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Available online 1 February 2016A steady-state, variable-density, 2-layer, ocean model (VLOM) is used to investigate basic dynamics of the
Atlantic meridional overturning circulation and Southern Ocean. The domain consists of idealized (rect-
angular) representations of the Atlantic, Southern, and Pacific Oceans. The model equations represent the
depth-averaged, layer-1 response (except for one solution in which they represent the depth-integrated
flow over both layers). To allow for overturning, water can cross the bottom of layer 1 at the velocity
we ¼ wd þwm þwn, the three parts representing: interior diffusion wd that increases the layer-1 thick-
ness h throughout the basin, mixed-layer entrainment wm that ensures h is never less than a minimum
value hm, and diapycnal (cooling) processes external to the basin wn that adjust h to hn. For most
solutions, horizontal mixing has the form of Rayleigh damping with coefficient m, which we interpret
to result from baroclinic instability through the closure, V ¼ ðm=f 2Þ$P, where $P ¼ $ 12 g0h
2
 
is the
depth-integrated pressure gradient, g0 is the reduced-gravity coefficient, and m is a mixing coefficient;
with this interpretation, the layer-1 flow corresponds to the sum of the Eulerian-mean and eddy-mean
(V) transport/widths, that is, the ‘‘residual” circulation. Finally, layer-1 temperature cools polewards
in response to a surface heat flux Q , and the cooling can be strong enough in the Southern Ocean for
g0 ¼ 0 south of a latitude y0, in which case layer 1 vanishes and the model reduces to a single layer 2.
Solutions are obtained both numerically and analytically. The analytic approach splits fields into
interior and boundary-layer parts, from which a coupled set of integral constraints can be derived. The
set allows properties of the circulation (upwelling-driven transport out of the Southern OceanM, down-
welling transport in the North Atlantic, transport of the Antarctic Circumpolar Current) and stratification
(Atlantic thermocline depth, and the latitudes, y0 and y0, where h thins to hm or layer 1 vanishes in the
Southern Ocean) to be evaluated in terms of model forcings (Southern-Ocean wind strength sa;Q ,
entrainment due to wd), processes (m;V in the Southern Ocean, northern sinking, upwelling within the
Atlantic Subpolar Gyre), and to the presence of the Pacific Ocean.
A hierarchy of solutions is reported in which forcings and processes are individually introduced. The
complete solution set includes a wide variety of solution types: withM > 0 andM 6 0; with and with-
out wind forcing; with, without, and for two parameterizations of northern-boundary sinking that rep-
resent cooling external to and within the North Atlantic; for a wide range of m and sa; and for different
closures. Novel aspects of the model and solutions include the following: use of VLOM, which allows Q
forcing to be introduced realistically; the aforementioned closure, which allows V to be determined
when layer 1 represents both the surface mixed layer (h ¼ hm) and the depth of subsurface isopycnals
(h > hm); latitude y0 , where layer 1 outcrops in the Southern Ocean, being internally determined rather
than externally specified; and a boundary layer, based on Gill’s (1968) solution, that smoothly connects
the Southern- and Atlantic-Ocean responses across the latitude of the southern tip of South America.
Finally, some solutions in the set are comparable to solutions to idealized, ocean general circulation
models (OGCMs); in these cases, our solutions provide insight into the underlying dynamics of the
OGCM solutions, for example, pointing toward processes that may be involved in eddy saturation and
compensation.
 2016 The Authors. Published by Elsevier Ltd. This is anopenaccess article under the CCBY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).
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The Atlantic meridional overturning circulation (AMOC) is a key
element of the general ocean circulation, among other things pro-
viding a source of deep water to all the ocean basins. Despite con-
siderable progress, the processes that determine the AMOC
strength and structure are still not well understood. One reason
for this lack is that its spatial structure is complex, with several
contributing upwelling and downwelling branches. Another is that
the AMOC extends into the Southern Ocean, the dynamics of which
are still under debate.1.1. Background
1.1.1. AMOC spatial structure
The AMOC upwelling branch was first hypothesized to result
from vertical diffusion j (Stommel and Arons, 1960a,b), and hence
to occur relatively uniformly throughout the interior of the Atlantic
Ocean (depending on the horizontal structure of j). Subsequently,
it was suggested to be driven by Southern-Ocean upwelling, with
the Ekman transport across the southern boundary of the Atlantic
determining the AMOC transport (Wyrtki, 1961; Toggweiler and
Samuels, 1995). Although observational data are sufficient to
determine overturning circulations reasonably well (Talley et al.,
2003; McCarthy et al., 2015), they are not adequate to determine
the split between the two branches accurately. There is now gen-
eral agreement that a large part of the AMOC transport arises from
Southern-Ocean upwelling (e.g., Marshall and Speer, 2012).
Another possible AMOC upwelling branch occurs within the
North Atlantic Subpolar Gyre. Fig. 1a (right panel) shows the den-
sity structure of the North Atlantic, plotting a density section
across the basin at 58.5N. The section is located within the subpo-
lar gyre, and isopycnals rise markedly to the west in response to
Ekman suction. In the western Atlantic, isopycnals with densities
of 27.7 rh rise close to the surface, suggesting that deep water
can entrain into the upper ocean there. In contrast, in a density sec-
tion within the North Pacific Subpolar Gyre at 50.5N (left panel),
isopycnal slopes are considerably smaller and deep-water isopyc-
nals do not rise near the surface.
Tsujino and Suginohara (1999) investigated the impact of sub-
polar upwelling on the basin-scale, meridional overturning circula-
tion (MOC) using an idealized OGCM. In one solution, they cooled
the ocean near the southern boundary, generating a basin-wide
MOC with its sinking branch in the southeastern corner of the
basin and its upwelling branch determined by j. In another, theyFig. 1a. Zonal sections of potential density referenced to the sea surface in the
North Atlantic along 58.5N (right panel) and in the North Pacific along 50.5N (left
panel) during climatological March from the 1 version of the World Ocean Atlas
2013 (WOA13) dataset (Locarnini et al., 2013; Zweng et al., 2013). The annual-mean
climatology from the same data set is substituted below 1500 m. The dashed
contours indicate density values greater than 27.7 rh with an interval of 0.02 rh .
The latitudes of each section lie within the subpolar gyre, that is, in a region where
wind curl is positive. The widths of the panels are proportional to the actual widths
in kilometers.added a patch of westerly winds in the northern hemisphere (sim-
ilar to s xw defined below in Eq. 9a). In response, there was a trans-
port of deep water into the near-surface ocean, W0A, due to
upwelling in the resulting subpolar gyre. This additional, upper-
layer water was then carried southward in the western-boundary
current, eventually downwelling in the southeastern corner to
strengthen the MOC. Interestingly, the thermocline thickened
throughout the basin to allow for the strengthened MOC (see their
Figs. 8–11), pointing toward a linkage between W0A, MOC strength
M, and thermocline depth hA. Recently, Schloesser et al. (2014)
discussed the influence of subpolar-gyre upwelling on the MOC
in detail, among other things describing the dynamical connection
among W0A, M, and hA.
The impact of the AMOC on the other oceans is demonstrated
by the presence of North Atlantic Deep Water (NADW) in the Paci-
fic and Indian Oceans (e.g., Knauss, 1962), a property leading to the
concept of the ‘‘global conveyor belt” (Broecker and Peng, 1982;
Broecker, 1987). Conversely, modeling studies have sought to
determine the impact of the other oceans on the AMOC.
McDermott (1996) and Furue and Endoh (2005), for example,
obtained OGCM solutions in idealized domains consisting of the
Southern Ocean and either a single Atlantic Ocean or both the
Atlantic and Pacific Oceans. As might be expected, the AMOC
strength increased considerably in the latter geometry, due to
the increased Ekman drift out of the wider Southern Ocean and
to additional diffusive upwelling by j in the Pacific. Presumably,
including the Pacific impacts other AMOC properties as well, such
as the Atlantic thermocline depth.
1.1.2. Southern-Ocean dynamics
The dynamics of the Southern Ocean are complicated because
part of its circulation is meridionally unbounded, and in this cyclic
region there can be no zonally-averaged, geostrophic, meridional
currents. As a result, ageostrophic processes are required to gener-
ate the southward flow that balances northward Ekman drift. The
prevailing view is that diabatic processes (small-scale mixing and
surface fluxes) are confined to the surface mixed layer whereas,
as discussed next, nonlinear, adiabatic processes (baroclinic and
barotropic instabilities) dominate at greater depths.
An important clue into the nature of Southern-Ocean dynamics
is the density structure (stratification) across the basin. Fig. 1b
shows two density sections across the Southern Ocean along
150W (left panel) and 110E (right panel). North of about 55S,
the latitude of the tip of South America, isopycnals are relatively flat
in the deep ocean. In marked contrast, south of 55S they slope
upward to the south, where they either rise to the surface ([27.2
rh) or bend to the south to form a near-surface layer of less-dense
water (J27.2 rh). The isopycnal slopes in the two panels are close
to their maxima and minimum values: At other longitudes, theFig. 1b. Meridional sections of potential density referenced to the sea surface
across the Southern Ocean along 150W (left panel) and 110W (right panel) during
climatological October from the 1 version of the World Ocean Atlas 2013 (WOA13)
dataset (Locarnini et al., 2013; Zweng et al., 2013). The annual-mean climatology
from the same data set is substituted below 1500 m. At other longitudes, isopycnal
slopes tend to lie between these two extremes.
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lie between these two extremes. It is noteworthy that no isopycnals
rise directly (smoothly) to the surface, but rather first bend to the
south near 100–200 m. This property suggests that they are not
tightly linked thermodynamically to surface buoyancy forcing.
In solutions to coarse-resolution OGCMs, isopycnals along the
northern edge of the ACC tend to tilt much too strongly upward
to the south (are oriented nearly vertical), a consequence of
Southern-Ocean upwelling and northward Ekman drift (e.g.,
Vallis, 2000). In contrast, in solutions to eddy-resolving OGCMs,
baroclinic eddies tend to flatten isopycnal slopes across the ACC
and, in so doing, to stratify the Southern Ocean. The Gent and
McWilliams (1990, GM) parameterization is a popular way of rep-
resenting this flattening process in coarse-resolution OGCMs. Let
h ¼ hþ h0 be the depth of a particular isopycnal, where h and h0
are its time-mean and time-varying parts. Then, the GM parame-
terization adopts the closure h0v 0 ¼ jh$h, which allows the intro-
duction of an eddy-driven, ‘‘bolus” velocity, v ¼ h0v 0=h. In the
Southern Ocean, v is directed southward in the upper ocean and
northward at depth, thereby flattening isopycnal slopes. Velocity
v is analogous to the Stokes drift in surface waves (e.g., Lee
et al., 1997) in that the mean flow of water particles, v^ , is the
sum of the Eulerian-mean velocity v and v (v^ ¼ v þ v), the
‘‘residual circulation”.
A number of modeling studies illustrate the importance of the
meridional component of v in cyclic ocean basins like the South-
ern Ocean. For example, in the solutions of Lee et al. (1997) and
Karsten et al. (2002), obtained in a cyclic channel and circular
basin, respectively, v is essentially zero so that the entire overturn-
ing circulation is associated with v. In solutions to models with a
realistic domain, v is associated with an overturning cell that
counteracts the Ekman-driven one, thereby reducing the transport
of upper-ocean water out of the Southern Ocean into the Atlantic
(e.g., Hirst and McDougall, 1998; Treguier et al., 2007). Karsten
and Marshall (2002) used observations to estimate v in the
near-surface ocean, concluding that it can dominate (reverse) the
poleward flow due to Ekman drift.
The preceding discussion suggests that the Southern-Ocean
stratification is not directly linked to the local buoyancy forcing
Q; rather, it is determined through the southward and upward
extension of isopycnals from the Atlantic stratification. Other stud-
ies have argued conversely that the Southern-Ocean stratification
is determined by Q. In this view, Q determines the surface density
field in the Southern Ocean, the surface isopycnals extend north-
ward and downward across the Southern Ocean, and then north-
ward into the Atlantic where they determine the mid-depth
stratification there (type-1 isopycnals). In their solutions, Wolfe
and Cessi (2010) note that type-1 isopycnals exist in their solutions
only when they are deep enough in the North Atlantic not to be
affected by diapycnal processes there, and not for shallower isopy-
cnals that are so affected (type-2 isopycnals). Since observed sub-
surface isopycnals associated with the AMOC are not directly
linked to surface density values in the Southern Ocean (Fig. 1b),
it is not clear that type-1 isopycnals occur in the real ocean.1.1.3. Simplified models
Solutions to OGCMs can simulate the AMOC flow field quite
realistically. Given their dynamical complexity, however, a number
of studies have used simpler systems to isolate fundamental pro-
cesses and identify the interactions among them. Here, we summa-
rize a few such studies that are most relevant to our own.
Stommel and Arons (1960a,b) obtained analytic solutions to a
reduced-gravity model of the deep ocean layer. They forced the
layer with a point source of mass to represent deep convection,and assumed that it was balanced by interior diffusion that trans-
fers mass out of the layer into the upper ocean at a constant rate
wd. Although they obtained a solution in the Southern Ocean, the
Drake Passage of their deep layer was closed so that the basin
had no cyclic part.
Gill (1968) first explored the nature of the dynamical connec-
tion between the Atlantic and cyclic Southern Ocean using a
1-layer model. The model was wind-forced, and included viscosity
in the form of Rayleigh damping. He obtained solutions in the inte-
riors of both basins, joining them with a zonal boundary layer cen-
tered on the latitude of the tip of South America, ya. The structure
of the boundary layer is complex, a consequence of its southern
half lying within the Southern Ocean and hence requiring cyclicity.
Because he used a 1-layer model, his solutions were not able to
develop an overturning cell. Nevertheless, his boundary layer can
be extended to apply to layer 1 of a 2-layer model that allows for
an MOC, an application that we utilize here (Appendix C.4).
Gnanadesikan (1999) developed a conceptual model that
parameterizes and relates various mass transports into and out
of the AMOC upper branch: the net transport out the Southern
Ocean M, that is, the sum of northward Ekman transport and the
southward eddy transport due to v; the upwelling transport due
to interior diffusion W0d driven by j; and the downwelling trans-
port in the North Atlantic Mn. Most of the parameterizations
involve hA, a measure of the Atlantic thermocline depth. Mass bal-
ance requires that the sum of the inflows and outflows vanishes,
resulting in a single cubic equation for hA. The other AMOC proper-
ties are then known from hA and model parameters (Southern-
Ocean wind strength sa; j, and jh). Klinger et al. (2003) obtained
OGCM solutions that support and extend Gnanadesikan’s (1999)
results.
Recently, Samelson (2009) and Radko and Kamenkovich (2011)
obtained solutions to 112-layer and 2
1
2-layer models, respectively, in
a domain with an Atlantic and cyclic Southern Ocean. Both models
allow for analytic solutions that relate key AMOC variables to forc-
ings and processes, as in Gnanadesikan (1999).
In the Samelson (2009) model, the layer-1 structure and
dynamics are highly constrained in the Southern Ocean: Layer 1
consists of a region of constant thickness hm with vertically uni-
form isotherms, the zonal flow is in thermal-wind balance, and
the ageostrophic, meridional flow is assumed to have the transport
M¼ Ls xðyaÞ=f ðyaÞ þ V, where L is the zonal width of the domain,
the Ekman transport is evaluated at the latitude of the tip of South
America ya, and V ¼ aeh2m is a southward eddy-driven transport.
In the Radko and Kamenkovich (2011) model, the Southern Ocean
is less constrained. Since its dynamics include GM mixing, h1 and
h2 vary across the basin, thinning to the south. Nevertheless, the
stratification is still not free to develop on its own, as the outcrop
lines of layers 1 and 2 are fixed to externally specified latitudes y0
and y00, respectively, and h1ðy0Þ ¼ h2ðy00Þ ¼ 0. Transport M is speci-
fied either as a free parameter, or determined by a northern-
boundary constraint, M¼ ah2A. In both models, the Atlantic and
Southern-Ocean circulations are joined by matching meridional
transports and layer thicknesses along y ¼ ya. Since layer thick-
nesses vary zonally in the Atlantic due to s x, the matching of layer
thicknesses is made only in an integral sense: hm ¼ hðyþa Þ
  x in
Samelson (2009), where the brackets indicate a zonal average;
and hi ¼ hiA in Radko and Kamenkovich (2011), where hiA is the
eastern-boundary thickness of layer i.
Finally, a number of studies have used idealized OGCMs to
study the sensitivity of Southern-Ocean and MOC properties to
model parameters (sa and j) and resolution (e.g., Henning and
Vallis, 2005, HV05; Wolfe and Cessi, 2010, WC10; Nikurashin and
Vallis, 2011, NV11; Nikurashin and Vallis, 2012, NV12; Morrison
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domains in all the noted models consist of a rectangular Atlantic
attached to a cyclic Southern Ocean, and solutions are forced by
x-independent, wind and Q (or relaxation temperature T) fields.
Otherwise, the models have significant dynamical differences. For
example, they differ in their horizontal closure, either obtaining
solutions in a coarse-resolution model with GM mixing (NV11
and NV12) or in models with eddy-permitting and eddy-
resolving resolutions. Further, they differ in the nature of the
processes imposed at the northern boundary: To generate the
downwelling branch of an AMOC-like overturning cell (M > 0),
WC10 and MJM13 cool the northern ocean, whereas MH13 pre-
scribe a northern-boundary sponge layer. In contrast, the HV05
and NV11 models lack any northern downwelling process, and
consequently their solutions develop a ‘‘reverse” MOC (M < 0) like
that for Antarctic bottom water (AABW), with upwelling by inte-
rior diffusion in the Atlantic and sinking in the Southern Ocean.1.2. Present research
In this study, we continue the effort to understand basic
dynamics of the AMOC and its interaction with the Southern
Ocean, using a model of intermediate complexity. The model is a
2-layer system in which water can transfer between layers,
thereby allowing solutions to have upwelling and downwelling
branches and hence to develop an MOC. Further, in response to a
surface buoyancy flux Q , temperature (density) varies meridion-
ally within layer 1 (a ‘‘variable-temperature layer model,” VLOM),
and layer 1 can become cold enough in the Southern Ocean to
eliminate the density contrast between the layers, in which case
the model reduces to a single layer 2. Traditional, constant-
density layer models (CLOMs) have the disadvantage that they
cannot represent thermodynamics in a natural way; for example,
they parameterize cooling by surface Q as a change in upper-
layer thickness. VLOMs overcome this deficiency by allowing Q to
alter T1, and hence they represent polar-ocean cooling more realis-
tically. As such, our VLOM is a sensible ‘‘next step” in a hierarchy of
intermediate models that lead to state-of-the-art OGCMs.
Most solutions (the exceptions being those discussed in
Appendix A.2) are obtained using an extended version of the GM
parameterization to close the h0v 0 term in the layer-1 continuity
equation (Eq. 2 below). The closure has the advantage that it applies
when h represents both the thickness of the surfacemixed layer and
the depth of subsurface isopycnals. Using this closure, the layer-1
velocities correspond to the residual-mean circulation, and hori-
zontalmixing has the form of Rayleigh dampingwith a coefficient m.
Solutions are found in idealized domains with rectangular
basins that represent the Atlantic, Southern and Pacific Oceans.
They are forced by an x-independent, zonal-wind s xðyÞ, a heat flux
Q that relaxes layer-1 temperature to an x-independent tempera-
ture profile TðyÞ, and vertical diffusion j. Northern sinking is
parameterized in two different ways: In most solutions, it is repre-
sented by a relaxation of h along the Atlantic northern boundary to
a prescribed value hn, which parameterizes cooling processes in
marginal seas external to the domain; in some solutions, it is rep-
resented by strong cooling by Q within the North Atlantic (Sec-
tion 4.2.6). Solutions are obtained both analytically and
numerically. The analytic solutions split the response into interior
and boundary-layer parts, and the resulting simplification allows a
set of integral constraints to be derived that directly relates MOC
properties to model parameters and forcing. The numerical solu-
tions confirm the analytic results, and provide a means for visual-
izing the flow fields.
Given these properties, the model can be regarded as an exten-
sion of the layer models noted above. It extends the Stommel andArons (1960a,b) model to apply to an upper layer with forcing by
s x and a cyclic Southern Ocean, and Gill’s (1968) 1-layer model
to apply to an upper layer with an MOC. It replaces
Gnanadesikan’s (1999) hA-equation with a coupled set of con-
straints based on our model’s physics that can be solved for a single
equation (Eqs. 36 below). It extends the Samelson (2009) and
Radko and Kamenkovich (2011) models in several ways: by relax-
ing their restrictions on the Southern-Ocean stratification; replac-
ing their matching conditions between the Southern and Atlantic
Oceans with one based on the Gill (1968) boundary layer; and
internally determining the eddy-driven transport V both within
and below the surface mixed layer. Finally, our model is also an
extension of the Atlantic-only models of Schloesser et al. (2012,
2014) to include the Southern Ocean.
Novel aspects of the model and solutions include the following.
The model allows for a rich suite of solutions that contains all the
types of solutions in the aforementioned, idealized modeling
studies: solutions withM > 0 andM 6 0; with and without wind
forcing; with, without, and for different parameterizations of
northern-boundary sinking; for a wide range of values of s x; j,
and eddy-mixing parameter m (proportional to jh); and for differ-
ent h0v 0 closures. A key property of solutions is that, depending
on the choices of T and m, the Southern-Ocean stratification
adjusts to have three distinct states: Either layer 1 intersects
Antarctica, outcrops at latitude y0, or extends to a latitude y0 where
T1 cools to T2 and layer 1 vanishes (as illustrated schematically in
Fig. 5 below). Further, y0 is internally determined rather than
externally specified as in the Radko and Kamenkovich (2011)
model, a feature that significantly alters the dependency of MOC
properties to model parameters and forcings. Finally, some solu-
tions are directly comparable to the idealized-OGCM solutions
noted above. In these cases, our solutions provide insight into the
underlying dynamics of the OGCM solutions, for example, pointing
toward processes that may be involved in eddy compensation
(Sections 4.2.2.3 and 4.2.5) and saturation (Section 4.2.6), and that
cause M and the Atlantic thermocline depth hA to have different
sensitivities for large and small values of j and sa (Section 5.2).
Section 2 provides an overview of our ocean model. It is supple-
mented by two appendices: Appendix A, which derives the
residual-mean equations for our standard closure, and explores
the impacts of other closures in the Southern Ocean; and Appendix
B that describes our method for obtaining exact solutions when
there are no diapycnal processes and no overturning circulation,
the situation considered by Gill (1968). Section 3 derives the inte-
gral constraints for the steady-state solutions, leaving a discussion
of the specific structure of each boundary layer to Appendices C
and D. Section 4 provides a hierarchy of solutions that are primar-
ily wind-driven (MP 0), and Section 5 discusses solutions that are
primarily diffusion-driven (M 6 0). Section 6 provides a summary
and discussion of results. Finally, Appendix E provides an alphabet-
ical list and brief description of the variables and parameters
defined in the text, and Table 1 lists the solutions reported.2. Ocean model
In this section, we describe our ocean model and experimental
design. To allow for analytic solutions, the model requires several
simplifications. They are noted and their potential impacts
discussed.
2.1. Equations of motion
The model ocean consists of two layers with densities q1 and q2,
in which the layer-1 density varies meridionally in response to a
surface heat flux Q (Schloesser et al., 2012, 2014; Sections 2.5.2
Table 1
List of solutions.
Solution T so s xs j s xw wn
1a n/a U – – – –
1b w U – or U – – –
1c w U – or U – – U
2 w U – – – U
3 w U U – – U
4 w U U U – U
5 w U U U U U
6 w – – U – U
7 w U U U – –
n0 As in Solutions n except with cold T
Pn As in Solutions n except with the Pacific Ocean
Pn0 As in Solutions Pn except with cold T
List of solutions when the basin includes the Atlantic and Southern Oceans (Solu-
tions n). The first column gives the solution label. The remaining columns designate
whether Q forcing uses the warm (w) or cold (c) T profile (Fig. 4), and either has
(U) or lacks (–) a particular part of s x forcing (so , s xs , and s xw) and process (j and
wn). Solutions in the first block (Solutions 1a, 1b, and 1c) haveM¼Mn ¼ 0, in the
second block (Solutions 2–5) have Mn > 0, and in the third block (Solutions 6 and
7) are primarily forced by j. The fourth block defines general solution labels when Q
uses the cold T profile (additional prime) or the domain includes the Pacific
(additional ‘‘P”).
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surface waters and layer 2 to represent bottom and deep waters.
Equations of motion for the 2-layer model can be split into sets
for the depth-integrated flows in the entire water column (barotro-
pic response) and in layer 1 (related to the baroclinic response);
see Greatbatch and Lu (2003), Appendix A of Schloesser et al.
(2012), and Section 2 of Schloesser et al. (2014) for detailed deriva-
tions of similar sets. The layer-1 set is linked to the depth-
integrated set through terms proportional to h=D, where h is the
thickness of layer 1 and D is the ocean depth. We assume that
h=D 1, in which case the two sets are decoupled. This assump-
tion is only marginally satisfied in our solutions for which
h  1000 m and D ¼ 5000 m. We therefore expect the lack of cou-
pling to distort our layer-1 solutions somewhat, but not to alter
their basic dynamics.
When h=D 1, the steady-state response for layer 1 can be
written in the form
 fV þ Px ¼ s x  mU;
fU þ Py ¼ mV ;
Ux þ Vy ¼ we;
ð1Þ
where V ¼ ðU;VÞ is the ‘‘residual-mean” layer-integrated velocity
(Section 2.2; Appendix A.1), we specifies the rate at which water
transfers between the two layers (Section 2.3), and s x is zonal wind
stress divided by the density of seawater (Section 2.5.1). (The unit of
s x is therefore cm2/s2, although we report values in dyn/cm2.) Hor-
izontal mixing has the form of Rayleigh damping, which we inter-
pret to result from baroclinic instability (Section 2.2). Variable
$P ¼ ðPx; PyÞ is the depth-integrated, pressure gradient in layer 1,
where P ¼ g0h2=2 and g0 ¼ gðq2  q1Þ=q2. Note that, because q1 var-
ies with latitude, so does g0.
Since q1 varies in y, thermal wind requires the pressure-
gradient and zonal-flow fields in layer 1 to vary linearly with
depth. Eqs. (1), however, only describe the vertically-integrated
part of the circulation. Because T1 is fixed to T
ðyÞ, the thermal-
wind part is completely determined by, and does not impact, the
depth-integrated response (see Eq. A15 of Schloesser et al.,
2012). In principle, then, we can add the thermal-wind part of
the circulation to our solutions. For our purposes, its inclusion isnot necessary since we are interested in layer-1 transports, and
by definition the integral of the thermal-wind flow across layer 1
vanishes.
For one solution (Section 4.1), we view (1) as describing the bar-
otropic response of the system as in Gill (1968). In this case, we ¼ 0
and P ¼ gdD, where d is sea level. For this solution, we view the
Rayleigh damping to result from either barotropic instability or
bottom drag.
2.2. Residual-mean velocity and horizontal viscosity
For a steady flow field without eddies, V ¼ hv , where v ¼ ðu;vÞ
is the layer-averaged velocity. When there are eddies, it is useful to
separate fields q into time-mean q and time-varying (eddy) q0
parts. (Eqs. 1 describe the time-mean response, where for conve-
nience overbars are neglected.) It follows that the time-averaged
continuity equation involves an additional term, $  h0v 0
 
, and
this term defines a time-mean, eddy-driven velocity,
v ¼ h0v 0
 
=h (Eqs. A2 and A4, respectively). In Eqs. (1), V is
rewritten to include v, that is, V ¼ hv þ h0v 0, the sum (residual)
of the Eulerian- and eddy-mean velocities (Lee et al., 1997;
Ferrari and Plumb, 2003). Then, with the closure,
h0v 0 ¼  m
f 2
$P; ð2Þ
the impact of the eddies takes the form of Rayleigh damping in the
momentum equations (Greatbatch and Lu, 2003; see Appendix A for
a derivation).
According to (2), h0v 0 is proportional to the gradient of the time-
mean, available potential energy of layer 1, P ¼ g0h2=2, which is
sensible since the presumed source of the perturbations is baro-
clinic instability. Unless specified otherwise, m ¼ 2 106 s1
(Aiki and Yamagata, 2006), or it is allowed to vary over a range
of values. For a few solutions, m either increases with sa (Sec-
tion 4.2.5) or is inversely proportional to the square of the Rossby
radius of deformation (m ¼ jh=R2, R2 ¼ g0h=f 2; Section 5.2; Appen-
dix A).
Closure (2) is unusual in that it involves $P ¼ g0h$hþ h2$g0=2
rather than $h. Mathematically, it is a natural choice for our model
since mixing then has the form of Rayleigh damping. Physically, it
parameterizes the property that baroclinic instability arises from
two sources: the traditional type proportional to $h associated
with sloping isopycnals at the layer bottom (e.g., Phillips, 1954);
and a frontal type proportional to $g0 associated with sharply tilted
isopycnals in the overlying stratification (Stone, 1966, 1970;
Fukamachi et al., 1995; Fox-Kemper et al., 2008; Qiu et al., 2014).
As such, it applies when h represents both the thickness of the sur-
face mixed layer (h ¼ hm) as well as the depth of subsurface isopy-
cnals (h > hm).
Note that when g0 is constant and m ¼ jh=R2, (2) reduces to the
GM parameterization, h0v 0 ¼ jh$h. We explore the impact of
using GM and other closures in Appendix A.2, concluding that (2)
is the best choice in comparison to the others.
2.3. Across-interface velocities, we
The across-interface velocity, we, parameterizes all processes in
the model that cause water to transfer across the bottom of layer 1,
thereby allowing solutions to develop overturning cells. It is the
sum of three terms,
we ¼ wd þwm þwn; ð3Þ
Fig. 2. Schematic plot of the model domain with all three oceans, illustrating the
boundary layers and regions (light shading) discussed in the text (Section 3.1).
Corner regions (dark shading) act to match the pressures and transports in adjacent
boundary layers. The zonal boundary layers broaden to the west, except for the
portion of the boundary layer along ya that lies in the Southern Ocean. Curves xbAðyÞ,
xbPðyÞ, and line y0 indicate the edges of outcrop regions that can occur in the North
Atlantic, North Pacific, and Southern Ocean, respectively. Line y0 designates the
boundary where layer 1 vanishes for cold-T forcing when g0 ðy 6 y0Þ ¼ 0.
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layer entrainment, and diapycnal processes that occur external to
the basin (in the Arctic Ocean and the GIN and Labrador Seas),
respectively.
2.3.1. Interior diffusion, wd
As in Stommel and Arons (1960a,b), we assume that wd is a pos-
itive constant throughout the domain. As such, it acts to thicken
layer 1 continuously, and steady-state solutions are possible only
when the domain contains a compensating detrainment process.
It is useful to relate wd to a vertical diffusion coefficient j. Based
on the balance wTz ¼ jTzz, the simplest correspondence is
wd ¼ jH ; ð4Þ
where H is typical depth of the bottom of the surface AMOC branch.
For the solutions shown in Sections 4 and 5, we set wd = 2.5  106
cm/s, which with H ¼ 1000 m corresponds to j ¼ 0:25 cm2/s, on
the large end of j values typically used in OGCMs
(j  0.1–0.2 cm2/s).
Other choices for wd are possible. For example, to compare our
results to those from OGCM solutions, we allow wd to have the
form wd ¼ j=hA where hA is the Atlantic thermocline depth deter-
mined by the model (Section 5.2). Further, it is also possible to
allow wd to vary spatially. For example, Schloesser et al. (2012)
and Samelson (2009) allow diffusion to vary spatially by setting
wd ¼ j=h and wd ¼ awðh2  h2Þ, respectively; for our purposes,
this additional complexity is unnecessary.
2.3.2. Mixed-layer entrainment, wm
In principle, wind-driven upwelling can force h to thin to zero
thickness. In the real ocean, however, subsurface isopycnals can
only rise until they intersect the bottom of the surface mixed layer.
To represent the mixed layer, whenever h becomes thinner than hm
we allow water from layer 2 to entrain into layer 1 at the rate,
wm ¼ 1dtm ðhm  hÞhðhm  hÞ; ð5aÞ
where dtm is the time scale of the entrainment, hm ¼ 50 m is the
mixed-layer thickness, and hðfÞ is a step function (h ¼ 1 for fP 0
and is zero otherwise). For numerical solutions, dtm ¼ 1 day. For
analytic solutions, we assume that dtm ! 0, in which case wm
ensures that
hP hm; ð5bÞ
that is, h can never be less than hm.
2.3.3. Northern-boundary processes, wn vs. Q
The other across-interface velocity,
wn ¼ 1dtn ðhn  hÞYnðyÞ; ð6aÞ
parameterizes northern sinking by relaxing h along the northern
(y ¼ yn) boundary of the Atlantic to hn. In the time-stepping numer-
ical model, dtn is 1 day and YnðyÞ varies from 1 at the coast to zero
within a few grid points offshore. In the analytic model, dtn ! 0 and
YnðyÞ ¼ dðy ynÞ so that wn ensures that
h ¼ hn at y ¼ yn; ð6bÞ
a statement that h is fixed to hn at the northern boundary. We set
hn ¼ 1500 m, roughly the bottom of intermediate water in the
North Atlantic. Boundary constraint (6a) provides a simple way to
represent diapycnal (cooling) processes external to the Atlantic that
are associated with the AMOC downwelling branch, with all the
cooling occurring along y ¼ yn where layer-1 water detrains into
layer 2. As such, wn is analogous to a sponge layer in OGCMswithout the Arctic Ocean that relaxes temperature and salinity to
observed values (e.g., Nonaka et al., 2006; MH13). In Sections 4
and 5, we report solutions with and without wn.
It is possible to replace Eqs. (6) with a parameterization of
northern sinking based on cooling by Q within the North Atlantic.
In the 2-layer model of Schloesser et al. (2012), for example, Q
cools layer 1 until T1 ¼ T2 for y > y ¼ 50N so that layer 1 van-
ishes in the northern ocean (g0 ¼ 0). In that situation, constraint
(6b) is replaced by
ð7Þ
where f1 has a value close to f1ðyÞ, PA ¼ 12 g0h
2
A is a measure of the
depth of the Atlantic thermocline along the eastern boundary
(defined in Eq. 14b below), and a increases with the strength of sub-
surface diapycnal mixing (their Eq. 23). (See Schloesser et al., 2014,
for an extension of Eq. 7 that allows for forcing by subpolar wester-
lies.) According to (7), Mn / g0h2A, a relationship that arises from a
variety of scalings (see Appendix 1 of Fürst and Levermann,
2012), occurs in idealized OGCM solutions (e.g., WC10) and is
adopted in simpler models (e.g., Samelson, 2009; Radko and
Kamenkovich, 2011).
MJM13 argue that a Q-forced constraint like (7) is better (more
physically realistic) than a northern-boundary sponge layer like
(6a). On the other hand, the Q-forced constraint ignores all pro-
cesses within marginal seas (Spall, 2004, 2010, 2011), as well as
any overflow entrainment that thickens the AMOC upper branch
and contributes significantly to Mn (Döscher and Redler, 1997;
Eldevik et al., 2009; Kösters et al., 2005). Furthermore, in a
2-layer-model configuration like ours, (7) implies that the stratifi-
cation vanishes in the North Atlantic (g0 ! 0; Schloesser et al.,
2012), inconsistent with the real ocean where the densest waters
are formed in the Southern Ocean. Here, then, we use (6) for most
solutions, commenting on the impact of using (7) in Section 4.2.6.
2.4. Basin and boundary conditions
Fig. 2 illustrates the domain in its most general configuration
(all three oceans). When the model domain has only an ‘‘Atlantic
Ocean” and a ‘‘Southern Ocean,” it consists of a rectangular basin
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ionally from ys ¼ 60S to yn ¼ 60N: The sole continent, ‘‘South
America,” is then a line segment along x ¼ 0 (and LA) that extends
from ya ¼ 45S to yn, thereby providing both the eastern and west-
ern boundaries of the Atlantic basin, and the Southern Ocean
extends from ys to ya. When a ‘‘Pacific Ocean” is included, the
domain extends from x ¼ LT ¼ 15;000 km to x ¼ 0, and the
Atlantic and Pacific Oceans are separated by ‘‘Africa,” a line seg-
ment along x ¼ LP ¼ 10;000 km that extends from yn to
yb ¼ 35S, with the Pacific located from x ¼ LP to x ¼ 0 and the
Atlantic from x ¼ LT to x ¼ LP .
No-normal-flow conditions are applied at all continental
boundaries. In the Southern Ocean (y < ya) and at the tip of South
America (y ¼ ya), the condition
Pð0; yÞ ¼ PðL; yÞ; y 6 ya; ð8Þ
imposes cyclicity there, where L ¼ LA (L ¼ LT) is the width of the
Southern Ocean when the domain includes only the Atlantic (Atlan-
tic + Pacific) basin(s).
2.5. Forcing
2.5.1. Wind stress
Most solutions are forced by x-independent, zonal wind-stress
fields s xðyÞ, the exceptions being for some solutions in Sections
4.2.4 and 5 with s x ¼ 0. Fig. 3 illustrates the specific profiles used
to force solutions. They have the general form
s xðyÞ ¼ so þ s xs ðyÞ þ s xwðyÞ; ð9aÞ
where
s xs ðyÞ ¼
sa sin p2
yys
Ly
 
 so; y 6 ya;
ðsa  soÞYaðyÞ; y > ya;
(
ð9bÞ
s xwðyÞ ¼
Dsw
2 1 cos 2p yy1y2y1
 
; y1 6 y < y2
0; otherwise;
(
ð9cÞ
YaðyÞ is any meridionally broad function that varies monotonically
from sa at y ¼ ya to zero at any latitude south of y1 (its precise form
is not needed), y1 ¼ 20N, y2 ¼ 50N, and Ly ¼ ya  ys. Note that
s xy ¼ 0 along y ¼ ya, a useful restriction that simplifies (35a), the
boundary constraint that joins the Southern and Atlantic (Atlantic
+ Pacific) Oceans.
Solutions are obtained when s x ¼ so, so þ s xs , and contains all
three components (gray, red and magenta, and dashed curves in
Fig. 3, respectively). Wind stress so ¼ 1 dyn/cm2 represents con-
stant background westerlies. Wind-stress s x ¼ so þ s xs ðyÞ weakens
from a maximum of sa at the tip of South America (y ¼ ya) to zero
at Antarctica and to so where YaðyÞ ¼ 0. Almost all solutions that
include s xs set sa ¼ so, the exceptions being for those discussed in 0
 1
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Fig. 3. Meridional profiles of the wind fields s x used to force the model, as defined
in Eqs. (9). The profiles are s x ¼ so (gray), so þ s xs with sa ¼ 1 dyn/cm2 (red), so þ s xs
with sa ¼ 3 dyn/cm2 (magenta), and so þ s xs þ s xw with sa ¼ 1 dyn/cm2 (dashed).
Most of the gray and magenta curves lie underneath the red one. The magenta curve
assumes that YaðyÞ decreases sinusoidally from ya ¼ 45S to 25S, but its precise
structure is not needed.Section 4.2.4 for which sa has a range of values. Approximate ana-
lytic solutions are also obtained when s x ¼ so þ s xs varies linearly
across the Southern Ocean so that s x ¼ ðsa=LyÞðy ysÞ. Wind-
stress s xwðyÞ is included to explore the sensitivity of solutions to
wind forcing in the North Atlantic and North Pacific. It generates
subpolar gyres in the northern oceans, and upwelling can occur
there for sufficiently strong Dsw. In the Atlantic, we set
Dsw ¼ 3 dyn/cm2, a large value that emphasizes subpolar upwelling
there (Section 4.4). We also obtain solutions with subpolar upwel-
ling in the Pacific (Section 4.5), but for the solutions shown (Figs. 12
and 13), Dsw in the Pacific has a value low enough to prevent any
upwelling. We ignore winds in other regions since they do not
affect any of the model constraints that determine MOC properties.
2.5.2. Surface buoyancy flux
Solutions are also forced by a surface buoyancy flux Q. For sim-
plicity, we assume that density depends only on temperature
according to
qi ¼ qoð1 aTTiÞ; ð10Þ
where i ¼ 1; 2 is a layer index, qo ¼ 1:028 g/cm3 is a background
density, and aT ¼ 0:00015 C1 is the coefficient of thermal expan-
sion. The buoyancy (heat) flux and layer-1 temperature have the
forms
Qðx; yÞ ¼ lim
dt!0
T1  TðyÞ
dt
) T1 ¼ TðyÞ; ð11aÞ
where
TðyÞ ¼
Te; jyj 6 ye;
Te þ ðTn  TeÞ yyeynye ; y > ye;
Te þ ðTs  TeÞ yþyey0þye ; y0 < y 6 ye
Ts; y 6 y0
8>><>>>: ð11bÞ
with ye ¼ 40, Te ¼ 23 C, Tn ¼ 3 C, and either Ts ¼ 3 C and y0 ¼ ys
or Ts ¼ 0 C and y0 ¼ 55S. We set T2 ¼ 0 C.
Fig. 4 plots the two T profiles used in themodel. When Ts ¼ 3 C
and y0 ¼ ys (warm T), T cools symmetrically poleward of jyej
(black curve). With this symmetry, the regions where T1 cools to
T2 in the Southern Ocean are assumed to be confined to the Antarc-
tic marginal seas, similar to the North Atlantic. When Ts ¼ 0 C and
y0 ¼ 55S (cold T), however, T is cooler in the southern hemi-
sphere (gray curve). In this case, T1 ¼ T2 and g0 ¼ 0 in the Southern
Ocean south of y0; thus, layer 1 no longer exists for y < y0 and the
model reduces to a 1-layer system there. Solution properties differ
depending on the choice of T in the Southern Ocean (Sections 2.6
and 5). They are also sensitive to T in the North Atlantic through
the dependence of Pn ¼ 12 g0ðynÞh
2
n on Tn (Section 3.3.2.1).
Eq. (11a) provides a simple way to include thermodynamic pro-
cesses in the model physics. In so doing, however, it eliminates
temperature advection as a process that can alter T1 and requires
isotherms within layer 1 (within layer 2 south of y0) to be oriented
vertically wherever Ty – 0. In the Southern Ocean, we do not
expect the lack of mean temperature advection to be a seriousFig. 4. Meridional profiles of the two T fields used to obtain solutions, as defined in
Eq. (11b). The profiles cool polewards either symmetrically (black) or asymmetri-
cally with a colder Southern Ocean (gray). For the asymmetric profile with a colder
Southern Ocean (gray curve), T ¼ T2 south of y0 so that layer 1 vanishes there.
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of time-dependent advection is not likely serious: Its absence elim-
inates the growth of baroclinic instability, but its effects are repre-
sented by horizontal mixing (Section 2.2). In OGCM solutions and
the real ocean, isotherms in the upper Southern Ocean are not ori-
ented vertically but rather tilt upward to the south with a finite
slope (Fig. 1b). Consequences of this model simplification are less
clear. In its support we note that, consistent with the observed
stratification, the model stratification still allows the available
potential energy of the upper ocean to decrease southward across
the Southern Ocean. Furthermore, the simplification may not be as
restrictive as it appears: Schloesser et al. (2014, their Section 6.2)
define an upper-layer thickness for their North Atlantic OGCM
solution that agrees remarkably well with the h field from an
analogous VLOM solution.
2.6. Southern-Ocean stratification
Fig. 5 illustrates the possible layer-1 structures (stratifications)
when g0 – 0 everywhere (warm-T forcing, left panel) and g0 ¼ 0
south of y0 (cold-T
 forcing, right panel). In all cases, the model’s
idealized stratification consists of a sharp pycnocline at the bottom
of layer 1 that gradually weakens to the south as isotherms within
layer 1 outcrop; this structure is similar to the observed stratifica-
tion, except that the Atlantic thermocline has finite thickness and
all Southern-Ocean isopycnals rise to the surface with a finite slope
(Fig. 1b). When g0 – 0 (left panel), the bottom of layer 1 either out-
crops (h ¼ hm) along a latitude y0 (upper curve) or extends to
Antarctica (lower curve). When g0ðy 6 y0Þ ¼ 0 (right panel), layer
1 only exists north of y0, and it either outcrops (upper curve) or
extends to y0 (lower curve). Note that, by assuming the outcrop
line occurs on a latitude y0, it has no x-dependence, a statement
that y0 is unaffected by the x-dependent boundary layer along ya
(see Appendix C.4.4).
A comparison of the possible layer-1 structures with the density
profiles in Fig. 1b suggests that the most realistic model state
occurs when layer 1 outcrops at y0. On the other hand, the
weakly-sloping, observed stratification (Fig. 1b, right panel) could
indicate a model state in which layer 1 extends to Antarctica,
and the strongly-sloping one (Fig. 1b, left panel) might correspond
to a state where the available potential energy of layer 1, P, essen-
tially vanishes at y0. Additionally, strongly-sloping isopycnals com-
monly occur in OGCM solutions without freshwater forcing, since
the Southern Ocean is not capped by a thin, fresh layer (e.g.,
Fig. 7 of WC10), a stratification analogous to that in our model
when layer 1 extends to y0.
In Sections 4 and 5, we discuss solutions that attain all the
model states shown in Fig. 5. One general result is that, for primar-
ily wind-driven solutions with realistic parameter values, MOC
properties are not very sensitive to whether layer 1 outcrops atFig. 5. Schematic plot of the possible structures of h0ðyÞ in the Southern Ocean for
warm-T forcing when g0 > 0 (left panel) and cold-T forcing when g0ðy 6 y0Þ ¼ 0
(right panel). In the left panel, layer 1 either extends to Antarctica (deeper curve) or
outcrops (h ¼ hm) at latitude y0 (shallower curve). In the right panel, layer 1 only
exists north of y0, and it either extends to y0 (deeper curve) or outcrops north of y0
(shallower curve). The graduated shading indicates the southward decrease of T1; in
the right panel, T1 ¼ T2 (q1 ¼ q2) everywhere south of y0, and the model consists of
a single layer 2 there.y0 or vanishes at y0 (Section 4.2.3). For these solutions, a
constant-density (constant g0) model is sufficient to represent their
dynamics. On the other hand, for solutions in which there is
Southern-Ocean detrainment (M	 0) or that are primarily
diffusion-forced (wn ¼ 0 so that there is no northern sinking), the
vanishing of layer 1 at y0 is essential and a variable-density
(variable-g0) layer model is required (Sections 4.1.2 and 5.2).
2.7. Solution methods
In Section 3 and Appendix C, we derive and discuss the various
parts of the analytic solutions. We obtain numerical solutions to
(1) using two different methods. To obtain most of them, we
include the terms Ut , Vt , and ht in the first, second, and third equa-
tions of (1), respectively, and integrate the resulting system from a
state of rest for 50 years, by which time solutions are near equilib-
rium. Figs. 7, 11 and 13, and the data points in Figs. 8a–8c and 12
are obtained by this method, and they are all taken from the last
year of the integration. We also obtain steady-state, numerical
solutions by solving the diffusion equation for streamfunction w
(Section 4.1.1 and Appendix B).
For simplicity, the analytic solutions are derived in Cartesian
coordinates and assume that by ¼ 0. The constraints that deter-
mine MOC properties (boxed equations in Section 3) only require
that solutions are known at mid-to-high latitudes (J45), with
southern and northern solutions linked by matching their merid-
ional transports and eastern-boundary P values. Therefore, the
curves in Figs. 8–10 and 12 are evaluated with
f ¼ f o þ bðy yoÞ; ð11cÞ
where yo ¼ 
ðp=4ÞRe, Re ¼ 6371 km is the earth’s radius,
f o ¼ 
2X sinðp=4Þ ¼ 
1:03 104 s1, X ¼ 2p d1, and unless spec-
ified otherwise b ¼ ð2X=ReÞ cosðp=4Þ ¼ 1:65 1013 cm1 s1. (To
obtain analytic solutions throughout the entire domain requires
that f ¼ by with b ¼ 2X=Re.)
To allow a close comparison to the analytic solutions, solutions
to the time-stepping, numerical model are also found in Cartesian
coordinates. Further, since f must be known everywhere, f is set to
(11c) for yj jP yoj j and f ¼ 2X sinðy=ReÞ for yj j < yoj j. This ‘‘split”
definition of f ensures that properties of the numerical and analytic
solutions are as close as possible, but the numerical solutions are
hardly changed if f ¼ 2X sinðy=ReÞ for all y. For historical reasons,
Re ¼ 6300 km in the numerical solutions.
3. Analytic solutions
To obtain analytic solutions, we adopt the common simplifica-
tion that the flow field can be divided into interior responses
within the basins and boundary layers along their edges that close
the interior circulations. The split allows for dynamical simplifica-
tions in each region: Interior solutions lack horizontal mixing in
the Atlantic and Pacific Oceans and are x-independent in the
Southern Ocean, and the along-boundary velocity field is in geos-
trophic balance in boundary layers. Let q be any of the model vari-
ables; then, throughout the text we label the interior part q0 and
boundary-layer part q00. (In Section 2 and Appendix A, q0 is also
used to indicate the time-varying part of q.)
We begin with an overview of the structure of the analytic
solutions (Section 3.1). Next, we derive solutions for the interior
circulations in the three oceans (Section 3.2) and for the along-
boundary structures of the boundary layers (Section 3.3), deferring
a discussion of their across-boundary structures until Appendix C.
These solutions lead to a set of constraints (boxed equations) that
allow MOC properties to be expressed in terms of model parame-
ters and forcings.
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3.1.1. Horizontal structure
Fig. 2 schematically illustrates the horizontal structure of solu-
tions when all three oceans are present. The Atlantic western- and
northern-boundary layers (Boxes WA and NA) close the wind-
driven circulation and provide a pathway for the water that
entrains into layer 1 to flow either to the North Atlantic or, for solu-
tions with a reverse or double-celled MOC (Sections 4.2.3 and 5), to
the Southern Ocean. Similarly, Pacific western- and northern-
boundary layers (Boxes WP and NP) close the wind-driven circula-
tion and channel all the Pacific water that flows across yb or
entrains into layer 1 north of yb to the tip of Africa; subsequently,
this water flows westward across the Atlantic within Box Sb to
merge with the Atlantic western-boundary current in Box WA (bot-
tom panel of Fig. 13). The boundary layer centered on ya (Box Sa)
smoothly joins the Atlantic and Southern Ocean circulations.
Regions B (BA and BP) designate where upwelling (with transports
W0A andW0P) can occur due to Ekman suction in subpolar gyres (see
Fig. 11). Finally, the dashed curves, xbA, xbP , and y0 (defined precisely
below) indicate where layer 1 can outcrop (h ¼ hm); the dashed
line along latitude y0 indicates that g0 can also decrease to zero
at and south of y0, where layer 1 vanishes (Figs. 4, 5 and 7).
In the aforementioned boundary layers, the assumption of
along-boundary geostrophy is accurate because the along-
boundary spatial scale is much greater than the layer width
(Appendix C). For the solutions in corner areas (darker shading),
however, the spatial scales are small in both directions, so that
both flow components are inherently ageostrophic. For our pur-
poses, it is not necessary to obtain solutions in these regions since
they only serve to join the pressures and transports in adjacent
boundary layers smoothly. (We do, however, take into account
effects of the ageostrophic region at the tip of South America in
deriving the ya-boundary constraint; see Appendix C.4.5.)
3.1.2. Overturning transports, M and Mn
For most solutions in Section 4.2,M > 0 so that water entrains
into layer 1 across its southern edge at y^ ¼ y0 or y0 (Figs. 2 and 5).
The transport of the entrained water is the residual flow across y^,
M¼ Ls xðy^Þ=f ðy^Þ þ LV^, where V^ is the eddy-driven transport/
width across y^. The entrained water first circulates around the
Southern Ocean several times, and eventually enters the
ya-boundary layer (Region Sa) where it flows to the tip of South
America. It then flows northward in the Atlantic western-boundary
current (Region WA), circulates about the North Atlantic upwelling
region if it exists (Region BA), flows eastward in a northern-
boundary current (Region NA), and finally downwells in the northeast
corner of the Atlantic (Fig. 11). The total transport of the water that
detrains there isMn ¼MþW0A þW0P þW0d, the sum of all the water
that entrains into layer 1 anywhere in the domain, where the latter
term is the entrainment due to interior diffusion by wd.
There are also solutions in which M < 0 (reverse or double-
celled MOCs). They only occur for cold-T forcing when layer 1
extends to y0: Only then is the eddy-driven circulation across
y0;V

0, large enough to overwhelm the northward Ekman drift
there. Such solutions occur for large m (Section 4.2.3 and Fig. 8b)
and for primarily diffusion-forced solutions (Section 5).
3.1.3. Boundary-layer widths
The dynamics, and hence widths, of the boundary layers in each
box differ (Gill, 1968). The western-boundary currents in Boxes WA
and WP have the structure of the well-known Stommel (1948)
layer of width
r ¼ m=b ð13aÞ(Appendix C.1). In contrast, the boundary currents in Boxes NA and
NP broaden to the west, with a width scale DðxÞ ¼ 2
ﬃﬃﬃﬃﬃﬃﬃ
r xj jp (a ‘‘zonal
Stommel layer”; Appendix C.2), and the average value of D across
the basin,
DðLÞh i x ¼ 4
3
ﬃﬃﬃﬃ
rL
p
; ð13bÞ
L ¼ LA or LP provides a measure of their overall width. The boundary
layer in Box Sb also broadens likeDðxÞ but, since it spreads both north
and south of yb (Appendix C.3), DðLAÞh i x measures its halfwidth.With
m = 2  106 s1 and b ¼ bo ¼ 1:65 1013 cm1 s1, r = 121 km and
DðLÞh i x ¼ 1038 (1798) km in the Atlantic (Pacific) Ocean.
The ya-boundary layer (Box-Sa) is more complex than the others
because its northern half (y > ya) is blocked by South America
whereas its southern half satisfies cyclic conditions (8). As a result,
it has different widths north and south of ya. North of ya, its width
is DðLÞh i x, where L is defined after (8) and in Appendix E. South of
ya, since the Southern Ocean is zonally unbounded, one might
expect the boundary layer to broaden indefinitely, eventually
extending to the coast of Antarctica. Because of the cyclic nature
of the solution there, however, the only part of the boundary layer
that continues to broaden indefinitely is its x-independent part. This
property can be understood by expanding P00 into a Fourier series in
x south of ya (Gill, 1968). Each Fourier contribution satisfies (C2),
and hence has the form an exp½ð1 iÞðy yaÞ=dn expðiknxÞ,
n ¼ 0;1;2; . . ., where kn ¼ 2pn=L and dn ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2r=kn
p
. The decay scale
of the n ¼ 0 component (k0 ¼ 0) is infinity (d0 ¼ 1), but for all the
other components it is finite and dn 6 d1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2r=k1
p
¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃrL=pp . In
our solutions, the x-independent part of the Southern-Ocean
response is all contained in P0, since we ensure that P00 has no
x-independent part by imposing (C28). A measure of the width of
the southern half of the layer is therefore
dðLÞ  d1 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃ
rL
p
;
r
ð13cÞ
which with r ¼ 121 km is d ¼ 439 (760) km in the Atlantic (Atlantic
+ Pacific) Ocean, thinner by a factor of dðLÞ DðLÞh i= x ¼ 0:42 than its
northern part, DðLÞh i x ¼ 1038 (1798) km.
3.2. Interior solutions
3.2.1. Atlantic and Pacific Oceans
For simplicity here (and elsewhere), we first write down the
solution in a general ocean basin of width Lwith its eastern bound-
ary located at x ¼ 0. The Atlantic (Pacific) solution is then obtained
by making the following replacements in (14)–(17) below: Pe ¼ PA
ðPe ¼ PPÞ, L ¼ LA ðL ¼ LPÞ, andW0 ¼ W0A ðW0 ¼ W0PÞ. In addition, when
there is a Pacific, the Atlantic solution must be shifted westward by
the width of the Pacific, that is, by setting x! xþ LP in (14).
3.2.1.1. Without interior entrainment. Neglecting the momentum
damping terms and (for the moment) the mixed-layer entrainment
term wm in (1), the solution is
U0 ¼ 1
b
ðs xy þ fwdÞyxþwdx; V
0 ¼  s
x
y
b
 f
b
wd; we ¼ wd;
ð14aÞ
P0 ¼ Pe þ f
2
b
ðwek wdÞx ¼ Pe þ s x  fb s
x
y 
f 2
b
wd
 !
x; ð14bÞ
where wek ¼ ðs x=f Þy is the Ekman-pumping velocity. According to
(14), the interiors of both oceans adjust to the steady-state Sverdrup
balance, generalized to include forcing by wd; indeed, when the
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Stommel and Arons (1960a,b) solution for an upper layer. The
constant of integration, Pe ¼ g0h2e=2, is the value of P along
the eastern-ocean boundary, and its value provides a measure of
the pycnocline depth in each basin. The property that Pe is constant
follows from the second of Eqs. (1), since m ¼ 0 for the Atlantic and
Pacific interior solutions and U0 ¼ 0 at their closed eastern
boundaries. Note that, although Pe is constant, he is not since g0
varies with latitude; for example, for the T defined in (11b),
heðynÞ=heð0Þ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g0ð0Þ=g0ðynÞ
p ¼ 2:56 (Schloesser et al., 2012).
3.2.1.2. With interior entrainment. In solutions forced by s xwðyÞ, for
which wek has a positive part that thins P
0 to the west, it is possible
for h0 ¼ hm within the domain. Let xbðyÞ designate the longitude
where h0 first thins to hm in either the Atlantic or Pacific (xb ¼ xbA
or xbP), in which case it follows from (14b) that
xbðyÞ ¼  Pe  Pm
s x  ðf=bÞs xy  ðf 2=bÞwd
; ð15Þ
where PmðyÞ ¼ 12 g0ðyÞh
2
m. Within the area west of xb (Region B), there
is upwelling into the mixed layer driven by Ekman pumping, which
ensures that h0 ¼ hm. Eqs. (1) without mixing then give
U0 ¼ Pmy
f
¼ 1
2f
g0yh
2
m; V
0 ¼ s
x
f
; P0 ¼ Pm; we ¼wm þwd ¼wek:
ð16Þ
According to (16), the flow consists of Ekman drift and a thermally-
driven, geostrophic, zonal current. It follows from continuity that
we ¼ U0x þ V 0y ¼ wek, so that wm ¼ wek wd; thus, the entrainment
rate into layer 1 changes from wd outside Region B to wek within
it. Note that Region B does not exist if xbðyÞ < L for all y, which
can happen if Pe is sufficiently large, L is too small, or s xy
  too weak
(see Section 4.5).
Let yb1 and yb2 be the latitudes where xbðyÞ intersects the west-
ern boundary. With s x known, they can be found by setting xb ¼ L
in (15), defining them as functions of Pe. Then, the area integral of
wek throughout Region B is
W0ðPeÞ ¼
Z yb2
yb1
Z xbðyÞ
L
wekdxdy ¼
Z yb2
yb1
ðxb þ LÞwekdy
¼
Z yb2
yb1
Pe  Pm  Ls x
f
 	
y
þ Pmy
f
þ xbwd
" #
dy
¼ L
b
ðs xy þ fwdÞ
yb2
yb1
þ 1
2
Z yb2
yb1
g0y
f
h2mdyþ
Z yb2
yb1
xbwddy; ð17Þ
where the second line follows from using (15) to replace xbwek and
the third from the property that xbðyb1Þ ¼ xbðyb2Þ ¼ L. According to
(17), W0 is a known function of Pe, albeit not a simple one because
xb, yb1 , and yb2 all depend on Pe in nontrivial ways. Generally, W0 is
inversely related to Pe: As Pe decreases, xbðyÞ shifts eastward, yb1
(yb2) shifts southward (northward), and the area of Region B and
hence W0 increases. Nonaka et al. (2006) obtained a version of
(17) with g0y ¼ wd ¼ 0.
3.2.2. Southern Ocean
The dynamics of the Southern Ocean differ fundamentally from
those in the Atlantic: Because the Southern Ocean has no
meridional boundaries, there is no mechanism to generate Rossby
waves and hence circulations cannot adjust to Sverdrup balance;
instead, they adjust to equilibrium via horizontal mixing, a much
slower adjustment process. South of the boundary layer along ya,
the interior solution is x-independent so that Eqs. (1) reduce to f V 0 ¼ s x  mU0;
fU0 þ P0y ¼ 0;
V 0y ¼ we:
ð18Þ
We neglect the damping in the meridional momentum equation
because U0
  V 0  in the Southern Ocean and fj j  m. On the other
hand, we retain it in the zonal momentum equation since the same
scalings indicate that mU0
  fV 0 . Interestingly, sensible layer-1
solutions still exist in the limit that m! 0 (see the end of
Section 4.2.2.1).
It is useful to define the quantity
Vðy;h0Þ ¼ m
f
U0 ¼  m
f 2
P0y: ð19Þ
According to the first of (18), it is the difference between V 0 and the
Ekman drift s x=f , and thus equals the eddy-driven component of
the meridional flow across the Southern Ocean.
The Southern-Ocean equations, structure of V, and hence the
solutions and constraints obtained below, follow directly from clo-
sure (2). See Appendix A.2 for a discussion of Southern-Ocean
equations and solutions that utilize different closures.
3.2.2.1. Solutions. Solutions to (18) differ depending on the stratifi-
cation, that is, on whether h > hm, h ¼ hm, or layer 1 doesn’t exist
(Fig. 5). In particular, constraints (22), below, are obtained from
the solution in the first region, and constraint (22b) requires
knowledge of the solution in the second. For completeness, we
briefly summarize the response in the third.
Solution where h > hm: Thickness h is greater than hm in the
latitude band that extends from ya to either Antarctica at ys, the
outcrop latitude y0, or latitude y0 where layer 1 vanishes. Let
y^ ¼ ys, y0, or y0. Since wm ¼ 0 when h > hm, the solution to (18) in
this band is
U0 ¼ f
m
sx
f
þML þwdðy y^Þ

 
; V 0 ¼ML þwdðy y^Þ; we ¼wd;
ð20aÞ
P0 ¼ P0a 
Z y
ya
~f 2
m
s xð~yÞ
~f
þML þwdð~y y^Þ
" #
d~y; y > y^; ð20bÞ
where ~f ¼ f ð~yÞ, P0a  P0ðya Þ is the value of P0 just south of ya, and L is
the zonal extent of the Southern Ocean.
The slope of P0, P0y, is given by the integrand of (20b). Note that it
depends on M and wd as well as m and s x. As a result, only when
M¼ wd ¼ 0 is P0y proportional to the amplitude of s x and inversely
proportional to m, as might be expected. Although the wd term is
negligible for realistic wd values, M need not be (see Eqs. 22b
and 22c below for its non-zero values). When M – 0, it signifi-
cantly impacts P0y since it is of the order of the Ekman transport.
Generally, M weakens the sensitivity of P0y to both m and s x.
Another noteworthy property of solution (20) is that, when
s x – 0 and wd has a realistic value, the integrand in (20b) is nega-
tive definite so that P0y > 0 and P
0 decreases realistically to the
south. When s x ¼ 0, the integrand is determined only by the M
and wd terms, and so P
0
y is positive only if M < 0, that is, when
there is a reverse MOC (Section 5).
Region where h ¼ hm: For our choices of s x and wd, Ekman
pumping is positive across the Southern Ocean and its magnitude
is larger than the entrainment rate due to wd. Thus, h necessarily
thins to hm almost everywhere south of y0, the exception being
the very narrow region adjacent to Antarctica noted in the next
paragraph. The solution to (18) with h ¼ hm is then
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f
¼  1
2f
g0yh
2
m; V
0 ¼  s
x
f
þ Vm;
we ¼  s
x
f
 	
y
þ Vmy; P0 ¼ Pm; h ¼ hm;
ð21Þ
where VmðyÞ ¼ Vðy;hmÞ ¼  12 ðm=f
2Þg0yh2m is the southward, eddy-
driven transport due to m. For our purposes, the key property of
(21) is that V  just south of y0 is known.
When g0ðy 6 y0Þ ¼ 0, solution (21) holds everywhere in the
region y0 < y 6 y0 where layer 1 exists. When g0 – 0 so that layer
1 extends to ys, however, it requires some modification. If
s x ¼ so, there must be additional upwelling at the Antarctic coast
to balance the offshore divergence due to V 0ðysÞ; that upwelling
is not provided for in (18), and must be supplied by including a
horizontal Ekman layer (see Appendix C.2.1.2). If s x ¼ so þ s xs ,
solution (21) only extends southward to the latitude ~ys where V
0
in (21) equals wdð~ys  ysÞ, which for standard model parameters
lies very close to Antarctica. South of ~ys, the solution is (20)
withM¼ 0, ya ¼ ~ys, y^ ¼ ys, and P0a ¼ Pmð~ysÞ. Interestingly, h0 thick-
ens to the south in this region even though P0 decreases. This
opposite behavior happens because P0 depends on g0, so that
h0y ¼ P0y  12 g0yh
02
 .
ðg0h0Þ. Thus, h0y and P0y have opposite signs if
0 < P0y < g
0
yh
02, an inequality that holds when y < ~ys.
Region without layer 1 (y < y0): For y < y0 (right panel of
Fig. 5), where the model consists of a single layer 2,
V2 ¼ s x=f þ V2 ¼ 0 owing to mass continuity and the boundary
condition V2ðysÞ ¼ 0. In this region, then, the near-surface, north-
ward Ekman drift is balanced by a southward, eddy-driven (or
bottom-drag-driven) flow V2 at depth. Mass balance is achieved
by upwelling throughout the domain, which is driven by Ekman
pumping in the interior ocean and by offshore Ekman drift at the
Antarctic coast.
3.2.2.2. Southern-Ocean constraints. The three, possible, layer-1
structures result in three different Southern-Ocean constraints that
link the values of P0 at the southern and northern edges of layer 1,
namely, bP 0 ¼ P0ðy^Þ and P0a. When layer 1 extends to Antarctica, it
follows from Eqs. (20) that
ð22aÞ
where the first equation in (22a) is required since there can be no
flow across the continental boundary, and the second is (20b) with
y^ ¼ y ¼ ys and P0s ¼ P0ðysÞ. If layer 1 outcrops, then
ð22bÞ
where M¼ R 0L V 0ðy0Þdx ¼ V 0ðy0ÞL from (21), and the second equa-
tion is (20b) with y^ ¼ y ¼ y0, P0ðy0Þ ¼ Pm, and f 0  f ðy0Þ. When
g0ðy 6 y0Þ ¼ 0 and layer 1 extends southward to y0
ð22cÞwhere in the first equation, f 0  f ðy0Þ, h00 ¼ h0ðy0Þ, and the second
equation is (20b) with y^ ¼ y ¼ y0 and P0ðy0Þ ¼ 0 since g0ðy0Þ ¼ 0;
the first equation follows from eliminating U0 from the first two
of equations (18), setting P0yðy0Þ ¼ ðm=f 0Þg0yðy0Þh20=2 since
g0ðy0Þ ¼ 0, and identifying V 0ðy0Þ with M=L. Either (22a), (22b), or
(22c) provides one of the constraints needed to determine MOC
properties.
The difference in the values of M among the three constraints
is striking. In (22a), M vanishes completely. In (22b) and (22c),
it is given by the northward Ekman transport plus the
southward eddy-driven transport across the southern edge
of the layer. In (22b), however, V is small (negligible) with
respect to the Ekman transport because h is fixed to hm so that
M ½s xðy0Þ=f 0L. (With h0ðy0Þ ¼ hm ¼ 50 m and f 0
  ¼ 104 s1,
then Vj j ¼ 12 ðm=f
02Þg0yh2m ¼ ðm=jf 0jÞ 400 cm2/s  so=f 0  104 cm2/s.)
In (22c), hðy0Þ can be much larger than hm, in which case V can
be large enough to impact M significantly.3.3. Boundary layers
An underlying assumption in all the boundary-layer solutions
discussed in this section and in Appendix C is that they are narrow
with respect to the radius of the earth. Mathematically, this
assumption allows f to be set to a constant value across zonally-
oriented boundary layers, considerably simplifying derivations.
Because the zonal layers broaden to the west, however, their
widths can increase to be O(Re=10) or larger in the western ocean.
To obtain good agreement between our analytic and numerical
solutions, then, we correct the boundary-layer solution along ya
to allow for variable f (Appendix D).3.3.1. Atlantic western-boundary layer
The Atlantic western-boundary transport, V00AðyÞ, is obtained by
integrating all the sources of inflow/outflow to the boundary from
south to north. Eqs. (23)–(25) assume that the domain includes
both the Pacific and Atlantic Oceans. Their Atlantic-only form is
obtained by setting L ¼ LA, U00b ¼ 0, and redefining the area, eA, to
involve only the Atlantic (U00b and eA defined below).
Assume for the moment (for convenience in writing down the
following expression) that the boundary layers along ya, yb, and
yn are infinitesimally thin (i.e., their y-structure is a Dirac delta
function). Then, in the latitude range from yþa < y < y

n ,
V00AðyÞ ¼ LV 0ðya Þ 
Z 0
L
V 0ðx; yþa Þdx
Z y
ya
U0ðL; yÞdy
 U00bðLÞhðy ybÞ; ð23Þ
where L ¼ LT and yþa (ya ) is a latitude just north (south) of ya. Trans-
port LV 0ðya Þ ¼ MþL
R ya
y^ wd dy; y^ ¼ ys; y0, or y0 is the net transport
that entrains into (or detrains from) layer 1 in the Southern Ocean,
all of which is channeled to the western boundary by the boundary
current along ya. The second term on the right-hand side of (23) bal-
ances the meridional transport of the flow across ya from the inte-
rior Atlantic, which is also carried to the western boundary by the
ya-boundary layer. The third and fourth terms on the right-hand
side result from the zonal flow into the western boundary from
the interior ocean, with the latter due to a jet that extends across
the Atlantic from the tip of Africa along yb (see Fig. 2 and the discus-
sion of Eq. 34 below).
It is possible to evaluate V00A for all y. For our purposes, it is suf-
ficient to determine its value at y ¼ yn . Integrating the continuity
equation in (1) over the areas (LT 6 x 6 0; ya 6 y 6 yb) and
(LT 6 x 6 LP , yb 6 y 6 yn) to eliminate the U0 integral, using
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V 0ðybÞ, and V 0ðynÞ, and using (34) below to replace U00b, gives
V00AðynÞ ¼ MþW0A þW0P þwd eA þ LAb s xy þ fwd 
yn ; ð24Þ
where W0A and W0P are defined in (17) and eA is the area of the
domain north of y0 or y0 excluding Regions B in the Atlantic and
Pacific Oceans. (As noted above, when Regions B exist the upwelling
rate within them is we ¼ wek not wd; thus, the upwelling transport
within them is W0A þW0P ¼ wekAB rather than wdAB, where AB is
the area of Regions B.) According to (24), V00AðynÞ is the sum of: all
the water that entrains into layer 1 anywhere in the basin (terms
1–4 on the right-hand side); and a term that balances the transport
out of (or into) the northern boundary,
R 0
LA V
0ðx; ynÞdx, which is
channeled to the western boundary by the Atlantic interior circula-
tion (last term).
It is straightforward to find PðL; yÞ, the value of P along the
Atlantic western boundary. Assuming along-boundary geostrophy,
an integral of the first of (1) across the boundary layer gives
PðL; yÞ ¼ P0ðL; yÞ  fV00A. With the aid of (14b) and (24), its value
at the northern boundary is
PwAðynÞ ¼ PA  LAsn  fMW0A W0P wd eA; ð25Þ
where sn  s xðynÞ and PwAðyÞ  PðL; yÞ.
The derivation of (25) assumes there is no upwelling within the
western-boundary layer, that is, PwA P Pm so that we ¼ wm ¼ 0 in
the layer for all y. This property (as well as PwP P Pm when there
is a Pacific) holds for all the solutions reported in this paper. See
Schloesser et al. (2012, 2014) for examples of western-boundary
layers with upwelling.
3.3.2. Atlantic northern-boundary layer
Properties of the Atlantic northern-boundary layer differ
depending on whether wn – 0 or wn ¼ 0. For notational simplicity,
we let the Atlantic eastern boundary be located at x ¼ 0. When the
basin includes the Pacific, x! xþ LP in (26) and (29) below.
(Although not relevant to the present discussion, when wn – 0
the northern-boundary layer has inner and outer parts, and the
inner one contains a zonal overturning cell; see Sections C.2.1.2
and C.2.1.3.)
3.3.2.1. Solution with wn – 0. Assuming along-boundary geostro-
phy and that f ¼ f n across the narrow boundary layer, the integral
of the second of Eq. (1) across the boundary current is
Pðx; ynÞ ¼ P0ðx; yn Þ  f nU00n. Then, using (14b) and (6b) to set
Pðx; ynÞ ¼ Pn gives
U00nðxÞ ¼ 
1
f n
Pn  PA  sn  f nb s
x
ny 
f 2n
b
wd
 !
x
" #
; x < 0; ð26Þ
where s xny  s xy ðynÞ. At the northwestern corner of the basin, we
impose continuity of transport between the western- and
northern-boundary layers, that is,
U00nðLAÞ ¼ V00AðynÞ: ð27Þ
Eqs. (26) and (24) then imply that
ð28Þ
where Mn ¼MþW0A þW0P þwd eA, the net sinking within the
northern boundary layer, is the sum of all the entrainment trans-
ports everywhere else in the basin. Eq. (28) provides another of
the constraints needed to obtain solutions. In a few solutions we
replace (28) with the Q-forced constraint (7), which differs from
(28) in that Pn ¼ sn ¼ 0 and the presence of factor a (Section 4.2.6).Constraint (28) clearly shows the influence of Pn ¼ 12 g0ðynÞh
2
n in
setting the Atlantic thermocline depth, PA; indeed, for standard
parameters, Pn dominates the other terms. Further, the value of
Pn is sensitive to Tn through g0ðynÞ. For example, with
hn ¼ 1500 m and Tn ¼ 3 C, then Pn ¼ 5:1 103 m3/s2, whereas if
there is no northern cooling (Tn ¼ Te ¼ 23 C) Pn increases to
38  103 m3/s2. Such a large increase in Pn would impact all MOC
properties significantly; it would, for example, eliminate all upwel-
ling in the North Atlantic Subpolar Gyre by eliminating Region BA,
and deepen the Southern-Ocean stratification considerably.
Finally, note that the derivation of constraint (28) assumes that
there are jumps in U00n and P at the northeast corner of the Atlantic
basin, where the eastern-boundary conditions require that
U00nð0Þ ¼ 0 and Pð0; ynÞ ¼ PA. These jumps are required to provide
a sink for Mn, but it is not obvious in our steady-state model that
they are located in the northeast corner. In fact, they must occur
there (Nonaka et al., 2006). Suppose, for example, that we try to
construct a steady-state solution in which PA ¼ Pn, so that the
jumps occur at the northwest corner. In our time-stepping model,
these jumps will be quickly removed by the southward propagation
of Kelvin waves along the western boundary; the resulting pres-
sure change will spread throughout the basin (both basins when
there is a Pacific) via familiar wave adjustments, eventually alter-
ing PA until it is given by (28). Conversely, northeastern jumps can-
not be so eliminated because coastal Kelvin waves propagate
northward along the eastern boundary.
A corollary of the preceding argument is that the downwelling
location differs depending on whether the northern boundary of
the basin is north or south of the equator: If it is south of the equa-
tor, coastal Kelvin waves propagate in the opposite direction, and
hence the downwelling region must shift to the northwest corner.
In this regard, MH13 impose a sponge layer analogous to constraint
(6a) in their OGCM solutions when the northern boundary lies
along the equator. They did not mention where downwelling
occurred, but it is likely concentrated in the western, equatorial
ocean.
3.3.2.2. Solution with wn ¼ 0. When wn ¼ 0, there is no northern-
boundary entrainment or detrainment, and no large-scale MOC
or northern-boundary zonal cell is possible. An integral of the con-
tinuity equation gives U00nx ¼ V 0ðx; yn Þ, which from (26) implies
that
U00n ¼ 
s xny
b
þ f n
b
wd
 	
x; x 6 0; ð29aÞ
a statement that water diverges from (or converges into) the
northern-boundary current uniformly everywhere along the bound-
ary. Assuming alongshore geostrophy with f ¼ f n, the integral of the
second of equations (1) across the boundary current, together with
(14b) and (29a), gives
Pðx; ynÞ ¼ PA þ snx; x 6 0; ð29bÞ
that is, Pðx; ynÞ tilts along the northern boundary to balance the
wind.
3.3.3. Pacific boundary layers
Since wn ¼ 0 in the Pacific, its northern-boundary layer is given
by (29) with PA ¼ PP . The Pacific western-boundary transport is
obtained similarly to that for the Atlantic except that, because
there is no northern-boundary sink, it is convenient to fix the
upper limit of the boundary integration to y ¼ yn. The integration
gives
V00PðyÞ ¼ V00PðynÞ þ
Z yn
y
U0ðLP; y0Þdy0; ð30Þ
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V 0ðx; ynÞ into (or out of) the northern boundary. Integrating the con-
tinuity equation in Eqs. 1 over the area (LP 6 x 6 0, yb 6 y 6 yn) to
eliminate the U0 integral, and using the second of Eqs. (14a) to
evaluate the zonal integrals of V 0ðybÞ and V 0ðynÞ, gives
V00PðybÞ ¼
LP
b
ðs xy þ fwdÞ
yb W0P wd eAP ; ð31Þ
where eAP designates the area of the Pacific north of yb and without
Region BP (since we ¼ wek not wd there). According to (31), all the
water that upwells in the Pacific north of yb plus the water that
flows northward across yb in the interior of the Pacific flows south-
ward to the tip of Africa. Along-boundary geostrophy gives,
PðLP; ybÞ ¼ P0ðLP; ybÞ  fV00PðybÞ, so that
PwPðybÞ ¼ PP  LPsb þ f bðW0P þwd eAPÞ ð32Þ
where sb  s xðybÞ and PwPðyÞ  PðLP ; yÞ.
The governing equations require that P is continuous around
the tip of Africa. Since P ¼ PA everywhere along the west coast of
Africa, the condition requires that PA ¼ PwPðybÞ, and hence (32)
gives
ð33Þ
Eq. (33) provides the constraint needed to link the Pacific and Atlan-
tic Oceans.
3.3.4. Boundary layer along yb
There is a zonal current along yb across the Atlantic (Appendix
C.3), with a transport U00bðxÞ determined by the mismatch in the P0
fields across yb. Assuming along-boundary geostrophy,
U00bðxÞ ¼ ½P0ðx; yþb Þ  P0ðx; yb Þ=f b, where P0 along yb is given by
(14b) with Pe ¼ PP , and along yþb is (14b) with x! xþ LP and
Pe ¼ PA. With the aid of (33), it follows that
U00bðxÞ ¼
LP
b
ðs xy þ fwdÞ
yb W0P wd eAP; ð34Þ
a constant transport across the basin that contributes to the Atlantic
western-boundary current (23). The first term on the right-hand
side of (34) is the transport of water that flows into (or out of)
the Pacific across yb due to the interior Sverdrup and Stommel-
Arons (1960a,b) flows; the second and third terms ensure that the
water upwelled in the Pacific north of yb flows across the Atlantic.
Note that U00bðxÞ ¼ V00PðybÞ, as required by mass conservation.
3.3.5. Boundary layer along ya
The final constraint links the Southern Ocean to the Atlantic and
Pacific Oceans along ya. Specifically, it relates P
0
a to Pe, the values of
P0 for the Southern-Ocean interior solution evaluated at ya and
along the eastern boundary of the Atlantic (Pacific) Ocean, respec-
tively. In contrast to the other boundary layers, it is not possible to
derive the constraint simply by integrating across the layer,
because of the cyclicity requirement (8) in the southern half of
the layer. Consequences of this complexity are that the constraint
depends on the structure of the boundary layer itself and that an
exact expression for it cannot be found. Nevertheless, it is still pos-
sible to obtain an accurate approximation,
ð35aÞ
wherea ¼ 1þ
16
5
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ﬃﬃﬃ
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ﬃﬃﬃ
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1þ 43 dRe þ
ﬃﬃﬃ
2
p
r
L
; ð35bÞ
sa ¼ s xðyaÞ, f a ¼ f ðyaÞ, d is defined in (13c), L is the width of the
Southern Ocean, and Dy ¼ ya  y^ is the distance from the southern
edge of layer 1 to ya (Appendix C.4). Specifically, (35a) with
a ¼ b ¼ 1 is the first-order expression for P0a in a sequence that
rapidly converges (Appendix C.4.3), and the terms in a and b pro-
portional to d=Re and r=L are corrections that arise from f varying
across the boundary layer and the finite width of the western-
boundary current, respectively. Finally, (35a) is valid only if reflec-
tions of the ya-boundary solution from the southern edge of layer 1
are small at ya (Appendix C.4.4), which is true for most of our
solutions.
As we shall see, values of quantities predicted using (35) are
close to their exact numerical counterparts (’s in Figs. 8a–8c
and 12). This good agreement supports the approximations that
lead to (35). At the same time, given their extent, the agreement
is remarkable: It must result from errors in one part of the expres-
sion canceling those in another (see Appendix C.4).
As noted in the introduction, previous studies have used sim-
pler relations than (35a) to connect the Southern and Atlantic
Oceans, equivalent either to setting P0a ¼ Pe (Radko and
Kamenkovich, 2011; a ¼ b ¼ 0) or P0a ¼ Pe  saL=2 (Samelson,
2009; a ¼ 1; b ¼ wd ¼ 0). In our solutions, however, these simple
relationships don’t hold because the a and b terms are not both
negligible. For example, in solutions with wn – 0 and for standard
parameter values, PeJ Pn ¼ 5:1 103 m3/s2 is the largest term on
the right-hand side of (35a): With sa ¼ so, f a=m  100 and
d=L  0:1, although the a term is O(Pn/10) and hence negligible,
the b term is O(Pn) and is not. The magnitude of the latter term,
as well as its dependency on m, is a mathematical statement of
the sensitivity of (35a) to the structure of the ya-boundary layer.4. Wind-driven solutions
In this section, we discuss solutions that are primarily wind
forced (MP 0), organizing them as much as possible in a hierar-
chical manner. For each solution, we use the concepts and con-
straints developed in Section 3 to describe its flow field and to
determine its MOC properties. For some, we illustrate their flow
fields with plots from numerical versions of the model; in so doing,
it is understood that unless stated otherwise we use the standard
model parameters listed in Section 2. Solutions are reported for
Southern-Ocean stratifications both when g0 – 0 (warm-T forcing)
and g0ðy 6 y0Þ ¼ 0 (cold-T forcing); the two sets are labeled Solu-
tions n and n0 (Solutions Pn and Pn0), n = 1–5, when the basin has
only the Atlantic and Southern Oceans (includes the Pacific),
respectively (Table 1).
Most solutions are obtained in the basin with only the Atlantic
and Southern Oceans (Sections 4.1–4.4). We begin by reporting
solutions without an MOC (Section 4.1). Then, we discuss a suite
of solutions with MOCs that sequentially add entrainment pro-
cesses: Southern Ocean upwelling M (Section 4.2), interior diffu-
sion W0d (Section 4.3), and upwelling in the North Atlantic
Subpolar Gyre W0A (Section 4.4). We conclude by commenting on
the impacts of including a Pacific Ocean (Section 4.5).4.1. Solutions without an MOC
Solutions without an MOC (M¼ 0) are possible for the barotro-
pic response, the case considered by Gill (1968), and, with some
restrictions, for the layer-1 response.
Fig. 6a. Map of the flow field w of Solution 1a, the solution to Eqs. (B1)–(B4) with
the mwxx term in (B1) included. For the standard model parameters,
wo ¼ wðx; ysÞ ¼ 109 Sv. The contour interval is 0.058wo ¼ 6:3 Sv. The solution gives
the barotropic response for s x ¼ so , and is the same as for Gill’s (1968) model with
that forcing.
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4.1.1.1. Numerical solution with mwxx. For the barotropic response
(Solution 1a), Eqs. (1) hold with we ¼ 0. Fig. 6a shows the resulting
solution for the streamfunction w (V ¼ wx; U ¼ wy) when m ¼
2 106 s1, s xðyÞ ¼ so ¼ 1 dyn/cm2, and b ¼ 1:6 1013 cm1 s1,
obtained by the numerical method discussed in Appendix B.2 when
the mwxx term is retained in (B1). Consistent with the analytic solu-
tion, there is an ACC that extends across the Southern-Ocean inte-
rior (Eq. 20a withM¼ wd ¼ 0), a boundary layer along y ¼ ya that
smoothly joins the Southern and Atlantic circulations (Appendix
C.4), and no flow in the Atlantic interior (Eq. 14 with s xy ¼ wd ¼ 0).
There is no zonally-averaged meridional flow, a statement that
the southward, eddy-driven flow Vðy;h0Þ ¼ ðm=f ÞU0 everywhere
balances the northward Ekman drift. Finally, the value of the ACC
transport determined from (B4) is w0 ¼ 1:32ðso=mÞLy ¼ 109 Sv.
The spatial structure of the ya-boundary layer is also consistent
with the analytic solution. It is noticeably thinner south of ya than
north of it, with widths close to the analytic values (d ¼ 445 km
and DðLAÞh i x ¼ 1054 km). Furthermore, part of the ACC extends
northward along the east coast of South America for a distance of
about DðLAÞ ¼ 1584 km as a western-boundary current, and itsFig. 6b. Map (left panel) showing the flow field ~w of Solution 1a that results w
~wo ¼ ~wðx; ysÞ ¼ 115 Sv. The contour interval is 0.058wo ¼ 6:7 Sv. The red, green, and
~wð0; yÞ and ~wð0þ; yÞ, and the exact solution, wð0; yÞ, normalized so that wo ¼ ~wo ¼ 1.
where they overlap.width is close to that of a meridional Stommel (1948) layer,
r ¼ 125 km. The western-boundary current then bends offshore
to flow eastward and weakly southward across the Atlantic, and
finally circulates around the tip of South America to close the
ACC circulation. As noted by Gill (1968), northward bending of a
part of the actual ACC does occur along the east coasts of conti-
nents, but the degree to which mixing is the cause of the bending
in the real ocean is still not clear. Boundary currents along ya have
a similar structure in all of our solutions.
4.1.1.2. Numerical solution without mwxx. In deriving our analytic
solution for the ya-boundary layer (Appendix C.4), we neglect the
term mP00xx in the P
00-equation, thereby eliminating the ageostrophic
region at, and the western-boundary current near, the tip of South
America (Fig. 2). To demonstrate the impact of this neglect, we
obtained a solution to (B1) without mwxx, ~w, using the numerical
method of Appendix B.3. Fig. 6b (left panel) illustrates the
response, showing ~wðx; yÞ near the tip of South America. The solu-
tion lacks the aforementioned subregions, and as a result there is a
jump in ~w from the west to the east coast near its tip (y ¼ ya).
Fig. 6b (right panel) illustrates the jump more clearly, plotting
~wð0; yÞ and ~wð0þ; yÞ (red and green curves, respectively) and
wð0; yÞ for comparison (blue curve). The w profile is the same along
x ¼ 0þ and x ¼ 0, decreasing continuously to zero as y approaches
ya from below and vanishing identically for y > ya. In contrast,
~wð0; yÞ and ~wð0þ; yÞ coincide for y < ya, satisfying the periodicity
condition, but do not coincide for y > ya, since the boundary condi-
tion w ¼ 0 is satisfied along the western edge of the barrier but not
along the eastern edge.
Fig. 6c shows the difference Dw ¼ ~w w, the contribution to w
that emanates from the two subregions. It is confined primarily
near the tip of South America, validating our neglect of mwxx. Nev-
ertheless, Dw does modify the large-scale flow field to some extent.
Let w0 and ~w0 be the values of w and ~w along Antarctica (y ¼ ys).
Then, one measure of the impact of Dw is that ~w0 ¼ 1:39ðso=mÞLy,
whereas w0 ¼ 1:32ðso=mÞLy so that ð~w0  w0Þ=w0 ¼ 5%. Its impact
is also demonstrated by the need to correct constraint (35a) to
account for the finite width of the western-boundary currenthen the mwxx term in (B1) is dropped. For the standard model parameters,
curves (right panel) show meridional sections from the approximate solution,
The blue and green curves are shifted slightly so that all curves remain visible
Fig. 6c. Difference Dw ¼ ~w w of the flow fields in Figs. 6b and 6a, normalized so
that wo ¼ ~wo ¼ 1. The difference vanishes along the western edge of the barrier, is
largest along the eastern edge, and reaches its maximum value of 0.34 at the tip.
Away from the barrier Dw is much smaller, less than 0.03 over 90% of the basin.
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Dw away from South America (see the discussion of his Fig. 8).
4.1.1.3. ACC transport. The analytic model provides an expression
for the barotropic component of the ACC transport, bU ¼ bU 0 þ bU 00,
where bU 0 and bU 00 are the transports across the interior of the South-
ern Ocean and within the ya-boundary layer, respectively. (To
avoid confusion with the baroclinic part of the ACC transport, we
designate the barotropic part with a circumflex.) According to
(20a) with M¼ wd ¼ 0,
bU 0 ¼ 1
m
Z ya
ys
s x dy ¼ so
m
Ly: ð36aÞ
Since we don’t calculate the boundary solution exactly, we relate bU 00
geostrophically to the jump in P from P0a to PA at the tip of South
America by setting bU00 ¼ ðPA  P0aÞ=f a, and, with the aid of (35a),
bU 00 ¼ 1
2
a
m
f aj j
LA
Ly
þ 4
3
b
d
Ly
 	
so
m
Ly: ð36bÞ
With m ¼ 2 106 and sa ¼ so, (36b) gives bU00 ¼ 0:33ðso=mÞLy, so
that bU ¼ 1:33ðso=mÞLy ¼ 110 Sv. This value is close to w0, and hence
supports the validity of the approximations built into (35a) that
compensate for the neglect of Dw.
Note that bU is proportional to so and is almost inversely propor-
tional to m (not exactly because of bU 00). These strong sensitivities
contrast with solutions to highly resolved OGCMs in which bU var-
ies more weakly with each parameter. A possible explanation for
the weak sensitivities is that bU is weak because the barotropic
response is blocked by the Drake–Passage sill (Munk and Palmen,
1951), so that the total ACC transport is dominated by its baroclinic
part U (Sections 4.2.2.5, 4.2.4.3, and 5.2).
4.1.2. Layer-1 response
No-MOC solutions for layer 1 are only possible ifwd ¼ 0, and the
solutions discussed here all adopt that restriction. They are possi-
ble both when layer 1 extends to Antarctica (g0 – 0) and when it
extends to y0 (g0 ¼ 0 for y 6 y0).
4.1.2.1. Response when g0 – 0. When wn ¼ 0 (Solution 1b), the solu-
tion is essentially the same as Solution 1a. It is possible, however,
that the initial state of P allows h to become less than hm during thespin-up. In that case, wm becomes active, and there is upwelling
into layer 1 until the smallest value of h in the domain is hm; as
a result, the value of PA is not arbitrary as it is in Solution 1a, but
rather is constrained by the condition minðhÞP hm.
When wn – 0 (Solution 1c), the response differs from that of
Solution 1b in that (28) applies so that PA is linked to Pn; in this case,
there is entrainment into (or detrainment from) layer 1 in the
northeast corner until the value of PA ensures thatMn ¼ 0. A result
of fixing PA, however, is that Solution 1c does not exist for all values
of m: To ensure thatM¼ 0, layer 1must extend to Antarctica, which
only occurs if m is larger than a critical value m1. An equation for m1
can be obtained by eliminating P0a and PA from (22a), (28), and (35a),
and setting Ps ¼ Pm and M¼Mn ¼ wd ¼ W0A ¼ 0. With s x ¼ so
(s x ¼ so þ s xs ; sa ¼ so), its solution gives m1 ¼ 5:15 106 s1
(m1 ¼ 3:56 106 s1), the large difference in values arising largely
from the change in the slope of P0 (integrand of Eq. 22a) due to the
different wind structures. (See Section 4.2.2.2 for discussion of a
related critical value ms. When m > m1 and ms, the solutions discussed
there are the same as Solution 1c.)
4.1.2.2. Response when g0ðy 6 y0Þ ¼ 0. A particularly interesting,
no-MOC solution exists when wn ¼ 0; g0ðy 6 y0Þ ¼ 0, and
layer 1 extends to y0 (Solution 1b0). Similar to Solution 1d,
the first of Eqs. (22c) with M¼ 0 requires the balance
s xðy0Þ=f 0 ¼ Vðy0;h00Þ ¼  12 ðm=f
2
0Þg0yh020 . In this case, though, the bal-
ance determines h00 rather than y
0. With h00 (and V

0) known, con-
straints (22c) and (35a) then determine the thermocline
thickness PA throughout the Atlantic. Thus, h is determined entirely
from the Southern Ocean by Q through its specification of y0 and g0y
and by m through its impact on h00 and h
0
y. Solution 1b
0 is the only
solution to our model that has this property. As noted in Section 1,
the same property holds for type-1 isopycnals in WC10’s OGCM
solutions because they are deep enough not to be affected by Q
in the North Atlantic (analogous to setting wn ¼ 0 in our model).
Solution 1b0 is in fact the only possible no-MOC state when
g0ðy 6 y0Þ ¼ wn ¼ 0. Let h0  2ðf 20=mÞs xðy0Þ=g0y be the value of h00
in Solution 1b0. Suppose initially that h ¼ hin throughout the basin;
then, if hin < h

0 (hin > h

0), water will entrain into (detrain from)
layer 1 across y0 during the spinup, eventually adjusting the solu-
tion to the state, h00 ¼ h0, of Solution 1b0. Furthermore, if wn – 0
(Solution 1c0) a no-MOC solution is possible only as a special case
of Solution 1b0. Let PA be the value of PA from Solution 1b
0. Then,
according to (28) a no-MOC state is possible only when
Pn ¼ PA  snLA  Pn. Any other choice of Pn ensures that M– 0:
Suppose that Pn < P

n; then, PA < P

A, and hence h
0
0 < h

0 and
M > 0; conversely, if Pn > Pn;M < 0, a reverse MOC.
4.2. Solutions with Southern-Ocean upwelling
Here, we discuss layer-1 solutions with wn – 0 and wd ¼ 0 dri-
ven by s x ¼ so (Solutions 2 and 20) and s x ¼ so þ s xs (Solutions 3
and 30). For these solutions, Southern-Ocean entrainment (or
detrainment) is balanced by northern-boundary processes (i.e.,
Mn ¼M). We first describe solutions to the numerical model,
which illustrate the spatial structure of solutions and demonstrate
the accuracy of the analytic ones (Section 4.2.1). Then, we discuss
the sensitivities of MOC properties to m for Southern-Ocean strati-
fications when g0 – 0 (Section 4.2.2) and g0ðy 6 y0Þ ¼ 0 (Sec-
tion 4.2.3), and to sa (Section 4.2.4). We conclude by reporting
their sensitivities when m increases with sa (Section 4.2.5) and
for different northern-boundary constraints (Section 4.2.6). In Sec-
tions 4.2.2 and 4.2.4, we derive approximate expressions for the
MOC properties that capture their dominant characteristics and
highlight the processes that determine them.
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Fig. 7 illustrates two solutions to the time-stepping, numerical
model when m ¼ 2 106 s1 and s x ¼ so þ s xs , plotting P for Solu-
tion 3 (top panel) and h for Solution 30 (bottom panel). In Solution
3, layer 1 outcrops along a line (white curve) that has a zonal-mean
latitude of y0 ¼ 56:6S, close to the value of 56.8S for the analytic
solution predicted by (37) below. Note that the line has a weak x-
dependence whereas the analytic solution assumes there is none;
it has x-dependence because the ya-boundary layer is not vanish-
ingly small at y0 and because dtm in (5a) has a finite value of
1 day (see Appendix C.4.4). In Solution 30, layer 1 vanishes south
of y0 (white area). Although P vanishes along y0 where g0 ¼ 0;h0
does not. As for y0;h0 is not x-independent, again a consequence
of the ya-boundary solution not vanishing at y0 (Appendix C.4.4).
The curious h structure centered on 40S is caused by the abrupt
change in slope of g0 at that latitude.
In both solutions, the Southern-Ocean flow field is similar to
that in Fig. 6a, except that layer 1 extends only to y^ ¼ y0 or y0 rather
than ys and the flow also contains a zonal-mean, meridional trans-
portM due to entrainment across y^. As noted in Section 3.1.2, the
entrained water flows northward within the ACC to join the ya-
boundary layer where it is channeled to the tip of South America;
there, it enters the Atlantic western-boundary current, and is car-
ried to the northern ocean to downwell in the northeast corner
of the basin.
To validate the analytic solutions, Figs. 8a–8c and 12 plot data
points (’s) from solutions to the time-stepping, numerical model
(Section 2.7). The points all lie very close to the analytic curves,
confirming the accuracy of the analytic constraints and the correc-
tions built into (35a).
4.2.2. Sensitivity to m when g0 – 0
4.2.2.1. Solution method and general properties. When g0 – 0
(warm-T forcing) and layer 1 outcrops, the applicable constraints
for the analytic model are (22b), (28), and (35a), providing a set of
4 equations for the 4 unknowns,M, PA, P0a, and y0. (The number of−60
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Fig. 7. Maps of P for Solution 3 (top panel) and h for Solution 30 (bottom panel) from
solutions to the numerical model using standard model parameters. The white
curve in the top panel indicates the curve y0 ðxÞ where layer 1 outcrops, and P ¼ Pm
south of the curve. The white area in the bottom panel indicates where layer 1 does
not exist (T1 ¼ T2), and its northern edge lies along y ¼ y0. Values of h are
determined by h ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ2P=g0p everywhere except along y0 where they are given by
h0 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2Py=g0y
q
. The P and h fields in both panels are similar, differing primarily in
their values along y0 and y0: Thickness h ¼ hm and P ¼ Pm along y0 in Solution 3,
whereas h hm and P ¼ 0 along y0 in Solution 30 .constraints and unknowns is somewhat arbitrary since, with a
Pacific Ocean and northern-ocean upwelling, Eq. 28 also involves
W0A, W0P , and PP through Mn. Stating that there are 4 constraints
and unknowns assumes that W0A, W0P , and PP are known functions
of PA through Eqs.17 and 33.)
Generally, it is not possible to solve the set analytically, but it is
straightforward to do so numerically. Keeping all terms (for later
reference), elimination of the first three variables from the equa-
tion set givesZ ya
y^
f 2
s^
f^
 s
x
f
 !
 V^ wdðy y^Þ
" #
dy
þ 4
3
bdf 2a
s^
f^
 sa
f a
 !
 V^ wdðya  y^Þ
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¼ m Pn  Pm þ snLA þ f n
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jf^ j
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; ð37Þ
where for Solutions 2 and 3, y^ ¼ y0, f^ ¼ f ðy^Þ, s^ ¼ s xðy^Þ, V^ ¼ Vðy^; h^Þ,
h^ ¼ hm, and W0d ¼ W0A ¼ W0P ¼ 0. For a given m and s x, y0 is iterated
numerically until (37) is satisfied. With y0 known, (22b), (28), and
(35a) provide M, PA, and P0a to complete the solution. (The sameFig. 8a. Curves of MOC properties as a function of m for Solutions 2–5 when sa ¼ so
in s xs and g0 – 0, showing y^ (top-left panel), h^
0
(top-right panel), M (middle-left
panel), Mn and PA (middle-right panel; they are linearly related through Eq. 28),
s xðy^Þ=jf^ j and V (solid and dashed curves, respectively; bottom-left panel), and W0A
and W0d (solid and dashed curves, respectively; bottom-right panel). The solutions
are forced by s x ¼ so (Solution 2, red curves), s x ¼ so þ s xs (Solution 3, black curves),
s x ¼ so þ s xs þ s xw (Solution 4, blue curves), and by s x ¼ so þ s xs þ s xw and wd
(Solution 5, magenta curves). The dashed curve (top-left panel) is d ¼ ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃmLA=ðbpÞp ,
the thickness of the ya-boundary layer in the Southern Ocean. The dot-dashed curve
(middle-left panel) indicates the Ekman transport, sa=jf aj, that flows into the
Atlantic across ya . Crosses () indicate values of variables from corresponding
solutions to the numerical model. Data points of y0 for m < ms are the zonal average
of the x-dependent outcrop latitude y0h i x; those of h^0 for m > ms are given by
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
h2s
D E xr
.
Fig. 8b. As in Fig. 8a, except for Solutions 3 (g0 – 0, black curves) and 30 (g0 ¼ 0 for
y 6 y0, gray curves), showing y^0 (top-left panel), h^0 (top-right panel),M (middle-left
panel), Umax and U0 (solid and dashed curves; middle-right panel), s xðy0 Þ=jf 0 j and V
(solid and dashed curves; bottom-left panel), and PA and P
0
a (solid and dashed
curves; bottom-right panel).
Fig. 8c. As in Fig. 8b, except as a function of sa when m ¼ 2 106 s1. In the
middle-left panel, M (black curve) asymptotes to a straight line (dashed line) for
large sa , and the value of M is always less than the Ekman transport across ya
(dash-dot line).
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and, as discussed below, it can be modified to find the other solu-
tions discussed in this section.)Eq. (37) provides a concise summary of the model physics in a
single equation for y0. (As such, it is analogous to the hA equation
of Gnanadesikan, 1999), albeit more complex owing to the differ-
ent representation of, and inclusion of additional, processes.) Sev-
eral general properties of solutions are evident in (37). First, it
involves all model parameters and forcings, a statement that the
outcrop latitude y0 is determined globally. Second, it involves Q
(more specifically T) only through the values of g0 in Pn and g0y
in V, so that there is no direct linkage of T to the outcrop latitude.
(There is, however, a direct linkage for cold-T forcing in that layer
1 can extend southward only to latitude y^ ¼ y0 where T ¼ T2; see
Sections 4.1.2.2 and 4.2.3.) Finally, solutions still exist when m! 0,
in which case only the integral in (37) remains, and its solution is
then y0 ¼ ya. In this limit, it follows from the first of (22b) that
M¼ saLA=jf aj, the Ekman transport into the Atlantic across the lat-
itude of the tip of South America, since V ! 0 as m! 0. Further, all
the boundary currents have the structure of a Dirac d-function, that
is, they are infinitesimally narrow and infinitely strong; in particu-
lar, P jumps from Pm to P
0 ¼ PA þ ðf 2a=bÞwekx across y ¼ ya, so that
the baroclinic transport of the ACC, U ¼ ðP0  PmÞ=f a, flows along
ya. These properties mimic the response of coarse-resolution mod-
els without GM mixing, in which isopycnals tilt strongly upwards
south of South America.
4.2.2.2. Outcrop latitude. For both Solutions 2 and 3, the outcrop lat-
itude y0 (top-left panels of Figs. 8a and 8b; red and black curves)
shifts southward until m reaches a critical value ms at which layer
1 first extends to Antarctica; thereafter, Solution 2 no longer exists
for the range of m values in the plot (discussed next) whereas in
Solution 3 the southern edge of layer 1 remains at ys. The south-
ward shift is considerably slower in Solution 3 than in Solution 2
(compare black and red curves, respectively, in Fig. 8a). This
marked difference in Dy ¼ ya  y^ between the two solutions indi-
cates the dynamical importance of the weakening of s x across
the Southern Ocean, through its impact on the slope of P0 across
the basin (integrand of Eq. 20b): The slope is weaker for Solution
2 (s x ¼ so) because s x=f depends only on the variation of f and
hence the factor, M=L þ s x=f ¼ s x=f j yy0 þ Vðy0;hmÞ  s x=f j yy0 , in
the integrand is smaller. In both solutions, the width of the south-
ern half of the ya-boundary layer, d ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
mLA=ðbpÞ
p
(gray-dashed
curve), is always less than Dy (much less than 2Dy) for all m, so that
inequality (C32) is satisfied as required for the accuracy of con-
straint (35a).
An equation for ms can be found similarly to that for m1 (Sec-
tion 4.1.2.1), except with (22a) replaced by (22b) in the limit that
y0 ! ys (ms-equation); thus, values of ms and m1 differ only because
M– 0 and M¼ 0 in their respective equations. For Solution 2,
ms ¼ 0:428 106 s1 is much less than m1 ¼ 5:15 106 s1
because the slope of P0 across the Southern Ocean is smaller with
M– 0 (compare Eq. 22b with Ps ¼ Pm with Eq. 22a). From the def-
initions of m1 and ms, Solution 2 only exists withM¼ 0 (M – 0) for
mP m1 (m 6 ms). Thus, it does not exist in the interval ms < m < m1,
and the red curves end in Fig. 8a when m ¼ ms. In contrast, for Solu-
tions 3–5 for which s x ¼ so þ s xs , M! VLK0 as y0 ! ys; conse-
quently, m1K ms, there is no solution gap, and their curves don’t
end for m > ms. (Note that, when m > ms so that layer 1 extends to
Antarctica and M¼ 0, the solutions are the same as Solution 1c.)
It is instructive to obtain an approximate solution to (37) that
captures the behavior of y0. For Solutions 2 and 3, L ¼ LA, and
W0A ¼ W0P ¼ wd ¼ W0d ¼ 0, and Pm and V^ are both negligible since
Pm  Pn and jVðy0;hmÞj  s xðy0Þ=jf 0j. For Solution 3, we
replace s x ¼ so þ s xs with the linear form s x ¼ sa½1þ ðy yaÞ=Ly,
linearize the Ekman drift terms using (11c) with yo ¼ ya to
s x=f ¼ ðsa=f aÞ½1þ ðy yaÞ=eL where eL ¼ LyRe=ðLy þ ReÞ, and set
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quadratic equation for y0. The complete expression for Dy ¼ ya  y^,
y^ ¼ y0 or ys, is then
Dy
d
¼
16
9 b
2f2 þ 2p PnþsnLAsaLA þ
f n
jf a j 
a
2
 h i1
2  43 bf; m 6 ~ms;
Ly
d ; m > ~ms;
8<: ð38Þ
where f ¼ 1þ ð3p=4bÞðf n=jf ajÞðd=ReÞ, sn ¼ so, and  ¼ eL=Re ¼ 0:21.
For Solution 2 (s x ¼ sa), the variation of s x in the Ekman-drift dif-
ferences can be dropped by taking the limit Ly !1 in eL, in which
case eL ¼ Re and (37) simplifies to (38) with  ¼ 1. The approximate
critical value ~ms, the value of m where Dy first increases to Ly in (38),
is obtained by equating the top and bottom expressions; with
a ¼ b ¼ 1, ~ms ¼ 0:453 106 s1 (4.057  106 s1) for Solution 2
(Solution 3), close to the exact values of ms in Fig. 8a.
Since f, a, and b in (35b) are slowly varying functions of m with
values close to 1, the right-hand side of (38) is approximately inde-
pendent of m, and hence Dy / d / m12. With sa ¼ 1 dyn/cm2 and
a ¼ b ¼ 1, Dy ¼ 7:3d for Solution 2 ( ¼ 1) and Dy ¼ 3:0d for Solu-
tion 3 ( ¼ 0:21), so that y0 in Solution 2 shifts southward with m
almost 212 times faster than Solution 3 does, consistent with the
exact curves. The property that Dy / m12 is noteworthy: It indicates
the importance ofM in weakening the across-basin tilt of P0 (inte-
grand of Eq. 20b), since P0y / m1 when M¼ 0 (also see Sec-
tion 4.2.2.4). Finally, the impact of the northern-boundary
condition (terms with subscript n) on Dy is evident in (38); in this
regard, for realistic values of m and sa, the Pn term is an order of
magnitude larger than the other terms in square brackets.
4.2.2.3. Overturning strength. Transport M¼ LAsxðy0Þ=jf 0 jþLAVðy0;hmÞ
weakens markedly with m (middle-left panels of Figs. 8a and 8b).
It is essentially entirely determined by the Ekman-drift contribu-
tion since V is negligible when h0 ¼ hm (compare solid-black and
dashed-black curves, bottom-left panels), and it decreases because
jf 0j increases and (for Solution 3) s x decreases as y0 shifts south-
ward. Note that M is always less than saLA=jf aj, the Ekman drift
at the latitude of the tip of South America (compare the solid
and dot-dashed curves in the middle-left panels of Figs. 8a and
8b); the difference, DM¼M saLA=jf aj, thus measures the
strength of the eddy-driven circulation at ya, V
ðyaÞ. Transport
Mn is equal to M (middle-right panel of Fig. 8a), because M is
the only entrainment source for Solutions 2 and 3. The values of
M and Mn are smaller than observed because the width of the
Southern Ocean is only L ¼ LA (compare to Fig. 12, where its width,
L ¼ LA þ LP , three times larger).
To obtain an approximate expression for M when layer 1 out-
crops, we write M¼ s xðy0ÞLA=jf 0j since Vðy0;hmÞ  0 and linearize
the Ekman drift to get
M¼
saLA
jf a j 1
DyeL
 	
m 6 ~ms;
0 m > ~ms:
8<: ð39Þ
(Eq. 45a, below, is another version of Eq. 39 obtained by combining
it with Eq. 38.) According to (39),M is identical to y^ with a rescaled
and shifted vertical axis, a property consistent with the similarity of
the exact y^ and M curves for Solution 3 (compare black curves in
the top-left and middle-left panels of Figs. 8a and 8b).
In OGCM solutions, M also decreases as model resolution, and
hence eddy activity, increase (e.g., MH13, their Fig. 3a; MJM13,
their Figs. 9b and 11b). The decrease is generally viewed as being
a direct response to stronger eddies, which increase jVj through-
out the Southern Ocean (presumably at the outcrop latitude as
well), thereby shifting the system closer to eddy compensation.Similarly, in our g0 – 0 solutions increased eddy activity (larger
m) weakens M, not directly by increasing jVðy0;hmÞj, but rather
indirectly by causing y0 to shift southward.
4.2.2.4. Stratification. In the Atlantic, the model stratification
(layer-1 thickness) is measured by PA. In the Southern Ocean, it
is specified by the values of P at the northern and southern edges
of layer 1, P0a and bP 0 ¼ P0ðy^Þ where y^ ¼ y0 or ys. Fig. 8b plots PA
and P0a for Solution 3 (bottom-right panel, solid- and dashed-
black curves), and Figs. 8a and 8b plot h^0 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
ð2=g0ÞbP 0q (top-right
panels, black curves).
From constraint (28) with Mn ¼M, PA is given by
PA ¼ Pn þ snLA þ f nM: ð40aÞ
According to (40a), the PA curve is the same as theM curve, except
with the vertical axis rescaled by f n and shifted by Pn þ snLA (middle
panels of Fig. 8a; middle-left and bottom-right panels of Fig. 8b).
From (40a) and (35a), P0a is related to M by
P0a ¼ Pn þ snLA 
a
2
saLA  nsaLA þ ðf n þ njf ajÞM ð40bÞ
where n ¼ bð4=3pÞRe=d (also see Eq. 47). According to (40b), the
structure of P0a is modified from PA by the terms proportional to a
and n, primarily by the latter which varies like m12 and has a signif-
icant amplitude (for m ¼ 2 106 s1, n ¼ 5 a=2 ¼ 0:55).
Several properties of PA and P
0
a visible in Fig. 8b follow from Eqs.
(40). First, their sensitivities to m are weak (much less than forM),
a consequence of the large Pn term dominating the others. Second,
P0a is considerably less than PA with, for example, P
0
a  PA equaling
1782 m3/s2 at m ¼ 0 (bottom-right panel of Fig. 8b). This large dif-
ference, almost half of PA itself, demonstrates the importance of
using constraint (35a) to join the Southern and Atlantic Oceans
rather than, for example, setting P0a ¼ PA. Finally, the sensitivities
of PA and P
0
a to m change abruptly when m > ms and M¼ 0; in that
case, (40a) requires that PA has the constant value Pn þ snLA, and
(40b) then requires that P0a increases because the term
nsaLA / d1 decreases.
At the southern edge of layer 1, bP 0 ¼ Pm when m 6 ms and layer 1
outcrops. In contrast, bP 0 ¼ P0s is a variable to be determined when
m > ms and layer 1 extends to Antarctica. Constraint (22a) with
wd ¼ 0 relates P0s to P0a, stating that its value is determined by P0a
at the northern edge of layer 1 and by the weakening of the tilt
of layer 1 across the basin with m. In (22a), P0s is expressed as the
difference of two large terms, and consequently its behavior for
mJ ms is not apparent. To isolate that dependence, we subtract
(22a) evaluated at m ¼ ms from (22a) to get
bP 0 ¼ Pm; m 6 ms;
Pm þ P0ajmms þ mmsm F ; m > ms;
(
ð41Þ
where F ¼ R yays ðjf j=msÞs xdy and P0sðm ¼ msÞ ¼ Pm. According to (41),
the growth of P0s for mJ ms is determined by two terms: a rapid
quasi-linear growth by ðm msÞF=m; and a more gradual response
due to P0ajmms , which, from (40b) with M¼ 0 and the property that
a and b are slowly varying functions of m, is given by
nsaLAjmms / ðd dsÞ=d. The rapid rise of h^0  h
0ðy^Þ ¼ ð2=g0sÞ
ﬃﬃﬃﬃ
P0s
q
in
Fig. 8b (top-right panel) is consistent with (41).
Two measures of the average slopes of P0 across the Southern
Ocean are
P0y
D E y
 P
0
a  bP 0
Dy
; Py
  y  PA  bP 0
Dy
; ð42Þ
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slope associated with the Southern-Ocean interior solution,
whereas the second takes into account the jump across the ya-
boundary layer. When m 6 ms and layer 1 outcrops, bP 0 ¼ Pm is negli-
gible; therefore, since P0a and PA are roughly constant, the slopes
vary like Dy1 / m12. In contrast, when m > ms, bP 0 ¼ P0s is not negligi-
ble and Dy ¼ Ly; in this case, P0y
D E y
and Py
  y vary more strongly
with m, owing to the term ðm msÞF=m in P0s.4.2.2.5. ACC transport. In the analytic solution, the baroclinic part of
the ACC transport U has components associated with the Southern-
Ocean interior response U0 and the ya-boundary layer U00. Although
U0 is x-independent, U00 is not: When M – 0, mass continuity
requires that U00 absorbs the influx of water due to M, and so it
decreases linearly to the west from a maximum value of U00max just
west of South America to U00max M just east of the Atlantic
western-boundary current. Fig. 8b (middle-right panel) plots
curves for U0 and Umax ¼ U0 þ U00max. Transport U0 is obtained by
numerically evaluating the integral, U0 ¼ R yay^ ðP0y=jf jÞdy, and U00max is
determined by the jump in P from P0a to PA at the tip of South Amer-
ica, that is, by U00max ¼ ðPA  P0aÞ=jf aj. Both transports weaken with m,
but relatively much more weakly than M does.
An approximate expression for U0 is obtained by setting f ¼ f a in
the integral for U0, in which case
U0 ¼ P
0
a  bP 0
jf aj
; Umax ¼ U0 þ U00max ¼
PA  bP 0
jf aj
: ð43Þ
When m 6 ms so that bP 0 ¼ Pm is negligible in (43), U0 and Umax are
proportional to P0a and PA, respectively, a property that visually
holds for the exact curves as well (compare curves in the middle-
and bottom-right panels of Fig. 8b). Thus, U0 and Umax are insensitive
to m because both P0a and PA are, owing to the large value of Pn in the
northern-boundary constraint (Section 4.2.2.4). When m > ms and
M¼ 0, U0 and Umax decrease because of the rapid rise of bP 0.
The close connection between U and PA also occurs in OGCM
solutions (e.g., Fucˇkar and Vallis, 2007; compare Figs. 3a and 9c
of MH13 and Figs. 3b and 11c of MJM13), an indication that their
ACC strength is controlled baroclinically. Further, although U
decreases with model resolution as eddy activity increases, the
sensitivity is weak (e.g., compare Figs. 2 and 4b of MH13, and
Figs. 9a and 9b and Figs. 11a and 11b of MJM13). The cited authors
attribute the weak U dependency to the system tending toward
eddy saturation, rather than to the impact of the northern-
boundary constraint as in our model. (See Section 4.2.6 for a
detailed discussion of how U depends on the northern-boundary
constraint.)4.2.3. Sensitivity to m when g0ðy 6 y0Þ ¼ 0
Fig. 8b illustrates MOC properties when g0ðy 6 y0Þ ¼ 0 (cold-T
forcing) for Solution 30 (gray curves). Curves for Solutions 20, 40,
and 50, not shown, behave similarly to those for Solution 30; the
similarity also extends to Solution 20 because layer 1 never extends
to Antarctica and hence it exists for all m. For sufficiently small m,
layer 1 outcrops at y0 in Solution 30 and the curves are essentially
the same as those for Solution 3 (g0y and hence V^
 differ somewhat
in the two cases, which has a negligible impact in Eq. 37 since V^ is
so small). As m increases, however, it reaches a critical value,
m0 ¼ 0:129 106 s1, at which layer 1 first extends to y0 and layer
1 vanishes; thereafter, the southern edge of layer 1 remains at y0
(top-left panel, gray curve), h > hm, and the other curves begin to
diverge. Note that, although d begins to approach y0 (dashed andsolid curves in the top-left panel), it is still significantly less than
2Dy as required by inequality (C32) for the validity of (35a).
The solution method is a modification to that described in Sec-
tion 4.2.2.1. When m < m0 and layer 1 outcrops, the method is
unchanged, that is, (37) is iterated to determine y0. The critical
value m0 is obtained by setting y^ ¼ y0, Pm ¼ W0A ¼ W0P ¼ wd ¼ 0,
and s^ ¼ s xðy0Þ in (37), and solving for m ¼ m0. When m > m0 and
layer 1 extends to y0, y^ ¼ y0 is known but V0  Vðy0;h00Þ is not
since h00  h0ðy0Þ is no longer fixed to hm. The value of V0 is found
by making the above replacements, setting V^ ¼ V0 in (37), and
solving for V0. With V

0 known, the other MOC properties follow.
The most significant way that Solution 30 differs from Solution 3
is that V^ at the southern edge of layer 1, which is always negligible
when layer 1 outcrops and h^0 ¼ hm, increases nearly linearly for
m > m0 in Solution 30 as h
0
0 increases (gray-dashed curve, bottom-
left panel; gray curve, top-right panel). Constraint (22c) with
wd ¼ 0 determines V^ ¼ V0 when layer 1 extends to y0, stating that
V0 adjusts the layer-1 slope (the integrand in the constraint) to
ensure that P00 vanishes. As in the derivation of (41), to isolate
the behavior of V0 for mJ m0 we subtract (22c) evaluated at
m ¼ m0 from (22c) to get
V0 ¼
0; m < m0;
m P
0
a jmm0
B  ðm m0Þ AB ; mP m0
(
ð44Þ
where A ¼ R yay0 ðjf j=msÞDsdy, Ds ¼ s x  ðf=f 0Þs xðy0Þ, B ¼ R yay0 f 2dy, and
V^ is neglected for m 6 m0.
According to (44), the growth of jV0j is determined by two
terms: a rapid linear response by ðm msÞA=B, and a slowly-
varying one due to mP0ajmms=B. Fig. 8b (gray-dashed curve, bottom-
left panel) plots jV0j, and the dominance of the linear term is
apparent from the quasi-linear nature of jV0j: Since P0ajmm0 < 0
(gray-dashed curve, bottom right panel), the slowly-varying term
tends to weaken jV0j, accounting for its slight negative curvature.
With V0 known, it follows from (19) with g
0ðy0Þ ¼ 0 that
h00 ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2ðf 20=mÞjV0j=g0y
q
. Its growth is dominated by the linear term
in V0 so that to a good approximation h
0
0 /
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃðm m0Þ=mp . Accord-
ingly, h00 initially rises rapidly and then levels off as m increases
beyond m0, a behavior apparent in Fig. 8b (gray-curve, top-right
panel).
Another noteworthy property of Solution 30 is the similarity of
its M, PA, P0a, and U curves to those for Solution 3 even when
m > ms, despite the large change in stratification between the two
solutions (compare black and gray curves in the middle- and
bottom-right panels of Fig. 8b). The behavior of the two compo-
nents of M (bottom-left panels) suggests why they remain so
close: In Solution 3 (black curves),M decreases because the Ekman
drift continues to weaken as y0 shifts southward; by contrast, in
Solution 30 (gray curves), although the Ekman drift no longer
decreases after y0 reaches y0 (solid-gray curve), further reduction
of M is accomplished by an increase in jV0j (dashed-gray curve).
Note that a consequence of jV0j increasing is that it becomes larger
than js xðy0Þ=f 0j for large m, in which case M and Mn change sign
and the MOC reverses direction: Such a reversal is possible because
our specification of wn in (6a) allows both detrainment and
entrainment in the northern ocean. (See Section 5 for a discussion
of solutions with a reverse MOC in which the entrainment is sup-
plied by wd.)
4.2.4. Sensitivity to s x
Fig. 8c illustrates the dependency of MOC properties to the
Southern-Ocean wind strength sa, plotting curves for Solution 3
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when m ¼ 2 106 s1. For all the curves, their dependence on sa
tends to be ‘‘opposite” to that for m (compare with corresponding
curves in Fig. 8b), a consequence of the layer-1 tilt across the
Southern Ocean increasing with sa and decreasing with m. There
are also critical values of sa, sas ¼ 0:605 dyn/cm2 and
sa0 ¼ 1:455 dyn/cm2 in Fig. 8c, which correspond to ms and m0 and
are found by similar procedures. Because of these similarities, here
we only discuss the properties of Solution 3 (g0 – 0) when layer 1
outcrops (sa P sas).4.2.4.1. Outcrop latitude. For sa > sas, the outcrop latitude y0 shifts
northward, first relatively quickly and then slowly (Fig. 8c, top-
left panel, black curve). When sa is increased to unrealistically
large values, y0 asymptotes to 47.9S (Dy ¼ 2:9), a value less than
ya. These properties are evident in the top expression of approxi-
mate solution (38), which varies like s
1
2
a for small sa and asymp-
totes to a constant value as sa !1; with m ¼ 2 106 s1, the
approximate asymptotic value of Dy is 2.4, somewhat less than
the exact asymptotic value because the asymptotic solution
assumes that s x varies linearly. The property that y0 never reaches
ya is counterintuitive, as one expects P
0
y to continue to increase
with sa. In fact, P0y does increase: Although the value of P
0 at the
southern edge of layer 1 is fixed (bP 0 ¼ Pm), its value at the northern
edge, P0a, continues to increase (see below).4.2.4.2. Overturning strength. Transport M grows nearly linearly
with sa, and is always less than the Ekman drift at the latitude of
the tip of South America, sa=jf aj (compare the solid-black and
dot-dashed curves in the middle-left panel of Fig. 8c), a conse-
quence of y0 never reaching ya so that s xðy0Þ=jf 0j < sa=jf aj. When
the horizontal axis of the plot is extended to sa ¼ 20 dyn/cm2,
the M curve approaches a straight line with a slope 4.4 Sv/(dyn/
cm2) that intersects the sa-axis at 1.05 dyn/cm2 (dashed curve in
the middle-left panel of Fig. 8c).
Approximate solution (39) also exhibits these properties. With
the aid of (38), it can be rewritten
M¼ kMo saso  rMo þ rMovðsaÞ; ð45aÞ
where
vðsaÞ ¼ so=sa
ðc2=dþ so=saÞ
1
2 þ ðc2=dÞ12
h i2 ; ð45bÞ
k ¼ 1 ðc 4bf=3Þðd=eLÞ, Mo ¼ soLA=jf aj, r ¼ ðd=eLÞ½d=ð2cÞ, c2 ¼
ð16=9Þb2f2þ2pðf n=jf aja=2Þ, and d¼2pðPnþsnLAÞ=ðsoLAÞ. The
first two terms on the right-hand side of (45a) define the approxi-
mate expression of the asymptotic line. Consistent with the exact
line, its slope is kLA=jf aj, less than that of the Ekman transport at
ya by the small factor k¼0:895, and its sa intercept is 0.854 dyn/
cm2. The last term in (45a) is a correction to the asymptotic line
that, according to vðsaÞ, decreases monotonically from a maximum
value of rMo at sa¼0 to 0 as sa!1.
NV12, MH13 and MJM13 report the sensitivity of M to sa in
their OGCM solutions. Consistent with our solutions, M rises
quasi-linearly with sa in NV12’s solutions to a coarse-resolution
OGCM, provided that sa is large enough for the response to lie out-
side a diffusion-dominated regime (their Fig. 11). In contrast to our
solutions, M does not continue to rise linearly in MH13’s and
MJM13’s solution to eddy-resolving OGCMs, a property we can
simulate by allowing m to vary with sa (see Section 4.2.5).4.2.4.3. Stratification and ACC transport. As evident in (40a), PA is a
rescaled and shifted version of M, and the similarity of the two
curves is apparent in Fig. 8c (solid-black curves in the middle-left
and bottom-right panels). According to (40b), P0a is also closely
related to PA and M, but that relationship is not obvious in
Fig. 8c (bottom-right panel) as P0a first decreases with sa and then
remains roughly constant whereas PA increases.
The different structure of P0a happens because the a and b terms
in (40b), defined in (35b), are proportional to sa. To illustrate this
point, it is useful to write down approximate forms for both PA
and P0a. Combining (45a) with (40a) gives
PA ¼ k f njf aj
saLA þ Pn þ snLA  r f njf aj
soLA þ r f njf aj
soLAvðsaÞ; ð46Þ
and with (40b) gives
P0a ¼ lsaLA þ Pn þ snLA xsoLA þxsoLAvðsaÞ; ð47Þ
where l ¼ f n=jf ajk nð1 kÞ  a2 and x ¼ rðf n=jf aj þ nÞ. As in
(45a), (46) and (47) have terms that grow linearly with sa (first
terms on the right-hand sides), shift terms (terms 2–4 on the
right-hand sides), and corrections proportional to v (last terms).
Primarily because of the large n term, the terms in l tend to
cancel so that the asymptotic slope of P0a is much less than
that of PA (e.g., with m ¼ 2 106 s1 and sa ¼ 1 dyn=cm2,
l ¼ 0:077 kf n=jf aj ¼ 1:129). Furthermore, although not appar-
ent in (46), it can be shown that l > 0 so that P0a increases
asymptotically with sa. Finally, x rf n=jf aj because of n so that,
since vðsaÞ 6 1, P0a is always less than PA.
The PA and P
0
a curves vary much more slowly with sa than M
does, again owing to the large contribution from Pn in relations
(40a) and (40b). Likewise, since bP 0 ¼ Pm when sa > sas, the baro-
clinic ACC transports, U0 and Umax, estimated by (43) are propor-
tional to P0a and PA, respectively, and hence also vary slowly with
sa (middle-right panel of Fig. 8c). The layer slopes, P0y
D E y
and
Py
  y, estimated by (42), vary with sa like ðDyÞ1, which for
saJ1 dyn/cm2 is a weak dependence (upper-left panel of Fig. 8c).
MH13 and MJM13 also report that U and the Atlantic stratifica-
tion hA are insensitive to sa in their eddy-resolved OGCM solutions
(Figs. 4b and 7a in MH13; Figs. 3a and 9c in MJM13); in striking
contrast, MJM13 note further that both variables vary stronglywith
sa in their coarse-resolution model with GM mixing (their Figs. 3a
and 9c). In both studies, the authors suggest that the weak U
dependency in the eddy-resolving models happens because eddy
activity strengthens with sa to the point where near- or total-
eddy saturation is established (see next subsection), a process
absent in the coarse-resolution model.
Given the geostrophic linkage between U and hA, it then follows
that, if the weak U dependency is determined by eddy saturation,
then so must that of hA be. This conclusion seems extreme, yielding
too much dynamical influence on hA to Southern-Ocean processes.
In our solutions, the direction of the dynamical linkage is reversed:
PA varies weakly with sa (Fig. 8c) regardless of the dependence of m
on sa, a consequence of northern-boundary condition (28) fixing PA
to a value close to Pn, and hence U does as well through (43). (See
Section 4.2.6 for further discussion of this issue.)
4.2.5. Sensitivity of M to mðsaÞ
MH13 and MJM13 report the sensitivity of Mn to sa in their
suite of OGCM solutions. In contrast to our M¼Mn curves
(Fig. 8c, middle-left panel), their Mn curves are not quasilinear
but rather increase less rapidly with sa, a slower increase they
attribute to increased eddy activity (eddy compensation). For
example, in the MH13 solutions with 1/8 and 1/12 resolutions,
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(blue and red curves in their Fig. 3). Similarly, in the MJM13 solu-
tions Mn increases from about 2 Sv to 5–10 Sv as sa strengthens
from 0 to 10 dyn/cm2 (solid curves in their Fig. 9b), whereas in
Fig. 8cM varies much more strongly from 0–13 Sv as sa goes from
0–4 dyn/cm2.
Our model exhibits a similar behavior if m is allowed to increase
with sa in the constraints. Fig. 9 (right panel) plots M when
m ¼ moðsa=soÞn and mo ¼ 2 106 s1, with n values ranging from
0 to 3/2. Consistent with the results of MH13 and MJM13, M
increases more slowly with sa for n > 0, with the curves for
n ¼ 1=2, 3/4, and 1 comparing best with theirs. In our model, the
slower increase happens because the increase in layer slope P0y
(integrand of Eq. 20b) due to stronger sa is partially counteracted
by the increase in m; as a result, y0 shifts more slowly northward
with sa or even southward if n > 1 (Fig. 9, left panel), thereby weak-
ening the Ekman transport that entrains into layer 1. The precise
processes that account for eddy compensation in OGCMs are not
clear. It may result from the same process (southward shift of y0)
as in our model.
The sensitivity of y0 to n is captured by (38), and is most easily
seen in the limit that sa ! 0. After setting m ¼ moðsa=soÞn in (38), Dy
for small sa simplifies to
lim
sa!0
Dy ¼ ðsaÞ
n1
2 Aþ B ﬃﬃﬃﬃﬃsapð Þ; ð48Þ
whereA ¼ 2pa½ðPn þ snLAÞ=soLA
1
2, B ¼ ð4=3Þab, and a ¼ ðmoLA=bpÞ
1
2.
In agreement with the plotted curves, (48) states that Dy tends
toward three values as sa goes to zero: 1 for n < 1, 0 for n > 1,
and A when n ¼ 1.
4.2.6. Sensitivity of U and PA to the northern-boundary constraint
As mentioned at the end of Section 4.2.4.3, MH13 and MJM13
report that both U and hA are insensitive to sa in their eddy-
resolved models, a property they attribute to eddy saturation. In
contrast, they vary strongly in MJM13’s and NV12’s coarse-
resolution models. In our solutions that use northern-boundary
constraint (28), U and PA are always insensitive to sa, owing to
the larger term Pn. As discussed next, they can exhibit strong sen-
sitivity to sa provided that (28) is replaced by (7).
Constraint (28) is a simple parameterization of cooling pro-
cesses external to the basin via sponge layer (6b). Another possible
constraint is (7), which results from cooling by Q within the North
Atlantic (e.g., WC10; MJM13; NV12; Schloesser et al., 2012, 2014).
Fig. 10 illustrates differences in curves for M (left panels) and PA
(right panels), obtained using one or the other of the constraints
when g0ðy 6 y0Þ ¼ 0. (Curves when g0 – 0 are similar, differing only
slightly when sa < sa0.) The figure plots curves for different valuesFig. 9. Similar to Fig. 8c, except showing y^ and M as a function of sa when
m ¼ moðsa=soÞn , where mo ¼ 2 106 s1 and n ¼ 0, 12, 34, 1, 54, and 32. The n ¼ 0 curve is
black, and the other curves have lighter shades of gray for increasing n. The dash-
dot line indicates the Ekman transport across ya.of the constant term, Pn þ snLA, in (28), multiplying it by the factor
/ ¼ 1, 1/2, and 0 (black, gray, and light-gray curves, respectively).
It also plots curves for constraint (7) when a ¼ 1, 1/2, and 1/10
(light-gray, gray-dashed, and black-dashed curves). Note that the
two constraints are the same when / ¼ 0 and a ¼ 1, so that the
light-gray curves apply to each case. For the curves using (28), PA
shifts negatively as / decreases with little change in slope. For
the curves using (7), PA slopes more strongly as a increases and
M slopes less. In both cases, M and PA have opposite tendencies:
An increase in PA causes either y0 to shift southward if layer 1 out-
crops or V0 to increase if it extends to y0, thereby decreasing M.
Generally, the spread of the M curves is much less than for the
PA curves; in particular, note the very large difference in the struc-
tures of PA when / ¼ 1 and a ¼ 1 (solid-black curve) and / ¼ 0 and
a ¼ 1=10 (dashed-black curve).
As shown in Fig. 10, our model can mimic a large sensitivity of U
and PA to sa only by using constraint (7) with small a. Schloesser
et al. (2012) find that their analytic solutions with a ¼ 0:8 compare
well with analogous OGCM solutions. Further, they find that the
value of a increases with the strength of horizontal mixing. We
can parameterize this dependency in the present model by allow-
ing m near the northern boundary to increase with M, a process
representing increased eddy mixing due to a stronger northern-
boundary current. In this case, the sensitivities of U and PA to sa
will decrease markedly as M, m, and a change from small (a 1)
to large (a  1) values. Thus, the large difference in their sensitiv-
ities in solutions to eddy-resolving (e.g., MJM13) and coarse-
resolution (e.g., NV12 and MJM13) models may result from an
analogous difference in the dynamics of their Q-forced, northern-
boundary constraint, with a being small (large) in their coarse-
resolution (eddy-resolving) models. (Another, and perhaps more
likely, possibility is that eddy mixing lowers the northern-
boundary density, leading to a shallower MOC; as a result, the bot-
tom of the MOC in the eddy-resolving solutions may no longer be
captured by their definition of hA.)
The differences among the curves in Fig. 10 highlight the impor-
tance of the parameterization of the northern-boundary constraint.
The two types, (28) and (7), have their own advantages and disad-
vantages. Constraint (28) is practical in that it arises from the
application of sponge layer (6b), but it does not specify the pro-
cesses that determine Pn (e.g., marginal-sea and overflow pro-
cesses). In contrast, constraint (7) results from a well-defined
process, namely, Q-forcing within North Atlantic. On the other
hand, for realistic parameter values PA (and hA) are too small in
Q-forced solutions; further, when a  1, M PA=f n and
U  PA=jf aj are of the same order, whereas in reality U is an order
of magnitude greater than M (Allison et al., 2011).Fig. 10. Similar to Fig. 8c, except showing M and PA as a function of sa when the
northern-boundary constraint has the form (28) or (7). A general form that
summarizes both constraints is aPA ¼ /ðPn þ snLAÞ þ f nMn . For constraint (28),
a ¼ 1 and / ¼ 1, 12, and 0 (black, gray, and light-gray curves, respectively). For
constraint (7), / ¼ 0 and a ¼ 1, 12, and 110 (light-gray, gray-dashed, and black-dashed
curves). The dash-dot line indicates the Ekman transport across ya.
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Fig. 11. Maps of P for a version of Solution 4 when m ¼ 106 s1, sa ¼ so , and
Dsw ¼ 3 dyn/cm2 for which Region BA exists. The white curves indicate the edges of
Region BA in the numerical (solid) and analytic (dashed) solutions, the latter
determined from (15).
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Whenwd – 0 (Solutions 4 and 40), there is an additional entrain-
ment process in the system with an upwelling transport of W0d ¼
wd eA, where eA is defined after (24). With wd ¼ 2:5 106 cm/s
and eA ¼ LAðyn  ysÞ ¼ 60 1016 cm2, W0d  1:5 Sv, a non-
negligible amount in comparison to the Ekman drift across the
Southern Ocean ([5 Sv). Velocitywd modifies the horizontal struc-
ture of the response by generating an additional Stommel-Arons
(1960a,b) circulation in the interior of the Atlantic (except for
Region BA), which channels the diffusively-entrained water to the
western boundary where it flows northward in the western-
boundary current; otherwise, the response is essentially the same
as shown in Fig. 7.
The procedure to solve the constraints is essentially the same as
that for Solutions 3 and 30, except that it retains the wd terms in
(37). Specifically, we iterate (37) with the wd terms to find y0 when
layer 1 outcrops (m 6 ms or m0), P0s when it extends to Antarctica
(m > ms), or V0 when it ends at y0 (m > m0). Fig. 8a illustrates how
solution properties vary with m for Solution 4 when
wd ¼ 2:5 106 cm/s (blue curves). The curves are similar to their
counterparts for Solutions 3 (black curves), differing due to the
additional upwelling transport W0d (bottom-right panel). The con-
tribution from W0d increases Mn (middle-right panel) in compar-
ison to that for Solution 3 and, according to (28), PA (middle-
right panel) increases to allow for that detrainment. Because PA
is larger, so is P0a (Eq. 35a); consequently, at each m value either y0
shifts farther southward (top-left panel) or h00 and hence
Vðy0;h00Þ are larger (not shown), so that M decreases (middle-
left panel). In the MJM13 solutions Mn decreases as resolution
increases from 1/2 to 1/6 (i.e., as m increases), possibly for the
same reason as in our model, that is, because M decreases.
Note that when m > ms andM¼ 0;Mn is entirely determined by
W0d (middle panel of Fig. 8a); in this regime, then, the response is
primarily diffusion-forced solution, essentially an extension of
the Stommel and Arons (1960a,b) solution discussed in Section 5.1
to allow for s x – 0.
4.4. Solutions with North-Atlantic upwelling
When the model is forced by s x ¼ so þ s xs þ s xw (Solutions 5 and
50), solutions develop a North Atlantic Subpolar Gyre, and h0 thins
in its northern half in response to Ekman suction. If Dsw is weak
enough for h0 to remain thicker than hm, MOC properties are
unchanged from those of Solutions 4 and 40. On the other hand, if
s xw is large enough for h
0 ¼ hm in Region BA, layer-2 water entrains
into layer 1 there (W0A – 0), and an additional MOC forms that is
confined to the northern hemisphere. This situation is similar to
that considered by Tsujino and Suginohara (1999), except that
their sinking region is located in the southern hemisphere.
To solve the analytic constraints when Region BA exists, we use
the same iteration procedure as for Solutions 4 and 40, except with
(37) modified to allow for the possibility that W0A – 0. Specifically,
for each y0 constraints (22b) and (35a) determine PA, (17) then gives
W0AðPAÞ, and the iteration proceeds as before. Fig. 8a illustrates how
properties of Solution 5 vary with m (magenta curves) when
Dsw ¼ 3 dyn/cm2. A comparison of the curves to those for Solution
4 (blue curves) shows that the impact of includingW0A is similar to
that of includingW0d: The additional entrainment requires thatMn
and PA increase (middle-right panel), which in turn either shifts y0
southward (top-left panel) or increases Vðy0;hÞ if g0ðy 6 y0Þ ¼ 0
(as in the bottom-left panel of Fig. 8b), thereby reducingM.
Interestingly, the numerical version of Solution 5 with
m ¼ 2 106 s1 lacks Region BA, and hence its data points areidentical to those for Solution 4 in Fig. 8a. It is absent because
the Atlantic interior response in the numerical solution is not given
by the inviscid form (14b), but rather includes effects due to Ray-
leigh damping: The damping smooths the edges of Region BA so
much that h never thins to hm. To illustrate the circulation due to
W0A, then, Fig. 11 shows the numerical version of Solution 5 with
the damping coefficient reduced to m ¼ 0:25 106 s1. The white
curves indicate the edges of Region BA in the numerical (solid) and
analytic (dashed) models, the difference between them indicating
the impact of the damping. Consistent with (16), there is upwelling
within Region BA with a transport of 1.78 Sv equal to the area inte-
gral of Ekman pumping. The upwelled water flows southward
across Region BA via Ekman drift as described in (16), eventually
crossing the Region-BA boundary to circulate about the Subpolar
Gyre. When it reaches the western boundary, it flows northward
in a western-boundary current, as in (23) with M¼ 0. Finally, it
flows eastward in a northern-boundary current given by (26) to
downwell in the northeastern corner of the basin (as in Fig. 11).
Properties of the northern-boundary layer are also consistent
with the analytic solution. The westward broadening of the
northern-boundary layer is apparent in Fig. 11, and its average
width is close to the value in (13b) with m ¼ 0:25 106 s1,
DðLAÞh i x ¼ 367 km, consistent with its being a zonal Stommel
(1948) layer (Appendix C.2). Within the northern-boundary sponge
layer where (6a) is imposed (the analog of the inner boundary layer
in the analytic model discussed in Appendix C.2.1.2), there is
upwelling everywhere across the basin with downwelling confined
to the northeast corner (not shown), an indication of the presence of
a zonal overturning cell (Appendix C.2; Nonaka et al., 2006). Similar
northern-boundary layers are present in all of our solutions.4.5. Solutions with a Pacific Ocean
It is straightforward to find analogs of all prior solutions when
the domain includes a Pacific Ocean (Solutions Pn and Pn0). Themost
striking difference from the Atlantic-only solutions is that, because
the domainwidth is increased from LA to LT , the Southern-Ocean and
diffusive entrainments, M and W0d, increase roughly by the factor
LT=LA, thereby increasing the Atlantic overturning transport Mn.
Another possible source of entrainment is upwelling within Region
BP of the North Pacific Subpolar Gyre, although such upwelling
doesn’t appear to occur in the real Pacific (Fig. 1a).
With the Pacific, we use the same procedure to solve the con-
straints as for Solutions 5 and 50, except that (37) is modified by
setting L ! LT and by allowing for the possibility that W0P – 0. In
this case, for a given y0, constraints (22b) and (35a) determine PP ,
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Fig. 13. Maps of P for Solution P4 (top panel) and the difference between Solution
P4 and Solution P3 (bottom panel) when m is reduced to 0.25  106 s1. The
difference map measures the wd-driven part of Solution P4, and illustrates the
structure of the yb-boundary layer that extends westward from the tip of Africa.
Because m is so small, the western-boundary currents are not apparent; they are
directed northward (southward) along the east coasts of South America (Africa).
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then known from constraint (33), which allowsW0AðPAÞ to be deter-
mined. Values for all quantities in (37) are then known, allowing
the iteration to proceed.
If no change is made to the standard model parameters, the
analytic solution has a Region BP with a significant W0P . Eq. (15)
with Pe ¼ PP identifies the processes that impact the location of
xbPðyÞ and hence the existence of Region BP: They are PP , wd, and
wek, with increases in the first two (third) tending to shift xbP west-
ward (eastward). (Eq. 15 also depends on local g0 through
Pm ¼ 12 g0h
2
m, but that dependence is negligible since Pm  PP .) Even
though (33) requires PP to be larger than PA, it is not sufficiently
large to eliminate Region BP because the basin width is also larger
(LP ¼ 2LA). If the width of the North Pacific is reduced by half, how-
ever, to represent the narrowing of longitude lines on a spherical
earth, Region BP no longer exists. Equivalently, Region BP also van-
ishes with Dsw reduced by half to 1.5 dyn/cm2.
It is surprising that xbPðyÞ is hardly influenced at all by g0, given
that the across-basin tilt of layer 1, ðh02Þx ¼ 2f 2wek=g0 from (20b),
varies inversely with g0: One might expect, then, that Region BP
doesn’t exist in the real Pacific because its upper-ocean waters
are less dense (g0 is greater) than those in the Atlantic, so that deep
isopycnals cannot rise close to the surface in the western Pacific
(Fig. 1a). This intuitive idea doesn’t hold in our model, however,
because the value of h0 along the eastern boundary thins with
increasing g0 according to h02ð0; yÞ ¼ 2P0P=g0 (Schloesser et al.,
2012, 2014); thus, for larger g0, xbPðyÞ remains unchanged because
h0ð0; yÞ thins in a manner that balances the decreased slope.
We obtained curves of MOC properties like those in Fig. 8a
when there is a Pacific Ocean. Fig. 12 shows the curves when
g0 – 0 and Dsw is reduced enough in the Pacific to eliminate Region
BP. The curves vary similarly to their counterparts in Fig. 8a,
differing most prominently in the larger values of M, Mn, andFig. 12. As in Fig. 8a, except for solutions when g0 – 0 and the basin includes the
Pacific Ocean.PA. TransportW0A, however, does not increase since it does not scale
with L. Note that, because d is increased by the factor ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃL=LAp ¼ ﬃﬃﬃ3p
with the Pacific, d  Dy and is greater than Dy for large m (top-left
panel). Nevertheless, d is still less than 2Dy as required by inequal-
ity (C32), constraint (35a) is still valid, and data points lie close to
the analytic curves.
Fig. 13 plots P for Solution P4 (top panel) and the difference
between Solution P4 and Solution P3 (bottom panel). The solutions
differ only in thatwd – 0 in Solution P4 whereas wd ¼ 0 in Solution
P3, and so their difference measures the wd-driven flow in Solution
P4. As most easily seen in the bottom panel, water that flows north-
ward across yb in the Pacific and that entrains into layer 1 due towd
north of that latitude, eventually flows to the tip of Africa. There, it
flows across the Atlantic basin in a boundary layer centered on yb
that broadens to the west (Appendix C.3). At the coast of South
America, it joins with the Atlantic western-boundary current, and
is carried to the northeastern corner of the basin.5. Diffusion-forced solutions
For realistic choices of sa and wd, wind forcing dominates diffu-
sive forcing of the MOC so that there is entrainment into layer 1
across its southern edge (MP 0; Section 2.3.1). Nevertheless, it
is instructive to consider solutions in which forcing by interior dif-
fusion wd dominates (M 6 0). Clear examples of such solutions
occur when s x ¼ 0 or there is no northern detrainment (wn ¼ 0).
Solutions with s x ¼ 0 extend the Stommel and Arons (1960a,b)
solutions to include a cyclic Southern Ocean, a case not considered
in their papers. Solutions with no northern detrainment have
M < 0, avoid complications due to the parameterization of the
northern-boundary constraint, are useful for studying Southern-
Ocean eddy dynamics, and are applicable to the circulation of
AABW (e.g., HV05 and NV11). For simplicity, we assume the
domain contains only the Atlantic and Southern Oceans.5.1. Solutions with s x ¼ 0 and wn – 0
In our model, the most straightforward extension of the
Stommel and Arons (1960a,b) solutions occurs when s x ¼ 0,
J.P. McCreary Jr. et al. / Progress in Oceanography 143 (2016) 46–81 69g0 – 0, and layer 1 extends to Antarctica (Solution 6), in which case
(22a) holds so that M¼ 0. The MOC strength is then
Mn ¼ W0d ¼ wdA, where A is the total area of the basin. With Mn
known, (28) and (35a) give PA and P
0
a, and (14b) and (20b) then give
P0 across the Atlantic and Southern Oceans. Because s x ¼M ¼ 0
for Solution 6, the integrand of (20b) is positive and hence
P0y < 0; as a result, P
0 increases (h thickens) montonically to the
south, an unrealistic property. Since P0y < 0, it follows from the sec-
ond of Eqs. (18) that U0 < 0, and from the first that there is then a
northward, eddy-driven flow across the Southern Ocean
(V ¼ mU0=f > 0). This northward, ageostrophic transport merges
with the Atlantic western-boundary current, and eventually down-
wells in the North Atlantic.
When s x ¼ 0, g0ðy 6 y0Þ ¼ 0, and layer 1 extends to y0 (Solution
60), the response is more complicated because M¼ V0 < 0 so that
Mn < wdA0, where A0 is the area of the basin north of y0. For real-
istic parameter values,M > wdA0 and henceMn > 0; in this case,
the MOC consists of two counter-rotating cells with detrainment in
both the northeast corner and across y0. (When m and Pn are
increased to unrealistically large values, M < wdA0, Mn < 0,
and there is a single reverse MOC.) A similar, double-celled solution
occurs in MJM13’s solutions with s x ¼ 0 (their Fig. 10, top panels).
Interestingly, such a state also occurs in MJM13’s solutions with
s x – 0 provided that j is large (see their Fig. 12, bottom panels),
and a corresponding solution also exists in our model.
Solutions 6 and 60 are in fact the only solutions with s x ¼ 0. The
only other possible state is one in which layer 1 outcrops in the
Southern Ocean (y^ ¼ y0). To have an outcrop requires that P0y > 0,
which with s x ¼ 0 requires that M < 0 and jMj=LA ¼ jVðy0;hmÞj
is large enough to dominate the wdðy y0Þ term in the integrand
of (20b). In fact, the opposite inequality holds because
h0ðy0Þ ¼ hm: With m ¼ 2 106 s1, f ¼ 104 s1, and
wd ¼ 106 cm/s, jVj ¼ 12 ðm=f
2Þg0yh2m ¼ 94 cm2/s, much less than
wdðy y0Þ 6 wdDy ¼ 7500 cm2/s everywhere except very near y0.5.2. Solutions with wn ¼ 0
When wn ¼Mn ¼ 0 and g0 – 0 (Solution 7), a steady-state solu-
tion is not possible if wd – 0 because the system then has no
detrainment to balance the entrainment by wd. More interesting
solutions occur when g0ðy 6 y0Þ ¼ 0 and layer 1 extends to y0, in
which case they can adjust to a steady state with M¼ wdA0
(Solution 70). In these solutions, then, there is a reverse MOC: All
the water that entrains into layer 1 in the North Atlantic flows
southward, first within the Atlantic western-boundary current
and then across the Southern Ocean in an eddy-driven flow, even-
tually to detrain into layer 2 across y0. From (22c), the southward,
eddy-driven transport across y0 must be V0 ¼ wdA0
½s xðy0Þ=jf 0jLA, a large amount in order to both absorb wdA0 and
overcome the northward Ekman transport. For standard model
parameters, it follows that h0 ¼ 2V0ðf 2=vÞ=g0y is about 500 m
(320 m) with s xðy0Þ ¼ 0:3 dyn/cm2 [s xðy0Þ ¼ 0].
Note in Solution 70 that because M¼ wdA0 the integrand of
(20b) is negative, so that P0y > 0 and layer 1 thins across the South-
ern Ocean. Further, P0y > 0 even when s x ¼ 0, a counterintuitive
result since the thinning is generally attributed to s x forcing
through northward Ekman drift. Consistent with this result, isopy-
cnals rise to the south in the OGCM solution with s x ¼ 0 reported
by HV05 (their Fig. 10); however, they conclude that the south-
ward rise results from diapycnal eddy fluxes, whereas in our model
it happens because M is directed southward.
Solution 70 is analogous to the idealized OGCM solutions of both
HV05 and NV11. As in Solution 70, their solutions contain a reverseMOC and isopycnals thin to the south across the Southern Ocean.
Both studies explore the sensitivities of hA andM to the strengths
of interior diffusion j and wind stress sa, noting that they fall into
two distinct regimes for large and small values of both parameters.
With some modifications to the constraints, similar regimes
exist in Solution 70. Since wn ¼ 0, the applicable constraints are
(22c) and (35a). We simplify them by: neglecting the contribution
from diffusive entrainment in the Southern Ocean since its area,
DyLA, is much less than the area of the domain north of ya, Aa;
dropping terms proportional to a, since a=2  0:5 n ¼ 5 when
m ¼ 2 106 s1; and setting M¼ Aawd, s x ¼ sa and f ¼ f a.
Further, we set wd ¼ j=hA (rather than j=H as in Eq. 4), because
it represents better the advective-diffusive balance that determines
the Atlantic stratifications in the OGCM solutions. With these
simplifications, (22c) and (35a) give
M¼ Aa jhA ; h
2
A ¼
2
g0a
nLA þ Dy jf ajm
 	
sa þ jf ajAaLA
j
hA

 
; ð49Þ
where n ¼ bð4=3pÞðRe=dÞ and g0a ¼ g0ðyaÞ. According to (49), hA var-
ies differently with j and sA depending on the relative size of the
two terms in brackets, thereby defining the two regimes. With sa
fixed to a non-zero value, the last term in the brackets is negligible
for small j, in which case hA is independent of j and M/ j; for
large j, the last term dominates, hA / j13, andM/ j23. With j fixed
to a non-zero value, hA and M are constant for small sa whereas
hA / s
1
2
a and M/ s
1
2
a for large sa.
In the solutions to their eddy-resolving model, HV05 report that
hA / j13 with sa ¼ 0 and is essentially constant (/ j 110) with sa – 0
(their Figs. 12 and 14), properties that are consistent with (49)
for large and small values of j. This agreement suggests that clo-
sure (2) captures the eddy behavior (statistics) of their model. With
j fixed, however, their hA / s
1
4
a for large sa (their Fig. 13), inconsis-
tent with (49). On the other hand, if we set m ¼ l½1þ ðsa=soÞ2
1
4 or
any other functional form that switches from 1 to ðsa=soÞ
1
2 for small
and large sa, then the dependencies match. Thus, with mðsaÞ of this
form, closure (2) can also simulate the increase of eddy strength
with sa in the HV05 model.
The two regimes in the NV11 solutions, however, differ from
those defined by (49). This difference is traceable to their use of
GM mixing with constant jh (standard GM mixing) rather than
an analog of closure (2) with constant m. In our model, the closest
analog to standard GM mixing is Closure 4 (Appendix A.2). Setting
y^ ¼ y0, y ¼ ya, and neglecting hm (hm  h0a) in (A17), setting
m ¼ jhf 2a=ðg0ahAÞ in the ya-boundary constraint (35a), and making
the same simplifications that lead to (49), gives
M¼ Aa jhA ; h
2
A
¼ Dy
2
j2hjf aj2
sa þ jf ajAaLA
j
ha
 	2
þ 2
g0a
n sa þ jf ajAaLA
j
ha
 	
L; ð50aÞ
where
n ¼ b 4
3
ﬃﬃﬃ
p
p
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g0ahA
jhjf aj
s ﬃﬃﬃﬃﬃ
Re
L
r
: ð50bÞ
According to (50a), hA is independent of j and sa for small values of
either parameter; consequently, the regimes for small j or sa are
unchanged from those for (49). For large values of either parameter,
the first term on the right-hand side of the h2A equation in (50a)
dominates the second. As a result, hA / j12 and M/ j12 for large j,
and hA / sa and M/ s1a for large sa, in agreement with the sensi-
tivities in the NV11 solutions (summarized in their Fig. 13).
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(50a), resulting in the same regimes. This similarity suggests that
setting jh to a constant in (2), rather than fixing g0 to a constant,
is the key change that transforms (2) to a closure that mimics stan-
dard GM mixing. Conversely, the ability of the closure (2) to repre-
sent the eddy statistics of the HV05 model suggests that standard
GM mixing will represent eddy mixing more faithfully if jh is
allowed to vary so as to make m constant, that is, by making
jh / R2 where R ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g0h=f 2
q
is the local Rossby radius of deforma-
tion, a conclusion reached in several other studies (e.g., Bryan
et al., 1999; Gent, 2011).6. Summary and discussion
We use a variable-density, 2-layer model (VLOM) to investigate
basic dynamics of the AMOC, the Southern Ocean, and their interac-
tion. In particular, we consider how key properties of the circulation
(Southern-Ocean upwelling M, North-Atlantic downwelling Mn,
ACC transport U) and stratification (Atlantic thermocline depth PA,
and latitudes, y0 and y0, where layer 1 outcrops or vanishes in the
Southern Ocean) depend on model forcings (Southern-Ocean wind
strength sa, surface heat flux Q , entrainment due to interior diffu-
sionwd), processes (mesoscale mixing m, Southern-Ocean V, north-
ern sinking, North-Atlantic upwelling), and to the presence of the
Pacific Ocean.6.1. Ocean model
Equations of motion:Model equations (1) represent the depth-
integrated, layer-1 (baroclinic) response of the system, and for one
solution the barotropic response, that is, the response integrated
over both layers (Section 4.1.1). To parameterize vertical mixing
and allow for overturning circulations, water can transfer into layer
1 at the velocity, we ¼ wd þwm þwn, the three components repre-
senting vertical diffusion, entrainment into a surface mixed layer of
thickness hm (upwelling), and cooling processes external to the
North Atlantic, respectively (Eqs. (4)–(6)). The model is forced by
an x-independent, wind stress field s x (Eqs. 9 and Fig. 3) and the
layer-1 temperature is fixed to an x-independent profile TðyÞ that
cools polewards, allowing for a simple representation of thermody-
namic processes (Eqs. 11 and Fig. 4).
Domain: The most general model domain consists of rectangu-
lar Atlantic, Pacific, and Southern Oceans (Fig. 2). Most solutions
discussed, however, are obtained in a basin without the Pacific.
No-normal-flow conditions are imposed at all continental bound-
aries, and cyclic boundary conditions (8) are applied to the South-
ern Ocean.
Northern sinking: Northern sinking is imposed using two dif-
ferent northern-boundary constraints. In most solutions, it is
imposed by relaxing layer-1 thickness h to hn ¼ 1500 m along the
northern boundary (Eqs. 6), a parameterization that represents
diapycnal (cooling) processes external to the Atlantic. Some solu-
tions are found by allowing strong cooling by Q within the North
Atlantic (Eq. 7; Section 4.2.6). It is not clear which of the two con-
straints is more physically realistic: The Q-forced constraint is
directly linked to surface cooling, but it ignores all processes within
marginal seas as well as any overflow entrainment.
Eddy parameterization: Horizontal mixing in (1) has the form
of Rayleigh damping with coefficient m. For the barotropic
response, the damping results from barotropic instability or bot-
tom drag. For the baroclinic response, we interpret it to arise from
baroclinic instability through closure (2), in which case the layer-1
velocity field of (1) describes the ‘‘residual-mean” flow, that is, the
sum of the Eulerian- and eddy-mean velocity fields (Appendix A).Closure (2) is unusual in that it involves $P, where P ¼ 12 g0h
2 is
the available potential energy of layer 1, rather than $h. It has the
advantage that it parameterizes both traditional (/ $h) and frontal
(/ $g0) baroclinic instability, the latter a consequence of the layer-
1 temperature TðyÞ decreasing polewards. As a result, it applies
when h represents the mixed-layer thickness (h ¼ hm) as well as
the depth of subsurface isopycnals (h > hm). We explore the
impacts of other closures in Appendix A.2, concluding that closure
(2) is the best overall choice for our model. Further, given its prop-
erties noted above, it may provide a useful extension to the GM
parametrization in OGCMs.
Stratification: A consequence of the layer-1 temperature being
set to TðyÞ is that the reduced-gravity coefficient, g0ðyÞ, decreases
polewards. In the Southern Ocean, T has two states: It is either
warm enough for g0 – 0 everywhere (Fig. 5, left panel), or it is cool
enough for g0ðy 6 y0Þ ¼ 0, in which case layer 1 vanishes south of
y0 and the model reduces to a single layer 2 (Fig. 5, right panel).
Thus, layer 1 can have three different structures in the Southern
Ocean: It can extend to Antarctica at latitude ys if g0 – 0, intersect
y0 if g0ðy 6 y0Þ ¼ 0, and outcrop (h0 ¼ hm) within the basin at lati-
tude y0 for either stratification.
If layer 1 outcrops, y0 is an internal model variable that it is not
directly linked to Q in the Southern Ocean (see the discussion of
Eq. 37). By contrast, in the Radko and Kamenkovich (2011) model
y0 is fixed to an externally specified latitude, essentially a state-
ment that Q determines y0 (Section 1); as a consequence, MOC
properties in their solutions are more strongly linked to
Southern-Ocean processes than they are in ours. In our model, Q
affects h only if layer 1 extends to y0, but even then the value of
hðy0Þ involves Atlantic diapycnal processes (wn and wd). The
basin-wide structure of h is determined entirely from the Southern
Ocean only when wn ¼ wd ¼ 0 (Section 4.1.2; Solution 1b0), in
which case h is analogous to type-2 (deeper) isopycnals in the
Wolfe and Cessi (2010) solutions (Section 1.1.2).
6.1.1. Transport M
When layer 1 outcrops at y0 or extends to y0 (Fig. 5), water can
either entrain into, or detrain from, layer 1 across its southern
edge. In these situations, there is a residual transport M across
the southern edge given by
M¼ Ls
xðy^Þ
f ðy^Þj j þ LV
ðy^Þ; Vðy^Þ ¼ 1
2
m
f 2ðy^Þ
g0yh
2ðy^Þ; ð51Þ
where y^ ¼ y0 or y0 (Eqs. 22b and 22c). When layer 1 outcrops, Vðy0Þ
is negligible because hðy0Þ ¼ hm, and then M is essentially just the
northward Ekman drift across y0. When g0ðy 6 y0Þ ¼ 0 and layer 1
extends to y0;hðy0Þ can be much larger than hm; then, Vðy0Þ can
increase to values that signifM 6 0icantly impact M, even values
large enough for M 6 0 (Sections 4.1.2, 4.2.3 and 5).
6.2. Analytic solutions and constraints
To obtain analytic solutions, we separate fields q into interior q0
and boundary-layer q00 responses (Sections 3.2 and 3.3, Fig. 2). The
separation allows a set of integral constraints to be derived that
directly relates MOC properties to model parameters and forcings
(boxed equations in Sections 2.3.3 and 3 that provide four equa-
tions in the four unknowns, M, P0a, PA, and either y0 or V0).
The constraint for the ya-boundary layer is unique because its
southern half is cyclic. It is obtained by requiring that the along-
boundary integral of P vanishes (Eqs. C28 and C34, the latter includ-
ing corrections to the former). This requirement ensures that all of
the x-independent flow is contained in P0 and hence that the
boundary layer has a finite width (see the end of Section 3.1.3).
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ically, it is possible to obtain an accurate analytical approximation
(Eq. 35a and Section C.4.5).
6.3. Wind-driven solutions
In Section 4, we discuss a hierarchy of primarily wind-driven
solutions. At its bottom are solutions with no MOC (M¼Mn ¼ 0
Section 4.1). The other solutions all have an MOC (M > 0), and
sequentially add Southern-Ocean upwelling, entrainments by dif-
fusion and within the North Atlantic Subpolar Gyre (Sections
4.2,4.3,4.4), and the Pacific Ocean (Section 4.5).
6.3.1. Solutions without an MOC
For the barotropic response with we ¼ 0 in (1), solutions neces-
sarily no MOC (Section 4.1.1, Solution 1a), and the solution forced
by a uniform zonal wind illustrates the basic structure of the ya-
boundary layer in all solutions (Fig. 6a). Solutions without an
MOC are also possible for the layer-1 response (Section 4.1.2).
When g0 – 0 (warm-T forcing) and m or Pn is large enough for layer
1 to extend to Antarctica, they are the same as the barotropic solu-
tion (Solutions 1b and 1c). More interesting, layer-1 solutions
occur when g0ðy 6 y0Þ ¼ 0 (cold-T forcing) and wd ¼ wn ¼ 0. In
these solutions, the eddy-driven flow Vðy0;h0Þ is strong enough
to cancel the Ekman drift across y0 so thatM¼ 0 in (51) (Solutions
1b0 and 1c0).
6.3.2. Solutions with an MOC
Our hierarchy of solutions with an MOC (MP 0) illustrates the
sensitivity of MOC properties to the forcings, state of the Southern-
Ocean stratification (either g0 – 0 or layer 1 vanishes for y 6 y0), a
range of values of m and sa, and the parameterization of northern
sinking.
Outcrop latitude: In all solutions, the outcrop latitude y0 shifts
southward as m increases (top-left panel of Fig. 8a), primarily
because the slope of P0 across the Southern Ocean contains the fac-
tor m1 (integrand of Eq. 20b). In comparison to the s x ¼ so solution
(Solution 1, red curve), the southward shift in the other solutions is
much slower because s x ¼ so þ s xs weakens to the south; as a
result, P0y in (20b) is greater for a given m since the factor,
M=L þ s x=f ¼ s xðy0Þ=f 0 þ Vðy0;hmÞ þ s x=f  s x=f  s xðy0Þ=f 0,
becomes much larger as s x decreases southward. This sensitivity
highlights the dynamical importance of the southward weakening
of s x across the Southern Ocean.
TransportsM andMn vs. m: Transports M and Mn decrease
with m (middle panels of Fig. 8a). When layer 1 outcrops,M weak-
ens because the Ekman drift in (51) decreases as y0 shifts south-
ward; the linkage between M and y0 is evident in approximate
solution (39) in that M is proportional to 1 Dy=eL, Dy ¼ ya  y0.
Surprisingly, the M curves in the g0 – 0 and g0ðy 6 y0Þ ¼ 0 solu-
tions are similar, despite the marked difference in their stratifica-
tions (Fig. 8b, middle-left panel); this similarity happens because,
although the Ekman-drift contribution to M is fixed to s xðy0Þ=f 0
for m > m0 (solid-gray curve in the bottom-left panel of Fig. 8b),
M continues to decrease because V0 increases (dashed-gray in
the bottom-left panel of Fig. 8b). In response to additional entrain-
ments by wd and upwelling in the North-Atlantic Subpolar Gyre,
Mn increases as expected (blue and magenta curves in the
middle- and bottom-right panels of Fig. 8a); at the same time, M
decreases somewhat (middle-left panel of Fig. 8a) because as Mn
increases constraints (28) and (35a) require that PA and P
0
a also
increase, so that y0 shifts southward and M decreases.
TransportsM andMn vs. sa: Transports M and Mn increase
quasilinearly with sa (Fig. 8c, middle-left panel). By contrast, in
solutions to eddy-resolving OGCMs, they increase more weakly(e.g., MH13 and MJM13), a property attributed to the intensifica-
tion of eddy strength with sa (eddy compensation). We simulate
this behavior by allowing m to increase with sa like m ¼ moðsa=soÞn
(Section 4.2.5, Fig. 9), with the curves for n = 1/2, 3/4, and 1 in
Fig. 9 comparing best with OGCM results. In our solutions, the
slower increase happens because y0 shifts more slowly northward
with sa due to the increase in m, thereby weakening the Ekman
transport that entrains into layer 1. Eddy compensation in OGCMs
may result from a similar process.
Stratification and ACC transport: Variables PA, P
0
a, U0, and Umax
all vary weakly with m and sa (Fig. 8a, middle-right panel; Figs. 8b
and 8c, middle- and bottom-right panels). This weak dependence
results from the northern-boundary constraint being given by (6)
and hence (28), a consequence of the large value of Pn (Sections
4.2.2.4, 4.2.2.5 and 4.2.4.3). To test the sensitivity of solutions to
the northern-boundary constraint, we obtain solutions using (28)
for a range of values of Pn þ snLA and (7) with different values of
a (Fig. 10). Only for constraint (7) with small a values (black-
dashed curve) does PA vary strongly with sa. In the MJM13 solu-
tions, PA and U vary strongly with sa in their coarse-resolution
model but not in their eddy-resolving ones (their Figs. 3a and
9c). They conclude that near-eddy saturation in the eddy-
resolving models accounts for the different behaviors of the two
systems. Our solutions suggest that differences in their northern-
boundary constraints, which are analogous to (7), may also be
involved.
6.3.3. Solutions with a Pacific Ocean
When the Pacific is added (Section 4.5), the increase in the
domain width increasesM,W0d, and henceMn roughly by the fac-
tor LT=LA (compare corresponding curves in Figs. 8a and 12). In the
Pacific, water that flows northward across the latitude of the tip of
Africa yb due to a Sverdrup or Stommel-Arons (1960a,b) interior
flow, or diffuses into layer 1 north of yb due to wd, circulates to
the Pacific western-boundary current where it flows southward
to the tip of Africa, and finally flows westward across the basin
in a boundary layer centered on yb to join the Atlantic western-
boundary current (Section 3.3.4; Fig. 13).
6.4. Diffusion-forced solutions
Solutions in which the MOC is primarily diffusion forced
(M 6 0) occur when s x is unrealistically weak, wd is unrealistically
large, or there is no northern sinking (wn ¼ 0). Their properties
compare well with analogous solutions to idealized OGCMs (e.g.,
HV05, NV11, and MJM13).
Solutions with wn – 0: When wn – 0 and s x ¼ 0, solutions are
extensions of the Stommel and Arons (1960a,b) solutions that
include a cyclic Southern Ocean (Section 5.1). When g0 – 0, the
MOC consists of a single overturning cell in which, unrealistically,
P0y < 0 (h thickens to the south) across the Southern Ocean. When
g0ðy 6 y0Þ ¼ 0, it has two cells, with sinking both in the north and
in the south. MJM13 report similar double-celled MOCs in their
solutions with s x ¼ 0 and with strong j (their Fig. 10, top panels,
and Fig. 12, bottom panels).
Solutions with wn ¼ 0: When wn ¼ 0 and g0ðy 6 y0Þ ¼ 0, a
steady-state solution is possible in which all the water that
entrains into layer 1 by wd detrains across y0, that is, there is a sin-
gle, reverse MOC (Section 5.2, Solution 70). HV05 and NV11 report
solutions to idealized OGCMs that lack northern sinking, finding
that the sensitivities of hA andM to j and sa fall into two distinct
regimes, depending on the relative strength of the two parameters;
further, the sensitivities differ in each study because the HV05
model is eddy resolving whereas NV11 utilizes standard GM clo-
sure (constant jh). With some modifications, our model is able to
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wd ¼ j=hA (rather than j=H), a better representation of the
advective-diffusive balance that determines the Atlantic stratifica-
tions in the OGCMs. With the additional modification that m
depends on sa such that m ¼ mo and moðsa=soÞ
1
2 for small and large
sa, Solution 70 has the same regimes as in the HV05 solutions, sug-
gesting that closure (2) adequately represents the eddy statistics in
their solutions. With the modification that m ¼ jhðf 2=g0hAÞ, a closer
representation of standard GM mixing (Appendix A.2), the regimes
are the same as in the NV11 solutions.
6.5. Conclusions
In conclusion, we have developed an intermediate model of the
AMOC and Southern Ocean that includes parameterizations of
many processes thought to be important in their dynamics. In par-
ticular, the model includes an eddy-driven circulation in the South-
ern Ocean; represents effects of a surface buoyancy flux by setting
T1 ¼ TðyÞ, thereby allowing Southern-Ocean stratifications in
which layer 1 either exists everywhere or vanishes south of lati-
tude y0; allows for mixing strength m to vary with wind strength;
considers different representations of northern-boundary sinking;
and explores the consequences of different h0v 0 closures in the
Southern Ocean. Due to its generality, solutions are able to simu-
late basic properties of a broad range of solutions to idealized
OGCMs, providing insights into how their properties depend on
process parameterizations, parameter values, and forcings.
As is the case for all intermediate models, our model has a num-
ber of simplifications and limitations. Notable simplifications are
the lack of AABW (although our solutions with wn ¼ 0 and
wd – 0 shed light on its dynamics), Antarctic promontories, and
bottom topography. It should be straightforward to extend the
model to a 212-layer system that can explore the first two issues.
A major limitation is the parameterization of the northern-
boundary constraint, which likely involves processes in the North
Atlantic marginal seas and Arctic Ocean that are not likely well
represented by either (7) or (28). Finally, given the useful proper-
ties of closure (2), it would be interesting to extend it to apply to
continuous stratification and to study its impacts in non-eddy-
resolving OGCMs in regions where stratification gradually vanishes
and the mixed layer becomes deeper (as near our y0).
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1166.Appendix A. Parameterization of eddy mixing
Eddy-driven circulation is an essential part of Southern-Ocean
dynamics, allowing isopycnals to slope across the basin and gener-
ating a southward transport that counteracts northward Ekman
drift. In the main text, the impact of eddies is parameterized by
closure (2). Here, we first demonstrate that closure (2) leads to
Eqs. (1) where the velocities are defined to be the residual flow
(Section A.1). Then, we explore the impact of other closures, show-
ing how they alter our Southern-Ocean interior solution (Sec-
tion A.2). We conclude that closure (2) is the best choice for ourmodel. Further, because closure (2) allows V to be defined when
layer 1 represents both the response of subsurface isopycnals
(h > hm) and the surface mixed layer (h ¼ hm), it may also be a use-
ful extension of the GM parameterization in coarse-resolution
OGCMs.
A.1. Residual-mean equations
We begin with the layer-1 equations of the 2-layer model of
Schloesser et al. (2012; their Eqs. (A.11a) and (A.11b)), with wind
forcing, T1 ¼ TðyÞ, and without horizontal mixing forcing. Then,
in the limit that h1  D, their equations become
vTt þ fkvT ¼ g0$hT þ
hT
2
$g0
 !
þ s
hT
; hTt þ$  ðhvTÞ¼weðhTÞ;
ðA1Þ
where vT ¼ ðuT ;vTÞ is the depth-averaged instantaneous velocity,
the expression in parentheses is the depth-averaged pressure gradi-
ent when g0 varies, k is a unit vector that points vertically, and
s ¼ ðs x; s yÞ. Separating variables qT into time-averaged q and
time-varying (eddy) q0 parts (qT ¼ qþ q0), and averaging in time
then gives
fk v ¼  g0$hþ h
2
$g0
 !
þ ~s
h
; $  ðhv þ h0v 0Þ ¼ we; ðA2Þ
where ~s  h ðs=hTÞ and overbars indicate time averaging.
A closure is needed to express the transport due to eddies, h0v 0,
in terms of mean quantities, and we choose
h0v 0 ¼  m
f 2
f$P ; ðA3Þ
where f$P is specified below. Then, h0v 0 defines a mean velocity,
v  h
0v 0
h
¼  m
f 2
f$P
h
; ðA4Þ
the eddy-driven (‘‘bolus”) velocity.
It is useful to rewrite (A2) in terms of the total (residual) veloc-
ity field,
v ¼ v þ v: ðA5Þ
The continuity equation then simplifies to
$  ðhvÞ ¼ we; ðA6Þ
and the momentum equations become
fk hv ¼ $P  mk
f$P
f
þ ~s; ðA7Þ
where P ¼ g0h2=2.
Closure (2) assumes that f$P ¼ $P. Using the first of equations
(A2) multiplied by h to eliminate f$P , (A7) becomes
f k hv þ m
f
hv
 	
¼ $P  mhv þ ~s m
f
k ~s
 	
; ðA8Þ
which, under the restrictions that jvjK jv j and m jf j, reduces to
fk hv ¼ $P  mhv þ ~s: ðA9Þ
With the definition V ¼ ðU;VÞ  hv and the replacements h! h,
we ! weðhÞ, and ~s! s, (A6) and (A9) are the set (1).
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Closure (2) is unusual in that it involves the gradient of avail-
able potential energy P. An alternate closure, comparable to the
GM parameterization in OGCMs, is h0v 0e ¼ jh$h, which can be
obtained from (A3) by setting f$P ¼ g0h$h and m ¼ jhf 2=ðg0hÞ.
Based on this pair, we consider the four possible closures that
result whenfPy ¼ Py orfPy ¼ g0hhy=2 and either m or jh are assumed
constant (i.e., are independent of g0; h, and f). For each closure, we
obtain Southern-Ocean solutions when layer 1 outcrops at y0 and
when it extends to the latitude y0 where g0 vanishes (Section 3.2.2).
A.2.1. Southern-Ocean equations
For notational convenience, we drop the overbars and primes
that indicate time averaging and interior fields from all variables.
Assuming x-independence and (for simplicity) setting wd ¼ 0, con-
tinuity equation (A6) requires that V ¼M=L is constant north of
the southern edge of layer 1 y^ (y^ ¼ y0 or y0), whereM is the trans-
port that entrains into layer 1 across y^. The zonal momentum equa-
tion in (A7) can then be rewritten
g0hhy þ 12 g
0
yh
2 ¼  f
2
m
s x
f
þML
 	
; yP y^; ðA10aÞ
where  ¼ 1 if fPy ¼ Py and  ¼ 0 if fPy ¼ g0hhy=2, and m is either con-
stant or m ¼ jhf 2=ðg0hÞ with jh constant. With the aid of (A4) and
(A10a), we define the useful variable
V  hv ¼  m
f 2
fPy ¼  s xf þML
 	
; ðA10bÞ
the eddy-driven, meridional transport per width.
When layer 1 outcrops at y0, the solution south of y0 corresponds
to a mixed layer of thickness hm (Eq. 21). Here, we only need to
know its properties just south of y0 (y ¼ y0) where Vðy0Þ ¼ M.
There, (A10a) applies with h ¼ hm and hy ¼ hmy ¼ 0, providing an
independent expression for M.
A.2.2. Solutions
Our analytic model (without the Pacific) requires 4 equations
for the 4 unknowns: M; P0a; PA, and either y0 if layer 1 outcrops or
h0 if layer 1 extends y0. The northern- and ya-boundary constraints
(Eqs. 28 and 35a) provide two of the required equations, so that the
Southern-Ocean solution must provide the other two. One con-
straint is the solution to (A10a) evaluated at ya (second expressions
in either Eq. 22b or 22c). The other is an expression for Mðy0Þ or
Mðh0Þ, and both arise from the application of boundary conditions
(first expressions in either Eq. 22b or 22c): When layer 1 outcrops,
the boundary conditions match h and V across y0; when layer 1
extends to y0, they are provided by the property that g0ðy0Þ ¼ 0
and the requirement that h0 remains bounded.
Closure 1 (fPy ¼ Py, m constant): Closure 1, which is closure (2)
used for all the solutions except for some in Section 5.2, sets  ¼ 1
and m constant in (A10a). The solution to (A10a) is then
g0ðyÞh2ðyÞ ¼ g0ðy^Þh2ðy^Þ  2
m
Z y
y^
f 2
s x
f
þML
 	
dy; yP y^; ðA11Þ
where hðy^Þ is a constant of integration to be determined.
When layer 1 outcrops, y^ ¼ y0 and hðy^Þ ¼ hm in solution (A11).
Transport Mðy0Þ ¼ LVðy0Þ is given by (A10a) with h ¼ hm and
hy ¼ 0,
M
L ¼ 
s xðy0Þ
f ðy0Þ þ V
ðy0Þ ¼  s
xðy0Þ
f ðy0Þ 
1
2
m
f 2ðy0Þ
g0yðy0Þh2m: ðA12aÞWhen layer 1 extends to y0, solution (A11) has y^ ¼ y0, h^ ¼ hðy0Þ,
and, assuming that hðy0Þ is bounded, g0ðy0Þh20=2 ¼ 0 since
g0ðy0Þ ¼ 0. Solution (A11) provides h2 across the Southern Ocean,
and at y0 it is defined by taking the limit y! y0 of (A10a) and
(A10b). With the aid of l’Hôpital’s rule, the resulting expression
can be rewritten
M
L ¼ 
s xðy0Þ
f 0
 1
2
m
f 20
g0yh
2
0 ¼ 
s xðy0Þ
f 0
þ V0; ðA12bÞ
which provides Mðh0Þ and V0. Solution (A11) evaluated at ya,
together with either (A12a) or (A12b), are constraints (22b) and
(22c).
As stated in the main text, Vðy0Þ is negligible in (A12a) because
h ¼ hm is small. In contrast, because h0 can be much larger than hm,
V0 can be significant in (A12b), even large enough to reverse the
sign of M (Section 5).
Closure 2 (fPy ¼ Py, jh constant): Closure 2 sets  ¼ 1 and
m ¼ jhf 2=ðg0hÞ in (A10a). After dividing (A10a) by h
ﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g0=2
p
, the
left-hand side can be expressed in terms of
ﬃﬃﬃﬃ
g0
p
h, leading to the
solutionﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g0ðyÞ
p
hðyÞ ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g0ðy^Þ
q
hðy^Þ  1
jh
Z y
y^
ﬃﬃﬃﬃ
g0
p s x
f
þML
 	
dy yP y^:
ðA13Þ
Note the difference in the response from (A11): Although the inte-
grals on the right-hand sides are similar, the left-hand sides provide
h2 in (A11) and h in (A13).
When layer 1 outcrops, we set y^ ¼ y0 and hðy^Þ ¼ hm in (A13).
Transport M is given by (A12a) with m ¼ jhf 2=ðg0hmÞ, that is,
M
L ¼ 
s xðy0Þ
f ðy0Þ þ V
ðy0Þ ¼  s
xðy0Þ
f ðy0Þ 
1
2
jh
g0ðy0Þ g
0
yhm: ðA14Þ
In comparison to (A12a), Vðy0Þ in (A14) can be large even though
hðy^Þ ¼ hm, provided that g0ðy0Þ is small.
Assume, for the moment, that layer 1 extends to y0. Then, solu-
tion (A13) has y^ ¼ y0; h^ðy0Þ ¼ h0, and, provided that h0 is bounded,ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g0ðy^Þ
p
hðy^Þ ¼ 0. It then follows from (A13) and l’Hôpital’s rule that
h0  limy!y0
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
g0ðyÞp hðyÞ ¼ 0 since g0ðy0Þ ¼ 0. Thus, layer 1 can never
reach y0, but rathermust outcrop at a latitude somewhat north of y0
where h first thins to hm. In that case, (A14) holds and V

0 can be
quite large since y0 is close to y0 where g0ðy0Þ is small.
In the interval y0 < y 6 y0, layer 1 corresponds to a mixed layer
with h ¼ hm. Consequently, V ¼ ðjh=2Þðg0y=g0Þhm there, which
blows up as y! y0. Therefore, Closure 2 does not allow a
physically sensible solution if g0ðy 6 y0Þ ¼ 0. This problem can be
avoided by allowing jh south of y0 (within the mixed layer) to have
a different form than it does north of y0. Its form is arbitrary except
that it must satisfy the constraints that jh ! 0 as g0 ! 0 and
jhðy0Þ ¼ jhðy0þÞ, the latter condition required to ensure V is con-
tinuous across y0. A simple example of a replacement that satisfies
both constraints is jh ! jhg0ðyÞ=g0ðy0Þ.
Closure 3 (fPy ¼ hhy, m constant): Closure 3 sets  ¼ 0 and m
constant in (A10a), and the solution is then
h2 ¼ h2ðy^Þ  2
m
Z y
y^
f 2
g0
s x
f
þML
 	
dy: ðA15Þ
When layer 1 outcrops, y^ ¼ y0 and hðy^Þ ¼ hm in (A15). Then, (A10a)
with hy ¼ hmy ¼ 0 and  ¼ 0 gives Vðy0Þ ¼ 0 so that from (A10b),
M
L ¼ 
s xðy0Þ
f 0
: ðA16aÞ
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hðy^Þ ¼ h0. To ensure that h0 ¼ limy!y0h remains finite as
g0 / ðy y0Þ ! 0 in the denominator of the integrand, its numerator
must also vanish, that is,
M
L ¼ 
s xðy0Þ
f 0
; ðA16bÞ
a statement that V0 ¼ 0.
An issue with Closure 3 (in comparison to Closures 1 and 2) is
that, because V0 ¼ 0;M=L is fixed to s xðy0Þ=jf j and hence V0 can
never increase to appreciable values. Using Closure 3, then, our
model cannot represent OGCM solutions with M 6 0 (Section 5).
Closure 4 (fPy ¼ hhy, jh constant): Closure 4 sets  ¼ 0 and jh
constant in (A10a), in which case
h ¼ hðy^Þ  1
jh
Z y
y^
s x
f
þML
 	
dy: ðA17Þ
When layer 1 outcrops,M is still given by (A16a). When it extends
to y0, (A17) is always bounded, and hence the boundedness require-
ment doesn’t provide an additional constraint. In this case, we con-
clude that the model is ‘‘degenerate” for Closure 4 in that the
boundary conditions do not allow the solution to be completely
determined: either h0 or M must be externally specified.
A.2.3. Conclusions
When g0 – 0, all four closures produce similar solutions. When
g0ðy 6 y0Þ ¼ 0, however, solution properties differ considerably.
Closure 1 allows Vðy0Þ to be large enough to impactM, and hence
has solutions that compare favorably with a range of solutions to
idealized OGCMs (with M > 0 and M 6 0); further, Closure 1 is
valid when the bottom of layer 1 corresponds to the depths of both
subsurface isopycnals (h > hm) and the surface mixed layer
(h ¼ hm). Closure 2 also allows Vðy0Þ to be large, but it does so
when g0ðy0Þ is small, a property that seems inconsistent with it
resulting from baroclinic instability. Closure 3 has Vðy0Þ ¼ 0, and
so cannot simulate OGCM solutions in which M 6 0. Finally, Clo-
sure 4 is degenerate in that, when layer 1 extends to y0, it is not
possible to determine both h0 and M internally. Given the above,
we conclude that Closure 1 is the best choice for our model.
In Section 5.2, we compare our solutions to those of NV11,
which are obtained using GM mixing with a constant coefficient
in the subsurface ocean. The closest analog to that parameteriza-
tion in our model is Closure 4, since it has h0v 0 ¼ jhhy with jh
constant. Indeed, the NV11 analytic model (as well as the RK11
model) is essentially the same as our model using Closure 4 when
y0 outcrops, except that their y0 is externally fixed. (Equivalently,
their model is analogous to ours using Closure 4 when layer 1
extends to y0 and h0 is set to hm.) By fixing y0, their system has
one less degree of freedom than ours, and hence requires one less
constraint. The neglected constraint is (A16a), that is, M is no
longer specified by matching to the mixed-layer solution south of
y0. By contrast, in the NV11 numerical model M is necessarily
linked to the mixed-layer response south of y0; however, its value
differs from (A16a) because GM mixing is altered near the ocean
surface where isopycnals are nearly vertically oriented. As such,
the dynamics of the NV11 OGCM may be more closely related to
our analytic model using Closure 3.
Appendix B. Solutions with and without mV
One of the approximations built into our analytic solution is the
neglect of the term mV in (1) in the boundary layer along ya,
which leads to a P00 equation that lacks the zonal mixing term
mP00xx (Appendix C.4). Here we illustrate the impact of thissimplification by solving (1) for the streamfunction w (V ¼ wx,
U ¼ wy) with and without the term mV , assuming that we ¼ 0,
s x ¼ so, and that the domain has an Atlantic and Southern Ocean.
The same set of equations has been studied by Gill (1968), who
allowed s x to vary with y.
For convenience, we define g ¼ y ys, a ¼ ya  ys, and
‘ ¼ yn  ys. The basin extends zonally from x ¼ L to x ¼ 0.
B.1. Differential equation and boundary conditions
Setting we ¼ 0 and s x ¼ so in Eqs. (1) leads to the differential
equation
bwx þ mðwxx þ wggÞ ¼ 0 ðB1Þ
for the streamfunction wðx;gÞ. We impose the boundary conditions
wðx;0Þ ¼ wo; wðx; ‘Þ ¼ 0; L < x < 0; ðB2aÞ
wðL;gÞ ¼ wð0;gÞ ¼ 0; a < g < ‘; ðB2bÞ
where w0 is the value of the ACC transport determined by (B4)
below. In addition, we require periodicity of w and wx across the
Southern Ocean in the form
wðL;gÞ ¼ wð0;gÞ; wxðL;gÞ ¼ wxð0;gÞ; 0 < g < a: ðB3Þ
Conditions (B3) and the differential equation (B1) guarantee the
periodicity of all the other derivatives of w (wg, wxx, wxg, wgg, wxg; . . .).
Integrating the first of Eqs. (1) zonally across the basin at g ¼ 0
and making use of the constancy of wðx;0Þ and periodicity of P,
yieldsZ 0
L
wgðx;0Þdxþ
so
m
L ¼ 0: ðB4Þ
As noted next, we obtain solutions assuming that wo ¼ 1. Condition
(B4) provides the additional constraint needed to determine wo in
terms of model parameters.
B.2. Solution with mV
It is useful to introduce the scaled streamfunction, w^ ¼ w=wo and
to satisfy the second of boundary conditions (B2b) by writing
w^ð0;gÞ ¼ /ðgÞhða gÞ; ðB5Þ
where h is the standard step function. In terms of these quantities,
the general solution to (B1) with boundary conditions (B2a) is given
by the Fourier series
w^ðx;gÞ ¼ 1 g
‘
þ
X1
n¼1
anXnðxÞ sin npg
‘
 
; ðB6aÞ
where
an ¼ 2
‘
Z ‘
0
/ðg0Þhða g0Þ  1 g
0
‘
 	
 
sin
npg0
‘
 	
dg0; ðB6bÞ
and, with no loss of generality, we have set Xnð0Þ ¼ 1. Substituting
(B6a) into (B1), we find that XnðxÞ is a superposition of the exponen-
tial functions, exp½ðc
 cnÞx, where c ¼ b=ð2mÞ and
cn ¼ ½c2 þ ðnp=‘Þ2
1=2
. The linear combination that satisfies the first
of boundary conditions (B3), as well as Xnð0Þ ¼ 1, is then
XnðxÞ ¼ ecx sinh½cnðxþ LÞsinh cnL
 ecðxþLÞ sinhðcnxÞ
sinh cnL
: ðB6cÞ
Eqs. (B6a)–(B6c) express w^ðx;gÞ as a superposition of eastward- and
westward-decaying Rossby waves, exp½ðc
 cnÞx sinðnpg=‘Þ, each
of which satisfies differential equation (B1).
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first of periodicity conditions (B3) for an arbitrary function /ðgÞ.
The precise form of /ðgÞ is determined by the second of the period-
icity conditions, which can be expressed as
w^xðL;gÞ  w^xð0;gÞ ¼ 2
X1
n¼1
ancn
cosh cL cosh cnL
sinh cnL
sin
npg
‘
 
¼ 0;
g < a: ðB7Þ
Eliminating an in (B7) using (B6b) results in an integral equation for
/ðgÞ. We solve it numerically by a least-squares procedure,
substituting an adjustable trial function ~/ðgÞ for /ðgÞ in (B6b) and
varying it to minimize the corresponding integral
R a
0 ½w^xðL;gÞ
w^xð0;gÞ2dg. With /ðgÞ given by the adjusted trial function ~/ðgÞ,
(B6a)–(B6c) then give w^ðgÞ.
The trial function is best represented in terms of polar coordi-
nates r ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
x2 þ ðg aÞ2
q
and u ¼ arctan½x=ðg aÞ relative to the
tip of the barrier. In these coordinates, (B1) takes the form
2cðsinu wr þ r1 cosu wuÞ þ wrr þ r1wr þ r2wuu ¼ 0; ðB8Þ
and has the general solution
wðx;gÞ ¼
X1
j¼1
rj=2f jðuÞ: ðB9Þ
Requiring that the angular functions f jðuÞ in (B9) vanish at u ¼ 0
and u ¼ 2p, in accordance with boundary condition (B2b), we
obtain
f 1ðuÞ ¼ c1 sinðu=2Þ; f 2ðuÞ ¼ c2 sinu: ðB10Þ
Substituting (B9) into (B8) yields a differential equation that deter-
mines f jðuÞ from f j2ðuÞ. By solving it recursively, beginning with
(B10), the other f jðuÞ, which contain constants of integration cj,
may be calculated.
Since /ðgÞ and w^ð0;gÞ coincide on the line segment, x ¼ 0, g < a,
corresponding to r ¼ a g, u ¼ p in polar coordinates, (B9)
implies
/ðgÞ ¼
X1
j¼1;3;5;...
bj 1 ga
 j=2
; 0 < g < a; ðB11Þ
where bj ¼ w1o f jðpÞaj=2. Since each of the f jðpÞ contains an arbitrary
constant of integration cj, the fbjg form an equivalent set of arbi-
trary constants, linearly related to the set fcjg. Only odd values of
the summation index j are included in (B11) since f jðpÞ vanishes
for j even.
Eq. (B9) satisfies differential equation (B8) for arbitrary values
of the coefficients cj. However, in our problem the fcjg, and, accord-
ingly, the fbjg, are not arbitrary but are fixed by the boundary and
periodicity conditions (B2) and (B3). The second of the periodicity
conditions (B3) is imposed with a numerical least-squares
procedure described below (B7). For the trial function ~/ðgÞ we
use the first J terms of (B11), and b1; . . . ; bJ are obtained
by the least-squares optimization, subject to the constraint
~/ð0Þ ¼ b1 þ b3 þ    þ bJ ¼ 1 implied by (B2a).
Because (B11) accurately represents the small-scale structure of
w^ near the tip of the barrier, excellent results are obtained with
only a few terms in (B11): Keeping 200 components in the Fourier
series (B6a) and only 10 terms in the trial function (B11), the opti-
mization largely eliminates discontinuities in w^x at x ¼ L and 0, as
can be seen in the contour plot of w in Fig. 6a.B.3. Solution without mV
On dropping mV from the second of Eqs. (1), (B1) simplifies to
the backwards diffusion equation
bw^x þ mw^gg ¼ 0: ðB12Þ
Its solution also has the form (B6) but with
XnðxÞ ¼ exp mb
np
‘
 2
x

 
; ðB13Þ
which, in contrast to (B6c), contains only westward-decaying
Rossby waves.
To determine /ðgÞ, we set x ¼ L in (B6a) and impose the first
of the periodicity requirements (B3), which leads to
/ðgÞ ¼ 1 g
‘
 
þ
X1
n¼1
an exp  mb
np
‘
 2
L

 
sin
npg
‘
 
: ðB14Þ
On eliminating an in (B14) using (B6b), one obtains an integral
equation for /ðgÞ that is readily solved numerically by iteration.
With /ðgÞ known, w^ðx;gÞ follows from (B6a), (B6b) and (B13).
The w^ðx;gÞ obtained in this way does not vanish at x ¼ L,
g > a, in violation of the first of boundary conditions (B2b), a defi-
ciency due to the absence of eastward-decaying Rossby waves in
(B12). On the other hand, the other boundary conditions and both
of the periodicity conditions are satisfied. The first periodicity con-
dition (B3), which is built into (B14), and the backwards diffusion
equation (B12) guarantee the periodicity of wx, wg, and all higher
derivatives. Keeping 200 Fourier components leads to the results
for w^ðx;gÞ shown in Fig. 6b.
Appendix C. Boundary-layer structures
In this appendix, we solve for the structures of the boundary
layers discussed in the main text. For completeness, we begin by
noting the familiar structure of the western-boundary layers in
the Atlantic and Pacific Oceans (Section C.1). The structures of
the other boundary layers are less well known: They occur along
zonal boundaries, broaden to the west, and are mathematically
more complex (Sections C.2–C.4).
C.1. Western-boundary layer
Assuming that V 00 is geostrophic (mU and s x are neglected in
Eqs. 1), the equation for the western-boundary streamfunction w00
(V 00 ¼ wx, U00 ¼ wy) and its general solution are
bw00x ¼ mw00xx ) w00 ¼ V00ðyÞeðxþLÞ=r ; ðC1Þ
where L is the location of the western boundary, and r ¼ m=b is the
boundary-layer width. The value of w00 at x ¼ L, V00ðyÞ, is the trans-
port of the boundary current, and is given by (23) or (30) in the
Atlantic and Pacific.
C.2. Northern-boundary layer
Northern-boundary layers exist because the interior solution
doesn’t generally satisfy the no-normal-flow condition there. The
structure of the Atlantic northern-boundary layer changes mark-
edly depending on whether wn is active. When wn – 0, it consists
of two parts: an outer layer where wn ¼ 0, and an inner one where
wn – 0 and entrainment and detrainment can occur (see Schloesser
et al., 2012, for discussion of a similar two-part boundary layer).
When wn ¼ 0, which is always true for the Pacific northern-
boundary layer, no inner boundary layer is needed.
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C.2.1.1. Outer boundary layer: Assuming that we ¼ wn ¼ 0 and
that U00 is geostrophic (mV ¼ 0 in Eqs. 1), the P00 equation is
P00n ¼ rf 2
P00g
f 2
 !
g
¼ rP00gg  2r
b
f
P00g  rP00gg; ðC2Þ
where for convenience we introduce the new coordinates, n ¼ x,
g ¼ y yn. Reversing the direction of the zonal axis reflects the
property that the establishment of the steady-state response
involves the radiation of Rossby waves, which are damped by mix-
ing as they propagate (extend) westward. The term proportional to
b=f = O(1=Re) is negligible because we assume that m is small
enough for r to be much thinner than the Earth’s radius Re; with this
simplification, (C2) has the form of a diffusion equation. It is possi-
ble to use perturbation theory to correct for the neglect of the P00g
term; see Appendix D for a derivation of the correction to the
ya-boundary layer.
Boundary conditions for P00 are
P00ðn;0Þ ¼ Pn  PA þA0 n; P00ðn;1Þ ¼ 0; P00ð0;gÞ ¼ 0; ðC3Þ
where AðgÞ ¼ sn  ðf n=bÞs xng  ðf 2n=bÞwd from (14b), A0  Að0Þ,
and g ¼ 0 is a latitude just outside the infinitesimally thin, inner
boundary layer. According to (14b), these conditions ensure that
Pðn;0Þ ¼ Pn, that P ¼ P0 outside the boundary layer, and that
Pð0;gÞ ¼ PA.
We use the method of Laplace transforms (with s$ n) to obtain
the solution to (C2). Taking the Laplace transform of (C2) gives
bP 00gg ¼ sr bP 00 ) bP 00 ¼ Be ﬃﬃﬃﬃs=rp g þ Ce ﬃﬃﬃﬃs=rp g; ðC4Þ
where q^ designates the Laplace transform of variable q. Note that in
evaluating cP00n , we used the last of boundary conditions (C3) to setcP00n ¼ sP^00  P00ð0;gÞ ¼ sbP 00. Imposing the second condition of (C3)
requires that B ¼ 0 (since the real part of s is required to be positive
in the inverse transform), and the first then gives
bP 00 ¼ Ce ﬃﬃﬃﬃs=rp g ¼ Pn
s
 PA
s
þA

0
s2
 	
e
ﬃﬃﬃﬃ
s=r
p
g: ðC5Þ
The inverse Laplace transform of (C5) is
P00ðn;gÞ ¼ ðPn  PAÞerfc jgjﬃﬃﬃﬃﬃﬃﬃ4rnp
 	
þA0
Z n
0
erfc
jgjﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4rn0
p !dn0: ðC6Þ
where erfcðzÞ ¼ 1 2= ﬃﬃﬃpp  R z0 ez02dz0 is the complementary error
function. (The inverse transforms of the terms in Eq. C5, or relevant
versions of them, can be found in most tables of Laplace
transforms.)
According to (C6), the width of the boundary layer broadens to
the west like
ﬃﬃﬃ
n
p
, and a measure of its width is D ¼ 2 ﬃﬃrp ﬃﬃﬃnp . As such,
P00 has a cusp in the northwest corner of the basin (n ¼ g ¼ 0)
where D ¼ 0. This cusp is clearly visible in our numerical solutions,
albeit smoothed by the additional friction terms retained in the
numerical version of the model (14).
Consistent with the assumption that D=Re  1, we assume that
f  f n across the boundary layer. It then follows from
along-boundary geostrophy that w00 ¼ P00=f n, and hence from (C3)
that
w00ðn;0Þ ¼ 1
f n
ðPn  PA þA0 nÞ 
1
f n
ðPn  PAÞhðnÞ: ðC7Þ
The last term in (C7) is required because limn!0P
00ðn;0Þ ¼ Pn  Pe
whereas the eastern-boundary condition requires that P00ð0;gÞ ¼ 0.
With the aid of constraint (28) and (14a), it follows thatVðn;0Þ ¼ V 0ðn;0Þ  w00nðn;0Þ ¼ 
sn
f n
þ snLA
f n
þMn
 	
dðnÞ: ðC8Þ
(Note that V 00 ¼ w00n in Eq. C8 since n ¼ x.) According to (C8), when
sn > 0 there is uniform southward flow across the basin along
g ¼ 0 with a net northward transport of snLA=f n þMn in the north-
east corner of the basin.
C.2.1.2. Inner-boundary layer: Because Vðn;0Þ– 0, an infinitesi-
mally thin, inner boundary layer is required from 0 < g 6 0 in
order to satisfy the no-normal-flow boundary condition at g ¼ 0.
Within the inner layer, there is entrainment and detrainment by
wn that provides a source and sink to balance the flow across its
southern edge Vðn;0Þ. Integrating the continuity equation in (1)
across the inner layer gives
WnðxÞ 
Z 0
0
wn dy ¼
Z 0
0
Uxdg Vðx;0Þ ¼ Vðx;0Þ
¼ sn
f n
 snLA
f n
þMn
 	
dðnÞ; ðC9Þ
where the integral of Ux is negligible because the inner layer is thin.
According to (C9), the uniform divergence along the boundary is
compensated for by the coastal entrainment sn=f n for x < 0, and
there is a net detrainment of ðsnLA=f n þMnÞ at x ¼ 0. The net
across-interface transport along the boundary is then
Wnð0Þ 
Z 0
LA
Z yn
yn
wedydx ¼ Mn: ðC10Þ
According to (C10), all the water that entrains into layer 1 anywhere
in the interior ocean detrains in the northeast corner of the basin.
The inner boundary layer can be broadened to finite thickness
by including horizontal, Laplacian viscosity in (1), in which case
it has the form of a horizontal Ekman layer (e.g., Pedlosky, 1987;
Schloesser et al., 2012). With mh = 106–107 cm2/s, its width is
1–4 km at 50N, justifying the assumption that the inner layer is
much thinner than the outer one ( DðLAÞh i x ¼ 1038 km).
C.2.1.3. Local overturning cell: A further implication of (C9) and
(C10) is that, in addition to providing a conduit for Mn, the
northern-boundary layer also contains a local (zonal) overturning
cell. It consists of: an upwelling transport per width, sn=f n, spread
uniformly along the boundary within the inner layer, which flows
southward into the outer layer; an accelerating surface branch in
the outer layer with transport, snðxþ LAÞ=f n; and a compensating
northward transport into, and downwelling transport within, the
inner layer at the northeast corner. This cell is noteworthy as sim-
ilar cells exist in OGCM solutions that represent northern diapycnal
processes by a sponge layer (Nonaka et al., 2006), but it is not
dynamically important for our purposes.
C.2.2. Northern-boundary layers when wn ¼ 0
When wn ¼ 0, there is no entrainment or detrainment along the
northern boundary, and hence no need for an inner boundary layer.
In this case, it is easier to solve for the northern-boundary layer in
terms of w. The equation for w00 is bw00x ¼ mw00yy and appropriate
boundary conditions are w00ðn;1Þ ¼ 0, w00ð0;gÞ ¼ 0, and
w00ðn;0Þ ¼ w0ðn;0Þ, where w0ðn;0Þ ¼ nðs xgn þ f nwdÞ=b as determined
from (14b) with the identification w0n ¼ V 0. Using the method of
Laplace transforms, it is then straightforward to show that the solu-
tion is
w00ðn;gÞ ¼ 1
b
ðs xgn þ f nwdÞ
Z n
0
erfc
jgjﬃﬃﬃﬃﬃﬃﬃ
4rn
p
 	
dn0; ðC11Þ
and then P00 ¼ f nw00. Note that UðnÞ ¼ w00ðn; 0Þ gives (29a) and
Pðn;0Þ ¼ P0ðn;0Þ þ f nw00ðn;0Þ gives (29b), as they should.
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The boundary layer along yb ensures that the Atlantic circula-
tions north and south of yb join smoothly without jumps in P
0
and P0y. It differs from the northern-boundary layer in that it does
not extend along a solid wall and so spreads both north and south
of yb (Fig. 2). Solution P
00ðn;gÞ satisfies (C2), in this case subject to
boundary conditions,
P00ðn;
1Þ ¼ 0; P00ð0;gÞ ¼ 0; ðC12Þ
where n ¼ 0 is the location of the Atlantic eastern boundary and
g ¼ y yb. Solution P00 must also ensure that
P and Pg are continuous across g ¼ 0: ðC13Þ
According to (C13), P00 and P00g must also jump across g ¼ 0 in such a
way that they cancel the corresponding jumps in the interior fields.
The general solution to (C2) is
bP 00 ¼ Be ﬃﬃﬃﬃs=rp ghðgÞ þ Ce ﬃﬃﬃﬃs=rp ghðgÞ; ðC14Þ
which ensures that it decays to either side of g ¼ 0. To find the con-
stants, B and C, we take the Laplace transform of the complete solu-
tion, bP ¼ bP 0 þ bP 00 to get
bP ¼ PAs  As2 þ Be
ﬃﬃﬃﬃ
s=r
p
g; g > 0;
PP
s  As2  As LP þ Ce
ﬃﬃﬃﬃ
s=r
p
g; g < 0;
8<: ðC15Þ
where AðgÞ is defined after (C3). To obtain (C15), we determine bP 0
from (14b) with x ¼ n and Pe ¼ PA for g > 0 and with x ¼ nþ LP
and Pe ¼ PP for g < 0; the term, ALP=s, for g < 0 then arises
because the Sverdrup flow is integrated from n ¼ LP , rather than
n ¼ 0.
Applying (C13) across g ¼ 0 yields
2
B
C
 	
¼ 
PP  PA
s
A0
s
LP þ
ﬃﬃ
r
p Agð0Þ
s
3
2
LP ; ðC16Þ
where A0  Að0Þ with s x, s xg , and f evaluated at y ¼ yb and
Agð0Þ ¼ ðf b=bÞs xggðybÞ  2f bwd. Combining the above pieces gives
bP 00 ¼ 1
2

 PP  PA A0LP
s
þ
ﬃﬃ
r
p Agð0ÞLP
s
3
2

 
e
ﬃﬃﬃﬃ
s=r
p
jgj; g?0; ðC17Þ
where the plus (minus) sign corresponds to g > 0 (g < 0). The
inverse transform of (C17) is
P00ðn;gÞ¼
1
2
ðPPPAALPÞerfc jgjﬃﬃﬃﬃﬃﬃﬃ
4rn
p
 	
þ1
2
C ﬃﬃrp LP 2 ﬃﬃﬃnp
r
exp  g
2
4rn
 	
 jgjﬃﬃ
r
p erfc jgjﬃﬃﬃﬃﬃﬃﬃ
4rn
p
 	" #
; g?0;
ðC18Þ
where C ¼ Agð0Þ.
C.4. Boundary layer along ya
Similar to the yb-boundary layer, the boundary layer along
y ¼ ya ensures that the Atlantic- and Southern-Ocean circulations
join smoothly. One property of the ya-boundary layer is that it
can extend to the southern edge of layer 1 in the Southern Ocean
(y0, y0, or ys). To avoid this complexity, we derive the ya-
boundary response assuming that layer 1 has no edge (Sections
C.4.1–C.4.3) and then argue that edge effects are small in our solu-
tions (Section C.4.4). Finally, based on this boundary solution, we
determine an approximate constraint that relates P0a to Pe, where
Pe ¼ PA (PP) without (with) the Pacific, thereby linking theSouthern-Ocean solutions to the circulations in the bounded basins
(Section C.4.5).
C.4.1. P00 equation and boundary conditions
The ya-boundary solution satisfies (C2) and the same far-field
(since we ignore the southern edge of layer 1) and matching con-
ditions as in (C12) and (C13), except with g ¼ y ya. Finally, to
ensure cyclicity in the Southern Ocean, the eastern-boundary con-
dition along n ¼ 0 is
P00ð0;gÞ ¼ 0; g > 0
/ðgÞ; g 6 0;

ðC19Þ
where /ðgÞ  P00ðL;gÞ and L ¼ LA (L ¼ LT ) when the domain con-
sists of the Atlantic and Southern Oceans (includes the Pacific).
C.4.2. P00 solution
Taking the Laplace transform of (C2) gives
bP 00gg  sr bP 00 ¼ 1r /ðgÞhðgÞ; ðC20Þ
where h is a stepfunction, and the initial condition in (C19) is trans-
formed to a forcing since cP00n ¼ sbP 00  P00ð0;gÞ ¼ sbP 00  /ðgÞhðgÞ.
Then, the general solution to (C20) has the form
bP 00 ¼ P^ þ Be ﬃﬃﬃﬃs=rp ghðgÞ þ Ce ﬃﬃﬃﬃs=rp ghðgÞ; ðC21Þ
where P^ is a particular solution to (C20) and the terms proportional
to B and C are solutions to the homogenous version of (C20).
The Green’s function for the operator on the left-hand side of
(C20) is bGðs;g;g0Þ ¼  ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃr=ð4sÞp exp  ﬃﬃﬃﬃﬃﬃﬃs=rp jg g0 j . It follows that
bPðs;gÞ ¼  Z 1
1
bGðs;g;g0Þ1
r
/ðg0Þhðg0Þdg0
¼
Z 0
1
ﬃﬃﬃﬃﬃﬃﬃ
1
4rs
r
e
ﬃﬃﬃﬃ
s=r
p
gg0j j/ðg0Þdg0 ðC22Þ
is the Laplace transform of P.
To find B and C, we take the Laplace transform of the complete
solution, bP ¼ bP 0 þ bP 00, to get
bP ¼ Pes  As2 þ P^ þ Be
ﬃﬃﬃﬃ
s=r
p
g; g > 0;
P0a
s  1s
R g
0 Bðg0Þdg0 þ P^ þ Ce
ﬃﬃﬃﬃ
s=r
p
g; g < 0;
8<: ðC23Þ
where AðgÞ is defined after (C3), BðgÞ ¼ ðf=mÞ½s x þ fM=Lþ
fwdðg g^Þ from (20b), g^ ¼ y^ ys, and y^ ¼ y0, y0, or ys. To obtain
(C23), we determine bP 0 from (14b) and (20b) with x ¼ n. Since
(C22) ensures that P^ and P^g are continuous across g ¼ 0, applying
(C13)–(C23) yields
2
B
C
 	
¼ 
 P
0
a  Pe
s

A
þ
0
s2
þ
ﬃﬃ
r
p
s
3
2
B0 
ﬃﬃ
r
p
s
5
2
C; ðC24Þ
where Aþ0  Að0þÞ and B0 ¼ Bð0Þ, each with s x, s xg , and f evaluated
at y ¼ ya, and C ¼ Agð0þÞ ¼ ðf a=bÞs xggðyþa Þ  2f awd. The ‘‘±” super-
scripts designate that a variable is evaluated just north (south) of
g ¼ 0 (y ¼ ya), a distinction that is needed only if s x or its deriva-
tives are discontinuous across g ¼ 0. In (C24), the terms propor-
tional to Aþ0 come from matching bP across g ¼ 0, whereas those
proportional to B0 (C) arise frommatching bPg in the Southern Ocean
(Atlantic Ocean).
Combining the above pieces gives
bP 00 ¼ bP þ 1
2

 P
0
a  Pe
s

A
þ
0
s2
þ
ﬃﬃ
r
p
s
3
2
B0 
ﬃﬃ
r
p
s
5
2
C
 	
e
ﬃﬃﬃﬃ
s=r
p
gj j; g?0;
ðC25Þ
Fig. 14. Plots of (a) P0ai vs. i and (b) /iðgÞ for i = 1, 2, 9, 10 (long-dashed, short-
dashed, and two solid overlapping curves) determined by the numerical procedure
described in Appendix C.4.3. The profiles are shown only for g < 0, since the gP 0
part of /i doesn’t affect P
00 (or any other of the physical quantities we are interested
in) as is evident in (C19). The rapid convergence of both quantities is apparent.
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inverse Laplace transform is
P00ðn;gÞ ¼
Z 0
1
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We summarize (C26a) as
P00ðn;gÞ ¼ Gðn;g;g0Þ/ðg0Þ þ kðn;g; P0aÞ; ðC26bÞ
where Gðn;g;g0Þ/ðg0Þ is the first term on the right-hand side of
(C26a) and kðn;g; P0aÞ is all the remaining terms.
Solution (C26) is not complete since /ðyÞ and P0a are as yet
unspecified. To find /, we impose (C19) by setting P00ðL; yÞ ¼ /ðyÞ
in (C26b), that is,
/ðgÞ ¼ GðL;g;g0Þ/ðg0Þ þ kðL;g; P0aÞ: ðC27Þ
To specify P0a, we impose the constraintZ L
0
P00ðn; 0Þdn ¼ 0: ðC28Þ
Constraint (C28) in fact ensures that the zonal integral of P00 van-
ishes at all latitudes, and hence that P0 contains all the x-
independent part of P as assumed in our analytic solution. Follow-
ing the discussion preceding (13c), P00 for g < 0 can be expressed
as the Fourier sum P00ðn;gÞ ¼Pnan exp½ð1þ iÞg=dn expðiknnÞ, where
kn ¼ 2pn=L and dn ¼
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
2r=kn
p
, a consequence of its being periodic in
n and satisfying (C2). In this sum, only the n ¼ 0 component does
not vanish as g! 1. To eliminate that component, it is sufficient
to ensure that
R L
0 P
00ðn; g^Þdn ¼ a0L vanishes along any single latitude
g^, and a convenient choice is g^ ¼ 0 as in (C28). (Note that another
constraint is not needed to ensure that P00 vanishes as g! þ1.
Since the upper bound of the integral in Eq. C26a is 0, its integrand
vanishes as g! þ1, and all the other terms do as well.)
C.4.3. Iterative solution
Eqs. (C26b)–(C28) constitute a set of integral equations for /ðgÞ,
P0a, and P
00ðn;gÞ, which can be solved numerically. One approach to
obtain the exact solution is to iterate the equations
P00i ðn;gÞ ¼ Gðn;g;g0Þ/i1ðg0Þ þ kðn;g; P0aiÞ; ðC29aÞ
/iðgÞ ¼ P00i ðL;gÞ; ðC29bÞ
where /0ðgÞ  0. The value of P0a at iteration i, P0ai, is determined by
applying constraint (C28) to P00i , which, with the aid of (C26a), givesZ L
0
P00i ðn; 0Þdn ¼ 0 ¼
Z L
0
Z 0
1
1ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
4prn
p exp  g
02
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2
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Aþ0L2
þ 2
3
B0
ﬃﬃﬃﬃﬃﬃﬃﬃ
rL3
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15
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rL5
p
s
ðC30Þ
where /i1ðgÞ is known from the previous iteration. This expression
is solved for P0ai, and then /iðgÞ is known from (C29). Starting from
/0ðgÞ ¼ 0, this procedure determines /iðgÞ, P00i ðn;gÞ, and P0ai for all i.We expect the iteration to converge for several reasons: the
adjustment of P0a by (C30), which requires that the positive and
negative contributions of the forcing kðn;g; P0aÞ tend to cancel; the
smoothing properties of Gðn;g;g0Þ; and the boundary condition
along n ¼ 0 that limits the upper bound of the g0-integration in
(C30) to 0, thereby eliminating any contribution north of g0 ¼ 0.
To demonstrate the convergence, and further that P001 and P
0
a1 are
already good approximations to the equilibrium solutions, we iter-
ate the sequence numerically. (It is possible to demonstrate the
convergence analytically by carrying out the above procedure
beyond i ¼ 1, but that approach is tedious.) We first assume that
/i1ðgÞ is defined at discrete g points for g 2 ½Y;Y , where Y is
far enough from the origin for all terms to be negligibly small near
g ¼ Y . We then evaluate the double integral in (C30) numerically
and compute P0ai from the equation. Finally, we numerically deter-
mine the integral of GðL;g;g0Þ/i1ðg0Þ in (C30) at n ¼ L to obtain
/iðgÞ ¼ P00i ðL;gÞ at discrete g points. Starting from /0ðgÞ ¼ 0, this
procedure determines /iðgÞ at discrete g points and P0ai for
i ¼ 1;2;   . If desired, we can use (C30) to obtain P00i ðn;gÞ on a
two-dimensional grid.
As an example, we assume that there is no Pacific Ocean so that
L ¼ LA and set m ¼ 2 106 s1,M¼ 1:744 Sv, and s x ¼ so, the lat-
ter three entering (C30) through Aþ0 ;B0 , and C. (The value of M is
that for Solution 3, red curve, in Fig. 8a when m ¼ 2 106 s1.)
Fig. 14 (left panel) plots P0ai  PA for i ¼ 1; . . . ;10, and the rapid con-
vergence is apparent in that P0ai  PA changes very little for iP 2.
Fig. 14 (right panel) plots /iðgÞ for i ¼ 1;2;9;10. The similarity of
the curves (curves /9 and /10 are indistinguishable in the plot)
demonstrates that the sequence is converging to a cyclic solution;
further, the closeness of /1ðgÞ to /10ðgÞ demonstrates that it is
already a good approximation to the fully converged response.C.4.4. Edge response
The derivation of solution (C26a) assumes that the southern
edge of layer 1 is far enough away from ya for the boundary
response to be negligible there, so that the g-integrals can be
extended to 1. In some of our solutions, however, that property
does not hold (compare gray-dashed and solid curves in the top-
left panels of Figs. 8a, 8b and 12). Here, we argue that, despite
the presence of the edge, the Southern-Ocean and ya-boundary
constraints (Eqs. 22 and 35a) are not affected provided that
inequality (C32) holds, in which case the MOC properties of our
solutions are unchanged.
Suppose the ya-boundary solution is not vanishingly small at
the southern edge of layer 1, g^ ¼ g0, g0, or gs (corresponding to
y0, y0, and ys). Then, since the system is linear, we can add a reflec-
tion, P00r ðn;gÞ, to (C26a) such that P00ðn; g^Þ þ P00r ðn; g^Þ ¼ 0. Because P00r
satisfies the approximate form of differential equation (C2), which
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00
about the edge, that is,
P00r ðn;gÞ ¼ P00ðn;2g^ gÞ: ðC31Þ
(Even if f varies in Eq. C2, however, the argument in the next para-
graph still holds, as a northward-decaying, homogeneous solution
to the exact from of Eq. C2 still exists. It is just no longer expressible
in terms of the southward-decaying solution as in Eq. C31.)
Let q^ be the value of variable q at g ¼ g^. Then, with the choice
(C31), the total pressure at g ¼ g^ is bP ¼ bP 0 þ ðbP 00 þ bP 00r Þ ¼ bP 0, and
hence the pressure equations in constraints (22) are unchanged.
When g^ ¼ g0 or gs, the expressions for M in (22b) and (22a) are
clearly iMndependent of P00: M still must vanish in the former
case, and Pðn;g0Þ ¼ P0ðg0Þ ¼ Pm implies that h0ðg0Þ ¼ hm in the latter.
When g^ ¼ g0, it follows from (C31) that the g-derivative of P at
g ¼ g0 is 12 g0yh
2ðn;g0Þ ¼ 12 g0yh
02ðg0Þ þ 2bP 00gðn;g0Þ since g0ðg0Þ ¼ 0.
Multiplying by m=f 0 and integrating around the basin then gives
V ¼ 12
R L
0 ðm=f 0Þg0yh2ðn;g0Þdn ¼ 12 g0yh
02ðg0ÞL, where the integral ofbP 00g vanishes because R L0 P00dn ¼ 0 for all g. Therefore, the expression
for M in constraint (22c) is also unchanged.
Provided that P00r is vanishingly small at g ¼ 0, there is no impact
on constraint (35a). Since the northward decay scale of P00r is d, the
same as the southward decay scale of P00, it follows that constraint
(35a) is unaffected if
d 2y0; 2y0; or 2ys ðC32Þ
holds. Inequality (C32) holds very well for all of our solutions,
except possibly when the basin includes the Pacific Ocean for which
d  y0 or y0 (gray-dashed and solid curves in the top-left panels of
Figs. 8a and 12).
C.4.5. Boundary constraint
Because the iteration converges so rapidly, it is sensible to eval-
uate (C30) at first order (i ¼ 1). Setting /0 ¼ 0 in (C30) then gives
P0a1 ¼ Pe 
1
2
Aþ0L þ
4
3
B0 d
8
15
CLd; ðC33Þ
providing the simplest version of constraint (35a). We used (C33)
instead of (35a) to evaluate the MOC curves in Figs. 8a and 12,
and found that they deviated systematically from the data points
taken from numerical solutions. We determined that the error arose
primarily from two differences between the numerical and analytic
models: In the numerical model, f varies across the ya-boundary
layer, and the western-boundary layer has a finite width.
The two differences alter the structure of P00 along ya, and so
impact the zonal integral in (C30). Let P00f ðnÞ and P00wðnÞ be the cor-
rections to the analytic solution that arise from variable f and the
finite-width, western-boundary layer, respectively. Then, replacing
(C30) at first order withZ L
0
½P001ðn;0Þ þ P00f ðnÞ þ P00wðnÞdn ¼ 0 ðC34Þ
provides an improved approximation for the ya-boundary
constraint.
Correction P00f ðnÞ is derived in Appendix D and is given in (D6).
We assume that correction P00wðnÞ ¼ DP expðn=~rÞ, where ~r ¼
ﬃﬃﬃ
2
p
r.
Width-scale ~r is larger than r because the correction lies at the
tip of South America in the region where the width scale of the
response is small in both x and y, that is, the overall scale isﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
Dx2 þ Dy2
p
¼
ﬃﬃﬃﬃﬃﬃﬃ
2r2
p
¼ ~r. (The numerical solutions confirm that ~r
is a better measure of the decay scale than r there.) Amplitude
DP is set by the requirement that P is continuous around the tip
of South America; as a consequence, P along g ¼ 0 increases fromits value of P just outside the boundary layer to Pe right at the coast,
that is, DP ¼ Pe  ½P0a þ P001ðL;0Þ.
Integral (C34) then gives
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: ðC35Þ
where c ¼ 1þ ð4=3Þðd=ReÞ þ
ﬃﬃﬃ
2
p
r=L. In (C35), the correction terms
for variable-f and the finite-width, western-boundary current are
proportional to d=Re and r=L, respectively. Note that (C35) reduces
to (C33) when d and r are zero, as it should.
Constraint (35a) is a version of (C35) with s xgðyþa Þ ¼ s xggðyþa Þ ¼ 0,
which is true for the wind forcing considered in this paper. Further,
(35a) neglects the term proportional to C, which is smaller by a fac-
tor of d=Re than a corresponding expression (involving wd) in the
term proportional to Aþ0 .
Appendix D. Correction for f ðgÞ in the P equation
In obtaining the solution along ya (Appendix C.4), we assume
that f is constant in the P00 equation. Although this error is small,
it is nevertheless large enough to shift the data points in
Figs. 8a–8c away from the analytic curves. Here, we use perturba-
tion theory to reduce the discrepancy.
The exact equation of motion expands into
P00n  rP00gg ¼ 2r
b
f
P00g; ðD1Þ
where we include a factor of  to indicate that the term on the right-
hand side is small relative to those on the left-hand side, that is,
 = O(d=Re). We look for solutions in a perturbation series of the
form P00 ¼ P001 þ P002 þ   , keeping only the two lowest-order terms.
The first-order equation is P001n  rP001gg ¼ 0, the same equation we
solved in Appendix C.4. The second-order equation is then
P002n  rP002gg ¼ 2r
b
f a
P001g; ðD2Þ
where we can safely replace f with its value at ya, since the error of
that change is of order 2.
Note that by differentiating the first-order equation with
respect to g, it follows that P001g is also a solution. Thus, the forcing
of (D2) is itself a solution of the operator on the left-hand side
(since b and f constant), a resonant situation. In that case, a partic-
ular solution to (D2) is simply
P002p ¼ 2r
b
f a
nP001g: ðD3Þ
To complete the solution, we need to add on solutions to the homo-
geneous version of (D2) that eliminate any jumps in P002p or its g-
derivative across g ¼ 0, that is in P001gðn; 0Þ and P001ggðn;0Þ.
The first-order solution is given by (C26a) without the first term
on its right-hand side since / ¼ 0. With the aid of the identity
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it follows that
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an g derivative of (D5) shows that P001ggðn;gÞ has no jumps at all.
Thus, the homogeneous solution is needed only to eliminate the
jump in the last two terms of (D5). These terms, however, are
antisymmetric about g ¼ 0. Because the diffusion operator in (D2)
is symmetric in g, it follows that P002hðn;gÞ is antisymmetric about
g ¼ 0 so that P002hðn;0Þ ¼ 0. Although we can determine the homo-
geneous solution for all g, for our purposes it is sufficient to know
that it vanishes at g ¼ 0.
Solution P002ðn;0Þ is therefore given by P002p ¼ 2rðb=f ÞnP001g, except
without the B0 and C terms in (D5), that is,
P002ðn;0Þ ¼ 
ﬃﬃﬃﬃﬃ
rn
p
Re
ﬃﬃﬃ
p
p ½ðP0a  PeÞ þ 2Aþ0 n: ðD6Þ
Solution (D6) is the correction term P00f that is included in (C34).
Appendix E. List of variables
For each variable, the first column gives its name and the sec-
ond provides a brief description. The top block defines labeling
conventions that apply to almost all variables q. The rest of the
table alphabetically lists variables that are exceptions to the con-
ventions or that are referenced at more than one location in the
text.q0 (q00) interior (boundary-layer) part of variable q
qa (q
a ) value of variable q at ya (y


a )q^ value of variable q at y^ (except for bU )
qT (q) instantaneous (time-averaged) value of
variable q
qh i x ( qh i y) zonally (meridionally) averaged value of
variable qA (eAÞ area of the domain (north of y^ and not
including Regionis BA and BP)eAP area of the Pacific Ocean north of yb and not
including Region BPAðgÞ function defined in Appendix C
A0 ðA
0 Þ function AðgÞ evaluated at g ¼ 0 (g ¼ 0
)
BA (BP) regions enclosed by xbP (xbP) in the North
Atlantic (Pacific)
B Region BA or BP
BðgÞ function defined in Appendix C
B0 ðB0 Þ function BðgÞ evaluated at g ¼ 0 (g ¼ 0)
d width of ya-boundary layer in the Southern
Ocean
Dy ys  y^, width of layer 1 across the Southern
OceanDðeLÞD E x average width of a zonal Stommel layer in a
basin of width eLf 0 (f 0) Coriolis parameter evaluated at y
0 (y0)g0 – 0 notation indicating use of warm-Q forcing
g0ðy 6 y0Þ ¼ 0 notation indicating use of cold-Q forcing
hm minimum layer-1 thickness, corresponding to
mixed-layer thickness
hn (hs) layer-1 thickness along yn (ys)
h0 layer-1 thickness along y0
h^0 layer thickness of the Southern-Ocean interior
solution along y^
HA (HP) layer-1 thickness along the Atlantic (Pacific)
eastern boundary
j coefficient of vertical diffusion
jh horizontal-mixing coefficient for GM closureLA (LP) width of the Atlantic (Pacific) Ocean
LT LA þ LP
L LA or LP
L LA or LA þ LP
Ly ya  ys, width of the Southern OceaneL LyRe=ðLy þ ReÞ
M (Mn) transport that crosses the southern edge of
layer 1 (across y0 or y0)
m horizontal-mixing coefficient
m1, ms critical values of m when g0 – 0
m0 critical value of m when g0ðy 6 y0Þ ¼ 0
P 1
2 g
0h2, the available potential energy of layer 1P0a value of P
0 along ya (exception to the general
convention of qa )
PA (PP) value of P along the Atlantic (Pacific) eastern
boundary
Pe PA or PP
PwA (PwP) value of P along the Atlantic (Pacific) western
boundary
Pm value of P when h ¼ hm
Q surface buoyancy forcing
r width of Stommel layer
R Rossby radius of deformation
Re radius of the earth
q1 (q2) density of layer 1 (layer 2)
T (T2) layer-1 (layer-2) temperature
s xðyÞ wind forcing
so, s xs , s xw three parts of s x
sa s x evaluated at ya
sas (sa0) critical values of sa when g0 – 0
(g0ðy 6 y0Þ ¼ 0)
U0 baroclinic ACC transport across the Southern
Ocean
h(f) stepfunction (h = 1 if f > 0 and is 0 otherwise)
U00max maximum baroclinic ACC transport in the
ya-boundary layer
Umax U0 þ U00maxbU0 (bU 00) barotropic ACC transport in the interior SO
(ya-boundary layer)bU bU 0 þ bU 00
V (V) eddy-driven transport/width (transport) in
the Southern Ocean
V00A (V00P) western-boundary-current transports in the
Atlantic (Pacific) Ocean
wd, wm, wn three parts of we
we wd þwm þwn
W0d entrainment transport due to interior
diffusion
W0A (W0P) upwelling transport in the North Atlantic
(Pacific) Subpolar Gyre
W0 W0A or W0P
xbA (xbP) eastern boundary of the North Atlantic
(Pacific) upwelling region
xb xbA or xbP
yn (ys) latitude of the northern (southern) boundary
of the basin
ya (yb) latitude of the tip of South America (Africa)
yþa (y

a ) latitude just north (south) of yay1 (y2) latitude at the southern (northern) edge of s xw
yb1; yb2 latitudes where xbðyÞ intersects the western
boundary
ye (ye) latitude where T first begins to cool in the
northern (southern) ocean
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to hm)y0 latitude where layer 1 vanishes for strong
(cold-T) coolingy^ ys, y0, or y0References
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