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ASYMPTOTICS OF ORTHOGONAL POLYNOMIALS
BEYOND THE SCOPE OF SZEGO˝’S THEOREM
F. PEHERSTORFER, A. VOLBERG, P. YUDITSKII
Abstract. First we give here a simple proof of a remarkable result of
Videnskii and Shirokov: let B be a Blaschke product with n zeros, then
there exists an outer function φ, φ(0) = 1, such that ‖(Bφ)′‖ ≤ Cn,
where C is an absolute constant. Then we apply this result to a certain
problem of finding the asymptotic of orthogonal polynomials.
1. Introduction and the main results
Let us introduce the quantity investigated in Videnskii-Shirokov paper
[6].
Let X be a Banach space of functions analytic in the open unit disk D,
let E be a finite collection of points in D, and let BE denote the Blaschke
product vanishing precisely at the points of E. Characterization of zero sets
of functions from X is a difficult and important problem. It is closely related
to the estimation of the quantity
φ(E,X) := inf{‖f‖ : f ∈ X, f = BEG,G(0) = 1}.
The following sequence plays an important part in understanding zero sets
structure of X:
rn(X) := sup{φ(E,X) : cardE = n}.
Very interesting research is related to asymptotics of rn(l
1
a), where l
1
a
stands for analytic functions with absolutely summable Taylor coefficients.
In the papers of Sha˝ffer [5], Gluskin, Meyer, Pajor [1] and Queffelec [4] it was
proved that rn(l
1
a) ≍
√
n. Actually Sha˝ffer, motivated by Van der Waerden,
studied the asymptotics of another quantity, which turns out to be equal to
rn(l
1
a) (see [5], [1], [2]). In [2] one can find an easy proof of equality of rn(l
1
a)
and this other quantity
kn := sup{|det T |‖T−1‖ : ‖T‖ ≤ 1},
where the supremum is taken over all invertible matrices of order n and
over all norms! But if one fixes the norm of T as acting in n-dimensional
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dimensional Banach space one can consider the analog of kn, or the following
problem of finding the best estimate
‖T−1‖ ≤ Φn(δ),
where we consider all invertible T in n-dimensional Banach space A, such
that ‖T‖ ≤ 1 and the spectral radius r(T−1) = δ. Those estimates are
considered in details in the paper of Nikolski [2]. In [2] the following variant
of the problem is also considered: the requirement ‖T‖ ≤ 1 is replaced by
‖f(T )‖ ≤ C‖f‖,
for every polynomial f . In other words operator T is assumed to satisfy
A-functional calculus with respect to function space (algebra) A. It is easy
to see that for Banach algebras A = X this brings us to estimates of yet
another interesting quantity:
capX(E) := inf{‖f‖X : f(0) = 1, f |E = 0}.
It is immediate that our quantities φ(E,X), capX (E) are essentially related
to each other.
In [2] the sharp estimates of capBsp,q (E) is given. Here B
s
p,q is a Besov
class (see definition below). Notice that for non-integer s
Bs∞,∞ = Λ
s,
but for integer s only the strict inclusion holds:
(1) Λs ⊂ Bs∞,∞ .
One of the results of [2] formulated in the form convenient for us is
rn(B
s
∞,∞) ≍ ns .
By our previous remark this gives rn(Λ
s) ≍ ns for non-integer s. The
question for integer s seems to be more subtle. In fact, the proof of this fact
for integers given in the paper of Videnskii and Shirokov ([6], Theorem 3.1)
is quite involved.
We want to give here a very simple proof. It follows the ideas of [2], [6],
but it is quite short. We treat the case s = 1.
Theorem 1.1. Let B be a Blaschke product with n zeros in the disc D.
Then there exists an outer function φ satisfying the following properties:
(2) ‖(Bφ)′‖L∞(T) ≤ C n .
(3) φ(0) = 1 .
(4) ‖φ‖L∞(T) ≤ A .
Here C,A are absolute constants.
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1.1. Classes Bsp,q,Λ
s. Let Wn are Valee-Poussin kernels defined by their
Fourier coefficients as follows. W0(z) = 1 + z, and for n ≥ 1 Wˆn = 1 for
k = 2n, Wˆn = 0 for k /∈ (2n−1, 2n+1), and Wˆn is affine on [2n−1, 2n] and on
[2n, 2n+1].
Now the class Bsp,q consists of analytic in D functions f(z) =
∑
fˆ(n)zn
such that the sequence {2ns‖f ⋆ Wn‖Lp(T)} belongs to lq.
For integer s = n the class Λsconsists of all functions analytic in D for
which the following seminorm is finite ??
‖f‖Λn := ‖f (n)‖H∞ .
If s = n + α, 0 < α < 1, then f ∈ Λs means that the previous seminorm is
finite and in addition to that one more seminorm should be finite:
‖f (n)‖Λα := sup
z,ζ∈D,z 6=ζ
|f (n)(z)− f (n)(ζ)|
|z − ζ|α .
2. Proof of Theorem 1.1
Proof. Let B˜ be a Blaschke product with the same zeros {z1, .., zn} as B but
in (1 + 1n)D. If R = 1 +
1
n then
B˜ = Πnk=1
z
R − zkR
1− 1R2 z¯kz
.
We can write
RnB˜ =: Bφ0,
having this as a definition of φ0.
So
φ0(z) = Π
n
k=1
1− z¯kz
1− 1
R2
z¯kz
.
Obviously, if z ∈ T then |B˜| < 1, and, therefore,
|φ0(z)| ≤ (1 + 1
n
)n ≤ A .
So (4) is satisfied. Also φ0(0) = 1. To check (2) we write the Cauchy formula
for B˜(ζ0), ζ0 ∈ T:
B˜(ζ0) =
1
2πi
∫
(1+ 1
n
)T
B˜(ζ)
ζ − ζ0dζ .
Hence
|B˜′(ζ0)| ≤ 1
2π
∫
(1+ 1
n
)T
|B˜(ζ)|
|ζ − ζ0|2 dm(ζ) .
And therefore
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|B˜′(ζ0)| ≤ C
∫
(1+ 1
n
)T
1
|ζ − ζ0|2 dm(ζ) ≤ C n .
But then
|(Bφ0)′(ζ0)| = (1 + 1
n
))n|B˜′(ζ0)| ≤ AC n .

Remarks. 1. Replacing R = 1 + 1n by R = 1 +
ε
n we can improve the
estimate of φ0: ‖φ0‖∞ ≤ 1 + ε by paying the price in (2), the constant
begins to depend on ε:
(5) ‖(Bφ)′‖L∞(T) ≤ Cε n .
2. We proved also that
‖Bφ0‖Λs ≤ C ns .
For s ∈ (0, 1) this follows immediately from (2) and (4). For s = 1 we just
presented the proof. For s > 1 the proof goes exactly along the same lines
but we need to differentiate more times.
The second remark contains the claim of Theorem 3.1 of [6].
The first remark plays a crucial part in this paper, where we consider the
asymptotics of polynomials orthogonal with respect to measure µ of the
following type
dµ :=
dm
|ψ(eiθ)|2 +
∞∑
k=1
µkδzk ,
where zk form the sequence of Blaschke.
In this situation one should distinguish between the sequence of Blaschke
inside D and outside D. The second case is much more interesting as ex-
pected asymptotics of L2(µ)-orthogonal polynomials is different from the
classical asymptotics of Szego˝, where all µk = 0.
The orthogonalization with respect to measures described above is an at-
tempt to generalize the results of the paper of Peherstorfer and Yuditskii [3],
where the ”point spectrum” was assumed to be lying on the real line. This
is quite an interesting paper which extends the strong asymptotic results
for orthogonal polynomials that satisfy a Szego˝ condition on a real interval
to the case where the measure has in addition a denumerable set of mass
points outside the interval. The authors assume that the mass points out-
side of the interval accumulate only at the endpoints of the interval and that
a Blaschke condition is satisfied. Under these conditions, strong asymptotic
results are given for the orthonormal polynomials and for their leading co-
efficients. The asymptotic behavior is stated in terms of the Szego˝ function
for the absolutely continuous part and of a Blaschke product related to the
extra mass points.
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3. Orthogonal polynomials and smoothness of Bφ
Let µ be as above with
|zk| > 1,
∑
k
(|zk| − |) <∞,
and let {Pn} denote the sequence of analytic polynomials orthonormal with
respect to µ.
We are writing
Pn(z) = τnz
n + ...+ a0n
and we want to find the limit of τn (we will prove that it exists in many
cases).
We also consider rational functions of the form
(6) Rn,m(z) = ηn,mz
n + ...+ a0n + ...+ am,nz
m ,
where m = −n or −(n − 1). We want them to be mutually orthogonal in
L2(µ) and of norm 1 in this space. We wish to discuss the asymptotics of
the “leading” coefficient ηn := ηn,−(n−1).
Here are our two main results. We have the convention that τn, ηn =
ηn,−(n−1) are all positive, and that B(0), ψ(0) are also positive. The first
theorem deals with the perturbation of so-called CMV matrices.
Theorem 3.1. For any {zk} satisfying the Blaschke condition as above, for
any summable {µk}, and for ψ bounded away from 0 one has
lim
n→∞
ηn = B(0)ψ(0) .
The asymptotics of τn seems to be more subtle. For certain geometric
configuration of {zk} no extra assumptions on {µk} is needed. For example,
if {zk} converge in a Stolz star to only a closed set E ⊂ T satisfyingm(E) = 0
and
∑
ln log
1
ln
< ∞ (here ln stand for lengths of complimentary intervals
of E; such sets are called Carleson subsets of T) we do not need any extra
assumption on {µk}. A particular case of such a geometry is the case of
real {zk} considered in [3]. But if {zk} is an arbitrary Blaschke sequence
outside of D, we still need one assumption on {µk} saying that the series∑
k µk converges with a definite speed. Here is this assumption:
(7)
∑
1<|zk|<1+
1
n
µk ≤ CA 1
(log n)A
, ∀A .
Theorem 3.2. For any {zk} satisfying the Blaschke condition as above, for
any summable {µk} satisfying the extra condition (7), and for ψ bounded
away from 0 and from ∞ one has
lim
n→∞
ηn = B(0)ψ(0) .
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4. The proof of Theorem 3.1
Lemma 4.1. Let Rn be a rational function solving the following extremal
problem: find
sup{|η| : R(z) = ηzn + ...+ az−(n−1), ‖R‖L2(µ) ≤ 1}.
Then Rn := Rn,−(n−1) from (6) solves this extremal problem.
Proof. Consider another extremal problem: inf{‖Q‖L2(µ) : Q(z) = zn+ ...+
az−(n−1)}. These are L2(µ) orthogonal functions of course. Our extremal
functions R are just Q/‖Q‖L2(µ), so inf ‖Q‖L2(µ) means sup |τ |. 
4.1. Estimate from below of ηn. Let ζk = 1/z¯k, B be a Blaschke product
with zeros {ζk}∞k=1, Bn be a partial Blaschke product built by
ζk : |ζk| < 1− 1
kn
,
where kn := [εnn], ε→ 0.
We choose εn will be chosen later.
Without the loss of generality we think that∑
k
(1− |ζk|) < 1.
The number of zeros of Bn is at most kn.
Choose kn := [Anεnn], where An grows to infinity very slow, namely,
Anε→ 0. Put
R := 1 +
1
ln
.
Let B˜ be a Blaschke product with the same zeros as Bn, but a Blaschke
product in RD. Then we introduce φ by formula (as in Theorem 1.1)
(8) RknB˜ =: Bφ ,
or
φ := Πknk=1
1− ζ¯kz
1− 1R2 ζ¯kz
.
In Theorem 1.1 we proved that
‖Bφ‖Λ1 ≤ Cln .
Therefore,
‖Bφ‖B1
∞,∞
≤ Cln .
Let 2k be the largest such number smaller than n. Consider Wk,Wk+1, ...
(we introduced Valle´e-Poussin kernels in Section 1). We just noticed that
(9) ‖Wj ⋆ Bφ‖∞ ≤ C ln2−j , j ≥ k .
ASYMPTOTICS OF ORTHOGONAL POLYNOMIALS 7
So (9) gives
(10) ‖
∑
j≥k
Wj ⋆ Bφ‖∞ ≤ C ln/n
And, therefore, if Vk denote the modified Valle´e-Poussin kernel
Vˆk(j) = 1, j ∈ [−2k−1, 2k−1], Vˆk(j) = 1, |j| ≥ 2k,
and Vˆk(j) is affine otherwise, then from (10) we conclude
(11) ‖Vk ⋆ (Bφ)−Bφ‖∞ ≤ C ln/n
Let us consider the following modified Valle´e-Poussin kernel
ˆV Pn(j) = 1, j ∈ [−n, n], ˆV Pn(j) = 1, |j| ≥ n,
and ˆV Pn(j) is affine otherwise. It is easy to see that we proved (using
Vk ⋆ V Pn = Vk)
(12) ‖V Pn ⋆ (Bφ)−Bφ‖∞ ≤ 4C ln/n ≤ C ′δn ,
where δn → 0.
Notice the estimate from above for φ (keeping in mind ln ≈ Ankn):
(13) |(Bnφ)(z)| = (1 + 1
ln
)kn |B˜(ζ)| ≤ eC/An =: 1 + δ′n, δ
′
n → 0 .
Consider Gn = V Pn ⋆ (Bφ), rn = Gn/z
n. Clearly (using φ(0) = 1)
(14) |Gn(0)−B(0)φ(0)| = |Gn(0)−B(0)| ≤ δn .
The rational function rn is of the type we want, but only after the appli-
cation of the symmetry n→ −n on Z.
Let us estimate the norm
‖rn‖2 :=
∫
T
|rn|2 dm+
∞∑
k=1
µk|rn(ζk)|2 .
From (12) and (13) we have |rn| ≤ 1+C(δn + δ′n) on T. So
∫
T
|rn|2 dm ≤
1 + Cδ
′′
n, δ
′′
n → 0. Now we split the sum to two: α1 :=
∑kn
k=1 µk|rn(ζk|2,
α2 :=
∑
k>kn
µk|rn(ζk)|2.
To estimate α1 notice that (12) says that Gn−Bφ is small on T, and the
construction of Gn says that (Gn −Bφ)(z) has zero of multiplicity n at the
origin. This is analytic function in D, so by classical Schwartz lemma
(15) |Gn(z)−Bφ(z)| ≤ Cδn |z|n,
where δn → 0.
In particular,
(16) |(V Pn ⋆ Bφ)(ζk)−Bφ(ζk)| ≤ Cδn |ζk|n .
But B(ζk) = 0, k = 1, ..., kn, so we rewrite
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(17) |Gn(ζk)| = |(V Pn ⋆ Bφ)(ζk)| ≤ Cδn |ζk|n, k = 1, ..., kn .
And finally, using rn(z) = Gn(z)/z
n, we get
(18) |rn(ζk)| ≤ Cδn, k = 1, ..., kn .
Therefore,
(19) |α1| ≤ Cδn
∑
k
µk ≤ Cδn .
To estimate α2 we start from (16) to write
(20) |rn(ζk)| ≤ Cδn + |(Bφ)(ζk)|/|ζk|n, k > kn.
But if k > kn then 1− |ζk| < Cεnn , so
1
|ζk|n ≤ e
C/εn .
In particular,
|α2| ≤
∑
k>kn
µk|rn(ζk)|2 ≤ Cδn + eC/εn
∑
k>kn
µk .
We can always choose εn to decrease so slowly that
∑
k>kn
µk kills the
growth of eC/εn and the last expression
γn := e
C/εn
∑
k>kn
µk
tends to zero.
Summarizing all that
(21) ‖rn‖ ≤ 1 + small
and
(22) rn(z) = ρz
−n + ...+ azn−1, |ρ| ≥ B(0)− small .
Let us inverse the variable. Consider R(z) := r∗n(z) := r(1/z¯) = ρ¯z
n +
...+ a¯z−(n−1). Then we just got |ρ| ≥ B(0)φ(0) − small and
(23) ‖R‖L2(µ) ≤ 1 + small
We finished the estimate
(24) lim inf
n→∞
|ηn| ≥ B(0) .
This proves the estimate from below for ηn for the case ψ = 1. For non-
trivial ψ bounded away from zero, we approximate it from below by smooth
ψ′ and repeat the above argument for Bφ/ψ instead of Bφ.
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5. Estimate from below of τn
We repeat the beginning of Section 4.1. Let ζk = 1/z¯k, B be a Blaschke
product with zeros {ζk}∞k=1, Bn be a partial Blaschke product built by
ζk : |ζk| < 1− 1
kn
,
where kn := [εnn], ε→ 0.
We choose εn later.
Without the loss of generality we think that∑
k
(1− |ζk|) < 1.
The number of zeros of Bn is at most kn.
Choose kn := [Anεnn], where An grows to infinity very slow, namely,
Anε→ 0. Put
R := 1 +
1
ln
.
Let B˜ be a Blaschke product with the same zeros as Bn, but a Blaschke
product in RD. Then we introduce φ by formula (as in Theorem 1.1)
(25) RknB˜ =: Bφ ,
or
φ := Πknk=1
1− ζ¯kz
1− 1
R2
ζ¯kz
.
We use all the notations of the previous section. Let Tn denote the Taylor
polynomial of degree n of Bnφ. Our goal is very simple, we want to repeat
all the reasoning of the previous section, but instead of estimating |Gn(z)−
Bφ(z)| = |(V Pn ⋆ Bφ)(z) − Bφ(z)| we wish to estimate |Tn(z) − Bφ(z)| =
|(Dn ⋆Bφ)(z)−Bφ(z)|. Here Dn stands for Dirichlet kernel. In other words
we just want to replace V Pn kernel by Dn kernel.
Let ζ0 ∈ T. One can write the Cauchy formula for Bφ(ζ0) over RT, R =
1 + 1ln :
(Bnφ− Tn)(ζ0) = 1
2πi
∫
(1+ 1
ln
)T
ζn0 (Bnφ)(ζ)
ζ − ζ0)ζn dζ .
We saw in (13) that
(26) |Bnφ(ζ)| = (1 + 1
ln
)kn |B˜(z)| ≤ eC/An =: 1 + κn , κn → 0 .
In particular, putting this in our Cauchy formula we get
‖Bnφ− Tn‖∞ ≤ C
(1 + 1ln )
n
∫
(1+ 1
ln
)T
|dζ|
|ζ − ζ0| ,
or
‖Bnφ− Tn‖∞ ≤ C log ln e−
1
Anεn ≤ C ′ log n e− 1Anεn .
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We denote δn := log n e
− 1
Anεn . Unlike δn from the previous section, this
one should not go to zero. But we require that it does go to zero, thus
putting some restriction on εn, An. So from now on we assume
(27) δn := log n e
− 1
Anεn
→0,
and
(28) ‖Bnφ− Tn‖∞ ≤ Cδn → 0 .
Also introduce
pn(z) := Tn(z)/z
n, Pn(z) := pn(
1
z¯
) = znT (
1
z¯
) .
Then, let us consider the norm
‖pn‖ :=
∫
T
|pn|2dm+
∑
k
µk|pn(ζk|2 .
Of course we want to prove
(29) ‖pn‖ ≤ 1 + small
and
(30) |Tn(0)| ≥ B(0)− small
Relation (30) follows from (28) and φ(0) = 1.
To prove (29) we notice that (26) implies∫
T
|pn|2dm ≤ 1 + C(κn + δn) ≤ 1 + small .
We split the sum
∑
k µk|pn(ζk|2 into two: β1 :=
∑kn
k=1 µk|pn(ζk|2, β2 :=∑
k>kn
µk|pn(ζk|2.
To estimate β1 we notice (28) and the fact that Bφ − Tn is an analytic
function in D with zero of multiplicity n at the origin. So by Schwartz lemma
(31) |Tn(z)−Bφ(z)| ≤ Cδn |z|n,
where δn → 0.
In particular,
(32) |Tn(ζk)−Bφ(ζk)| ≤ Cδn |ζk|n .
But B(ζk) = 0, k = 1, ..., kn, so we rewrite
(33) |Tn(ζk)| ≤ Cδn |ζk|n, k = 1, ..., kn .
And finally, using pn(z) = Tn(z)/z
n, we get
(34) |pn(ζk)| ≤ Cδn, k = 1, ..., kn .
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Therefore,
(35) |α1| ≤ Cδn
∑
k
µk ≤ Cδn .
To estimate β2 we start from (32) to write
(36) |pn(ζk)| ≤ Cδn + |(Bφ)(ζk)|/|ζk|n, k > kn.
But if k > kn then 1− |ζk| < Cεnn , so
1
|ζk|n
≤ eC/εn .
In particular,
|β2| ≤
∑
k>kn
µk|pn(ζk)|2 ≤ Cδn + eC/εn
∑
k>kn
µk .
We cannot always choose εn to decrease so slowly that
∑
k>kn
µk kills the
growth of eC/εn and the last expression
(37) γn := e
C/εn
∑
k>kn
µk
tends to zero. The reason is in the fact that we have a restriction (27) that
makes εn to tend to zero with a certain speed. But combining (27), (37),
we see that they are reconcilable if µk tend to zero sufficiently rapidly.
It is easy to deduce that (7) allows us to have both assumptions (27),
(37). Therefore, we get (29) and (30). Inversing the variable, that is passing
from pn(z) to Pn(z) proves
lim inf
n→∞
|τn| ≥ B(0) .
If ψ is bounded away from zero we approximate it from below by a smooth
function, and thinking now that 1/ψ is smooth, we can repeat our approxi-
mation arguments with Bφ/ψ instead of Bφ.
6. Estimate from above of τn and ηn
This is a simple estimate. For ηn it is still slightly more difficult, so we
show it in this case.
We want to prove now
(38) lim sup
n→∞
|τn| ≤ B(0)ψ(0) .
Let ψ∗(z) := ψ(1/z¯), B∗(z) := B(1/z¯). Let B
k
∗ be a finite Blaschke product
that is subproduct of B∗.
Consider ∫
T
Rn(z)
ψ∗(z)
znBk∗ (z) dm(z) ,
which absolute value evidently does not exceed one. Let us calculate the
integral according to Cauchy theorem in the exterior of D. We can do that
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as Rn/z
n+1 is analytic in the exterior of the unit disc and equals zero at
infinity.
∫
T
Rn(z)
ψ∗(z)zn+1Bk∗ (z)
dz =
ηn
B(0)ψ(0)
−
∑ Rn(zi)
(Bk∗ )
′(zi)ψ∗(zi)z
n+1
i
.
The last sum we have the estimate (since Rn is normalized in L
2(µ)):
∣∣∣∑ Rn(zi)
(Bk∗ )
′(zi)ψ∗(zi)z
n+1
i
∣∣∣2 ≤∑ 1|(Bk∗ )′(zi)ψ∗(zi)zn+1i |2µi .
The number of terms in the sum is finite, so the sum goes to zero when n
tends to infinity.
Thus,
lim sup
n→∞
|τn| ≤ Bk∗ (0)ψ(0) .
Since Bk∗ is arbitrary we proved (38).
Of course we the reader can see that the proof for τn is exactly the same.
Our both theorems are completely proved.
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