Orthogonal expansions of averaged functions  by Askey, Richard
JOURNAL OF MATHERIATICAL .IN.ZLYSIS AND APPLIC.ATIONS 14, 326-331 (1966) 
Orthogonal Expansions of Averaged Functions* 
RICHARD .&KEY 
UGversity of Wisconsin, Madison, Wisconsin 
Submitted by R. P. Boas 
1. INTRODUCTION 
Boas and Izumi [I] have calculated the Fourier coefficients of the functions 
; p(t) dt and 1 
0 tan (x/2) s 
?(t) dt a 
in terms of the Fourier coefficients off(x). We show how similar results can 
be obtained for suitably averaged functions when the functions are expanded 
in series of the classical orthogonal polynomials. 
2. JACOBI EXPANSIONS 
Let P:@(x) be the Jacobi polynomial of degree n defined by 
2%!(1 - x)“(l + x)fi P$“‘(x) = (- 1)” D”[(l - .x)n+n (1 + .q+q (1) 
for (Y, /3 > - 1. Then 
s 1 Pf+(x) Pj;*p’(x) (1 - x)” (1 + x)a dx = S,, ,,,Iz$~’ (2) -1 
where 
h’“.B’ = h, = p+!3+1 r(n+ol+l)r(n+~+l) n 2n + 01 + /Ll + 1 qn + 1) qn + 01+ /3 + 1) . 
For f(x) (1 - x>” (1 + x)0 E L1 we define the Jacobi coefficients off by 
u(n) = /;,f(x) Pj,=s8’(x) (1 - x)” (1 + x)a dx. (3) 
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Then we have 
f(x) = 2 u(n) h;‘Py(x) 
n=O 
at least formally. Define 
g(x) = (* _ xr+: (* + x)B 
s 
1 
zf(t) (1 - t>" (1 + tY dt. (4) 
Then we have the following theorem. Theorem 1 will just be a formal result 
and sufficient conditions for it to hold will be given at the end of this section. 
THEOREM 1. Let a(0) = 0 ,for simplicity. Then ifg(x) is dejined by (4) and 
b(n) and u(n) are the Jacobi coeficients of g and f respectively, we have 
b(n) = 44 
n+a+B+l 
+ r(n + a+ 1) 9 z a(K) [2K + a + B + 11 qk + 1) m + 1) k=n+l h[h + a + B + I] qh + O! + 1) 
for 11 = 0, 1, .** . 
We proceed formally. 
b(n) = fig(s) p>“‘(x) (1 - X>” (1 + x)’ dx 
=,:+--/:f(t)(l -t)“(l +t)“dtI’~SB’(x)dx 
= 2 a(h) h,l(2h)-’ I’ (1 - x)’ (1 + x)~ (1 + x) 
k=l -1 
x P&l.&cl)(x) I’~+) dx 
by (1). By formula (33) on p. 173 of [2] we have 
x P$+‘(x) (1 - x)” (1 + “)B iix. 
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Then using (4.5.3) of [3] we get 
r(k + B) ‘--l(2j + a+ B + 1) r(j + a + B + 1) 
’ r(k - 01 + B + 1) i=. Is r(j + B + 1) 
. s ’ Pj’“*B’(x) P:sB’(x) (1 - x)” (1 + x)~ dx -1 
+2 
a(k) r(k + B + 1) 
,J@k + a+ B + 1) r(k + a: + B + 2) 
lc (2j + a + B + 1) r(i + a + B + 1) XZ 
j=O r(j + B + 1) 
X 
I 






a(k) (2k + a + B + 1) r(k + 1) 0 + a + 1) 
k=n+l k(k + 01 + B + 1) r(k + a+ 1) r(n + 1.) 
The easiest sufficient condition for Theorem 1 to hold is the absolute con- 
vergence of C a(k) Iz;~P~@( x an ) d a condition for this isc ( a(k) 1 kl* < CO. 
Boas and Izumi [1] have proven their result under much more general 
conditions and their argument can be copied to obtain Theorem 1 under 
more general conditions. We leave this to the interested reader. For 
OL = 18 = - & our result is the same as the Boas-Izumi result for 
1 
tan (43 I 
=f (t) dt. 
0 
3. LAGUERRJZ EXFWTSIONS 
Let L”, (x) be the generalized Laguerre polynomial of degree tt defined by 
n! .x%~-~L~~x) = Dn(xn+OLe-z) (5) 




hna=hn= qn+l) * 
For 1 x j*f(x) ee* EU(O, co), n = 0, 1, a**, we define the Laguerre coeffi- 
cients by 
u(n) = Jq(x) L,=(x) Pe+ dx. 
Then we have (formally) 
(7) 




g(x) = - sF+1e-2 I 
‘f(t) taeet dt. 
0 
03) 
Then as above we have the following theorem. 
THEOREM 2. Assume 
rf(x) fe-% dx = 0 
for simplicity and let g(x) be defined by (8). Then if a(n) and b(n) are the 
Laguerre coeflcients off and g respectively, we have 
As in the proof of Theorem 1 we have 
b(n) = jFg(x) L,=jcole-l dx = c + /:f( t) tOLe-t dt LnDL(x) dx 
= 2 a(h) hi1 Jr$ /zLE(t) t”emt dtL,“(x) dx 
0 
= 2 U(K) h,‘h-’ 1: &Lit:(x) L;(x) x”+‘e-’ dx 
k--l 
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by (5). Then using (38), p. 192 of [2] we have 
= 2 a(h) h,lh-%, 
k=n+l 
Again the above theorem is only a formal result and the reader who is inte- 
rested can supply the appropriate conditions to make the formal proof 
complete. 
4. HERMITE EXPANSIONS 
A similar result holds for Hermite expansions where for simplicity g(x) 
is now defined by 
g(x) = & j;xfO e-t* dt. (9) 
Let H,(x) be defined by 
H,(x) = (- 1)” exB D”e+*. 
Then 
s 
m H,(x) H,(x) e& dx = S,,,h,, 
-cc 
where h, = S2 2%!. Then if x”f(x) e& EL~(- co, CD), n = 0, 1, *me, we 
define 
Then formally 
a(n) = Srn f(x) H,(x) emz* dx. 
-03 
f(x) = 2 a(n) h;lffn(x). 
Our final theorem is the following. Again we assume for simplicity that 
I 
r.0 
-,f(x) esx2 dx = 0. 
THEOREM 3. Let g(x) be defined by (9) and let u(n) and b(n) be the Hmmite 
coe~~ts off and g respectively. Then 
k even 
where H 2,+1(O) = 0 and H,,,(O) = (- 1)” (2m)!/m!. 
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The proof is exactly the same as the above proofs and we leave it to the 
interested reader. 
5. OTHER RESULTS 
It is possible to dualize the above results to obtain the Fourier coefficients 
of functions averaged in a different way. For example, for Laguerre coeffi- 
cients define 
g(x) = ,rf+ dt. 
Then if 
b(n) = 1: g(x) L,=(x) tie-% dx 
we have 
and a(n) = /~(x)&~(x) pe-” dx 
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