Abstract. In this paper we discuss stability and stabilization of continuous and discrete multidimensional input/output (IO) behaviors (of dimension r) which are described by linear systems of complex partial differential (resp., difference) equations with constant coefficients, where the signals are taken from various function spaces, in particular from those of polynomial-exponential functions. Stability is defined with respect to a disjoint decomposition of the r-dimensional complex space into a stable and an unstable region, with the standard stable region in the one-dimensional continuous case being the set of complex numbers with negative real part. A rational function is called stable if it has no poles in the unstable region. An IO behavior is called stable if the characteristic variety of its autonomous part has no points in the unstable region. This is equivalent to the stability of its transfer matrix and an additional condition. The system is called stabilizable if there is a compensator IO system such that the output feedback system is well-posed and stable. We characterize stability and stabilizability and construct all stabilizing compensators of a stabilizable IO system (parametrization). The theorems and proofs are new but essentially inspired and influenced by and related to the stabilization theorems concerning multidimensional IO maps as developed, for instance, by Bose, Guiver, Shankar, Sule, Xu, Lin, Ying, Zerz, and Quadrat and, of course, the seminal papers of Vidyasagar, Youla, and others in the one-dimensional case. In contrast to the existing literature, the theorems and proofs of this paper do not need or employ the so-called fractional representation approach, i.e., various matrix fraction descriptions of the transfer matrix, thus avoiding the often lengthy matrix computations and seeming to be of interest even for one-dimensional systems (at least to the author). An important mathematical tool, new in systems theory, is Gabriel's localization theory which, only in the case of ideal-convex (Shankar, Sule) unstable regions, coincides with the usual one. Algorithmic tests for stability, stabilizability, and ideal-convexity, and the algorithmic construction of stabilizing compensators, are addressed but still encounter many difficulties; see in particular the open problems listed by Xu et al.
Introduction.
Stabilization theory is a part of control theory and usually involves the following ingredients [7, p. 60 ].
1. Stability: Select the class of admissible systems and define and characterize the stable systems in this class. 2. Stabilizability: Determine which admissible systems can be stabilized by output feedback. 3. Stabilization: Construct a stabilizing compensator for a given stabilizable system. 4. Parametrization: Classify or construct all stabilizing compensators for a given stabilizable system. In this paper we discuss these problems for continuous and discrete multidimensional input/output (IO) behaviors, which are described by linear systems of complex partial differential equations on R r (resp., difference equations on N r ) with constant coefficients, where the signals are taken from various function spaces-in particular from those of polynomial-exponential functions. Polderman and Willems in [15, sec. 10.8] and Rocha [19] suggest renouncing the IO structure and output feedback in favor of more general behavior interconnections. The first stabilization results for multidimensional systems in this generality are due to Shankar [21] , [22] . In contrast to our approach, most multidimensional stabilization papers use a commutative integral domain S of "SISO-stable plants" and describe the admissible systems, often called plants, by a transfer operator or IO map, which is a matrix with coefficients in the quotient field of S; cf., for instance, [26] , [6] , [23] , [25] , [31] , [32] , [7] , [8] , [16] , [17] , [18] . This approach to stabilization theory is originally due to Desoer, Kucera, Vidyasagar, Youla, and their coworkers. These systems are called structurally [6] or internally [17] stable if their transfer matrix has entries in S. In their recent paper [29] , Wood, Sule, and Rogers treat stability and causality, but not stabilization of continuous multidimensional IO systems.
An IO behavior B gives rise to its autonomous part B 0 , its transfer matrix H, and the largest controllable subbehavior B cont which, in turn, has the autonomous part B 0 cont . The entries of the transfer matrix are complex rational functions in r indeterminates s ρ , i.e., contained in the quotient field C(s) of the polynomial algebra A := C[s] = C[s 1 , . . . , s r ]. In general, the transfer matrix does not act on arbitrary inputs as an operator or IO map, and it is an important task to identify those inputs on which it does. Associated with these behaviors is the complex variety sing(B) of rank singularities and the characteristic varieties char(B 0 ) ⊇ char(B 0 cont ) of the autonomous subbehaviors, the latter coinciding with the variety of poles of H. In the one-dimensional theory, the elements of char(B 0 ) are called the poles, modes, characteristic values, or natural frequencies of the system. Stability and stabilization of an IO system are defined with respect to a disjoint decomposition C r = Λ 1 Λ 2 of the complex space into a stable region Λ 1 and an unstable region Λ 2 , with the standard continuous (resp., discrete) cases being Λ 2 = C + r , C + := {z ∈ C; (z) ≥ 0} or Λ 2 = C + × iR r−1 ([29] ), resp., Λ 2 = {z ∈ C; |z| ≥ 1} r or Λ 2 = {z ∈ C; |z| ≥ 1} × (S 1 ) r−1 .
A rational function is called stable if it has no poles in the unstable region. The ring of all stable rational functions or SISO-stable plants is the quotient ring A T ⊆ C(s) with T := {t ∈ A; ∀λ ∈ Λ 2 : t(λ) = 0} [25] . The discrete IO maps in the literature are usually assumed to be causal or proper and are considered rational functions in the indeterminates s −1 ρ ; then the set Λ 2 from (1) is replaced with the closed unit polydisc [6] , [7] . Properness is not assumed in the present paper because it is rather restrictive for partial differential equations, but properness and the ensuing BIBO stability will be discussed in the paper [20] .
An IO system B is called stable if the characteristic variety of its autonomous part is contained in the stable region or, equivalently, if all polynomial-exponential trajectories in B 0 are stable, i.e., involve exponents in the stable region only. In [29] this is called a characteristic variety (CV) condition and used to define stable autonomous systems. Stability of B in this sense is equivalent to the stability of the transfer matrix and an additional condition (see Theorem/Definition 5.1 and Remark 5.2). In particular, a one-dimensional IO system is stable if and only if its autonomous part is asymptotically stable or, equivalently, if its transfer matrix is stable and its singular variety is contained in the stable region. One of the reviewers points out that these two equivalent descriptions of the stability of one-dimensional IO systems should be called time domain (resp., frequency domain) stability. Multidimensional stable IO systems are externally or IO stable in the sense that the transfer matrix acts as an operator on interesting classes of inputs and generates outputs of the same type as shown in Theorem/Definition 5.3 and Theorem 5.4; the latter applies results on partial differential equations from [4] as do Theorems 6.4 and 7.2 in [29] which, however, hold in special cases only. Theorem 7.6.2 of [15, p. 265] , for instance, treats the connection between asymptotic stability and bounded input/bounded output (BIBO) stability of one-dimensional IO systems as done already by Kalman in his fundamental work. The paper [29] contains the interesting idea that stable systems should generate stable outputs from stable inputs and initial conditions, with a necessary requirement that the initial value problem be defined and uniquely solvable. For discrete multidimensional systems this is the case for which we give a partial answer and pose Open Problem 5.13, whose study is also worthwhile for continuous systems and certain function spaces.
An IO system B is called stabilizable if there is an IO system B such that the feedback system (in (20) , (21)) of B and B is well-posed [26] and stable; then B is called a stabilizing compensator. In Theorems 4.4 and 5.8 we characterize stabilizability of B and construct one stabilizing compensator, whereas Theorems 2.14 and 4.6 describe the parametrization or construction of all stabilizing compensators of a stabilizable IO behavior. The famous prototype of such a parametrization is that of Kucera, Youla, Bongiorno, and Jabr and is detailed by Vidyasagar in [26, Chap. 5] . The theorems on the stabilization of general multidimensional IO systems and their proofs are new but essentially influenced and inspired by and related to the results on the stabilization of IO maps in the references given above.
The proofs employ localization, after the work of Gabriel, as a new mathematical tool in systems theory which is described in Stenström's book [24] and in section 3 of this paper. At no time do the results and proofs need or employ the so-called fractional representation approach (i.e., matrix fraction descriptions of the transfer matrix of various kinds and the, sometimes long [26] , [17] , [18] , ensuing matrix computations); thus they seem simpler and of interest even in the one-dimensional case (at least to the author). The localization technique also avoids the difficulties in [29] with the lack of ideal-convexity [23] of the unstable regions Λ 2 . Such a region is called ideal-convex if
denotes the algebraic variety of a. Ideal-convexity is characterized by the coincidence of Gabriel localization with the standard localization functor M → M T on A-modules M (see Theorem/Definition 5.6).
Algorithmic problems are addressed in Remark/Open Problem 5.10. The algorithmic test of stability, stabilizability, and ideal-convexity and the algorithmic construction of one or all stabilizing compensators still encounter many difficulties; see in particular the open problems in [7] and [30] which, however, address these difficulties only for the closed unit polydisc of arbitrary dimension as region of instability. Solutions for the closed unit polydisc are known in interesting special cases [6] , [7] , [8] .
Sections 2, 3, and 4 of this paper consider abstract IO systems whose signal spaces are injective cogenerators over a factorial Noetherian integral domain as in [11, Chap. 7] and use, in particular, Matlis' theory of injective modules over Noetherian rings as in [12] . This generality makes the proofs more transparent and may possibly be used for other types of systems too. As preparation for the stable and stabilizable systems in section 4, section 2 discusses trivial and trivializable systems and the construction of all trivializing compensators. An IO behavior is called trivial if its autonomous part is zero or, equivalently by Theorem/Definition 2.5, if it is controllable and its transfer matrix is polynomial. In section 5 the results of sections 2, 3, and 4 are specialized to multidimensional systems proper as described above.
Due to the large number of papers on stabilization theory, we list only those references which are actually used. But the author is fully conscious of many other important contributions and contributors, such as, for instance, Bisiacco, Fornasini, Marchesini, and Valcher of the Padovian school.
Triviality and trivialization by feedback.
Let A denote a commutative Noetherian integral domain with its quotient field K = quot(A), and let F denote an injective cogenerator which is used as a signal space with its scalar multiplication •. In this section we consider F-systems or F-behaviors as introduced and studied in [11] , in particular [11, Chap. 7, p. 139] . Refer to the first pages of [28] or to [27] for a newer, more elegant introduction to multidimensional behavioral systems theory. It was shown that many cases of interest for systems theory can be developed in this abstract setting. For instance, the continuous case of systems governed by linear systems of partial differential equations with constant coefficients uses the data
whereas multidimensional discrete or r-dimensional systems theory applies the polynomial algebra A as in (3) and the signal space
The corresponding objects over the real field R instead of the complex field C are likewise admissible. Recall that an A-module F is an injective cogenerator if the contravariant duality functor,
preserves and reflects exact sequences, where Mod A is the category of A-modules. In [11] we used a large injective cogenerator F, but this is unnecessary, as was observed in [12] . The column vectors in F l are suggestively called trajectories also in the abstract module situation.
A matrix R ∈ A k×l gives rise to the row submodule
the factor module
and the behavior
Since A is Noetherian, every submodule U ⊂ A 1×l arises in this fashion. Like U ⊥ we define, for every submodule B of F l , the orthogonal submodule
of all linear equations which are satisfied by all trajectories in B. 
and, more precisely, to the contravariant exact functor Hom A (−, K) on finitely generated A-modules or to the covariant exact functor B → B on behaviors. Standard linear algebra over the field K can be applied to the K-space B. In particular, it determines the number
where [F : A] denotes the dimension of a free A-module F .
Let w = y u ∈ F p+m , l = p + m, be a decomposition of the trajectories w into two components y and u, possibly after a permutation of the components w j of w, and let R = (P, −Q) ∈ A k×(p+m) be the corresponding decomposition of the matrix R such that B : 1. rank(P ) = rank(R) = p.
The projection
is exact, and the module M 0 is a torsion module or rank(M 0 ) = 0. 
The dual sequence of behaviors
•(
is a complex, i.e., (P, −Q)
The 
If this is the case, the behavior B is called controllable and is indeed the unique controllable IO behavior with transfer matrix H or, in other words, the unique controllable realization of H, and moreover,
Remark 2.3. As shown by Willems and Rocha for discrete two-dimensional systems and by Pillai and Shankar [14] for continuous multidimensional ones, the term controllable is justified by the concatenability of trajectories in controllable systems. A module is torsion free if and only if it can be embedded into a free module and hence, by duality, the system B is controllable if and only if there is a system epimorphism φ : F m → B, which Pommaret (resp., Willems) calls a parametrization (resp., an image representation) of B. The first reviewer suggests calling a controllable system B torsion free or, more generally, to systematically use the attribute of the system module M also for the system itself. We will stick to the term controllable since it is used by most researchers. If d is a common denominator of the entries of H, i.e., if 0 = d ∈ A and dH ∈ A p×m , the multiplication with d is an isomorphism on K, and therefore (15) can also be expressed as
Proof. The theorem is a reformulation of [11, Thm. 7.24] . We give a slightly simpler and more direct proof. If (13) is exact, then (14) is an isomorphism, and hence M is torsion free. If, conversely, M is torsion free, we obtain the monomorphisms
which imply A 1×k R = {(ξ, η) ∈ A 1×(p+m) ; ξH + η = 0} and the exactness of (13). The first map in (17) is a monomorphism since its kernel is the torsion submodule of M and thus zero. The second isomorphism follows from
and the exactness of
Concerning equality (16), the identity P H = Q ∈ A k×m implies
If, conversely, η := −ξH ∈ A 1×m and thus ξH + η = 0, the monomorphism (17) implies (ξ, −η) = ζ(P, −Q) for some ζ ∈ A 1×k and hence ξ = ζP ∈ A 1×k P . 
are isomorphisms; in particular M and B are free. In accordance with the literature, we reserve the term stable to a more general situation in sections 4 and 5.
Proof. ⇒: The exact sequences (11) and (12) and M 0 = 0 imply the isomorphisms (18) and hence the freeness and controllability of B. The equality 
Let l := p + m. The feedback behavior B := feedback(B 1 , B 2 ) is the behavior
with Proof. It is obvious that the indicated map is indeed the inverse map. Recall that a trivial behavior is free and that projective modules are precisely the direct summands of free ones.
From Result 2.1 we know that the transfer space of B 1 is
and likewise for B 2 . Therefore, the equations of the transfer space of B according to (8) are 
Moreover, 
The assertion then follows from Result 2.1. The simultaneous invertibility of these matrices is standard and follows trivially by elementary row and column operations. According to Result 2.1, the equations of B 0 follow from (21) of B by setting the input u = u2 u1 to zero. The expression for H is implied by the equations
by cancelling the matrix
Remark 2.8. If the feedback behavior of the preceding theorem is well-posed, the matrices
imply In the following we assume that the IO behavior B 1 is given and construct all trivializing IO behaviors B 2 . The set of all these B 2 is parametrized by an open subset (in the Zariski topology) of a finitely generated polynomial module. This parametrization generalizes the important Youla-Kučera parametrization of the onedimensional stabilization theory. According to the preceding theorem, we make the necessary assumption that the behavior B 1 is projective. We use the exact sequence
The following remark establishes the well-known one-to-one correspondence between idempotent endomorphisms e = e 2 of a module and direct sum decompositions. If
is an idempotent or a projection, then
ker(e) = im(id −e).
Conversely, any direct sum decomposition
gives rise to the projection e = e 2 ∈ Hom A (F 0 , F 0 ). The map
is bijective. By restricting the preceding bijection to decompositions F 0 = U 1 ⊕ U 2 with the fixed U 1 from above we obtain the following. Corollary 2.10. For the data from (24) the following map is bijective:
The preceding decompositions can also be described by means of homomorphisms g ∈ Hom A (F 0 , F 1 ) ∼ = A l×k1 , as was already shown more generally in [9, Lem. 6.2, p. 88]. This is important for constructive purposes in particular.
Lemma 2.11. The following conditions are equivalent for a submodule U 1 of F 0 and its factor module
is also projective and there is an idempotent
e = e 2 ∈ Hom A (F 0 , F 0 ) such that U 1 = im(e).
There is a homomorphism g ∈ Hom
Proof. The equivalence of 1 and 2 is standard since the projectivity of M 1 is equivalent with the splitting of the exact sequence (24).
2 ⇒ 3: Let e be an idempotent with image im(e) = U 1 . Then the map e : F 0 → U 1 = im(e) is surjective. Since U 1 is projective and the map d 0 : F 1 → U 1 is surjective, there is a linear section 
The map is well defined: If
is an idempotent with im(e 2 ) = U 1 according to the preceding lemma. If h 2 and h 3 are homogeneous solutions such that
3. It is obvious that the map ϕ is injective, and it is surjective by the preceding lemma.
We reformulate the preceding theorem in matrix terms. We identify
and emphasize that ( 
The module M 1 or the behavior B 1 is projective if and only if there is a matrix
This algorithm is related to the algorithms of [33] ; its idea goes back at least to MacLane [9] as explained above.
2. Assume that B 1 is projective with the data from 1. Then the map
is bijective. Moreover, 
where 0 = t ∈ A is a common denominator of the entries of
which is constructed by means of the idempotent
where 
p×(p+m) and det(P 1 ) = 0, then the situation of (26) simplifies to
Proof. The equivalence of (25) and (27) follows from
which imply that P 1 (resp., (id p , −H 1 )) can be cancelled as a left (resp., right) factor. Of course, each direct complement behavior
of the preceding theorem admits an IO structure, but not necessarily that with u 2 as inputs, as needed for the feedback construction. To enforce this additional property we proceed as follows. Let X 1 , . . . , X n be a system of A-generators of the submodule
The same matrices generate {X ∈ K l×k1 ; (id p , −H 1 )XP 1 = 0} as a K-vector space. In the relevant examples the X i can be computed by means of Gröbner bases. The
where
Again, in the relevant examples the submodule V and its factor module A 1×n /V can be computed by means of Gröbner bases. In addition we consider the polynomial map 
the behavior
is an IO behavior with input u 2 if and only if rank(P 2 ) = m. Composing the maps just constructed, we obtain the map
which is polynomial in the components of θ; i.e., its components are contained in K [θ] . Summing up we obtain the final parametrization theorem. Theorem 2.14 (parametrization of trivializing behaviors).
u1 ∈ F p+m } be a projective behavior as in Theorem 2.13, and assume that A is infinite. Then, with the data introduced above, the map
is a bijection from the nonempty set Proof. It remains only to show that such behaviors exist. The matrix P 1 of rank p has a left inverse
and E := GR 1 .
in particular, X is of the form
Since the components of Φ are polynomials in K[θ] and since A is an infinite subset of K, there is also a parameter θ ∈ A 1×n with nonzero Φ(θ ), which induces an IO behavior B 2 such that the feedback system feedback(B 1 , B 2 ) is well-posed and trivial.
Remark 2.15. We remark that {θ ∈ K 1×n ; Φ(θ) = 0} is a nonempty open subset of K 1×n with respect to the Zariski topology and is therefore dense. This signifies that, generically, the behaviors B 2 with F p+m = B 1 ⊕ B 2 are IO behaviors with the desired input u 2 ∈ F p .
Localization.
The assumptions of the preceding section remain in force. Moreover, we assume that the ring A is factorial. We use Matlis' structure theory of injective modules over Noetherian rings and refer to [10, Let Spec(A) (resp., Max(A)) denote the set of prime (resp., maximal) ideals of A. A prime ideal p is associated with an A-module M if and only if there is an x ∈ M such that p = ann(x) = {a ∈ A; ax = 0} or, in other words, that A/p is a submodule of M up to isomorphism. Let Ass(M ) ⊂ Spec(A) denote the set of prime ideals associated with M . A module M is p-coprimary if Ass(M ) consists exactly of one prime ideal p; then
Local or almost nilpotency of a on M means that for all x ∈ M there is an index m such that a m x = 0. The injective module F is a cogenerator if and only if it contains all simple modules A/m, m ∈ Max(A), up to isomorphism, i.e., if Max(A) ⊂ Ass(F). Each module M has an injective envelope E(M ) ⊃ M which is unique up to noncanonical isomorphism. This signifies that E(M ) is injective and that V ∩ M = 0 for each nonzero submodule V of E(M ). Since A is Noetherian, a direct sum or coproduct of modules is injective if and only if each direct summand has this property. Each injective module E admits a direct sum decomposition into directly indecomposable injective modules, and this decomposition is unique up to an automorphism of E. An indecomposable injective module E is coprimary, and if p is its unique associated prime ideal, then
is a bijection of the prime spectrum Spec(A) onto the set of indecomposable injectives up to isomorphism. Since E(A/p) is injective and indecomposable, the injective map
is even bijective, and therefore E(A/p) is an A p -module, where
is the local ring of the prime ideal p with its unique maximal ideal p p = A p p. For M ∈ Mod A , the adjointness isomorphism
holds. Together with N = N p for N ∈ Mod Ap this shows that the duality functor Hom Ap (−, E(A/p)) on Mod Ap is exact, and hence E(A/p) is an injective A p -module. Since it contains the unique simple A p -module (A/p) p = A p /p p , the module E(A/p) is the unique minimal injective cogenerator of the category Mod Ap to which the considerations of section 2 are applicable. In particular,
denote a direct sum decomposition of the injective cogenerator F into indecomposable injectives F i and let
be a disjoint decomposition of Ass(F). All subsequent objects depend on the choice of F and of the decompositions (39) and (40).
In particular, the latter imply direct sum decompositions
where E(A/p) (μ(p)) denotes the direct sum of μ(p) copies of E(A/p). All modules in these direct sum decompositions are injective. Like E(A/p), the module
is an injective cogenerator of the category of A p -modules. The decompositions (41) induce corresponding decompositions of F behaviors. Let
Since M is finitely generated, the functor Hom A (M, −) preserves direct sums, and therefore (41) induces direct decompositions
We use the following suggestive system-theoretic terminology. 
is bijective. As an injective cogenerator we take the module
of locally finite distributions or polynomial-exponential functions [12, Thm. 6.6]. Then
i.e., F is the unique minimal injective cogenerator of the category of C[s]-modules. We choose a disjoint decomposition 
For practical engineering applications the stable part y 1 of y is negligible and the signal y coincides with its steady state y 2 . This justifies the suggestive terminology introduced above.
We go on with the general situation. The set
is a multiplicative submonoid of A and saturated; i.e., each divisor of an element in T belongs to T . The set T gives rise to its quotient ring
Proof. The inclusion ⊆ follows from (49). For the reverse inclusion we use that A is factorial. Let x = a s ∈ quot(A) with relatively prime a, s be contained in all
In the context of Gabriel's localization theory the set P 2 ⊂ Ass(F) and its associated injective module F 2 give rise to a full localizing or Serre subcategory or hereditary torsion class C of Mod A and a Gabriel topology T [24, Thm. VI.5.1], where
= {C ∈ Mod A ; ∀p ∈ P 2 : C p = 0} and
Since F 2 is injective, the class C of T-torsion modules is obviously closed under taking submodules, factor modules, extensions, and direct sums; in particular C = {C ∈ Mod A ; ∀x ∈ C : ann(x) = {a ∈ A; ax = 0} ∈ T} (51) and T is directed downward. Moreover, C is stable, i.e., closed under taking injective envelopes [24, Props. VI.7.1 and VII. 4.5] . If M is a finitely generated A-module and a an ideal of A, then M ∈ C, resp., a ∈ T ⇔ ∀p ∈ P 2 ∃s p ∈ A \ p such that s p M = 0, resp.,
The largest submodule of M in C is called the T-torsion radical of M and denoted by t T (M ). If t T (M ) = 0, the module is called T-torsion free. Due to (52) a T-torsion module is a torsion module in the usual sense, and hence a torsion free module is Ttorsion free. Every subcategory C with the indicated properties arises from a suitable injective module F 2 ; in other words, there are no other localization functors than those described below.
An A-module M also induces its quotient module
, we see that any module with 
for M ∈ Mod A and N ∈ Mod A,T , and is given by the directed colimit [24, Prop. IX.1.7] 
2. These modules are also injective A T -modules. Only in important special cases are they A T -cogenerators; see Theorem/Definition 5.6 of section 5.
The module F
1. This is shown in [24, Prop. X.1.9]. 2. Since these A T -modules are injective A-modules, the injectivity as A Tmodules follows from the identity
This follows from
E(A/p) T = E(A/p) if p ∩ T = ∅ 0 i fp ∩ T = ∅ .
Since A is Noetherian and hence the functor Hom A (a, −) in (53) preserves direct sums, a direct sum of A-modules is T-closed if and only if all summands have this property. This implies in particular that the injection functor from Mod A,T to Mod A also preserves direct sums and that every projective A T -module is contained in Mod A,T since A T = A T is T-closed (see Lemma 3.4).
The module M T is always an A T -module, i.e., the multiplication with t ∈ T is bijective [24, p. 196 in one-dimensional systems theory. Again in Theorem/Definition 5.6 we characterize this exceptional situation in the most important case and show its relation to idealconvexity in the sense of [29] . The difficulties of [29] with the possible absence of ideal-convexity are avoided in our theory by using M T instead of the standard M T . But see the following lemma.
Lemma 3.4. A T = A T ⊂ K := quot(A).
Proof. For a ∈ T, the map
is a well-defined A-monomorphism. Indeed, if
Since directed colimits are exact, the injections (59) induce an injection
But according to (52) and Lemma 3.2,
and thus
As in the preceding lemma, we define for every A-module M and prime ideal p ∈ P 2 the canonical A-linear map
independent of the choice of s p .
Lemma 3.5. The map
is a functorial monomorphism. Proof. Only the injectivity has to be shown. Assume therefore that
The ideal a := p∈P2 At p s p belongs to T since it contains the t p s p and, by construction, α | a = 0, and hence [α] = 0 in M T . A further functorial homorphism is the map 
For the data from (42), the inclusion U ⊂ A 1×l induces the inclusions
Lemma and Definition 3.6. For the data from (42), the submodule
is the largest one such that
Moreover, Proof. The exactness of (−) T implies
Finally,
The last equations follow from the fact that U T is an A T -submodule of A 1×l T and that
T . The injection from Lemma 3.5 and the exact sequence
and this implies
Remark 3.7. If the matrix R with U = A 1×k R is given it is, in general, a difficult problem to compute a matrix
Abstract stability and stabilization.
The assumptions and notation of the preceding section remain in force. We apply the results of the preceding sections to stability questions, first in the abstract situation and then, in the next section, to multidimensional systems governed by partial differential or difference equations.
Theorem and Definition 4.1 (equal steady state). 1. Let
be two behaviors as in (42) with their corresponding decompositions (43) and the submodules U st (resp., U st ) according to Lemma/Definition 3.6. Then
Then we say that the behaviors B and B have the same steady state.
The behavior
is the smallest one with the same steady state as B.
Proof. 1. Replacing B with B + B , we assume without loss of generality that B ⊆ B or U ⊆ U . Let f : U ⊂ U (resp., g : M → M ) be the canonical injection (resp., surjection). Application of the exact functor (−) T furnishes the commutative diagram with exact rows in Mod A,T
where f T : U T ⊂ U T and g T is the canonical epimorphism. Hence U T = U T if and
inj :
By Lemma 3.3 F 2 is an injective cogenerator in Mod A,T and hence
2. This is a reformulation of Lemma/Definition 3. 6 .
In what follows we assume that an IO system B ⊂ F l is given with the data 
and the cogenerator property of F(p) as an A p -module. 
.2. If this is the case, then
and B is called a stabilizing compensator of B.
Proof. According to Theorem 2.7 the direct sum decomposition
The stability of B signifies that B Direct decompositions as in (66) appear in almost all stabilization theories, often disguised as Bezout identities for matrices. The next theorem contains a test for stabilizability of the IO system B and the construction of a stabilizing compensator. It is just a reformulation of Theorem 2.13.
Let
be the largest submodule of
according to (62) and Lemma/Definition 3.6. The use of R st is necessary since epimorphisms in Mod A,T are not surjective, and hence U T is not generated over A T by the rows of R in general. Since U ⊂ U st , there is a matrix X such that R = XR st ; hence P = XP st and p = rank(P ) ≤ rank(P st ) ≤ rank(R st ). Moreover, p = rank(R) = rank(U ) = rank(U st ) = rank(R st ), and therefore p = rank(P st ) = rank(R st ).
Thus the behavior
is an IO behavior with the same IO structure and steady state as B. Due to K ⊗ A U = K ⊗ A U st from Lemma/Definition 3.6, B and B st have also the same transfer matrix H. 1. The behavior B is stabilizable.
There is a matrix
G 1 ∈ A l×k1 T such that R st = R st G 1 R st ,
and then
E 1 := G 1 R st = E 2 1 ∈ A l×l T with U T = A 1×l T E 1 = U T .
With G 1 and E 1 from item 3 there is a matrix
X ∈ A l×k1 T with R st XR st = 0 such that E := E 1 + XR st = E 2 ∈ A l×l , U T = A 1×l T E and rank (id l −E) 0 id m = m.
If these conditions are satisfied, choose E ∈ A l×l T
according to item 4. Let t ∈ T be 1 or the greatest common divisor of the denominators of E. Define T /U T . 3 ⇒ 4: This implication follows from Theorem 2.14. 4 ⇒ 1: Construct R and B as indicated. The equalities rank(R ) = rank(P ) = m show that B is an IO system with the desired IO structure. By construction,
The last equation shows that B is well-posed with
The last equation signifies the stability of B . Remark 4.5. Condition 2 of the preceding theorem is equivalent to the A Tprojectivity of A 1×l T /U T , and then this module coincides with M T . This does not imply that U T is a direct summand of A 1×l T or that M T is A T -projective. If, however, this is the case, then condition 2 follows and U T = U T , M T = M T . We remark that, in general, A T is not projective in Mod A,T since epimorphisms are not surjective in this category. Therefore condition 2 has been expressed without using the notion of projectivity. 
Standard examples for such decompositions are those from (47).
The main goal of this section is to show that for these data the stable systems according to Theorem 4.2 have various stability properties known from the one-dimensional theory, and that therefore the stability terminology and the abstract theorems of the preceding section are justified. At the end of this section we explain the necessary modifications for the discrete case.
For any polynomial ideal a ⊂ C[s] we define its algebraic variety as usual as
The maximal ideals of A = C[s] are the
and the multiplicative monoid T from (48) is
The quotient rings A p , p ∈ P 2 , and A T are
Quotient rings A T of this type are customarily used in stabilization theory as rings of SISO-stable plants [26] , [25] . From (70) and (43) we further obtain direct decompositions of B and likewise of B 0 :
For the system B from (64) its variety sing(B) of rank singularities (resp., the characteristic variety char(M 0 ) = char(B 0 )) of its autonomous part are [11, Thm. 7 .69, Cor. 7.71, Rem. 7.72, Cor. 7.78], [28, Thm. 4.4] sing(B) := {λ ∈ C r ; M m λ is not free} = {λ ∈ C r ; rank(R(λ)) < rank(R) = p},
We remark that the characteristic variety of a nonautonomous system B coincides with 
where t(M ) is the torsion submodule of M .
These exact sequences and (16) Theorem and Definition 5.1 (Λ 2 -stability). For the behavior B from (64) and the decomposition (70) the following statements are equivalent:
(i) The transfer matrix H is stable; i.e., by definition, H ∈
Proof. 1 ⇔ 2 according to definition (75). 1, 2 ⇔ 3 follows from the exactness of the sequences in (77) and the equivalence 1 ⇔ 2 applied to B 1. Once the data from (70) have been chosen we call the region Λ 1 , the polynomials in T , the rational functions in A T , and the polynomial-exponential functions in F 1 stable and Λ 2 the unstable region or domain of instability [25, p. 1692] . Stable rational functions are those without poles in the unstable region. Of course, not all unstable regions Λ 2 are of practical importance. 2. The preceding theorem shows that stability of B in the sense of this paper is characterized both by properties 1 and 2 of its autonomous part, and by the stability of the transfer matrix H together with 4(ii), interpreted as external stability due to the following theorems. 3. Trivial systems satisfying B 0 = 0 are stable for each Λ 2 . 4. A one-dimensional IO system (r = 1) is stable with respect to Λ 1 := {z ∈ C; (z) < 0} if and only if its autonomous part is asymptotically stable or, equivalently, if its transfer matrix is stable and its singular variety is also contained in Λ 1 . In this case, condition 4(ii) is equivalent to 5. In most papers on multidimensional stabilization the systems are discrete and described by a transfer operator or IO map H, and stability signifies just the stability of H [26] , [6] , [23] , [25] , [31] , [32] , [7] , [8] , [17] , [18] , so our stability notion is stronger. We remark, however, that for multidimensional systems and nonproper H this transfer matrix cannot, in general, be considered as an operator on the usual function spaces, and therefore properness of H is usually required in the literature. We do not assume this since properness is rather restrictive for multidimensional systems in contrast to one-dimensional systems. For instance, none of the standard equations 
the CV condition for the autonomous behavior B 0 (resp., B 0 cont ) and consider it as the stability condition for autonomous behaviors [29, p. 1500] . 7. For the unstable regions Λ 2 from (47) and r > 1 the system B 0 ⊂ F p 1 contains, in general, many polynomial-exponential functions which are not stable in a naive sense. This is unavoidable due to the interplay of conditions 2 and 4(i) of the theorem. Indeed, with increasing Λ 1 the sets of stable polynomialexponential functions, polynomials, and rational functions also grow; hence the generally desired existence of sufficiently many stable rational functions implies the same for the stable polynomial-exponential functions. For instance, for Λ 1 = ∅ a stable system is trivial, whereas for Λ 1 = C r each system is stable. 
This is obviously Λ 2 -stable and B 0 contains the functions f (z) = exp(−z 1 )g(z 2 ) with g(z 2 ) := exp(λ 2 z 2 ), (λ 2 ) > 0, which grow exponentially with increasing z 2 and are not stable in a naive sense. However, they share this property with their initial part f (0, z 2 ) = g(z 2 ) and such initial conditions are not permitted according to [29, pp. 1499-1500] and the idea that a stable system should generate stable outputs for stable inputs and initial conditions. This requires that the initial value problem can be formulated and uniquely solved. Open Problem 5.13 below addresses this problem for discrete systems. We are going to show next that a stable system is also IO stable in the sense that inputs of various types generate outputs of the same type. Since the used signals are not necessarily bounded, we do not use the acronym BIBO.
The modules 
Then the differential operator t• : F(λ) k → F(λ) k is bijective and its inverse is the
is a stable rational matrix and u ∈ F Proof. Item 1 follows from . These results also play an essential part in the stability paper [29, subsections 5, 6, 7] . As in [4, pp. 10-12] 
) denote the space of rapidly decreasing C ∞ functions and S (⊂ D (R r )) its topological dual space of temperate distributions. Further we consider the space O (⊃ S) of slowly increasing C ∞ functions f for which there is an index m > 0 and C > 0 such that
The condition
implies in particular that the input u can be freely chosen in F 1. An A-module is T -torsion if and only if it is T-torsion, i.e.,
The set Λ 2 is ideal-convex according to [29, Def. 5.4] ; i.e., for each ideal a of A the implication 
The equivalence of items 5 and 6 is a consequence of [23, Prop. 3.1.19 ], but we give the short proof for completeness. 
via Gröbner bases and obtains a system of generators of the ideal
According to Theorem 4.4(3), the system is stabilizable if and only if a∩T = ∅. This is again the open problem quoted in item 1. If
is a matrix according to Theorem 4.4(3) , and
Generically, but not always, this matrix already satisfies the rank condition rank((id l −E 1 ) 0 idm ) = m and can be used to construct a stabilizing compensator of B according to Theorem 4.4.
All stabilizing compensators or idempotent matrices
are constructed according to Theorems 2.14 and 4.6 in the form
where the X i generate the solution module of the polynomial linear system R st X R st = 0, X ∈ A l×kst . Generically, these E satisfy the rank condition rank((id l −E) 0 idm ) = m and can be used to construct all stabilizing compensators of B. In the remainder of this section we indicate the necessary modifications of the preceding theory for the discrete case of complex partial difference equations and the locally finite elements of the A-module C 
Again F is the minimal injective cogenerator in Mod A ; indeed
The Borel isomorphism
The decomposition C r = Λ 1 Λ 2 with its implied data from (70) is again arbitrary, but, of course, interesting choices in the discrete case are different from those in the continuous case. Equations (70) to (77) remain valid, and so do Theorems/Definitions 5.1 and 5.3 if F(λ) k from (79) is replaced with
A standard example for Λ 2 in the discrete case, in particular for r = 1, is
where U r is the closed unit polydisc [7, p. 60] , and for simplicity we assume this Λ 2 in what follows. This seeming contrast to [7] and most other papers in this field comes from the fact that these papers do not consider IO systems, but systems defined by a proper or causal IO map H [6] , [32, sec. 3.2] . To explain this connection we identify 
is the ring of proper or causal rational functions where the term "causal" is due to the following property. The power series ring C 
As noted before, properness is a rather restrictive property in the multidimensional situation and therefore we do not assume it in the present paper. 
has a unique solution y for given input u and initial data x, and this can be computed using Gröbner bases. The space C z of locally convergent power series is [13, Eq. If all components R ρ are smaller (resp., greater) or equal to 1, then y ∈ (l ∞ ) p (resp., y ∈ (l 1 ) p ). Now assume that the IO system B is Λ 2 -stable for Λ 2 from (89), i.e., that conditions 2-4 of Theorem/Definition 5.1 are satisfied (the function space differs!!). With the idea from [29, pp. 1499-1500] that stability of a system should imply that stable inputs and initial conditions generate stable outputs, we pose the following.
Open problem 5.13. Consider Λ 2 := {λ ∈ C r ; ∀ρ = 1, . . . , r : |λ ρ | ≥ 1}, i = ∞, 1, and a Λ 2 -stable IO system B as above with input u ∈ (l i ) m , initial data x ∈ (l i ) p , and unique output y ∈ C z p . When is y ∈ (l i ) p , i.e., R = (1, . . . , 1) in (94) or, in other words, when is the stable system BIBO-or l ∞ -IO-stable (resp.,
This is always true for one-dimensional discrete IO systems-the properness of the transfer matrix is not required. Compare [15, Thm. 7.6 .2] for a continuous analogue under the assumption that the transfer matrix is proper.
The question can also be asked for other natural unstable regions and is also interesting and reasonable in the continuous case of partial differential equations for those spaces of analytic functions for which the Cauchy problem is uniquely solvable. In particular this holds for the space of entire functions of exponential type [13, Thm. 26] which, by means of the Borel isomorphism, is isomorphic to C z with the shift action, and for the space C z , but now with the action by partial differentiation and under the assumption that the term order is graded [13, Thm. 29] .
Consider, however, the trivial (in the sense of Theorem/Definition 2.5) and therefore stable one-dimensional system y = s 1 • u with an empty initial condition and polynomial transfer function H = s 1 . The analytic function u := exp(iz 
The submodule U cont and the annihilator a of the torsion module t(M ) = U cont /U are computed via Buchberger's algorithm. For the Gabriel localization U T , Lemma/ Definition 3.6 implies At the recent workshops D2 and D3 of the Gröbner semester in Linz, Austria (May [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] 2006 ), S. Tsarev (TU Berlin) pointed out the very interesting and highly useful fact that some of the preceding open problems can actually be constructively solved by means of the Tarski-Seidenberg theorem for real semi-algebraic geometry and cylindrical algebraic decomposition.
