We consider closed XXX spin chains with broken total spin U (1) symmetry within the framework of the modified algebraic Bethe ansatz. We study multiple actions of the modified monodromy matrix entries on the modified Bethe vectors. The obtained formulas of the multiple actions allow us to calculate the scalar products of the modified Bethe vectors. We find an analog of Izergin-Korepin formula for the scalar products. This formula involves modified Izergin determinants and can be expressed as sums over partitions of the Bethe parameters.
Introduction
Recent development of the algebraic Bethe ansatz (ABA) for the models without U (1) symmetry, the so called modified algebraic Bethe ansatz (MABA), gives access to the spectrum and associated eigenstates of the models (see [1, 2] for the case of the twisted XXX spin chain and reference therein for other models). A further natural task is to calculate the correlation functions within the framework of this method. Development in this direction will allow to adapt the technique of the ABA [3] to the models without U (1) symmetry. In turn, this will allow to obtain exact solutions in a wide range of fields, such as statistical physics, condensed matter physics, high energy physics, mathematical physics, and so on.
In the study of correlation functions within the framework of the ABA, an important role is played by the calculation of Bethe vectors scalar products [3] [4] [5] [6] [7] [8] [9] . Knowing scalar products, one can compute the form factors of local operators [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] . In turn, knowing the form factors, it is possible to calculate the correlation functions by means of their form factor expansion [21] [22] [23] [24] [25] [26] [27] [28] [29] .
Calculation of the scalar products is based on the multiple action formulas of the monodromy matrix entries on the Bethe vectors [30] [31] [32] [33] . The specificity of the MABA is that the action of the elements of the monodromy matrix on the highest weight vector is nonstandard. Usually, this vector is an eigenvector of the diagonal elements and it is annihilated by the low-triangular part of the monodromy matrix. However, the monodromy matrix of MABA is obtained from the usual one by means of a non-diagonal twist transformation. This transformation does not affect the commutation relations between the matrix elements, but changes their actions on the highest weight vector 2 . In particular, the latter is no longer an eigenvector of the diagonal entries of the monodromy matrix. As a result, the multiple actions formulas change significantly.
In this paper we consider gl 2 -invariant integrable models. An example of such models is the XXX spin- The twist parameters {κ,κ, κ + , κ − } are generic complex numbers and γ =κκ − κ + κ − . The Pauli matrices 3 σ α k with α = x, y, z act non-trivially on the kth component of the quantum space H = ⊗ N k=1 V k with V k = C 2 . Our consideration is not restricted to the Hamiltonian (1.1) only. Actually, we consider more general case with arbitrary highest weight representation and arbitrary non-diagonal twist transformation of the monodromy matrix. We find the multiple actions of the modified operators on the modified Bethe vectors. This allows us to find a closed expression for the scalar product of two modified Bethe vectors. Multiple action formulas of the usual ABA are expressed in terms of a partition function of the six-vertex model with domain wall boundary condition [4] . The latter has explicit representation in terms of the Izergin determinant [37] . Within the framework of MABA one deals with certain deformation of the Izergin determinant that we call a modified Izergin determinant. It depends on the parameters of the modified Bethe vectors, but also on the twist parameters. Remarkably, the multiple action formulas and the scalar products of Bethe vectors, being written in terms of the modified Izergin determinant have almost the same form as their analogs in the usual ABA. This paper is organized as follows. In section 2 we recall the main tools of the ABA. In section 3 we introduce our notation and the modified Izergin determinant. We recall multiple actions and a scalar product formula within the standard framework of the ABA in section 4. In section 5 we introduce the modified operators and consider their multiple actions on the modified Bethe vectors. Section 6 is devoted to the calculation of the scalar product of modified Bethe vectors. Auxiliary formulas are gathered in appendices. In appendix A we give a list of properties of the modified Izergin determinant. In appendix B we give usual and multiple commutation relations of the monodromy matrix entries within the standard framework of the ABA. Appendix C contains a description of a special automorphism of Yangian of gl 2 .
2 Similar transformation occurs on the framework of the so-called B good operator, see [34] [35] [36] .
Basic notions
Let us recall the simplest rational R-matrix, which is an element of End(C 2 ⊗ C 2 ):
Here c is a constant, I = 2 i,j=1 E ii ⊗ E jj is the identity operator on C 2 ⊗ C 2 , P = 2 i,j=1 E ij ⊗ E ji is the permutation operator on C 2 ⊗ C 2 , and (E ij ) kl = δ ik δ jl . This R-matrix is a solution of the Yang-Baxter equation
Here the R-matrix is understood as an element of End(
E ii is the identity operator in C 2 . The R-matrix (2.1) is gl 2 -invariant, and thus,
3)
for any matrix K ∈ End(C 2 ).
Starting from the R-matrix (2.1), we can define a quantum group algebra, so called Yangian of gl 2 . For this, we introduce a monodromy matrix
This matrix satisfies the RTT relation
Equation (2.5) encodes the commutation relations of the entries t ij (u) (see Appendix B), which generate the Yangian algebra. Let us define a highest weight representation by V(λ 1 (u), λ 2 (u)), where λ i (u) are some complex valued functions, and the highest weight vector |0 is defined by
The Bethe vectors are defined by
with m = 0, 1, . . . , and a set of parametersv = {v 1 , . . . , v m }.
To study scalar products of Bethe vectors we also use the dual highest weight vector 0| defined by
Here the functions λ i (u) are the same as in (2.6).
Notation and modified Izergin determinant
Let us define rational functions
where c is the constant entering the R-matrix (2.1). Actually, all these functions depend on the difference of their arguments, however, we do not stress this dependence. It is easy to see that the functions introduced above possess the following properties:
where χ is any of the three functions. One can also convinces himself that
.
Below we consider sets of complex parameters and denote them by a bar, for example,ū = {u 1 , . . . , u n }. Notationū ± c means that ±c is added to all the arguments of the setū. We agree upon that the notationū k refers to a set that is complementary to the element u k , that is,
To make the formulas more compact, we use a shorthand notation for the products of the rational functions (3.1), the operators t kl (u) (2.4), and their vacuum eigenvalues λ i (u) (2.6). Namely, if a function (an operator) depends on a set of variables (similarly to (2.7)), then one should take a product with respect to the corresponding set. For example, (3.4) and so on. Note that due to commutativity of the t kl -operators the first product in (3.4) is well defined. Notation f (ū,v) means a double product over the setsū andv. By definition any product over the empty set is equal to 1. A double product is equal to 1 if at least one of the sets is empty.
Later we will extend this convention to the products of matrix elements of the twisted monodromy matrix.
Modified Izergin determinant
In many formulas of the ABA the Izergin determinant appears [4, 37] . Within the framework of MABA we have to deal with a deformation of this object that we call a modified Izergin determinant. n,m (ū|v) is defined by
Alternatively the modified Izergin determinant can be presented as
The proof of the equivalence of representations (3.5) and (3.6) can be found in [38] . It is based on the recursive property (A.19). The modified Izergin determinant is related to the partial domain wall partition functions [39] . Other correspondences will be discussed elsewhere.
It is also convenient to introduce a conjugated modified Izergin determinant as
or equivalently
In the particular case z = 1 and #ū = #v = n the modified Izergin determinant turns into the ordinary Izergin determinant, that we traditionally denote by K n (ū|v):
This property can be seen from the recursion (A.19) and the initial condition (A.4). It also follows from (3.6) that K
Other properties of the modified Izergin determinant are collected in Appendix A.
Multiple actions
Actions of the operators t ij (u) on the Bethe vectors (2.7) were computed in [40] (see also [3] ). To study the problem of the scalar products one should calculate multiple actions of the form
Here, according to the convention on the shorthand notation (3.4) t ij (ū) is the product of the operators t ij over a setū = {u 1 , . . . , u n }. Such the multiple actions of the monodromy matrix entries were found in [31] for the models with gl 3 -invariant R-matrix. In the particular case, these formulas give the multiple actions for models with gl 2 -invariant R-matrix.
Multiple action formulas are given in terms of sums over partitions of the setw = {ū,v} into subsets. Here and below we mostly denote the subsets by Roman subscripts (except for some special cases). Notationw ⇒ {w I ,w II } (and similar ones) means that the setw is divided into subsetsw I andw II such thatw I ∪w II =w andw I ∩w II = ∅.
Proposition 4.1.
[31] Let #ū = n, #v = m,w = {ū,v}, and K n be the Izergin determinant (3.9). Then
The actions of the diagonal elements t ii are given by
where the sums are taken over partitionsw ⇒ {w I ,w II } such that #w I = n. The action of the elements t 21 reads
where the sum is taken over partitionsw ⇒ {w I ,w II ,w III } such that #w I = #w II = n.
Note that the action formulas (4.3) are a direct consequence of the commutation relations (B.6). Equation (4.5) gives immediate access to the scalar product of Bethe vectors defined by
where #ū = #v = n.
Theorem 4.1. Let #ū = #v = n. Then the scalar product of two Bethe vectors is given by
where the sum is taken over partitionsw ⇒ {w I ,w II } such that #w I = #w II = n.
The sum (4.7) can also be written in the form of a sum over independent partitions of the sets u andv. Then it corresponds to the Izergin-Korepin formula [3] .
Corollary 4.1. Let #ū = #v = n. Then the scalar product of two Bethe vectors is given by
where the sum is taken over partitionsū ⇒ {ū I ,ū II } andv ⇒ {v I ,v II } such that #ū I = #v I = n 1 , #ū II = #v II = n 2 , where n 1 = 0, 1, . . . , n and n = n 1 + n 2 .
Proof. We set in (4.7)
where n 1 = 0, 1, . . . , n and n = n 1 + n 2 . Using (A.5) and (A.6) we obtain
Then the use of (A.15) and (A.16) immediately leads us to (4.8).
Multiple actions of modified operators on Bethe vectors
A monodromy matrix of MABA is constructed as a twist transformation of the original monodromy matrix (2.4). Let us consider two matrices
Here ρ i and κ ± are generic parameters. Due to the property (2.3), the transformation of the monodromy matrixT
is an automorphism of the Yangian of gl 2 , i.e. new operators ν ij satisfy the same commutation relations that the t ij (z) given in Appendix B. However the actions of the modified operators {ν ii (u), ν 21 (u)} on the highest weight vector (2.6) change. It is easy to see that now they are given by
3) 
with m = 0, 1, . . . . Here we extended the convention on the shorthand notation (3.4) to the products of the operators ν ij . Since the commutation relations of ν ij are the same as ones of t ij , we have, in particular, [ν ij (u), ν ij (v)] = 0. Thus, the products ν ij (v) are well defined.
Multiple actions of the modified diagonal operators
It is clear that changing the action on the highest weight vector leads to a modification of the multiple action formulas.
Proposition 5.1. The multiple actions of the products of diagonal modified operators ν ii (ū), with u = {u 1 , ..., u n }, on the modified Bethe vector ν 12 (v)|0 , withv = {v 1 , ..., v m }, are given by
Here l = #w I . The sum is taken over all partitions {ū,v} =w ⇒ {w I ,w II }. There is no restrictions on the cardinalities of the subsets. The function K
n,l and K
n,l respectively are the modified Izergin determinants (3.5) and (3.7) at z = 1.
Proof. We give a detailed proof of formula (5.7). The proof of formula (5.8) is completely analogous. It also follows form (5.7) due to the symmetry of the Yangian described in appendix C.
We first consider the case n = #ū = 1. In fact, in this case, equation (5.7) was firstly conjectured in [1] and then proved in [35] . Therefore, we consider this case for the sake of completeness only.
Since the operators ν ij possess the same commutation relations as t ij , we can use (B.6) for n = 1:
Herew = {u,v}. The sum is taken over partitionsw ⇒ {w I ,w II } such that #w I = 1. Applying this equation to |0 and using (5.3) we obtain
The sum over partitions in the term proportional to β 2 can be computed explicitly. Indeed, we have
where
To calculate the sum over partitions (5.12) it is enough to present it as a contour integral
Taking the residue at infinity we obtain 4 G = 1 . Thus,
14)
It remains to compare the result obtained with equation (5.7) for n = 1. In this case either l = 0 or l = 1. It is easy to see that the first term in (5.14) corresponds to the case l = 0, while the second term gives the sum over partitions for l = 1. Thus, the action (5.7) is proved for n = 1.
To proceed further we use induction over n. Assume that (5.7) holds for some n − 1. Then the action of ν 11 (ū) on the modified Bethe vector ν 12 (v)|0 can be computed as the successive action of ν 11 (ū n ) and ν 11 (u n ) (recall thatū n =ū \ u n ). At the first step we have
Hereξ = {ū n ,v}. The sum is taken over partitionsξ ⇒ {ξ I ,ξ II }, and l I = #ξ I . Acting with ν 11 (u n ) on the vector ν 12 (ξ II )|0 we obtain
Here we have one more sum over partitions of the setη = {u n ,ξ II } ⇒ {η I ,η II }, and k I = #η I . Thus, in (5.16), the set {ū,v} eventually is divided into three subsetsξ I ,η I , andη II . The subset ξ II plays intermediate role and should be understood asξ II = {η I ,η II } \ {u n }. The only restriction on these partitions is that u n / ∈ξ I . Letw = {ū,v}.
Observe that the rhs of (5.17) vanishes as soon as u n ∈w I . Thus, the condition u n / ∈ξ I holds automatically. Equation (5.16) then takes the following form:
Here r I = #w I and r II = #w II . Let {w I ,w II } =w 0 and r 0 = #w 0 . Then, we recast (5.18) as follows:
The sum over partitions is now organized in two steps. First, the setw is divided into two subsets w 0 ⇒ {w I ,w II }. Then the subsetw 0 is divided once more asw 0 ⇒ {w I ,w II }. It is easy to see that the sum over partitions in the second line of (5.19) reduces to the modified Izergin determinant due to (A.29):
n,r 0 (ū|w 0 − c).
Thus, we arrive at
This equation coincides with (5.7) for #ū = n up to the labels of the subsets.
Remark 5.1. The main difference between modified action formulas and equations (4.3) is the replacement of the ordinary Izergin determinants with the modified Izergin determinants. This leads to the fact that there is no restriction on the cardinalities of the subsets in formulas (5.7), (5.8). However, due to the property K
n,l (ū|v) = 0 for n < l, the summation in (5.7), (5.8) is carried out only over those partitions for which l ≤ n.
Multiple action of the modified operator ν 21
Proposition 5.2. The multiple action of the product of modified operators ν 21 (ū), withū = {u 1 , ..., u n }, on the modified Bethe vector ν 12 (v)|0 , withv = {v 1 , ..., v m }, is given by
Here l I =w I and l II =w II . The sum is taken over all partitions {ū,v} =w ⇒ {w I ,w II ,w III }. The function K
(1) n,l I and K
(1) n,l II respectively are the modified Izergin determinants (3.5) and (3.7) at z = 1.
Proof. To prove (5.22) we first use induction over m = #v and then over n = #ū. Let n = 1 and, hence,ū = u. Note that in spite of the sum in (5.22) is taken over all possible partitions of the setw = {u,v}, in fact, it is restricted by the condition l i ≤ n (i = I, II), because otherwise the modified Izergin determinants vanish. Thus, for n = 1 the cardinalities of the subsets w I andw II are either 0 or 1. Then, it is easy to see that for n = 1 and m = 0, equation (5.22) coincides with the action formula (5.5).
Assume that (5.22) holds for some m − 1, where m > 0. Using commutation relation (B.5) we obtain
Let us first consider the contribution of the term ν 12 (v m )ν 21 (u). Due to the induction assumption we have 
Combining equations (5.25) and (5.26) we obtain (5.22) for #v = m. Thus, the first step of induction is completed. Let now (5.22) holds for some n − 1. We prove that then it holds for #ū = n. The proof is very similar to the one of proposition 5.1, however, it is more bulky.
We act successively ν 21 (ū) = ν 21 (u n )ν 21 (ū n ). Then
Hereξ = {ū n ,v}, l I = #ξ I , and l II = #ξ II . The action of ν 21 (u n ) gives us additional sum over partitions
whereη = {ξ III , v n }, k I = #η I , and k II = #η II . Thus, eventually the sum is taken over partitions of the set {ū,v} into five subsetsξ I ,ξ II ,η I ,η II , andη III such that u n / ∈ {ξ I ,ξ II }. The subsetξ III should be understood asξ III = {η I ,η II ,η III } \ {u n }. Letw = {ū,v}. We denoteξ I =w I ,ξ II =w II ,η I =w i ,η ii =w ii , andη III =w iii . Respectively, the cardinalities of the subsets are denoted by r I = #w I , r II = #w II , r i = #w i , r ii = #w ii . Then equation (5.28) takes the form
Observe that the restriction u n / ∈ {w I ,w II } holds automatically, because f (w I , u n )f (u n ,w II ) −1 = 0 as soon as u n ∈ {w I ,w II }. Setting {w II ,w ii } =w 0 , {w I ,w i } =w 0 ′ , andw iii =w III we recast (5.29) as follows:
where r 0 ′ = #w 0 ′ , r 0 = #w 0 , and
Observe that the sums over partitions of the subsetsw 0 ′ andw 0 can be obtained one from another via the replacement c → −c. Moreover, the sum (5.32) was computed in (5.20) . Thus,
Substituting this into (5.30) we obtain
what coincides with (5.22) up to the labels of the subsets. This ends the proof.
Multiple action of the modified operator ν 12
Up to now all the multiple action formulas were valid for an arbitrary highest wight representation of the Yangian of gl 2 . The following proposition is valid for finite dimensional representations only.
Proposition 5.3. Consider a finite dimensional representation of the Yangian. Let #ū = n, #v = m. Then there exists an integer S and a function F (u) such that for m + n > S we have
The sum is taken over partitions {v,ū} =w ⇒ {w I ,w II } such that #w I = m + n − S, #w II = S. The constant µ is defined in (5.1).
Proof. To prove proposition 5.3 we use induction over n = #ū with n + m > S. The case n = 1 was first conjectured in [1] for the fundamental representation. Then, it was proved in [2] that for any irreducible finite dimension representation there exists an integer S and a function F (u) such that
The reader can find the explicit form of F (u) and the corresponding S in [2] . It is easy to see that the term in the first line of (5.36) corresponds to the partitionw I = u,w II =v in (5.35). The terms in the second line of (5.36) correspond to the partitionsw I = v i ,w II = {u,v i } (i = 1, . . . , m) in (5.35). Thus, (5.35) coincides with (5.36) for n = 1. Let (5.35) be valid for n − 1 = #ū n such that n − 1 + m > S. Consider the action of ν 12 (ū) with n = #ū. We can act successively, firstly by ν 12 (ū n ) and secondly by ν 12 (u n ). Due to the induction assumption we obtain at the first step
where the sum is taken over partitionsξ = {ū n ,v} ⇒ {ξ I ,ξ II } such that #ξ I = n − 1, #ξ II = m. Acting with ν 12 (u n ) on ν 12 (ξ II )|0 via (5.36) we find
where we have additional partitionsη = {u n ,ξ II } ⇒ {η I ,η II } such that #η I = 1 and #η II = m. Thus, eventually we deal with the partitions of the setw = {ū,v} into three subsets:ξ I ,η I , and η II . The subsetξ II should be understood asξ II = {η I ,η II } \ {u n }. Besides the restrictions on the cardinalities of the subsets we have one additional restriction u n / ∈ξ I .
Letξ I =w I ,η I =w II , andη II =w III . Thenξ II = {w II ,w III } \ {u n }, and equation (5.38) takes the form
Observe that the condition u n / ∈w I is valid automatically due to the factor g(w I , u n ) −1 that vanishes if u n ∈w I . Settingw 0 = {w I ,w II } we recast (5.39) as follows:
The sum over partitions is now taken into two steps. First, the setw = {ū,v} is divided into subsets {w 0 ,w III } such that #w 0 = n and #w III = m. Then the subsetw 0 is divided into subsets {w I ,w II } such that #w I = n − 1 and #w II = 1. Let us prove that the latter sum is equal to 1. We have
Here we have replaced u n by x in order to avoid possible singularity atw II = u n . Recall that #w II = 1. Thus, the sum over partitions in the rhs of (5.41) is given by a contour integral 42) where anticlockwise oriented contour Γ(w 0 ) surrounds the pointsw 0 and does not contain any other singularities of the integrand. Taking the integral by the residue outside the integration contour (that is, at z = x) we immediately obtain 43) leading to
Substituting this into (5.40) we arrive at 
where θ i are inhomogeneity parameters. This function corresponds to the algebraic origin of the inhomogeneous term introduced in the context of the off-diagonal Bethe ansatz [41, 42] .
Modified scalar product
We can now consider the scalar product of the modified Bethe vectors.
Theorem 6.1. Let #ū = n and #v = m. Then the scalar product of two modified Bethe vectors
is given by
Hereξ = {ū,v}, l I =ξ I , and l II =ξ II . The sum is taken over all partitionsξ ⇒ {ξ I ,ξ II }. There is no restriction on the cardinalities of the subsets. The functions K (µ) n,l I and K (µ) n,l II respectively are the modified Izergin determinants (3.5) and (3.7) at z = µ.
Proof. Acting with the dual highest weight vector (2.8) onto (5.22) we find
Recall that hereξ = {ū,v}, #ξ I = l I , and #ξ II = l II . The sum is taken over all partitionsξ ⇒ {ξ I ,ξ II ,ξ III }. The vacuum average 0|ν(ξ III )|0 was computed in [35] :
where #w = p and the sum is taken over all partitionsw ⇒ {w I ,w II }. Substituting (6.4) into (6.3) and decomposingξ III = {ξ i ,ξ ii } we find
Here the sum is taken over partitionsξ ⇒ {ξ I ,ξ II ,ξ i ,ξ ii }. The cardinalities of the subsets are denoted by l with the corresponding subscript. Now we set {ξ I ,ξ i } =ξ 0 , {ξ II ,ξ ii } =ξ 0 ′ . Then we arrive at
and
The sums (6.7) and (6.8) are computed in proposition A.9:
Then equation (6.6) coincides with (6.2) up to the labels of the subsets.
Remarkably, this formula has exactly the same form as representation (4.7) for the scalar product in the usual ABA (for m = n). However, instead of the ordinary Izergin determinants we have now modified Izergin determinants. Furthermore, we have no restrictions on the cardinalities of the subsets.
Consider the case µ = 1 and n = m. Then, due to (3.10) a non-vanishing contribution occurs if and only if n ≥ #ξ I and n ≥ #ξ II . Since #ξ I + #ξ II = 2n, we conclude that n = #ξ I and n = #ξ II . This leads us to
and we reproduce the usual ABA scalar product S n t given by theorem 4.1. Similarly to (4.8) the sum (6.2) can be written in the form of a sum over independent partitions of the setsū andv (modified Izergin-Korepin formula).
Corollary 6.1. Let #ū = n and #v = m. Then the modified scalar product of two Bethe vectors is given by
where the sum is taken over all partitionsū ⇒ {ū I ,ū II } andv ⇒ {v I ,v II } such that #v I = m 1 , #v II = m 2 and #ū I = n 1 , #ū II = n 2 , where n 1 = 0, 1, . . . , n and m 1 = 0, 1, . . . , m .
Proof. We setw I ⇒ {ū I ,v II } andw II ⇒ {ū II ,v I } with #ū I = n 1 , #v I = m 1 , #ū II = n 2 , #v II = m 2 and n = n 1 + n 2 , m = m 1 + m 2 in (6.2). Using (A.5) and (A.6) we obtain:
Then the use of (A.15) and (A.16) for the modified Izergin determinants immediately gives (6.11).
It should be of interest to compare this result with those that follow from the separation of variable approach [43] .
Proof. These formulas directly follow from (3.5)-(3.8).
Proof. We use representation (3.5). We see that only the term −zδ m+1,k survives in the last row of the determinant due to f (w − c, w) = 0. Then we obtain
n+1,m+1 ({ū, w − c}|{v, w}) = −z det Here the sum is taken over all partitionsū ⇒ {ū I ,ū II }.
Proof. Expanding the determinant (3.5) over diagonal minors we find Here #ū = n, #v = m,w = {ū,v}, and K n is the Izergin determinant. The sums are taken over partitionsw ⇒ {w I ,w II } such that #w I = n. The same commutation relations are valid for the modified operators ν ij (u). 
C Symmetries of the Yangian

