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We present predictions for Higgs production via gluon fusion with a pT veto on jets and with
the resummation of jet-veto logarithms at NNLL′+NNLO order. These results incorporate explicit
O(α2s) calculations of soft and beam functions, which include the dominant dependence on the jet
radius R. In particular the NNLL′ order accounts for the correct boundary conditions for the N3LL
resummation, for which the only unknown ingredients are higher-order anomalous dimensions. We
use scale variations in a factorization theorem in both rapidity and virtuality space to estimate the
perturbative uncertainties, accounting for both higher fixed-order corrections as well as higher-order
towers of jet-pT logarithms. This formalism also predicts the correlations in the theory uncertainty
between the exclusive 0-jet and inclusive 1-jet bins. At the values of R used experimentally, there
are important corrections due to jet algorithm clustering that include logarithms of R. Although
we do not sum logarithms of R, we do include an explicit contribution in our uncertainty estimate
to account for higher-order jet clustering logarithms. Precision predictions for this H + 0-jet cross
section and its theoretical uncertainty are an integral part of Higgs analyses that employ jet binning.
I. INTRODUCTION
After the discovery of a Higgs boson [1, 2], a central
objective of the LHC physics program is to measure the
properties of the new particle by exploiting all accessible
production and decay channels. The gg → H → WW
channel is very sensitive to the Higgs coupling toW gauge
bosons. The gg → H → ττ channel provides direct sen-
sitivity to the Higgs couplings to fermions and is the only
measurable channel that gives direct access to the Higgs
couplings in the leptonic sector of the Standard Model.
In both these channels the experimental analyses sepa-
rate the data into jet bins to take advantage of the fact
that the signal over background ratio, as well as the dom-
inant background contributions, strongly depend on the
number of jets in the final state. Of particular impor-
tance is the 0-jet bin, where any hard jets are vetoed, as
it contains the largest signal cross section.
Extracting the Higgs couplings from the measured ex-
clusive 0-jet cross section requires precise theoretical pre-
dictions. Any type of jet veto introduces a veto scale,
kcut. For a tight jet veto, kcut ≪ mH , large Sudakov log-
arithms of the veto scale, αns ln
m(kcut/mH), appear in
the perturbative series and must be resummed to all or-
ders to obtain a meaningful perturbative prediction. For
kcut ∼ mH , fixed-order perturbation theory can safely
be applied, and the cross section with arbitrary cuts
has been calculated at fixed next-to-next-to-leading or-
der (NNLO) [3–6]. In the transition region between these
two limits, both the veto logarithms and nonlogarithmic
fixed-order corrections are numerically important, and a
complete description including both types of perturbative
corrections must be used to obtain the best possible theo-
retical precision. For earlier theoretical work on analytic
resummation for Higgs jet vetoes see for example [7–14].
In principle, there are several different ways to im-
plement a veto on additional emissions due to initial-
state and final-state radiation in a given process. A
“global jet veto” corresponds to a restriction applied to
the sum of all radiation, for example through a global
event shape such as beam thrust [15] [or equivalently
(N = 0)-jettiness [16]] or ET =
∑|pT |, and allows for
precise resummed predictions [7, 15–18].
The current experimental analyses use a jet clustering
algorithm (the anti-kT algorithm [19] with a jet radius
R = 0.4 for ATLAS and R = 0.5 for CMS) to iden-
tify jets. The jet veto is then implemented by requir-
ing pjetT < p
cut
T for any jets with |ηjet| < ηcut (while
jets at larger pseudorapidities are unrestricted). The
typical experimental ranges are pcutT ∼ 25 − 30GeV for
ηcut ∼ 4.5− 5 (with the high value of ηcut having a small
effect on the cross section). In contrast to a global jet
veto, this procedure corresponds to a “local jet veto”,
since the restriction on final state radiation is applied
separately to each individual local cluster of emissions.
For a cut on either ET < p
cut
T or p
jet
T < p
cut
T , the jet-
veto scale is set by pT and Sudakov double logarithms of
the ratio pcutT /mH arise. The leading correction to the
0-jet cross section for Higgs production via gluon fusion
has the form
σ0(p
cut
T ) = σLO
(
1− αsCA
π
2 ln2
pcutT
mH
+ . . .
)
, (1)
where σLO denotes the lowest-order cross section. The
hierarchy between pcutT andmH implies that resummation
of logarithms of pcutT /mH should be performed. For the
pjetT ≤ pcutT veto, the resummation of pcutT -logarithms up
to NNLL has been presented in Refs. [8–10].
In this paper, we calculate the resummed H + 0-jet
cross section from gluon fusion using the framework of
soft-collinear effective theory (SCET) [20–24], where the
cross section is factorized into calculable pieces and the
2resummation is performed by renormalization group evo-
lution (RGE) in both virtuality and rapidity space. We
determine the cross section at NNLL′pT+NNLO order,
where we use the subscript pT to explicitly denote the
fact that the resummation order only counts logarithms
of pcutT /mH (and not R
2). The primed order counting is
described for example in Ref. [7]. It includes the NNLL
resummation and in addition the full O(α2s) dependence
of the functions appearing in the factorization theorem
(including in our case the O(α2s) effects from jet cluster-
ing). These corrections incorporate the dominant NNLO
corrections at small pcutT into the resummed result. They
are formally part of the N3LL resummation for which
they provide the correct RGE boundary conditions. The
missing ingredients for a complete N3LL resummation
are the unknown three-loop non-cusp and four-loop cusp
anomalous dimensions. We also include the “nonsingu-
lar” O(α2s) corrections that vanish as pcutT → 0, which
are not part of the resummation. Thus our results incor-
porate the complete NNLO cross section for all values of
pcutT , including the total NNLO cross section in the limit
of large pcutT . This allows us to also obtain resummed
predictions for the exclusive 0-jet event fraction (or ef-
ficiency) and the inclusive 1-jet cross section with a cut
pjetT ≥ pcutT on the leading jet.
In our analysis, we place a particular emphasis on a
careful estimate of the remaining perturbative uncertain-
ties in our predictions. The different contributions to the
uncertainty are estimated by appropriate variations of
the different scales in virtuality and rapidity space ap-
pearing in the factorization theorem. This allows us to
distinguish between and account for both resummation
and fixed-order uncertainties. This formalism then auto-
matically determines the correlations in the perturbative
uncertainties between the total inclusive, exclusive 0-jet,
and inclusive 1-jet cross sections.
The 0-jet cross section defined by pjetT ≤ pcutT has a
complex dependence on the jet algorithm, whose effect is
to introduce a nontrivial dependence on the jet radius R,
ln
σ
(n)
0 (p
cut
T )
σLO
⊃
(αs
4π
)n
ln
mH
pcutT
Cn(R) . (2)
For small R2 the numerically most relevant terms contain
logarithms of R2 and at O(αns ) are of the form [11]
Cn(R) ∼ lnn−1R2 + lnn−2R2 + . . . lnR2 +O(R2) . (3)
They also contain subleading power corrections ofO(R2).
The jet clustering effects start at O(α2s) (n = 2) rela-
tive to σLO. They were first calculated in Ref. [10] and
at present are the only clustering corrections that are
known. They turn out to have a sizeable effect on the
cross section for jet radii R = 0.4 and 0.5. The large
clustering effects for such small values of R imply that
the logarithms of R2 should be formally treated as being
of similar size as the logarithms of pcutT /mH and hence
should also be resummed. In particular, as Eq. (2) shows,
counting lnR2 ∼ ln(pcutT /mH) implies that there are NLL
terms from clustering at each order in αs. However,
the clustering coefficients Cn>2(R) are unknown, and in
principle a separate fixed-order calculation is required to
obtain each one. This renders the resummation of the
clustering logarithms intractable at present. In our anal-
ysis, we incorporate the known O(α2s) clustering effects,
calculate the O(α2s) clustering effects that involve lnR2
without a ln(mH/p
cut
T ), and include an explicit contri-
bution in our uncertainty estimate for unknown higher-
order clustering terms.
The paper is laid out as follows: In Sec. II, we overview
how the cross section is computed using SCET and give a
summary of the results for each part of the cross section.
In Sec. III, we discuss how the perturbative uncertain-
ties are estimated through scale variation and how its
various components are combined to estimate the total
perturbative uncertainty in the 0-jet cross section, the
0-jet fraction, and the inclusive 1-jet cross section. In
Sec. IV, we present the results of our numerical analysis
and our predictions for the LHC for these cross sections.
We conclude in Sec. V.
II. FACTORIZATION WITH A JET
ALGORITHM AT SMALL R
The factorization of the pp → H + 0-jet cross section
with a jet algorithm has been discussed in Refs. [8, 11].
For the case of the pT veto on jets in Higgs production
via gluon fusion, the factorized cross section is given by
σ0(p
cut
T )
= σBHgg(mt,mH , µ)
∫
dY Bg(mH , p
cut
T , R, xa, µ, ν)
×Bg(mH , pcutT , R, xb, µ, ν)Sgg(pcutT , R, µ, ν)
+ σRsub0 (p
cut
T , R) + σ
ns
0 (p
cut
T , R, µns) , (4)
where
xa,b =
mH
Ecm
e±Y , σB =
√
2GF m
2
H
576πE2cm
. (5)
The first term in Eq. (4) provides the leading contribu-
tion to the cross section at small pcutT , and contains all the
singular logarithmic terms αis ln
j(pcutT /mH). It is factor-
ized into hard, beam, and soft functions, which are dis-
cussed below. For instance, the leading double logarithm
in Eq. (1) is split up as
ln2
pcutT
mH
= ln2
mH
µ
+ 2 ln
pcutT
µ
ln
ν
mH
+ ln
pcutT
µ
ln
µ pcutT
ν2
,
(6)
where the three terms on the right-hand side are con-
tained in the hard, beam, and soft functions, respec-
tively. In Eqs. (4) and (6) µ is the usual renormaliza-
tion/factorization scale in virtuality, while ν denotes the
corresponding scale in rapidity [25, 26]. Hence, we can
3already see that both invariant mass and rapidity run-
ning will be needed to resum the ln(pcutT /mH) terms with
renormalization group methods.
The resummation at NNLL′ requires determining the
functions Hgg, Bg, and Sgg to O(α2s), as well as iden-
tifying their anomalous dimensions to O(α2s), and their
cusp anomalous dimensions to O(α3s). We present our
new two-loop results for the soft and beam functions in
Secs. II B and IIC below, leaving the details of the cal-
culations to a separate publication.
The second term in Eq. (4), σRsub0 (p
cut
T , R), contains
O(R2) contributions whose all-orders soft-collinear fac-
torization is challenging and not known at present. In the
R2 ≪ 1 regime, these corrections can formally be treated
as subleading power corrections. Numerically, they are
indeed very small for the values R ≃ 0.4–0.5 which are of
interest. (As explained in Ref. [11], counting R ∼ 1, they
would significantly complicate the soft-collinear factor-
ization already at leading order in the power counting.)
As shown in Ref. [9], their contribution to the NNLL se-
ries is obtained by multiplying them with the same evo-
lution factor as the singular terms, and we will follow this
same approach here. Their contribution to the resummed
cross section is discussed in Sec. II D.
The last term in Eq. (4), σns0 (p
cut
T , R, µns), contains
O(pcutT /mH) nonsingular corrections, which vanish for
pcutT → 0 but become important at large pcutT . These
terms are added to the NNLL′ result and are required to
reproduce the complete NNLO cross section and achieve
the full NNLL′+NNLO accuracy. Our extraction and
analysis of these terms is discussed in Sec. II E.
A. Hard Function
The hard function, Hgg, in Eq. (4) is determined by
matching QCD onto the gluon fusion operator OggH in
SCET. As discussed in detail in Ref. [7], this matching
can be performed as a two-step matching [27–30] or a
one-step matching. Since parametricallymH/mt ≃ 1, we
employ the one-step matching, which also makes it easy
to include the mt dependence of the ggH form factor in
the matching coefficient CggH (mt,mH , µ).
The hard matching coefficient satisfies the RG equa-
tion
d
d lnµ
ln
[
CggH(mt,mH , µ)
]
= γgH(mH , µ) , (7)
where the anomalous dimension has the structure
γgH(mH , µ) = Γ
g
cusp[αs(µ)] ln
−m2H − i0
µ2
+ γgH [αs(µ)] .
(8)
The solution of Eq. (7) yields the RGE of the matching
coefficient from an initial scale µH to some final scale µ,
CggH(mt,mH , µ) (9)
= CggH(mt,mH , µH) exp
[∫ µ
µH
dµ′
µ′
γgH(mH , µ
′)
]
.
The hard function is then given by the absolute value
squared of the RG evolved coefficient,
Hgg(mt,mH , µ) =
∣∣CggH(mt,mH , µ)∣∣2 . (10)
For the resummation at NNLL′, we require the NNLO
result for CggH , the two-loop result for the non-cusp hard
anomalous dimension γgH , and the three-loop result for
the gluon cusp anomalous dimension Γgcusp [31]. These
results as well as the explicit NNLL expression for the
evolution factor can be found in App. B of Ref. [7].
To all orders in perturbation theory the matching co-
efficient contains logarithms of the ratio (−m2H− i0)/µ2H .
Choosing a real value for the starting scale µH ∼ mH
leaves large Sudakov double logarithms ln2(−1 − i0) =
−π2, leading to a poorly convergent perturbative expan-
sion of the hard function at this scale. Since these terms
are associated with the logarithms in the matching coef-
ficient, they can be summed through its RGE by using
an imaginary starting scale µH ≃ −imH [32–34]. In this
way, the double logarithms are fully minimized, leading
to a much better perturbative convergence [27, 35]. To
illustrate this numerically, for mH = 125GeV we find
Hgg(µH = mH)
H
(0)
gg (µH = mH)
= 1 + 0.815 + 0.356 + · · · ,
Hgg(µH = −imH)
H
(0)
gg (µH = −imH)
= 1 + 0.274 + 0.042 + · · · , (11)
where H
(0)
gg is the lowest-order result in each case, and
the second and third numbers on the right-hand side give
the NLO and NNLO corrections, respectively. The sub-
stantial improvement in convergence also implies reduced
perturbative uncertainties. We therefore use the imagi-
nary hard scale as the default choice in our numerical
results.
B. Soft Function
The soft function describes the soft radiation across the
entire event. It is defined as a forward scattering matrix
element of soft Wilson lines along the two incoming beam
directions, with the jet-veto measurement on the final
state,
Sgg(p
cut
T , R, µ, ν) = 〈0|Ynb Y †naMjet(pcutT , R)Yna Y †nb |0〉 .
(12)
Here, the measurement function Mjet(pcutT , R) acts on
the soft final state by clustering it into jets of radius R
and requiring that all these jets have pT < p
cut
T . This
local veto on individual jets can be divided into a global
veto and a local correction from the jet algorithm cluster-
ing, consequently dividing the soft function into a global
4term and a jet algorithm correction1,
Sgg(p
cut
T , R, µ, ν) = S
G
gg(p
cut
T , µ, ν) + ∆S
jet
gg (p
cut
T , R, µ, ν) .
(13)
This isolates the jet algorithm effects into ∆Sjetgg , which
makes them easier to compute and analyze their resum-
mation properties. Note that these jet algorithm cor-
rections are defined relative to the chosen global veto,
while the full soft function on the left-hand side is
uniquely defined by specifying the jet-veto measurement,
Mjet(pcutT , R). At O(α2s), where the clustering correc-
tions are first nonzero, the two-particle phase space con-
straints of the anti-kT algorithm are identical to other
kT-type jet algorithms, which include kT and Cambridge-
Aachen [36–39]. This is also true for the jet algorithm
effects in the beam function, and thus our calculation
does not distinguish between these jet algorithms at the
order to which we work.
The soft and beam functions separately contain rapid-
ity divergences. When they are combined in the cross
section, the rapidity divergences cancel, leaving large “ra-
pidity logarithms” ln(pcutT /mH) at fixed order. We em-
ploy the rapidity renormalization group [25, 26], which
allows one to apply standard effective theory and RG
methods to regulate and renormalize the rapidity diver-
gences and perform the resummation of the associated
rapidity logarithms. It introduces an arbitrary rapidity
renormalization scale ν, whose role in the rapidity RGE
is the same as that of the usual renormalization scale µ
in the standard virtuality RGE.
In our case, the soft function is multiplicatively renor-
malized in both µ and ν,
d
d lnµ
lnSgg(p
cut
T , R, µ, ν) = γ
g
S(µ, ν) ,
d
d ln ν
lnSgg(p
cut
T , R, µ, ν) = γ
g
ν (p
cut
T , R, µ) . (14)
The anomalous dimensions have the general struc-
ture [11]
γgS(µ, ν) = 4Γ
g
cusp[αs(µ)] ln
µ
ν
+ γgS [αs(µ)] ,
γgν (p
cut
T , R, µ) = −4ηgΓ(pcutT , µ) + γgν [αs(pcutT ), R] , (15)
where
ηgΓ(µ0, µ) =
∫ µ
µ0
dµ′
µ′
Γgcusp[αs(µ
′)] = Γgcusp ln
µ
µ0
+ · · ·
(16)
1 Technically, this division into global and clustering contributions
is affected by the fact that non-Abelian exponentiation occurs
for the soft function, and only specifies how the genuinely new
terms at each perturbative order are divided. Since the first
nontrivial clustering correction only arises at O(α2s), Eq. (13)
holds for the soft function through NNLO. The exponentiation
of lower-order results will mix global and clustering contributions
at higher orders in the soft function.
sums an all-orders set of terms in the anomalous dimen-
sion that are determined by the RG consistency. (They
are required to ensure the exact path independence of the
evolution in the two-dimensional µ-ν space [26].) The
RGE of the soft function is obtained by solving Eq. (14).
Evolving first in rapidity and then in virtuality, we have
Sgg(p
cut
T , R, µ, ν)
= Sgg(p
cut
T , R, µS, νS) exp
[
ln
ν
νS
γgν (p
cut
T , R, µS)
]
× exp
[∫ µ
µS
dµ′
µ′
γgS(µ
′, ν)
]
. (17)
We have calculated the complete soft function to
O(α2s), which to our knowledge is the first two-loop calcu-
lation employing the rapidity renormalization. Our result
for the perturbative soft function through O(α2s) is
Sgg(p
cut
T , R, µS, νS) =
1 +
αs(µS)
4π
[
2Γg0L
µ
S
(
LµS − 2LνS)−
π2
3
CA
]
+
α2s(µS)
(4π)2
{
1
2
[
2Γg0L
µ
S
(
LµS − 2LνS)−
π2
3
CA
]2
+ 2β0L
µ
S
[
2Γg0L
µ
S
(1
3
LµS − LνS
)
− π
2
3
CA
]
+ 2Γg1L
µ
S(L
µ
S − 2LνS)
+ γgS 1L
µ
S + γ
g
ν 1(R)L
ν
S + s2(R)
}
, (18)
where we abbreviated
LµS ≡ ln
µS
pcutT
, LνS ≡ ln
νS
pcutT
. (19)
Hence, the natural soft scales for which the large loga-
rithms in the soft function are minimized are µS ∼ pcutT
and νS ∼ pcutT .
In Eq. (18) and in the following, the β function and
anomalous dimensions are expanded as
β(αs) = −2αs
∞∑
n=0
βn
(αs
4π
)n+1
,
γ(αs) =
∞∑
n=0
γn
(αs
4π
)n+1
, (20)
where the coefficients needed in Eq. (18) are
β0 =
11
3
CA − 4
3
TF nf ,
β1 =
34
3
C2A −
(20
3
CA + 4CF
)
TF nf ,
Γg0 = 4CA ,
Γg1 = 4CA
[(67
9
− π
2
3
)
CA − 20
9
TF nf
]
, (21)
and CA = 3, CF = 4/3, TF = 1/2, and nf = 5 is the
number of light quark flavors. The coefficients β2 and Γ
g
2
are also used in the NNLL resummation.
5At one loop, the non-cusp soft and rapidity anomalous
dimensions vanish,
γgS 0 = 0 , γ
g
ν 0(R) = 0 . (22)
The dependence on the jet algorithm starts to enter at
two loops through the two-loop ν anomalous dimension,
γgν 1(R), which determines the coefficient of the single log-
arithm of ln(ν/pcutT ), as well as the nonlogarithmic two-
loop soft constant, s2(R). For the two-loop coefficients
of the non-cusp anomalous dimensions we find
γgS 1 = 8CA
[(52
9
− 4(1 + π2) ln 2 + 11ζ3
)
CA
+
(2
9
+
7π2
12
− 20
3
ln 2
)
β0
]
= 16C2A (−3.83) ,
γgν 1(R) = −16CA
[(17
9
− (1 + π2) ln 2 + ζ3
)
CA
+
(4
9
+
π2
12
− 5
3
ln 2
)
β0
]
+ C2(R)
= 16C2A (4.16) + C2(R) . (23)
Here, C2(R) is the clustering correction due to the jet
algorithm, and was computed earlier in Ref. [11]. It is
given by
C2(R) = 2CA
[(
1− 8π
2
3
)
CA +
(23
3
− 8 ln 2
)
β0
]
lnR2
+ 15.62C2A − 9.17CAβ0 + CRsub2 (R)
= 16C2A
(−2.49 lnR2 − 0.49)+O(R2) , (24)
where CRsub2 (R) ∼ O(R2) contains all subleading power
corrections in R2. Note that we define the clustering ef-
fects in C2(R) relative to the global ET veto. A different
choice, such as the pT of the Higgs used in Ref. [10],
would give a different R-independent constant in C2(R).
Nevertheless, the full result for γgν1(R) is independent of
this choice and our final NNLL cross section agrees with
that of Ref. [10].
For the two-loop soft function constant s2(R), which
is not determined from RGE constraints, we find
s2(R) = CA
[(19
3
− 10 ln 2 + 8ζ3
)
CA
+
(
−163
9
+
58
3
ln 2 + 8 ln2 2
)
β0
]
lnR2
− 18.68C2A − 3.25CAβ0 + sRsub2 (R)
= 16C2A
(
0.43 lnR2 − 1.69)+O(R2) , (25)
where sRsub2 (R) ∼ R2. This result for s2(R) is new and
also constitutes the first calculation of the pcutT indepen-
dent clustering terms in the soft function.
The terms not proportional to lnR2 in C2(R) and
s2(R) involve complicated phase-space integrals, which
0
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1
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FIG. 1: Jet-algorithm dependent O(α2s) contributions to the
fixed NNLO cross section from different sources, for µFO =
mH and p
cut
T = 25GeV. The ν anomalous dimension coeffi-
cient γgν 1 is given in Eq. (23), the O(α
2
s) soft function con-
stant terms in Eq. (25), the beam function constant terms
in Eq. (39) and the following paragraph, and the clustering
effects on uncorrelated emissions in Eq. (40).
are computed numerically. The contributions of γgν 1(R)
and s2(R) to the fixed NNLO cross section including their
full R dependence are shown in Fig. 1.
As mentioned above, the jet algorithm corrections in
the soft function start at O(α2s). They have the all-order
structure
∆Sjetgg (p
cut
T , R, µS, νS)
=
∑
n≥2
αns (µS)
(4π)n
[
Cn(R) ln
νS
pcutT
+∆sn(R)
]
, (26)
where Cn(R) and ∆sn(R) contain up to n− 1 powers of
lnR2. The Cn(R) in the soft function are the same as in
Eq. (2) for the cross section. The beam functions contain
an equivalent set of terms ∼ αnsCn(R) ln(mH/νB). In
the fixed-order cross section (i.e. for νB = νS = ν) they
combine with the soft function terms to give the total
clustering correction ∼ αnsCn(R) ln(mH/pcutT ) in Eq. (2).
For R2 ∼ pcutT /mH , the leading lnn−1R2 terms in Cn(R)
formally count as NLL in the exponent of the cross sec-
tion. Similarly, the leading lnn−1R2 terms in ∆sn(R),
as well as the lnn−2R2 terms in Cn(R), formally count
as NNLL. The anomalous dimension γgν (R) includes the
Cn(R), so its perturbative series explicitly contains the
lnR2 terms, which means that the NLL and higher log-
arithmic series from lnR2 clustering corrections are not
resummed here. A formalism for this resummation is not
currently known. Since these clustering corrections are
numerically large at O(α2s), we perform an estimate of
the potential size of the higher-order clustering effects as
part of our uncertainty analysis.
6C. Beam Function
The beam function is defined as the forward proton
matrix element of collinear gluon fields. It provides a
combined description of collinear initial-state radiation
from the incoming gluons together with their extraction
from the colliding protons via the nonperturbative parton
distribution functions (PDFs)[15].
Like the soft function, the beam function is multiplica-
tively renormalized in both µ and ν,
d
d lnµ
lnBg(mH , p
cut
T , R, x, µ, ν) = γ
g
B(mH , µ, ν) , (27)
d
d ln ν
lnBg(mH , p
cut
T , R, x, µ, ν) = −
1
2
γgν (p
cut
T , R, µ) .
The anomalous dimensions can be determined from those
of the hard and soft functions using the consistency of the
factorization theorem. The ν anomalous dimension, γgν ,
is the same as in Eq. (15). The µ anomalous dimension
is given by
γgB(mH , µ, ν) = 2Γ
g
cusp[αs(µ)] ln
ν
mH
+ γgB[αs(µ)] ,
γgB(αs) = −γgH(αs)−
1
2
γgS(αs) , (28)
with the resulting one-loop and two-loop coefficients
γgB 0 = 2β0 ,
γgB 1 = 2β1 + 8CA
[(
−5
4
+ 2(1 + π2) ln 2− 6ζ3
)
CA
+
( 5
24
− π
2
3
+
10
3
ln 2
)
β0
]
. (29)
The RGE of the beam function follows from solving
Eq. (27), and is analogous to that of the soft function,
Bg(mH , p
cut
T , R, x, µ, ν)
= Bg(mH , p
cut
T , R, x, µB, νB)
× exp
[
1
2
ln
νB
ν
γgν (p
cut
T , R, µB)
]
× exp
[∫ µ
µB
dµ′
µ′
γgB(mH , µ
′, ν)
]
. (30)
Note that in contrast to the PDF evolution, the evolu-
tion of the beam function does not change its value of
x. This is a general feature of beam functions and is due
to the fact that their evolution describes the initial-state
radiation from an incoming parton that is not confined
to the proton anymore, while the PDF evolution is frozen
out at the beam scale µB [15, 40].
At the beam scale, the gluon beam function can be
computed as a convolution between perturbative match-
ing kernels, Igj(mH , pcutT , z, µB, νB), and the standard
quark and gluon PDFs, fj(x, µB),
Bg(mH , p
cut
T , R, x, µB, νB) (31)
=
∑
j
∫ 1
x
dz
z
Igj(mH , pcutT , R, z, µB, νB) fj
(x
z
, µB
)
.
We expand the matching kernels Igj to O(α2s) as (sup-
pressing the arguments for brevity)
Igj = δgjδ(1 − z) + αs(µB)
4π
I(1)gj +
α2s(µB)
(4π)2
I(2)gj +O(α3s) .
(32)
The O(αs) coefficients are common to several observ-
ables, and we agree with the calculation of I(1)gg using the
rapidity regulator in Ref. [26]. We find,
I(1)gg (mH , pcutT , z, µB, νB) = 4CALµB
× [2LνBδ(1− z)− Pgg(z)] ,
I(1)gq (mH , pcutT , z, µB, νB) = 2CF
[−2LµBPgq(z) + I(1)gq (z)] ,
I(1)gq (z) = z , (33)
where we abbreviated
LµB ≡ ln
µB
pcutT
, LνB ≡ ln
νB
mH
. (34)
The natural scales for the beam function are thus µB ∼
pcutT and νB ∼ mH . Our results for I(1)gj agree with
Ref. [8], after taking into account the different rapidity
regularization.
The O(α2s) kernel for the gg contribution is given by
I(2)gg (mH , pcutT , R, z, µB, νB)
= 32C2A(L
µ
B)
2LνB
[
LνBδ(1− z)− Pgg(z)
]
+ 4CAβ0(L
µ
B)
2
[
2LνBδ(1 − z)− Pgg(z)
]
+ 8(LµB)
2
[
C2A(Pgg ⊗ Pgg)(z)
+ 2CFTFnf (Pgq ⊗ Pqg)(z)
]
− 8LµB
[
P (1)gg (z) + 2CFTFnf (I
(1)
gq ⊗ Pqg)(z)
]
+
[
LµB
(
2Γg1L
ν
B + γ
g
B 1
)− 1
2
γgν 1(R)L
ν
B
]
δ(1 − z)
+ I(2)gg (z,R) . (35)
The O(α2s) kernel for the gq contribution is given by
I(2)gq (mH , pcutT , R, z, µB, νB)
= 16CACFL
µ
BL
ν
B
[−2LµBPgq(z) + I(1)gq (z)]
+ 8CFβ0L
µ
B
[−LµBPgq(z) + I(1)gq (z)]
+ 8CF (L
µ
B)
2
[
CA(Pgg ⊗ Pgq)(z) (36)
+ CF (Pgq ⊗ Pqq)(z)
]
− 8LµB
[
P (1)gq (z) + C
2
F (I
(1)
gq ⊗ Pqq)(z)
]
+ I(2)gq (z,R) .
The convolutions (g ⊗ h)(z) are defined as
(g ⊗ h)(z) ≡
∫ 1
z
dξ
ξ
g
(z
ξ
)
h(ξ) . (37)
The various splitting functions Pij(z) and convolutions
between them are given in App. B2 of Ref. [7]. The
7additional convolutions we need are
(I(1)gq ⊗ Pqg)(z) = 1 + z − 2z2 + 2z ln z , (38)
(I(1)gq ⊗ Pqq)(z) = 1 +
z
2
− z ln z + 2z ln(1− z) .
The terms involving logarithms of µ and ν in the Igj
kernels are fully determined by renormalization group
(RG) constraints. The nonlogarithmic terms I
(2)
gi (z,R)
require the full two-loop calculation of the beam func-
tions. Note that the full two-loop qq contribution to the
beam function for the transverse momentum of the vector
boson has been computed recently in Ref. [41]. At two
loops, the pjetT beam function needed here is different and
requires a separate calculation. Like the soft function,
it receives both global and jet clustering contributions.
In particular, we can calculate directly the leading clus-
tering corrections proportional to lnR2, and determine
the contribution from the remaining terms numerically,
giving
I(2)gg (z,R) =
CA
2
[(
1− 8π
2
3
)
CA +
(23
3
− 8 ln 2
)
β0
]
× Pgg(z) lnR2 + I(2,c)gg (z) + I(2,Rsub)gg (z,R) ,
I(2)gq (z,R) = 2C
2
F
(
3− π
2
3
− 3 ln 2
)
Pgq(z) lnR
2
+ I(2,c)gq (z) + I
(2,Rsub)
gq (z,R) . (39)
Here, I
(2,c)
gg (z) denotes the constantR independent terms,
while I
(2,Rsub)
gg (z,R) are the O(R2) suppressed contribu-
tions. Their explicit form is not known at present. We
extract their total contribution after convolution with the
PDFs numerically from the fixed-order cross section as
explained in Sec. II E below. This is sufficient for practi-
cal purposes, since their effect is found to be numerically
small compared to the lnR2 terms for R ∼ 0.4–0.5. The
total contribution (from both beam functions) of the full
I
(2)
gg (z,R) and I
(2)
gq (z,R) to the fixed NNLO cross section
is shown by the blue dashed line in Fig. 1 that is labeled
as 2b2.
D. O(R2) Corrections From Uncorrelated
Emissions
Starting at O(α2s), the clustering effects from the jet
algorithm includes contributions that scale as powers of
R2 in the small R limit. Clustering effects from cor-
related emissions in the soft or collinear sectors are in-
cluded in the subleading O(R2) corrections in the soft
and beam functions. On the other hand, the clustering of
uncorrelated emissions from the soft and collinear beam
sectors inhibits the factorization of the jet-veto measure-
ment into independent soft and collinear measurements
at O(R2). The all-order factorization of the cross section
at this level is therefore not known at present.2
The full contribution from clustering of uncorrelated
emissions to the fixed NNLO cross section is [10]
σ
(2)
0 (p
cut
T ) ⊃ σLO
(αsCA
π
)2
ln
mH
pcutT
(
−π
2
3
R2+
R4
4
)
. (40)
It is shown by the green dotted line in Fig. 1 for pcutT =
25GeV. As one can see, at the R values of interest it
is numerically very small compared to the correspond-
ing lnR2 enhanced clustering corrections contained in
γgν1(R), and can thus safely be treated as a power correc-
tion.
As argued in Refs. [9, 10], the above O(α2s) coefficient
determines the complete NNLL series coming from this
contribution [i.e. no new coefficients appear at O(α3sL2)
or higher]. Therefore, we can include this correction in
the resummed cross section at NNLL by multiplying it
with the total evolution factor as follows,
σRsub0 (p
cut
T , R) =
α2s(
√
µBµS)
π2
C2A ln
mH
pcutT
(
−π
2
3
R2 +
R4
4
)
× [F (0)U0](µH , µB, µS , νB, νS) . (41)
Here, F (0) denotes the leading fixed-order contributions
from the hard, beam, and soft functions, and U0 is
their combined NNLL evolution factor [given explicitly
in Eq. (57) below]. Since these corrections come from
soft or collinear emissions we choose to evaluate the ar-
gument of the α2s in the prefactor at the geometric mean
of the beam and soft scales.
In Ref. [8] this coefficient is absorbed into the two-
loop rapidity anomalous dimension, which amounts to
2 The statement in Ref. [8] that soft-collinear mixing is absent at
leading power for R ∼ 1 relies on a power counting for collinear
rapidities (yc) and soft rapidities (ys) where yc ≫ ys ∼ O(1)
such that yc − ys ≫ R ∼ 1. For typical values of pT = 25GeV
and Q = 125GeV there is a legitimate power expansion in
λ = pT /Q = 0.2 ≪ 1. But this gives yc ≃ ln(1/λ) = 1.6,
which does not clearly satisfy yc ≫ ys ∼ 1. Indeed, phys-
ically, emissions at fixed pT tend to be uniform in rapidity
rather than having a rapidity gap between soft and collinear
regions. (The analogous statement using light-cone variables is
e−R ≫ eys−yc =
√
(k−s /k
+
s )(p
+
c /p
−
c ) ∼ O(1) × λ. For R = 1,
this corresponds to counting 0.37≫ O(1)× λ = O(1)× 0.2.) As
discussed in detail in Ref. [11], the contribution from clustering a
soft and a collinear emission is ∼R2, so the only way to expand
it to zero is R2 ≪ 1.
The fact that soft and collinear modes in SCET-II are only dis-
tinguished by their rapidity does not automatically imply that
their rapidities are parametrically widely separated as ys ≪ yc,
since in practice amplitudes from each of these modes are inte-
grated over all rapidities and we must worry about contributions
from overlapping regions. If there is a double counting for in-
frared singularities from the overlap region then this is removed
by 0-bin subtractions [42], but in general these subtractions do
not suffice to remove finite contributions from the overlap re-
gion. Thus a proof of factorization at O(R2), including also soft-
collinear mixing contributions, will require additional arguments
to all orders in αs, and remains an interesting open question.
8writing this contribution as A exp(α2s), instead of A(1 +
α2s) as in Ref. [9]. Since this contribution first appears
at O(α2s), either form gives the same NNLL contribution
and the difference is higher order, meaning the results of
Refs. [9, 10] do not determine which is the correct all-
order structure beyond NNLL.
E. Nonsingular Contributions
In fixed-order perturbation theory, the cross section at
µf = µr = µFO has the all-order structure
σFO0 (p
cut
T , µFO) = σ
s
0(p
cut
T , µFO) + σ
ns
0 (p
cut
T , µFO) , (42)
σs0(p
cut
T , µFO) =
∑
m
∑
n≤2m
cmn(µFO)α
m
s (µFO) ln
n p
cut
T
mH
.
Here, the singular cross section, σs0, contains all terms
that are nonzero for pcutT → 0 and which are con-
tained in the resummed cross section. The nonsingular
cross section, σns0 , scales as O(pcutT /mH) and vanishes for
pcutT → 0. To reproduce the full fixed-order cross section
we have to include the nonsingular terms, in particular
when going to large pcutT where they become important.
An important feature of the NNLL′ (NLL′) resummed
result is that by construction its fixed-order expansion to
NNLO (NLO) in terms of αs(µFO) can be obtained by
simply setting all scales equal to µFO. And this also pre-
cisely reproduces the fixed-order singular contributions.
Hence, we can determine the nonsingular corrections by
subtracting the latter from the full fixed-order cross sec-
tion,
σns0 (p
cut
T , R, µFO) = σ
FO
0 (p
cut
T , R, µFO) (43)
− σresum′0 (pcutT , R, µi = νi = µFO) .
At NLO, this procedure is straightforward since the
one-loop hard, beam, and soft functions required at NLL′
are completely known, while σNLO0 (p
cut
T , µFO) is easily ob-
tained numerically e.g. from MCFM.
At NNLO, we obtain the full fixed-order cross sec-
tion by subtracting the NLO gg → H + j cross sec-
tion for a leading jet with pjetT > p
cut
T , obtained using
MCFM [5, 43], from the total NNLO cross section [44–
46]. For the resummed NNLL′ cross section we include
all available contributions through O(α2s) summarized in
the previous subsections, including the σRsub0 terms in
Eq. (41). The only missing pieces at two loops are the
unknown I
(2,c)
gj (z) and I
(2,Rsub)
gj (z,R) terms in the beam
function, which when integrated against the PDFs give a
pcutT independent contribution determined by a constant
b
(c+Rsub)
2 (R). Hence, we have
σns,NNLO0 (p
cut
T , R, µFO)+σLO(µFO)
α2s(µFO)
(4π)2
2b
(c+Rsub)
2 (R)
= [σNNLO≥0 (µFO)− σNLO≥1 (pcutT , R, µFO)]
− σNNLL′0 (pcutT , R, µi = νi = µFO) . (44)
Here, the right-hand side is obtained numerically and
then fit with a set of functions suitable to describe the
pcutT dependence of σ
ns
0 (p
cut
T , R, µFO). Since the latter
vanishes for pcutT → 0, this fit also allows us to determine
the numerical value of 2b
(c+Rsub)
2 (R) from the intercept
at pcutT = 0. Note that since there are large numerical
cancellations between the full and singular results on the
right-hand side, the remaining nonsingular data has large
statistical fluctuations for pcutT → 0. Ensuring a stable fit
result therefore required the use of very high statistics
from MCFM as well as a careful validation of the fitting
procedure.
Note also that the scale µB at which the b
(c+Rsub)
2 con-
tribution is evaluated in the beam function is relevant at
NNLL′ (i.e. it contributes to the subset of N3LL effects
that are supposed to be included at NNLL′). In the nu-
merical determination above the PDFs are evaluated at a
fixed µB = µFO. To account for this we rescale it by the
PDF dependence of the LO cross section, as indicated in
Eq. (44). Since we perform the nonsingular fit at differ-
ent values of µFO, we are able to check that this captures
the PDF scale dependence to very good approximation.
At large pcutT , the distinction between singular and non-
singular contributions becomes meaningless since both
are of similar size and there are nontrivial cancellations
between them (as can be seen in Fig. 4 below). When
using the imaginary scale setting in the hard function, it
modifies the cross section at all values of pcutT . Therefore,
it is important to implement an analogous improvement
for the nonsingular contributions, since otherwise these
cancellations would be spoiled. The final expression for
the nonsingular cross section entering in Eq. (4) is given
by
σns0 (p
cut
T , R, µns)
=
{
σ
ns(1)
0 (p
cut
T , R, µns)
[
1− αs(µns)
2π
CAπ
2
]
+ σ
ns(2)
0 (p
cut
T , R, µns)
}
UH(−iµns, µns) . (45)
Here, σ
ns(i)
0 (p
cut
T , R, µns) are the O(αis) nonsingular terms
obtained numerically for given values of R and µns, and
UH(−iµns, µns) is the evolution factor of the hard func-
tion. The latter is used to apply the analogous resumma-
tion of π2 terms to the nonsingular cross section as was
induced by the hard function in the singular terms.
The NLO and NNLO nonsingular contributions for
R = 0.4 and µns = mH are shown in Fig. 2 for both real
(left panel) and imaginary (right panel) scale setting. We
observe that the latter substantially improves the pertur-
bative convergence also in the nonsingular terms at all
values of pcutT . This is not unexpected from the point of
view of the power expansion in SCET. For pcutT ≪ mH
and at subleading order in the SCET power counting,
the nonsingular terms would arise from a combination of
leading and subleading hard, beam, and soft functions,
and many of the hard functions in these contributions
can be expected to require an imaginary hard scale.
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FIG. 2: The nonsingular cross section at µns = mH at NLO (blue, dashed) and NNLO (orange, solid) for R = 0.4. We compare
the pure fixed-order nonsingular terms (on the left) with the nonsingular terms that include π2 summation (on the right). The
latter shows a substantially improved perturbative convergence from NLO to NNLO.
III. RESUMMATION AND PERTURBATIVE
UNCERTAINTIES
A critical aspect of precision cross section predictions
is the theoretical control of perturbative uncertainties.
Ultimately, the formal perturbative accuracy in the pre-
dictions is only meaningful together with a robust under-
standing and estimate of theoretical uncertainties.
The categorization of the data into jet bins is used
in the experimental analyses to optimize the control of
backgrounds and experimental systematic effects. In the
end, the information from all measured categories flows
together, thereby maximizing the use of the available
data. In this context, vetoing jets in the 0-jet cross sec-
tion amounts to dividing the total inclusive cross sec-
tion, σtot ≡ σ≥0, into an exclusive 0-jet bin equivalent to
σ0(p
cut
T ) and the remaining inclusive 1-jet bin,
σ≥0 = σ0(p
cut
T ) + σ≥1(p
cut
T ) . (46)
Therefore, a complete theoretical description of this bin-
ning procedure is needed. This requires a framework,
which, in addition to the resummation of σ0(p
cut
T ) at
small pcutT , provides a valid description of the cross sec-
tion at all values of pcutT as well as the correlations be-
tween the perturbative uncertainties in the jet bins and
the total cross section.
As we discuss in detail in this section, the framework
we use for resummation and fixed-order matching, based
on SCET and profile functions, is well-suited for this
task. It provides us with direct theoretical handles to
reliably assess the perturbative uncertainties and allows
us to predict the required correlations by utilizing com-
mon underlying theory parameters in the scales µH , µB,
µS , νB, and νS . These are varied to obtain the uncer-
tainty estimates.
In Sec. III A we give an overview of perturbative un-
certainties for jet bins, and establish the necessary no-
tation. As the jet-veto cut is increased our resummed
results smoothly reproduce the fixed-order cross section
and its standard uncertainties by using profile functions,
which are discussed in Sec. III B. In Sec. III C we explain
how variations of the hard, soft, and beam scales in the
effective theory determine the fixed-order and jet-binning
uncertainties. Finally, in Sec. III D we discuss our esti-
mate for the additional uncertainty from clustering ef-
fects at higher orders in perturbation theory. Note that
we will not discuss additional parametric uncertainties
from input parameters such as PDFs or αs(mZ). These
have to be estimated separately and included with the
usual uncertainty propagation.
A. Perturbative Uncertainties in Jet Binning
A convenient way to describe the uncertainties involved
in the jet binning is in terms of fully correlated and fully
anticorrelated components [12, 47], which amounts to
parametrizing the covariance matrix for {σ0, σ≥1} as
C({σ0, σ≥1}) =
(
(∆y0)
2 ∆y0 ∆
y
≥1
∆y0 ∆
y
≥1 (∆
y
≥1)
2
)
+
(
∆2cut −∆2cut
−∆2cut ∆2cut
)
.
(47)
The first correlated component, denoted with a super-
script “y”, can be interpreted as an overall yield uncer-
tainty shared among all bins. The second anticorrelated
component can be interpreted as a migration uncertainty
between the two bins, which is introduced by the binning
cut and drops out in their sum. The total uncertainty for
each bin is given by
∆≥0 = ∆
y
0 +∆
y
≥1 ≡ ∆y≥0 ,
∆20 = (∆
y
0)
2 +∆2cut ,
∆2≥1 = (∆
y
≥1)
2 +∆2cut . (48)
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Equation (47) is a completely generic parametrization
of a 2×2 symmetric matrix. This choice of parameters is
convenient because of the above physical interpretation.
An additional advantage is that the uncertainties are de-
scribed in terms of two independent components, which
are fully correlated or anticorrelated between the differ-
ent observables, so that the experimental implementation
is straightforward (e.g. in a profile likelihood fit, the yield
and migration uncertainties can each be implemented by
an independent nuisance parameter).
To estimate each uncertainty component in our resum-
mation framework we make the following identifications:
∆yi ≡ ∆µi , ∆cut ≡ ∆resum . (49)
Here, ∆µi corresponds to the uncertainties in the cross
section that reproduce the fixed-order uncertainty in the
total cross section and probe the nonlogarithmic contri-
butions at finite pcutT . This makes it natural to iden-
tify these with the yield uncertainties. The resummation
uncertainty, ∆resum, corresponds to the intrinsic uncer-
tainty in the resummed logarithmic series. The loga-
rithms ln(pcutT /mH) are directly caused by the binning
cut and at small pcutT are the dominant veto-dependent
effect, which cancels between σ0 and σ≥1. Hence, higher-
order logarithms are the primary source of uncertainty
in the division of the cross section into bins and we can
therefore identify ∆resum with the migration uncertainty.
Furthermore, ∆resum vanishes at large p
cut
T where the re-
summation of logarithms becomes unimportant. This is
consistent with the fact that in this limit migration ef-
fects become irrelevant since σ≥1 becomes numerically
much smaller than σ0(p
cut
T ). Our procedure to estimate
∆µi and ∆resum through scale variations in the resummed
cross section is discussed in the following sections.
With these identifications, the full covariance matrix
for {σ≥0, σ0, σ≥1} is given by
C
({σ≥0, σ0, σ≥1}) = Cµ + Cresum , (50)
where
Cµ =

 ∆
2
tot ∆tot∆µ0 ∆tot∆µ≥1
∆tot∆µ0 ∆
2
µ0 ∆µ0∆µ≥1
∆tot∆µ≥1 ∆µ0∆µ≥1 ∆
2
µ≥1

 ,
Cresum =

0 0 00 ∆2resum −∆2resum
0 −∆2resum ∆2resum

 , (51)
and we can easily read off the uncertainties in the differ-
ent cross sections
∆tot ≡ ∆µ≥0 = ∆µ0 +∆µ≥1 ,
∆20(p
cut
T ) = ∆
2
resum +∆
2
µ0 ,
∆2≥1(p
cut
T ) = ∆
2
resum + (∆tot −∆µ0)2 . (52)
The uncertainties in other observables follow by standard
uncertainty propagation. For example, for the 0-jet effi-
ciency, ǫ0(p
cut
T ) ≡ σ0(pcutT )/σ≥0, we have
∆2ǫ0(p
cut
T )
ǫ20(p
cut
T )
=
∆20(p
cut
T )
σ20(p
cut
T )
+
∆2tot
σ2tot
− 2 ∆tot∆µ0
σ≥0σ0(pcutT )
. (53)
Through the last term the correlation between ∆tot and
∆µ0 reduces the relative uncertainty in the 0-jet effi-
ciency, which will be noticeable in our numerical analysis.
In particular, in the limit of large pcutT where ǫ0 → 1 the
uncertainty ∆ǫ0 will go to zero as it should.
1. Fixed Order
In a pure fixed-order prediction, there is no way to
fully disentangle the two uncertainty components. Using
a common fixed-order scale variation for all observables
amounts to setting ∆cut = 0 and setting ∆
y
i ≡ ∆FOi .
However, as demonstrated in detail in Refs. [12, 47], at
small values of pcutT , as soon as the logarithmic correc-
tions become sizable, migration effects are important and
cannot be neglected. Doing so can lead to a significant
underestimate of uncertainties. A more reliable fixed-
order estimate is obtained by explicitly taking into ac-
count ∆cut by using instead
∆y0 = ∆
FO
≥0 ≡ ∆tot , ∆cut = ∆FO≥1 , (54)
where ∆FO≥i are the fixed-order uncertainties in the in-
clusive cross sections. (As explained in Ref. [12], this
choice is motivated by the fact that the perturbative se-
ries in σ≥1 starts as αs ln
2(pcutT /mH) and its fixed-order
scale variation therefore directly estimates the size of the
pcutT logarithms. An alternative prescription proposed in
Ref. [10] yields very similar results for ∆0(p
cut
T ).)
With the choice in Eq. (54) the uncertainties in the
pure fixed-order prediction are described by
CST
({σ≥0, σ0, σ≥1})=

∆
2
tot ∆
2
tot 0
∆2tot ∆
2
tot+(∆
FO
≥1 )
2 −(∆FO≥1 )2
0 −(∆FO≥1 )2 (∆FO≥1 )2

.
(55)
These are the default fixed-order Higgs jet-binning uncer-
tainties used by the experiments, and also what we will
use when comparing our results to fixed order in Sec. IV.
B. Resummation and Matching to Fixed Order
with Profile Scales
In the effective field theory framework, the resumma-
tion is performed by RGE running. First, we evaluate
each of the hard, beam, and soft functions appearing
in the factorized cross section at their natural virtuality
scales µi and rapidity scales νi. Next, we evolve them
all to arbitrary, common scales: µ for invariant mass and
ν for rapidity. This resums the logarithms of the in-
variant mass ratios µi/µj and rapidity ratios νi/νj. As
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FIG. 3: Combined renormalization group evolution in vir-
tuality and rapidity. The hard, beam, and soft functions
are evolved in the virtuality scale µ, where the characteristic
scales are µH ∼ mH and µB ∼ µS ∼ p
cut
T . Additionally, ra-
pidity logarithms are summed by evolving the beam and soft
functions in the rapidity scale ν, with characteristic scales
νB ∼ mH and νS ∼ p
cut
T .
we saw in Sec. II, the beam and soft functions evolve in
both virtuality and rapidity space, while the hard func-
tion only evolves in virtuality. The evolution together
with the natural scales is illustrated in Fig. 3. Finally,
the evolved functions are combined together in the cross
section at the common scales (ν, µ), which is a point in
the plane shown in this figure.
The resummed cross section is explicitly independent
of the arbitrary scales µ and ν at each order in resummed
perturbation theory, which means we are free to pick any
convenient values. Taking µ = µB and ν = νS , and
combining all the ingredients detailed in Sec. II, the cross
section in Eq. (4) takes the form
σ0(p
cut
T )
= σBHgg(mt,mH , µH)
∫
dY Bg(mH , p
cut
T , R, xa, µB, νB)
×Bg(mH , pcutT , R, xb, µB, νB)Sgg(pcutT , R, µS , νS)
× U0(pcutT , R;µH , µB, µS , νB, νS)
+ σRsub0 (p
cut
T , R) + σ
ns
0 (p
cut
T , R, µns) , (56)
where the combined renormalization group evolution fac-
tor U0 is given by
U0(p
cut
T , R;µH , µB, µS , νB, νS)
=
∣∣∣∣exp
[∫ µB
µH
dµ′
µ′
γgH(mH , µ
′)
]∣∣∣∣
2
× exp
[∫ µB
µS
dµ′
µ′
γgS(µ
′, νS)
]
× exp
[
ln
νB
νS
γgν (p
cut
T , R, µB)
]
. (57)
Next, we discuss how to choose numerical values for
the scales µH , µB , µS , νB, and νS as a function of p
cut
T ,
which are referred to as profile scales [48, 49]. For this
purpose we can distinguish three different regimes ac-
cording to the relative importance of the singular and
nonsingular cross section contributions. In Fig. 4, the
singular and nonsingular terms are plotted against the
total fixed-order cross section at O(α2s).
In the resummation region at low values of pcutT ,
the singular contributions dominate and must be re-
summed, while the nonsingular contributions are pertur-
bative power corrections. To resum the logarithms, the
scales should parametrically follow their canonical values
dictated by the RGE,
µH ∼ −imH , µB ∼ µS ∼ pcutT ,
νB ∼ mH , νS ∼ pcutT . (58)
At large pcutT
>∼ mH/2, the singular and nonsingular con-
tributions are equally important, and fixed-order pertur-
bation theory should be used. In this fixed-order region
it is essential that the resummation is turned off to en-
sure that the correct fixed-order cross section is obtained.
The reason is that there are important cancellations be-
tween singular and nonsingular terms, which are spoiled
if the resummation is kept on too long. In this region,
all virtuality scales must approach a common fixed-order
scale and the rapidity scales must be equal,
|µH | = µB = µS = µns = µFO , νB = νS . (59)
Finally, in the transition between the resummation and
fixed-order regions typically both the logarithmic resum-
mation as well as the fixed-order corrections are impor-
tant. To obtain a proper description of this transition
region, which in our case also includes the experimental
range of interest, we have to use profiles that incorpo-
rate the constraints imposed by the resummation toward
small pcutT and the fixed-order matching toward large p
cut
T ,
together with a smooth interpolation between these two
regimes. There is a growing body of literature on the
construction of appropriate profiles in a variety of con-
texts [7, 13, 14, 48–56].
For the central profiles we take
µH = −iµFO , µns = µFO ,
νB = µFO ,
µB = µS = νS = µFO frun(p
cut
T /mH) . (60)
That is, we take fixed values for µH , µns, and νB, while
µB, µS , and νS are constructed in terms of the common
profile function
frun(x) =


x0
[
1 + (x/x0)
2/4
]
x ≤ 2x0 ,
x 2x0 ≤ x ≤ x1 ,
x+
(2− x2 − x3)(x − x1)2
2(x2 − x1)(x3 − x1) x1 ≤ x ≤ x2 ,
1− (2− x1 − x2)(x − x3)
2
2(x3 − x1)(x3 − x2) x2 ≤ x ≤ x3 ,
1 x3 ≤ x .
(61)
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FIG. 4: Singular and nonsingular contributions to the fixed NNLO cross section (using R = 0.4 and µFO = mH). Left: The
magnitude of the contributions differential in pjetT . Right: The corresponding contributions to the integrated cross section as
a function of pcutT . The resummation, transition, and fixed-order regions are clearly visible as the relative importance of the
singular and nonsingular terms changes with pjetT and p
cut
T .
The first regime, x ≤ 2x0, is the nonperturbative region
and the scales µB,S and νS asymptote as x → 0 to a
fixed scale x0µFO >∼ ΛQCD. This ensures that factors
of αs(µi) that enter from solving perturbatively defined
anomalous dimension equations, never become nonper-
turbative. The second regime has the canonical scaling
for resummation. The third and fourth have quadratic
scaling (of positive and negative second derivative, re-
spectively) and simply provide a smooth transition to
the final (constant) region where all scales are equal and
resummation is turned off. This profile function and its
first derivative are both continuous.
For the overall scale parameter we have µFO ∼ mH and
for our central result we will use µFO = mH in Eq. (60).
In Eq. (61) the parameters xi mark the boundary be-
tween the different regimes, and their values are chosen
by considering the importance of the singular versus non-
singular contributions plotted in Fig. 4. The singular
and nonsingular contributions become comparable near
pcutT = 40GeV so the profile must transition towards the
fixed-order result beyond this value. For our central pro-
files we choose
x0 = 2.5GeV/µFO , {x1, x2, x3} = {0.15, 0.4, 0.65} .
(62)
For µFO = mH = 125GeV the {x1, x2, x3} values corre-
spond to {19, 50, 81}GeV. The resulting central profile
scales are shown in Fig. 5, so we see that the transition
occurs roughly between 30–65GeV. In the next subsec-
tion, we discuss in detail the profile scale variations that
we use to evaluate perturbative uncertainties.
Note that in the transition from small to large pcutT ,
we are essentially forced to keep the hard scale at its
imaginary value µH = −imH . In principle, one could
contemplate rotating it to the real axis as a function
of pcutT to turn off the resulting resummation of large
π2 terms in the hard virtual corrections. However, this
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FIG. 5: The central profile scale for the low scales µB , µS , νS
as a function of pcutT , together with the central value for the
high scales |µH |, νB .
would inevitably lead to an unphysical result of a decreas-
ing cross section with increasing pcutT . What this means
is that the significantly improved perturbative stability
observed in the small pT region also directly translates
into an improved convergence in the fixed-order cross sec-
tion at large pcutT , simply because a large part of the total
cross section comes from the small pT region. Further-
more, as we have seen in Fig. 2, the imaginary scale also
translates into an improved convergence of the nonsin-
gular contributions themselves. The total cross section
for µH = −imH increases by about 7% compared to the
NNLO cross section evaluated at µFO = mH/2. This in-
crease is quite consistent with the expected increase in
the total cross section at N3LO from the recent estimate
in Ref. [57].
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C. Yield and Resummation Uncertainties Via
Profile Scale Variations
To evaluate the perturbative uncertainties in our pre-
dictions we vary the profile scales about the central pro-
files defined in the previous section. We consider several
types of variation in turn, and discuss how they are used
to determine the yield and resummation uncertainties
that appear in the matrices Cµ and Cresum in Eq. (51).
The first type of variation is a collective variation of
all of the scales up or down by a factor of 2. This is
accomplished by taking µFO = 2mH or µFO = mH/2 in
Eq. (60). At large pcutT , where all scales become equal to
µFO, this variation becomes equivalent to the usual scale
variation in the fixed-order cross section. Indeed, in the
limit of very large pcutT it reproduces the fixed-order scale
variation of the total cross section.3 When varying µFO,
all scale ratios are kept fixed, so this does not change
any of the arguments inside the logarithms ln(µH/µB,S)
and ln(νB/νS) that sum up the large ln(mH/p
cut
T ) terms.
Hence, this variation is clearly identified as contributing
to the yield uncertainties.
A second type of variation is to the profile shape. The
values {x1, x2, x3} determine the boundaries between the
different scaling regions of the low-scale profiles as a
function of pcutT . We account for the ambiguity in this
shape by using four different choices for {x1, x2, x3} to
provide a variation away from the central scale choice
{x1, x2, x3} = {0.15, 0.4, 0.65}:
{x1, x2, x3} : {0.1, 0.3, 0.5} , {0.2, 0.5, 0.8} ,
{0.04, 0.4, 0.8} , {0.2, 0.35, 0.5} . (63)
These changes to the profile have an impact on the uncer-
tainty from varying µFO since they determine the transi-
tion between the region where the resummation is active
and where the fixed-order prediction is used and hence
the extent of the fixed-order region. They also vary the
logarithms ln(µH/µB,S), and hence have some impact on
uncertainties that would be associated to resummation.
In practice, with µFO = mH the effect of varying the xi in
the central profile is smaller than the other resummation
uncertainties (discussed below), whereas when varying
µFO up and down there is a noticeable impact on the
yield uncertainties. Therefore we will group this varia-
tion with the yield uncertainty, and use each of the five
profiles specified by {x1, x2, x3} together with each of the
three values of µFO. This set of profile variations is plot-
ted in the left panel of Fig. 6. We still note that the range
of cross section values obtained from changing µFO with
a fixed profile is significantly larger than the range from
3 For pcutT > x3mH and real µH = µFO we exactly reproduce the
fixed-order cross section scale variation for equal factorization
and renormalization scales. If these two scales are varied inde-
pendently they give essentially the same final result since the
renormalization scale variation dominates by far.
changing the profile via x1,2,3 for a fixed µFO, and hence
the µFO variation is the more important variation by far.
The total yield uncertainty for the 0-jet cross section
is thus defined as the maximum absolute deviation from
the central scale over all 14 variations,
∆µ0(p
cut
T ) = max
vi∈Vµ
∣∣σvi0 (pcutT )− σcentral0 (pcutT )∣∣ . (64)
where Vµ is the set of variations. To determine the to-
tal uncertainty in the fixed-order cross section we make
use of the fact that limpcut
T
→∞∆µ0(p
cut
T ) = ∆tot, and in
practice we extract ∆tot for p
cut
T = 600GeV. Together
this determines the two parameters occurring in the yield
covariance matrix Cµ.
Resummation uncertainties are estimated through
variations of the beam and soft scales, while keeping
µFO = mH at its central value. The variations of the
beam and soft scales are performed with a multiplicative
variation factor fvary(p
cut
T ). For a generic beam or soft
scale µi or νi, the up and down variations are performed
via the variations
µupi (p
cut
T ) = µ
central
i (p
cut
T )× fvary(pcutT /mH) ,
µdowni (p
cut
T ) = µ
central
i (p
cut
T ) / fvary(p
cut
T /mH) ,
νupi (p
cut
T ) = ν
central
i (p
cut
T )× fvary(pcutT /mH) ,
νdowni (p
cut
T ) = ν
central
i (p
cut
T ) / fvary(p
cut
T /mH) . (65)
The variation factor is defined by
fvary(x) =


2(1− x2/x23) 0 ≤ x ≤ x3/2 ,
1 + 2(1− x/x3)2 x3/2 ≤ x ≤ x3 ,
1 x3 ≤ x .
(66)
It is designed to smoothly turn off these variations, since
they must turn off when the resummation is turned off
at high pcutT values. These variations for µB, µS , νB , and
νS are plotted in the right panel of Fig. 6.
The resummation uncertainty is a combination of a set
of up, down, and central values for the µB, µS , νB , and
νS scales. The dependence on each of these scales cancels
between RG evolution and the fixed-order contributions
at the order we are working, while the remaining resid-
ual dependence probes the higher-order contributions in
resummed perturbation theory.
The purpose of an individual scale variation is to vary
the argument of the logarithms it appears in by a fac-
tor in order to probe the potential size of higher-order
logarithms of that scale. For our profiles the variation
factor above is 1/2 or 2 for pcutT → 0 and goes towards 1
for pcutT → x3mH where the resummation is turned off.
Certain combinations of scale variations are undesirable
as they double the variations of the logarithms, for ex-
ample {νupB , νdownS } gives a factor of 4 variation for the
logarithm of νB/νS . To avoid varying the scales in log-
arithms outside of the desired factor of 2 range, we con-
sider all the ratios of beam and soft scales that appear in
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FIG. 6: The variations of the central profiles as described in the text. On the left, the variations are shown that contribute to
the yield uncertainty, where all scales are collectively multiplied by a factor 2 or 1/2, for all four profile shapes. The central
profile shape is shown with thick lines, while the other profile shapes are shown with dotted lines, and we shade between
the shapes. On the right, the variations of µB , µS , and νS (solid lines, yellow shading) and νB (dotted lines, green shading)
are shown which contribute to the resummation uncertainty. Combinations of variations of these scales make up the set of
variations that we perform to asses the uncertainties in our prediction.
the factorization,
µS
µB
∼ µS
νS
∼ 1 , νB
νS
∼ mH
pcutT
. (67)
All of these scalings are respected by the central pro-
files. We then constrain the variations about the central
profiles to not violate any of these scaling relations by
more than a factor of 2 (as would happen for instance by
varying µB up and µS down). We make one additional
constraint on the variations by considering the evolution
factor U0 in Eq. (57). The summation of rapidity loga-
rithms contains the factor
exp
[
ln
(νB
νS
)
γgν (p
cut
T , R, µB)
]
. (68)
This is a unique combination as it features a large loga-
rithm of νB/νS multiplying a rapidity anomalous dimen-
sion that depends on µB. A simultaneous variation of
µB down with either νS down or νB up gives sensitivity
to small scales αs(µB), and the effect is effectively dou-
bled by the ln(νS/νB) variation, leading us to eliminate
these two combinations from the set of scale variations
we consider.
With these restrictions, there are 35 remaining (of an
original possible 80) profile scale variations of µB, µS , νB,
and νS away from their central profile which probe the re-
summation uncertainty. We note that without separately
varying µB and µS , and without explicit variations of the
νB and νS scales there would be only a single up/down
variation and a significant reduction in the resummation
uncertainty. Exploring a much larger space for the scale
variations is crucial to reliably estimate the uncertainty
from the summation of logarithms. Note that at small R
the large lnR2 effects appear through the rapidity RGE,
so it is important to vary the rapidity scales to probe the
effect of these terms on the pcutT resummation. For the
final resummation uncertainty we use
∆resum(p
cut
T ) = max
vi∈Vresum
∣∣σvi0 (pcutT )− σcentral0 (pcutT )∣∣ , (69)
where Vresum is the above set of 35 resummation scale
variations. This uncertainty determines the covariance
matrix Cresum, and together with Cµ gives the full co-
variance matrix.
D. Uncertainties from Clustering Effects
The purpose of the profile scale variations is to es-
timate the effect of uncalculated higher-order terms in
the cross section. This includes the higher-order correc-
tions in the perturbative series of the various anoma-
lous dimensions, which would be needed for the resum-
mation at N3LL. While this is effective for the loga-
rithms of pcutT /mH , which are being resummed, the clus-
tering effects generate an all-orders series of logarithms
of pcutT /mH and logarithms of R
2. In particular, as ex-
plained at the end of Sec. II B, the lnR2 terms appear as
an unresummed series of large logarithms in the rapidity
anomalous dimension. The effect of these terms on the
resummed cross section is not necessarily well estimated
from scale variation of the lowest order term alone.
The new clustering effects (those not determined from
soft function exponentiation) arising at O(αns ) depend
on a coefficient Cn(R), whose small R limit has the form
in Eq. (3). The term with the most factors of lnR2 at
O(αns ) gives a contribution to the cross section of the
15
order matching (Hgg, Bg , Sgg) nonsingular γ
g
H,B,S γ
g
ν Γ
g
cusp β PDF αs(mZ)
NLLpT LO - 1-loop 1-loop 2-loop 2-loop LO 0.13939
NLL′pT+NLO NLO NLO 1-loop 1-loop 2-loop 2-loop NLO 0.12018
NNLL′pT+NNLO NNLO NNLO 2-loop 2-loop 3-loop 3-loop NNLO 0.11707
TABLE I: Perturbative ingredients entering at each order in resummed perturbation theory.
form
ln
σ
(n)
0 (p
cut
T )
σLO
⊃ Cn,n−1
[
αs(p
cut
T )CA
π
lnR2
]n−1
×
[
αs(p
cut
T )CA
π
ln
mH
pcutT
]
, (70)
where only the lowest O(α2s) clustering coefficient C2,1 =
−2.49 is known [see Eq. (24)]. Note that lnR2 depen-
dent terms with more powers of ln(mH/p
cut
T ) are deter-
mined by exponentiation through the rapidity RGE [i.e.
the terms in Eq. (70) arise as higher-order corrections in
γgν (R)].
Until a calculation of any of the higher-order cluster-
ing coefficients exists, the best we can do is to estimate
their effect on the cross section. To derive an uncer-
tainty estimate from higher-order clustering effects, we
use the ansatz C3,2 = ±C2,1 and add the corresponding
O(α3s) term to the rapidity anomalous dimension. We
have chosen the above way of factoring out color factors
and defining the higher-order clustering coefficients, such
that C2,1 is roughly an O(1) number and the higher-order
corrections scale with a power of
αs(p
cut
T )CA
π
lnR2 . (71)
In this way, taking C3,2 = ±C2,1 leads to a reasonable es-
timate of the potential size of the higher-order clustering
corrections. For example, for R = 0.4, pcutT = 25GeV,
this factor is −0.25, so taking C3,2 = ±C2,1 the O(α3s)
clustering term would give a 25% correction to the O(α2s)
clustering term. This leads to a clustering uncertainty
which is not negligible but fortunately does not dominate
the uncertainty. Numerical results for different parame-
ters of phenomenological interest are given in the next
section.
IV. PREDICTIONS FOR THE LHC
In this section we present our predictions for the ex-
clusive 0-jet cross section σ0, the inclusive 1-jet cross sec-
tion σ≥1, and the exclusive 0-jet fraction ǫ0. In analyzing
our results we will consider varying: the perturbative or-
der (NLLpT , NLL
′
pT
+NLO, and NNLL′pT+NNLO), the
choice of jet radius R, and the choice of pcutT . The Higgs
mass dependence may also be examined, but we will fix
mH = 125GeV. The order of the hard, beam, and
soft functions, nonsingular corrections, and anomalous
dimensions entering at each order in the resummed cross
section are given in Table I. We use the MSTW 2008
PDFs [58] with their αs(mZ) at the relevant order as
shown in Table I.4
We start with a summary of our main results. In Ta-
ble II we give our predictions for each of σ
≥0, σ0, σ≥1,
and ǫ0 using p
cut
T ∈ {25, 30}GeV and R ∈ {0.4, 0.5, 0.7}.
The uncertainties are determined by the covariance ma-
trix in Eq. (51). The basic parameters in the matrix are
the resummation uncertainty ∆resum and the fixed-order
uncertainties ∆tot, ∆µ0, and ∆µ≥1 = ∆tot − ∆µ0. The
values of these uncertainties for two examples are
pcutT = 25GeV p
cut
T = 30GeV
R = 0.4 R = 0.5
∆tot : 1.49 pb 1.49 pb
∆resum : 0.86 pb 0.52 pb (72)
∆µ0 : 0.87 pb 0.70 pb
∆µ≥1 : 0.62 pb 0.79 pb
which can be compared to total uncertainties quoted in
Table II. In Eq. (72) the reduction in resummation un-
certainties at larger R and pcutT is to be expected, and
is mainly driven by the increase in pcutT . This is also the
main reason for the reduced uncertainties with increasing
pcutT in σ0 and ǫ0 at NNLL
′
pT
+NNLO, seen in Table II.
We will discuss additional aspects of Table II and as-
sociated figures for σ0, σ≥1, and ǫ0 in the following sub-
sections. In Figs. 7, 8, and 9 we will show predictions at
different orders and compare our most accurate predic-
tion to the NNLO result. In Eq. (73) we will estimate the
uncertainty from higher-order clustering terms. Then in
Fig. 10 we will plot various correlation coefficients as a
function of pcutT , and in Table III give correlation coeffi-
cients for two different values of R. In App. A, we will
discuss in more detail the impact of the π2 summation
on our analysis.
4 At NLL, the αs running order required by the LO PDFs and the
resummation differ. In this case, we use the pragmatic solution
of including the required 2-loop beta function coefficients in the
RGE evolution kernels, but use the 1-loop running required by
the LO PDFs to obtain the numerical value of αs at a given
scale. This mismatch does not happen at the higher orders.
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σ≥0 [pb] σ0(p
cut
T ) [pb] σ≥1(p
cut
T ) [pb] ǫ0(p
cut
T )
NLL′pT+NLO
pcutT = 25GeV 20.46 ± 3.37 (16.5%) 11.19 ± 1.98 (17.7%) 9.27± 2.76 (29.7%) 0.547 ± 0.086 (15.8%)
pcutT = 30GeV 20.46 ± 3.37 (16.5%) 12.70 ± 2.07 (16.3%) 7.76± 2.67 (34.5%) 0.621 ± 0.090 (14.5%)
NNLL′pT+NNLO (R = 0.4)
pcutT = 25GeV 21.68 ± 1.49 (6.9%) 12.67 ± 1.22 (9.6%) 9.01± 1.06 (11.8%) 0.584 ± 0.040 (6.8%)
pcutT = 30GeV 21.68 ± 1.49 (6.9%) 14.09 ± 0.96 (6.8%) 7.60± 0.93 (12.3%) 0.650 ± 0.028 (4.4%)
NNLL′pT+NNLO (R = 0.5)
pcutT = 25GeV 21.68 ± 1.49 (6.9%) 12.40 ± 1.12 (9.0%) 9.28± 1.03 (11.1%) 0.572 ± 0.036 (6.2%)
pcutT = 30GeV 21.68 ± 1.49 (6.9%) 13.85 ± 0.87 (6.3%) 7.83± 0.94 (12.0%) 0.639 ± 0.026 (4.1%)
NNLL′pT+NNLO (R = 0.7)
pcutT = 25GeV 21.68 ± 1.49 (6.9%) 11.97 ± 1.05 (8.8%) 9.71± 0.97 (10.0%) 0.552 ± 0.032 (5.7%)
pcutT = 30GeV 21.68 ± 1.49 (6.9%) 13.48 ± 0.83 (6.2%) 8.20± 0.92 (11.2%) 0.622 ± 0.024 (3.8%)
TABLE II: Predictions for various cross sections with complex scale setting µH = −iµFO and µFO = mH as the central scale
choice, and with the total combined perturbative uncertainties. For convenience we also show the equivalent percent uncertainty
in brackets after each result.
A. The 0-Jet Cross Section
The fundamental quantity measured by experiments
that needs to be calculated theoretically is σ0(p
cut
T , R),
the fiducial cross section in the 0-jet bin. For this reason
the predictions discussed here for the 0-jet cross section
at NNLL′pT+NNLO are our main results. The purpose
of the resummation is to improve the precision and ac-
curacy of the fixed-order cross section when pcutT ≪ mH ,
so it is natural to compare the resummed result to the
NNLO cross section. For NNLO we use the central scale
µFO = mH throughout. In addition, to verify the valid-
ity of our uncertainty analysis it is important to study
the convergence of the resummation by studying differ-
ent orders in the resummed perturbation theory. We
make these comparisons in Fig. 7 using R = 0.4. From
the top left panel one sees that there is indeed a sub-
stantial reduction of uncertainties when increasing the
accuracy of the resummation/matching, with higher or-
ders falling inside the uncertainty bands of the lower or-
der results, as desired. From the top right panel one
sees that the NNLL′pT+NNLO prediction has noticeably
smaller uncertainties than the NNLO prediction. This
is expected for smaller pcutT , but even remains true for
larger pcutT due to the π
2 summation that is present in
the NNLL′pT+NNLO result, but not in the NNLO result.
(The corresponding comparisons for R = 0.5 are quite
similar, yielding the same conclusions.)
The bottom left panel shows percent uncertainties for
the two highest order resummation results, and also
breaks them down into the contributions from the re-
summation uncertainty ∆resum and the total uncertainty
from combining yield and resummation uncertainties in
quadrature. For large pcutT the yield uncertainties dom-
inate at both NLL′pT+NLO and NNLL
′
pT
+NNLO, since
the resummation is not important in this region. For
both of these orders the resummation uncertainty starts
to have a relevant impact for pcutT
<∼ 40GeV.
In the bottom right panel of Fig. 7 we show the per-
cent uncertainties relative to the central curve for the
NNLL′pT+NNLO and NNLO cross sections. In this fig-
ure the size of the improvement is clear. For instance,
for R = 0.4 and pcutT = 25GeV the uncertainty decreases
from 20% at NNLO to 9.6% at NNLL′pT+NNLO. Simi-
lar improvements by roughly a factor of 2 are observed
for pcutT = 30GeV and for R = 0.5. Jet binning is a
key aspect of the experimental H → WW and H → ττ
analyses, which will therefore directly benefit from this
substantial improvement in the theoretical uncertainties.
The clustering effects provide an additional uncer-
tainty. Using the procedure discussed in Sec. III D, the
relative uncertainty from clustering, ∆clus0 (p
cut
T )/σ0(p
cut
T ),
is
(∆clus0 /σ0)(p
cut
T ) p
cut
T = 25GeV p
cut
T = 30GeV
R = 0.4 : 3.6% 2.9%
R = 0.5 : 2.1% 1.7% (73)
R = 0.7 : 0.5% 0.4%
Since our method of estimating these uncertainties is
likely to be improved in the future by calculations or
a better understanding of clustering effects, we have not
included them in the plots or in our numbers in Table II.
These clustering uncertainties are small compared to the
perturbative uncertainties discussed above and shown in
Table II, but are nonnegligible, so we will quote them as
an additional uncertainty on each 0-jet cross section. One
should interpret these with care since they come from a
rough estimate of the higher-order clustering coefficient
which could easily be twice as large or one-half as large.
As representative final results we quote the following val-
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FIG. 7: The 0-jet cross section for R = 0.4 and mH = 125GeV. On the left we show the NLLpT , NLL
′
pT
+NLO, and
NNLL′pT+NNLO predictions. A good convergence and reduction of uncertainties at successively higher orders is observed. On
the right we compare our best prediction at NNLL′pT+NNLO to the fixed NNLO prediction. The lower plots show the relative
uncertainty in percent for each prediction. On the lower left the lighter inside bands show the contribution from ∆resum only,
while the darker outer bands show the total uncertainty from adding ∆resum and ∆µ in quadrature.
ues for σ0(p
cut
T , R) with both theoretical uncertainties:
σ0(25GeV, 0.4) = 12.67± 1.22pert ± 0.46clust pb ,
σ0(30GeV, 0.5) = 13.85± 0.87pert ± 0.24clust pb . (74)
It is interesting to compare our results and uncertain-
ties for σ0 to the NNLL+NNLO results presented ear-
lier in Ref. [9]. Our results build on their results in a
few ways. In particular, our RG approach includes π2
resummation, our results are quoted as NNLL′ because
they go beyond NNLL by including the complete NNLO
singular terms in the fixed-order matching (which are the
correct boundary conditions for the N3LL resummation),
and finally we use a factorization based approach to un-
certainties, which also makes predictions for the correla-
tions between the different jet bins.
Comparing σ0 at p
cut
T = 25GeV and R = 0.4 our cen-
tral values agree with those in Ref. [9], and are well within
each other’s uncertainties. Our perturbative uncertainty
of 9.6% is a bit smaller than the 13.3% uncertainty for
σ0 of Ref. [9] which seems reasonable given the above
mentioned additions. One important ingredient in this
comparison is the inclusion of the π2 resummation which
improves the convergence of our results and decreases our
uncertainty. On the other hand, in Ref. [9] the central
scale is chosen to be µFO = mH/2 which also works in the
same direction, decreasing the uncertainty relative to the
choice µFO = mH . For the total cross section Ref. [9] has
a 7.4% uncertainty, whereas we have 6.9% uncertainty
using µFO = mH and including π
2 resummation (see Ta-
ble II). From Table IV in appendix App. A we see that
our perturbative uncertainty for σ0(25GeV, 0.4) would
increase to 12.8% if the π2 resummation were turned off
(while still taking the central µFO = mH), and that at
this level the uncertainty would become comparable to
that of Ref. [9]. For pcutT = 30GeV and R = 0.5 our
central values remain perfectly compatible with Ref. [9],
and the uncertainties follow a pattern similar to the case
above.
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B. The Inclusive 1-Jet Cross Section
The inclusive 1-jet cross section contains the same jet-
veto logarithms as the exclusive 0-jet cross section,
σ≥1(p
cut
T ) = σ≥0 − σ0(pcutT ) . (75)
Here, pcutT in σ≥1(p
cut
T ) is now the lower limit on the pT
of the leading jet in this inclusive cross section. Since
our resummation framework consistently includes both
σ0(p
cut
T ) and σ≥0, we can determine a resummed predic-
tion for σ≥1(p
cut
T ) from their difference. A nontrivial in-
gredient in this prediction is determining its perturbative
uncertainty via the theory covariance matrix determined
in Sec. III.
In Fig. 8, we show the convergence of the resummed
and matched predictions at different orders, as well as
the comparison to the fixed-order cross section. The to-
tal cross section used to obtain σ≥1(p
cut
T ) is evaluated
with an accuracy equal to the fixed-order matching re-
sults contained in σ0(p
cut
T ). This is required to enforce
σ≥1(p
cut
T → ∞) → 0. For this reason in the left panel
of Fig. 8 the NLLpT distribution (whose matching does
not even include the full tree-level matrix element for
the H + 1 jet rate) is lower than the higher-order distri-
butions. The NNLL′pT+NNLO distribution is well con-
tained within the NLL′pT+NLO uncertainty band, with
the expected improvement in accuracy. Note that when
including the resummation, σ≥1(p
cut
T ) approaches the to-
tal cross section as pcutT → 0, whereas it would diverge at
fixed order.
In the right panel of Fig. 8 we compare the fixed-order
result for σ≥1(p
cut
T ) with the result obtained from Eq. (75)
using our NNLL′pT+NNLO 0-jet distribution. (We label
the NNLL′pT+NNLO prediction as such to be consistent
with our predictions for other observables, although in
terms of the fixed-order contributions it is not beyond the
NLO result forH+≥1 jet denoted as NLO1 in the figure.)
The resummed prediction for σ≥1(p
cut
T ) is larger than the
NLO1 result due to the summation of π
2 terms in σ≥0
and σ0(p
cut
T ) in Eq. (75). Without this π
2 summation,
the resummed σ≥1(p
cut
T ) would give a slightly lower rate
than at fixed order. For R = 0.4 and pcutT = 25GeV the
fixed-order uncertainty is 20%. It is reduced to 11.8% at
NNLL′pT+NNLO (see Table II). This reduction is similar
to what was observed for σ0, as is the mild dependence on
R. On the other hand, increasing pcutT to 30GeV does not
really change the relative uncertainty for σ≥1, unlike for
σ0. Note the importance of the theory correlations here,
since we can see from Eq. (72) that the yield uncertainty
∆µ≥1 alone behaves in the opposite fashion.
Our resummed results for the inclusive 1-jet cross sec-
tion σ≥1(p
cut
T , R) provide improved predictions compared
to the accuracy of its NLO result, but should be used
together with the appropriate theory uncertainty corre-
lations determined here. As representative final results
for σ≥1(p
cut
T , R), where we also include the uncertainty
from clustering estimated as in Eq. (74), we quote
σ≥1(25GeV, 0.4) = 9.01± 1.06pert ± 0.46clust pb ,
σ≥1(30GeV, 0.5) = 7.83± 0.94pert ± 0.24clust pb . (76)
Note that the clustering uncertainties have a larger rel-
ative size here (5.1% and 3.0%) since σ≥1 is numerically
smaller than σ0.
Recently, the gg → Hg contribution to the H+≥1-jet
cross section has been calculated at NNLO [59]. This
calculation includes all O(α3s) corrections which include
logarithms of pcutT /mH , π
2 terms, and nonsingular con-
tributions. Our resummed calculation captures all of the
logarithms of pcutT /mH except for the single logarithms
(which would require N3LL resummation) as well as the
π2 terms at O(α3s), but does not include any nonsingu-
lar contributions. In contrast, the fixed-order calculation
does not include the resummation of the pcutT logarithms
or π2 terms beyond O(α3s). The different theoretical in-
gredients in these two calculations makes a comparison
between them interesting. In fact, for phenomenologi-
cally relevant parameters the gg → Hg NNLO calcula-
tion finds a K-factor relative to NLO that is quantita-
tively similar to the increase over the NLO cross section
that we observe between the two central curves in the
right panel of Fig. 8. As mentioned above, in our case
the resummation of the pcutT logarithms lowers the 1-jet
inclusive cross section relative to fixed NLO, but includ-
ing also the π2 summation raises it above. Although the
purely virtual π2 terms from the hard function cancel out
in Eq. (75), there are real-virtual cross terms involving π2
factors in σ≥0 that are not canceled. This suggests that
these π2 terms may play an important role in determining
the magnitude of the NNLO K-factor. (In contrast, the
π2 terms that can be determined from imaginary scale
setting in the exclusive H+1-jet cross section are known
to not play a dominant role at NLO [50].)
C. The 0-Jet Efficiency
Another observable that can be predicted using our
results is the 0-jet efficiency,
ǫ0(p
cut
T ) =
σ0(p
cut
T )
σ≥0
. (77)
Once again it is important to account for the correlations
in theoretical uncertainties when computing the uncer-
tainty in this observable according to Eq. (53). In Fig. 9,
we plot ǫ0(p
cut
T ) and its uncertainty as a function of p
cut
T
for R = 0.4 and we give explicit numbers in Table II. At
NLL′pT+NLO the relative uncertainties for σ0 and ǫ0 are
similar, but this is no longer the case at NNLL′pT+NNLO.
With the decreased uncertainties that occur at this order,
a more significant amount of the uncertainties in the nu-
merator and denominator of Eq. (77) become positively
correlated and cancel. As a result, our 0-jet efficiency at
NNLL′pT+NNLO has smaller relative uncertainties than
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FIG. 8: The inclusive 1-jet cross section for R = 0.4 and mH = 125GeV. On the left we show the different orders of our
resummed predictions, and on the right we compare our best prediction to that derived from the fixed NNLO cross section.
As in the 0-jet cross section, we observe a good convergence and reduction in uncertainties at successively higher orders of
accuracy.
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FIG. 9: The 0-jet efficiency for R = 0.4 and mH = 125GeV. On the left we show the different orders in our resummed
predictions, and on the right we compare our best prediction to that derived from the fixed NNLO cross section. Because the
efficiency is the ratio of the 0-jet and total cross sections, the correlated fixed-order scale uncertainty in each quantity reduces
the uncertainty in the 0-jet efficiency, making it relatively more accurate than the cross section itself.
our 0-jet cross section. This is reflected in both the num-
bers in Table II and in the results shown in Fig. 9.
In the left panel of Fig. 9 we show results for
the efficiency at different orders. The results at
NNLL′pT+NNLO are within the uncertainty band of
the lower order NLL′pT+NLO results, and again display
an improved level of precision. In the right panel of
Fig. 9 we see that the comparison of ǫ0(p
cut
T ) between
NNLL′pT+NNLO and pure NNLO follows a similar pat-
tern of improvement to what we have already observed
for the 0-jet and inclusive 1-jet cross sections.
Since the 0-jet efficiency is the more fundamental quan-
tity in the framework of Ref. [9], it makes sense to ex-
tend the comparison made in Sec. IVA to this observ-
able, again taking R = 0.4 and pcutT = 25GeV. At
NNLL+NNLO Ref. [9] has a 11.5% perturbative uncer-
tainty for ǫ0, which in their framework is assumed to be
independent from the uncertainty in the total cross sec-
tion. Thus, their uncertainty for σ0 is always larger than
that for ǫ0. This 11.5% uncertainty for their ǫ0 is close to
the 9.6% uncertainty for our σ0, but larger than the 6.8%
uncertainty for our ǫ0. For the analysis of Ref. [9] there
is no corresponding cancellation of uncertainties between
the numerator and denominator of Eq. (77), and hence
the same cancellation that we observe does not occur.
D. Correlations
When evaluating the perturbative uncertainties via the
profile scale variations as discussed in Sec. III C, the cor-
relations in the total perturbative uncertainties between
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pcutT = 30GeV σ≥0 σ0(p
cut
T ) σ≥1(p
cut
T ) ǫ0(p
cut
T )
R = 0.4
σ≥0 1 0.80 0.78 −0.34
σ0(p
cut
T ) 1 0.25 0.30
σ≥1(p
cut
T ) 1 −0.85
ǫ0(p
cut
T ) 1
R = 0.5
σ≥0 1 0.81 0.84 −0.44
σ0(p
cut
T ) 1 0.35 0.18
σ≥1(p
cut
T ) 1 −0.86
ǫ0(p
cut
T ) 1
TABLE III: Correlations in the perturbative uncertainties be-
tween different observables at pcutT = 30GeV for R = 0.4 and
R = 0.5.
the different observables are automatically predicted by
the resulting total covariance matrix Cµ+Cresum. In pre-
vious subsections we have highlighted a few cases where
these correlations are important for determining uncer-
tainties, and in this section we discuss them in more de-
tail.
As an example, in Table III we give the correlation
coefficients obtained at pcutT = 30GeV for both R = 0.4
and R = 0.5. One observes that they have a fairly mild
dependence on R. On the other hand, since the correla-
tions arise from the interplay between the relative size of
the anticorrelated component Cµ and correlated compo-
nent Cresum, they can have a much stronger dependence
on pcutT . Similarly, the correlation matrix can also change
by a large amount between perturbative orders because
uncertainties are decreased by going to higher order, and
therefore the relative importance of Cµ and Cresum can
change. These two features are illustrated in Fig. 10. The
pcutT dependence is strongest in the correlations between
the inclusive cross section, σ≥0, and the exclusive 0-jet
observables σ0 (solid orange lines) and ǫ0 (blue dashed
lines). The reason for this is that the 0-jet observables re-
ceive contributions from Cresum, whose importance rela-
tive to Cµ depends on p
cut
T , while σ≥0 has no contribution
from Cresum. We also see that at NNLL
′
pT
+NNLO the
correlation between σ0 and σ≥1 decreases toward smaller
pcutT and turns negative below
<∼ 30GeV, because the
anticorrelated migration uncertainties from Cresum start
dominating over their common correlated yield uncer-
tainty in Cµ. This anti-correlation is not so evident in
the resummed result at NLL′pT+NLO since Cµ plays a
bigger role at this order. Finally, we observe that in the
large pcutT regime, where the resummation turns off and
the Cµ contributions dominate, the correlations between
the 0-jet efficiency and the total cross section in our for-
malism approaches −1, as it must. For large pcutT the
correlations between any two cross sections tends to 1,
also as they must.
From this discussion it should also be apparent that
we do not expect the correlations obtained after resum-
mation to be the same as in the pure fixed-order calcu-
lation. Indeed, including the resummation the pertur-
bative uncertainties in the logarithmic series induced by
the jet binning are significantly reduced compared to in
the fixed-order case. This means the correlation between
the uncertainties in σ0 and σ≥1 should be more nega-
tive at fixed order. This is indeed what happens when
using the method of Ref. [12], for which at pure NNLO
we find ρ(σ0, σ≥1) rises from −0.7 to −0.2 over the pcutT
range shown in Fig. 10. The added advantage of the
resummation framework used here is that it automati-
cally provides theory based handles to estimate both the
correlated contributions Cµ and anticorrelated contribu-
tions in Cresum without having to make an assumption
about the correlation between any two quantities. As a
final cautionary note, we remark that one should recall
that the magnitude of the correlation coefficients does
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not indicate the relative importance of their entries in
determining the final uncertainties since the size of the
corresponding diagonal uncertainties is also required.
V. CONCLUSIONS
In this paper we have presented results for Higgs pro-
duction via gluon fusion with a jet veto. Jets are identi-
fied with a kT-type clustering algorithm (which includes
the experimentally used anti-kT algorithm) with jet ra-
dius R, and are vetoed via the requirement pjetT < p
cut
T .
The logarithms of pcutT /mH are resummed to NNLL
′ and
the resummation is matched to the full fixed NNLO cross
section. Our analysis is based around the small R limit,
where the cross section can be factorized into hard, beam,
and soft functions. To achieve NNLL′ order we computed
the relevant soft function to O(α2s) and computed the full
α2s lnR
2 term for the beam function, determining the re-
maining pcutT independent O(α2s) terms in the beam func-
tion numerically. Our resummation results also include
π2 summation in the hard corrections through imagi-
nary scale setting. To consistently incorporate the full
NNLO result we made use of profile functions that prop-
erly handle both the small and large pcutT regions, and in
particular the experimentally relevant transition region
in between. We also included a precise numerical deter-
mination of the O(α2s) nonsingular terms. Our results
include predictions for the exclusive 0-jet cross section,
the 0-jet efficiency, and the inclusive 1-jet cross section.
A key aspect of our numerical analysis is the robust es-
timation of perturbative uncertainties. The uncertainty
comes from two independent components: overall yield
uncertainties (which are correlated between jet bins) and
resummation uncertainties (related to predicting the mi-
gration between jet bins as we vary pcutT ). Each of these
can be estimated through the variation of various invari-
ant mass and rapidity scales in the factorization theorem.
The uncertainty framework discussed in Sec. III allows us
to construct the complete covariance matrix for the total,
exclusive 0-jet, and inclusive 1-jet cross sections.
In Sec. IV, we presented results for the 0-jet cross
section, the inclusive 1-jet cross section, and the 0-
jet efficiency. Our numerical results for several phe-
nomenological points of interest (pcutT = 25, 30GeV and
R = 0.4, 0.5, 0.7) are given in Table II. The precision of
the predictions increases significantly as the resummation
and matching is improved, from NLLpT to NLL
′
pT
+NLO
to NNLL′pT+NNLO. For the most precise predictions,
the uncertainties are significantly smaller than the fixed-
order NNLO uncertainties, which are currently the nom-
inal benchmark uncertainties for the experimental H →
WW and H → ττ analyses. Our results add a few addi-
tional ingredients on top of the NNLL results in Ref. [9],
in particular: by including π2 summation [35], by in-
cluding the complete NNLO singular terms in the fixed-
order matching for soft and beam functions atO(α2s), and
because our factorization based framework also makes
predictions for both correlated and anticorrelated con-
tributions to the theory uncertainty correlation matrix
between different jet bins. We observe a correspond-
ing modest improvement in the size of the uncertainties,
where details can be found in Sec. IVA and Sec. IVC.
Our results are part of an ongoing effort to more com-
pletely understand jet vetoes for Higgs production and
their associated uncertainties. The H + 0-jet cross sec-
tion is an excellent testing ground for the new methods
being developed to improve the theoretical predictions.
Currently, the fixed-order perturbative uncertainties due
to the jet binning in the H → WW analysis are the
dominant systematic uncertainties. Our results can be
directly applied to provide improved theory predictions
with substantially reduced perturbative uncertainties.
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Note Added:
While finalizing this paper Ref. [60] appeared, which also
makes predictions for the H+0-jet cross section including
contributions beyond the NNLL results of Ref. [9]. In this
note added we compare their theoretical ingredients with
ours.
Regarding the derivation of factorization for terms of
O(R2) we believe the discussion of rapidity scaling in our
footnote 2 still applies to Ref. [60].
A common goal of both our work and Ref. [60] is the in-
clusion of fixed-order corrections from the low-energy ma-
trix elements (corresponding to beam and/or soft func-
tions) that are needed as ingredients in a calculation at
N3LL order. In our analysis we have fully calculated the
O(α2s) soft function, including the R-dependent anoma-
lous dimension and finite corrections that depend on
lnR2. In addition, we have calculated the finite correc-
tions in the beam function that depend on lnR2. Thus,
the dominant R dependence has been fully determined
analytically, and the only numerical ingredient is the re-
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maining contribution in the beam function. In contrast,
in Ref. [60] an analytic calculation is done for the anoma-
lous dimension terms, but a numerical extraction is done
for the combined finite soft + beam contributions includ-
ing their R dependence. We make use of the rapidity
renormalization group in our analysis, including rapidity
scale variations in our uncertainties to estimate the size of
higher-order rapidity logarithms, while Ref. [60] accounts
for these contributions using the “collinear anomaly” for-
malism without variations of the rapidity scales. A re-
summation of π2 contributions through imaginary scale
setting is used in both our work and their work.
Ref. [60] refers to the accuracy of their resummation
as “N3LLp”, where “p” stands for partial, which can be
contrasted with our NNLL′. As far as perturbative in-
gredients that have been either calculated analytically
or extracted numerically, both our results include the
same theoretical ingredients. Ref. [60] makes an addi-
tional ansatz about the anomalous dimensions required
for N3LL resummation, since none of the required coeffi-
cients are currently known. Their method of estimating
and varying the size of these coefficients in some range
is another method for estimating uncertainties from un-
known higher-order perturbative corrections. It does not
however improve the perturbative accuracy of the resum-
mation beyond NNLL′ order.
In our analysis we have used profile scales to prop-
erly describe the transition between the resummation and
fixed-order regimes, which ensures that we have canon-
ical scales in the small pcutT region and also reproduce
the fixed-order cross section in the large pcutT limit. In
contrast, Ref. [60] limit themselves to using canonical
scales, which can only be used to properly describe the
cross section in the small pcutT region below the transi-
tion region. As we have seen in our analysis, for phe-
nomenologically relevant values of pcutT , the cross section
and its uncertainties are influenced by the transition re-
gion. The connection to the fixed-order cross section also
provides an important constraint when predicting corre-
lations (which are not considered in Ref. [60]). Overall,
our method of calculating perturbative uncertainties by
varying all scales appearing in the RGE is therefore quite
different from Ref. [60]. Numerically, the resummed per-
turbation theory as organized in Ref. [60] show a slower
convergence (as shown, e.g., in their Figs. 8 and 11)
compared to our results shown in Fig. 7.
Appendix A: Results for Real µH
For completeness and to demonstrate the benefit of the
imaginary scale setting for µH , in this Appendix we give
predictions for the real scale setting µH = µFO, which
excludes the large π2 terms from the resummation in the
hard function.
In Fig. 11, we plot the analog of Fig. 7 for σ0(p
cut
T )
but using real µH . Comparing these two figures, it is
clear that including the π2 terms in the resummation
significantly improves the convergence and precision of
the 0-jet predictions at small pcutT . This improvement
also translates into an improved convergence and reduced
uncertainties at larger values of pcutT . In Table IV, we
give the analogous values without π2 summation to those
in Table II. For pcutT = 25GeV, R = 0.4 and p
cut
T =
30GeV, R = 0.5, the corresponding components of the
uncertainty are
pcutT = 25GeV p
cut
T = 30GeV
R = 0.4 R = 0.5
∆tot : 1.91 1.91
∆resum : 1.08 0.95 (A1)
∆µ0 : 1.16 1.32
∆µ≥1 : 0.75 0.59
Both the resummed and fixed-order uncertainties for the
0-jet cross section are larger when the π2 terms are ex-
cluded from the resummation, indicating that these large
π2 terms have an effect on the shape as well as the nor-
malization of the cross section. This is also reflected in
Fig. 11.
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