The efficient design of compact antennas operating over multiple bands suitable for the Internet of Things (IoT) is addressed by means of an instance of the system-by-design (SbD) paradigm. More specifically, an iterative strategy that combines different software modules for the search space exploration, the fast physical modeling of the radiators, and the quality evaluation of the guess solutions is proposed. To enable such a SbD instance, an innovative strategy that exploits an orthogonal array (OA) scheme to determine the training set of a Learning-by-Example (LBE) algorithm based on a support vector regressor (SVR) is introduced for the efficient physical modeling of the layout to be optimized. The features and the potentialities of the proposed methodological approach are assessed in different applicative scenarios by considering representative numerical and experimental validation examples.
Introduction and rationale
Nowadays, the ever-growing development of the Internet of Things/Internet of Everything (IoT/IoE) is rapidly pushing the concept of "pervasive intelligence" [1] [2] [3] to an unprecedented level, in which several small and relatively cheap objects of our daily lives will be densely interconnected through wireless machine-to-machine (M2M) interactions [4] . Within this context, 3GPP recently released in June 2016 the first version of the NarrowBand-IoT (NB-IoT) [5, 6] . NB-IoT is an emerging new wireless access technology, which will exist together with the other existing cellular networks like GSM, UMTS, and LTE. The main concept from 3GPP standards is the integration of NB-IoT with current LTE networks. Clearly, several heterogeneous communication (e.g., WLAN [7] , WI-MAX [8] , Bluetooth [9] , UMTS [10] , LTE [11] , 5G [12, 13] ), tagging (RFID, NFC) [14] , and localization (GPS, GALILEO) [15] services will have to be suitably hosted/integrated onto a single device to make the IoT/IoE vision feasible *Correspondence: andrea.massa@unitn.it 1 ELEDIA Research Center (ELEDIA@UniTN -University of Trento), Via Sommarive 9, 38123 Trento, Italy 4 ELEDIA Research Center (ELEDIA@L2S -UMR 8506), 3 rue Joliot Curie, 91192 Gif-sur-Yvette, France Full list of author information is available at the end of the article in the next few years. Multiband antennas are a brilliant technological solution to reach this goal, while minimizing the size of the RF front-end [16] . However, standard antennas (e.g., dipoles, loops, square patches) cannot be easily tuned to simultaneously support wireless standards arbitrarily located in the frequency spectrum [16, 17] . Moreover, the constraints on the size, the fabrication technology, the costs, and the antenna robustness further complicate the design problems at hand [17] . To properly address these issues, several different technological/algorithmic approaches for the synthesis of multiband radiators for mobile terminals have been proposed and they are still under development. In this framework, microstrip printed antennas with perturbed fractal shapes have been considered as a viable solution to yield lowprofile and low-cost antennas operating over multiple independent bands [18] [19] [20] [21] [22] [23] [24] . As a matter of fact, although self-similarity properties of standard/unperturbed fractal shapes enable antennas to exhibit a multi-band behavior [16, [25] [26] [27] [28] [29] [30] [31] [32] [33] , fractals with perturbed geometry proved to be more flexible since they can effectively break the fixed relationships among working resonances [23] . Despite its effectiveness, the underlying design procedure is often extremely cumbersome from the numerical viewpoint. As a matter of fact, nowadays synthesis techniques are based on iterative optimization techniques derived from Evolutionary Algorithms (EAs) [34] [35] [36] [37] combined with fullwave antenna simulators. However, it cannot be neglected that in such schemes, each guess solution (i.e., an antenna configuration) must be evaluated through a full-wave simulator [18] [19] [20] [21] [22] [23] and the computation time to yield the final design can easily diverge. Moreover, any new antenna design is obtained as the result of an independent synthesis process.
To overcome the above limitations, this work presents a new multi-band antenna design concept as a complement and generalization of existing design methodologies. An instance of the system-by-design (SbD) paradigm [38] [39] [40] is introduced for the numerically efficient and scalable synthesis of multi-band microstrip printed antennas based on perturbed fractal shapes. The key motivation for this choice is that the SbD paradigm, which is defined as "a functional ecosystem to handle complexity in the design of large systems, " enables the formulation of arbitrary design problems in a modular way so that each module (block) of the synthesis process solves a simple task and it can be replaced by a functionally equivalent one on the basis of the design needs, objectives, constraints, and degrees-of-freedom (DoFs). More specifically, the SbD paradigm is here applied to define a design procedure ( Fig. 1 ) that integrates (a) an effective solution-space search (SSS) functional block aimed at iteratively generating a sequence of guess solutions (i.e., perturbed fractal geometries) that converges towards an optimal antenna geometry fitting the problem constraints; (b) a physical response emulator (PRE) block devoted to the fast computation/modelling of the electrical/radiating behavior of each guess radiator; and (c) a physical objective assessment (POA) block responsible for the evaluation of the "quality" (i.e., the matching of the design objectives) of each trial design. Accordingly, the aim of this paper is to present a novel methodology based on the suitable customization of the SbD functional blocks towards a flexible and computationally efficient synthesis of perturbed microstrip fractal antennas.
As for the former functional block (SSS block; Fig. 1 ), iterative global optimization methods turn out to be suitable tools for handling the DoFs of the antenna design (i.e., its geometrical descriptors) and the non-convex synthesis problem at hand [34] [35] [36] [37] . The POA block is mathematically defined by specifying a "cost function" quantifying the mismatch between the response of each trial solution and the project constraints and requirements. Designing a suitable PRE block is a more challenging task. Indeed, the most natural choice of using a full-wave EM solver for predicting the electromagnetic behavior of each guess solution is generally avoided because of the resulting computational costs. Otherwise, Learning-by-Example (LBE) strategies [41] based on support vector regressors (SVRs) [42] represent a suitable candidate alternative. These methods, which have solid mathematical foundations in statistical learning theory [42] , are two-step procedures based on an (off-line) "training phase, " where a set of input-output examples are provided to let the SVR "learn" the corresponding physical relations, and a "testing phase, " where the SVR is used to emulate the full-wave solver predicting in real-time the physical response of the system [41, 42] . However, the effective application of such approaches requires the offline generation of a "representative" training set whose cardinality is proportional to the number of DoFs of the problem at hand. Of course, building the training set by enumerating every possible combination of the control parameters turns out numerically unfeasible since the number of different training configurations would grow exponentially with the number of DoFs [43] . To overcome such a bottleneck, orthogonal arrays (OAs) are here chosen as an enabling tool for exploiting LBE techniques since they allow to enforce the training ensemble to span the search space uniformly (i.e., sampling each design parameter with the same accuracy), while minimizing its size [43] [44] [45] . Accordingly, the main novelty of this paper consists in (i) the introduction of a scalable synthesis tool, which can be efficiently re-used for several different objectives/designs, since the off-line training phase for the electromagnetic prediction is done only once for each class of reference antenna geometry (e.g., Sierpinski, Hilbert, Koch fractal patches); (ii) the first attempt to exploit the OA features to build an optimal training set with reduced cardinality to enhance and speed-up the SVR training phase; and (iii) the first customization of the SbD building blocks to efficiently and effectively deal with the synthesis of multi-band microstrip antennas.
The paper is organized as follows. The multiband antenna synthesis problem at hand is mathematically stated in Section 2, while the SbD design approach is detailed in Section 3. A set of numerical and experimental assessments is then reported to give the interested reader some insights on the key features and the potentialities of the proposed design approach (Section 4). Some concluding remarks will follow (Section 5).
Synthesis problem formulation
Let us consider a generic structure composed of a perturbed fractal metallic layer printed on a dielectric substrate of thickness h characterized by a relative dielectric permittivity ε r and a dielectric loss tangent tan δ, and backed by a metallic ground-plane. By describing such a geometry by means of the feature vector g = g p , p = 1, ..., P containing all the P (real-valued) design parameters or problem DoFs (i.e., fractal dimensions, feed shape, substrate width and height), the antenna synthesis problem at hand can be stated as follows:
Multiband antenna synthesis problem-set the values of the unknown entries of g within the user-defined DoF boundaries such that s 11 f ; g ≤ s th 11 for all f ∈ f n , n = 1, ..., N s 11 f ; g being the antenna scattering parameter at the frequency f and s th 11 the corresponding user-defined constraint/requirement. Moreover, N is the number of bands of interest and f n is the central frequency of the n-th (n = 1, ..., N) band. Of course, such a statement as well as the corresponding problem can be easily extended to include additional constraints (e.g., mechanical, thermal, and chemical features) by adding suitable constraint terms. However, the generalization of the antenna synthesis to multi-physics formulations is beyond the scope of the current work and it will not be discussed in the following.
SbD synthesis procedure

Statement of SbD problem
Following the SbD approach [38] [39] [40] pictorially summarized in Fig. 1 , the multiband antenna synthesis problem is re-formulated as the following optimization one:
System-by-design multiband antenna synthesis problem-find g
, p = 1, ..., P is the DoF feasibility region accounting for technological and/or physical constraints and (g) is the cost function of the synthesis problem:
quantifying the mismatch with the project requirements, f n (g) being the n-th resonant frequency [i.e., the central frequency of the n-th band for which s 11 f n ; g ≤ s th 11 ] of the multiband antenna with geometry descriptors g.
To solve such a problem, the iterative SbD procedure in Fig. 1 is exploited. It comprises the following elementary functional blocks: • A SSS block that generates, according to a suitable global optimization strategy, the guess solutions (i.e., perturbed fractal shapes coded into trial vectors g) convergent to the optimal antenna configuration g opt • A PRE block aimed at estimating the resonant frequencies f n (g), n = 1, ..., N of the SSS-block-generated guess geometry g by means of a computationally effective "forward" strategy • a POA block that evaluates the matching between the desired and the resonant frequencies of the trial multiband antenna, g, by computing the value of (g), which takes into account also the physical/application constraints It is worth pointing out that the modularity of the scheme in Fig. 1 represents one of the most important features of the SbD paradigm. As a matter of fact, it enables the choice of the most suitable tool to perform each subtask of the SbD loop by fully exploiting the interrelations among the blocks [38] [39] [40] . As a consequence, the different functionalities can act as mutual enablers for the selection of the most suitable techniques to be adopted, depending on the applicative constraints and objectives [38] [39] [40] . As concerns the multiband antenna synthesis, the POA block is straightforwardly implemented since its definition requires the evaluation of (1) and the assessment of the membership of the trial solution to the DoF feasibility region G. Conversely, the implementations of the PRE block (Section 3.2) and the SSS block (Section 3.3) need to be carefully addressed, and they will be detailed in the following sub-sections.
PRE block
Due to the computational constraints in effectively using an iterative global optimization, a LBE approach is adopted for the PRE block implementation [41] . More specifically, an algorithm derived from SVR [42] is considered. After an off-line training phase performed to learn the input-output relations of the system to be emulated (Section 3.2.1) starting from a set of T training set couples g (t) , f n g (t) , t = 1, ..., T, n = 1, ..., N, a fast online testing phase is then carried out to emulate the physical system itself (Section 3.2.2). Towards this end, the relation between the estimated resonant frequencies, f n (g), n = 1, ..., N, and the antenna parameters g is modelled as [46] :
where K (·, ·) is the so-called kernel function 1 , α n α (t) n ; t = 1, ..., T and β n β (t) n ; t = 1, ..., T , n = 1, ..., N, are the SVR weights, and b n is the offset for the n-th frequency.
Off-line SVR phase
In order to define the training set (i.e., g (t) , f n g (t) ; t = 1, ..., T; n = 1, ..., Nl ), an OA approach [43, 44, 47 ] is adopted to determine the representative sample points, g (t) , t = 1, ..., T , of the domain of the functional space, { f n (g); n = 1, ..., N} to be estimated through LBE. Indeed, it is well known that such a method allows one to statistically sample the space G in a uniform way, while also minimizing the size T of the training set [43, 44, 47] . More in detail, the t-th (t = 1, ..., T) input training sample is defined as:
where
and ω tp is the t, p-element of a (L, T, P)-OA
The entries of are built so that they can assume an integer value within the range [0, L − 1], L being the number of quantization steps (i.e., levels) chosen to discretize each parameter g p , p = 1, ..., P, in the sampling space G. Moreover, the following properties hold true [47] :
1 Any (discrete) value of ω tp appears T L times in any column t of (t = 1, ..., T). 2 Any couple of (discrete) values ω tp , ω rp appears T L 2 times in any couple of columns (t, r) of (t = 1, ..., T; r = 1, ..., T). 3 A matrix obtained by swapping the columns of is still an OA. 4 A matrix obtained by taking away some of the columns of is still an OA.
For illustrative purposes, let us consider the (L, T, P)-OA with L = 3, P = 4, T = 9 reported in Table 1 [48] . As it can be noticed, the entries are integers belonging to the range [0, L − 1] = [0, 2]. Moreover, the matrix satisfies the OA properties: (Property 1) the value "0" appears T L = 3 times in any column of and the same holds true for the values "1" and "2"; (Property 2) the couple "22" appear T L 2 = 1 times for each couple of columns of and the same holds true for each couple of values; the same properties are satisfied also by swapping the columns of (Property 3) and by removing some of them (Property 4).
Since the OA sampling is best rule for representing a L Psize feasibility space with T uniformly located points, the optimal SVR training samples are computed through (3) by referring to an (L, T, P)-OA matrix either available in online OA repositories [48] or built according to the procedures described in [47] (see the Appendix).
Once the set of input training samples, {g (t) , t = 1, ..., T}, is determined by means of (3), the computation of the associated resonance frequencies, { f n g (t) ; t = 1, ..., T, n = 1, ..., N} (i.e., the output training samples), is at hand to complete the definition of the training set { g (t) , f n g (t) ; t = 1, ..., T, n = 1, ..., N}. Towards this end, T full-wave electromagnetic simulations are carried out with a Method-of-Moments (MoM) technique to determine the values of s 11 f ; g (t) , t = 1, ..., T.
The training phase is completed by determining the optimal values of the -SVR parameters (i.e., α n α (t) n ; t = 1, ..., T , β n β (t) n ; t = 1, ..., T , and b n , n = 1, ..., N [46] ). Accordingly, the following minimization problem is solved:
by means of a local minimization strategy based on the Sequential Minimal Optimization approach proposed in [46] . Afterwards, the Karush-Kuhn-Tucker condition is exploited to estimate b n (n = 1, ..., N) (see [46] , Section 4.1.5). In (6), Q = {q tr = K g (t) , g (r) ; t = 1, ..., T; r = 1, .., T} is the kernel matrix, and C are userdefined control parameters, and · stands for the transpose operator.
Online SVR phase
Once α n , β n , b n , n = 1, ..., N, have been computed by means of (6), the online SVR phase is carried out by simply substituting the desired g in (2) and enforcing α n ← α n , β n ← β n , and b n ← b n [46] . Thus, a simple and very fast function evaluation is needed to emulate the physical response (resonance frequencies) of each guess antenna configuration instead of recurring to a computationally heavy full-wave MoM simulation. On the other hand, it is worth pointing out that such a feature is a key asset for the integration of the PRE block within the SbD design loop (Fig. 1) . Indeed, since the physical response of an antenna can be evaluated in a very efficient manner, the PRE block acts as an enabler for SSS blocks based on iterative search strategies [e.g., multi-agents global optimizers based on EAs (Section 3.3)] requiring the evaluation of a huge number of guess solutions. Moreover, the off-line training phase (6) needs to be performed only once for each antenna typology (i.e., fractal shape); thus, such a PRE block can be re-used in various SbD procedures concerned with different applicative scenarios, even though still dealing with fractal shapes, as proved in Section 4 through some representative experiments.
SSS block
As for the SSS block, it is required that the underlying methodology complies with the applicative constraints and the features of the other functional tools involved in the SbD loop ( Fig. 1) [38] [39] [40] . More specifically, it must be able to (i) properly handle the type of design variables of interest (i.e., real-valued g), (ii) effectively sample the solution space by avoiding to be trapped in local minima during the iterative searching procedure, and (iii) enable the definition of arbitrary cost functions, (g), and physical constraints, G, for the design of interest. Because of the features of the multiband antenna problem at hand, a global optimization based on EAs [35] is adopted. More specifically, the real-valued nature of g and the (potentially) large number of parameters P describing the antenna geometry suggest the use of a particle swarm (PS) optimizer [35] . Accordingly, the inertial-weight version of the PS with reflecting boundary condition is considered [35] . The iterative procedure, which generates an optimal guess solution g opt i at each iteration i, is stopped when one of the following conditions is met:
• A maximum number of iterations I is reached (i.e., i = I, I being an user-defined iteration number) • The fitness reaches stationarity η and I win being a user-defined stagnation threshold and an iteration window, respectively • The fitness value is smaller than a user-defined threshold value, ζ i.e., g opt i ≤ ζ
It is worth remarking that the proposed SbD approach can be applied without restrictions on the multi-frequency antenna geometry, constraints, and objectives, provided that g, G, and (·) are properly defined and the T training samples g (t) , f n g (t) , t = 1, ..., T are computed. This is a key advantage of the SbD paradigm over standard design methodologies since it also guarantees the re-usability of the majority of the SbD modules across different synthesis problems.
Numerical and experimental results
This section is aimed at illustrating both the off-line (Section 4.1) and the online (Section 4.2) phases of the proposed SbD approach, as well as assessing its effectiveness through an experimental validation (Section 4.3). Towards this end, the design of a dual-band (N = 2) Sierpinski Gasket fractal shape [27] shown in Fig. 2 is assumed as a benchmark example. In such a case, the feature vector g is characterized by P = 9 entries encoding the geometric descriptors in Fig. 2 : g 1 = w a , g 2 = h a , g 3 = w 1 , g 4 = w 2 , g 5 = h f , g 6 = h g , g 7 = w 3 W 3 , g 8 = w 4 W 4 , and g 9 = w 5 W 5 . Concerning the substrate properties, an Arlon layer with ε r = 3.38, tan δ = 0.0025, and h = 7.6 × 10 −4 [m] has been considered. For comparison purposes, all the computational costs refer to a non-optimized Matlab implementation of the methodology running on a desktop PC with a 2.6 GHz single-core processor.
Off-line training of the PRE block
As for the off-line phase of the PRE block, the definition of the training set g (t) , f n g (t) , t = 1, ..., T, n = 1, ..., N requires the choice of the suitable OA for the problem at hand. Towards this end, L = 61 quantization levels for the antenna descriptors have been considered to carefully discretize the entire search space G. The auxiliary OA {ω tp ∈ N ∩ [0, L − 1]; t = 1, ..., T, p = 1, ..., P } has been determined by following the procedure in [47] yielding J = 2, T = L J = 3721, P = L J −1 L−1 = 62 (see the Appendix). The training OA has been successively identified by deleting the last P − P = 53 columns of by enforcing: ω tp = ω tp ; t = 1, ..., T; p = 1, ..., P.
Once has been defined, Eq. (3) has been used to compute the T input training samples {g (t) ; t = 1, ..., T} by setting the range of the antenna descriptors (i.e., G; Table 2) according to the guidelines discussed in [21] so that the resonating frequencies fall within the band of interest for IoT/IoE communications. The resonant frequencies, { f n g (t) ; t = 1, ..., T; n = 1, ..., N} in correspondence with the input set {g (t) ; t = 1, ..., T}, have been computed through a full-wave solver 2 by setting s th 11 = −10 [dB]. As it can be observed (Fig. 3) , there are several training samples characterized by a dual-band behavior (i.e., two resonances) in the [1.0 − 6.0] GHz range [i.e., s 11 f n g (t) ; g (t) ≤ s th 11 , n = 1, 2]. Of course, different bandwidths could be easily covered by suitably scaling G i.e., f n (g) → f n (g) 10 then G → G 10 . Concerning the SVR implementation, a radial basis function (RBF) kernel has been adopted [46] :
fixing to γ = 0.1 [46] the value of the RBF control parameter γ . To complete the off-line phase of the PRE block, Eq. (6) (i.e., the SVR training) has been solved by using the procedure in Section 3.2.1 and enforcing the control parameters to = 0.01 and C = 1 as suggested in [46] . It is worth pointing out that such a PRE block allows one to estimate the output values { f n (g); n = 1, .., N} through (2) in about:
while the same result would require about t MoM ≈ 2.7×10 2 [ s] using a standard MoM code for simulating the same antenna configuration, g.
Numerical assessment
The first numerical experiment is aimed at illustrating, on a step-by-step basis, the exploitation of the proposed integrated SbD procedure ( Fig. 1) for designing a dualband antenna working at the LTE-2100 (f 1 = 2.045 GHz) and the LTE-3500 (f 2 = 3.5 GHz) channels. Towards this end, the PRE block (Section 4.1) has been combined with the POA block (1) and the PS-based SSS block configured by following the guidelines in [21, 35] , versus the iteration index, i, in Fig. 4(a) shows that the method converges in about I conv ≈ 100 iterations . On the other hand, the accuracy of the PRE emulation is assessed by the plots of the simulated scattering parameter 4 of the optimized layout (Fig. 4b) . As a matter of fact, despite the emulation of the physical response of the antenna, the synthesized antenna profile ( Fig. 5a-b ) perfectly matches the design objectives expressed in terms of impedance matching in the operating bands (i.e., s 11 f ; g ≤ s th 11 = −10 dB, f ∈ f n , n = 1, ..., N = {2.045, 3.5} GHz; Fig. 4b ). As for the radiation properties, the simulated 3D gain patterns computed at f n , n = 1, ..., N indicate that the antenna exhibits a dipole-like behavior (e.g., f n = 2.045 GHz; Fig. 6a ), which is only slightly perturbed at the higher frequency (e.g., f n = 3.5 GHz; Fig. 6b ). Such a behavior is actually not surprising since it has been typically observed in antennas based on such a fractal shape [21] . 
Experimental validation
In order to assess the effectiveness and the reliability of the SbD synthesis technique, a set of design examples concerned with different objectives/constraints has been carried out next. The optimized layouts have been fabricated with a photo-lithographic printing circuit technology using an Arlon substrate with ε r = 3.38, tan δ = 0.0025, and h = 7.6 × 10 −4 [m], and successively measured in an anechoic chamber at the ELEDIA Research Center. More specifically, each prototype has been designed to be fed by a single 50 Ohm RF port connected to the bottom of the Sierpinski antenna for measuring its impedance matching properties and the corresponding gain pattern.
The case of a dual-band antenna resonating in the WCDMA-1500 (f 1 = 1.470 GHz) and the LTE-2600 (f 2 = 2.595 GHz) bands has been considered first (Table 3) . Thanks to the re-usability property of the SbD blocks, the design problem at hand does not require a new SVR training and the same PRE block deduced in Section 4.1 has been directly exploited without any modification. Because of the same type of unknowns and cost function, also the SSS block has been kept equal to the previous one with its parameter setup, as well. Thus, only the list of the resonance frequencies {f n , n = 1, ..., N} in (1) of the POA block has been changed to derive the antenna profile in Fig. 7a (for completeness, the complete list of optimized geometrical descriptors has been reported in Table 4 ). As expected, both measured and simulated s 11 frequency behaviors (Fig. 7b) Fig. 7d ] planes at f = f 1 and f = f 2 . The antenna acts as a dipole in both frequency bands, with only a non-perfect omni-directionality along the horizontal plan when f = 3.5 GHz (Fig. 7d ). However, it is worth pointing out that the radiation features were not optimized in the synthesis process and that a straightforward method extension is possible by simply adding to (1) another constraint on the user-desired radiation performances (e.g., a gain pattern mask) and performing the PRE off-line/online procedure accordingly.
The last example deals with the design of a dualband antenna able to support the LTE-1800 (f 1 = 1.795 GHz) and the LTE-3500 (f 2 = 3.500 GHz) standards (Table 3 ). Just adapting the POA block to the design objectives at hand, the SbD-optimized layout in Fig. 8a has been obtained (Table 4) , whose corresponding impedance matching properties are reported in Fig. 8b . Once again measured and simulated quantities turn out to be in quite close agreement. They assess that the optimized scattering parameters comply with the design requirements (i.e., LTE-1800: Fig. 8c ; θ = 90 [deg], Fig. 8d ) confirm the reliability of the synthesized radiation device for IoT applications because of its almost perfect omni-directional pattern along the horizontal plane θ = 90 [deg] in both frequency bands ( Fig. 8c-d ).
For completeness, Table 3 gives the CPU-time of the SbD process for synthesizing the antennas in Figs. 7 (Table 3 ).
Conclusions
The problem of efficiently designing multiband antennas has been addressed by means of an instance of the SbD paradigm. The synthesis problem has been SbD aimed at enabling an effective and computationally efficient synthesis of multi-band microstrip antennas. A set of numerical and experimental results has been reported to illustrate the features and the potentialities of the proposed synthesis approach in different applicative scenarios, as well. More precisely, it has been shown that both numerical (Section 4.2) and experimental (Section 4.3) designs exhibit a very good matching of the design objectives expressed in terms of impedance matching in the desired operative bands, as well as a dipole-like behavior in terms of radiation features with only minor deformations occurring at the highest resonant frequency.
Furthermore, the numerical and experimental results have pointed out that the proposed SbD loop (i) provides extremely efficient and effective performances with a time saving of about 5 orders of magnitude with respect to a standard antenna optimization exploiting full-wave solvers ( Table 3 ); (ii) can be straightforwardly applied/extended to various applicative scenarios differing for the operative bands and the user-defined requirements (Section 4.3) thanks to its re-usability and modularity; and (iii) synthesizes antenna layouts useful for IoT applications thanks to their effective impedance and radiation features.
Future works beyond the scope of this paper will be devoted to analyze the features of the SbD paradigm with different antenna geometries (e.g., different fractal profiles) and frequency bands (e.g., falling within the 6-300 [GHz] spectrum announced by the Federal Communications Commission (FCC) for next-generation 5G services [13] ). As for the methodological point of view, different architectural trade-offs in selecting the theoretical implementation of the SSS, the POA, and the PRE blocks will be investigated.
Endnotes 1 Basic functions that can be adopted in the SVR model include linear, polynomial, Gaussian, and sigmoid kernels [49] . 2 It must be remarked that, according to the OA construction, the training phase required T = 3721 antenna simulations through a MoM tool. However, this procedure has been done off-line and it has been carried out only once for each problem class (i.e., fractal geometry of interest). 3 In the following, I conv will denote the SbD convergence iteration [i.e., at least one of the convergence criteria in Section 3.3 is met] when the SSS block stops and it gives the output solution. 4 For validation purposes, all the s 11 plots have been computed by a full-wave MoM-based solver.
