The generation of 3-D models is a fundamental part of computer graphics and often requires many hours of skilled labour or the use of very expensive equipment. With the increasing demand for virtual environments and objects to populate them, convenient 3-D model generation has become a very important problem to be solved. Generating 3-D models of large outdoor structures poses particular problems because of di culties with the calibration of images and lack o f c o n trol over the environment. This paper proposes a multi-part algorithm that enables the generation of 3-D models from a small set of images of outdoor structures without calibration. The images are captured using a standard digital stills camera and the process requires no specialised equipment o r skilled user input.
INTRODUCTION
Automatically generating the 3-D geometry of an object from sets of 2-D images is computationally extremely di cult and much research has been carried out with the aim of solving this problem. Automatic generation of models of large-scale outdoor objects is a particularly di cult problem as camera calibration and the matching of images from very di erent viewpoints can become numerically unstable and often requires user input or multi-level scene descriptions to compensate Chou and Teller 1.
Previous work in this area includes the epipolar geometry based systems of INRIA, which use point correspondences between two images to calculate the fundamental matrix in order to reconstruct 3-D geometry, Zhang et al 2, 3 . A large amount of research has been carried out ranging from semi-automated techniques to fully automated, self-calibration processes. Systems such as TotalCalib, by Bougnoux 4, allow for accurate 3-D scene generation, however, a human user is required to oversee the detection of correspondences over a potentially large number of images. Work has been carried out using epipolar geometry and trifocal tensors in order to automate camera recovery from closed or open image sequences, Fitzgibbon and Zisserman 5. Difculties with these approaches include mathematical instabilities as baselines become large and problems with reliable point, corner or line correspondence between images, Pritchett 6. Other automated methods for creating 3-D models can involve the use of laser technology with video image capture or large camera arrays as shown by Kanade et al 7, 8 . These systems can produce high quality 3 -D models, however, they can be extremely expensive $450,000 for a full body scanner for instance and restricted in the size and type of models that can be generated as well as being non-portable. Such systems also generally require continuous, calibrated, video image sequences rather than a small set of still images. Semi-automated approaches can involve a number of strategies, including manually operated point-on-surface-detection rigs and model generation from multiple camera views using manual camera calibration. An obvious constraint on these systems is the size and location of the object being captured.
Silhouette based techniques were introduced by Martin and Aggarwal 9 and this method has been used by many groups in order to generate 3-D computer models. Shape from a continuous sequence of images based on the rst derivative of the contour has been used by Zheng 10 , and many other passive methodshave been studied, e.g. model tting, Ip 11 and Kirihara 12 and the radial intersection set for shape representation by Jones 13 . Such methods often struggle with irregular real shapes while the silhouette based systems of Nielsen 14, Niem 15 and 9 use the geometric simpli cation of assuming orthographic projection and pre-calibration of the camera. Both of these simpli cations are undesirable as they can increase the amount of user input required and restrict the potential portability of the system. Previous work within the Bristol University Multimedia Group has shown that 3-D models can be generated without calibration using a static camera and a small sequence of silhouette images of an object rotating on a turntable, Gibson et al 16. The techniques involves iteratively improving the scene geometry while progressively generating a model of the original object using volumetric intersection. Here this work is extended to the case of a large, static, outdoor object and moving camera. The user is required to take a small number of images, typically eight, as they walk around and photograph the object at approximate intervals. After segmentation, a multi-stage optimisation and volume intersection algorithm is used to generate the model and calibrate the camera positions and directions up to an unknown scale. The results for real objects are shown and are compared to results obtained when reconstructing a virtual model with a known ground truth.
METHOD
The method described in this paper requires no calibration and no user input, and only requires that a user walks around the object of interest at approximately equal intervals, capturing an image at each interval, Figure 1 shows one of eight images of a statue in the centre of Bristol. These images are then segmented using standard algorithms, such as huebased k-means, developed for computer vision applications, Figure 2 . A n umber of steps are then carried out in order to obtain an approximate understanding of the volume of space required to encompass the model and to give a possible starting point for the optimisation used to generate the model. These steps include tting a silhouette of a virtual sphere to the segmented object images in order to establish some idea of the relative distance from the camera to the object and the setting up of a projective transform that allows a known volume to encompass the object in all the image views. To assist this process it is assumed that the images have been captured as the user has walked around the object in approximately equal intervals.
The next stage is a combined optimisation and volumetric intersection process that iteratively improves the camera and scene geometry whilst progressively generating a model. Assuming the object to be modelled is centred around the origin each camera X, Y,and Z position and the pitch, yaw and roll direction need to be determined in order to generate a model. Using these values projections of the silhouettes of the segmented images can be intersected to de ne a bounding volume, or the visual hull, of the original object.
A virtual cube is de ned, using values obtained from the initial process, and divided into voxels. The centroid of each of these voxels is then projected into each of the segmented images. If a voxel projects into all the segmented images that voxel becomes part of the model of the original object. Once an approximation of the object is obtained, the accuracy of the model can be evaluated in order to provide a cost function for the optimisation. If parts of the projected model fall outside of the silhouettes or parts of the silhouettes are not projected onto by the model the cost is increased, Figures 3. This model is then used to improve the accuracy of positions and directions of the camera using a simplex optimisation. As the cameras calibration is improved, the intersection process generates a more accurate model of the original object which, in turn, improves the calibration and reduces the value of the cost function.
RESULTS
This process converges much more slowly, given the higher dimensionality of the problem, than our previous method 16, Figure 4 shows how this process converges. The nal error of around 1.2e+07 represents approximately 1 of the pixels in each image are incorrect projections of the voxel based model. Figure 5 shows a plan view of the X, Z camera positions and yaw directions calculated for the real horseman statue. The generated point cloud give s a g o o d representation of the original object, Figure 6 shows the point cloud of the horseman statue from a previously unseen view and Figure 7 shows a point cloud of another statue in Bristol. The point cloud can then be polygonised using standard techniques such as the marching cubes algorithm with surface decimation to reduce the polygon count.
A virtual model was used in order to compare the results of the algorithm with a known ground truth. Figure 8 shows one of the segmented views of a virtual horseman. The segmented views were used to generate a model of the virtual horseman, Figure 9 shows the point cloud representation of the nal reconstruction. Table 1 shows the X, Z camera positions of the ground truth compared to the values found by the algorithm.
One di culty in optimising the accuracy of the model is the constraint on the resolution of the virtual cube. The original resolution of the images is 640x480. To get a one to one mapping between the point at the centre of a voxel and a pixel requires a virtual volume at near image resolution, however, ve hundred cubed projections per cost evaluation becomes unfeasible. To overcome this problem the point cloud can be polygonised using the march cubes algorithm to provide a solid projection of the model. This is still a computationally expensive process, so for this work a sub-sampled image was used in order that the projection of a low resolution cube, 64 cubed, could provide an adequate cost evaluation. Despite these restrictions, ne details, such a s the thin legs of the horse and the protruding foot of the rider, are extracted when reconstructing the real horseman statue, Figure 6 .
CONCLUSIONS
The generation of models of large outdoor structures is an important area of computer vision and this paper contributes towards this goal. The main contributions that this paper makes are, a the self-calibration phase of the camera and world coordinate system and b a low cost, unskilled and cheap i.e. stills camera technique for generating 3-D models. Future work will involve improving the accuracy of the system by o vercoming the resolution problems associated with the volumetric intersection, such as using an octcube representation, and to fully automate the segmentation process. A further extension to this work has been considered, this being the use of a Global Positioning System. As such systems become smaller in size it is not unreasonable to consider their inclusion in more common equipment like cameras. The information that this would provide could greatly assist the process described in this paper. Table 1 : The X and Z translations of the ground truth compared to those found by the algorithm. Figure 3 : One of the segmented views which has had the model projected onto it. The cost for the optimisation is derived from these images with the white area being voxels that project into all of the segmented images and grey areas being the error, i.e. voxels that do not project into all the segmented images. 
