For a positive constant α a graph G on n vertices is called an α-expander if every vertex set U of size at most n/2 has an external neighborhood whose size is at least α |U |. We study cycle lengths in expanding graphs. We first prove that cycle lengths in α-expanders are well distributed. Specifically, we show that for every 0 < α ≤ 1 there exist positive constants n 0 , C and A = O(1/α) such that for every α-expander G on n ≥ n 0 vertices and every integer ∈ C log n, n C , G contains a cycle whose length is between and + A; the order of dependence of the additive error term A on α is optimal. Secondly, we show that every α-expander on n vertices contains Ω α 3 log(1/α) n different cycle lengths. Finally, we introduce another expansiontype property, guaranteeing the existence of a linearly long interval in the set of cycle lengths. For β > 0 a graph G on n vertices is called a β-graph if every pair of disjoint sets of size at least βn are connected by an edge. We prove that for every β < 1/20 there exist positive constants b 1 = O (1/ log (1/β)) and b 2 = O (β) such that every β-graph G on n vertices contains a cycle of length for every integer ∈ [b 1 log n, (1 − b 2 )n]; the order of dependence of b 1 and b 2 on β is optimal.
Definition. Let G = (V, E) be a graph on n vertices, and let α > 0. The graph G is an α-expander if |N G (U )| ≥ α |U | for every vertex set U ⊆ V satisfying |U | ≤ n/2 . This notion of expansion is fairly common and has been utilized in several places, see, e.g. [2] , or [1, Chapter 9] . In this work we think of α as a small constant and consider the behavior of other parameters as a function of α. While it does not aim to capture or to reflect the strongest possible level of expansion, it is strong enough to derive many nice graph properties as can be seen in recent survey by Krivelevich [16] . For example, it is easy to see that every α-expander is connected and has logarithmic diameter. This notion is also very natural as such expanders are omnipresent -they typically appear in supercritical random graphs (see [15] ), and in graphs without small separators (Proposition 5.3 in [16] ). One important class of such expanders is (n, d, λ)-graphs; these are dregular graphs on n vertices with second largest eigenvalue in absolute value λ. An (n, d, λ)-graph is an α-expander with α = d−λ 2d (see e.g. Corollary 9.2.2 of [1] ). In this work we study cycle lengths in expanding graphs. The study of cycle lengths in graphs with certain properties has long been fundamental (see e.g. [4, 5, 6, 8, 9, 13, 17, 19, 20] ). For a graph It is known (see for example Corollary 3.2 and Theorem 7.4 in [16] ) that every α-expander G on n vertices has a cycle of length Ω α (n) and a cycle as short as O α (log n). A longest cycle of length linear in n is obviously optimal. As for a shortest cycle, there are examples of strong expanders with girth logarithmic in n (e.g. the construction of Ramanujan graphs by Lubotzky, Phillips and Sarnak [18] ). What can be said then about cycle lengths in G between the two extremes?
Unfortunately, one cannot hope to find a complete interval of non-trivial length in the set of cycle lengths of every α-expander. Indeed, the complete bipartite graph K α 2 n,(1− α 2 )n is an α-expander with no odd cycles. Another important example is the following way of producing new expanders by stretching edges of a bounded degree expander: In particular the length of every cycle in the obtained graph G is divisible by m + 1, implying that every two cycle lengths in L (G ) are at the distance at least m + 1 from each other.
Our results
Our main result shows that the set of cycle lengths of an α-expander is well spread:
such that for large enough n, every α-expander G on n vertices contains a cycle whose length is between and + A, for every integer ∈ [a 1 log n, a 2 n].
Going back to the proposition, by stretching the edge of a strong, bounded degree expander one can obtain an α-expander G such that every element in L (G) is divisible by Θ 1 α . This implies that the order of dependence of the constant A on α in Theorem 1 is optimal.
From Theorem 1, for every α-expander G on n vertices the size of L (G) is linear in n, but the dependence on α given by the theorem is far from the truth. In fact, we have a polynomial dependence, as demonstrated by the next theorem:
Theorem 2. Let 0 < α ≤ 1 and let G be an α-expander on n vertices, then |L (G)| = Ω
As we mentioned, for an α-expander G the set L (G) might not contain any interval of nontrivial length. In the last section we analyze a different expansion-type property that guarantees the existence of a non-trivial interval in the set of cycle lengths:
Definition. Let G = (V, E) be a graph on n vertices, and let β > 0. The graph G is a β-graph if every pair of disjoint vertex sets A, B ⊆ V of sizes |A| , |B| ≥ βn are connected by an edge.
Note that if G is a β-graph on n vertices then for every vertex set U of size |U | ≥ βn we have |N G (U )| > n − |U | − βn. Similarly to α-expanders, β-graphs can be obtained thorough spectral conditions, from the expander mixing lemma, an (n, d, λ)-graph with d/ |λ| ≥ 1/β 2 is a β-graph.
In [11] Hefetz, Krivelevich and Szab proved that for large enough n and β = O log log n log n , every β-graph G on n vertices contains a cycle of length for every integer 8βn log n log log n ≤ ≤ (1 − 3β) n. The upper bound is tight as shown by a disjoint union of K n+1−βn and βn − 1 isolated vertices.
The authors conjectured that the lower bound can be improved to c log n log(1/β) for some constant c. We prove this is indeed the case, as asserted by the following theorem: As we have already mentioned, the upper bound is tight. The lower bound is tight as well. For example the Ramanujan graphs by Lubotzky, Phillips and Sarnak [18] are β-graphs with girth at least log n 4 log(1/β) . The rest is structured as follows: in Section 2 we prove Theorem 1, in Section 3 we prove Theorem 2 and in Section 4 we prove Theorem 3.
Notation and terminology
Our notation is mostly standard. As stated before, for a graph G = (V, E) and a vertex subset
By the length of a path we mean the number of edges in the path. For a rooted tree T with levels
All logarithms are in base 2 unless stated otherwise.
We use the following bounds: log x ≤ x for x ≥ 1 and log (1 + x) ≥ x/2 for 0 ≤ x ≤ 1. We suppress the rounding notation occasionally to simplify the presentation.
Cycle lengths are well distributed
In this section we prove our main result, Theorem 1, which shows that the set of cycle lengths of an α-expander is well spread. Before presenting the proof some preparation is needed. Throughout this section we sometimes use a more general definition of an expander:
Auxiliary results
We start with several basic lemmas (in the order in which they appear in the proof of Theorem 1). Lemma 2.1. Let G = (V, E) be a (k, α)-expander on n vertices and let C be a connected component of G. Then for G = G[C] we have diam (G ) < ( n k − 1)(2 log k log(1+α) + 1). In particular, if k = δn for some 0 < δ < 1 and 0 < α ≤ 1, then diam (G ) ≤ 7 δα log n.
Proof. Since G is a (k, α)-expander for every non-negative integer r and every vertex v ∈ V we have
Let u, v ∈ C and let P be a path of shortest length between them in G. Note that if w 1 , w 2 ∈ V (P ) are more than 2r 0 apart along P the balls B G (w 1 , r 0 ) and B G (w 2 , r 0 ) are disjoint. Thus the length of P must be less than ( n k − 1)(2r 0 + 1), as otherwise we get n/k pairwise-disjoint balls of volume k in G.
and as long as there is a vertex subset
Denote by Z the disjoint union of the deleted sets and note that Z satisfies
Assume |Z| > k after some iteration, and let A be the set deleted at this iteration. We have
implying |A| < 6 n/α 2 . But then we get
This indicates that in the end of the deletion process |Z| < 2 n/α, and therefore the final graph G
be an α-expander and let A, B ⊆ V be two vertex sets of sizes |A|, |B| ≥ t for some t > 0, then G contains at least tα 1+α vertex-disjoint paths between A and B.
Proof. Let P be a maximal family of vertex-disjoint paths between A and B in G. We claim that P is of size at least tα 1+α . By Menger's theorem it is enough to show that every vertex set separating A from B, meaning a set C such that there are no paths between A\C and B\C in G\C, is of size at least tα 1+α . Let C ⊆ V be such a separating set and let A be the union of the connected components containing A\C in G[V \C], note that N G (A ) ⊆ C. We may assume w.l.o.g. that |A | ≤ |V |/2 (otherwise we can look at the union of the connected components containing B\C which is contained in V \A ). Due to α-expansion of G, we get
Proof. For every 1 ≤ i ≤ r denote by v i ∈ V (G ) the vertex obtained by contracting the set
We conclude that G has the required expansion property. In particular, in a (k, α)-expander for every vertex there is a path of length α k starting from it.
Proof. See, e.g. Proposition 2.1 in [14] .
Our key lemma requires yet another lemma which is similar in spirit to Lemma 2.2:
Lemma 2.6. Let G = (V, E) be an α-expander on n vertices and let W ⊆ V be a vertex set such
, and as long as there is a vertex subset
. Denote by Z the disjoint union of the deleted sets and note that Z satisfies |N G (Z) ∩ W | < α 2 |Z|. Assume |Z| > 2 n after some iteration, and let A be the set deleted at this iteration. Since
This indicates that in the end of the deletion process |Z| ≤ 2 n, and therefore the final graph G satisfies the requirements with U = W \Z. vertex v 0 ∈ V (G), G contains a tree T rooted at v 0 , with levels L 1 = {v 0 } , ..., L k 0 , ..., L k 1 , ..., L k 2 satisfying:
Statement and proof of the main lemma
contains an n 10 , α 5 -expander on at least n/10 vertices.
Proof. Let σ be an arbitrary ordering of V (G) starting from v 0 . Run the BFS algorithm on G according to σ until a tree of size exactly α 4 n/200 is obtained, denote it by T ; this is possible since G is connected. Suppose we stopped while adding the neighbors of v ∈ V (G). We shall extend T by first adding all the neighbors of v lying outside T and then continue running the BFS algorithm with the restriction that the degree of every newly explored vertex is at most ∆ := 1600/α 5 (connecting every vertex to the first ∆ − 1 neighbors it has outside the current tree according to σ). Denote the final tree by T and its levels by
Denote by k 0 the number of levels in T , i.e. it is the first index such that
Since T is a subtree of a BFS tree, by applying Lemma 2.1 to G (with δ = 1/2 and C = V (G)) we get that k 0 ≤ diam(G) + 1 ≤ 15 log n/α =: C 0 log n. Now, observe that T contains at least n/2 vertices. Indeed, let X ⊆ V (T ) be the set of all the vertices whose degree in T is at least ∆. Note that |X| ≤ 2n/∆ ≤ α 5 n/800, and that the neighborhood of every vertex in T \X is contained in
Suppose T contains less than n/2 vertices, then 2 α |X| ≤ α 4 n/400 ≤ |T \X| ≤ n/2, implying there is a vertex in T \X adjacent to a vertex outside of T -a contradiction.
Let t 1 be the first index such that T [1,t 1 ] ≥ n/4, and let t 2 be the first index such that T [1,t 2 ] ≥ n/2.
We claim that that Last, we show that T [k 1 ,k 2 ] contains an n 10 , α 2 -expander on at least n/10 vertices. Indeed, denote W = T [k 1 ,k 2 ] \X and observe that
From the construction of T it follows that
Since G is an α-expander we must have |W | > n/2, from Lemma 2.6 we get that G [W ] contains the required expander.
Proof of Theorem 1
We are now ready to restate and prove Theorem 1.
Proof. Run the BFS algorithm on G using an arbitrary ordering of V (G) until a tree T of size exactly α 2 n/16 is obtained; this is possible since G is an α-expander and is therefore connected.
Since T is a subtree of a BFS tree, by applying Lemma 2.1 to G (with δ = 1/2 and C = V (G)) it follows that the number of levels in T is at most diam(G) + 1 ≤ 15 log n/α.
and note that |Z| ≤ 3αn/16. While T has at least α 3 n/32 neighbors in Z remove them from Z and add them to T by connecting each one to one of its neighbors in T . This entire process takes at most |Z| / α 3 n/32 ≤ 6/α 2 iterations. Since in each iteration we add at most one new level to T , the number of levels in the current tree T is at most 15 log n/α + 6/α 2 .
Since G is an α-expander, |N G (T )| ≥ α |T | ≥ α 3 n/16. Let X 0 be the set of neighbors of T in U 1 , note that |X 0 | ≥ α 3 n/32 as T has at most α 3 n/32 neighbors in Z.
Pick a vertex y ∈ X 0 and apply Lemma 2.7 to G 1 with v 0 = y. We obtain a tree T with levels L 1 = {y} , ..., L k 0 , ...L k 1 , ..., L k 2 satisfying the properties in Lemma 2.7 with ∆ = ∆ (α/2), C 0 = C 0 (α/2), C 1 = C 1 (α/2) and C 2 = C 2 (α/2). Denote by U 2 the vertices of the n 10 , α 4 -expander in T [k 1 ,k 2 ] , we have |U 2 | ≥ n /10. Let X 1 = X 0 \ {y}, for large enough n we have |X 1 | ≥ α 3 n/33. Let Q be a maximal set of vertex-disjoint paths in G 1 connecting X 1 to U 2 (meaning paths with one endpoint in X 1 , one endpoint in U 2 and no internal vertices in X 1 ∪ U 2 ). next we show that at least n/µ paths in Q contain at most µ vertices. For every positive integer i denote by Q i ⊆ Q the set of all the paths in Q of length i − 1 (that is with i vertices). Since the paths are vertex-disjoint we have
implying, as i |Q i | = |Q| ≥ 2n/µ, that i≤µ |Q i | ≥ n/µ. Denote by X 2 the set of vertices in X 1 that belong to a path of length at most µ − 1 in Q, note |X 2 | ≥ n/µ = α 4 n/200.
For every vertex x ∈ X 2 denote by Q x the path in Q whose endpoint in X 2 is x. Given two vertices u, w ∈ T we say that u eliminates w if u belongs to the path from w to y in T , that is, if w ∈ T u . We would like to find a path in {Q x } x∈X 2 that eliminates a small number of vertices.
For every x ∈ X 2 we shall denote by b x a vertex in Q x ∩ T that eliminates the most vertices from
Note that such vertex exists since Q x has at least one vertex in T and that Q x eliminates at most |Q x | · T bx vertices.
From the pigeonhole principle, there exists an index k 0 ≤ i ≤ k 2 for which the level L i in T contains at least
vertices of B, denote this set by B . Since B ⊆ L i , for every b x 1 , b x 2 ∈ B the subtrees T bx 1 and T bx 2 are disjoint. It follows that there is a vertex x 0 ∈ X 2 such that T bx 0 ≤ n |B | . Otherwise we get
Denote the set of all vertices in T that are eliminated by Q x 0 by Y , observe that
Given a vertex w ∈ L k 1 , we say that the subtree T w is good if it does not contain any vertices from Y , otherwise we say it is bad. We partition the vertices of T [k 1 ,k 2 ] into two disjoint sets A G and A B
which are the union of all good trees and the union of all bad trees in T [k 1, k 2 ] accordingly i.e.
Recall, that the degree in T of every vertex in T [k 1 ,k 2 ] is bounded by ∆, hence for every vertex
Let v 0 be the endpoint of Q x 0 in U 2 and let K be its connected component in
Since G 2 is an n 10 , α 4 -expander, the graph G 2 [K] is also an n 10 , α 4 -expander on more than n /10 vertices. By applying Lemma 2.2 to G 2 [K] (with V 0 = A B and = C 3 |Y |/|K|) we get that for large enough
] is an n 10 , α 8 -expander. Since every vertex set in G 3 of size at most n /10 has non-empty external neighborhood, we must have |U 3 | > n /10. Let D be the union of all subtrees that meet U 3 , i.e.
Observe that since U 3 resides inside the set of good subtrees A G , so does D. Let Q be a shortest path from v 0 to D ∩ K in K (the set D ∩ K is not empty since U 3 ⊆ D ∩ K). From Lemma 2.1 (with δ = n 10|U 2 | and C = K) the length of Q is at most diam (G 2 [K]) ≤ 280 log(|U 2 |)/α ≤ 280 log n/α. Note, that Q does not contain internal vertices from D.
For every w ∈ L k 1 ∩ D contract T w ∩ U 3 into a vertex. By Lemma 2.4 the graph G obtained from G 3 by this contraction is an n 10C 3 , α 8C 3 -expander on at least |U 3 |/C 3 vertices. Denote by u 0 the endpoint of Q in D and let w 0 ∈ L k 1 ∩ D be the vertex whose subtree, T w 0 contains u 0 . From Lemma 2.5, for large enough n, G contains a path P of length at least
starting at the vertex obtained by contracting T w 0 . By reversing the contraction and adding the missing path inside each subtree P visits, we obtain a path P starting at u 0 of length at least αn Let Q be the path from y to u 0 ∈ P constructed as follows: move from y to x 0 along T , then move from x 0 to v 0 along Q x 0 and then continue along Q to u 0 (see Figure 2 ). Denote by m the length of Q, then and A = 3C 2 (note that a 1 log n ≥ m + k 1 and that a 2 n is at most the length of P ). For every integer ∈ [a 1 log n, a 2 n] we shall construct a cycle C as follows (see Figure 3 ):
• Move from y to u 0 along Q and then continue moving along P for − m − k 1 steps.
• Move along P until leaving the current subtree T w for the first time (between 1 and 2C 2 + 1 further steps).
• Move from the current vertex to L k 1 along T (between 0 and C 2 steps), this is possible since P visits every subtree in T [k 1 ,k 2 ] at most once and since V (Q) ∩ D = {u 0 }.
• Finally, move along T from the current vertex in L k 1 (which belongs to D and therefore is not eliminated by Q x 0 ) to y (between k 1 − 1 and k 1 + C 2 − 1 steps).
The length of the obtained cycle C is between and + A. Theorem 1 implies that for every α-expander the number of cycle lengths is linear in the number of vertices, that is, for every α-expander G on n vertices we have |L (G)| = Ω α (n). The hidden dependence on α is exponentially small; in this section we shall prove that this is rather far from the truth and that the dependence is in fact polynomial. In the proof we borrow some ideas from Sudakov and Verstraete [20] .
Proof. Run the BFS algorithm on G using an arbitrary ordering of V (G) until a tree T of size exactly αn/4 is obtained; this is possible since G is an α-expander and is therefore connected.
Note that in G\T every vertex set W of size |W | = n/2 satisfies
thus, by Lemma 2.4, G\T contains a path P of length αn/4 − 1.
Set k = 2 log (3/α) log (1 + α/2)
and let X 0 ⊆ V (P ) be the set of vertices of P reachable from T by a path of length at most k whose internal vertices reside all outside of V (T ) ∪ V (P ).
The set X 0 is of size at least α 2 n/12. Indeed, suppose |X 0 | < α 2 n/12 and look at G = G [V (G) \X 0 ]. For every vertex set U ⊆ V (G ) such that αn/6 ≤ |U | ≤ n/2 we have
In particular, the balls
each contain at least n/2 vertices, therefore they intersect each other or are connected by an edge -a contradiction to the way we defined X 0 .
Since T is a BFS tree, all these paths of length at most k connecting T to X 0 start in the last two layers of T . Extend T by adding up to k − 1 new levels using the BFS algorithm while avoiding adding vertices of P (run the algorithm starting from the last vertex that was added to T until it ends or until k − 1 complete new levels were obtained, whichever comes first). Let T 1 be the obtained tree. Observe that every vertex in X 0 has a neighbor in the last k + 1 levels of T 1 . At least |X 0 | k+1 vertices in X 0 are adjacent to the same level in T 1 , w.l.o.g. we may assume it is the last one. Denote this set of vertices by X 1 , and let T 2 be the tree obtained by connecting each vertex in X 1 to one of its neighbors in the last level of T 1 .
Let T 3 be the minimal subtree of T 2 containing X 1 and let v be its root. Due to minimality T 3 branches at v and each branch contains at least one vertex of X 1 . One of the branches contains at most half of the vertices of X 1 , denote this set by Y and let X 2 = X 1 \Y , note that |X 2 | ≥ |X 1 | /2.
Let u be an arbitrary vertex of Y ; at least half of the vertices of X 2 appear on P on the same side of u, denote this set by X 3 and note that
Finally we construct a cycle C w for every w ∈ X 3 . We get it as follows: take the path from v to u in T 3 , then move from u to w along P and then move back from w to v along T 3 (see Figure   3 ). One can easily see that C w is indeed a cycle due to the choice of v. As the lengths of the cycles {C w } w∈X 3 are all distinct (if w appears on P earlier than w when moving from u, then 
All cycle lengths in an interval
As mentioned in the introduction, one cannot hope to find a complete interval of non-trivial length in the set of cycle lengths of every α-expander. In this section we present a different expansion-type property. Recall that a graph G on n vertices is a β-graph if every pair of disjoint vertex sets of at least βn vertices are connected by an edge. In this section we shall prove that for every β-graph G on n vertices the set L(G) contains a complete interval of size linear in n. In order to prove Theorem 3 we need the following lemma that shows that every β-graph on n vertices contains a large βn, 1−3β 2β -expander (see definition in section 1). 
2β |W |. Assume |W | reaches βn after some iteration. More precisely, βn ≤ |W | < 2βn, since in each iteration we delete at most βn vertices. We have
implying there is an edge between W and V (G) \ (W ∪ N G (W )) -a contradiction.
The main tool used in the proof of Theorem 3 is the following powerful generalisation of a result by Friedman and Pippenger [7] due to Haxell [10] , which implies that strong expanders contain nearly all spanning bounded degree trees. We state a version as given in [3] . Then H contains every tree T with M vertices and maximum degree at most d.
We are now ready to prove Theorem 3:
Proof. Given positive integers k, t and p, denote by T k,t,p the tree obtained by joining the roots of two complete k-ary trees of depth t by a path of length p (by a complete k-ary tree of depth t we mean a rooted tree whose internal vertices have k children and whose leaves have distance t from the root). Observe that if G contains a copy of T k,t, −2t−1 where k ≥ 2 and t ≥ log k (βn), then it also contains a cycle of length . Indeed, for such k and t, a k-ary tree of depth t has at least βn leaves. In particular, if G contains a copy of T k,t, −2t−1 , since it is a β-graph there must be an edge between the leaves of the two k-ary trees in this copy and this edge closes a cycle of length (see Figure 4 ).
From Lemma 4.1, G contains an induced subgraph H on at least (1 − β) n vertices, such that for every vertex set U ⊆ V (H) of size |U | ≤ βn we have |N H (U )| ≥ 1−3β 2β |U |. Moreover, if |U | ≥ βn then we must have |V (H) \ (U ∪ N H (U ))| < βn as otherwise, since G is a β-graph we get that there is an edge between U and V (H) \ (U ∪ N H (U )). In particular, for every vertex set U ⊆ V (H) of size βn ≤ |U | ≤ 2βn we get that |N H (U )| > |V (H)| − |U | − βn ≥ (1 − 4β) n.
These properties of H together with Theorem 4.1 guarantee it contains a copy of:
1. T k,t, −2t−1 for k = 1 4β , t = log k (βn) , and every integer ∈ 2t + 1, 1 2 − 10β n .
2. T 2,r, −2r−1 for r = log (βn) and every integer ∈ [2r + 1, (1 − 14β) n].
Now, set b 1 = 25/ log(1/β) and b 2 = 1 − 14β. Note that for β < 1/20 we have 2 log (βn) + 1 <
(1/2 − 10β) n and b 1 log n ≥ 2t + 1, therefore we get that H contains a cycle of length for every integer b 1 log n ≤ ≤ b 2 n. We are left to verify claims (1) and (2) above. This is quite straightforward: 
