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Algorithms for Blind Rendezvous in Wireless Networks
Sixia Chen, Ph.D.
University of Connecticut, 2014
Blind rendezvous is a fundamental problem in wireless networks. Rendezvous prob-
lems involve a collection of agents, or nodes, each of which would like to discover and
communicate with the other agents in the collection who are within its transmission
range. Two agents are said to rendezvous when they become aware of one another and
are able to communicate. Blindness refers to a set of constraints on any algorithm that
is to guarantee rendezvous in a typical wireless network.
• Agents begin with no knowledge of one another and have no means of coordination
other than the common radio channels available to them.
• Agents are typically not synchronized, so different agents may be deployed with
their clocks offset from one another by some amount.
• Individual agents are identical. This means that two agents operating on a com-
mon rendezvous protocol can only make decisions based on their clock readings
and on their experiences since deployment. They cannot act differently based on
a distinction between their individual identities.
Sixia Chen - University of Connecticut,2014
Problems of this nature take different forms in various wireless settings. This dis-
sertation describes two different blind rendezvous problems:
1. The multi-channel rendezvous problem pertains to cognitive radio networks where
each node has access to a potentially different subset of the radio spectrum, and
can only utilize a single radio frequency at one time. The challenge here is
achieving rendezvous between agents who each do not know what channel their
neighbor will be using at any given time.
2. The energy-constrained, single channel rendezvous problem for wireless sensor
networks, in which a sensor node wishes to maximize its battery life by keeping
its radio powered off as much a possible, while still achieving a timely rendezvous
with neighboring sensors on the network’s common radio channel.
In the following, we describe the two specific settings in detail, present contributions
which advance the state of the art in both settings, and discuss some lines along which
we feel further investigation may yield additional progress.
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Chapter 1
Introduction
1.1 Background
When first deployed in a network environment, a wireless agent will typically be
within transmission range of one or more neighbors, but communication between the
agents cannot occur until they detect and identify one another. Once this happens, two
agents can exchange information to synchronize for future communication, share data,
and perform other cooperative tasks (which are beyond the scope of this document).
Before the rendezvous is achieved, all the agent can do is blindly probe with its radio
to make its presence known and listen for probes from other agents. Typically, it is
in the interest of the network for nodes to rendezvous with all neighbors as early as
possible after deployment, but this must often be weighed against other concerns, such
as power management (radio use will drain the battery of a mobile agent) or the need
to avoid congestion in public radio channels.
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1.2 Environment Settings
We consider two different blind rendezvous problems in wireless networks.
The first problem, called the multi-channel rendezvous problem and concerns the
rendezvous task faced by a collection of agents with cognitive radios, each of which
has access to some amount of the complete radio frequency spectrum. Two agents
rendezvous if they both access the same channel at the same time slot.
The second problem is called the neighbor discovery problem for wireless sensor
networks, is a single-channel rendezvous problem with energy constraints. Each agent
has a duty cycle which limits the fraction of time that is allowed for the usage of its
radio. Two agents rendezvous if they both have their radio on at the same time.
The task for both of the problems is for neighboring agents to rendezvous in the
shortest possible time. We will describe the two problems in detail respectively in the
following chapters.
Both problems model the rendezvous task for a network of asynchronous, anony-
mous agents. In each case, every agent is able to measure time and has a clock that
begins counting from zero at the time of the agent’s deployment. We are generally con-
cerned with rendezvous latency, the amount of time that it takes for two neighboring
agents to rendezvous after they have both been deployed. We work on designing ren-
dezvous protocols to minimize latency without violating other modeled constraints, and
our results include rigorous proofs of the latency guarantee provided by each protocol.
1.3 Challenges
There are some challenges for both of the rendezvous problems. We will address
them as follows.
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1.3.1 Asynchrony
There may not be a common notion of time. Different agents may have different
clocks, although the speeds of the clocks are the same. Therefore different agents may
“wake-up” at different times, which may induce a time offset between their schedules.
Our goal is to design protocols such that no matter what the offset is, any two agents
are guaranteed to rendezvous. We also want to minimize the latency from the time
they both “wake-up” until they rendezvous. Actually, for multi-channel rendezvous
problem, we consider both synchronous and asynchronous scenarios.
1.3.2 Anonymity
There are no identities for the agents, therefore they have to be treated equally.
For the multi-channel rendezvous problem, an agent’s channel hopping schedule only
depends on its available subset of channels. For the energy-constrained, single channel
rendezvous problem, an agent’s waking schedule only depends on its duty cycle. In
other words, agents may not rely on distinct identities for creation of their schedules.
1.3.3 Asymmetry
Different agents may have different parameters. For the multi-channel rendezvous
problem, we consider two settings: in the symmetric case, all agents have access to the
same subset of the spectrum, and in the asymmetric case, each agent may have access
to a different set of channels. For the energy constraint single channel rendezvous
problem, different agents may have different duty cycles. For this problem, we only
focus on the symmetric case where the agents all have the same duty cycles, which we
call the homogeneous case. Designing protocols for the asymmetric or the heterogeneous
case is worth considering in future work.
3
1.4 The Contributions of this Dissertation
In this dissertation, we present nontrivial results for both of the rendezvous prob-
lems.
For the multi-channel rendezvous problem, we first design a deterministic algorithm
for a special case in which each agent can only access two channels. We also show
that this algorithm is the best possible deterministic algorithm for the size-2 case by
proving a lower bound. We then apply this size-2 algorithm to yield an algorithm for
the general case, where each agent may have access to an arbitrarily large fraction of the
spectrum. This algorithm is shown to be tight up to a factor of log log n, where n is the
the number of channels in the complete spectrum. We remark that our algorithms are
the first whose performance scales as a function of the sizes of the subsets of available
channels.
Having given these main results, we go on to show some specialized results for a
variant of the setting described above. We give a randomized algorithm for settings
where the agents benefit from a “one bit beacon” - a single common random bit that
may change at each time slot.
For the energy-constrained, single channel rendezvous problem, we give two pro-
tocols for the traditional model where time is discrete and two agents rendezvous if
they are both active in one time slot. This is the model commonly considered in the
previous literature on the topic. The lower bound under this model is already known.
We are the first to give efficient, optimal protocols for this model. We also develop a
generalized, continuous-time model with two parameters, minimum waking time and
minimum contact time. We prove a lower bound for the new model and provide a
reduction that can transform any schedule for the basic integer model to a schedule
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for the generalized model. A nice property of this transformation is that any nearly-
optimal schedule for the former model is mapped to a nearly-optimal schedule for the
latter.
1.5 Dissertation Roadmap
The remainder of this dissertation is organized as follows.
In Chapter 2, we present our work on the multi-channel rendezvous problem. In
Chapter 3, we describe our work on the energy-constrained, single channel rendezvous
problem. Finally, we conclude this dissertation and discuss directions for future work
in Chapter 4.
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Chapter 2
Multi-Channel Rendezvous in Cognitive Radio Networks
2.1 Introduction
Given the ever-increasing demand for all things wireless, spectrum has become a
scarce resource. Historically, regulators around the world have employed a command
and control philosophy towards managing spectrum [35]: Some channels were statically
licensed to particular users (for certain periods and in certain geographies) while others
were kept aside for community use. Cognitive radio networks have emerged as a mod-
ern, dynamic approach to spectrum allocation [1, 40]. Exploiting recent technological
developments, cognitive agents (radios) dynamically sense incumbent users and oppor-
tunistically hop to unused channels. While they can offer improved utilization, they
introduce a fundamental rendezvous problem: the problem of discovering the existence
of peers in a multichannel setting.
We work in the blind model where a collection of agents Ai wish to discover each
other with no dedicated common control channel or other shared infrastructure. Time
6
is divided into discrete slots and spectrum is divided into discrete channels, [n] =
1, 2, . . . , n. Each agent may access (or “hop on”) a single channel in a single time
slot and two agents rendezvous when they hop on the same channel in the same time
slot. The challenge is to design a channel-hopping schedule for each agent so that
they discover each other. With no further constraints, the problem has the trivial
solution where all agents can hop on a specific channel, say channel 1, in the very
first time slot. However, to more faithfully reflect the circumstances in practice, the
standard rendezvous model has three additional requirements: asymmetry, asynchrony
and anonymity.
Asymmetry. Different agents may have access to different subsets of channels as
a result of local interference or variations in radio capabilities. Let Si ⊆ [n] be the
subset of channels to which agent Ai has access. Thus the challenge is to create for
each agent Ai a channel-hopping schedule σi : {0, 1, . . .} → Si which guarantees that
∃ t, σi(t) = σj(t) for any two agents Ai, Aj , for which Si ∩ Sj 6= ∅. (In certain cases,
we analyze the symmetric setting in which agents have access to the identical subset
of channels.)
Asynchrony. Different agents may not share a common notion of time. They may
commence at different “wake-up” times inducing a relative shift in their progress
through their schedules. Note that agents do possess a common understanding of
slot duration. The goal, therefore, is to ensure rendezvous between a pair of agents in
the shortest possible time once they have both woken up. (In certain cases, we discuss
the synchronous setting in which all agents share a common notion of absolute time,
and furthermore commence their schedules at the same time t = 0.)
Anonymity. In our setting an agent’s schedule must depend only on the available
subset of channels; i.e., σi must depend only on Si. In particular, agents may not rely
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on distinct identities for creation of their schedules. Note that Sj is unknown to Ai
for i 6= j and it is possible for two different agents to have the same set of accessible
channels, i.e., Si = Sj for i 6= j.
The problem has a naive randomized solution, in which each agent, at each time
step, selects a channel uniformly and independently at random from its subset. It is
easy to see that the expected time to rendezvous is then |Si| · |Sj | and, furthermore,
that two agents will rendezvous in time O(|Si||Sj | log n) with high probability (that is,
probability 1− 1/poly(n)). However, the deterministic setting is the gold-standard in
the cognitive radio networking community: it makes the weakest assumptions about the
devices, which need not have an available source of randomness, and provides absolute
guarantees on rendezvous time.
Here is a brief summary of our main results:
Algorithms
1. We give an O(log log n) time algorithm for rendezvous for the special case of
agents with |Si| = 2.
2. We then show how to apply this algorithm to yield algorithms for arbitrary subsets
of [n] that guarantees rendezvous time O(|Si||Sj | log logn) for all pairs of sets Si
and Sj .
3. We show that a minor adaptation of this algorithm can furthermore guarantee
O(1) time rendezvous for the symmetric case.
4. Finally, we explore the “one bit beacon” case, where the agents have the luxury
of a single common random bit during each time slot. In this model, we show
that O
(
log2 n · |Si ∪ Sj |/|Si ∩ Sj |
)
time is sufficient, with high probability, to
rendezvous.
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Lower Bounds
1. We prove an Ω(log log n) lower bound on the rendezvous time, even for syn-
chronous agents with the promise that the channel sets Si have constant size.
This shows that some dependence on n, the size of the channel universe, is al-
ways necessary. In particular, this shows that the algorithm of 1 above is tight
up to a constant.
2. For channel subsets of size k we prove a k2 lower bound on the synchronous
rendezvous time, under the promise that k = O(log n/ log log n). For larger values
of k, we obtain a weaker family of results.
3. In the asynchronous time model, we prove that |Si||Sj | steps are necessary to
rendezvous, so long as |Si|+ |Sj | ≤ n+ 1.
4. All the above lower bounds are for deterministic algorithms. We also prove that,
in the asynchronous time model, the lower bound for randomized algorithms is
|Si||Sj | in the case when |Si|+ |Sj | ≤ n+ 1.
2.2 Related Work
Rendezvous problems have a long history in mathematics and computer science—
an early example is Rado’s famous “Lion and Man” problem [6]. Over time a variety
of problems and techniques have evolved in both adversarial [18] and cooperative set-
tings [2]. Rendezvous in networks has been extensively studied in the computer science
community [27]. Though the study of rendezvous in cognitive radio networks is rela-
tively recent there already exists a comprehensive survey [25] that contains a detailed
taxonomy of the different models including the specific one relevant to this work. The
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problem of guaranteed blind rendezvous in the asymmetric, asynchronous and anony-
mous case was first considered by [8] and subsequently by [36] and [24]. After further
progress by [32], the general case of the problem withstood attack until work of [29]
and [23]. The current state of the art is the algorithm of [14] which achieves an O(n2)
algorithm for the asymmetric case and O(n) for the symmetric case.
Finally, we mention work of [12]: his globally synchronous and locally synchronous
models correspond to our asynchronous and synchronous models, respectively. How-
ever, [12] works in a model that requires explicit control of conjestion by demanding
that exactly one node transmit on a single fixed channel for a successful broadcast;
this assumption significantly changes the underlying combinatorics of the problem. We
remark that in typical practical settings, “chirp and listen” techniques [39]—where an
agent sends a short chirp at the beginning and end of each interval of activity on a
channel, while listening for other chirps during the interval—can avoid the necessity of
explicitly modeling collisions.
2.3 Our Contributions
A crucial difference between previous constructions and ours is that we explicitly
exploit the fact that the schedule σi can depend arbitrarily on Si, whereas the earlier
constructions [14, 23, 29] derive the schedule for a channel subset by (essentially) pro-
jecting onto the desired subset from a single, uniformly generated schedule for the full
set of channels. In particular, we provide a general framework that yields significantly
more efficient schedules with guaranteed rendezvous in time O(|Si||Sj | log logn). We
remark that our schedules are the first whose performance scales as a function of the
sizes of the sets Si.
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Real-world cognitive networks [38] operate in a pooled hyperspace occupied by
signals with dimensions of frequency, time, space, angle of arrival, etc., comprising
spectrum that may range from radio frequencies and TV-band white spaces to lasers.
In these networks the total number of channels (n in our parlance) is large, while
the channel subsets accessible to any given device may be small. A similar situation
prevails in military situations where different members of a (dynamic) coalition operate
in a small portion of the available spectrum which guarantees overlap with allies. In
such situations (where available sets of channels are small) our scheme achieves a near-
quadratic factor gain over the previous results. For the symmetric setting, discussed
in detail later, our construction achieves O(1) rendezvous time, which clearly cannot
be bettered. Table 1 presents a summary of our upper bounds in the context of prior
work. Full details appear in Section 2.5.
Table 1: Upper bounds for deteministic rendezvous.
Paper Asymmetric Symmetric
Shin-Yang-Kim [29] O(n2) O(n2)
Lin-Liu-Chu-Leun [23] O(n3) O(n)
Gu-Hua-Wang-Lau [14] O(n2) O(n)
Our results O(|Si||Sj | log logn) O(1)
We are also the first to provide nontrivial lower bounds for the problem; a no-
table feature of our lower bounds is a connection between the rendezvous problem and
Ramsey theory. See Section 2.6.
We are also the first to consider the “one-bit beacon” setting in which the agents
have a single common random bit in each time slot. We give an efficient randomized
algorithm for the problem variant.
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2.4 Definitions and Notation
Let S be a collection of subsets of [n]. An S-schedule is a family of schedules
σS : N→ S, one for each S ∈ S. In fact, we focus solely on two special cases:
• An n-schedule is a 2[n]-schedule, one that supplies a schedule for every subset of
[n].
• An (n, k)-schedule is a S-schedule, where S consists of all subsets of [n] of size k.
We will typically reserve the notation Σ = (σA)A∈S to denote an S-schedule; departing
from the notation used in the introduction, the schedule associated with the set A is
simply denoted σA.
Let σA : N → A and σB : N → B be two schedules for overlapping subsets A and
B of [n]. We say that σA and σB rendezvous synchronously in time T if there is a time
t ≤ T so that σA(t) = σB(t). Recall that the asynchronous model introduces arbitrary
“wake-up” times tA and tB into each of the two schedules, after which they proceed
with their schedules. Of course, in this case they cannot possibly rendezvous before
time max(tA, tB), when they are finally both “awake.” Thus, we say that these two
schedules rendezvous asynchronously in time T if, for all tA, tB ≥ 0, there is a time
max(tA, tB) ≤ t ≤ max(tA, tB) + T
so that σA(t− tA) = σB(t− tB).
For a fixed (n, k)-schedule Σ, we define Rs(Σ) to be the minimum T for which σA
and σB synchronously rendezvous in time T for all A,B ∈ S. We likewise define Ra(Σ)
for asynchronous rendezvous. Finally, we define:
Rs(n, k) , min
Σ
Rs(Σ) and Ra(n, k) , min
Σ
Ra(Σ) ,
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where these are minimized over all (n, k)-schedules Σ. Of course, Rs(n, k) ≤ Ra(n, k).
The simple randomized algorithm described in the introduction suggests that one might
be able to achieve
Ra(n, k) / k2 log n .
Finally, we remark that even a precise understanding of Ra(n, k) does not necessarily
yield n-schedules that guarantee satisfactory bounds on pairwise rendezvous because
it is not, in general, clear how to stitch together (n, k)-schedules for different values of
k to provide guarantees for pairs of sets of different sizes.
Notation We use [n] = {1, . . . , n} and invent the shorthand notation log] n , dlog2 ne.
Whenever a variable, x, represents a natural number, we use x2 to denote the canonical
base-two encoding of x. When the variable x is drawn from a set {0, . . . ,m}, we further
assume that x2 is zero-padded on the left out to length log
]m.
2.5 Schedules for Efficient Rendezvous
2.5.1 Sets of Size Two
We begin with a construction of a family of schedules for channel sets of size 2
that achieves rendezvous in time O(log log n); these will be used as a subroutine for
the general construction. We shall see in Section 2.6 that these schedules are within a
constant of optimal. Thus, the goal of this section is to prove the following theorem.
Theorem 1. For all n > 0,
Ra(n, 2) = O(log log n) .
Specifically, for any n > 0, there is an (n, 2)-schedule so that for any two sets A and B
of size two, σA and σB rendezvous asynchronously in time no more than O(log log n).
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The size-2 construction is based on the remarkable fact that there is an edge col-
oring of the linear poset, using only log] n colors, for which no path of length two is
monochromatic. Specifically, consider the directed graph Ln = (Vn, En), with vertex
set Vn = [n] and directed edges En = {(a, b) | a < b}. A edge coloring of Ln is a
mapping χ : En → P with the property that χ(a, b) 6= χ(b, c) for any pair of directed
edges (a, b) and (b, c) that form a directed path of length 2.
Lemma 2. The graph Ln has an edge coloring with a palette of size log
] n.
Proof. With hindsight, associate with each vertex k ∈ Vn the set
Xk = {i | the ith bit of k2 is a 1} ⊂ {1, . . . , log] n} .
Observe that if a < b, there is an element in Xb \Xa. In this case, we may safely color
the edge (a, b) with any element of Xb \ Xa, as it follows immediately that any pair
of edges forming a directed path must have distinct colors. The scheme uses no more
than log] n colors.
Proof of Theorem 1. We begin with a construction for the simpler synchronous model,
and then show how to reduce the asynchronous model to this case.
The synchronous model. In the synchronous model, we will simplify the presentation by
discussing finite length schedules with the understanding that rendezvous is guaranteed
by the time the schedule has been exhausted. Consider now a subset of two channels
A = {a0, a1}, where a0 < a1. We will treat such size-2 subsets as directed edges of
the linear poset (directed from the smaller element to the larger element). In this
size-2 case, we may express a schedule as a binary string s0s1s2 . . . ∈ {0, 1}∗ with the
convention that at time t, the schedule calls for ast : thus, when st = 0 the schedule
calls for the smaller of the two channels; when st = 1, the schedule calls for the larger
of the two channels.
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Consider now a pair of overlapping subsets A = {a0, a1} and B = {b0, b1} with
a0 < a1 and b0 < b1. When these two edges form a directed path (so that their
common element is the larger of one set and the smaller of the other), a sufficient
condition for two schedules r0r1 . . . r`−1 and s0s1 . . . s`−1 to rendezvous is that each of
the two tuples {(0, 1), (1, 0)} can be realized as (rt, st) for some t, which is to say that
{(0, 1), (1, 0)} ⊂ {(rt, st) | 0 ≤ t < `} . (1)
We reserve the notation r ♦1 s to denote the statement that the strings r and s sat-
isfy condition (1). Likewise, when {a0, a1} and {b0, b1} do not form a path of length
two (that is, share a common largest or smallest element), a sufficient condition for
rendezvous is that
{(0, 0), (1, 1)} ⊂ {(rt, st) | 0 ≤ t < `} . (2)
We reserve the notation r ♦0 s to denote the statement that r and s satisfy (2).
In the remainder of the proof we identify a map x 7→ C(x) with the property that
x = y ⇒ C(x) ♦0 C(y) , (3)
x 6= y ⇒ C(x) ♦1 C(y) . (4)
With such a map in hand, we adopt the schedule C(χ(α, β)2) for the set {α, β}, where
χ is the edge coloring of Lemma 2. Observe that if A = {a0, a1} and B = {b0, b1} form
a path of length two, χ(a0, a1) 6= χ(b0, b1) and this schedule guarantees rendezvous
by dint of property (4). Otherwise, these schedules guarantee rendezvous by dint of
property (3).
We return to the problem of constructing the map C(·). By adopting the convention
that all schedules start with the prefix 01, we can immediately guarantee property (3):
(0, 0) and (1, 1) appear in {(rt, st) | 0 ≤ t < `}. It is easy to check that the map
15
x 7→ 01 ◦ x ◦ x, where ◦ denotes concatenation and x the coordinatewise negation of x,
has the desired properties.
A leaner mapping can be obtained by the rule
C(x) , 01 ◦ x ◦ wt(x)2, (5)
where wt(x) denotes the weight (number of 1s) of the string x. To see that this
encoding has property (4), observe that when wt(x) = wt(y), both (0, 1) and (1, 0)
must appear in the set {(xi, yi) | 1 ≤ i ≤ |x|} (where xi is the ith bit of x) as x 6= y
and they have common weight. When wt(x) < wt(y), it follows immediately that
(0, 1) ∈ {(xi, yi) | 1 ≤ i ≤ |x|}; as for the tuple (1, 0), this must be realized by one of
the coordinates of wt(x)2 and wt(y)2 as the canonical encoding of integers in binary
ensures that when n < m, there is a coordinate in which n2 contains a 0 and m2
contains a 1. The case when wt(x) > wt(y) is handled similarly.
Finally, we remark that when x has length `, C(x) has length `+ log] `+ 2. As Ln
can be edge colored with a palette of size log] n, this yields a family of schedules for sets
of size 2 that guarantees rendezvous in time no more than log] log] n+log] log] log] n+2.
An example. Consider an example network with 5 agents having access to a total of 4
channels. Agents, 1, 2, 3, 4, 5 have access to sets of channels {0, 1}, {1, 2}, {2, 3}, {0, 3},
{1, 2}, respectively. Figure 1 reflects this setting: the nodes in the graphs represent
corresponding channels; the edge connecting nodes x and y represents the agent hav-
ing access to channels x and y. The coloring χ then induces a schedule as described
by Lemma 2: χ(0, 1) = 0, χ(0, 3) = 1, χ(1, 3) = 1, χ(1, 2) = 1, χ(2, 3) = 0. Equa-
tion (5) then yields the binary hopping sequences followed by the agents: C(χ(0, 1)) =
0101,C(χ(0, 3)) = 0110,C(χ(1, 3)) = 0110,C(χ(1, 2)) = 0110,C(χ(2, 3)) = 0101. Using
these sequences, the 5 agents rendezvous with each other in 4 time slots.
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(a) 1st time slot
0
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(b) 2nd time slot
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(c) 3rd time slot
0
1
2
3
1
2 3
4
5
(d) 4th time slot
Figure 1: Example of channel hopping in synchronous setting. An active agent is
colored with χ(x, y) if it has access to channels x and y.
The asynchronous model. We return now to the asynchronous model described in the
introduction, in which the two agents’ schedules are subjected to an unknown shift
due to potentially distinct start-up times. In this model, we are obligated to define
schedules for all nonnegtive times (that is, our schedules have the form σ : N →
S ⊂ [n]); one straightforward method for describing such schedules is to adopt cyclic
schedules, which cyclicly repeat the same finite sequence of channels. In particular, if
σ : {0, . . . , `−1} → S ⊂ [n], we let σ◦ : N→ S denote the schedule σ◦ : t 7→ σ(t mod `).
Continuing in the spirit of the previous discussion, we observe that if r = r0 . . . r`−1
and s = s0 . . . s`−1 are two schedules for a pair of sets A = {a0, a1} and B = {b0, b1}
forming a path, the cyclic schedules they induce will guarantee rendezvous (in time `)
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if, for all i and j,
Sir ♦1 Sjs , (6)
where Six denotes the result of cyclicly shifting x forward i symbols. To save ink, we
define r 1 s to denote the condition (6): Sir ♦1 Sjs for all i and j. Likewise, we define
r 0 s when Sir ♦0 Sjs for all i and j. As above, when these two sets do not form a
path, r 0 s is a sufficient condition for rendezvous.
Thus our strategy shall be to define a map x 7→ R(x) with the property that for
two strings x, y,
x = y ⇒ R(x) 0 R(y) and x 6= y ⇒ R(x) 1 R(y) . (7)
With such a map defined, the construction follows that of the previous construction:
the cyclic schedule adopted by the pair (α, β) is given by R(χ(α, β)2) where χ is an
edge coloring of Ln.
Anticipating the construction, we set down some terminology. For a string z, we
define the “graph” of z to be the function Gz : {0, . . . , |z|} → Z given by
Gz(0) = 0, Gz(k) =
k∑
i=1
(2zi − 1)
so that Gz traces out the “walk” prescribed by z in which each 1 corresponds to a step
northeast and each 0 corresponds to a step southeast as in Figure 2a. We say that a
binary string z is balanced if wt(z) = |z|/2 (so that |z| is necessarily even); equivalently
Gz(|z|) = 0, see Figure 2b. A balanced string z is Catalan if Gz is never negative. If
Gz is positive, which is to say that Gz(i) > 0 for all 0 < i < |z|, we say that z is strictly
Catalan; see Figure 3. We remark that if z is Catalan, 1 ◦ z ◦ 0 is strictly Catalan.
Finally, we say that z is t-maximal if the set {i | Gz(i) = maxj Gz(j)} has size exactly
t; the notion t-minimal is defined analogously. Note that a strictly Catalan sequence
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z is 1-minimal and this single minimum appears at i = 0. We remark that if the string
z is t-maximal (or t-minimal), the same can be said of all shifts of z.
(a) The graph of the
sequence 11010.
(b) The graph of the balanced
sequence 110001.
Figure 2: Graphs and balanced strings.
Our strategy is to work with an injective map R(·) with the property that R(x)
is balanced, strictly Catalan, and 2-maximal. Before describing a construction, we
observe that such a map has the properties outlined in (7) above.
Observe, first of all, that if two distinct strings R(x) and R(y) are balanced, it
follows immediately that R(x) ♦1 R(y), indeed, the number of appearances of (0, 1) is
the same as the number of appearances of (1, 0) and cannot be zero because the strings
are distinct. Thus, when R(x) and R(y) are balanced, the condition that
R(x) 6∈ {SiR(y) | i ∈ [`]}
is enough to guarantee that R(x) 1 R(y). Note that if a string z is strictly Catalan,
no nontrivial shift of z can be strictly Catalan. In particular, all nontrivial shifts
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of a strictly Catalan string are 1-minimal (as this is a property enjoyed by strictly
Catalan strings) with a different unique point of minimality. It follows that x 6= y ⇒
R(x) 1 R(y), as desired.
To ensure that R(x)♦0R(y), when R(x) and R(y) are balanced it suffices to exclude
the possibility that R(x) = R(y); similarly, the number of appearances of (0, 0) is the
same as the number of appearances of (1, 1), and cannot be zero unless the strings are
complements. We conclude that, for two balanced strings R(x) and R(y), the condition
R(x) 6∈ {SiR(y) | i ∈ [n]}
implies that R(x) 0 R(y). Observe that as string z is k-maximal if and only if z is
k-minimal. Thus if R(x) and R(y) are 1-minimal (as they must be if they strictly
Catalan), and 2-maximal, then R(x) 6= R(y). Thus R(x) 0 R(x) for all x, as desired.
It remains to show that we can efficiently construct such a function.
(a) The graph of a strictly Catalan se-
quence z; remaining Gz values must lie
in the shaded area.
(b) The graph of a shifted strictly Cata-
lan sequence z. Remaining Gz values lie
in the shaded region.
Figure 3: Catalan sequences.
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(a) The graph of a sequence, showing
a maximum value.
(b) The sequence after the transforma-
tion to 2-maximality.
Figure 4: The transformation to 2-maximality.
Our starting point shall be the “Knuth mapping” x 7→ K(x) on all the binary
strings; this is an efficient, injective mapping with the property that K(x) is balanced;
moreover,
|K(x)| ≤ |x|+ log] |x|+ 4 .
(See [20] for further discussion.) Observe that if z is balanced, there is at least one
shift Scz which is Catalan. To yield an invertible process, we consider the map
U(z) = (Scz) ◦ 1m/2 ◦ K(c2) ◦ 0m/2︸ ︷︷ ︸
(∗)
,
where m = |K(c2)|. Note that the string (∗) is Catalan, as K(c2) is balanced and hence
has no more than m/2 zeros. It follows that U(z) is Catalan (as the concatenation of
two Catalan strings is Catalan). Since the shift c is encoded into U(·), the function is
clearly injective. It follows that the map z 7→ 1 ◦ U(K(z)) ◦ 0 is invertible, and carries
z to a strictly Catalan image. Finally, we observe that inserting the string 1010 at
any maximal point in a string z transforms it into a 2-maximal string in an invertible
fashion (and preserves the other properties we care about). We let M(z) denote this
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transformation; see Figure 4. To complete the story, we define
R(z) , M(1 ◦ U(K(z)) ◦ 0) (8)
and observe that |R(z)| ≤ |z|+3 log] |z|+2 log] log] |z|+O(1), where the constant term
is no more than 24. Since z is an edge color with length log] log] n, the theorem is
proved.
An example. Consider an example with 5 agents having access to a total of 4 channels.
Similar to the example in synchronous setting, agents 1, 2, 3, 4, 5 have access to sets of
channels {0, 1}, {1, 2}, {2, 3}, {0, 3}, {1, 2}, respectively. The directed graphs in Figure
5 capture this scenario. Every node in a graph (Figure 5) represents a channel in the
network and the edge connecting nodes x and y represents the agent having access to
channels x and y. Edges are directed from smaller to larger nodes.
Agents are colored according to Lemma 2: χ(0, 1) = 0, χ(0, 3) = 1, χ(1, 3) =
1, χ(1, 2) = 1, χ(2, 3) = 0. Encoding these colors yields hopping sequences for the
agents. For simplicity, in this example instead of “Knuth mapping”([20]) we use the
following function to compute balanced string.
I(x2) = x2 ◦ x2 .
(Use of mapping I over “Knuth mapping” increases the length of a sequence by a con-
stant factor.) Using I in Equation (8) yields the following encodings (Table 2). The
sequence R(χ(x, y)) is followed by an agent which has access to channels x and y.
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Table 2: Encodings of the 5 agents in the example
R(χ(0, 1)) 110111010000
R(χ(0, 3)) 111010010100
R(χ(1, 3)) 111010010100
R(χ(1, 2)) 111010010100
R(χ(2, 3)) 110111010000
As for delays, let us assume that agents 1, 4 start together first. Both agents 2 and
3 start 1 time slot after agent 1. Agent 5 starts 1 time slot after agent 2. Then the
agents rendezvous within 8 time slots after 1 starts.
0
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4
5
(a) 1st time slot
0
1
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(b) 2nd time slot
0
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(c) 3rd time slot
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(d) 4th time slot
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(e) 5th time slot
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(f) 6th time slot
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(g) 7th time slot
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(h) 8th time slot
Figure 5: Example of rendezvous process in asynchronous setting. An active agent is
colored depending on the 2 channels it has access to.
2.5.2 A General n-Schedule
In this section we show how to apply the previous result to yield n-schedules that
provide rendezvous in time O(|A||B| log logn). Specifically, we prove the following
theorem.
Theorem 3. There is an n-schedule so that for all overlapping A,B ⊆ [n], the schedules
σA and σB rendezvous asynchronously in time O(|A||B| log log n).
Proof. Consider a set A = {a0, . . . , ak−1}. The schedule for A depends on a pair of
primes p, p′ in the range [k, 3k] (there always exist two primes in this range). We then
construct a schedule consisting of a sequence of epochs, where the rth epoch calls for
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the size-2 schedule of Theorem 1 involving the two channels ai and aj , where i ≡ r
mod p and j ≡ r mod p′. (If either i or j do not fall in the range {0, . . . , k − 1}, then
we choose an arbitrary element of A to fill its place.)
In the following, we will say a pair of prime numbers (p, q) is helpful for the ren-
dezvous of two agents A and B if: (i.) p is one of the primes selected by the first agent
as described above, (ii.) q is one of the primes selected by the second agent as described
above, and (iii.) p 6= q. The construction above specifies that each agent must choose
two primes to ensure that any two agents are guaranteed to have a helpful pair between
them.
Now, suppose A ∩ B = {c}, and that c = ax = by (so that c is the xth channel
in A and the yth channel in B). In the synchronous model, we use the construction
described in the proof of Theorem 1 to get a schedule for (ai, aj) in each epoch. In
this case, it suffices to show that there is an epoch r satisfying r ≡ x (mod p) and
r ≡ y (mod q), where p and q are a helpful pair as described above. According to the
Chinese Remainder Theorem, there exists a solution for r that is no more than pq.
Therefore, in the worst case, the two agents will both access the common channel at
one time, no later than pq(log log n+ log log log n+ 2) = O(|A||B| log log n) steps after
their schedules commence.
The asynchronous model requires only a slight modification. Suppose that, for a
given epoch, r, an agent using the scheme described immediately above with subset
A executes schedule σrA of length R (all epochs have the same length). Then, we can
handle asynchronous rendevous by doubling the length of each epoch and executing
σrAσ
r
A. Assume the commencement time for the σA is to be ta and the commencement
time for σB is to be tb where, without loss of generality, ta ≤ tb. Let µ denote the
closest integer to (tb − ta)/(2R). Then for any r, the rth epoch of σA will overlap
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with the (r − µ)th epoch of σB by at least R timesteps. For any r such that r ≡ x
(mod p) and (r − µ) ≡ y (mod q), where the pair (p, q) is helpful, then the rth epoch
of σA will overlap with the (r − µ)th epoch of σB no less than R timeslots. Since
Theorem 1 guarantees rendezvous between σrA and any cyclic shift of σ
r−µ
B , this overlap
must contain such a rendezvous point.
Again by the Chinese Remainder Theorem, there exists an epoch r such that r−µ
is no more than pq. Therefore, in the worst case, the two agents will access the same
channel in time 2pqR = O(|A||B| log logn) after tb.
2.5.3 A General Reduction that Guarantees Fast Symmetric Rendezvous
The rendezvous literature has given special attention to the symmetric case, where
A = B. For a general schedule that guarantees rendezvous for all (perhaps distinct)
pairs of sets, one specifically examines the rendezvous time in this symmetric case. In
this section, we observe that any schedule that guarantees rendezvous for all pairs of
sets can be transformed into one that additionally guarantees O(1) rendezvous time in
the symmetric case, at the expense of a constant blow-up in the rendezvous time for
all other pairs of sets.
Specifically, for a family of schedules Σ = (σA)A⊂[n], for each A ⊂ [n], we define a
new schedule σˆA as follows: when σA calls for the channel c1, σˆA carries out a short
sequence of accesses, consisting of the channel c1 and the channel c0 = min{A} (the
smallest element of A) in the pattern c0c1c0c0c1c1 repeated twice. The significance of
this pattern is that
010011 0 010011 ;
thus any pair of rotations of c0c1c0c0c1c1, will yield simultaneous accesses to both
(c0, c0) and (c1, c1). To ensure that there is sufficient overlap in these short sequences
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of accesses, we repeat them twice: as in the proof of Theorem 3, this guarantees that
a full rotation of the sequence overlaps. By a similar argument, it follows that the
time to rendezvous, for any pair of sets, is no more than a constant factor (12, by this
construction) larger than in Σ. However, when A = B, such a pair will rendezvous (at
their smallest element) in constant time.
2.6 Lower Bounds
In this section, we establish that
1. Rs(n, k) = Ω(log log n) for any k ≤ n/2. (Theorem 4 and Corollary 5.)
2. Rs(n, k) ≥ k2 for all k = O(log n/ log log n) and, in general, Rs(n, k) ≥ αk for all
k ≤ n1/2α (so long as α ≤ k). (Theorem 6.)
3. Ra(n, k) ≥ k2 for all 2 ≤ k ≤ n/2. (Theorem 8.)
The lower bounds provided by items 2 and 3 exhibit an enormous gap for large k and,
indeed, the behavior of Rs(n, k) and Ra(n, k) must diverge for k ≈
√
n. In particular,
Ra(n, k) = Ω(k
2) while there is a simple algorithm that shows that Rs(n, k) ≤ n for
all k: each agent hops on channel t at time t when t is in the channel set, and remains
silent otherwise.
Beside the above three lower bounds for deterministic algorithms, we also prove a
lower bound for randomized algorithms:
4. R(k, `;n) = Ω(k`) (Theorem 8.)
In the above, R(k, `;n) denotes the smallest expected rendezvous time of any random-
ized algorithm for a pair of agents where one has access to k channels and the other
has access to `.
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The following sections will establish the four lower bounds individually.
2.6.1 The Dependence of Rendezvous Time on n.
We begin with two lower bounds that establish that Rs(n, k)→∞ as n→∞.
Theorem 4. For all n ≥ 2, Rs(n, 2) = Ω(log log n). Rendezvous requires at least
Ω(log log n) time, even in the synchronous model when agents are promised to have
sets of size 2.
Proof. Consider the complete graph Kn, with the interpretation that each vertex rep-
resents a channel and each edge represents a set of size two. In this case where agents
correspond to two channels, we represent schedules as binary sequences, s ∈ {0, 1}N,
with the convention that a 0 calls for hopping on the smaller channel and 1 calls for
hopping on the larger channel.
Let Σ be an (n, 2)-schedule which guarantees rendezvous synchronously in T . In this
case, we may treat each σ(i,j) as a finite length string in {0, 1}T , with the understanding
that rendezvous is guaranteed before any schedule is exhausted. Treat the schedules
σ(i,j) ∈ {0, 1}T as a coloring of the edges of Kn. According to a variant of Ramsey’s
theorem, any m-coloring of the edges of the complete graph must have a monochromatic
triangle when n ≥ em!. (See, e.g., [13].) Note, however, that a monochromatic triangle
yields, in particular, an ordered triple i < j < k for which the schedules associated
with (i, j) and (j, k) are identical; such schedules never rendezvous . It follows that
e(2T )! ≥ n and, by Sterling’s estimate x! ∼ √2pix(x/e)x that T = Ω(log log n).
Corollary 5. For any k ≤ n/2, Rs(n, k) = Ω(log log n).
Proof. Write [n] as the disjoint union of two sets A = {1, . . . ,m} and B = {m +
1, . . . , n}, where |B| ≥ |A|(k − 2) = m(k − 2); our strategy will be to extend the sets
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of size two in A to a family of subsets of [n] of size k in such a way that schedules
for these extended sets can be “pulled back” to schedules for the sets of size two (for
which the previous lower bound applies). To proceed with this idea, we express B as a
disjoint union B = (B1 ∪ · · · ∪Bm)∪Brest, where each Bi has size exactly k− 2. Now,
we consider the
(|A|
2
)
sets of the form
X{i,j} , {i, j} ∪Bi+j mod m ,
where i, j ∈ A. Let Σ be an (n, k)-schedule. Observe that a schedule σX{i,j} for the
set X{i,j} can be treated as schedule σˇ{i,j} (for {i, j}) by restriction, simply replacing
all references to elements outside {i, j} with, say, the smaller of i and j. In general,
restriction of an (n, k)-schedule to an (n, `)-schedule (for ` < k) does not provide any
guarantee on rendezvous, even when the original (n, k)-schedule does. However, the
intersection pattern of the sets X{i,j} above is chosen in such a way that the (m, 2)-
schedule Σˇ obtained by defining σˇi,j to be the restriction of the schedule σX{i,j} will
guarantee rendezvous.
Consider two subsets {i, j} and {i′, j′} of A, each of size two. If these two sets are
not identical but share a common element, it follows that i+ j mod m 6= i′+ j′ mod m.
Thus,
Bi+j mod m ∩Bi′+j′ mod m = ∅
and
X{i,j} ∩X{i′,j′} = {i, j} ∩ {i′, j′}
If σXi,j and σXi′,j′ rendezvous, this must occur at a channel in {i, j} ∩ {i′, j′}, and it
follows that the rendezvous time of the schedule Σ is at least that of the schedule Σˇ;
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we conclude that R(n, k) ≥ R(m, 2) so long as n ≥ m+m(k − 2) = m(k − 1). Thus
R(n, k) ≥ R(b(n/(k − 1)c, 2) = Ω(log log n/k) .
However, it is clear that Rs(n, k) ≥ k for all k ≤ n/2, so the bound above is only
relevant when k = Ω(log log n) which yields a Ω(log log n) lower bound for all k.
2.6.2 The Dependence of Rendezvous Time on k in the Synchronous Set-
ting
Theorem 6. Let 1 ≤ α ≤ k and k ≤ n1/(2α). Then Rs(n, k) ≥ kα. In particular, for
k = O(log n/ log log n),
Rs(n, k) ≥ k2 .
Proof. Let Σ be an (n, k)-schedule. Partition the n channels into n/k disjoint subsets,
S1, . . . , Sn/k, each of size k. Suppose, for the sake of contradiction, that Σ guarantees
rendezvous synchronously in less than αk. In this case, we focus only on the first αk−1
time slots of the schedules and treat each σA as a function defined on {1, . . . , αk − 1}.
For each i ∈ {1, . . . , n/k}, let σi denote the schedule of subset Si and observe
that some ai ∈ Si must appear fewer than α ≤ k times in the schedule. Letting
σ−1i (ai) ⊆ {1, 2, · · · , αk − 1} denote the set of time indices at which ai appears in σi,
we then have |σ−1i (ai)| < α. By possibly adding some elements to the set σ−1i (ai), we
may construct a set Ai, containing σ
−1
i (ai), of size exactly α − 1. Observe that there
are
(
αk−1
α−1
)
possible values (subsets) that these Ai can assume.
If n/k, the number of disjoint subsets in our original partition, exceeds (k − 1) ·(
αk−1
α−1
)
, then there must be at least k of these subsets, say Si1 , . . . , Sik , for which
Ai1 = · · · = Aik = Z ,
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for a set Z of size α− 1 < k; it follows that σ−1ij (aij ) ⊂ Z for each i.
Finally, let
Sˆ = {ai1 , . . . , aik}
and let σˆ be its schedule in Σ. For any j ∈ {1, . . . , k}, σˆ must rendezvous with σij ,
which requires that σˆ−1(aij ) ∩ Z 6= ∅. As the σˆ−1(aij ) are disjoint, this implies that
|Z| ≥ k, a contradiction. To satisfy the condition that
n/k > (k − 1)
(
(α− 1)k
α− 1
)
,
it suffices for n ≥ k2α, where we have applied the coarse bound(
αk − 1
(α− 1)
)
≤
(
k2
α− 1
)
≤ k2(α−1) .
2.6.3 A Stronger Lower Bound in the Asynchronous Model
Finally, we show that in the asynchronous model, it is possible to extend the k2
lower bound to all k less than n/2. In fact, we show that in any n-schedule, for any
k and ` with k + ` ≤ n + 1 there are sets of size k and ` that cannot rendezvous
asynchronously in time less than k`.
Theorem 7. For all k ≤ n/2, Ra(n, k) ≥ k2. Moreover, for any n-schedule and any
k and ` for which k + ` ≤ n + 1, there are sets of size k and ` that require at least k`
steps to rendezvous in the asynchronous model.
Proof. Let Σ be an n-schedule. We will show that there exist two subsets, A and B,
such that |A| = k, |B| = `, |A ∩ B| = 1, and σA and σB require at least k` time steps
to rendezvous in the asynchronous model. First, consider uniformly random selection
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of A,B ⊂ [n] according to the following process: (i.) select A uniformly among all the
sets of size k, (ii.) select a channel h uniformly from A, and (iii.) select B′ uniformly
at random from all subsets of [n] \A of size `− 1 and define B = B′ ∪ {h}. We remark
that reversing the roles of A and B in the above process (initially selecting B uniformly
among all sets of size `, selecting h from B, and selecting A by adding k − 1 random
elements of [n] \A to {h}) yields the same probability distribution on (A,B).
We let ∆(h, σ;T ) denote the density of occurrences of h during the first T time
steps in schedule σ:
∆(h, σ;T ) , |{t ∈ [0, T ) | σ(t) = h}|
T
.
(Here the notation [0, T ) denotes {0, 1, . . . , T − 1}) . For any length-T prefix of the
schedule σA for A, note that
E
A,h∈A
[∆(h, σA;T )] = E
A
[∑
x∈A
Pr(h = x)∆(x, σA;T )
]
= E
A
[
1
k
∑
x∈A
∆(x, σA;T )
]
=
1
k
.
(Here E[·] denotes expectation). Likewise, considering the reversed procedure for se-
lecting A and B, for any T ′ we have E[∆(h, σB;T ′)] = 1/`. By linearity of expectation,
for any T, T ′,
E
A,B,h
[k ·∆(h, σA;T ) + ` ·∆(h, σB;T ′)] = 2 . (9)
Let r be the minimum integer so that all intersecting subsets, A and B of sizes |A| =
k and |B| = `, intersect in time r; let R  r. From the expectation calculation (12),
it follows that there exist two sets, A and B, intersecting at an unique element h, for
which k∆(h, σA;R) + `∆(h, σB; r) ≤ 2. Observe then that the product
k∆(h, σA;R) · `∆(h, σB; r) ≤ 1
and hence ∆(h, σA;R) ·∆(h, σB; r) ≤ 1/k`.
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Consider, finally, the circumstances when the schedule σA starts at time 0 and the
schedule σB starts at some time t ∈ [0, R− r]. Let
P = {(x, y) ∈ [0, R)× [0, r) | σA(x) = σB(y) = h, x ≥ y} .
Each such pair (x, y) is a possible rendezvous point which can occur only if σB starts
at time x− y. We have
|P | ≤ R ·∆(h, σA;R) · r ·∆(h, σB; r) ≤ R · r
k`
.
As rendezvous is guaranteed in the range [t, t+ r) for any t ∈ [0, R− r], we must have
|P | ≥ R − r (otherwise, there is a time that is not covered by any rendezvous pair of
P ), which implies that R · r/k` ≥ R− r and, therefore,
r ≥ R− r
R
· k` .
As R→∞, this quantity approaches k`.
2.6.4 A tight lower bound for randomized asynchronous rendezvous
We consider a randomized algorithm R for rendezvous: given a subset S ⊂ [n], the
algorithm R must generate a schedule RS , RS(1),RS(2), . . . ∈ S. The sequence RS is
a random variable, which we treat as a function of an infinite random string r ∈ {0, 1}N
of independent, uniform bits. When we wish to emphasize the dependence on r, we
write RrS .
Our goal is to lower bound the expected time to rendezvous for such randomized
algorithms. More precisely, we wish to lower bound the following:
R(k, `;n) , min
R
max
A,B:
|A|=k,
|B|=`
max
w
E
r,r′
[min
t
RrA(t+ w) = R
r′
B(t)] .
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Theorem 8. For any k, ` for which k + ` ≤ n+ 1, R(k, `;n) = Ω(k`).
Proof. Fixing k, `, and n as in the statement of the theorem, we proceed via Yao’s
principle [37]: specifically, we identify a particular distribution on subsets A and B (of
appropriate size) and the “shift” w ∈ N for which any deterministic algorithm must
take Ω(k`) time to rendezvous (in expectation over A, B, and w). By exchanging the
expectation operators, this yields a lower bound for the expected rendezvous time of
randomized algorithms.
The random variables A and B are defined to be uniformly drawn from all pairs of
subsets of [n] for which |A| = k, |B| = `, and |A ∩B| = 1. It will be convenient in the
proof to consider a specific procedure for selecting A and B: (i.) A is selected uniformly
at random among all subsets of size k, (ii.) a single channel h is selected uniformly
from A, (iii.) a set B′ is selected uniformly at random from all subsets of [n] \A of size
` − 1 and, finally, B is defined to be B′ ∪ {h}. We remark that the reversing roles of
A and B in the above process (that is, initially selecting B uniformly among all sets
of size `, selecting h from B, etc.) yields the same probability distribution on (A,B).
The random variable w is selected uniformly in the set [0, R) , {0, 1, . . . , R − 1} for a
large value R discussed later in the proof.
By Yao’s principle,
R(k, `;n) ≥ min
R
E
A,B,w
[
E
r,r′
[
min
t
RrA(t+ w) = R
r′
B(t)
]]
= min
R
E
r,r′
E
A,B,w
[
min
t
RrA(t+ w) = R
r′
B(t)]
]
≥ min
r,r′
E
A,B,w
[
min
t
RrA(t+ w) = R
r′
B(t)
]
= min
σ,τ
E
A,B,w
[
min
t
σA(t+ w) = τB(t)
]
︸ ︷︷ ︸
(∗)
,
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where σ and τ , in the last line above, denote a pair of deterministic rendevous schedules.
The remainder of the proof fixes σ and τ , and establishes a lower bound for the quantity
(∗) above.
Recall that for any nonnegative, integer-valued random variable X we may expand
E[X] =
∑
r≥0 Pr[X > r] and hence
E
A,B,w
[
min
t
σA(t+ w) = τB(t)
]
=
∞∑
r=0
Pr
A,B,w
[∀t ≤ r, σA(t+ w) 6= τB(t)︸ ︷︷ ︸
Er
]
. (10)
In light of this, we focus on the probability of the event Er for r ≥ 0. Define
P
(r)
A,B = {(x, y) ∈ [0, R+ r)× [0, r) | σA(x) = τB(y) = h, x ≥ y} .
Conditioned on a particular value for A and B, each pair (x, y) ∈ P (r)A,B is a possible
rendezvous point which can occur only if σA starts at time w = x − y. In particular,
conditioned on a particular value of A and B,
Pr
w
[
Er
]
= Pr
w
[∃t ≤ r, σA(t+ w) = τB(t)] ≤ ∣∣∣P (r)A,B∣∣∣ /R . (11)
To control
∣∣P (r)A,B∣∣, we introduce some further notation: For a (deterministic) schedule
ρ, we let ∆(c, ρ;T ) denote the density of occurrences of c during the first T time steps
in schedule ρ:
∆(c, ρ;T ) , |{t ∈ [0, T ) | ρ(t) = c}|
T
.
Then it is immediate that
|P (r)A,B|
R
≤ (R+ r) ·∆(h, σA;R+ r) · r ·∆(h, τB; r)
R
=
(
R+ r
R
)
·∆(h, σA;R+ r) · r ·∆(h, τB; r) .
For any length-T prefix of the schedule σA, note that
E
h∈A
[∆(h, σA;T )] =
∑
a∈A
Pr(h = a)∆(a, σA;T ) =
1
k
∑
a∈A
∆(a, σA;T ) =
1
k
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and hence EA,h[∆(h, σA;T ) = 1/k. Likewise, considering the reversed procedure for
selecting A and B, for any T ′ we have EB,h[∆(h, τB;T ′)] = 1/`. By linearity of expec-
tation, for any T, T ′,
E
A,B
[k ·∆(h, σA;T ) + ` ·∆(h, τB;T ′)] = 2 (12)
and, by Markov’s inequality, PrA,B[k · ∆(h, σA;T ) + ` · ∆(h, τB;T ′) > α] ≤ 2/α for
any α > 0. When k · ∆(h, σA;T ) + ` · ∆(h, τB;T ′) ≤ α it follows that ∆(h, σA;T ) ·
∆(h, τB;T
′) ≤ α2/(4k`), and we conclude that for any α > 0,
Pr
A,B
[
∆(h, σA;T ) ·∆(h, τB;T ′) > α
2
4k`
]
≤ 2
α
(13)
and hence
Pr
A,B

∣∣∣P (r)A,B∣∣∣
R
>
rα2
4k`
·
(
R+ r
R
) ≤ 2
α
. (14)
In the event that |P (r)A,B|/R is large (in selection of A and B), we may assume that
Pr[Er] = 1 conditioned on this choice of A and B. In light of (11), this results in the
bound
Pr
A,B,w
[
Er
]
≤ 2
α
+
(
1− 2
α
)
rα2
4k`
·
(
R+ r
R
)
≤
[
2
α
+
(
1− 2
α
)
rα2
4k`
]
·
(
R+ r
R
)
≤ 3
√
r
k`
(
2− 3
√
r
k`
)
·
(
R+ r
R
)
,
where the last inequality follows by assuming that r ≤ k` and choosing 2/α =
3
√
r/k`. Finally, returning to (10),
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R(k, `;n) ≥ lim
R→∞
[
E
A,B,w
[
min
t
σA(t+ w) = τB(t)
]]
≥ lim
R→∞
[
k∑`
r=0
(
1− 3
√
r
k`
(
2− 3
√
r
k`
)
·
(
R+ r
R
))]
=
k∑`
r=0
(
1− 3
√
r
k`
(
2− 3
√
r
k`
))
≥ k`
∫ 1
0
1− 3√r (2− 3√r) dr = k`
10
.
Remark.
By somewhat complicating the proof, one can optimize the selection of δ , 2/α
further by computing an analytic expression for the positive root of the polynomial
δ3 + (1 − δ)δ−2(r/k`) − 2(r/k`) = 0. The final integral then yields the lower bound
(.105922...)k`.
2.7 Rendezvous with a One-Bit Beacon
In this section we consider the rendezvous problem when the agents are supplied
with a “one-bit random beacon.” Specifically, we work under the assumption that the
agents exist in an environment that supplies them with a (common) uniformly random
bit ct ∈ {0, 1} during each time step t; we assume that the ct are independent (for
different t) and available to all agents. We remark that random beacons have been
studied in a number of related models [11, 28] and–in practice–beacons are available,
e.g., for GPS receivers in close proximity [22,34].
We shall see that augmenting the basic model with a one-bit beacon can dramati-
cally reduce the rendezvous time: in particular, with a one-bit beacon, (asynchronous)
37
rendezvous is possible with high probability in time
O
(
log2 n · |Si ∪ Sj ||Si ∩ Sj |
)
.
. (In contrast, asynchronous rendezvous, without such a beacon, requires time Ω(|Si||Sj |).)
For a number n, we let Sn denote the set of all permutations of the elements
{1, . . . , n}, the set of channels. The schedule for an agent i with available channels Si
is constructed as follows:
• At time t, the sequence c1, . . . , ct is used to determine a permutation pit ∈ Sn.
(We write pit = Π(c1 . . . ct), and discuss below various choices for the function Π.)
• The agent hops on the channel arg mina∈Si pit(a), which is to say that the agent
hops on the channel that maps to the smallest element of {1, . . . , n} under the
permutation pit.
It remains to describe Π, the rule that determines the permutation pit from the sequence
c1, . . . , ct. For this purpose, we recall the notion of a min-wise family of permutations.
Definition 1. We say that a subset R ⊂ Sn is -min-wise independent if, for every
subset A ⊂ {1, . . . , n} and every element a ∈ A,
Pr
pi∈R
[pi(a) = min{pi(a′) | a′ ∈ A}] ≥ 1|A|(1− ) .
(Here pi is given the uniform distribution in R.)
For any n and , Indyk [17] gave an efficient construction of a family of -minwise
independent permutations that can be represented with O(log n · log 1/) bits. In our
setting, it suffices to set  = 1/2; for the remainder of this section, we let Rn denote
a family of 1/2-minwise independent permutations in Sn. Note that d log n bits are
required to represent an element in Rn, for a fixed constant d.
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Consider now two sets of channels Si and Sj and an element α ∈ Si ∩ Sj . If pi is a
permutation drawn at random from Rn, then
Pr
[
α = arg min
a∈Si
pi(a) = arg min
a′∈Sj
pi(a′)
]
= Pr
[
α = arg min
a∈Si∪Sj
pi(a)
] ≥ 1
2|Si ∪ Sj | . (15)
A O(log n · |Si ∪ Sj |/|Sj ∩ Sj |) rendezvous protocol. Let us consider the protocol
induced by defining Π(c1 . . . ct) to be the permutation from Rn determined by the last
d log n bits of c1 . . . ct. At times d log n, 2d log n, . . . , Td log n, these selections from Rn
are independent. In light of (15), the probability that each of these permutations failed
to induce rendezvous is no more than(
1− |Si ∩ Sj |
2|Si ∪ Sj |
)T
≤ e−T |Si∩Sj |/(2|Si∪Sj |) .
It follows that for T = 2α|Si ∪ Sj |/|Si ∩ Sj |, the probability that this protocol fails
to rendezvous is no more than e−α, as desired. For this T , no more than Td log n =
O(α log n · |Si ∪ Sj |/|Si ∩ Sj |) time has passed. Note that by choosing α = r lnn for
constant r, we achieve rendezvous with probability 1 − 1/nr in time O(log2 n · |Si ∪
Sj |/|Si ∩ Sj |).
An O(|Si ∪ Sj |/|Si ∩ Sj | + log n) synchronous rendezvous protocol. In the syn-
chronous setting, where the nodes arrive at the same time and have synchronized clocks,
we can improve upon this protocol by applying deterministic amplification. The proto-
col described above uses O(log n) independent random bits to produce each indepen-
dent element of Rn. By “walking on an expander graph,” one can achieve the same
performance guarantees with only O(|Si|+ |Sj |+ log n) random bits. Specifically, one
associates the elements of the set Rn with the vertices of a constant-degree expander
graph and generates a collection of elements of Rn by the following process: the first
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d log n bits of ci are used to generate a random element of the expander graph (and,
hence, an element of Rn); each subsequent element of Rn is generated by using O(1)
bits of the string c1, c2, . . . to take one step in the natural random walk on the graph.
This yields the following bound on the failure probability (that is, the probability that
no rendezvous has taken place) after k steps:(
1− (1− λ) |Si ∩ Sj ||Si ∪ Sj |
)k
≤ e−k(1−λ)|Si∩Sj |/|Si∪Sj | ,
where λ is the second eigenvalue of the expander graph. Applying a constant degree
expander, λ is a constant less than 1 and we find that for k = α|Si ∪ Sj |/(|Si ∩ Sj |(1−
λ)), the probability of failure is no more then e−α. This requires O(k + log n) =
O(log n + α|Si ∪ Sj |/|Si ∩ Sj |) bits. See [15] for a survey of these techniques and, in
particular, a description of this particular form of deterministic amplification.
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Chapter 3
Energy Constrained Single Channel Rendezvous in
Wireless Networks
3.1 Introduction
In this chapter, we consider a single channel rendezvous problem, in which each
node’s radio only has two statuses: on and off. It may sound easier than multi-channel
rendezvous problem, however, we have an energy constraint in this problem. In this
chapter, we focus on the duty-cycled case, where each node is equipped with a (single-
channel) transceiver which may only be active for a small fraction (which we denote
d > 0) of the time; for our purposes, a network node is characterized by its schedule,
which determines when its transceiver is active. Two nodes are said to discover each
other when their transceivers are both active. This energy constrained single channel
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rendezvous problem is usually called the neighbor discovery problem, which is a fun-
damental issue in many wireless networking environments, and has been the subject of
intense study in a variety of theoretical and practical settings.
While duty-cycled discovery can be studied in a variety of natural models, results
that agree with practice can be obtained even in extremely weak models, which has
led existing work to focus on the deterministic, anonymous, and asynchronous setting.
Such a model is quite weak (and therefore widely applicable), yet at the same time
permits rapid discovery consistent with practice. Specifically, nodes are deterministic:
the schedules must be determined in advance, and may not rely on any randomness;
nodes are anonymous: nodes do not have the luxury of individual identities; and nodes’
arrivals and clocks are asynchronous: nodes may arrive at any time, and do not have
the luxury of synchronized clocks. Finally, the model is characterized by a hardware-
dependent switching-interval ∆ > 0: once a node has switched from an active to passive
state, or vice versa, it must remain in this new state for at least a ∆ time period. The
goal is to design schedules that guarantee discovery as quickly as possible.
A few remarks about these assumptions are in order. Without the switching-interval
constraint, it is possible to design schedules that rendezvous arbitrarily quickly; in the
literature, the quantity ∆ is often set to 1 by convention; see below. In typical settings,
nodes actually use a “chirp-and-listen” protocol which sends a short chirp at the begin-
ning and end of any interval of activity, and simply listens for the remainder of the in-
terval. This can provide the simple notion of discovery we describe above (where nodes
discover each other if their intervals of activity overlap). Finally, randomness appears to
be quite powerful in this setting, especially considering that nodes are not permitted to
have identities; however, as we see below, it is possible to achieve—deterministically—
discovery times that beat the natural randomized protocols. Furthermore, deterministic
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schedules have other significant advantages for network maintenance—they allow nodes
that have discovered each other to predict when each other will be active in the future.
Roadmap
The rest of the chapter is organized as follows. Section 3.2 introduces the basic
model. Section 3.3 summarizes our contribution. Section 3.4 briefly describes related
work. Section 3.5 presents the two optimal constructions for the basic integer model.
Section 3.6 presents the generalized model, a lower bound on discovery time, and a
generalized reduction that converts optimal schedules in the basic integer models to
optimal schedules in the generalized model.
3.2 The Basic Integer Model
Most previous literature on neighbor discovery considers schedules obtained by
discretizing time into blocks of width ∆; a schedule can then be constructed by calling
for a node to be awake during some of these blocks and asleep during the others. If the
blocks are given the names 0, 1, 2, . . ., a schedule is simply determined by a subset of
N, the natural numbers; we call such a schedule an integer schedule. To further simply
matters, previous work focuses exclusively on periodic integer schedules which repeat
with some positive period n and so can be represented as a subset S ⊂ Zn, the integers
modulo n. For such a periodic schedule, we say that a schedule has duty cycle d when
|S|/n ≤ d. With very few exceptions, we simply treat S as a subset of Zn; in the rare
case that we wish to explicitly refer to the associated subset of R, we shall write SR to
denote the union of ∆-width intervals⋃
z∈Z
z mod n∈S
[z∆, (z + 1)∆) .
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Our goal, given a duty cycle d, is to design a schedule S ⊂ Zn, for some appropriate
n, that minimizes the discovery latency. To be more precise, consider a pair of nodes
using the same schedule S ⊂ Zn, the second of which arrives t units of time after
the first has begun its schedule. While the schedules treat time in blocks of width ∆,
time is otherwise treated as continuous, so that t may be any positive real value. The
discovery time for this pair is the least time during which both are active:
L(S; t) = min
`≥0
such that ` mod n ∈ SR and `+ t mod n ∈ SR .
Here, the notation a mod n, for a real value a, denotes the non-negative (real) remainder
upon division by n (that is to say that if a = qn + r, where q ∈ Z and 0 ≤ r < n, we
have r = a mod n). It is easy to see that—as S has period n—we may assume without
loss of generality that t, ` < n as well. To restate our goal: we wish design S so as
to minimize this quantity (for the worst case t). Specifically, we wish to design S to
minimize
L(S) = max
t∈[0,n)
L(S; t) ,
and call this the discovery latency or discovery time of the schedule S. Of course, the
quantity L(S) is undefined for many sets S, as there are shifts that do not give rise to
any overlap at all; in this case, we write L(S) =∞. On the other hand, when L(S) is
finite, it is never more than n (the period of S), and the basic strategy in the literature
(which we adopt as well) simply establishes that L(S) < ∞ and applies the bound
L(S) ≤ n.
We make one final remark about such schedules, which further simplifies reasoning
about them.
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Principle 9 (The Integer Intersection Principle). Let S be an integer schedule with
period n. Then L(S) is finite if and only if L(S; t) is finite for all integer times
t ∈ {0, . . . , n− 1}.
Thus, it suffices to ensure, for a schedule S ⊂ Zn, that for any integer t there is an
integer ` so that ` ∈ S and ` + t ∈ S. Equivalently, it suffices to show that for all
t ∈ Zn, S ∩ (S − t) 6= ∅, where S − t = {s − t mod n | s ∈ S}. In this case, we can
immediately conclude that L(S) ≤ n by the integer intersection principle. We discuss
an amplification of the principle in Section 3.6, where we discuss non-integer schedules
in detail. For Sections 3.4 and 3.5, however, we will focus entirely on integer schedules
(and integer times t, which suffices by the principle above). Finally, we remark that in
this chapter we focus exclusively on this homogeneous setting, where nodes have the
same duty cycle d, and hence—as they do not have identities—use the same schedules.
The state-of-the-art
With ∆ = 1 as above, prior work [41] has established a 1/d2 lower bound on dis-
covery time, and a sequence of studies have established schedules that achieve c/d2
discovery time for various constants c. The best existing result [19] established sched-
ules that achieve discovery time 2.25/d2, a factor of 2.25 over the the lower bound.
While it is known [21] that schedules exist that achieve the lower bound, the only
known construction takes time exponential in 1/d, and so is impractical except for very
large duty-cycles.
Recent work [4] has begun to explore non-integer schedules, demonstrating that
these can provide significant improvement. For this case, neither a tight lower bound
on discovery time nor optimal schedule have been developed in the literature.
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3.3 Our Contributions
In this chapter we give the first efficient, optimal schedules for discovery in the
basic integer model, discussed above. That is, we give schedules S which achieve
L(S) = (1 + o(1)) ·∆/d2, for a quite dense family of d. We also develop a generalized
model that allows us to place existing work with various assumptions into a single
setting, and establish a new family of lower bounds for the model and a connection to
the integer model.
Specifically, in the basic integer model, we give two constructions that lead to
optimal schedules. Both constructions are based on the generation, given the parameter
d, of an appropriate difference set which is guaranteed to intersect with any rotation
of ifself. One is based on a novel application of the theory of Sidon sets and the other
is based on the Singer construction. Both lead to practical, polynomial-time optimal
algorithms for neighbor discovery.
Our generalized model is motivated by the observation that the basic integer model
needlessly constrains switching to occur on integer boundaries and, additionally, does
not reflect an important constraint that arises in practice. In our proposed, generalized
model, time is continuous: nodes may become active or inactive at any point in time,
subject to a few constraints. In addition to the switching latency ∆, we also introduce
a required meeting time δ: to discover one another, two nodes must be simultaneously
awake for a continuous interval of duration at least δ. This generalized model permits
unified treatment of the assumptions in existing studies: the basic integer model arises
as when δ = ∆/2; the model of [4] arises when δ  ∆. We provide a lower bound
on the best achievable latency guarantee under this new model (which reduces to the
lower bound for the basic integer model when δ = ∆/2). In addition, we provide a
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reduction that can transform any schedule in the basic integer model to a schedule in
the generalized model. Applying this reduction, our optimal schedules under the basic
integer model become optimal schedules under the generalized model.
3.4 Related Work
Most existing schemes for neighbor discovery adopt the basic integer model de-
scribed above. Earlier studies (e.g., [26]) developed probabilistic solutions, which es-
tablish discovery in expected time 1/d2, and hence discovery with probability 1 − 
in time log(−1)/d2. As mentioned in the introduction, deterministic schedules can
likewise achieve such bounds—with certainty—and provide other benefits, which has
prompted recent studies to focus on deterministic solutions. Zheng et al. [41] have given
(tight) lower bounds on the duty cycle required for discovery in time T equivalent to the
L(S) ≥ 1/d2 bound described above. Dutta and Culler [10] provide a simple schedule
where, for duty cycle d, each node selects two primes p1, p2 so that 1/p1 +1/p2 ≈ d and
wakes up in time slots t satisfying t ≡ 0 mod p1 or t ≡ 0 mod p2. By virtue of the
Chinese Remainder Theorem, this guarantees two nodes discover each other within one
cycle of length approximately 4/d2 (i.e., L(S) ≤ 4/d2). Kandhalu et al. [19] improves
the above scheme to achieve worst-case discovery time L(S) ≤ 2.25/d2. Lai et al. [21]
expands on the idea of cyclic quorum systems that has been used in earlier studies
[16, 33]. They present a construction based on difference pairs, which allows optimal
discovery latency of 1/d2. Their construction, however, takes exponential time in 1/d,
and so is impractical except for very large d. Our study, for the first time, proposes
optimal and practical optimal schedules under the basic integer model. We remark that
our schedules, like those of previous work, actually only yield constructions for certain
values of d (with certain number-theoretic properties); as these are fairly dense, they
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are satisfactory for practice. They can be applied to general d by padding, in which
case analysis of the worst case leading constant requires detailed analysis of the density
of the relevant d.
Recently, Bakht et al. [4] break away from integer schedules, and show that non-
integer schedules can significantly reduce the discovery latency. Our work further
improves upon their results: we propose a generalized model that encompasses their
assumptions, derive a lower bound in this model, and provide a reduction that trans-
forms optimal schedules for the basic integer model into optimal schedules for the
generalized model.
Dolev et al. [9], Bradonjic et al. [7], and Barenboim et al. [5] consider the related
problem of “clock synchronization” in wireless networks. In this setting, the network
contains m nodes and the objective is for all nodes to rendezvous at the same time with
a minimum of network activity. Bradonjic et al. [7] and Barenboim et al. [5] deal with a
network model very similar to the one considered in this paper. Dolev et al. [9] considers
a very general model, in which each node can utilize any of a set of radio frequencies,
and may need to deal with radio interference on each channel. Neighbor discovery is
a crucial component of clock synchronization protocols, so the results given in these
papers implicitly incorporate neighbor discovery protocols. There is no duty cycle, but
the protocols strive to minimize the number of active time slots while guaranteeing
discovery. Protocols from both [7] and [5] guarantee neighbor discovery using no more
than 4
√
n active time steps , where n is the discrepancy (in steps) between the starting
times of the two nodes.
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3.5 Optimal Schedules in the Basic Integer Model
In this section, we present two constructions that lead to optimal schedules in the
basic integer model. For ease of exposition, we regard the step length, ∆, as one unit of
time and approach the dual problem: fixing a period n, how can one schedule a node’s
wake-up slots so that the schedule intersects with every rotation of the schedule and,
furthermore, minimizes the duty cycle, d (determined by the number of active slots)?
A solution to the dual problem can be immediately converted to a schedule for the
original problem, i.e., for a given duty cycle, scheduling the wake-up times so that the
discovery time is minimized.
We next present the two constructions. The first construction is based on a novel
application of the theory of Sidon sets (see, e.g., [31] for a detailed description of the
theory); the second construction is based on the Singer construction. Both construc-
tions provides cyclic integer schedules achieving L(S) = (1 + o(1))1/d2 for particular
values of d we describe below.
3.5.1 The Sidon Set Construction
We let Zn denote the residue classes of the integers modulo n. For a given integer
n, we wish to construct a set S ⊆ Zn of size |S| ≈
√
n such that for any α, β ∈ Zn,
|(α+ S) ∩ (β + S)| 6= 0 ,
where α + S denotes the set {α + s | s ∈ S}. Note that this immediately implies that
the set S is a schedule with L(S) ≤ n (and d = |S|/n). To simplify our requirements
on the set S, we observe the following:
Lemma 10. |(α+S)∩ (β+S)| 6= 0 for any α, β ∈ Zn if and only if Zn ⊆ S−S, where
S − S denotes the set of differences {s1 − s2 | s1, s2 ∈ S}.
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Proof. It is easy to see the statement that |(α+ S) ∩ (β + S)| 6= 0 for any α, β ∈ Zn is
equivalent with |(α+ S) ∩ S| 6= 0 for any α ∈ Zn. If |(α+ S) ∩ S| 6= 0 for any α ∈ Zn,
then there exist two elements s1, s2 ∈ S such that α + s1 = s2; thus α = s2 − s1 ∈ S,
which proves one direction of the lemma. For the other direction, as Zn ⊆ S − S for
any α ∈ Zn, we can find two elements s1, s2 ∈ S such that α = s2 − s1. Therefore
α+ s1 = s2 ∈ (α+ S) ∩ S, as desired.
This allows us to focus our efforts on construction of saturated difference sets in
Zn, that is, subsets A for which S − S contains all elements of Zn.
3.5.1.1 Constructions of Saturated Difference Sets
We say that a subset S ⊂ Zn is a saturated difference set if
S − S , {s1 − s2 | s1, s2 ∈ S}
contains every element of Zn. Observe that when |S| = k, |S − S| ≤ k2 − k + 1 as
s − s = 0 for any s ∈ S; in particular, if S is a saturated difference set we must have
k(k − 1) ≥ n − 1. It follows, in particular, that |S| ≥ √n and our goal shall be to
construct saturated difference sets with size very close to this lower bound.
An elementary construction
For a given k > 0, consider the set Ak = {k, 2k, . . . , k2} ∪ {0, 1, 2, . . . , k − 1} ⊂ Z.
Observe that {−k2, . . . , k2} ⊂ Ak − Ak and hence that Ak − Ak contains an element
from every equivalence class of the integers modulo 2k2 + 1. To be precise, defining
Ak,n = {a mod n | a ∈ Ak} it follows immediately that Zn ⊂ Ak,n − Ak,n so long as
n ≤ 2k2 + 1.
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To summarize, for the positive integer n define kn =
⌈√
(n− 1)/2⌉ and Dn = Akn,n.
By the discussion above, Dn is a saturated difference set in Zn of size 2kn. As a
function of n, this yields a saturated difference set of size 2
⌈√
(n− 1)/2⌉ ≤ √2n+ 2 =
√
2n+O(1). While this does not achieve our desired bound of
√
n+O(1), it does have
the virtue of simplicity. We will use it as an ingredient in the following construction.
The Sidon set construction
Consider a prime number p and let ϑ be a the generator of the multiplicative group
Z∗p = {1, . . . , p−1} of units modulo p. Then the map t 7→ ϑt is an isomorphism between
Zp−1, the integers modulo p − 1 under addition, and Z∗p, the multiplicative group of
units modulo p. Consider the set
S0 = {(t, ϑt) | t ∈ Zp−1} ⊂ Zp−1 ⊕ Zp .
While the set S0 is defined using the multiplicative structure of the ring of integers
modulo p, our goal is to establish additive properties of the set (as a subset of the
additive group Zp−1 ⊕ Zp).
Lemma 11. {(a, b) | a, b 6= 0} ∪ {(0, 0)} ⊂ S0 − S0.
Proof. It is easy to see that (0, 0) ∈ S0 − S0. For a pair (a, b) ∈ Zp−1 × Zp for which
a, b 6= 0, consider the differences
(a+ `, ϑa+`)− (`, ϑ`) = (a, ϑ`(ϑa − 1))
for ` ∈ Zp−1. As a 6= 0, the sum ϑa − 1 6= 0 and it follows that
b ∈ {ϑ`(ϑa − 1) | ` ∈ Zp−1} = Z∗p
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as ϑ is a multiplicative generator. In particular, by choosing ` to be logϑ(b/(ϑ
a−1)) we
find that (a, b) = (a + `, ϑa+`) − (a, ϑa), as desired. (Here the notation logϑ x denotes
the unique exponent in the set {1, . . . , p− 1} for which ϑα = x.)
Observe that since p and p − 1 are relatively prime, Zp−1 ⊕ Zp ∼= Zp(p−1) by the
Chinese remainder theorem, and a saturated difference set in Zp−1 ⊕ Zp immediately
yields a saturated difference set in the cyclic group Zp(p−1). However, the set S0 above
is not saturated: differences of elements of the set miss a few evasive “slices” of Zp−1⊕
Zp ∼= Zp(p−1): the elements (a, b) where a = 0 or b = 0. To rectify the construction,
define S1 = {(0, b) | b ∈ Dp} and S2 = {(a, 0) | a ∈ Dp−1} (where Dn is the elementary
construction discussed above), and observe now that the set S , S0 ∪ S1 ∪ S2 clearly
has the property that Zp−1 ⊕ Zp ⊂ S − S. To summarize, this construction yields a
saturated difference set in Zp(p−1) ∼= Zp−1 ⊕ Zp of size no more than
p−1 +
√
2p+
√
2(p− 1) ≤
√
p(p− 1) +
√
2p+
√
2(p− 1) ≤
√
p(p− 1) + 3 4
√
p(p− 1) ,
as p > 2. (The fact that
√
2p+
√
2(p− 1) ≤ 3 4√p(p− 1) for p ≥ 2 follows immediately
by expanding the fourth power of both sides.)
We record the results of this construction in the following theorem.
Theorem 12. For any n of the form p(p− 1) with p > 2 there is an explicit saturated
difference set in Zn of size no more than
√
n+3 4
√
n. For such a set, defining d = |S|/n,
we have L(S) ≤ |S| = (1 + o(1))/d2.
We use the word explicit in the above theorem to indicate that one can efficiently
compute, given p, the elements of the difference set. The construction requires gener-
ating the elements of S0, S1, and S2, which is straightforward given a generator ϑ of
the cyclic group Z∗p. Such a generator can be found very quickly with randomization;
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deterministically, one can simply check the first
√
p elements of Zp to find one with the
property that xp−1 ≡ 1 but x(p−1)/r 6≡ 1 for each prime r dividing p − 1. See [3] for
details. It remains, of course, to represent the set S inside Zp(p−1) via the isomorphism
promised by the Chinese remainder theorem. For this purpose, note that
p ≡ 1 mod p− 1 (p− 1)2 ≡ 0 mod p− 1
p ≡ 0 mod p (p− 1)2 ≡ 1 mod p .
It follows immediately that the element (a, b) ∈ Zp−1 ⊕ Zp is carried to the element
a · p + b(p − 1)2 mod p(p − 1) in Zp(p−1). As arithmetic in Zp, Zp−1 and Zp(p−1) can
be carried out in time poly(log p), we conclude that the entire set S can be computed
in time p · poly(log p).
3.5.2 The Singer Difference Set Construction
Prior work [21] in this area cites the existence of difference sets which achieve prop-
erties appropriate for our discovery problem, but the authors were not aware of explicit
constructions that achieve these properties. Instead, they propose a exponential-time
(in 1/d) algorithm that is only practical when 1/d is small. We describe an efficient
construction below, refering to [30] for proofs of the main intersection results.
Definition 2. A subset D ⊆ Zv is called a (v, k, 1)-difference set if |D| = k and, for
any g ∈ Zv\{0}, there exists exactly one pair (x, y) ∈ D×D such that g ≡ x−y mod v.
(Note that a difference set is a saturated difference set with the stronger condition that
each non-identity element of Zv is yielded by precisely one difference.)
Theorem 13. Let q be a prime power. Then there exists an explicit (q2+q+1, q+1, 1)-
difference set in Zq2+q+1. For such a set, letting n = q2 + q+ 1 and defining d = |S|/n,
we have L(S) ≤ |S| = (1 + o(1))/d2.
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Proof sketch. The finite field Fq3 is a three-dimensional vector space over Fq for any
prime power q. Let V1 denote the collection of all one-dimensional subspaces of Fq3 and
V2 denote the collection of all two-dimensional subspaces of Fq3 . For each B ∈ V2, let
AB , {C ∈ V1 | C ⊂ B}. It is easy to check that |V1| = q2 + q+ 1, a quantity we call `
throughout the construction; furthermore |V2| = |V1|, as every two-dimensional space
is dual to a unique one-dimension space under the bilinear map 〈x, y〉 = TrFq3/Fq(xy) =
(xy)q
2
+ (xy)q +xy. It is also easy to check that |AB| = q+ 1 for each B ∈ V2 and that
any distinct pair (C1, C2) ∈ V1 × V1 is contained exactly in one two-dimensional space
B ∈ V2.
Let ω denote a primitive element of Fq3 (that is, a generator for the multiplicative
group F∗q3). Define a mapping α : Fq3 → Fq3 by α(x) = ωx. Note that α is Fq-linear
(and clearly bijective): it carries subspaces to subspaces. It is not difficult to show
that α permutes the elements in V1 in a single cycle of length `. Fixing a particular
one-dimensional space C0, we write V1 = {C0, C1, · · ·C`−1} with the convention that
α(Ci) = Ci+1 mod ` and, hence, Ci = ω
iC0. (Note that this is well-defined because α
`,
corresponding to left-multiplication by ω`, has the identity action on the Ci.) Rather
remarkably, it can be proved that α also permutes the elements in V2 in a single cycle
of length `.
To define the difference set, let B0 denote a fixed two-dimensional subspace and
define D , {i | Ci ⊂ B0} ⊂ Z`. To see that D is a difference set, consider an element
g ∈ Z`, g 6= 0. Now, the pair (C0, Cg) is contained in exactly one two-dimensional
subspace B; let i have the property that αiB0 = B. Now it follows that α
−iB = B0
and both C−i and Cg−i are contained in B0; hence −i and g − i are both in D, with
g− i− (−i) ≡ g mod `. Uniqueness follows similarly. Thus D is a (q2 + q+ 1, q+ 1, 1)-
difference set in Zq2+q+1.
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Construction: For a prime number p, Fp3 can be realized as Fp[x]/(g(x)) where
g(x) ∈ Fp[x] is an irreducible polynomial with degree 3. Then the elements of Fp3 can be
represented as polynomials in Fp[x] having degree at most 2. We may choose C0 = Fq,
the constant polynomials; we then choose B0 ∈ V2 to be span(1, x) = {i+jx | i, j ∈ Fp}.
This yields the difference set
D = {y ∈ Zp2+p+1 | ωy = ax+ b for some a, b ∈ Fq} ,
where ω is a primitive element of Fp3 .
The remaining work is to find a irreducible polynomial g(x) and a primitive element
ω. It turns out that we can do both at once. Initially, factor p3 − 1 such that p3 −
1 = pn11 · · · pnkk , where each pi is a prime number. It suffices to identify a polynomial
g(x) = x3 + bx2 + cx+d (where b, c, d ∈ Fp) so that: (i.) xp3−1 ≡ 1 mod g(x), and (ii.)
x(p
3−1)/pi 6≡ 1 mod g(x) for each i. Such g(x) is irreducible in Fp[x] and guarantees
that x is a primitive element of Fq3 . As such g are known to be sufficiently dense (in
fact, they have density φ(p3− 1)/(3p3), where φ is the Euler totient function), this can
be carried out very quickly with a randomized algorithm; see [3]. As construction of the
set S will take time polynomial in p anyway, it is also possible to carry out this search
over all triples a, b and c. In either case, so long as fast modular exponentiation is used
to compute the powers xv, the construction can be carried out in time p3 poly(log p),
as desired.
3.6 Generalized Model and Optimal Schedules
In this section, we first present a property that holds for any valid schedule in the
basic integer model, and use it to motivate the generalized model. We then describe
the generalized model, followed by lower bound on neighbor discovery in this model.
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Figure 6: Illustration of the property in the basic integer model.
After that, we present a general reduction that transforms an integer schedule in the
basic integer model to a non-integer schedule in the generalized model.
3.6.1 Motivation for the Generalized Model
Our generalized model is motivated by the observation that a valid schedule in the
basic integer model has the following property:
Property 14. Consider two nodes using a schedule in the basic integer model for
neighbor discovery. Suppose the schedule guarantees discovery in time ∆n. Then, for
any offset t, we find one of two possible cases:
• The shift t is an integer, and there exists an entire time slot during which both
nodes are awake.
• The shift t is non-integral, and there exist two time periods (among the first n)
during which both agents are awake; furthermore, the durations of these time
periods, r and r′, sum to 1. Hence either r or r′ is longer than ∆/2.
This property is illustrated in Fig. 6. The first case in the above property is
straightforward. To see why the second case holds, consider t as a fractional number
between two integers z and z+1; we shall show that the schedules of the two nodes, S1
and S2, in any n time slots have (at least) two overlaps, one of which has length t− z
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and the other has length z+1− t. We know that if S2 started at z, then there would be
a complete time slot (say s1 in the schedule of S2) so that S1 and S2 overlap. Since now
S2 starts at t, they will just overlap for part of s1 which has length (1−(t−z) = z+1−t.
Similarly, if S2 started at z + 1, there would be a complete time slot (say s2 in the
schedule of S2 which is different from s1) that S1 and S2 overlapped. Since the real
case is to shift S2 to left with for z + 1 − t length, the overlap is actually part of s2
that is with length 1− (z + 1− t) = t− z. It is clear then that one of the overlapping
portions has length at least half of one slot length (∆), as desired.
The above property prompts us to define a further hardware-dependent parameter,
the required meeting time δ > 0: This is the minimum amount of time required by
two devices to discover each other when they are both active. In the “chirp-and-listen”
framework, this is essentially the length of the “chirp.” The basic integer model implic-
itly assumes that δ = ∆/2, which is quite pessimistic for certain wireless devices. For
instance, the study in [4] shows that on current smartphones, δ  ∆/2, and use this
to construct improved discovery protocols. We therefore propose a generalized model
that considers both δ and ∆. This model provides a unified setting that accommodates
the characteristics of a diverse range of wireless devices. In addition, this model mean-
ingfully considers continuous time, which is much less restrictive than the basic integer
model. When only considering unit slot length (of ∆), the generalized model reduces
to the basic integer model.
3.6.2 Generalized Model
Let S ⊂ R denote the wake-up schedule of a node. Specifically, S consists of a
set of disjoint intervals, S =
⋃
i[ai, bi). We again consider periodic schedules, which
repeat in time period n ∈ R, and hence can be represented as a subset S ⊂ [0, n).
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For such a periodic schedule, we say that a schedule has duty cycle d when |S|/n ≤ d,
where |S| = ∑i(bi − ai). Again the goal is, given a duty cycle d, to design a schedule
S ⊂ [0, n), for some appropriate n, that minimizes the discovery latency. In addition,
we impose the requirement on meeting time δ, i.e., two nodes must be simultaneously
awake for a continuous interval of duration at least δ to discover each other. To be
more precise, consider a pair of nodes using the same schedule S, the second of which
arrives t ∈ R after the first has begun its schedule. The two nodes discover each other
when |S ∩ S + t| ≥ δ. Specifically, the discovery time for this pair is
L(S; t) = min
`≥0
so that [`, `+ δ) mod n ∈ S and [`+ t, `+ δ + t) mod n ∈ S ;
the goal is to design S so as to minimize discovery time, i.e, L(S) = maxt L(S; t).
3.6.3 Lower Bounds
We now give a lower bound on the duty cycle, d, for schedules which guarantee
discovery by time n and prove the following theorem.
Theorem 15. To guarantee discovery of two nodes within time n, for parameters
δ ≤ ∆/2, the duty cycle d has to be at least ∆/√2n(∆− δ). Conversely, for a given
duty cycle d, the discovery latency is at least ∆2/(2d2(∆− δ)).
Proof. Suppose there are k maximal continuous intervals in S: B1, B2, · · · , Bk, each
with length `1, `2, · · · , `k. An overlap of S and S + t could be from a pair of intervals
Bi, Bj for i, j ∈ {1, 2, · · · k} (see Fig. 7).
For each pair of intervals, to satisfy the condition, the offset of initiation time can
be during some time period with length `i + `j − 2δ. We must have
∑
i,j
(`i + `j − 2δ) = 2k
∑
i
`i − 2δk2 = 2k|S| − 2δk2 ≥ n .
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Figure 7: Overlap occurrences from a pair of intervals
Therefore, |S| ≥ (n+ 2δk2)/2k. We also have |S| =
k∑
i=1
`i ≥ k∆.
Combining the two inequalities together, we have
|S| ≥ min
k
max
{
k∆,
n+ 2δk2
2k
}
.
When k =
√
n/(2∆− 2δ), k∆ = (n + 2δk2)/2k, and when k = √n/2δ, (n +
2δk2)/2k is the minimum. Since δ ≤ ∆/2, √n/(2∆− 2δ) ≤ √n/(2δ). Therefore,
|S| ≥ √n/(2∆− 2δ) · ∆, and hence the duty cycle is at least ∆/√2n(∆− δ). In
addition, for a given d, since d ≥ ∆/√2n(∆− δ), it follows immediately that the
discovery latency, n ≥ ∆2/(2d2(∆− δ)).
Notice that when δ = ∆/2, the lower bound on discovery latency is ∆/d2, which
coincides with the lower bound for integer schedules [41]. When δ  ∆, the lower
bound is approximately ∆/(2d2), which is a factor 2 less than the lower bound for
integer schedules, showing that δ is indeed an important parameter to consider.
3.6.4 General Reduction from Integer Schedules to Non-Integer Schedules
We next provide a reduction that can transform an integer schedule in the basic
integer model to a schedule in the generalized model. Specifically, consider an integer
schedule that aims to minimize the duty cycle for a given discovery latency of n.
The reduction proceeds as follows (see Fig. 8(a)). It first divides the period, n, into
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Figure 8: (a) Illustration of the reduction that converts an integer schedule into a
non-integer schedule; and (b) an example that compares our optimal schedules for
the generalized model and several existing schemes (d = 0.01, δ = 0.1∆, and the
distribution of discovery latency is obtained from 10, 000 simulation runs).
n/(2∆ − 2δ) slots, each of length 2(∆ − δ). After the schedule has been constructed
(following the integer schedule that we consider), it “trims” the active slots by removing
∆/2 − δ from each end and leaving an active interval of length ∆ in the middle. By
Property 14, the original integer schedule guarantees that two agents will meet for an
interval of at least ∆ − δ in each slot. Since the trimming removes ∆ − 2δ from each
such overlap, it leaves a meeting interval of exactly δ, satisfying the minimum required
time interval for neighbor discovery.
The above reduction can be applied to any integer schedule. When applying it to
an optimal schedule in the basic integer model, the resultant schedule is an optimal
schedule in the generalized model. This is because, when the period, n, is divided
into n/(2∆ − 2δ) equal-length slots, the duty cycle of an optimal integer schedule is√
(2∆− 2δ)/n. The trimming reduces the amount of awake time in each active slot to
a fraction, ∆/(2∆ − 2δ), of that in the original schedule, and hence reduces the duty
cycle to
√
1/n(2∆− 2δ) ·∆, equal to the lower bound for the generalized model that
we established in Theorem 15. Specifically, applying the reduction to the two optimal
60
schedules (from Sidon set and Singer constructions, respectively) that we establish for
the basic integer model, we obtain two optimal schedules for the generalized model.
Fig. 8(b) compares the optimal schedules thus established and several existing schemes,
where Searchlight [4] is a non-integer schedule, and U-Connect and Disco correspond to
non-integer schedules reduced from the integer schedules in [19] and [10], respectively,
where d = 0.01, δ = 0.1∆. When δ  ∆ (the case in Fig. 8(b)), the state-of-the-art non-
integer schedule, Searchlight, has discovery latency of (1 + o(1))∆/d2, while our non-
integer optimal schedules have discovery latency of (1/2 + o(1))∆/d2, approximately
half of the discovery latency of Searchlight.
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Chapter 4
Conclusions and Future Works
In this chapter, we first summarize the work described in previous chapters of this
dissertation and then discuss several questions which remain open and whose answers
would make natural additions to the above work.
4.1 Conclusions
Rendezvous is a fundamental problem in wireless networks. Depending on the spe-
cific settings, the problems can be very different. We consider two kinds of rendezvous
problems in the dissertation. One is the multi-channel rendezvous, in which each node
has access to a subset of the entire spectrum of channels. The goal is for any pair of
nodes to rendezvous in the shortest possible time. This is a problem originating from
cognitive radio network community. The other one is the problem of energy-constrained
single channel rendezvous, often called neighbor discovery. There is only one channel
in this problem, but each node has a duty cycle which restricts the fraction of time
that it can be awake. The objective is also to minimize the rendezvous time.
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For the multi-channel rendezvous problem, we first give an O(log log n) time al-
gorithm for the special case when each agent can only access two channels. We then
apply this algorithm to yield an O(|Si||Sj | log logn) for the general case, where |Si|
and |Sj | are the sizes of the subsets of available channels for the two nodes. Both of
the bounds work for both synchronous and asynchronous scenarios. We also consider
the “one bit beacon” case, where the agents have a single common random bit dur-
ing each time slot. We give a randomized algorithm that guarantees rendezvous time
O
(
log2 n · |Si ∪ Sj |/|Si ∩ Sj |
)
with high probability. We also provide lower bounds for
the problem. We prove an Ω(log log n) lower bound on the rendezvous time, even for
synchronous scenario. This shows that our size-2 algorithm is the best possible deter-
ministic algorithm. In the asynchronous scenario, we prove an Ω(|Si||Sj |) lower bound
when |Si|+ |Sj | ≤ n+ 1. Our general case algorithm is tight up to a factor of log log n.
Finally, we prove a lower bound for randomized algorithms, which is also Ω(|Si||Sj |)
when |Si|+ |Sj | ≤ n+ 1
For the energy-constrained single channel problem, we first gave two efficient con-
structions yielding optimal schedules for neighbor discovery in the basic integer model.
These schedules are centered around two constructions of difference sets, one based
on a novel application of the theory of Sidon sets and the other based on Singer’s
construction. This is the first time when such optimal schedules are proposed. We
then proposed a generalized model that allows us to place existing work with various
assumptions into a single setting, and established a new family of lower bounds for
the model. Last, we provided a reduction that can transform any schedule in the ba-
sic integer model to the generalized model. Specifically, applying this reduction, our
optimal schedules under the basic integer model became optimal schedules under the
generalized model.
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4.2 Future Work
In the future of my research, I would like to pursue results for the following direc-
tions.
Multi-channel rendezvous
• The upper bound of our algorithm and the lower bound for the asynchronous
case still has a gap. We would like to pursue a tighter upper and lower bounds.
• In the synchronous case, so far we only have the natural algorithm which guar-
antees a latency of at most n. Whether there is room for improvement over this
algorithm is an interesting question. We also don’t know have any interesting
lower bound on the best achievable latency guarantee when k, the subsets’ size,
is larger than n1/2α (for any α ≤ k). Producing a lower bound that is substantially
tighter than Ω(k) would be worthwhile.
• For the asynchronous case, a construction was given in [14,29] which guarantees
a latency at most 3n2, regardless of which specific subsets of the spectrum each
agent can access. A question is whether it is possible to reduce the complexity
to 2n2 or even n2.
• Our deterministic protocols show superior performance in the case where each
agent has access to only a small fraction of the frequency spectrum. There may be
room for improvement when agents have access to large fractions of the spectrum
and their subsets overlap by a substantial amount. The natural randomized
algorithm can be applied to guarantee rendezvous in |S1||S2| log n/m steps with
high probability, where m is the number of shared channels. We want to find a
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deterministic algorithm that achieves a similar bound, or show that none exists
if we cannot.
Energy constrained single-channel rendezvous
• Our contributions restrict the attention to the homogeneous setting, where each
node is to follow the same activation schedule. It will be of value to have protocols
with similar performance guarantees for a heterogeneous setting in which different
duty cycles are appropriate for different nodes.
• A worthwhile future direction for this project is to adapt our protocols to function
in the face of radio interference. In real life, two nodes may not discover one
another if a third node is transmitting at the same time. Our model can be
augmented to reflect this constraint by considering more than two agents, and
considering two agents to rendezvous when they are the only two transmitting
on the same channel. In this modified setting, we will need to consider not only
the latency guarantee of our protocol, but the maximum number of agents for
which it can guarantee that every two of them will rendezvous during the specified
interval.
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