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ABSTRACT
Current X-Ray technologies provide security personnel with non-invasive sub-surface
imaging and contraband detection in various portal screening applications such as
checked and carry-on baggage as well as cargo. Computed tomography (CT) scanners
generate detailed 3D imagery in checked bags; however, these scanners often require
significant power, cost, and space. These tomography machines are impractical for
many applications where space and power are often limited such as checkpoint ar-
eas. Reducing the amount of data acquired would help reduce the physical demands
of these systems. Unfortunately this leads to the formation of artifacts in various
applications, thus presenting significant challenges in reconstruction and classifica-
tion. As a result, the goal is to maintain a certain level of image quality but reduce
the amount of data gathered. For the security domain this would allow for faster
and cheaper screening in existing systems or allow for previously infeasible screening
options due to other operational constraints. While our focus is predominantly on
security applications, many of the techniques can be extended to other fields such as
v
the medical domain where a reduction of dose can allow for safer and more frequent
examinations.
This dissertation aims to advance data reduction algorithms for security motivated
x-ray imaging in three main areas: (i) development of a sensing aware dimensionality
reduction framework, (ii) creation of linear motion tomographic method of object
scanning and associated reconstruction algorithms for carry-on baggage screening,
and (iii) the application of coded aperture techniques to improve and extend imag-
ing performance of nuclear resonance fluorescence in cargo screening. The sensing
aware dimensionality reduction framework extends existing dimensionality reduction
methods to include knowledge of an underlying sensing mechanism of a latent vari-
able. This method provides an improved classification rate over classical methods
on both a synthetic case and a popular face classification dataset. The linear tomo-
graphic method is based on non-rotational scanning of baggage moved by a conveyor
belt, and can thus be simpler, smaller, and more reliable than existing rotational
tomography systems at the expense of more challenging image formation problems
that require special model-based methods. The reconstructions for this approach are
comparable to existing tomographic systems. Finally our coded aperture extension of
existing nuclear resonance fluorescence cargo scanning provides improved observation
signal-to-noise ratios. We analyze, discuss, and demonstrate the strengths and chal-
lenges of using coded aperture techniques in this application and provide guidance
on regimes where these methods can yield gains over conventional methods.
vi
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1Chapter 1
Introduction
X-ray imaging has long been used for medical screening and screening of luggage and
cargo. With advancements in computed tomography (CT), high resolution 3D images
can be efficiently reconstructed to aid in medical diagnosis and threat detection in an
increasingly wider range of venues. In the security domain, helical CT machines have
been deployed to airports around the nation to screen checked bags. Unfortunately
with all the advancements in reconstruction algorithms, imaging systems continue to
be data and power hungry. A reduction in data acquisition while maintaining quality
images will allow for improved security and medical screening in new applications.
Development of a smaller, faster, cheaper volumetric imaging system would greatly
enhance threat detection in a variety of security based portal screening areas. After
9/11 the Transportation Security Administration (TSA) was formed, as part of the
Aviation and Transportation Security Act, which mandated that all checked bags to
pass through sufficient explosive detection systems (EDS). The first TSA certified
EDS for checked luggage was the CTX 9800 DSi which is 94.5in × 85.5in × 189.0in
(Morpho, 2011) in dimensions, while a typical x-ray scanner for carry-on bags such
as the Rapiscan 620XR HP is only 33.1in × 54.4in × 82.0in (Rapiscan, 2016). Due
to the combination of physical space constraints and passenger throughput require-
ments, volumetric imaging capabilites continue to remain unavailable for the screening
of carry on bags. While the focus of this thesis is motivated by security applications,
the work extends to many other areas of interest, such as medical, geological imaging,
2or any fields that utilize non-invasive imaging. For example in medicine, current use
of x-ray based screening is heavily dependent on a doctor’s balancing of the current
need for diagnostic imaging with the future health risk associated with the radia-
tion exposure in acquiring those images. A reduction in x-ray exposure would help
mitigate some of the health risks, thus allowing for more frequent check-ups and im-
proved prognosis. In addition, similar to the security domain, development of smaller,
faster, cheaper volumetric imaging systems would allow the medical community to de-
liver diagnostic imaging into areas previously unavailable, such as remote field clinics.
We will first discuss some background information material in Chapter 2 relevant
to subsequent chapters. We will cover conventional non-parametric classification ap-
proaches to multilabel problems (which includes nearest neighbor methods), review
x-ray based imaging methods and models at low and high energy bands along with
current rotation based tomography, and also discuss various approaches for model-
based inversion of sensing models, such as x-ray based imaging. The contributions
of this thesis can be summarized into three main thrusts: dimensionality reduction,
computed tomography, and nuclear resonance fluorescence.
1. Contributions to the Field of Dimensionality Reduction. This work was pub-
lished in 2012 Statistical Signal Processing Workshop (SSP) (Sun et al., 2012).
• Creation of an integrated sensing model with dimensionality reduction for
classification purposes
• Demonstration of classification performance improvement when incorpo-
rating sensing structure into dimensionality reduction
• Demonstration of equivalent classification performance of structured ran-
dom projections compared to classical two step approach
32. Contributions to the Field of Computed Tomography. This work was presented
at the 2011 DHS University Network Summit (Sun and Karl, 2010).
• Developed a tomographic configuration using linear motion for angular
diversity instead of rotation based projections.
• Explored differences in discretization approaches for forward and back pro-
jection the linear tomography context.
• Proposed a preconditioner to improve convergence rates by reducing the
volumetric problem into smaller slice oriented tomographic reconstruc-
tions.
• Simulated limited angle effects on a estimated attenuation coefficients on
synthetic phantom and data acquired from a commercial Imatron rotation
based CT machine.
3. Contributions to the field of Nuclear Resonance Fluorescence. A portion of this
work was published and presented at the 2016 Electronic Imaging Conference
(Sun et al., 2016).
• Developed an observation model that incorporates attenuation information
into the existing nuclear resonance fluorescence setup
• Applied coded aperture to NRF and explored conditions for coded aperture
to produce improved images
• Incorporated spatial coherence of labels into material classification of NRF
signatures
We create a framework for sensing aware dimensionality reduction using structured
random projection in Chapter 3. Current approaches to dimensionality reduction do
not factor in the existance of sensing models such as x-ray based imaging and instead
4approach dimensionality reduction in isolation either on the observed data or in a
two step process of inversion followed by an independent dimensionality reduction
step. Our proposed method combines the two step process into a single projection to
reduce the dimensionality in a manner informed by the sensing modality to improve
the performance of classification methods such as nearest neighbor.
We also propose an alternative geometry for computed tomography of carry-on
baggage screening in Chapter 4. As discussed earlier, current checked bags undergo
CT screening, but due to power and size constraints of carry on baggage screening,
checkpoints are still restricted to traditional x-ray screening. Our proposed alternative
geometry utilizes the existing setup with the conveyor belt to create angular diversity.
This linear motion of the baggage creates angular diversity similar to tomosynthesis
applications in medical imaging. This avoids the need for either rotating bags or large
x-ray sources which increases the size and power requirements of traditional rotation
based CT machines.
In Chapter 5 we incorporate attenuation information into the existing data ac-
quisition nuclear resonance fluorescence acquisition model. Existing methodologies
increase acquisition time to sufficient durations and the resulting spectra can then be
classified to determine material identification. By incorporating attenuation informa-
tion we can introduce better spatial coherence between neighboring materials as well
as improved material identification.
To further enhance signal throughput, in Chapter 6 we also propose a coded
aperture detector system to replace the collimated detectors currently in place. We
establish acquisition situations where coded aperture provides improved signal quality
relative to collimated detectors in a 1D scenario and apply this understanding to a
simulated nuclear resonance fluorescence setup. We show that our coded aperture
setup has improved reconstructed MSE results under low acquisition times relative
5to fixed background sensor noise.
The goal for this thesis is to improve existing approaches and develop new methods
of reducing data requirements in non-invasive imaging by introducing model based
methods for reconstruction from limited data, developing dimensionality reduction
that is sensing aware, and applying these ideas towards the low data throughput of
nuclear resonance fluorescence.
6Chapter 2
Background and Related Work
Before we discuss our new work related to data reduction and enhancement tech-
niques, we would like to develop fundamental building blocks that we will use in
some of the following sections. The building blocks that will be utilized in multiple
chapters will be discussed here among which include, nearest neighbor classification
(Sec. 2.1), x-ray imaging (Sec. 2.2), and model based inversion of linear systems
(Sec. 2.3).
2.1 Nearest Neighbor Classification
Many of the classification problems we encounter in this thesis are of the non-
parametric form and with multiple labels. We consider problems of the form: given
n labeled training samples (F1, θ1), . . . , (Fn, θn), where the θi is the label of the i− th
training sample Fi ∈ Rp, and an unlabeled test sample F0 but the joint distribution
between Fi and θi is unknown. The goal is to then determine θ0 for the unlabeled test
sample F0. Possible approaches to this problem include methods such as maximum
likelihood approach with Parzen windows or nearest neighbor methods (Fukunaga,
1990). We focus on nearest neighbor methods for our approaches due to their flexi-
bility with multilabel problems and the existence of known performance bounds. The
nearest neighbor classifier was first proposed by Cover and Hart (Cover and Hart,
1967). They showed that given a large sample size, nearest neighbor classifiers have
a probability of error less than twice the Bayes probability of error and consequently
7less than twice the probablity of error for any other classifier. In addition, nearest
neighbor classification does not require knowledge of the underlying joint distrbution
of the observation F and the category θ.
We formally define a nearest neighbor classifier as follows.
Definition 2.1.1 Given n labeled training samples (F1, θ1), . . . , (Fn, θn), where the
θi is the label of the i − th training sample Fi, and an unlabeled test sample F0, a
NN-classifier assigns the label θi0 based on the following
i0 = argmin
i
d(Fi,F0) (2.1)
where d(Fi,Fj) is some distance function.
For the sections in this thesis, we chose Euclidean distance for the distance function
d(Fi,Fj), but other distance metrics such as L1 or geodesic distances have also been
used in the literature. The nearest neighbor classifier described in def. 2.1.1 utilizes
only the single nearest neighbor’s label and is known as the 1-NN classifier.
A common extension to (2.1) is the k-NN-classifier where the labels of the k
nearest neighbors of the test sample, instead of just the single closest, are used to
determine the label of the test sample. There are many variants of this idea but the
one that we use in our experiments is described in the following. As before, let n
training samples {Fi, i = 1, . . . , n} and their associated labels {θi, i = 1, . . . , n} be
given and let F0 be a test sample. Without loss of generality, we may assume that
d(F1,F0) ≤ d(F2,F0) ≤ . . . ≤ d(Fn,F0). The label θ0 of the test sample F0 is given
by
θ0 = f(θ1, . . . , θk) (2.2)
where f(θ1, . . . , θk) is a function of the labels of the k-nearest neighbors, e.g., a simple
or a weighted majority vote of labels. Note that the computational cost of computing
d(Fi,Fj) is O(p), where p is the dimensionality of the data Fi. We will discuss in
8Chapter 3 ways to reduce p in an informed manner that takes into consideration
sensing models such as x-ray imaging.
2.2 X-Ray Sensing
While much of the material in this thesis can be applied to many modalities, our fo-
cus is primarily on x-ray based screening. X-rays are typically produced by a source
consisting of two primary elements: a cathode and an anode. As electrical current
flows from cathode to anode, the electrons lose energy and generate x-rays (Sprawls,
1987). The x-rays generated have a Bremsstrahlung spectrum. It is a polychromatic
source, meaning that the generated beam has a broad energy spectrum (Fig. 2·1).
The source spectrum’s Bremsstrahlung effect is determined by the applied voltage
level (Fig. 2·1). X-ray sources are characterized by their kVp value which is the peak
voltage applied to the x-ray tube and determines the peak energy bin for the spectrum
as well as the anode material which controls the characteristic effects. Typical medi-
cal imaging utilize sources that range from 30 kVp to 140 kVp while security baggage
screening range from 140 kVp to 180 kVp. However other applications, such as cargo
screening, utilize beams of much higher energies. Sheikh-Bagheri and Rogers simu-
lated source spectra for three manufacturer’s x-ray tubes at different megavolt(MV)
levels (Sheikh-Bagheri and Rogers, 2002). Figure 2·2 shows these high-energy sources
have similar source spectra shapes to the low voltage sources more commonly used in
medical applications just at a higher energy range. Chapter 5 will discuss a use for
these types of x-ray sources in cargo screening.
For purposes of discussion in the next section about linear attenuation coefficients,
its useful to have a measurement of the ”strength” of the x-ray source (Prince and
Links, 2006). The total photon fluence rate of an x-ray source with spectra S(E) is
9Figure 2·1: Example x-ray source spectra, S(E), for 45 kVp, 61 kVp,
80 kVp, 100 kVp, and 120 kVp. The peak voltage applied to the x-ray
tube defines the Bremsstrahlung radiation spectrum while the anode
material defines the characteristic effects. (Prince and Links, 2006)
defined with, Φ
Φ =
∫
S(E)dE (2.3)
However many detectors do not directly measure photon counts but instead measure
the total amount of energy, the energy fluence rate also known as the intensity of an
x-ray beam, I is
I =
∫
ES(E)dE (2.4)
2.2.1 Linear Attenuation Coefficient
As x-ray photons pass through material, different attenuation effects can occur de-
pending on the energy level. At low energies relevant to medical and baggage screen-
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Figure 2·2: Monte Carlo simulated Bremmstrahlung x-ray spectrum
for three commercial MV x-ray tubes at various source voltage levels
(Sheikh-Bagheri and Rogers, 2002)
ing, the dominant attenuation effects are photoelectric absorption, Compton scatter,
and Rayleigh scatter. The various attenuation effects together are characterized by
µ, the linear attenuation coefficient of a material. The linear attenuation coefficients
of an object relates the amount of incoming photons, N , of a particular energy level,
E, that get lost in transmission through the relationship in Eq. 2.5
∆N = −µ(E)N∆u (2.5)
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where ∆N is the number of photons lost relative to the distance traveled, ∆u, through
a homogeneous material with a linear attenuation coefficient, µ. If we assume that the
homogeneous material of thickness l is illuminated with N0 photons and N photons
are observed by the detectors, the total amount of photons measured by detectors
after attenuation is given by integrating equation 2.5. Integrating 2.5 yields.
N = N0e
−µ(E)l (2.6)
For a monoenergetic setup the number of photons is equivalent to intensity of the
detected signal, I, and thus 2.6 can also be written as
I = I0e
−µ(E)l (2.7)
This equation is known as the Beer-Lambert Law (Fig. 2·3).
Figure 2·3: Beer-Lambert Law as applied to a homogeneous object.
We now need to consider the case where the material being scanned is comprised
of several different materials. This means that the linear attenuation, µ, changes
based on location, u, within the object and so eq. 2.5 becomes
dN
N
= −µ(u,E)du (2.8)
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Figure 2·4: An example ray path through a heterogeneous object
Integration along the line L in Figure 2·4 yields the number of photons at position, u
N = N0e
− ∫L µ(u′,E)du′ (2.9)
The observed intensity for the monochromatic case is a line integral through the
object along the line L. Specifically we define I as
I = I0e
− ∫L µ(u′,E)du′ (2.10)
rearranging and taking the log eq. 2.10 we develop a line integral which can be
r = ln
(
I0
I
)
=
∫
L
µ(u′, E)du′ (2.11)
In practice µ is represented in a discretized grid and the integral in eq. 2.11 becomes
the summation
r = ln
(
I0
I
)
=
∑
u′∈L
µ(u′, E)∆u′ (2.12)
which is the inner product
r = cTLµ (2.13)
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where values of cL are the cross sectional length of line L at each discrete block.
Beers Law above (eq. 2.10) was defined for a monoenergetic environment, how-
ever typical x-ray sources are polychromatic as explained in Fig. 2·1 with a source
spectra of S0(E). The linear attenuation coefficient for a given material is also energy
dependent. Under narrow beam assumptions the polyenergetic formulation is similar
to the monoenergetic case except the effects upon the spectra at each energy, E, take
place independently (Prince and Links, 2006). Specifically
S(E) = S0(E)e
− ∫ u0 µ(u′,E)du′ (2.14)
A wide variety of x-ray detectors are available, some counting single photons, some
providing only measurements of count rate or total flux, others measuring the energy,
position, and/or incidence time of each x-ray (Kirz and Attwood, 1986). For baggage
screening, the predominant detectors used measure the total flux across the entire
spectrum given by:
I =
∫
S0(E)Ee
− ∫ u0 µ(u′,E)du′dE (2.15)
However, for many configurations this is approximated with an effective energy, E¯,
defined as the energy in a given material which will produce the same measured
intensity from a monoenergetic source as is measured using the actual polyenergetic
source (Prince and Links, 2006).
I = I0e
− ∫ u0 µ(u′,E¯)du′ (2.16)
While the basic element for x-ray based imaging is this integral equation, appli-
cation such as computed tomography (Sec. 2.2.3 for more detail) involve different
parameterization of different integral lines, L.
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2.2.2 High Energy Effects
For simplicity, we lumped the different attenuation effects at low energy into a single
linear attenuation coefficient, µ. However, at high energies (> 1 MeV) a special
phenomenon known as nuclear resonance fluorescence occurs.
Figure 2·5: Electromagnetic effects when a nuclei is exposed to high
energy photons.
Each nuclei has specific spectral energy bands where they absorb and resonate
energy which allows for non-invasive interrogation of large cargo. Elements produce
peaks above background at specific energy levels (see Figure 2·6). The background
signal is due to other radioactive events such as scattering that are material dependent
but not a part of the NRF phenomenon. As a result the background information is
density dependent but not discriminative enough to identify elements. The amount
of background signal can be estimated by a smoothing step to remove peak. The
ratio of these element specific peaks above background provide information on the
chemical composition of the interrogated materials. We will discuss in further detail
the significance of NRF and high energy x-rays and their application towards cargo
screening in Chapter 5.
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Figure 2·6: Example Nuclear Resonance Fluorescence Spectral Out-
put (Bertozzi et al., 2007)
2.2.3 Tomographic Imaging
Classical approaches to CT involve a collection of a full rotation of transmission
x-ray images where the collection of all transmission ray paths form a system of
equations. The canonical setup involves a parallel beam model where x-ray photons
are assumed to travel in parallel paths to detectors on the opposite side of the image
(See Figure 2·7). The detector/source pair is then rotated about the object for 180
degrees of coverage. For a rotational CT system, each raypath can be uniquely
parameterized by a rotation angle, θ, and a detector position, t. Modifying equation
2.16 for a rotational CT system gives us
Iθ(t) = I0e
−r(θ,t) (2.17)
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Figure 2·7: A collection of line integrals for one anglular views of a
parallel beam computed tomography system.
where r(θ, t) is defined by eq. 2.11 as
r(θ, t) =
∮
L(θ,t)
µ(L)dL (2.18)
and by the divergence theorem we formulate for the rotational problem with θ and t
(L(θ, t) = {(u, v) | ucosθ + vsinθ = t}) the integral
r(θ, t) =
∫∫
µ(u, v)δ(ucosθ + vsinθ − t)dudv (2.19)
known as the Radon transform (Prince and Links, 2006). Under full 180 degree
coverage and high enough detector sampling, µ in eq. 2.19 can be estimated efficiently
with the filtered backprojection. However, as discussed in Chapter 1 reducing the
amount of projections needed can be helpful for lowering patient exposure in the
medical domain as well as improve passenger throughput in the security domain. In
such cases, filtered backprojection is prone to artifacts such as streaking and image
distortions and model-based inversion methods are used instead. The models that
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are used commonly discretize θ, t, u, and v and eq. 2.19 becomes a summation
r(θ, t) =
∑
u
∑
v
µ(u, v)cL(θ,t)(u, v) (2.20)
where cL(θ,t) is the cross sectional length of line L(θ, t) with pixel (u, v) and the
collection of discrete θ and t form a linear system of equations
r = Cµ (2.21)
A variety of work has been done to solve eq. 2.21 efficiently with direct or iterative
methods. In Section 2.3 we will discuss inversion methods that can generalize to
other inverse problems as well. In addition, while we described the radon transform
in a two-dimensional setup, the three-dimensional extension involves adding an extra
parameter to account for the additional direction.
2.3 Model-Based Inversion
Many of the problems we consider are linear systems of the form (such as x-ray
tomography, section 2.2.3)
Y = CX + w (2.22)
where Y ∈ Rp is observed data, X ∈ Rq hidden data to be recovered, and w is additive
noise, and C is some linear p × q sensing operator. The noise w is assumed apriori
to have a known distribution type but some of the distribution parameters may be
unknown (e.g w is i.i.d. Gaussian distributed with 0 mean and unknown variance,
σ2). A common approach to estimate X is to minimize the residual, Y − CX in the
least squares sense
Xˆ = argmin
X
‖Y − CX‖22 + αg(X) (2.23)
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where α is a regularization parameter and g(X) is a cost function that describes
properties of X. For example a popular choice for g(X) is a derivative penalty ‖DX‖22
which regularizes the estimated X to be smooth. Choosing the correct α varies from
problem to problem. One metric to choose α is minimize the mean squared error with
ground truth, so that ‖X− Xˆ‖2 is small. However since ground truth is not readily
available alternative metrics relating to the residual Y − CXˆ are available such as
generalized cross validation (GCV) and SURE based methods (Ramani et al., 2012).
Since the least squares part of eq. 2.23 is convex and if we choose convex priors for
g(X), then eq. 2.23 can be solved using conventional convex programming toolkits
such as CVX (Grant and Boyd, 2008; Grant and Boyd, 2014).
If g(X) is of the form ‖ΓX‖22 where Γ is some linear operator, then the optimal
solution to eq. 2.23 is the solution to the linear system, known as the normal equations.
CTY = (CTC + αΓTΓ)X (2.24)
The solution of eq. 2.24 yields Xˆ as
Xˆ = C†Y
C† = (CTC + αΓTΓ)−1CT
(2.25)
where C† is known as the pseudoinverse. Many factorization methods exist to com-
pute Xˆ in eq. 2.25 efficiently (SVD, QR, LU, Cholesky, etc.) (Trefethen and Bau,
1997). However, direct factorization requires the formation and storage of the opera-
tor CTC and subsequent factors (O(q3) operations); which, in large scale applications
such as computed tomography is not feasible. Instead iterative methods that only
require the computation of the CTCX product are used. Two popular iterative meth-
ods that are used are conjugate gradient (Shewchuk, 1994) and generaiized minimal
residual (GMRES) (Saad and Schultz, 1986). Both of these methods have the same
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computational complexity after q iterations as direct factor methods but generally
converge at a much lower number of iterations. In addition both of these methods
require CTC to be square, however conjugate gradient also requires CTC to be sym-
metric positive semi-definite. As a result, GMRES is more flexible than conjugate
gradient but GMRES’s memory requirement scales with the number of iterations
while conjugate gradient remains fixed.
2.3.1 Preconditioning
Iterative methods such as conjugate gradient and GMRES have convergence rates
that depend on the conditioning, κ(CTC), of the linear system. A problem with a
large κ is said to be ill-conditioned causing iterative methods to have poor convergence
rates. One common practice is to apply a preconditioner,M , such that M−1CTC is
better conditioned. Iterative methods can then solve eq. 2.26 with fewer iterations.
For simplicity of notation we discuss preconditioning in the context of α = 0.
M−1CTY = M−1CTCX (2.26)
If M is chosen well such that M−1 is easier to compute than (CTC)−1, then eq. 2.26
can be solved much more rapidly than eq. 2.24 (Trefethen and Bau, 1997). As a rule of
thumb, a well chosen preconditioner that can improve convergence rates is one where
M−1CTC is close to identity in the least squares sense (‖I−M−1CTC‖2 is small) and if
the eigenvalues are better clustered, κ(M−1CTC) ≤ κ(CTC), where κ is the condition
number of a matrix defined as the ratio of the largest eigenvalue to the smallest
eigenvalue. Popular choices for M include: diagonal scaling (M = diag(CTC)),
incomplete factorization, or block preconditioner to name a few (Trefethen and Bau,
1997). Figure 2·8 demonstrates an example convergence rate for conjugate gradient
with and without an incomplete Cholesky factorization preconditioner.
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Figure 2·8: Example of an incomplete Cholesky factorization precon-
ditioner effects on conjugate gradient’s convergence rates.
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Chapter 3
Sensing Aware Dimensionality Reduction
for Classification
In this chapter we discuss our contributions towards the field of dimensionality reduc-
tion. We will discuss current approaches in dimensionality reduction and demonstrate
a loss in classification performance in methodologies where a sensing model is ignored.
We will also propose a dimensionality reduction technique called structured random
projection which incorporates the sensing structure into the dimensionality reduction
step and avoids the need for an inversion step. For many imaging applications the end
goal is not to form an image but rather to make an informed decision. For security
applications this could be the detection of explosives or other forms of contraband and
for the medical domain could be the detection of some ailment. Current state of the
art classification techniques attempt to discriminate information based on the data
directly observed regardless whether a sensing modality is present or not. In section
2.1 we discussed one such popular approach, the nearest neighbor classifier where the
problem setup is of the form: given n labeled training samples (F1, θ1), . . . , (Fn, θn),
where the θi is the label of the i− th training sample Fi ∈ Rp, and an unlabeled test
sample F0 but the joint distribution between Fi and θi is unknown. The label θi0 is
assigned as the label for F0 based on the following
i0 = argmin
i
d(Fi,F0) (3.1)
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where d(Fi,Fj) is some distance function. As discussed with eq. 3.1, the computa-
tional complexity for solving a nearest neighbor classifier scales with the dimensions
of Fi as well as the number of training samples, n. As a result a common practice is
to map Fi into a low dimensional space such that dim(m(Fi)) dim(Fi) where m(F)
is some mapping operator. A variety of approaches, both linear and nonlinear, are
available in the literature. Our focus for this thesis will be on linear dimensionality
reduction where m(F ) is in the form of a projection
FPi = PFi (3.2)
such that dim(FPi )  dim(Fi). Many approaches exist for choosing a particular
P such as random projections (Bingham and Mannila, 2001), principal component
analysis (PCA) (Jolliffe, 2002), linear discriminat analysis (LDA), multi-dimensional
scaling (MDS), among many other methodologies (refer to (Cunningham and Ghahra-
mani, 2015) for an overall survey) . However these techniques do not consider any
underlying observation model where a latent variable is hidden from view but more
closely related to the classification decision.
We consider dimensionality reduction in the context of a sensing model
Y = CX + w (3.3)
where Y is the observed data, X is a hidden latent variable that relates to the
classification labels, and w is additive white Gaussian noise. In addition, objects that
have the same label θi are closer together in the X space than in the Y space. Orten
et. al demonstrated that under certain assumptions ignoring this sensing structure
and estimating all parameters in parametric based classification yields a classifier
that is asymptotically no better than random guessing. However, having complete
knowledge of the sensing model C can yield a Bayes optimal classifier asymptotically
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in the number of projected directions (Orten et al., 2011).
3.1 Dimensionalality Reduction: Random Projections
While there are many options for linear dimensionality reduction, we chose to work
with random projections for our dimensionality reduction approach due to its compu-
tational simplicity. In addition when the data is projected into a reduced dimensional
space with a matrix made up of iid Gaussian entries, the projected data preserves
relative distances between sample points making it well suited for nearest neighbor
classification (Bingham and Mannila, 2001). Random projections with iid Gaussian
entries are computationally cheap to generate while providing a distance preserv-
ing dimensionality reduction benefit. This has made random projections as a flexible
dimensionality reduction either for classification on the reduced vector or as a prepro-
cessing step for a different dimensionality reduction approach (Fodor, ). For example,
locality sensitive hashing (LSH), utilizes random projections as its initial step before
computing a hash function on the reduced data vector (Charikar, 2002).
We define random projections as follows:
Definition 3.1.1 A d×p random matrix R of iid zero-mean normal entries is gener-
ated and applied to the observed data Y. The resulting d-dimensional feature is given
by
YRP = RY
The low dimensional feature YRP can then be classified using a NN-classifier (cf.
Section 2.1). However, since the sensing model was ignored and in the problems we
are looking at, objects with the same labels are closer in X space than in Y space,
random projections of the observed data is preserving distances in a non-ideal space.
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Figure 3·1: Direct projection of observed data
3.1.1 Incorporating a Sensing Model
The approach described above does direct projection of observed data into a reduced
d-dimensional space while ignoring the sensing model eq. 3.3. A straightforward
means of utilizing the sensing model is a two step approach: first estimate Xˆ for
each Yi followed by dimensionality reduction such as random projections and then
classification. Estimation of Xˆ can be done in a model based approach as we discussed
in Sec. 2.3 with a least squares approach
Xˆ = argmin
X
‖Y − CX‖22 + αg(X) (3.4)
where α is a regularization parameter and g(X) is a regularization functional. A
common choice for g(X) (that we use in our experiments) is the derivative operator
which favors smooth estimates (g(X) = ‖DX‖22). The solution to (3.4) is given by
the regularized pseudo-inverse operator C†:
Xˆ = C†Y (3.5)
C† = (CTC + αDTD)−1CT (3.6)
In the second step, the estimate Xˆ ∈ Rq is projected to a lower dimensional space Rd
by applying a random d × q matrix R made up of iid normal entries. The resulting
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d-dimensional feature vector
XˆRP = RXˆ (3.7)
can then be classified using an NN-classifier (cf. Section 2.1).
Figure 3·2: Sensing aware projection using two step approach.
3.2 Structured Random Projection
We discussed in Section 3.1 using random projections of the data Y to preserve the
pairwise distances between the samples in the data space. This however ignores the
sensing model eq. 3.3 that Y is generated from. As a result random projections
on observed data preserves distances in the observed data space when the distance
metric for nearest neighbor is more suited for the latent variable, X space. The
canonical approach described in Section 3.1.1 addresses this by first estimating Xˆ
and then applying random projections. This method incurs the cost of estimation
(discussed in Section 2.3), which can add up to an O(q3) operations. However, the
estimated value, Xˆ is not used in classification, only its d − dimensional projected
values are. Notice, however, that the combination of regularized inversion (3.6) and
random projection (3.7) can be expressed as a single random projection, Rsrp
ˆXRP = RsrpY (3.8)
where each rows of Rsrp is independently drawn from a N(0,Σ). This random pro-
jection is no longer iid and has different statistics compared to the R used for direct
26
projection (Section 3.1) and two-step approach (Section 3.1.1). Instead, the rows of
Rsrp are iid zero-mean normal vectors but the column entries within each row are
correlated.
Rsrp =

—r1—
—r2—
...
—rd—

ri ∼ N(0,Σsrp)
(3.9)
To have similar performance to the two step method described in Sec. 3.1.1, Σsrp, is
chosen as (C†)TC†. We refer to such non iid random projections as structured random
Figure 3·3: Structured random projection
projections. While this random projection was derived for a iid Gaussian random
matrix that preserved distances in the X space, other possibilities are possible.
3.3 Experimental Results
In this section we compare the three different random projection based dimensionality
reduction approaches discussed in sections 3.1 and 3.2. We considered two data sets:
a time series dataset and an image dataset. Our examples demonstrate cases where
classification following dimensionality reduction via direct projection of observed data
performs worse than sensing aware dimensionality reduction approaches (both the
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two step process and our structured random projection). Furthermore, we show
that our structured random projection performs on par with the two-step approach
while embedding the inversion process into the statistics of the structured random
projection.
We reduced the dimensionality to d = 20 for the time-series dataset and d = 90
for the image dataset for all classification approaches and SNR levels.
3.3.1 Time-Series Dataset
For the time series dataset we synthetically generated Gaussian samples from two
classes where both classes have the same covariance matrix but different mean vectors.
The simulated time-series dataset was generated as p-length samples, with p = 75,
drawn from Gaussian distributions with identical covariance but different means.
Specifically, under hypothesis Hi, i = 0, 1, Hi : X ∼ N(µi,Σ) where
µ0(j) = N(32, 6)(j) +N(48, 4)(j), j = 1, . . . , p
µ1(j) = N(32, 4)(j) +N(48, 6)(j), j = 1, . . . , p
Σij = 10−5 ×N(i− j; 0, 5), i, j = 1, . . . , p
(3.10)
500 H0 and 500 H1 Gaussian training samples were generated using (3.10). In ad-
dition 200 of each H0 and H1 were generated to act as test samples. For our sens-
ing model we chose a convolutional blurring operator with a Gaussian blurring ker-
nel (N(0, 5)) and corrupted the blurred observations with additive white Gaussian
noise so that the signal-to-noise ratio (SNR) was 10, 20, and 40 dB (SNR (dB) :=
10 log10(E‖CX‖2/(qσ2)). Figure 3·4b) are two sample observed data points, one from
each class.
Classification of the test data set was done using the methods described earlier.
3.2. We directly projected the observed data (Sec. 3.1) with a 20 × 75 random ma-
trix with entries drawn from iid Gaussian distribution and classified with a 1-nearest
neighbor classifier. For our two step approach (Sec. 3.1.1), we chose the regular-
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Figure 3·4: (a) A time-series sample under hypothesis H0 (blue) and
H1 (red) free from blur and noise (cf. (3.10)). (b) The same samples
after blurring with a zero-mean Gaussian filter (σ = 5) and adding
white Gaussian noise. The SNR of the samples is 1dB.
ization function, g(X), to be a derivative penalty, ‖DX‖22 to impose smoothness in
our estimation and chose the regularization parameter, α, to minimize the true recon-
struction error, ‖X−Xˆ‖22. We computed Xˆ by using a QR decomposition to compute
C†. Our structured random projection was generated by computing the covariance,
ΣSRP , explicitly as C
†TC†. Figure 3·5 is an image of the covariance, ΣSRP used in the
40 dB scenario. A filter was designed using a Cholesky factorization of the covariance.
While this approach is not ideal, in practice one could learn from training data the
ideal or approximate covariance.
The projected values (RX, RY, RXˆ, and RsrpY) in each SNR scenario were then
classified using a 1-NN classifier described in Section 2.1. As we see in Figure 3·6,
when the sensing structure is ignored (RY), classification performance drops due
to the sensing structure blurring the two classes and making it more difficult to
distinguish between the two in the presence of noise. When the sensing structure is
used to for estimate Xˆ, classification performance is recovered in all three SNR cases.
In addition, the structured random projection performed as well as using the two step
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Figure 3·5: Covariance, ΣSRP , for structured random projection of
40dB SNR data of time series dataset. Computed explicitly from pseu-
doinverse, C†TC†.
approach while not explicitly computing the estimate Xˆ.
3.3.2 Image Dataset
For the image dataset (Section 3.3.2), we chose a dataset comprising human faces.
The classification problem here corresponds to face recognition where the number
of classes equals the number of distinct individuals. We used the Caltech face data
set (at Caltech, 1999) for this set of experiments. The images were hand cropped
and resized down to 20 × 15 pixels (p = 300). Of the 27 subjects in the data set,
only the 19 subjects with 15 or more images were selected, to give us a collection of
408 face images. The faces were then blurred with a 7 × 7 uniform blurring kernel
and further corrupted with additive white Gaussian noise to produce noisy blurred
samples at SNR levels of 10dB, 20dB, and 40dB. Figure 3·7 is an example of two
different subjects from the dataset along with their corresponding noisy blurred image
at 40dB SNR.
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Figure 3·6: Probability of detection rates with a 1-NN classifier on
the time series dataset at various SNR levels.
(a) Original Faces, X (b) Noisy Blurred Faces, Y
Figure 3·7: (a) A sample face from two subjects in the image dataset.
(b) The faces after blurring with a 7 × 7 uniform blurring kernel and
adding white Gaussian noise. SNR values of 40dB, 20dB, and 10dB
were used in the experiments.
For each SNR level, we separated the dataset into a training set and a test set
where 7 random blurred images of each of the 19 subjects were selected to form a
training set of 133 images. The images were then projected from the original 300-
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Figure 3·8: Covariance for structured random projection of 40dB SNR
data of Caltech face dataset. Computed explicitly from pseudoinverse,
C†TC†.
dimensional space into a reduced 90-dimensional space for each of the 3 dimensionality
reduction approaches and ground truth (RX, RY, RXˆ, and RsrpY). The covariance
for Rsrp was computed in the same fashion as in the time series dataset by explicitly
computing C†TC† and then building a filter by computing the Cholesky factorization
of the covariance. Figure 3·8 is an image of the covariance that was used for the 40dB
SNR setup.
We applied an NN-classifier (2.2) with a simple majority vote of the 5 nearest
neighbor labels and computed the probability of correct classification averaged across
5 different partitions.
In Figure 3·9, similar classification performance trends occur as in the time series
experiment. When the sensing structure is ignored (RY), probability of correct clas-
sification is worsened due to the blurring operator distorting the facial images. When
the sensing structure is incorporated with the two step approach (RXˆ) classification
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Figure 3·9: Comparison of the probability of correct classification for
the Caltech face data set for the 3 SNR levels and the 3 classification
approaches.
performance is recovered. In the 40dB SNR where there is little noise, the classifi-
cation performance approaches the level when given the ground truth image X. In
addition our structured random projection performs as well as the two step approach
without explicitly estimating the recovered image, Xˆ.
3.4 Summary
In the area of dimensionality reduction as applied towards classification, current ap-
proaches do not explicitly exploit a sensing model that data is acquired from. For
example a common approach with nearest neighbor classification is to do random
projections of observed data followed by classification. With no knowledge of the
sensing model, Orten et. al demonstrated under certain circumstances that the clas-
sifier that results is no better than random guessing. Given full knowledge of the
sensing model a classifier can be constructed that approaches the Bayes optimal risk.
We expanded on this idea in the area of non-parametric classification with a focus
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on nearest neighbor classification performance. In the presence of a sensing model
that makes classification more challenging (such as blurring), ignoring the sensing
model and doing direct classification on the observed data leads to worse classifica-
tion performance. The canonical approach to address this is a two step approach to
first estimate the hidden latent information through data inversion and then do clas-
sification on the estimated values. Such an approach requires an expensive (O(q3))
inversion step. However, many classifiers do not classify directly with the data and
instead use a reduced version by doing an initial dimensionality reduction step. Our
structured random projection avoids the inversion step by embedding the inversion
in the statistics of a random projection matrix to project the observed data directly
into the appropriate reduced dimensional space. We demonstrate with two data sets,
a synthetic 1D and a public face dataset, when the blurring sensing model is ignored
classification on the blurred data is significantly worse than classification on the es-
timated deblurred values. In addition our structured random projection achieves
similar performance levels as the two step approach while avoiding the expensive
inversion step. To sum up our contributions in this work, we:
• Created an integrated dimensionality reduction which incorporates the sensing
model to avoid expensive inversion steps during the dimensionality reduction
step
• Demonstrated classification performance improvement when incorporating sens-
ing structure into dimensionality reduction
• Demonstrated equivalent classification performance of structured random pro-
jections compared to classical two step approach
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Chapter 4
Computed Tomography for Carry-On
Baggage Screening
In this chapter we focus on our contributions towards the field of computed tomogra-
phy. We discussed the canonical parallel beam rotation based computed tomography
system in Section 2.2.3. Figure 4·1 shows a collection of three angles that a rotation
based CT machine could take views at. The use of rotation in conventional system is
(a) (b) (c)
Figure 4·1: Rotation based computed tomography at three sample
rotation angles.
implemented through either rotation of the object or rotation of the source and sensor
pairs both of which lead to large physical machine size. This makes it impractical for
applications such as passenger carry-on baggage screening which have limited space
available. We propose an alternative tomographic setup using the linear motion of the
conveyor belt model to generate angular diversity which we call linear tomography.
This method is inherently a limited angle problem as full coverage is not feasible in
this setup. We will also show comparisons between reconstructed images of this setup
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with conventional rotation based CT setups.
In a rotational CT system, each raypath can be uniquely parameterized by a
rotation angle, θ, and a detector position, t such that the Beer’s law is
Iθ(t) = I0e
−r(θ,t) (4.1)
where r(θ, t) is defined by the line integral
r(θ, t) =
∮
L
µ(u, v)dL (4.2)
For conventional rotation based system with full 180 degree coverage the line L is
parameterized as the set of points
L(θ, t) = {(u, v)|t = ucosθ + vsinθ} (4.3)
Using the divergence theorem on eq. 4.2 for a rotational system where x-ray line paths
are parameterized with eq. 4.3 gives the integral equation
r(θ, t) =
∫∫
µ(u, v)δ(ucosθ + vsinθ − t)dudv (4.4)
known as the Radon transform. With complete coverage, θ ∈ [0, 180), µˆ can be
estimated from eq. 4.4 using direct methods such as filtered backprojection. This
approach is currently used for screening of checked baggage but the power require-
ments for achieving the necessary throughput make it prohibitive for the more limited
environment of carry-on baggage screening. To that end we propose a linear tomo-
graphic approach (Section 4.1) that utilizes the linear motion created by conveyor
belts to obtain the angular diversity in projection data. This data is used to produce
a comparable image. We also propose a preconditioner to improve convergence rates
of iterative methods (Section 4.3).
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4.1 Linear Tomography
Due to the physical realities of having to move x-ray sources around objects, rotation
based CT systems tend to be large, expensive, and power hungry. To achieve some
angular diversity without having to rotate the field of view, we exploit a setup already
in place for baggage screening: the conveyor belt. Where rotation provides different
perspectives in rotation based CT (Fig. 4·1), the lateral movement from a conveyor
belt setup gives us different perspectives at each incremental position. As the suitcase
moves along the conveyor belt in Figure 4·2, slight shifts in perspectives can be seen
in the projected images.
Figure 4·2: Linear Tomographic Setup
At each corresponding position along the conveyor belt, a slightly different view is
obtained from a fan beam source. As a result, each ray path is uniquely parameterized
by the bag’s physical location along the belt z and the detector’s position (tu, ts).
Figure 4·3 outlines the parameters that are relevant to this setup. L(z, tu, ts) is now
parameterized as
L(z, tu, ts) =
{
(u, v, s)
∣∣∣∣vh = sts = u− ztu
}
(4.5)
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(a) (b)
Figure 4·3: (a) 3D view of single position in a linear tomographic
setup. Each ray r is uniquely parameterized by the position of the box
z and the location of the detector t. (b) Single voxel with ray line
L(z, t) passing through. cL(z, t) is the cross sectional length of line L
through voxel (u, v, s).
Using the line parameterization in eq. 4.5 and the line integral
r(θ, t) =
∮
L
µ(u, v)dL (4.6)
we develop an integral equation similar to the radon transform 4.4 but for our linear
tomographic setup
r(z, tu, ts) =
∫∫∫
µ(u, v, s)δ
(
v − h
ts
s
)
δ
(
v − h
tu
(u− z)
)
dudvds (4.7)
where h is the distance between the fixed source and the detector plane. The length
of a conveyor belt constrains the angular diversity and there is no equivalent “full
coverage” setup as in a rotation based CT system and thus direct methods such as
filtered backprojection are unreliable. Instead model-based methods are used on a
discretized grid for (u, v, s) and (z, tu, ts)
r(z, tu, ts) =
∑
u
∑
v
∑
s
µ(u, v, s)cL(z,t)(u, v, s) (4.8)
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where the values of cL(z,t) are the cross sectional length of line L(z, tu, ts) with voxel
(u, v, s). The collection of all x-ray lines, (tu, ts), across multiple object positions, z,
forms a linear system
r = Cµ (4.9)
which we solve using least squares methods in the following section.
4.1.1 Model-Based Inversion
As described in Section 2.3, we estimate the density field, µ, by minimizing the
residual, r − Cµ, in the least squares sense
µˆ = argmin
µ
‖r − Cµ‖22 (4.10)
which can be obtained by solving the linear system
CT r = CTCµ (4.11)
known as the normal equation. We solve eq. 4.11 using iterative methods such as
conjugate gradient (Shewchuk, 1994) or generalized minimal residual (GMRES) (Saad
and Schultz, 1986). Both of these methods have fixed convergence rates and are
guranteed to terminate after iteration counts exceed the number of voxels but typically
terminate much earlier.
4.2 Model Implementation with Parallelization
In this section we will go over the discretization of eq. 4.7 as well as the paralleliza-
tion for computational purposes to leverage modern developments in supercomputing.
With the recent shift in microprocessor design to multicore processors, the growth of
general purpose GPUs (GPGPU), along with the commercial availability of multin-
ode supercomputing such as Amazon Web Services (AMS) and Microsoft Azure, it is
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beneficial to discuss our implementation of the tomographic model in the context of
parallel and high performance computing. Parallel implementations have the benefit
of leveraging multicore/multinode systems by distributing the total work into differ-
ent subtasks called threads and assigning threads to their own core or machine. Each
thread is then computed simultaneously. The cost is synchronization and communica-
tion between each core or machine. Parallelization can occur at many different levels
of algorithm development. For example, the iterative methods used to estimate µˆ
conjugate gradient and GMRES can be solved in parallel (Ament et al., 2010; Erhel,
1995). However, these iterative methods within the iteration compute CTCµ when
solving eq. 4.11 which can also be parallelized. The parallelization of the forward
projection, C, and back projection, CT , will be the focus of this section.
4.2.1 Modeling Forward Projection C
We will first discuss the parallel implementation of computing the forward projection,
Cµ, which we discussed earlier is a collection of line integrals. Each line is uniquely
parameterized by the object’s position, z, and the sensor location, t. Since each line
integral can be computed independently of each other, each line naturally fits into
its own thread for parallel computation. Figure 4·4 gives an example with three ray
traces to be computed for r(z, t1), r(z, t2), r(z, t3) and assigns each one to a separate
thread.
Each thread computes the corresponding cL(z,t) coefficients using ray tracing meth-
ods such as Siddon’s method (Siddon, 1985) for the assigned ray L(z, t) and outputs
the ray sum r(z, t).
r(z, t) =
∑
(u,v,s)
cL(z,t)(u, v, s)µ(u, v, s) (4.12)
Since there is no dependency on the outputs between each thread, the ray based
forward projection is said to be “embarassingly parallel” and is readily partitioned
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Figure 4·4: Parallelization and thread assignment of forward projec-
tion of linear tomographic system. Each ray unqiuely parameterized by
object position z and detector position t is assigned to a thread (green,
red, blue) and computed independently of each other.
across multiple cores or machines.
4.2.2 Modeling Back Projection CT
The adjoint CT in x-ray tomography is known as backprojection. When the forward
operator, C, is modeled in a ray-based format as in Section 4.2.1, then the CT operator
is a ray-based backprojection. The value at each voxel is the sum over all of the
individual rays that intersect with the voxel weighted by cross sectional length (See
Figure 4·5).
µ(u, v, s) =
∑
z
∑
(tu,ts)
cL(z,tu,ts)(u, v, s)r(z, tu, ts) (4.13)
The weighting coefficients cL(z,t) in a ray-centric backprojection are computed in the
same fashion as the ray based forward projection with ray tracing methods such as
Siddon’s (Siddon, 1985). As a result, the ray-based backprojection has the same
coefficients as the ray based forward projection. The matched backprojection means
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that CTC is symmetric positive definite which is suitable to use conjugate gradient
to solve eq. 4.11.
Figure 4·5: Backprojection
While the natural threads in ray-based backprojection is to assign each ray to
a thread, there exists potential collision between rays that intersect the same voxel
(Fig. 4·6b). For example if the following sequence occurs the output has computa-
tional errors:
1. Green thread reads µold(u, v, s)
2. Red thread reads µold(u, v, s)
3. Green thread updates µnew(u, v, s) = µold(u, v, s) + cL(z,t1)(u, v, s)r(z, t1)
4. Red thread updates µnew(u, v, s) = µold(u, v, s) + cL(z,t2)(u, v, s)r(z, t2)
If the sequence above of reads and writes between the green and red threads, the
effects of step 3 is overwritten and the backprojection of r(z, t1) onto voxel (u, v, s) is
lost. As a result a ray-based backprojection that is computed in parallel incurs the
cost of thread communication and synchronization.
42
(a) (b)
Figure 4·6: (a) Ray oriented backprojection where each ray computa-
tion is assigned to a thread (green, red, blue) and done independently.
(b) Collisions at pixel level
The computational burden of the parallel ray-based backprojection is thread com-
munication and synchronization, an alternative formulation to eq. 4.13 is a voxel cen-
tric form. Instead of computing cL(z,t)(u, v, s) by ray tracing L(z, t) and computing
cL(z,t) in voxel space (u, v, s), cL(z,t) is computed in the projection space (z, t). Fig-
ure 4·7 computes µ(u, v, s) for a single voxel. The backprojected value for µ(u, v, s)
is a linear combination of interpolated projection data r(z, t) instead of interpolated
ray-voxel intersections as in the ray based backprojection.
Each voxel’s backprojected value is computed independently of other voxels and,
similar to ray based forward projection, is embarassingly parallel. Each thread com-
putes the backprojected value for each voxel location (See Figure 4·8) without need
for communication and synchronization with other threads. However, since the com-
putation of cL(z,tu,ts) is done differently between a ray based forward projection and a
voxel based backprojection, the two are not perfect adjoints and so CTC is no longer
symmetric positive semi-definite, ruling out some iterative methods such as conju-
gate gradient. While GMRES does not require CTC to be symmetric semi-positive
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(a) (b) (c)
Figure 4·7: Voxel centric backprojection for a single voxel across three
object position. The backprojected value for µ(u, v, s) is a linear com-
bination of interpolated projection data r(z, t).
definite, it has a significant impact on the convergence rate for GMRES. While the
voxel based backprojection is more readily parallelized than the ray based, it makes
the solving eq. 4.11 more difficult.
The weaker convergence rate of GMRES caused by the mismatch between the
forward and back projection is due to different approaches to computing cL(z,tu,ts).
With higher resolution the two different approaches would have less of a disparity.
For example, in Figure 4·9, the yellow voxel is divided into four subvoxels whose
values are computed via the same voxel based backprojection described before. The
resulting backprojected value is the average of the subpixel values. As the subpixel
sampling for the voxel based backprojection increases, the GMRES convergence im-
proves and moves closer to the matched backprojection convergence performance (See
Figure 4·10).
4.3 Preconditioning Linear Tomography
We discussed in Section 2.3.1 that many iterative methods including conjugate gradi-
ent and GMRES have convergence rates that depend on the conditioning of the linear
system. One common practice is to apply a preconditioner to improve convergence
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Figure 4·8: Voxel based backprojection is embarassingly parallel.
Each voxel can be assigned to a thread and computed independently of
each other.
rates
M−1CT r = M−1CTCµ (4.14)
where if M is chosen well such that M−1CTC is close to identity in the least squares
sense and the eigenvalues of M−1CTC are better clustered (κ(M−1CTC) ≤ κ(CTC))
then solving eq. 4.14 will require fewer iterations than solving eq. 4.11. Upon inspec-
tion of the non-zero entries of normal equation operator CTC, Fig. 4·11a, we note
that there is a strong block diagonal component with outlying bands. This suggests
that if we use a block diagonal preconditioner (Fig. 4·11b) for M we may achieve
improved convergence rates with our iterative methods.
As it turns out the central block diagonal components of CTC correspond to
estimation of each slice along the direction of motion independently of other slices (See
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Figure 4·9
Fig. 4·12. The off-block diagonal values that get ignored in the preconditioner account
for the interaction of x-ray photons between voxels in different slices. Solving M−1
efficiently presents its own challenges but the block diagonal preconditioner decouples
the problem from a volumetric problem to a number of smaller 2D problems that can
be done independently of each other.
4.4 Experimental Results
We proposed an alternative geometry which uses linear motion instead of rotations to
create view diversity. By avoiding the need for rotating large baggage or x-ray sources,
linear tomography is feasible in limited environments such as carry-on baggage screen-
ing. However, linear tomography is inherently a limited angle problem, traditional
direct methods such as filtered backprojection are not viable, instead model based
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Figure 4·10: Mismatch of forward and backprojection causes reduc-
tion in convergence rate. Denser sampling of image for backprojection
helps
methods are used. We simulate experiments with a simulated phantom of blocks
(Figure 4·13) and a CT scan from a commercial helical CT system of a suitcase with
a boombox (Figure 4·19). Observed data is then simulated using equation 4.7. For
these experiments, regularization and noise were ignored for computational reasons.
We want to determine the amount of error that is incurred by the shift from rotation
based tomography to linear tomography.
The first phantom that we worked with was a block phantom. We chose a 350mm×
350mm×350mm volume and varied resolution between 5.47mm, 10.94mm, 21.88mm,
and 43.75mm resolution. The resolution 5.47mm for these object sizes was the limit
that our computational resources could manage when running iterative methods such
as GMRES out to completion.
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(a) (b)
Figure 4·11: (a) Example non-zero plot of normal matrix CTC for a
linear tomographic system. Strong block diagonal component with out-
lying bands suggest a possible block preconditioner. κ(CTC) = 20.5×
103 for this example matrix. (b) Block diagonal preconditioner(M)
used for linear tomography with κ(M−1CTC) = 7.29× 103.
Figure 4·12: Inverting the preconditioner M is the same as solving
the tomographic problem for each slice independent of other slices.
We then simulate our linear tomography system described in Sec. 4.1 using Sid-
don’s method (Siddon, 1985) 80cm wide flat panel detector of varying lengths with a
source 100cm above the detector. Since conveyor belt motion generates the angular
48
(a) s− u planar slice (b) v − u planar slice
(c) v − s planar slice (d) Volumetric render
Figure 4·13: Sample planar slices from a 350mm× 350mm× 350mm
block phantom at 21.88mm isotropic voxel resolution. Average voxel
attenuation value: 18.89. Volumetric rendering done with Voreen soft-
ware package with transparency settings to show blocks overlapping
blocks (Meyer-Spradow et al., 2009)
diversity, the longer the conveyor belt the better conditioned CTC will be. For many
of the simulations we predominantly focused on a 120cm long flat panel detector at
1.56mm resolution so that our device was 120cm×100cm×80cm (Fig. 4·14d) making
it smaller than current rotation based CT machines but still larger than the x-ray
scanners currently used for carry-on bag screening.
We then estimate the scene attenuation, µ, by minimizing the residual in a least
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(a) 0cm from the left (b) 30.36cm from the left
(c) 54.64cm from the left (d) Overall setup
Figure 4·14: Simulated linear tomography projections for the block
phantom (Fig. 4·13) on a 120cm×80cm flat panel detector with 1.56mm
resolution
squares sense (eq. 4.10) using conjugate gradient with a matched ray based backpro-
jection and GMRES with an unmatched voxel based backprojection. As discussed
in Sec. 4.2, using a voxel based backprojection is computationally simple to paral-
lelize since it does not require any thread synchronization but incurs computational
differences in the integral equations causing CTC to not be symmetric positive semi-
definite. We see with Figure 4·15 using the voxel based backprojection caused nearly
a three fold increase in iteration count over conjugate gradient using a matched ray
based backprojection.
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Figure 4·15: Convergence rate for GMRES and conjugate gradient.
Since conjugate gradient requires CTC to be symmetric positive def-
inite, conjugate gradient can not be used when using the unmatched
voxel based backprojection.
Since the simulation was done with a synthetic phantom, no observation noise, and
GMRES and conjugate gradient were iterated till the relative residual was less than
10−10, the resulting reconstruction for the block phantom (Fig. 4·16) for the geometry
described above (Fig. 4·14d) has very low error. However, conjugate gradient needed
almost 1000 iterations out of a potential 4096 iterations and GMRES with a voxel
based backprojection needed nearly 3000. Scaling up to regular sized problems, the
number of iterations will become prohibitive.
In Section 4.3 we discussed that the CTC matrix has a dominant block diagonal
component, with each block corresponding the tomographic effects on a single slice.
This suggested that we could use a block diagonal preconditioner to improve the
convergence rates of GMRES and conjugate gradient. Using Figure 4·17b as a pre-
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(a) s− u planar slice (b) v − u planar slice
(c) v − s planar slice (d) Volumetric render
Figure 4·16: Estimated attenuation values, µ, by minimizing residual.
MSE per pixel: 5.68 × 10−8. Volumetric rendering done with Voreen
software package with transparency settings to show blocks overlapping
blocks (Meyer-Spradow et al., 2009)
conditioner for this setup turns the large three dimensional problem into 16 smaller
two dimensional subproblems and has a much improved convergence rate. Figure 4·18
shows the preconditioned GMRES with a voxel based backprojection improved from
3, 000 iterations down to 700 iterations, while GMRES with a ray based backprojec-
tion improved from 549 iterations to only 169.
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(a) (b)
Figure 4·17: (a) Example non-zero plot of normal matrix CTC for a
linear tomographic system with a 21.88mm resolution phantom. Strong
block diagonal component with outlying bands suggest a possible block
preconditioner. κ(CTC) = 20.5 × 103 for this example matrix. (b)
Block diagonal preconditioner(M) used for linear tomography with
κ(M−1CTC) = 7.29× 103.
Our second phantom to demonstrate comparison to realistic images of baggage
screening, was a suitcase with a boombox taken from a commercial Imatron C-150
rotation based CT machine. The suitcase 350mm×560mm×350mm with a resolution
of 0.68mm× 2.0mm× 0.68mm.
The linear tomography system was then simulated in a more expanded geometry to
provide enhanced angular coverage. The source was placed 170cm from the 240cm×
80cm flat panel detector. 30 different positions were taken along the conveyor belt
model (Figure 4·20).
While we approached estimation of µ in the same manner as the block phantom,
due to the size of the problem we only did voxel based backprojection for better
parallel performance with GMRES. However, GMRES’s memory usage scales with
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(a) (b)
Figure 4·18: (a) Convergence of GMRES for with voxel based back-
projection without preconditioning (green), voxel based backprojection
with preconditioning (blue), ray based backprojection without pre-
conditioning (red), and ray based backprojection with preconditioning
(cyan) (b) Close up comparison of preconditioning effect on GMRES
convergence using ray based backprojection
the number of iterations we were forced to terminate the algorithm after only 100
iterations (Figure 4·21).
As a result the estimated linear attenuation coefficients have a large amount of
error relative to the original image from the Imatron CT machine, the overall structure
of the suitcase can be seen in Figure 4·22d.
4.5 Summary
Through our work with linear tomography for carry-on baggage screening, we de-
veloped an alternative configuration using existing conveyor belt setups to capture
different angular views of bags without rotation. We derived a Radon transform
type formulation in Section 4.1 which we then proposed forward and back projection
formulations that are parallelizable. Parallel code will be able to leverage modern
advancements in high performance computing with general purpose GPUs and com-
mercial supercomputing resources. We also developed a preconditioner in Section 4.3
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(a) s− u planar slice (b) u− v planar slice
(c) s− v planar slice (d) Volumetric render
Figure 4·19: Sample planar slices from a 350mm× 560mm× 350mm
suitcase with a boombox at 0.68mm × 2.0mm × 0.68mm resolution
which was originally taken from an Imatro C-150 rotation based CT
machine. Average voxel attenuation value: 239.64. Volumetric render-
ing done with Voreen software package with transparency settings to
show interior of suitcase and boombox (Meyer-Spradow et al., 2009)
that shifts the problem from solving one big three-dimensional estimation problem
into smaller two-dimensional subproblems. The experiments we provide demonstrate
the feasibility of the estimation problem for a small synthetic phantom but also the
computational difficulty that arises when the problem scales up into realistic appli-
cations.
To sum up the contributions of this chapter, we
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(a) 0cm from the left (b) 63.62cm from the left
(c) 134.31cm from the left (d) Overall setup
Figure 4·20: Simulated linear tomography projections for the suit-
case (Fig. 4·19) on a 240cm × 80cm flat panel detector with 0.78mm
resolution
• Developed an alternative configuration for tomographic imaging of carry-on
baggage through the use of linear motion to generate angular view diversity
• Implemented a forward and back projection model that is readily parallelizable
for multicore and multigrid systems
• Developed a block diagonal preconditioner to improve convergence rates of it-
erative methods such as conjugate gradient and GMRES
• Demonstrate reconstructed images with low error for small synthetic phantoms
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Figure 4·21: The GMRES algorithm was terminated after 100 itera-
tions due to computation time.
• Demonstrate visible structural features in reconstruction of a suitcase data pro-
vided by a traditional rotation based CT system
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(a) s− u planar slice (b) u− v planar slice
(c) s− v planar slice (d) Volumetric render
Figure 4·22: Estimated attenuation values after 100 iterations of GM-
RES using a voxel based backprojection. MSE per pixel: 7.35 × 104.
Volumetric rendering done with Voreen software package (Meyer-
Spradow et al., 2009)
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Chapter 5
Nuclear Resonance Fluorescence
In this chapter we shift our focus towards contraband screening in cargo. Cargo
screening presents its own set of challenges compared to passenger baggage screening,
such as high density materials, a wide variety of possible materials, and large object
sizes. One such modality that has been used in this area is known as nuclear res-
onance fluorescence (NRF). We briefly mentioned in Sec. 2.2.2 that when materials
are exposed to high energy photons (> 1MeV ), a nuclei fluorescence event occurs at
isotope specific energies. Classical x-ray imaging at lower energy levels rely on effects
Figure 5·1: Electromagnetic effects when a nuclei is exposed to high
energy photons.
such as transmission and scatter, at energy levels above 1 MeV added phenomena
such as nuclear resonance fluoresence can be observed (See Figure 5·1). Nuclear reso-
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nance fluorescence is similar to other atomic fluorescence events where nuclei absorb
photons, achieve states of excitation, and then decay while emitting photons across
the energy spectrum which can then be measured to provide unique nuclear isotope
characteristics (Bertozzi and Ledoux, 2005). The isotope specificity of the NRF make
suitable for detection of clandestine nuclear material (Pruet et al., 2006). In addition,
since NRF occurs at high energy levels, the interrogating beam is highly penetrative
of the high density material found in cargo.
Figure 5·2: An active cargo screening system built by Passport Sys-
tems, Inc. that utilizes a nuclear resonance fluorescence based isotope
ID detector (Bray, 2016).
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Passport Systems, Inc. has developed an active cargo screening system (Figure
5·2) that currently incorporates nuclear resonance fluoresence as part of a secondary
screening process (Item #5 in Figure 5·2) on areas of interest identified by the pri-
mary scanning process. Their isotope ID detector illuminates regions of interest with
a Bremsstrahlung electron beam (2-8 MeV) and then measures through collimated
detectors the energy spectrum of the location of interest (Bertozzi and Ledoux, 2005).
While nuclear material and heavy metals have strong NRF signal output, common
explosives utilize materials with smaller nuclei yield lower photon counts leading to
increased acquisition time. The higher acquisition time limits the usage of NRF to
only areas of interest previously identified with a different scan. We will discuss
how the current system identifies a material’s chemical composition (Section 5.1), the
impact of attenuation on material spectra, and the need for attenuation correction.
We also implement two classification methods which incorporate spatial coherence on
pixel labels. In the following chapter we will also discuss our method of replacing col-
limated detectors with a coded aperture (Section 6.1) to address the high acquisition
time problem of nuclear resonance fluorescence.
5.1 Material Identification
We will discuss an estimator for the mass of a given element in a particular location
of interest. The mass fraction of each element can then infer the chemical compo-
sition of the area of interest. To build this estimator we consider the properties of
NRF photons. Each nuclei has specific spectral energy bands where they absorb and
resonate energy. Elements produce peaks above background at specific energy levels
(see Figure 5·3a). The background signal (red dots in Figure 5·3b) is due to other
electromagnetic events, such as scattering, that are material dependent but not a
part of the NRF phenomenon. In general the background information is density de-
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pendent but not discriminative enough to identify elements. The ratio of these peaks
(green dots in Figure 5·3b) above background determine an interrogated material’s
fractional mass chemical composition.
(a) (b)
Figure 5·3: Example Nuclear Resonance Fluorescence Spectral Out-
put (Bertozzi et al., 2007). For simplicity we consider NRF spectras
to have two components: a background spectral curve (red dots in (b))
and resonance peaks that are specific to the element emitting NRF
photons (green dots in (b)).
To determine the mass of a particular element in a compound, we will derive an
estimate of the mass of material given the number of resonance photons observed at
various energy levels. We assume an element of mass, m, resonates at n different
energy levels of known rate of photons per gram of material (λ1, λ2, ..., λn) produces
n photon counts (X1,X2, ...,Xn) above background that are i.i.d Poisson random
variables(xi = Poiss(µi)) 5.1. For simplicity, we assume that the background infor-
mation caused by the other electromagnetic effects such as compton scattering and
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pair production are removed and the photon counts x are strictly due the NRF event.
Xi = Poiss(µi)
µ1 = mλ1
µ2 = mλ2
...
µn = mλn
(5.1)
To estimate the mass m we define a maximum likelihood (ML) estimate
mˆ(X) = argmax
X
p(X|m) (5.2)
where p(X|m) is the likelihood function. Since we assume that the n energy levels of
X are Poisson and i.i.d then it can be expressed as the Poisson likelihood L(m)
L(m) =
n∏
1
(mλi)
Xi
Xi!
e−mλi (5.3)
To maximize equation 5.3 we take the first derivative of the log likelihood
d logL
dm
=
1
m
n∑
1
Xi −
n∑
1
λi (5.4)
which after setting to 0 yields the ML estimate in equation 5.5.
mˆ(x) =
∑n
1 Xi∑n
1 λi
(5.5)
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which has a variance
var(mˆ) = var
(∑n
1 Xi∑n
1 λi
)
=
1
(
∑n
1 λi)
2var
(
n∑
1
Xi
)
=
1
(
∑n
1 λi)
2
n∑
1
var(Xi)
=
1
(
∑n
1 λi)
2m
n∑
1
λi
=
m∑n
1 λi
(5.6)
Taking the second derivative of eq. 5.3 will show that the Cramer-Rao bound is the
same as the variance and thus we have an efficient estimator. As we can see with
equation 5.5, the ML estimate is a ratio of the total number of observed photons to
the total true rate of emission at the energy levels relevant to the element.
5.2 Localization through Collimation
To be useful for security and policing applications a method of spatial localization
is needed. We will cover current implementations of using collimated detectors to
provide localization of the point of fluorescence. The Passport imaging system shown
in Figure 5·2 uses a raster scanning of a 2-8 MeV excitation beam combined with
collimation of the resulting emissions (Bertozzi et al., 2007). The beam is scanned
through objects of interest and then the emitted photon spectrum from the decaying
states is collected via photon-counting detectors preceded by parallel collimators,
which localize the emission to a line of response in space. The intersection between
the collimated detector line of response and the illuminating source beam defines a
localized material pixel. Figure 5·4 shows an example setup for one position of the
illuminating beam. Unfortunately, the use of collimation means that a significant
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Figure 5·4: Diagram of a NRF system from Passport Systems, Inc. A
single row of a container is illuminated and then collimated detectors
observe fixed positions along the path of illumination. (Bertozzi et al.,
2007)
portion of the emitted photons are not collected, resulting in a measurement system
that is photon inefficient. Consequently, acquisition times of 20-30 minutes are needed
to produce spectra such as Figure 5·3a for a single pixel. The result is that entire
volumes cannot be tractably scanned. Instead, areas of interest are first identified
via an initial tomographic scan, then collimated source and detectors are focused
on the area of interest to acquire sufficient photons and SNR to make a material
determination. In addition, since attenuation effects are not accounted for in the
existing process, the detected spectra SNR will also vary depending on location within
a container. The difference in spectra for the same material depending on location
also makes labeling of materials more challenging.
The detectors are photon counting detectors that capture photons at each specific
energy bin independently of each other and positioned at an angle less than 90 degrees
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from the source due to NRF photons being isotropic while the other background elec-
tromagnetic effects predominantly propogate forward. The observations are modeled
as the observation of two sources of randomness: the number of NRF photon arrivals
at the detector and errors in the detector readout, due to current fluctuations.
Yik = Zik + w
Zik ∼ Poisson(λij)
w ∼ N(0, σ2)
(5.7)
where Yik is the number of photons detected by detector i at energy k, Zik is a ma-
terial dependent Poisson random variable with rate λik, and w is a data independent,
additive white Gaussian noise due to current fluctuations of the detector.
5.3 Attenuation Correction
We described in Sec. 2.2 that photons that travel through material obey Beer’s Law
(eq. 2.10). NRF photons are subject to these attenuation effects. The existing system
in Fig. 5·2 ignores this phenomena since x-ray transmissions at high energy through
most common materials has low variability across energy and can be seen as approx-
imately a flat reduction of photons on the spectral output. Figure 5·5 shows the
percentage of photons that successful transmit through on average through 1cm of
carbon. For example at 8MeV , 78% of photons will on average pass through 1cm of
carbon but only 62% of the 2MeV photons will pass through. Specifically, the rate
of photons, λij at detector i for energy j is given by eq. 5.8
λik = tcikXik (5.8)
where cik is the attenuation due to the Beers Law effect e
− ∫Li µ for the ray path Li
from source to illuminated pixel to detector and t is the overall acquisition time.
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Figure 5·5: At high energy transmission of photons through many
common materials becomes close to uniform across energy
This attenuation of the NRF spectra can be seen with the example in Fig. 5·6. The
red curve in both plots is the true detected spectra rates expected for 1g of Aluminum.
The blue curve in Figure 5·6a undergoes no attenuation effects from surrounding
material while the blue curve in Figure 5·6b is attenuated by an additional 26cm of
aluminum. To make up for the loss of photons in high attenuation environments such
as the example in Fig. 5·6b is increased acquisition time to acquire a higher photon
count.
We can correcct for this attenuation effect if the surrounding material’s attenu-
ation properties are known, such as would be the case if a conventional x-ray scan
that the system in Fig. 5·2 does. We use a regularized maximum likelihood approach
with a non-zero constraint to estimate the underlying NRF emission spectra
Xˆ = argmin
X
− log(p(Y|X)) + α‖DX‖22
subject to X ≥ 0
(5.9)
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(a) (b)
Figure 5·6: Example observed aluminum spectra with different
amount of attenuation. (a) Pixel with only self-attenuation effects.
(b) Pixel with an additional 26cm of aluminum attenuation.
where Y is the number of photons detected at each detector and at each energy level,
X is the unattenuated NRF fluorescence rate at each energy level for a given x-ray
source, α is a regularization parameter to control spatial smoothness and D is a first
order finite difference derivative operator. Since the data dependent term is Poisson
distributed, p(Y|X) is given by
p(Yik|Xik) = (cikXik)
Yik
Yik!
e−cikXik (5.10)
This however makes Eq. 5.9 nonlinear and difficult to solve. A popular approximation
is to use a weighted least squares approach instead ((Thibault et al., 1999; Fessler,
1994)).
Xˆ = argmin
X
‖Y
t
− CX‖2W + α‖DX‖22
subject to X ≥ 0
(5.11)
where W = diag( t
Y
) and C is a diagonal matrix with the values cik from eq. 5.8
which captures the attenuation effects of the overall phantom. To solve eq. 5.11 we
used CVX, a package for solving convex programming problems, (Grant and Boyd,
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2014; Grant and Boyd, 2008). The solution to eq. 5.11 produces an estimate of NRF
spectra at each pixel which compensates for attenuation effects.
5.4 Spectra Identification
The main strength behind NRF is its ability to identify nuclear isotopes and conse-
quently materials. We consider material classification each pixel has a NRF spectra
associated with a material type (See Figure 5·7). We also assume that a dictionary of
K possible material type with known spectra. Spectra identification in NRF can draw
parallels with hyperspectral imaging which images objects in other electromagnetic
spectrums other than visible light. Current systems such as the Passport System de-
Figure 5·7: A pixel in an NRF image has a spectra associated with it
similar to hyperspectral imaging.
scribed in Fig. 5·2 approach the identification problem by classifying materials of the
spectra directly imaged through the collimated detector. This unfortunately does not
address the issue that attenuation can have upon the detected signal. In addition due
to the localized nature of the existing commercial approach there is no spatial coher-
ence imposed on material identification. Specifically, pixels that are near each other
are more likely to be of the same material type. One possible means of classifying an
unknown spectra would be a 1-nearest neighbor approach like the ones discussed in
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Sec. 2.1 with the following for a distance function for interrogated pixel i
d(Xi, H(k)) =
∥∥∥∥ Xi‖Xi‖ − H(k)‖H(k)‖
∥∥∥∥2
2
, k ∈ 0, 1, 2, ..., K (5.12)
where H(k) is the spectra signature of material k. Since the setup focuses on iden-
tifying a single region of interest, this does not take into consideration neighboring
labels. In the next few sections we will discuss two classification alternatives that
incorporate surrounding labels.
5.4.1 Dictionary Based Approach
In this section, we discuss our first approach to incorporate spatial coherence to the
labels was to use a regularized dictionary based approach which has been applied in
other spectral identification fields such as hyperspectral imaging (Qian et al., 2013).
We cast the problem of determining material identity as a modified Lasso type prob-
lem as follows
Zˆi = argmin
Z
‖Xi −HnrmZi‖22 + α
∑
j∈N
‖Zi − Zj‖22 + β‖Zi‖1
subject to Zi ≥ 0
(5.13)
where Xi is our reconstructed spectral emission rates for pixel i, Hnrm is a collection of
unit norm vectors of the spectra signatures such that Hnrm(k) =
H(k)
‖H(k)‖ , k ∈ 1, 2, ..., n,
Zi is a sparse vector weighting the amount of a material at a given pixel, and α, β are
regularization parameters to control spatial coherence and Zi sparsity respectively.
The α regularization term controls smoothness by imposing a penalty on dictionary
weight differences between first order neighbors (N) of pixel i. Our dictionary Hnrm
has one spectra signature per material. As a result, Zi will ideally be 1-sparse but
will generally not be. The material label for pixel i is determined by whichever entry
of Zi is largest (argmin
i
Zi). Eq. 5.14 is convex and can be solved with conventional
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convex programming packages such as CVX (Grant and Boyd, 2014; Grant and Boyd,
2008).
5.4.2 Continuous Max Flow Approach
In this section we develop a second approach to incorporate spatial coherence to the
labels was inspired by previous work to classify and segment explosive materials us-
ing linear attenuation coefficient curves (Martin et al., 2014) as well as to segment
materials in tomographic images (Jin et al., 2015). We still have our collection of
unique material spectra that each pixel represents, and thus formulate the minimiza-
tion problem as follows
Zˆ = argmin
Z
q∑
i
‖Xi −HZi‖22 + α
∑
(i,j)∈N
‖Zi − Zj‖1
subject to 0 ≤ Zi ≤ 1, ‖Zi‖1 = 1
(5.14)
where Xi is once again the spectra at pixel i in a q pixel image, H is collection of
material specific spectra, and α is our regularization parameter to control smoothing.
Zi is the selection weights of the K materials at pixel i and N is the first order
neighborhood of pixel i. The smoothing term that α controls is known as the Potts
model (Wu, 1982). This minimization (5.14) can then be solved efficiently using the
continous max flow algorithm in (Yuan et al., 2010a; Yuan et al., 2010b).
5.5 Experimental Results
In this section we will develop an experimental phantom that we will use for the
remainder of this chapter and the experiments in Section 6.1. In addition we will
demonstrate attenuation effects on observed and estimated spectras as well as the
impact on classification performance with three different classifiers. We created a
small NRF spectra database for 20 different materials to establish a baseline of ex-
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isting NRF detection systems and compare differences in estimation of attenuation
corrected NRF rates (Xˆ) as well as differences in classification labeling of pixels in
the different labeling methods (Sec. 5.4.1 and 5.4.2). This list of 20 materials also
composes our spectra of known material, H. For further detail on how the spectra
were generated, refer to Appendix A.
Carbon Lead Steel Aluminum Water
Melamine Sodium Chloride Calcium Chloride HDPE Cocaine
Bentonite Fertilizer Tobacco Wood Vodka
Gasoline Hydrogen Cyanide ANFO Black Powder Reddot
Table 5.1: List of Materials with NRF Spectras, for further details
refer to Appendix A
5.5.1 Phantom
Among these materials we chose 4 readily identifiable items: Aluminum, Carbon,
Water, and Sodium Chloride and formed a 64 × 64cm2, 1cm resolution phantom
(Figure 5·8). The phantom represents an aluminum lined box with a mix of carbon
(with the density of diamond, 3.51g/cm3) and salt. On top of the mixture block of
carbon and sodium chloride sits a block of water.
Each pixel in Fig. 5·8 is a label corresponding to a material from Table 5.1.
Each material has a nuclear resonance fluorescence spectra (Figure 5·9) representing
the rate of photons seen by a single detector for 1g of the given material under
direct illumination from a fixed source. For example a carbon pixel in Figure 5·8 has
Figure 5·9b as its corresponding spectra. Depending on location within the phantom,
the illuminating source photons will be attenuated, as will the NRF emission photons.
We also assume the strength of the illumination proportionally affects the amount of
emission such that an increase in source intensity simply increases the emission by the
same proportion, e.g. a doubling of source intensity would result in twice the number
of photons being emitted, just as doubling the exposure time would result in the
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Figure 5·8: A 64× 64cm2, 1cm resolution phantom composing of an
aluminum box with a mix of diamonds and salt submerged in water.
same. These truth spectra were generated using the method described in Appendix
A. One thing of note in these spectra is that for a given pixel, higher mass content
also tends to yield higher background photon counts. For example Figure 5·9c is the
spectra for water and at energies below 2500 keV have higher background photon
rates than the actual peaks in the 6000 to 7500 keV range.
Figure 5·10 displays images of the spatial emission rates at five different energy
levels. These levels are a generic energy level that has no resonance peak for any of
our materials (Fig. 5·10b), a carbon peak for the carbon material (Fig. 5·10e), an
aluminum peak for aluminum (Fig. 5·10c), an oxygen peak for water (Fig. 5·10f),
and a sodium peak for sodium chloride (Fig. 5·10d). For the four materials in the
phantom (carbon, aluminum, water, and sodium chloride), the images at these peaks
should be bright in the locations of those materials. Note the oxygen 4438 peak in
the water region is still lower than the background signal of the denser aluminum box
and the block of sodium chloride.
73
(a) (b)
(c) (d)
Figure 5·9: NRF truth spectra for the four materials used in phantom
((a) Aluminum, (b) Carbon, (c) Water, (d) Sodium Chloride).
5.5.2 Collimated Detectors Simulation
Since NRF photons and source excitation behave as any other photons and are gov-
erned by Beer’s Law. The excitation and fluorescence photons undergo attenuation
effects of imaging non-heterogenous objects which are modeled using Siddon’s method
(Siddon, 1985) to do ray tracing of the photons travel paths. As a result, in addi-
tion to an NRF spectra, each material also is modeled by its own linear attenuation
coefficient curve which we obtained from the NIST X-Ray Mass Attenuation Coef-
ficients Database (Berger et al., 2010). Figure 5·11) shows the linear attenuation
curves for the four materials used in our phantom. We assume this information is
known a priori through some prior scan and becomes incorporated into our obser-
vational model. However, since the linear attenuation coefficient incoprorates other
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(a) Material Labels (b) Background
(c) Aluminum (d) Sodium
(e) Carbon (f) Oxygen
Figure 5·10: 2D Cuts of Spectral Phantom at various energies level.
(a) Material label truth map. (b) First spectral energy bin that is not
significant to any element’s NRF peak response at 2124.47 keV. Values
tend to be higher for higher mass items such as aluminum and sodium
chloride. (c) One of four aluminum spectral peak energies at 2982
keV. (d) One of three sodium spectral peak energies at 4429.2 keV. (e)
One of three carbon spectral peak energies at 4438.03 keV. (f) One of
four oxygen spectral peak energies at 6915.5 keV. Due to water’s low
mass density, the emission rates for water are higher at 4438.03 keV
compared to the carbon peak of 4429.2 keV.
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attenuation effects that are not isotope sensitive like nuclear resonance fluoresence,
it is not discriminative enough to classify materials with. In a commercial system,
such as Passport System’s setup (Figure 5·2), the attenuation information would be
obtained as part of the primary screening setup.
(a) (b)
(c) (d)
Figure 5·11: Linear attenuation coefficient for the four materials used
in phantom ((a) Aluminum, (b) Carbon, (c) Water, (d) Sodium Chlo-
ride) as obtained from the NIST database (Berger et al., 2010)
For our geometric setup, we make a slight adjustment to Figure 5·4 to enhance
illumination of high attenuation areas and simplify the ray tracing of a dual source
setup. Our setup adds a secondary source illumination from the opposing side to
improve illumination on the deepest portions of the phantom as well as assumes
that sensors can be placed accordingly in a live system and ignore the < 90 degree
implementation.
76
Figure 5·12: Our collimated geometry with a two pass source illumi-
nation.
We utilize the same detector model as described eq. 5.8 with σ = 10 and varied
up acquisition time, t and simulated the attenuation of NRF photons using Siddon’s
ray tracing method (Siddon, 1985). The image results shown in this section were for
an acquisition time of t = 29764. Figure 5·13 shows the same five energy bins as in
Fig. 5·10.
The current approach is for a given region of interest to illuminate and collect
photons until sufficient photons are collected. However as can be seen with Fig. 5·13,
a given exposure time may be sufficient for one area but completely insufficient for an-
other to capture enough photons above the detector’s data independent noise thresh-
old. In addition since the photon emission rate is correlated with the amount of mass
at a given pixel, a reduction in photon acquisition due to the attenuation effects can
lead to improper mass values. For example, the aluminum resonance peak at 2982keV
(Fig. 5·13c) is highly non-uniform in intensity and degrades the farther away from the
detector we get and would lead to a reduced estimation of the amount of aluminum
in those pixels. Figure 5·14 demonstrates this on a spectral level. Figure 5·14a is the
observed spectra when pixel (4, 4) is illuminated from the left, while Figure 5·14b is
the observed spectra when pixel (4, 30) is illuminated from the left but the photons
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(a) Material Labels (b) Background
(c) Aluminum (d) Sodium
(e) Carbon (f) Oxygen
Figure 5·13: Collimated photon signals without attenuation correc-
tion for a fixed exposure time (t = 29764) at the same 5 energy bins
as described in Fig. 5·10. ((b) Generic 1st energy bin, (c) Aluminum
peak, (d) Sodium peak, (e) Carbon peak, (f) Oxygen peak). Overall
SNR = 11.18dB
detected by the detector are attenuated by 26cm of aluminum. The (4, 4) pixel’s
spectra (Fig. 5·14a) is closely in line with the true signal due to only being affected
by self-attenuation effects, whereas the spectra of the (4, 30) pixel in the middle of
the left wall (Fig. 5·14b) is much more attenuated leading to a lower mass estimate.
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One thing of note is that while the lower energy bins have higher emission rates they
also have higher attenuation coefficients.
(a) (b)
Figure 5·14: Example observed aluminum spectra at different points
with the phantom. The top left pixel(a) has some self-attenuation
effects thus suppressing the signal a minor amount. However the deeper
pixel(b) has greater attenuation effects from the other parts of the box
and has higher signal suppression rate. Note that the linear attenuation
curve is not flat thus while lower energy bins have higher emission rates
they also have higher attenuation coefficients.
We solve this attenuation correction problem described in Sec. 5.3 with a the
weighted least squares approach
Xˆ = argmin
X
‖Y
t
− CX‖2W + α‖DX‖22
subject to X ≥ 0
(5.15)
using CVX, a package for solving convex programming problems, (Grant and Boyd,
2014; Grant and Boyd, 2008).
The attenuation corrected emission rates are shown in Fig. 5·15 at the same 5
energy bins that were shown for the original phantom in Fig. 5·10 as well as the
observed detector photon counts in Fig. 5·13. The overall mean squared error(MSE)
for this given setup was 1.77× 10−7 where MSE is defined as follows for q pixels and
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K energy bins:
MSE(Xˆ) =
1
qK
K∑
k=1
q∑
i=1
(Xˆik −Xik)2 (5.16)
where Xik is the NRF emission rate for energy k at pixel i.
(a) Material Labels (b) Background
(c) Aluminum (d) Sodium
(e) Carbon (f) Oxygen
Figure 5·15: Attenuation corrected emission rates at the same 5 en-
ergy bins as described in Fig. 5·10. ((b) Generic 1st energy bin, (c)
Aluminum peak, (d) Sodium peak, (e) Carbon peak, (f) Oxygen peak).
The overall MSE = 1.77× 10−7
Note the improved uniformity in the same aluminum 2982 peak (Fig. 5·15c) as
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well as the smoother sodium 4429 peak (Fig. 5·15d). Unfortunately for the given ex-
posure time, detectors that observe low photon rates have insufficient photon counts
to properly estimate the true rate of NRF events for those given pixels. The areas of
low photon counts are due to high keV where there is less NRF activity or in regions
with high material attenuation. For example detectors that measure the 6915.5keV
energy bin (Fig. 5·13f) do not observe enough photons that reconstructed image at
that energy (Fig. 5·15f) is more susceptible to noise amplification. Figure 5·16 gives
example pixel comparisons between observed spectra and attenuation corrected spec-
tra for the other three materials (sodium chloride, water, and carbon). Materials that
naturally have a higher rate of NRF events had better attenuation correction results
(Fig. 5·16b) while materials that had low NRF rates have a large amount of noise am-
plification (Figures 5·16d and 5·16f). We will address this in Chapter 6 with a coded
aperture approach to increase the total photon count observed by each detector.
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(a) Observed Sodium Pixel (b) Attenuation Corrected Sodium Pixel
(c) Observed Water Pixel (d) Attenuation Corrected Water Pixel
(e) Observed Carbon Pixel (f) Attenuation Corrected Carbon Pixel
Figure 5·16: Observed and attenuation corrected spectral samples for
different materials. (a,b) Sodium Chloride, (c,d) Water, (e,f) Carbon
5.5.3 NRF Material Classification Experiments
We discussed in Sec. 5.4 that the major strength of NRF is material identification.
In this section we try out the following classification approaches discussed earlier on
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both direct observation spectra and attenuation corrected spectra.
• Nearest Neighbor Classifier
– Direct Observed Spectra
– Attenuation Corrected Spectra
• Dictionary Based Classification
– Direct Observed Spectra
– Attenuation Corrected Spectra
• Continuous Max Flow
– Direct Observed Spectra inpractical due to methodology
– Attenuation Corrected Spectra
Nearest Neighbor Classification
The first classification method discussed as an option was a nearest neighbor approach
with the following as a distance metric
d(Xi, H(k)) =
∥∥∥∥ Xi‖Xi‖ − H(k)‖H(k)‖
∥∥∥∥2
2
, k ∈ 0, 1, 2, ..., K (5.17)
If we apply this to every pixel of the observed data would yield the labeling in Fig-
ure 5·17. However many of the pixels have low photon counts and unreliable spectra
that are improperly classified, especially in the low rate areas of water in the upper
half of the phantom.
Even if we approach classification with a two step process and first do attenua-
tion correction and then nearest neighbor, the derivative penalty in the attenuation
correction is not enough to ensure smooth classification (See Figure 5·18). More of
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(a) Nearest Neighbor Labeling (b) True Labels
Figure 5·17: (a) A nearest neighbor approach to direct observation
spectra. (b) Truth Map. Low photon count regions in the middle due
to attenuation effects leads to nearest neighbor inability to properly
classify. In addition low photon count of water region produces an mix
of different labels for each pixel.
the sodium chloride pixels are properly classified but areas such as the water have
highly disjoint labels in an area that is uniformly water. More specifically, not only
did we want to impose spatial smoothness in the reconstructed spectras, we wanted
to ensure that there would also be label smoothness. The issue of label smoothness is
(a) (b)
Figure 5·18: A nearest neighbor approach to classification of atten-
uation corrected spectra. Attenuation correction recovers most of the
sodium chloride region but is unsuccessful with the low NRF event rate
materials carbon and water.
only an issue in the case where the estimated rates are unreliable as a good portion
of the aluminum box are correctly labeled in both Figure 5·17 and Figure 5·18. Due
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to aluminum’s high photon count spectra, this correct classification of aluminum will
carry forward in most of the image for the other approaches as well. As mentioned in
Sec. 5.4 nearest neighbor classification on each pixel independently does not incorpo-
rate neighbor pixel labels and so the labeling result does not preserve labels similarity
in homogenous areas when the spectra photon counts are low. We considered two
approaches to incorporate spatial coherence into the labeling process: a dictionary
based approach and continuous max flow formulation.
Dictionary Based Classification
We discussed in Sec. 5.4.1 a dictionary based approach which minimizes the following
function at each pixel i
Zˆi = argmin
Z
‖Xi −HnrmZi‖22 + α
∑
j∈N
‖Zi − Zj‖22 + β‖Zi‖1
subject to Zi ≥ 0
(5.18)
where Xi is the pixel’s spectra to be classified (direct observation spectra or atten-
uation corrected), and Hnrm is the collection of unit length spectras of the known
material spectras created in Appendix A. For this phantom, α and β were chosen ex-
perimentally to be 10−5 for both to consistently provide the most reasonable looking
set of labels. Since for a given pixel, the Zi vector will ideally be 1-sparse, we choose
the label for a given pixel based on the largest entry in Zi. If the highest Zi value
for a given pixel was not more than 10−4 then it was classified as no material. While
the number was chosen experimentally it is approximately the size of the smallest
spectra signature (Hydrogen Cyanide has a L2 norm of 1.92× 10−4). Normalization
of the spectra signatures H was needed otherwise the minimization becomes incon-
sistent across materials and the choice of β became highly sensitive to what material
was being classified. Dense materials with higher mass content required a larger β
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to ensure sufficient sparsity while lighter material required smaller β otherwise the
sparsity penalty dominated and classified all light materials as lead due to lead having
the largest spectral signature. The choice to normalize spectra signatures also allows
the application of this approach to observed collimated data (Figure 5·19). In this
(a) (b)
Figure 5·19: Dictionary based approach to classify direct observation
of collimated spectra data. Smoothness penalty causes a lot of the
water region to be labeled as sodium chloride. Attenuation effects alter
many of the spectra enough that nearest neighbor misclassifies water
pixels as vodka and carbon pixels as cocaine.
case much of the spectra in the water region was labeled as sodium chloride with the
upper/outer regions labeled as vodka. Using attenuation corrected spectra instead
of direct observation we get improvements in certain areas (See Figure 5·20). Some
carbon pixels are now correctly labeled but a large portion are still labeled as other
materials such as gasoline and cocaine. In addition the areas that were labeled as
vodka in Fig. 5·19 are now labeled as water instead. In areas towards the center
where illumination is weak due to attenuation effects, there is still an increase in
misclassifications relative to the sides.
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(a) (b)
Figure 5·20: Dictionary Based Approach to Attenuation Corrected
Spectra. Some pixels in the carbon blocks are labeled properly as car-
bon but a large mix of other materials such as gasoline and cocaine still
appear. The regions that were mislabeled as vodka are now correctly
labeled as water.
Continuous Max Flow
Our final approach we discussed in Sec. 5.4.2 was a continuous max flow approach
which minimizes the following at each pixel
Zˆ = argmin
Z
q∑
i
‖Xi −HZi‖22 + α
∑
(i,j)∈N
‖Zi − Zj‖1
subject to 0 ≤ Zi ≤ 1, ‖Zi‖1 = 1
(5.19)
where Xi is once again the spectra (either direct observation or attenuation corrected)
at pixel i in a q pixel image, H is collection of unnormalized material specific spectra,
and α is our regularization parameter to control smoothing. Once again α was chosen
experimentally and in this approach found to be 1.428× 10−4 which happens to be of
similar size as the smallest spectra signature of hydrogen cyanide even though spectra
signatures are not normalized with this setup. The smoothing term that α controls is
known as the Potts model(Wu, 1982) and penalizes first order neighborhood(N) label
differences.
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Due to this approach using non-normalized spectra signatures, applying this ap-
proach to the observed collimated data becomes unreliable due to the attenuation
effects suppressing the observed signature to be significantly less than the true spec-
tra. As a result, while the dictionary approach was flexible enough to be applied to
both the collimated data and the attenuation corrected spectra, the continuous max
flow approach is much more sensitive to the correct scaling of the X values and thus
can only be used on the attenuation corrected result. Once again the labels were
chosen based on the maximum value of Zi for a given pixel i. Note that the Pott’s
(a) (b)
Figure 5·21: Continuous max flow approach to classifying attenua-
tion corrected data. The outer region of the water section is correctly
labeled as water but the inner regions where illumination is weaker gets
misclassified. The carbon blocks on the left and right side of the image
also have a significant portion of carbon pixels correctly labeled.
model imposes a much stricter smoothness constraint leading to much higher noise
suppression in many areas. The outer edges of the water region is correctly labeled as
water but gets progressively worse the farther towards the center where illumination
is weaker where it misclassifies water as tobacco. Water being labeled as vodka is
due to vodka having a similar oxygen peak as part of the ethanol chemical struc-
ture combined with noise amplification of the lower energies which cause extraneous
peaks (See Figure 5·22a). In addition, in the central area the sodium chloride region
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is also misclassified as black powder due to the sodium peak being suppressed (See
Figure. 5·22b). However, of the three methods the continuous max flow is the only
method to successfully classify a significant amount of the carbon blocks as carbon.
(a) (b)
Figure 5·22: Misclassification of attenuation corrected spectra in
graph cut approach. (a) Water is labeled as Vodka due to Vodka having
the oxygen peaks to match water among other peaks to align with the
noise amplified peaks of the weak water signature. (b) Sodium chloride
is mislabeled as Black Powder due to the suppressed sodium 4429 peak.
5.6 Summary
Nuclear resonance fluoresence provides a material sensitive modality which operates
in the high energy range. This makes it well suited for applications such as cargo
screening. However, the low photon rate of NRF leads to high acquisition times
and limits current applications to localized region of interest interrogations. Current
methods accomodate for attenuation effects by increasing acquisition time to acquire
sufficient photons. Attenuation correction through a maximum likelihood approach
can recover more accurate spectral signatures that aid in classification of material
identity. We also constructed a simulated phantom and accounted for the attenu-
ation effects of the phantom and demonstrate improved classification results when
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attenuation is corrected for. In addition we proposed two classification methods that
incorporate spatial label information.
The contributions of this chapter can be summarized as:
• Specified observation model to incorporate attenuation information in NRF
• Proposed a dictionary based method and a contiunous max flow approach to
classify NRF signatures that enforces spatial label coherence
• Demonstrate improved estimated spectral signatures and classification perfor-
mance with the use of attenuation correction.
Chapter 6
Nuclear Resonance Fluorescence with a
Coded Aperture
In this chapter we propose a coded aperture approach to address the NRF problem
described in Chapter 5 and we also verify that coded aperture performs better than a
collimated system in the presence of high background noise. To improve the number
of photons detected, increase SNR, and reduce acquisition time, a popular approach
in spectral imaging is to replace the collimation based localization with a coded
aperture (McCain et al., 2012; Wagadarikar et al., 2008). In classical imaging, image
resolution is determined by the size of the aperture such that a smaller aperture yields
higher image resolution at the cost of image sensitivity. The collimated detector
equivalent would be narrower collimation yields higher image resolution but lower
image sensitivity. The SNR from a single pinhole is comparable with that from a
collimator system (Fenimore, 1978). A coded aperture system decouples these two
trade offs by capturing multiple shifted versions of the image. By having many
small apertures image resolution is preserved in a coded fashion while improving
image sensitivty. The price is that the underlying image X is coded to yield and
observed image Y. Localization must then be recovered through a decoding step
(See Figure 6·1).
More specifically, the image X, is coded through convolution
Y = h ∗X (6.1)
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Figure 6·1: Classical coded aperture. A coded mask creates multi-
ple overlapping copies to increase signal to noise ratio (Fenimore and
Cannon, 1978).
to yield the coded image Y. In eq. 6.1, h is the coded mask with Nh pinholes. This
can be written as a linear system
Y = CX (6.2)
where C is the convolution matrix operator for the coded mask h. The potential SNR
benefits of using a coded mask over a pinhole system is
√
Nh but this is only achieved
if one were imaging point sources. A coded aperture is favored in situations where
there is a high amount of background noise and concentrated images (Accorsi, 2001).
6.1 Nuclear Resonance Fluorescence
We seek to design a system that addresses the low photon yields of collimated nu-
clear resonance fluoresence systems to lower acquisition time. Our proposed system
replaces the collimators in Figure 5·4 with a coded mask (See Figure 6·2). Each detec-
tor now detects photons from multiple NRF resonance locations and the localization
information is now coded through convolution. The detectors are energy sensitive
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Figure 6·2: Proposed modified system with a coded aperture
photon counting detectors and so we use the same detector model as in Chapter 5.
Yik = Zik + w
Zik ∼ Poisson(λik)
w ∼ N(0, σ2)
(6.3)
However, since we are using a coded mask, the rate of photons observed at a detector is
the linear combination of rates arising from multiple resonance locations. In addition,
as in Sec. 5.3, the rates observed at a detector are affected by the attenuation of the
material being scanned. We define the rate observed by detector i in the k-th energy
bin as
λik = t
p∑
j=1
cijkXjk (6.4)
where p is the number of pixels being illuminated by a collimated source, and Xjk is
rate of NRF events in the k-th energy bin due to the j-th pixel being illuminated.
As discussed before (Fenimore, 1978; Accorsi, 2001), a coded mask with the NRF
setup has a potential SNR gain of
√
Nh where Nh is the number of pinholes used in
the coded mask. However in the NRF application, the scene is typically not a point
source but rather an extended illuminated row and so the expected gains will be less.
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In the following section we explore the regimes where the proposed coded aperture
system provides benefits over the current collimated setup.
6.2 Comparing Reconstructed MSE Between Coded Aper-
ture and Collimated Detectors
To illustrate the effects of a coded aperture along with the potential gains we apply
this concept to a 1-dimensional sample signal, X, in Figure 6·3. We consider coded
aperture in isolation to other events in our intended NRF application, and so attenu-
ation effects are not considered in this section. This 1D phantom was generated with
Figure 6·3: A 64cm length 1D amplitude modulated signal with 100
discretized points used to simulate coded aperture effects.
the following equation
X(u) =
(
1 + cos
(
125pi
2
(u− 32)
))
e
−(5(u−32))2
322
u ∈ (0, 64)
(6.5)
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We consider the same detector model as our NRF application
Yi = Zi + w
Zi ∼ Poisson(λi)
λi = t
p∑
j=1
cijXj
(6.6)
where detector Yi observes an incoming number of Poisson distributed photons with
rate λi along with sensor corruption by data independent Gaussian noise, w.
6.2.1 Three Pinhole Mask
As an example of the effects of coded aperture on acquired data we examine a simple
three pinhole case. We simulated a mask with three pinholes (Nh = 3) spaced 2 cm
apart and sensors with a Gaussian noise floor of σ = 5. The potential SNR gain
for this mask would be about 1.73. The coded version (Figure 6·4a) results in a
signal that is three overlapping copies of the original signal. This was compared to a
collimated version of the data (Figure 6·4b). The average number of photons detected
with collimated detectors was about 2.18 per detector and gets increased by roughly
three times as much by the three pinhole mask to 6.347 photons per detector leading
to a higher SNR which we define as the ratio of the variability of observed rate of
photons accross detectors to the variability of detector noise and Poisson emission
events
SNR(Y) = 10log10
V ar(Z)
V ar(Y − λ) (6.7)
which we calculate across N detectors with the following equation
SNR(Y) = 10log10
∑N
i=1 (tCiX− 1N
∑N
i=1 tCiX)
2∑N
i=1 (Yi − tCiX− 1N
∑N
i=1 (Yi − tCiX))2
(6.8)
where Ci is the linear combination coefficients due to the coded mask for detector i.
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(a) (b)
Figure 6·4: (a) Source signal seen through three pinholes 2 cm apart
with average fluence of 6.347 photons per detector. (b) Source signal
as seen with collimated detectors with average fluence of 2.18 photons
per detector. t = 11.284 in both cases.
The higher data SNR comes with the cost of needing an inversion to estimate
the original signal. We perform this inversion in a similar manner as in Section 5.3
through a least squares approximation of the maximum Poisson likelihood.
Xˆ = argmin
X
‖Y
t
− CX‖2W + α‖DX‖22
subject to X ≥ 0
(6.9)
Since attenuation effects were not used in this 1D scenario, the matrix C is the
convolutional matrix for the coded mask.
Three Pinhole Reconstruction and MSE gains
The three pinhole mask reconstruction (Figure 6·5a) preserved structure whereas the
denoising of the collimated signal (Figure 6·5b) results in a loss of signal due to noise
amplification in the low signal regions. The regularization parameter, α, that controls
smoothing was chosen to minimize reconstructed mean squared error, 1
p
‖X−Xˆ‖22. For
this setup, α was determined to be 0.5995 for denoising the collimated data but 0.2154
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for decoding the three pinhole data. Figure 6·5 shows one example reconstruction with
a MSE gain factor of 1.4338 due to the coded aperture.
(a) (b)
Figure 6·5: (a) Reconstructed signal from 3 pinhole data with a MSE
of 0.0404 (b) Reconstructed signal from collimated data with a MSE of
0.0579. Overall MSE gain for coded aperture by a factor of 1.4338.
To verify the conclusions by Fenimore and Accorsi, we vary exposure time scaling
factor, t, relative to a fixed background noise variance, σ2. Increasing t increases the
total photon count in both collimated and coded systems in a comparable fashion.
At high t the signal component will be high relative to the background noise and one
would expect a loss in MSE performance from the coded aperture. Figure 6·6a plots
the MSE changes as acquisition time, t, is increased for the collimated setup (red line)
and the coded setup (blue line). We notice that the MSE gains in Fig. 6·6b occur
only at low acquisition time (below 56.96s) when background noise is still significant
relative to signal strength. We compared the time when coded aperture no longer
benefits to the relative variations contributed by the data dependent Poisson variation
and the data independent Gaussian noise variation. Since the data dependent Zi at
detector i is Poisson distributed, the variance is the rate, λi. In Figure 6·7, the time
when the 3 pinhole coded aperture no longer provided a MSE improvement (dotted
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(a) (b)
Figure 6·6: (a) Reconstructed MSE for the 3 pinhole coded mask and
collimated detector as acquisition time is increased. (b) MSE gains for
the coded mask stop after t = 56.96s.
green line) lines up with when the average photon rate per detector in the coded
system, λ¯, is higher than the variance, σ2, of the data independent Gaussian noise.
This seems to validate the conclusions of Fenimore and Accorsi (Fenimore, 1978;
Accorsi, 2001) for the 3 pinhole mask.
6.2.2 Random Coded Mask
To further explore different conditions where there are MSE gains from coding, we
move beyond the simple three pinhole mask to a random mask with 50% throughput.
By increasing the mask to a wider and higher throughput mask (Figure 6·8) we
increase the separation of performance between the collimated model and the coding
model. With 50% throughput on a 64cm mask, our Nh in this case is 50 and there is
a potential gain factor of 7.071.
We simulated observations with the random mask shown in Figure 6·8 for the
spread of times in Figure 6·6 and the same phantom (Fig. 6·3). Figure 6·9 is a sample
of observed data for t = 11.284. The average rate of photons per detector for the
collimated observation in Figure 6·9b was 2.18 photons per detector while the average
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Figure 6·7: Noise power comparison between the data dependent Pois-
son noise and the data independent Gaussian noise. The corresponding
acquisition time when the three pinhole mask stops providing benefits
lines up with the point when the average detected rates at the detector,
λ¯ exceeds the variance of the data independent noise, σ2.
Figure 6·8: 64 cm wide random mask with 50% throughput
rate of photons per detector using the coded mask in Fig. 6·8 increased the average
rate of photons per detector from 6.347 in Fig. 6·4a up to an average of 97.52 photons
per detector in Fig. 6·9a. This is in part due to the wider mask which spreads the
strong central emission locations across all detectors but also the higher throughput
of the mask itself.
Figure 6·10 shows the estimated emission rates. The decoded estimate, Fig. 6·10a,
has a MSE of 0.024 down from 0.0404 with the three pinhole in Fig. 6·5a for an
overall gain factor over the collimated estimation (Fig. 6·10b) of 2.422. We varied
the acquisition time, t, like with the three pinhole setup and determine that with our
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(a) (b)
Figure 6·9: (a) Source signal seen through our random mask. Average
rate of photons per detector: 97.52. (b) Source signal as seen with
collimated detectors. t = 11.284 in both cases.
(a) (b)
Figure 6·10: (a) Reconstructed signal from coded mask data with a
MSE of 0.024. (b) Reconstructed signal from collimated data with a
MSE of 0.0579. Overall MSE gain factor of 2.422
random mask, the time when coding stops providing benefits relative to collimation in
Figure 6·11 is t = 71.612s. However we notice in Figure 6·12a that the time when the
random coded mask stops providing benefits sits closer to the time when the average
collimated rates exceeds the Gaussian noise variance when in Figure 6·7 it was closer
to the time the coded detector rates exceed the sensor noise variance. In Figure 6·12b
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(a) (b)
Figure 6·11: (a) Reconstructed MSE for the random mask and colli-
mated detector as acquisition time is increased. (b) MSE gains for the
coded mask stop after t = 71.612s.
it appears that this transition point is potentially upper bounded by the time when
Poisson noise dominates the collimated system and lower bounded by the time when
Poisson noise dominates the coded system.
(a) (b)
Figure 6·12: (a) Noise power comparison between the data dependent
Poisson noise and the data independent Gaussian noise when using a
random mask. The corresponding acquisition time value lines up with
the point when the average observed rate by the collimated detectors,
λ¯collimated exceeds the variance, σ
2 due to sensor noise. (b) The recon-
structed mean squared error benefits of coded aperture are correlated
with when noise is dominated by Poisson or Gaussian based noise.
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6.3 NRF Coded Aperture Experimental Results
With an understanding of when coded aperture benefits reconstruction in a 1D sce-
nario we we now study the nuclear resonance fluorescence system in Chapter 5. A
raster-based excitation is still used, wherein each row of a scene, X, is still individu-
ally illuminated. But instead of using collimation for additional localization, and in
the process discarding a large majority of the emitted photons, we use a coded mask
as discussed in Sec. 6.1, thus capturing many more of the emitted photons. Each
detector now sees a coded version of the emitted photon distribution, and this coding
then needs to be modeled and inverted. We assume that photons that illuminate
the material and photons that are emitted are attenuated according to Beer’s law
and thus the absorption characteristics reduce the number of photons observed. The
governing model for each detector at a single energy band then becomes:
Yik = ZNRF + w
ZNRF ∼ Poisson(λik)
λik = t
p∑
j=1
cijkXjk
(6.10)
where the observed signal at detector i and energy k is still composed of the data
dependent Poisson term along with the data indepdendent Gaussian noise. The rate,
λik, is photons observed at detector i weighted by the attenuation effects, cijk. We
retain the two pass illumination modification done in Section 5.2 where each row is
individually illuminated from the left side and then also the right side. To retain a
consistent field of view in Figure 6·13, we move the detectors for each illuminated
row so that the coded mask is equidistant to the detectors and the illuminated row.
We use the same type of mask described earlier (Fig. 6·8), a 64cm random mask with
50% throughput with a potential reconstructed SNR gain factor of 7.071.
102
Figure 6·13: Our coded aperture geometry with a two pass source
illumination. In order to preserve imaging resolution for each illumi-
nated row, the detectors are moved to keep the coded mask equidistant
between the illuminated row and the bank of detectors.
We simulated the forward model of Figure 6·13 in the same fashion as in Sec-
tion 5.5: using Siddon’s method to trace source x-ray photons and NRF resonance
photon travel paths (Siddon, 1985). The resulting coded signal (Figure 6·15) has
a higher SNR compared to the collimated example which had a SNR of 11.18dB
in Section 5.2 with the same exposure time (t = 29764) and detector noise model
(σ = 10). Once again, our coded mask incurs an added cost of decoding localization
for a significantly higher data signal to noise ratio. Even some of the elemental peaks
show improved clarity for certain illuminated rows. For example, the oxygen peak
shows improved photon throughput for the rows that contain water relative to the
other rows (See Figure 6·14d and 6·14e). We note a similar effect in the carbon 4438
energy bin. The contribution from the top two carbon blocks on the coded image
(Figure 6·14c) is more apparent. However, the random mask encodes localization
information and as a result the information is spread across the illuminated rows.
Figure 6·15 is the number of photons detected by detectors with the random mask at
the same 5 energies used in Chapter 5. We display an energy bin not associated with
any material resonance (2124.47 keV), an energy bin associated with aluminum (2982
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keV), an energy bin associated with sodium (4429.2 keV), an energy bin associated
with carbon (4438.03 keV), and an energy bin associated with oxygen (6915.5 keV).
The overall coded data across all energies has an overall SNR of 26.47dB compared
to the 11.18dB in the collimated example in Chapter 5.
We discussed in Section 6.2 that for a given coded mask and background noise
variance (σ2), the amount of acquisition time, t, before coded aperture no longer
provides benefits is bounded below by the time when the average rate across detectors
for the coded system exceeds the noise variance (λ¯coded > σ
2) and bounded above by
the time when the average rate across detectors in the collimated system exceeds the
noise variance (λ¯collimated > σ
2). Figure 6·16 shows that the time which our coded
mask will no longer provide gains over a collimated system to be between 0.2587×106
and 8.0545× 106.
We estimate the unattenuated fluorescence spectra, Xˆ, using the weighted least
squares approach described earlier in Sec. 6.2
Xˆ = argmin
X
‖Y
t
− CX‖2W + α‖DX‖22
subject to X ≥ 0
(6.11)
where C is a block diagonal matrix with each block corresponding to the convolution
matrix for a given illuminated row at a given energy with coefficients described in
equation 6.10. In Figure 6·17, we compare the estimated attenuation corrected rates
from collimated data that we produced in Chapter 5 and the estimated fluorescence
rates from the coded data in this section for the sodium 4429 energy bin and the
carbon 4438 energy bin. The sodium energy bin (Fig. 6·17c) has improved coverage
in areas with higher attenuation of photons while two boxes of carbon in the 4438
energy bin (Fig. 6·17e) have a stronger photon count relative to the sodium chloride
background surrounding it. We also compare sample pixels of estimated spectras in
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(a) Truth Material Labels
(b) Collimated Data at 4438.03 keV (c) Coded Data at 4438.03 keV
(d) Collimated Data at 6915.5 keV (e) Coded Data at 6915.5 keV
Figure 6·14: (a) True labeling of materials in phantom. (b,c) Compar-
ison between collimated detectors and detectors with a random mask
at the 4438.03 keV carbon resonance energy bin. Presence of carbon in
a given illuminated row is more pronounce with the coded mask. (d,e)
Comparison between collimated detectors and detectors with a random
mask at the 6915.5 keV oxygen resonance energy bin. Presence of water
in an illuminated row is more pronounced with the coded mask.
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(a) Background
(b) Aluminum (c) Sodium
(d) Carbon (e) Oxygen
Figure 6·15: Observed data by detectors through a random mask for a
fixed exposure time (t = 29764) at the same 5 energy bins as described
used in Chapter 5. ((a) Generic 1st energy bin, (b) Aluminum peak,
(c) Sodium peak, (d) Carbon peak, (e) Oxygen peak). Overall SNR =
26.47dB
106
Figure 6·16: Comparison of Poisson based noise power relative to
fixed Gaussian noise power. Expected transition point lower bounded
at t = 0.2587× 106 and upper bounded at t = 8.0545× 106
Figure 6·18. All of the pixels compared show a smoother spectra when estimated from
coded data than from collimated data. The contrast is greatest in the low resonance
materials such as water and carbon which are more susceptible to noise amplification
in the collimated system. Figure 6·19 displays the estimated fluorescence rates from
coded data at the same 5 enerby bins described earlier for Fig 6·15. The overall MSE
when using the random mask was 5.486×10−8 while estimated fluorescence rates from
collimated data had a MSE of 1.77× 10−7 for an overall gain factor of 3.219. While
our t value of 0.298×106 is above the lower bound of 0.2587×106 but below the upper
bound of t = 8.0545× 106 we still do get actual reconstruction MSE improvements.
We varied t to determine the transition point when our coded mask no longer
provides MSE gains over the collimated system. Figure 6·20 shows the actual time
when the coded mask stops providing benefits to be when t > 7.54× 106 which is less
than our upper bound of t = 8.0545× 106.
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(a) Truth Material Labels
(b) Collimated, 4429.2 keV (c) Coded, 4429.2 keV
(d) Collimated, 4438.03 keV (e) Coded, 4438.03 keV
Figure 6·17: (a) True labeling of materials in phantom. (b,c) Compar-
ison between estimated rates of fluorescence from collimated detectors
and detectors with a random mask at the 4429.2 keV sodium reso-
nance energy bin. The sodium chloride no longer has a loss of photons
towards the center due to attenuation. (d,e) Comparison between es-
timated rates of fluorescence from collimated detectors and detectors
with a random mask at the 4438.03 keV carbon resonance energy bin.
Two of the blocks of carbon have better contrast relative to the sodium
chloride background surrounding it.
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(a) (b)
(c) (d)
(e) (f)
Figure 6·18: Example estimated spectra for select pixels for three
different materials. (a,b) Sodium Chloride, (c,d) Water, (e,f) Carbon
6.3.1 NRF Coded Aperture Material Identification
In this section we use the same three classification methods used in Section 5.4 and
compare their performance between the estimated spectra from the coded random
mask in this section and the estimated spectra from collimated detectors in Sec. 5.5.
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(a) Background
(b) Aluminum (c) Sodium
(d) Carbon (e) Oxygen
Figure 6·19: Reconstructed Emission Rate from Coded Data at the
same 5 energy bins as described in Fig. 5·10. ((a) Generic 1st energy
bin, (b) Aluminum peak, (c) Sodium peak, (d) Carbon peak, (e) Oxy-
gen peak). Overall MSE = 5.486× 10−8
We will compare the following three classification methods between the results from
attenuation corrected spectra in Sec. 5.4 and the resulting classification of the esti-
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(a) (b)
Figure 6·20: (a) MSE comparison between NRF coded aperture and
collimated setup. (b) MSE gains with coded aperture when t > 7.54×
106 below our predicted upper bound in Figure 6·16
mated spectra in Sec. 5.5.
• Nearest Neighbor Classifier
– Attenuation Corrected Spectra
– Random Coded Mask Estimated Spectra
• Dictionary Based Classification
– Attenuation Corrected Spectra
– Random Coded Mask Estimated Spectra
• Continuous Max Flow
– Attenuation Corrected Spectra
– Random Coded Mask Estimated Spectra
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6.3.2 Nearest Neighbor Classification
The first classification method discussed as an option was a nearest neighbor approach
with the following as a distance metric
d(Xi, H(k)) =
∥∥∥∥ Xi‖Xi‖ − H(k)‖H(k)‖
∥∥∥∥2
2
, k ∈ 0, 1, 2, ..., K (6.12)
where X is the estimated spectra computed in Sec. 5.5 and H is our collection of
20 unnormalized material spectra. In Sec. 5.5, nearest neighbor classifies each pixel
individually and has no spatial coherence. As a result, classification (Fig. 6·21c) of the
(a) True Labels
(b) Labels of Estimated Rates from Coded
Data
(c) Labels of Estimated Rates from Colli-
mated Data
Figure 6·21: Comparison between classification of estimated spectra
from coded aperture and collimated detectors with nearest neighbor
classifier. (a) True phantom labels. (b) Low photon count regions in the
middle in due to attenuation effects leads to nearest neighbor inability
to properly classify in the collimated detector case. In addition low
photon count of water region produces an mix of different labels for
each pixel.
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estimated spectra from collimated data was susceptible to attenuation effects on the
inner region and also low photon signals in the water region. Using nearest neighbor
on individual pixels with the estimated spectra from the coded data earlier results in
Fig. 6·21b. The spectra for the sodium chloride region in the middle is better filled
in. There is also an increased presence of pixels labeled as water in the water region,
but without spatial coherence, many of the pixels are mislabeled.
6.3.3 Dictionary Based Classification
We discussed a dictionary based approach in Chapter 5 which minimizes the following
at each pixel i
Zˆi = argmin
Z
‖Xi −HnrmZi‖22 + α
∑
j∈N
‖Zi − Zj‖22 + β‖Zi‖1
subject to Zi ≥ 0
(6.13)
where Xi is the pixel’s spectra to be classified (direct observation spectra or attenua-
tion corrected), and Hnrm is a collection of unit norm vectors of the spectra signatures
such that Hnrm(k) =
H(k)
‖H(k)‖ , k ∈ 1, 2, ..., K. Figure 6·22 is a comparison of using the
dictionary based classification on estimated spectra from collimated data (6·22c) and
coded data (6·22b). The major difference between the two is two blocks of carbon
have a large portion of pixels labeled as carbon while in collimated case there is a
large amount of mislabels as gasoline and cocaine. In addition the water region is
more consistently labeled as water.
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(a)
(b) Labels of Estimated Spectra from Coded
Data
(c) Labels of Estimated Spectra from Colli-
mated Data
Figure 6·22: Comparison between classification of estimated spectra
from coded aperture and collimated detectors with the dictionary based
approach. (a) True phantom labels. (b) Estimated spectra from coded
data in low attenuation regions such as the two carbon blocks on the
sides have better classification results. A larger portion of the carbon
and water regions are more correctly classified when compared to the
collimated case. (c) Classification of estimated spectra from collimated
data using the dictionary based approach.
6.3.4 Continuous Max Flow
The other approach discussed in Sec. 5.4 was a continuous max flow approach where
we minimize the following
Zˆ = argmin
Z
q∑
i
‖Xi −HZi‖22 + α
∑
(i,j)∈N
‖Zi − Zj‖1
subject to 0 ≤ Zi ≤ 1, ‖Zi‖1 = 1
(6.14)
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where Xi is once again the spectra (either direct observation or attenuation corrected)
at pixel i in a q pixel image, H is collection of material specific spectra, and α is our
regularization parameter to control smoothing. Once again α was chosen experimen-
tally and in this approach found to be 1.428×10−4 which happens to be of similar size
as the smallest spectra signature of hydrogen cyanide even though spectra signatures
are not normalized with this setup. In Figure 6·23 we compare the classification result
of the continuous max flow approach on the estimated rates from coded data (6·23b)
and collimated data(6·23c). Figure 6·23c has a much larger region of misclassified
(a)
(b) Labels from Estimated Spectra from
Coded Data
(c) Labels from Estimated Spectra from Col-
limated Data
Figure 6·23: Continuous max flow approach to classifying attenua-
tion corrected data. The outer region of the water section is correctly
labeled as water but the inner regions where illumination is weaker gets
misclassified. The carbon blocks on the left and right side of the image
also have a significant portion of carbon pixels correctly labeled.
material due to attenuation effects altering the estimated rates.
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With all three methods classification labels are improved when using the estimated
spectras from coded data as compared to the collimated case. However, similar to
the collimated case each method performs differently even on the coded estimates.
Since nearest neighbor has no spatial coherence constraint, in regions with low NRF
activity the labels are still sporadic and volatile for areas that are uniform materi-
als. The dictionary based approach and continuous max flow method both impose
spatial coherence and create a smoother set of labels across pixels in homogenous re-
gions. Since the continuous max flow penalizes on a Potts model, the label results are
smoother than the dictionary based approach. However, the continuous max flow’s
use of non-normalized material spectra makes it more sensitive it to scaling offsets in
the estimated spectra.
6.4 Summary
In Chapter 5 we discussed an existing material sensitive modality called nuclear res-
onance fluorescence. The existing methodology to localize point of fluorescence by
using collimated detectors has low photon yields and leads to higher acquisition times.
To that end we proposed in this chapter to increase total photon yields by replacing
the collimated detectors with a coded mask. We explored regions where our coded
mask would provide MSE benefits over an equivalent collimated system and validated
the findings of Fenimore and Accorsi that coded masks create better images in sit-
uations with high background noise. A portion of this work was also published and
presented at the 2016 Electronic Imaging Conference (Sun et al., 2016). Finally we
applied the three classification methods discussed in Chapter 5 (nearest neighbor,
dictionary, and continuous max flow) to the estimated spectra from coded data.
The contributions in this chapter can be summed up as:
• Applied coded aperture to NRF and explored conditions for coded aperture to
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produce improved images
• Demonstrated improve reconstructed spectra quality compared to collimated
systems
• Explored different classification approaches on estimated spectra from coded
aperture
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Chapter 7
Summary and Contributions
In this dissertation we develop methods and algorithms for security related detection
scenarios that enhance and focus information resulting in simpler geometries and data
rates lower than conventional approaches. We established a dimensionality reduction
approach that incorporates sensing structure to improve classification performance
over conventional approaches. In the area of computed tomography we built a recon-
struction model to perform limited angle tomographic reconstruction in a setup that
utilized linear motion instead of rotation to acquire diverse angular views. Finally we
explored the benefits of coded aperture and applied them to the limited data through-
put of nuclear resonance fluoresence. We will cover more explicitly the contribution
of each area below.
In Chapter 3 of the dissertation we developed a random projection that incorpo-
rated a sensing structure into the statistics of the projection such that the reduced
feature vector had improved classification performance compared to both classical
direct and two-step classification approaches. In Chapter 3 we apply these techniques
and demonstrate these improvements on both a synthetic dataset and a popular face
dataset. This work we eventually published as part of the 2012 Statistical Signal
Processing Workshop (Sun et al., 2012).
In Chapter 4 we proposed a tomographic framework using linear motion from a
conveyor belt to generate linear motion a limited set of angluar views. By compacting
computed tomography into an existing setup we provide a potential means of incor-
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porating computed tomographic images for limited environments such as carry-on
baggage screening. However, due to the limited angle nature of the problem cur-
rent methodologies of estimating the linear attenuation coefficients are impractical
and model based inversion is used instead. To that end, we develop and implement
and forward and back projector on parallel systems such as multi-node or GPUs to
efficiently compute iterations of the model based iterative reconstruction methods.
We also proposed a preconditioner that decomposes the large 3D volumetric problem
into a series of smaller 2D slice tomographic problems to improve the convergence
rates of these iterative methods. For our experiments we utilized a dataset of a suit-
case acquired from classical rotation based CT machines as well as a synthetically
constructed phantom and demonstrate comparable reconstructions. This work was
presented as part of the 2011 DHS Summit Student Day (Sun and Karl, 2010).
We discuss current uses of nuclear resonance fluoresence along with current means
of imaging cargo with this modality in Chapter 5. We examine limitations of the cur-
rent localization approach with using collimated detector, namely the poor image
material specificty when regions of interest are deep inside cargo and attenuation ef-
fects can alter estimated mass totals. We added attenuation correction to an existing
NRF setup that utilizes collimated detectors for localization. We also applied differ-
ent classification approaches and demonstrate that attenuation corrected spectra are
more accurately classified than classification on the direct observations. Furthermore,
the classification approaches we utilized incorporates spatial coherence of labeling to
produce a smoother labeling of materials in homogenous regions. The two methods
to incoporate spatial label coherence were the dictionary based approach and the
contiuous max flow method. From our initial experiments with these two classifica-
tion approaches, the dictionary based approach is robust to scaling errors but the
normalized data fidelity can sometimes also result in incorrect classification due to
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the density of an object having significance towards material identification.
Finally in Chapter 6 we explore the benefits of coded aperture and verify Feni-
more and Accorsi (Fenimore, 1978; Accorsi, 2001) work that coded aperture provides
an improvement in SNR and MSE in situations with high background noise. We
establish for our given setup that this holds true when the average fluence at the
detectors exceeds the variance of the data independent noise. We apply this under-
standing of coded aperture towards the nuclear resonance fluoresence and proposed a
modified setup to replace the collimated detectors in Chapter 5 with a coded mask.
We demonstrate experimentally improved estimated spectra and material identifica-
tion with the classification methods used in Chapter 5. A portion of this work was
presented as part of the 2016 Electronic Imaging Conference in the Computational
Imaging Group (Sun et al., 2016).
7.1 Future work
Some ideas for future work on the coded aperture and nuclear resonance fluoresence
work are as follows:
1. Joint minimization of reconstruction and labeling
• Initial attempts for this with alternating minimization have resulted in
convergences after 1-2 iterations meaning the iterations are not actually
helpful.
• Possible idea is to explore the ADMM framework
2. Extend the dictionary approach to be a true dictionary
• The current dictionary approach relies on a ”dictionary of materials” which
can be potentially exponential in size for every possible material seen in
cargo screening
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• A dictionary of elements would be more compact and better related to
classical dictionary approaches instead of simply using 1-sparse vectors.
3. Non-uniform exposure time
• As the 1D coded aperture experiments demonstrated gains for coded aper-
ture are dependent on when data independent noise exceeds data depen-
dent noise.
• Current uniform exposure time means some illuminated rows are poten-
tially above this threshold while others are still under
• Increasing exposure time relative to depth of illumination can potentially
yield even better results
Overall our goal is to develop tools for enhancing the information gained from a
reduced amount of data to produce comparable results at a reduced cost in time and
money.
Appendix A
Nuclear Resonance Fluorescence Material
Dictionary
The dictionary of materials used in Chapters 5 and 6 were developed based off a
dataset of experimentally derived nuclear resonance fluoresence data for the list of
items in Table A.1.
Carbon Lead Steel Aluminum Water
Melamine Sodium Chloride Calcium Chloride HDPE Cocaine
Bentonite Fertilizer Tobacco Wood Vodka
Gasoline Hydrogen Cyanide ANFO Black Powder Reddot
Table A.1: List of Materials with NRF Spectras
Initially we started with a background signal for each material at 50 different en-
ergy bins related to element resonance energies. These were based on experimentally
measured nuclear resonance fluorescence spectra. For example Figure A·1 shows ex-
ample background spectras for 1g of carbon and sodium chloride respectively. Using
the experimentally provided 50 points as anchor points, we interpolated an additional
50 energy bins between 2150 and 8000 keV.
Each material had the element specific resonance information added onto the
background spectra. For example in Figure A·2a carbon has 3 resonance energy
levels (3683.9, 3927.03, 4438.03 keV); while in Figure A·2b, sodium chloride has 3
sodium resonance energy levels (4429.2, 4938, and 5741 keV) and also 3 chloride
peaks (3002.4, 3086.2, 5215.4 keV).
We generated spectra for our experiments in Chapters 5 and 6 for each material
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(a) (b)
Figure A·1: Background spectra for 1g of carbon and sodium chloride
respectively. Each spectra utilized 50 experimentally measured values
at energies specific to isotope fluoresence energies. An additional 50
energies were interpolated between 2150 and 8000 keV.
(a) (b)
Figure A·2: Nuclear resonance fluorescence spectras for (a) carbon
and (b) sodium chloride.
in Table A.1 in a similar fashion shown in Figures A·3 to A·5. These also composed
of our dictionary of possible spectra for classification in Section 5.4.
123
Figure A·3: NRF Spectra for carbon, lead, steel, aluminum, water,
melamine, sodium chloride, and calcium chloride.
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Figure A·4: NRF spectra for HDPE, cocaine, bentonite, fertilizer,
tobacco, wood, vodka, and gasoline.
125
Figure A·5: NRF spectra for hydrogen cyanide, ANFO, black powder,
and Reddot.
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