In this paper, an algorithm for coding 20 Hz -15 kHz speech signals at 64 kbit/s with a very low delay (frame of 0.1 6 ms) is presented. To achieve a quality near to transparency, we propose adapting the Low-Delay CELP coder [I 1 to the 15 kHz bandwidth and suggest a new noise shaping method based on a psych+ acoustic model. In this way we take advantage of linear predictive coding and masking properties of the human perception system. Finally, an algebraic codebook is proposed, allowing an important reduction of coder computational complexity, without decreasing the perceived quality of signals.
INTRODUCTION
High quality speech coding plays an important role in modern telecommunication systems, especially in videoconference and teleconference systems. Compared with narrow band (300 Hz -3400 Hz), or wideband (50 Hz -7 kHz) speech, the expansion to the 20 Hz -15 kHz bandwidth increases significantly the quality of the signals, and improves the sensation of remote speaker presence. To ensure good interactivity in the communication systems, the one-way delay should not exceed 100 ms including processing, sound recording and transmission delays, leaving only about 20ms for the encoder-decoder delay. To achieve these aims, we propose a high quality coding algorithm at 64 kbids for the 20 Hz -15 kHz speech signal. The starting point of our research was the Low-Delay Code-Excited Linear &diction method (LD-CELP), originally developed for narrow band signals [l] . Several problems (filter stability, coding noise, etc.) arise from the extension of this algorithm to the 20 Hz -15 kHz bandwidth (21. In this paper, we suggest a new noise-shaping method based on a psycho-acoustic model of the human perceptual system. Moreover, in order to reduce the complexity of this algorithm, we propose the use of an ternary algebraic codebook.
. SYSTEM OVERVIEW
The proposed coding system is based on backward adaptive CELP coding [l]. The basic principles of this algorithm are summarised as follows. The LFC coefficients are updated at the encoder (local decoder) and at the decoder by backward adaptive linear prediction on the previously synthesised signal. Only the excitation parameters are transmiaed to the decoder. The excitation signal is a 5-sample vector, selected from a 7 bits shape codebook using the analysis by synthesis method and scaled by a gain factor quantized on 3 bits. With this backward LPC method, the buffering delay is only 5 samples, i. e. the exciation fxame length. The direct extension of the LD-CELP scheme to rhe 20 Hz -15 kHz bandwidth gives rise to degradations, especially coding noise and some defaults due to filter instabilities. A detailed analysis of these problems shows that the role of some coder components has to be reconsidered. The necessity for the reoptimisation of the coder parameters was confined by informal listening tests.
SYNTHESIS FTLTER ORDER SELECTION
An imponant parameter of the system is the synthesis filter order.
In the LD-CELP coding system, its value was set to 50 so that the s p e c d envelope and also the harmonic structure of high pitched signals could be modelled. To have the same prediction gain for a sampling rate of 32 k&, the filter order should be equal to 200. In addition to the computation complexity caused by such a high order, we must solve the problem of the filter instability. In order to determine the optimal filter order, we measure the prediction gain depending on the filter order. Figure 1 shows an example of the experiment results. G e n d l y , for male voices saruration occurs for a filter order greater than 60, although for the female voices this behaviour is less marked. According to these results, we canid out a series of simulations of the coder using four different synthesis filter orders. Figure 2 illustrates the evolution of the segmental signal-to-noise-ratio (SNRseg) depending on the filter order. At an order of greater than 64 the SNRseg continues to i n w e slowly for music signals, but we observe a slight decrease for speech.
Thus the synthesis filter order is fixed at 64, which appears to be a fair compromise between a good spectral resolution and a reasonable algorithm complexity. 
RESTITUTION OF SIGNAL PERIODICITY
In our coder, the size of the excitation vector is 5 samples, which corresponds to a temporal resolution of 0.16 ms for a 32 kI-h sampling frequency. This choice allows, by adapting the gain and selecting the optimum excitation vectors, the reproduction of the details and the periodicity of the linear predictive residual, without requiring a roo high filter order. Therefore, all the fundamental speech frequencies can be correctly modelled. This phenomenon is illustrated in figure 3 for a female voice signal. We notice that the short term excitation presents periodic peaks fairly synchronised with the original signal pitch.
In our coder, the modelisation of the spectral envelope is provided by the synthesis filter, whereas the pitch modelisation is mainly ensured by the choice of the optimum vector and their gains.
ms
figure 3: Modelisation of the filter synthesis excitation. From top to bottom : the original signal &=280Hz), the synthesised signal, the excitation of synthesis filter (order 64).
OPTIMUM PERCEPTUAL FILTER FOR NOISE SHAPING
In CELP coders, the use of a perceptual filter allows the shaping the coding noise spectrum, so that it could be perceptually masked by the signal. This filter has the form:
where I/A(z) is the synthesis filter. By varying 3; and 'y2, it is not possible to control both the shape and the tilt of the perceptual filter spectrum on a wide bandwidth with a large dynamic range. It should be noted that the proposed method dots not introduce any additional delay, since the filter coefficients are determined from the input signal preceding the current frame. . Figure 5 shows the LPC spectrum of the synthesis filter, the spectrum of the classical noise-weighting filter, with tilt correction, and finally the spectrum of the perceptual filter, determined from the optimum masking shape. We observe that the new LPC perceptual filter is a good model of the optimum masking shape. We also notice that the classical weighting filter spectrum is very far from the optimum coding noise shape, in the perceptual sense. In fact, between 1 kHz and 3 kHz the frequential response of the classical weighting filter is above the optimum perceptual shape, which makes the quantization noise more audible. Moreover, between 6 lcHz and 8 kHz, and beyond 11 kHz, its frequency response is well below the auditory threshold.
A re-optimisation of classical filter parameters (yl, yd and tilt control filter parameters does not achieve optimum noise shaping.
BIT ALLOCATION AND CODEBOOK

OPTIMSATION
This procedure is fully backward adaptive, so only the excitation indexes are transmitted to the decoder. The shape codebook index is coded with 7 bits and the gain codebook index with 3 bits. With a 5-sample frame and at the sampling frequency of 32 lcHz the bit rate is 64 kbids.
The shape codebook has been designed using a closed-loop iterative procedure [8). Figure 6 shows 1 'w Figure 6 : Results of the shape codebook optimisation design: behaviour of average weighted mean-square error depending on the optimisation loops.
CODER COMPLEXITY REDUCTION
In C U P coders the most computationally complex block is the analysis-by-synthesis research of the optimum code word in the codebook. The index of the optimum code vector is obtained by minimising the following distortion expression:
where ck is the vector of index k, z the target vector, H the lower triangular matrix of the truncated impulse response of the cascade of the synthesis and perceptual filters and the symbol c , > represent the inner product. In this research procedure, for every LFC frame, the codebook vectors are filtered and in this way adjusted depending on the signal characteristics. This filtering operation implies an important computational load in the =search procedure. The introduction of a temary algebraic codebook reduces the search computational complexity [9]. This algebraic code is generated using modulo-3 arithmetic with five digits and by using the following transposition: ( 
w h m 1SjS(3i-1)/2 and OSic5. We observe that the code-vectors are obtained by shifting to the left and by a Iink with one of the ternary symbols. TIUS, the energy Et = I IHckI 1' can be calculated using the expression:
where int(x) is the smallest integer that is less than or equal to x and for 1 5 k l (35-1)/2. To complete the computation of the distortion the following equation can be applied: 
RESULTS
Two versions of the coder have been tested and all the parameters (synthesis filter order, excitation vector size, shape codebook) have been optimised. In the first version, we use the classical weighting filter, and in the second, the perceptual filter determined from the optimum masking shape. The segmental S N R values for a corpus of speech and music signals, synthesised by the two coders are shown in table II. By using the new perceptual filter, the seemental S N R increases by about 1.5 dB. This gain appears to come from a better noise shaping, especially in low frequencies, as illustrated in figure 4 and fiewe 5, Our informal listening tests confirm the quality improvement due to this new optimum-shaping method. In particular, a si-@ificant increase in the clearness of the synthesised signals is obtained.
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