A topic model is a type of statistical model to determine abstract "topics" that occur in a collection of documents. Topic modeling is a frequently used text-mining tool employed in the discovery of hidden semantic structure in a body of text. Intuitively, given that a document is about a particular topic, it would be expected that certain words would appear in the document more or less frequently. A document typically is concerned with multiple topics in different proportions thus, in a document that is 10% about "A" and 90% about "B", there would probably be about 9 times more "B" words than "A" words. The "topics" returned by topic modeling techniques are clusters of similar words. A topic model captures this notion in a mathematical framework, which allows the examination of a set of documents, based on the statistics of the words used in each document, what the topics might be, and what each document's balance of topics is.

Topic models are also described as probabilistic topic models, which refers to statistical algorithms used for the discovery of latent semantic structure in an extensive body of text. In this age of information, understanding large collections of unstructured bodies of text is simply beyond an individual's processing capacity due to the amount of written material encountered each day. Topic models can help to organize written material and offer insight. Originally developed as a text-mining tool, topic models have been used to detect "instructive" structure in data such as genetic information, images, and networks. They also have applications in other fields such as bioinformatics \[[@b1-ophrp-10-115]\].

Topic modeling is a type of big data analysis methodology for discovering abstract topics that repeatedly occur in a collection of documents. When writing an article, an author has a specific keyword in mind, this keyword is repeated throughout the article. The collection of keywords is modeled as a finite mixture over an underlying set of topic probabilities, and then a latent topic in a specific document is returned \[[@b2-ophrp-10-115]\].

The web scraping method has recently been developed where data mining is employed to automatically collect and analyze large-scale web documents. There are many open-source libraries provided for data mining, thus making it possible to analyze big data with only a small amount of coding. Text mining is not only a good method for identifying the structure of a text and extracting concepts, but is also useful for visualization \[[@b3-ophrp-10-115]\]. Text mining is being used to determine trends in journals, social network services such as twitter and blogs, customer types (through online reviews), and the discourse of big data in news outlets \[[@b4-ophrp-10-115]--[@b8-ophrp-10-115]\].

In the current issue of Osong Public Health and Research Perspectives, Cho et al examined the flow of topics in the field of women's health, by analyzing news articles on healthcare using topic modeling \[[@b9-ophrp-10-115]\]. The data obtained by preprocessing were analyzed using the Latent Dirichlet Allocation algorithm and major topics from the news articles were extracted.

Chronological analysis demonstrated that most of the articles were focused on "Healthcare," while the other 9 topics represented only a relatively small proportion of the information from news articles between the years 1993 to 2000. During 2001 to 2005, most of the articles were focused on "Medical Service" and "Dietary supplement," whilst some prominent topics were magnified by public interest, compared to those focused on Healthcare in the 1990s. It was observed that the difference in the proportion of each topic was small after 2011.

The authors concluded that changes in topics related to disease were not clearly distinguished in the 1990s. Since the 2010s, it was possible to verify that the articles related to "women disease" were more prevalent and articles had various topics of disease.
