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Abstract 
The marine current turbine (MCT) is an exciting proposition for the extraction of 
renewable tidal and marine current power. However, the numerical prediction of the 
performance of the MCT is difficult due to its complex geometry, the surrounding 
turbulent flow and the free surface. The main purpose of this research is to develop a 
computational tool for the simulation of a MCT in turbulent flow and in this thesis, 
the author has modified a 3D Large Eddy Simulation (LES) numerical code to simulate 
a three blade MCT under a variety of operating conditions based on the Immersed 
Boundary Method (IBM) and the Conservative Level Set Method (CLS).  
The interaction between the solid structure and surrounding fluid is modelled by the 
immersed boundary method, which the author modified to handle the complex 
geometrical conditions. The conservative free surface (CLS) scheme was implemented 
in the original Cgles code to capture the free surface effect.  
A series of simulations of turbulent flow in an open channel with different slope 
conditions were conducted using the modified free surface code. Supercritical flow 
with Froude number up to 1.94 was simulated and a decrease of the integral constant 
in the law of the wall has been noticed which matches well with the experimental data.  
Further simulations of the marine current turbine in turbulent flow have been carried 
out for different operating conditions and good match with experimental data was 
observed for all flow conditions. The effect of waves on the performance of the turbine 
was also investigated and it has been noticed that this existence will increase the power 
performance of the turbine due to the increase of free stream velocity. 
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 Introduction 
Renewable energy usually refers to those natural sources of energy which are possible 
to use without diminishing the resource and may have been in human use since the 
earliest humans first started using fire. Modern renewable energy technology can date 
from the late 20th century and is thought to provide about 9.7% of final energy 
consumption worldwide and is still increasing (REN21 2013). The current European 
target is to source 20% of the Europe's energy from renewable sources by 2020 and to 
aid this, UK was given a target of meeting 15% of the energy demand from renewable 
sources.  
Among all the renewable energy sources, tidal power has the distinct advantage of 
being highly predictable compared with some other forms (solar and wind energy etc) 
which gives tidal energy development an important potential for further electricity 
generation. By the end of 2013, the total capacity of commercial ocean energy will 
reach 527MW, with most of this being tidal power facilities (Sims et al. 2011). In 
addition to this, there are numerous experimental fields and demonstration fields soon 
to be deployed around the world, particularly in the United Kingdom. 
The marine current turbine (MCT), is an exciting proposition for the extraction of tidal 
and marine current power that has recently gained momentum as a viable technology 
and is currently the subject of much attention and research. The world’s first and only 
commercially operational tidal turbine, SeaGen, Strangford Lough, NI, locates in 
Strangford Narrows, Northern Ireland and can deliver over 6,000MWh per year into 
the UK grid. However, given it is a fairly new type of technology, a lack of long term 
data means caution is required when investing in the marine energy market and as a 
result more extensive research should be carried out. 
Research surrounding MCTs is focussed in several areas: power generation, 
environmental effects, and turbine array design. The design of the Marine Current 
Turbine is of the most importance because it can easily affect the efficiency of power 
extraction which is its fundamental purpose. Generally, there are two ways of 
developing research in this area: experimental analysis and numerical simulation. 
Chapter 1 Introduction 
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From experimental studies, information about the performance of the turbine under 
various conditions can be obtained in great detail but may require much effort and 
time. Meanwhile, a Computational Fluid Dynamics (CFD) study is much cheaper both 
financially and in time and can be easily implemented for different designs. With the 
development of high performance computing technology, it is possible to perform 
numerical simulations with great accuracy and in large scales and therefore CFD 
simulation is widely used in the research of Marine Current Turbines.  
To provide an efficient and reliable computational tool for simulating Marine Current 
Turbines, there are several things to be taken into account. Firstly, the tidal stream in 
which the MCTs operate is ever-changing and inherently turbulent. To evaluate the 
effect of these turbulence structures, the simulation must be carried out with extremely 
fine grids or with a proper turbulence model, such as DNS, LES, or RANS, and is a 
challenge to compute on its own. Secondly, the interaction between the rotating 
turbine blades and surrounding fluids is essential to provide the correct prediction of 
the power output. Furthermore, current-wave interaction poses another challenge for 
CFD simulations as accurate simulations of the free surface are needed throughout the 
whole process. 
To address these problems, various fields of work are reviewed to provide an insight 
into the background of the current research. The literature reviewed can be divided 
into several sub-sections: 1) Marine Energy; 2) Fluid-structure interaction; 3) Free 
surface flow.  
 Marine Energy  
1.1.1 Resources 
Marine energy or power refers to the energy carried by ocean waves, tides, salinity 
and ocean temperature differences. The term ‘marine energy' usually encompasses two 
main subcategories: wave power and tidal power. Wave power is derived from winds 
blowing across large expanses of sea, which then generate sea waves that contain 
significant quantities of energy. The total world wave energy resource is estimated to 
be 1-10 TW. Tidal streams are mainly caused by the movements of oceans and are 
driven by the interaction of the gravitational fields of the earth, sun and moon with an 
estimated potential resource as 5 TW (Isaacs and Seymour 1973). For the author’s 
Chapter 1 Introduction 
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own research interest, this thesis mainly focuses on the extraction of tidal stream 
power for which all marine current turbines are being operated. 
Tidal current energy is very site specific, optimised only where tidal range is amplified 
by factors such as shelving of the sea bottom, funnelling in estuaries and reflections 
by large peninsulas. The European Union reported in 1996, it is stated that the tidal 
resource is strongest and therefore of special interest around the UK, Ireland, Greece, 
France and Italy with the rated power exceeding 10 MW per square km. In these areas, 
106 promising locations have been identified and given an estimated total electricity 
output of 48 TWh per year (CEC 1996). Based on the UK’s electricity consumption 
of 328 TWh for 2010, tidal power has a potential of supplying more than 10% of its 
demand.  
As mentioned previously, tidal power has the distinct advantage of being highly 
predictable compared with some other forms of renewable energy and also it can have 
a load factor ranging from 20% to 60% (Boud 2003), where the load factor is the ratio 
of average output over the theoretical maximum output over a period of time. For a 
typical onshore wind farm, this is between 28-30%, higher for an offshore wind farm. 
In most cases, the load factor of the sites with a pure tidal flow ranges between 40% 
and 50 %. For non-tidal flows, the number may reach up to 80%. A more recent and 
comprehensive review of tidal energy resources in the context of power generation 
can be found in the work of Blunden and Bahaj (2007). 
There still remains considerable uncertainty about the detailed characteristics of the 
marine current resource. All of the assessments to date have either ignored the change 
in flow conditions due to the effect of the generating devices, or have been based on 
more or less arbitrary proportions of kinetic energy flux through a site (Blunden and 
Bahaj 2007). Both long-term data and efficient three-dimensional and turbulent 
numerical flow models would be valuable to produce more comprehensive and 
accurate resource assessments. 
1.1.2 Technology 
There are various devices designed to extract power from the ocean depending upon 
the type of marine energy. For tidal power, there are 3 type of generating methods 
available: tidal stream generator, tidal barrage and dynamic tidal power. Tidal stream 
Chapter 1 Introduction 
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generators extract the energy from the kinetic energy of the moving water most 
commonly by the use of a turbine. Tidal barrages make use of the potential energy in 
the difference in height between high and low tides with the major drawback that they 
can only generate when the tide is flowing in or out - in other words, only for 10 hours 
each day. Dynamic tidal power is a new and untested method of power generation. It 
would involve creating large dam-like structures extending from the coast straight into 
the ocean, with a perpendicular barrier at the far end (Hulsbergen et al. 2008). Due to 
its large scale, there are concerns regarding its impact on the nearby environment, 
sediment transport and shipping. 
Even within the subcategory of tidal stream generations there are many different 
designs, varying in technology, cost and energy potential. The European Marine 
Energy Centre (EMEC) has identified four main types of Tidal Energy Convertor: 
horizontal axis turbine, cross-axis turbine, oscillating hydrofoil and enclosed tips 
(Venturi) (EMEC 2011). Among all these designs, the first two kinds of marine turbine 
are mostly considered for stream tidal power extraction.  Axial-flow turbines are of 
the propeller type with a horizontal axis which is more reliable in predicable flows and 
usually more suitable for installation in shallow waters (20-30m water depth), for 
example, Fig 1.1 (a) shows the design of a MCT which is comprised of two axial-flow 
turbines and has been used in the SeaGen project in Northern Ireland. The cross-flow 
turbines, such as the Edinburgh University “Polo” project (Salter 1998) shown in Fig 
1.1 (b), are of a Darrieus type with a vertical axis which can operate in either direction 
and can operate in both shallow and deep waters (50m depth or greater),. Both the 
horizontal and vertical axis designs and their performance when implemented in the 
water are discussed in the paper by Franekel (2002). Turbines with enclosed tips, also 
called Venturi turbine, can concentrate the flow by a tunnel- like collecting device 
submerged in the tidal current and then can be driven directly by the flow or the 
pressure difference between inlet and outlet. The ‘Clean Current’ Turbine shown in 
Fig. 1.1 (c) with its in-stream energy conversion technology can be scaled to produce 
as much as 10 MW. The oscillating hydrofoil, in which a hydrofoil is attached to an 
oscillating arm and its motion is caused by tidal current flow from either side of a fin. 
This motion is then converted into electricity by driving fluid in a hydraulic system. 
A well-developed prototype of this design (see Figure 1.1 (d)) combines high 
conversion efficiency and an ability to continuously align with the current direction. 
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1.1.3 Environmental Impact 
The environmental impact of submerged marine current turbines will be low compared 
with other power extraction devices. In the European Commission Report (CEC 1996) 
it is described as “no pollution, noise, land use and hardly any visual impact”.  At the 
current stage, the main areas of concern about marine turbines are about navigation 
and fishing. However if the installation of MCTs become large scale, cumulative effect 
may become progressively more significant in terms of flow alteration, and 
sedimentation. Fraenkel (2007) has pointed out that two of the key environmental 
issues are: 1) the effect on flow and sediment transfer; 2) threat of impact on marine 
wildlife from turbine rotors. Also site-specific environmental impact should be fully 
evaluated before development and later installation. 
1.1.4 Ongoing research of the MCTs 
Compared with the well-established wind turbines theories, research on marine current 
turbines or the tidal stream turbines still is in relative infancy.  Around the world, there 
are only a few full-scale prototypes operating at the sea condition and even less 
published data about their performance. Over the past few years, extensive research 
on the hydrodynamic performance of scaled horizontal axis marine turbines has been 
done by the Bahaj group (Bahaj et al. 2007a; Bahaj et al. 2007b) and has been widely 
accepted as the benchmark data by the following researchers.  In numerical models, 
the blade element-momentum theory has been employed to investigate the basic 
performance of the marine current turbines (Barltrop et al. 2007; Batten et al. 2006, 
2008) and their results compared to the experimental values obtained in Bahaj’s group.  
However, in these studies, the blade element-momentum method relies highly on 
experimental measurement to provide accurate approximation of the blade 
performance and neither the effects of viscosity nor wake structures are considered.  
Recently, computational fluid dynamics (CFD) simulation has gained popularity in 
evaluating the unsteady performance of marine current turbines as the Navier-Stokes 
equation used in these simulations can inherently capture the viscous effect and hence 
able to provide more accurate predictions under unsteady complex flow conditions. In 
the work of  Fan et al. (2010), Faudot and Dahlhaug (2011), Lawson et al. (2011) 
among others, Reynolds-Averaged-Navier-Stokes (RANS) simulation has been 
carried out to evaluate the transient flow behaviour and the characteristic of the wake 
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behind the operating turbine. In the recent work by Afgan et.al (2013), Large Eddy 
Simulation (LES) has shown improved of flow-physics and unsteady loading, 
particularly for operation away from the design point .  
 
(a)  SeaGen (Picture from Marine Current Turbines Ltd) 
 
(b)  Polo by Edinburgh University (Picture from Edinburgh University) 
       
(c) Clean Current Turbine (Picture from Clean Current Power Systems 
Incorporated)     
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(d) bioStream (Picture from BioPower Systems Pty Ltd)     
Figure 1.1 Examples of four different types of Tidal Energy Converter identified by 
EMEC 
 Fluid Structure Interaction 
1.2.1 Background 
Fluid structure interaction (FSI) problems are concerned with the interactions between 
the internal or surrounding fluid flow and immersed structures and are of great 
importance in a wide range of scientific and engineering areas. Due to their nonlinear 
nature, it is not usually possible to analytically solve such problems and experimental 
analysis are restrained with its inherent limitations. In such circumstances, CFD 
techniques or numerical simulation is generally accepted as a convenient and reliable 
approach to investigate these problems. According to Hou et al. (2012), the numerical 
methods for FSI problems can be classified depending on the types of the mesh used: 
the conforming mesh methods and non-conforming mesh methods. 
With conforming mesh methods, the structure interface is considered as physical 
boundary condition and the mesh should be updated with the movement/deformation 
of the solid interface.  Under this framework, the fluid field is first solved at a given 
interface location. Then the structure interface is updated based on the prescribed 
movement or the force from the resulting fluid field. Once the boundary condition on 
the interface is satisfied for both the force and displacement, the solution can then 
marched to the next time.  These methods are easy to implement with relatively low 
computational cost and are widely used in CFD simulations. However, for problems 
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involving large translation and rotation of the solid structure or 3D complex 
geometries, the re-meshing procedure can be troublesome and time consuming. 
With the non-conforming mesh methods, the interface location and its boundary 
condition are treated as constraints imposed on the model equations thus no remeshing 
is needed (H. Hou et al. 2013).  Among these methods, one which is widely used 
methods is the immersed boundary method proposed by Peskin (1972). A detailed 
literature review about this method and its development is given in the next subsection. 
1.2.2 Immersed Boundary Method 
The “Immersed Boundary Method” was first developed and introduced by Peskin 
(1972) to simulate blood flow in cardiac systems. In his original work, neither the 
motion of the fluid nor the solid boundaries was known; the only known factor was 
the initial state of the fluid and solid. Therefore, liquid-solid interactions need to be 
determined by solving the equations of motion of the fluid in conjunction with the 
governing equations for the elastic body. The equations governing the fluid flow are 
solved for the entire computational domain on a Cartesian grid; the effect of the 
immersed solid boundary is then imposed on the flow through a body force term in 
the Navier-Stokes equations. The force on the interface boundary is calculated by the 
governing equations of the solid and extrapolated onto the nearby fluid grids with an 
extrapolation function and is then used to calculate a new fluid velocity. The new 
velocity field is then interpolated again onto the interface where a non-slip boundary 
condition applies to give a velocity of the virtual surface by which the new surface 
location can be updated accordingly. In the next time step the body force on the 
interface can be calculated again by Hooke’s Law and then extrapolated to the nearby 
fluid domain. In short, the motion of the fluid and solid are coupled together by the 
non-slip boundary condition and virtual body force on the solid-fluid interface. The 
advantage of this method is that it can be freed of the troublesome process of 
generating or updating meshes surrounding the object, especially for moving objects 
or complex geometries. While a known issue of the IBM is that the interpolation and 
distribution of the body force need to be carefully tuned to avoid introducing additional 
instability. Methods based on Peskin’s formulation have been widely used in various 
problems including higher Reynolds number fluid-solid interaction (Lemmon and 
Yoganathan 2000), bubble dynamics (Unverdi and Tryggvason 1992) and flow past 
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flexible filaments (Zhu and Peskin 2003). flow over a stationary cylinder (Peskin and 
Lai 2000). In other areas, a slight variant developed by Laveque and Li (1997) based 
on this method is able to simulate problems with discontinuous solutions like the 
interface between fluids in two-phase flows. Fig. 1.2 shows the result of a heart 
simulation using the immersed boundary method reported in McQueen and Peskin 
(2000). It can be clearly seen that a vortex pair has developed near the mitral value 
which has moved down towards the apex of the left ventricular. 
 
 
Figure 1.2 Streamlines of ventricular fillings of a heart simulation using Immersed 
boundary method (McQueen and Peskin 2000) . 
As Peskin’s method was designed for bodies with an elastic boundary, it will face 
some difficulty in simulating true rigid bodies because the Hooke’s law used for the 
elastic body may not be suited well in the rigid limit (R. Mittal and Iaccarino 2005). 
In 1993, Goldstein et al. (1993) applied a feedback control to compute the force on a 
rigid immersed boundaries. The body force is then spread to the nearby fluid grids 
near the interface via a discrete delta function but the feedback force is calculated from 
a feedback loop instead of from state equations of constitutive laws. 
     VUVUF   
t
dt
0
                                     (1.1) 
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where U is the velocity interpolated from the interface and 𝑽 is the desired velocity of 
the interface which is the physical velocity, and τ is a placeholder variable for time. 
In the above method, the two negative parameters  𝛼  and 𝛽  have to be manually 
selected based on the problem investigated. This method shows promising results for 
simulation of a start-up laminar flow, start-up flow around a cylinder and flow over 
both flat and rough walls in turbulent channel flow (Goldstein et al. 1993). Saiki and 
Biringen (1996) also proved that this method was capable of simulating moving solid 
boundaries such as in the case of flow past a rotating and horizontally oscillating 
cylinder at low Reynolds number (Re = 400). However, in unsteady fluid simulations, 
there will always be errors in the boundary treatment at the virtual interface which can 
sometimes cause severe stability problems (Zhang and Zheng 2007). In addition to 
that, the spring-like feedback loop will cause the feedback force to oscillate and 
introduces further errors in the flow. Therefore, it can be expensive and inaccurate to 
simulate flow with complex 3D geometries and high Reynolds numbers. 
Another immersed boundary method, known as the direct forcing IB method, was 
developed by Mohd-Yusof (1997). The body forces are determined by the difference 
between the interpolated velocities on the boundary points and the physical velocities 
and these are then applied primary on the virtual solid to satisfy the boundary condition 
on the immersed  interface at every time step. The forcing term generated in this 
manner can directly “correct” the errors between the calculated velocities and the 
desired velocity on the boundary and ensure the desired velocities are correctly 
imposed on the solid surface. The constant parameters are no longer needed to obtain 
the desired boundary condition and therefore there is no stability limitation as in 
Goldstein’s method. This direct-forcing method was later successfully used to 
simulate flow over a 3D complex geometry (Fadlun et al. 2000) and moving 
boundaries together with DNS and LES models (Verzicco et al. 2000). The method 
used in our research is also based on Mohd-Yusof’s direct forcing IB method with 
some modifications in the interpolation of the velocity and extrapolation of the body 
force which will be discussed in detail in the methodology Section 3.1. 
In recently years, numerous variations of immersed boundary method have been 
published. For example, Tseng and Ferziger (2003) developed a ghost-cell method 
from the direct-forcing IB scheme to simulate flows in complex geometries  and 
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Glowinski et al. (1995) have unified the method of Peskin and Mohd-Yusof to form a 
method called “fictitious domain method”. Some researchers have successfully 
combined the immersed boundary method with other methods to take into account 
both the solid-solid and solid-fluid interactions and enable the simulation of larger 
scale and more complex problems (Ravoux et al. 2003), Level set (Yang and Stern 
2009a) and etc.  
 Free Surface Schemes 
1.3.1 Overview of free surface problems 
One key difference between wind energy and tidal energy is that the presence of a free 
surface because the fluid domain from which MCTs extract energy is bounded by the 
interface between water and air. Under such condition, the flow can no longer be 
assumed to be unconfined. The confinement associated with the presence of the free 
surface and the sea floor introduces a blockage effect that can increase the maximum 
power extracted from the flow. In addition to that, the presence of the turbine also 
affects the free surface level, which can lead to indirect effects on turbine performance 
and wake characteristics. Thus, in order to predict the performance of a MCT in real 
operating conditions, a free surface model should be implemented. 
In physics, a free surface is the surface of a fluid that is subject to a constant normal 
stress and zero tangential shear stress. Gravity waves, jet flow, and two immiscible 
fluids mixed together are all free surface problems. The numerical simulation of flows 
with free surfaces is usually complicated because the interface topology keeps 
changing with time. It will be more complicated if a solid body or moving body exists 
in the fluid system.  
As with other research topics, the research surrounding the free surface problem can 
be divided into two large subcategories: experimental study and numerical simulations. 
The experimental study of a free surface problem covers a vast area from surface 
tension effects of tiniest drop of water to enormous ocean waves. The latter usually 
involves the measurement of the flow field and surface profile at different time stages 
to get an exact representation of the free surface problem using modern monitoring 
and tracking technology, such as large-scale particle image velocimetry (LSPIV) and 
ultrasonic-velocity-profile (UVP) monitor. As for experiments for small scale and 
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steady problems, it is easy to set up and able to capture the true physics, their results 
can be taken as exact solutions for theoretical models and used as validation references 
in further studies. However, for large scale and unsteady problems, the configuration 
of the experimental study may encounter difficulty due to the dimension and transient 
feature of the investigated subject. In this case, numerical simulation with a proper 
free surface scheme may have its advantage of being able to predict flow patterns 
which are difficult to reproduce in laboratory experiments. Regardless of the schemes 
used, there are three essential features in dealing with free surface problems: the free 
surface scheme must be able to describe the shape and location of the surface; the 
shape and location of the surface must be able to evolve with time; the boundary 
condition must be satisfied on the interface (Hirt and Nichols 1981). 
Over the last few decades, the development of accurate and robust numerical schemes 
for free surface flow has become a very active research field. Based on the way the 
free surface is descripted, these methods can be classified into three groups: Eulerian, 
Lagrangian and Mixed Eulerian-Lagrangian. Among all of the Lagrangian description 
methods, the most representative one is the Smooth Particle Hydrodynamics (SPH) 
method (Bockmann et al. 2012), which uses particles that are transported with the 
fluid. The SPH method is powerful in that it eliminates the need for a mesh and thus 
avoids complex mesh movement issues. However, it is still in its infancy and suffers 
from some inherent deficiencies: for example, a lack of consistency that can lead to 
poor accuracy and a tensile instability that can result in distortion of the material 
domain (Belytschko et al. 2000). This issue was later addressed and solved by using 
buoyancy correction model (Kruisbrink et al. 2012). The arbitrary Lagrangian–
Eulerian (ALE) (Ganesan and Tobiska 2012; Hirt et al. 1974) formulation is another 
method used to model the small interface deformation which has been known to be 
very efficient. For interfaces undergoing large deformations, a fairly expensive re-
meshing procedure is needed. 
On the other hand, Eulerian methods are generally divided into two categories, 
interface tracking and interface capturing (Ciortan et al. 2012; Unverdi and 
Tryggvason 1992). The former method computes the liquid flow only, and the free 
surface is represented and tracked explicitly either by special marker points, or 
attached to a surface mesh. The marker and cell (MAC) method of Harlow and Welch 
(1965) was the first attempt to treat flows with complex interfaces and belongs to the 
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surface tracking method. In this method, the interface is reconstructed by following 
massless interface particles that move with the local fluid velocity. In real practice, 
markers however need redistribution due to fact that they may either move close 
together or further apart. Also, if the markers move independently of each other, 
oscillations on the interface may occur. The difficulty in handling drastic changes in 
the interface topology is an inherent weakness of the surface tracking method. 
In contrast, interface capturing methods have gained more popularity for their 
capability of dealing with complex topology changes. Rather than tracking the 
interface explicitly, those methods rely on an implicit representation of the interface 
with an indicator function. Among the front capturing methods, the volume of fluid 
(VOF) method and level set (LS) methods have drawn the most attention.  
Published literature cited in this thesis mainly focus on methods which can be 
performed on fixed Cartesian grids because the author wishes to retain the advantage 
of the IB Method when they are combined together in the future study.  A detailed 
review of the Marker-and-Cell (MAC) method, Volume of Fluid (VOF) method, Level 
Set Method (LSM) and Height Function Method are listed in the following subsections. 
1.3.2 Marker and Cell Method 
The MAC is the earliest scheme designed for time-dependent free surface problems  
developed by Harlow and Welch (1965). It employs sets of Lagrangian virtual 
particles move with time to represent the fluid surface which is defined to exist in any 
grid cell that contains particles that also has at least one neighbouring grid cell that 
contains no fluid. The dynamics of the incompressible viscous fluid was solved using 
a finite difference solution technique based on the staggered grid systems and the 
surfaces is then updated by moving the markers with locally interpolated fluid 
velocities.  
Fig. 1.3 shows a sketch of typical mesh and marker-particle layout used by Harlow 
and Welch (1965). On the whole grid system, a cell with no marker particles is 
considered to contain no fluid while the cell containing marker particles, lying adjacent 
to an empty cell neighbour, is called a surface cell. All other cells with particles are 
considered to be fully filled with fluid.  By tracking the marker particles which move 
with the local velocity, it is possible to track the free surface at each time step.  
Chapter 1 Introduction 
28 
 
After the original MAC scheme was developed, many extensions and modifications 
have been made to improve its accuracy and applicability. Surface tension was 
introduced by Daly (1969) to enforce a correct stress condition on the surface and then 
Hirt and Shannon (1968) incorporated it into the original scheme. In 1970, Amsden 
and Harlow (1970) have developed a simplified MAC method (SMAC) which is able 
to deal with free surface flows and with free-slip or no-slip conditions applied on rigid 
boundaries. Chan and Street (1970) made further modifications to the interpolation 
scheme and pressure boundary condition in their own SUMMAC version to handle 
finite amplitude wave simulations. 
 
Figure 1.3 Sketch of typical mesh and marker-particle layout proposed by Harlow 
and Welch (1965) . 
In the MAC scheme mentioned above, the markers track the fluid volumes instead of 
the surfaces. Surfaces are simply the boundaries of the volumes, and in this sense 
surfaces may appear, merge or disappear as volumes break apart or coalesce. 
Therefore, this method is able to describe breaking waves but may require a good deal 
of computational resources to accommodate all of the marker particles which makes 
it very expensive in solving 3D problems. Recently, a variant of the MAC scheme 
called the Surface Marker Method allows one to place particles only near the surface 
and greatly shortens the computation time (Chen et al. 1991). Later they have 
combined the Surface Marker Method with the Micro Cell Method to form a new 
SMMC scheme which is capable of simulating transient free surface fluid flow 
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problems that include multi-valued free surfaces, the impact of free surfaces with solid 
obstacles, and converging fluid fronts such as those that occur during wave breaking 
(Chen et al. 1997). This scheme is then modified and redeveloped to handle free 
surface problems in three dimensions (Bidoae and Raad 1998; Bidoae 2000).  
1.3.3 Volume of Fluid Method 
The Volume-of-Fluid (VOF) method is a free surface scheme based on the concept of 
a fluid volume fraction. It was developed by Hirt and Nichols in 1981 as a way of 
having the powerful volume-tracking feature of the MAC method without its large 
memory and CPU costs (Hirt and Nichols 1981). In each finite control volume, a 
function F is defined to represent the fraction of the volume occupied by fluid.  A 
value of F equal to one means that the cell is full of fluid while F equals zero denotes 
an empty cell. Then cells with F values between 0 and 1 must contain a free surface. 
For each mesh, the VOF method only requires one additional storage space but will 
still be able to retain the mass conservation feature of the MAC method. In practice, 
F is a discontinuous function; its value jumps from 0 to 1 when the argument moves 
into the fluid interior. 
Knowing the volume fractions for all of the control volumes, the position of fluid 
surface (and its slope and curvature) within a particular surface cell can be located 
using the volume fraction of its neighbour cells. The normal direction to the surface 
boundary lies in the direction in which the value of F changes most rapidly. Once the 
normal of the surface boundary is known, the surface within the cell can be constructed 
using some linear function, see Fig. 1.4. This boundary location can then be used in 
the setting of boundary conditions, such as the proper gas pressure (plus equivalent 
surface tension pressure) and zero shear-stress approximation at the surface.  
 
Figure 1.4 The reconstructed free surface using Hirt-Nichol’s VOF method (1981). 
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As with the particles in the MAC method, the volume fractions in the VOF method 
also need to be updated with time but in a way that the discontinuous nature of the 
distribution is retained. The time dependence of F is governed by the equation below: 
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where u, v, w is the velocity variable and F is the fraction of volume in the cell. 
This equation cannot be easily solved directly because numerical diffusion and 
dispersion errors will destroy the sharp, step-function nature of the F distribution. The 
most popular approach to the equation is the so called donor-receptor method 
mentioned in the work of Hirt and Nichols (1981), which first allows the empty region 
of the surface-containing cell to fill before transmitting fluid on to the next cell using 
information from neighbouring cells. It is easy to model the solution in one dimension 
using this scheme, but for two or three dimensions the solution is not as accurate as in 
one dimension because an exact determination of the shape location of the surface 
cannot be made. Nevertheless, this technique can be made to work well as evidenced 
by the large number of successful applications that have been completed (Hirt and 
Nichols 1981; Nichols and Hirt 1978; Sicilian and Hirt 1984).  
Due to the robust feature of mass conservation and its ability to handle breaking 
surfaces, the VOF method became quickly popular after it was firstly developed.  In 
1982, Youngs (1982) proposed a method with a more accurate piecewise linear 
interface calculation (PLIC) scheme than Hirt–Nichols’ VOF and is accepted as a 
contemporary standard in many computer codes including ANSYS Fluent. Nowadays 
the VOF method is widely used in many applications, such as multiphase flow and 3D 
problems (Puckett et al. 1997; Rider et al. 1995). However, because the volume 
fraction function F is a step function, it is difficult to obtain the accurate curvature and 
smooth the discontinuous physical quantities near the interfaces, the interface has to 
be explicitly reconstructed, which can cause the interface to be oscillatory. 
Furthermore, the transport inconsistencies between density and velocity in problems 
involving high density ratio suffers from spurious errors in momentum, which leads 
to spurious variations in kinetic energy. 
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To overcome these issues, hybrid methods using VOF and other free surface schemes, 
such as height function, and level set etc., have also been developed for the purpose 
of higher accuracy and efficiency. For example, Rudman have proposed a new 
algorithm for volume tracking (FCT-VOF) based on the concept of Flux-corrected 
Transport (FCT) which requires no explicit interface reconstruction (Rudman 1997). 
Also, a coupled level set/volume-of-fluid (CLSVOF) method has been developed and 
implemented for computing 3D and axisymmetric incompressible two-phase flows 
(Sussman and Puckett 2000). Although all of the coupled methods have excelled the 
original method in certain aspect, the coupling has brought in additional problems. 
Their cost is typically greater than the cost of the standard VOF method. Aslo, the 
efficiency of the CLSVOF method is restricted by the time step size restrictions for 
the geometric transport of the VOF scalar. Moreover, the complexity of these 
techniques is significantly greater than each stand-alone method. 
1.3.4 Level Set Method 
The level set method is a numerical technique used for tracking interfaces and shapes 
and was first developed by Osher and Sethian (1988). Later it was successfully used 
to compute solutions for a two-phase incompressible flow together with the projection 
method (Sussman et al. 1994). This approach allows a large density ratio (about 1000 
to 1), surface tension, and jumps in viscosity while a high order of accuracy is retained. 
A level set function φ is employed to represent the signed normal distance from the 
interface and we have a bubble inside the fluid, it is taken as positive outside the bubble 
and negative inside. Therefore, the bubble interface is the zero level set. Then the 
position of the interface can be tracking by solving the level-set evolution equation 
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which is in the same form as the transport equation for F in the VOF method. 
In order to keep φ as a signed distance function in the course of its evolution, it should 
be iteratively solved using the following equation 
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where τ is the fictitious pseudo-time, and the solution is marched until a steady state 
of 




 has been sought. S( 0 ) is the sign function, where a value of -1 is given for φ 
< 0; where a value of 1 is given for φ > 0; and a value of 0 is given for φ = 0, 
respectively.  
 For numerical purpose, it is useful to smooth the sign function like 
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where 0 is the initial value of  φ and h is a small amount to smooth the sign function. 
Since the level set function is a signed distance function, then the slope and curvature 
can be calculated explicitly once the level set function is known and can be used later 
to enforce the correct boundary condition.  
One disadvantage of the level set method is that it cannot conserve mass exactly. To 
alleviate this problem, Sussman and his co-workers have used finer grid resolutions 
and higher order schemes in their studies (Olsson and Kreiss 2005; Sussman and 
Fatemi 1998; Sussman et al. 1999). Another approach proposed is to couple the level 
set and  VOF methods which is robust for mass conservation (Sussman and Puckett 
2000; van der Pijl et al. 2005). Other studies using the level set method include wave-
body interactions (J. Yang and Stern 2009b) and single phase applications (Carrica et 
al. 2007b; Carrica et al. 2007a). 
1.3.5 Height Function Method 
The concept of the height function was first proposed to describe the free surface by 
Nilchols and Hirt for three-dimensional wave predictions near obstacles on a fixed 
rectangular grid (Nichols and Hirt 1973). They extend the idea of interface marker 
particles by relating the reference points on the interface to points on a certain 
reference plane. The free surface was treated directly as a moving boundary and a 
single-value height function H(x,y,t) was used to represent the surface with respect to 
one of the co-ordinate directions. The height function is calculated and updated from 
a separate equation usually governed by the kinematic boundary condition. 
Chapter 1 Introduction 
33 
 
0








w
y
H
v
x
H
u
t
H                                           (1.6) 
where u,v,w are the velocities in the  x,y,z directions respectively and z denotes the 
vertical direction. 
Another equation which also uses the height function to track the free surface is called 
the conservative free surface equation. This equation is obtained from integration of 
the continuity equation over the depth from the impermeable bottom wall to the free 
surface, using the kinematic boundary condition shown in Eq. 1.6. The conservative 
form of the free surface equation can then be written as: 
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where –B denotes the distance from the bottom wall to the reference plane. 
Finite-difference approximations to the above equations are easy to implement. In 
practical applications, this approach is extremely efficient in terms of computer 
storage and is very suitable for the modelling of non-complex free surfaces in three 
dimensions. Based on a flexible mesh system, it was used to model surface waves 
arising from the passage of the ships by Miyata and Nishimura (1985). Other 
researchers have implemented height functions in a two-dimensional implicit interface 
fitted framework and respectively presented results for the initial stages of a collapsing 
liquid column and channel flow with small disturbances at the free surface (C. J. Lai 
and Yen 1993; Soulis 1992). The main disadvantage of this method is that it is 
impossible to simulate breaking waves, bubbles and droplets which have multiple free 
surfaces due to the restriction to single valued functions. To solve this problem, several 
improvements have been proposed and conducted by the later researcher, for example 
replacing Cartesian coordinates with polar coordinates or a local reference frame.  
Another method used by Castrejon and Splading (1988) is to represent the surface 
using massless particles and advect them in a Lagrangian manner. A combination of 
VOF and height function methods have been developed by Thomas et al. (1995) to 
provide smooth surface movement with mass conservation. Recently, there is a 
growing interest using a non-hydrostatic model and the height function to simulate 
free surface problems (Ahmadi et al. 2007; Jankowski 2009).  
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1.3.6 Summary 
The literature study of free surface tracking presented in this chapter shows that each 
method has its own advantage and disadvantages and should be chosen carefully if 
used in practical simulations. To summarize, the height function method requires least 
effort if implemented into an existing fluid solver; the level-set method is also easy to 
implement with its novel surface tracking scheme but does not conserve the mass 
exactly; the Volume-of-Fluid method conserves better mass during the surface 
evolution process but require explicit interface reconstruction; the Marker-and-Cell 
method has the same feature of good mass conservation as the VOF method but 
requires large computational resource.  
 Proposed Contributions  
The main purpose of this research is to develop a computational tool for the simulation 
of a Marine Current Turbine in turbulent flow. The author’s contribution to this 
achievement can be summarized as follows: 
 The in-house CFD code Cgles developed by Thomas and Williams (1997) has 
been modified to handle the 3D complex marine current turbine in turbulence 
flow. The interaction between the solid structure and surrounding fluid is 
modelled by the immersed boundary method implemented by Ji et al. (2012) 
and was modified to handle the complex geometrical conditions. Extensive 
validation tests have been carried out against a number of benchmark problems. 
In all the cases using the immersed boundary method, the grid is taken as a 
uniform, Cartesian grid and a wall layer model was employed in the case of 
turbulent flow. 
 
 Free surface scheme  proposed by Olsson and Kreiss (2005) is implemented in 
the original Cgles code to capture the free surface effect. The efficiency and 
accuracy of this scheme is tested against the Height Function method and 
analytical solutions for simple problems validated in Thomas and Williams 
(1995). To handle the asymmetry of the pressure coefficient matrix caused by 
the density field, several pressure solvers (DIAG, SOR, BICGSTAB) were 
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tested and compared against each other. It was found out that the BICGSTAB 
solver is more preferable in terms of accuracy and efficiency. 
 
 A series of simulations of turbulence flow in an open channel with different 
slope conditions were conducted using the modified free surface code (Zhao 
et al. 2014). Supercritical flow with Froude number up to 1.94 was simulated 
and a decrease of the integral constant in the law of the wall has been noticed 
and matches well with the experimental data. The decrease of the viscous layer 
and existence of free surface was believed to be the reason for such deviation. 
 
 A number of simulations for the marine current turbine have been carried out 
for different operating conditions. A good match with the experimental data of 
Bahaj et al. (2007b) was observed for all flow conditions and the effect of the 
wave on the performance of the turbine was also investigated. It has been 
noticed that the existence of free surface waves will increase the power 
performance of the turbine due to the increase of free stream velocities. 
In Chapter 2, a detailed description of the numerical models is presented including the 
governing equations and their discretization process, boundary conditions and the 
turbulence models. The in-house code CgLes has been used for many years by several 
researchers (Ji et al. 2012; Xu et al. 2014) on UK national high-end computing 
facilities and is highly parallelized and efficient.  It is based on a finite volume 
discretization scheme on a staggered Cartesian grid with second order accuracy in both 
time and space. The projection method was used to decouple flow velocities and 
pressure. 
In Chapter 3, a brief review of the development of the immersed boundary method and 
its applications is presented. In this chapter, the author gives a detailed description of 
the iterative immersed boundary method used which is based on the direct forcing IB 
method. Several benchmark problems on Fluid-Structure interaction, such as flow 
over a static cylinder, flow over an oscillating and rotating cylinder etc., are simulated 
and their results are verified against the published data. 
In Chapter 4, the implementation of the conservative level set method is explained in 
detail together with benchmark test cases. The conservative level set (CLS) method 
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proposed by Olsson and Kreiss was implemented into the existing fluid solver to 
handle the movement and deformation of the free surface. The efficiency and 
reliability of the modified code was then validated using a number of benchmark test 
cases including the long-time advection of a circle, Zalesak’s disk, standing wave and 
dam break problems. 
In Chapter 5, the simulation of turbulent flow in an open channel was presented 
followed by comparisons and detailed analysis. A series of simulations of turbulence 
flow in an open channel with different slope conditions from 1/1000 to 1/50 were 
conducted using the modified numerical code. It has been noted that in supercritical 
flow conditions, with Froude number up to 1.94, a decrease of the integral constant in 
the law of the wall has been observed. The shift of the log-law region was validated 
by comparing with experimental data and is believed due to the decrease of viscous 
sub-layer by most researchers. 
Chapter 6 shows the result of the hydrodynamic performance of a three-blade marine 
current for the current simulations. The numerical code was first validated using flow 
past a standard NACA 0012 aerofoil at laminar flow and then turbulent flow. Good 
agreement with the experimental data was observed which proved the accuracy and 
reliability of the LES-IBM code. From the simulation of flow past a static marine 
current turbine, the positive pressure region was found out to be present near the mid-
plane of the front of the blade while the largest negative pressure was found at the tip 
of the back of the blade. Several small scale simulations at different Reynolds numbers 
were performed prior to the main simulation. In the main simulation, the power and 
thrust coefficient under different operating conditions was plotted and matched against 
the published data. The initial hub pitch angle was found to be of great importance in 
power generation. In the simulation of a marine current turbine under free surface 
waves, it was observed that the power coefficient fluctuates in a wave like manner 
throughout, and the higher the wave height, the larger the fluctuation. The averaged 
power coefficient was found to be larger than the free-slip wall approximation as extra 
velocity is introduced by the movement of the waves. To further advance the current 
research, the blade deformability was simulated using the state-of-art DEM-CFD code 
CgLes-Y in an illustration case by adding flexibility to the turbine blades.  
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 Numerical Methodology 
To simulate the flow in a 3D computational domain we use an in-house Computational 
Fluid Dynamic (CFD) C code called CgLes (Thomas and Williams 1997). This code 
has been used for many years by several researchers on UK national high-end 
computing facilities and is highly parallelized and efficient (Ji et al. 2012; Xu et al. 
2014).  Based on the finite volume discretization scheme on a staggered Cartesian grid, 
the code was verified to have second order accuracy in both time and space. The 
projection method was used to decouple flow velocities and the pressure. 
 Governing Equations 
In Computational Fluid Dynamics, the Navier-Stokes equations are the most 
commonly used governing equations showing the balance of mass, momentum and 
energy in fluid flow.  Those equations are based on the assumption that the fluid being 
studied is a continuum and its field variables, such as velocity, density, temperature 
are infinitely divisible. Within an infinitesimal fluid volume fixed in space, the 
relationship of the motion of the fluids and the pressure can then be described using a 
set of partial differential equations. 
The continuity equation or mass-conservation equation shows for a fluid control 
volume, the mass will always remain constant.  Assuming the flux around the control 
volume faces varies linearly, the differential continuity equation can be written as  
   0
i
i
u
t x
 
 
 
,                                   (2.1) 
where ρ is the density, u is the velocity vector and The subscript i is in the form of 
Einstein’s notation, ranging from 1 to 3 to represent different direction and velocity 
components respectively. 
In the Navier-Stokes equations, the momentum equations are obtained by balancing 
the convective acceleration, internal stresses and external forces for each control 
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volume from Newton’s second law. The momentum equation with the continuity 
constraint is presented in its differential form: 
i j iji
i
j i j
u u Tu p
f
t x x x
   
    
   
,   (2.2) 
where p is the pressure,  f  is the body force and T is the component of the total stress 
tensor. For a Newtonian fluid, the stress tensor can be calculated by 
2
3
ji
ij ij j
j i
uu
T u
x x
 
 
       
,    (2.3) 
where μ is the dynamic viscosity of the fluid and 𝛿𝑖𝑗 is the Kronecker's delta. 
For incompressible flow, the density is can be taken as constant ( 0
t



), so the mass-
conservation equation becomes a constraint on the divergence of the flow filed  
0i
i
u
x



.     (2.4) 
Similarly, the momentum equation can be simplified into the following form:  
2
2
1i ji i i
j i j
u uu u fp
t x x x

  
  
          
.  (2.5) 
Having got all the governing equations, the flow field for an incompressible fluid 
including viscous and turbulence effects can be fully described by solving Eq. 2.4 and 
2.5 numerically. However, those partial differential equations are not closed on their 
own and must be solved together with an equation of state or assuming that the 
divergence of the flow velocity field is zero to produce a numerical solution for 
compressible or incompressible flow, respectively.  
Through computational methods such as Direct Numerical Simulation (DNS), the 
accurate behaviour of the flow fields, which are usually difficult to record or hard to 
observe experimentally, such as velocity field, pressure, stress and vortices, can be 
obtained with great detail. Using dimensionless parameters such as Reynolds number 
and Froude number, similar flow patterns in different fluid flow situations can be 
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easily predicted using numerical simulation and allow comparison between similar 
flow physics carried out at different scales and with different fluid properties.  
 Mesh Construction and Indexing 
Having prescribed the governing equations, they need to be discretized to a limited 
number of nodes or grid points and are then solved. The mesh is a collection of such 
grid points which are connected in a structured or unstructured format. The quality of 
the mesh can greatly affect the outcome of a numerical simulation by determining the 
convergence speed, accuracy and CPU time required. 
2.2.1 Grid setting 
In a structured mesh, the connectivity of the grid points can be expressed by a two or 
three dimensional array.  Figure 2.1 (a) shows the uniform-distributed rectangle mesh 
used in our simulation of channel flow. The neighbourhood relationship of the grid for 
this arrangement can be pre-defined in the storage management, and greatly reduces 
the time and effort used in the meshing process in practical applications.  
For an unstructured mesh, the grid is connected irregularly and needs an additional 
storage requirement as the neighbourhood connectivity need to be explicitly stored. 
Figure 2.1(b) shows an unstructured grid system used in a similar simulation of 
turbulent flow over a flat plate carried out by other researchers. 
For structured grids, there are also many subcategories depending upon the geometry 
of the mesh and each has its preferred discretization scheme and applications. A 
Cartesian gird, which can be used in most of CFD simulations, refers to the grid where 
the elements are squares or cubes, and the vertices are integer points. A rectilinear grid 
is a tessellation by rectangles or parallelepipeds that are not in a uniform spacing. This 
type of mesh can be used in the applications where the mesh needs to be locally refined 
to get a better solution of a certain area. A curvilinear grid is a grid with the same 
combinatorial structure as other structured grids, in which the cells are irregular 
quadrilaterals rather than the simple rectangle shape and is usually used in the 
cylinder-coordinate system or as body-conformal grid. 
In this research, uniform-distributed Cartesian meshes are used for all simulation cases 
because it is easy to generate and requires less storage resource compared with other 
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types of mesh. This grid setting also takes full advantages of the Immersed Boundary 
Method (see later) as the calculations are carried out for the whole computational 
domain and we only need the coordinates of the IB points to figure out the grid cell it 
lies in and make further corrections.  
Figure 2.2 shows the structured grid used in our simulation and the body-conformal 
curvilinear grids which are usually used in conventional simulations and we can tell 
that our current gird setting is much easier and straightforward to obtain. 
  
(a)                                                                     (b) 
Figure 2.1 Structured mesh and unstructured mesh. 
         
Figure 2.2 The non-body-conformal orthogonal grids used by IB method (left) and the 
body-conformal curvilinear grids used by conventional CFD method (right).  
Depending upon the location of where different variables are stored, a grid can be 
classified either as staggered grid or an un-staggered grid (collocated). On a collocated 
grid, all variables are stored in the same position while on a staggered grid, the scalar 
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variables are stored in the cell centres and the velocity or momentum variables are 
located at the faces. In Figure 2.3, the difference between a staggered grid and a non-
staggered grid are visualized by their variable storing locations. The problem with a 
collocated grid is that we can easily get pressure oscillations when coupled with the 
velocity field.  On staggered grid, the pressure gradient at the cell face could be 
approximated by: 
( / 2, / 2, / 2) ( / 2, / 2, / 2)
( , / 2, / 2)
p x x y y z z p x x y y z z
p x y y z z
x x
            
    
 
，
    (2.6)
                                                                                                                                                   
 
where p(x+ Δx/2, y+Δy/2, z+Δz/2) is the pressure variable located at the centre of the 
grid and Δx, Δy, Δz are the grid spacing in three directions respectively. We can see 
that the gradient of the pressure in each direction in Eq. 2.6 coincides with the location 
of u,v,w velocity thus can couple pressure perfectly with velocity. Please note that the 
equations shown above are discretized using the finite difference method only for 
illustration purpose and their finite volume format will be presented in later 
subsections. 
 
  
Figure 2.3 Non-staggered grid (left) and Staggered grid (right). 
2.2.2 Indexing 
For structured grids, it is common to use indices to represent the grid nodes because 
their connectivity can be easily expressed by a 2 or 3 dimensional array as mentioned 
before. With a staggered grid, it would be better if we could use index notation like 
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i+1/2 to index different variables depending on its storage location but the current 
computer languages will not be able to handle it correctly. In this thesis, each variable 
have its own control volume and its location can be calculated respectively using the 
same integer indices i, j, k shown as below. 
    zkzyjyxixuu kji  2/1,2/1, 000,,  
    zkzyjyxixvv kji  2/1,,2/1 000,,
 
    zkzyjyxixww kji  000,, ,2/1,2/1
 
          zkzyjyxixpp kji  2/1,2/1,2/1 000,,
          (2.7) 
where ( 0 0 0, ,x y z ) is the location of the left bottom corner vertex of the first grid cell 
in the whole domain. All the above variables and its neighbours are demonstrated in 
Figure 2.4 and extensively used in the discretization process.  
 
Figure 2.4  Fluid variable index on a staggered grid. 
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 Finite Volume Method 
2.3.1 Introduction 
In practical numerical simulations, once the idealized mathematical model is selected, 
the next step is to provide a discretization approach to solve the governing equations. 
For CFD simulation of incompressible flow problems, every differential term in Eq. 
2.4 and Eq. 2.5 needs to be numerically approximated to provide accurate derivatives. 
To apply such approximations, the three commonly used methods are the Finite 
Difference Method, the Finite Volume Method and the Finite Element Method. 
With the Finite Difference Method, each partial derivative in the governing equations 
is replaced by an equivalent finite difference approximation. For the variable of 
interest at a specific location, the values from neighboring locations are used directly 
to provide such an approximation. For a one-dimensional problem, the partial 
derivative in Eq. 2.4 can be approximated by: 
0
lim i i i
i
x x xi
x
i i
u uu
x x

 


 
.   (2.8) 
The Finite Volume Method is however based on a control volume formulation of the 
analytical fluid dynamics equations. In applications, the computational domain is 
divided into a number of control volumes where the variable of interest is located at 
the centroid of each control volume. Then the differential forms of the governing 
equations are integrated over each control volume. Using the divergence theorem, the 
volume integral can be recast into surface integrals at each volume cell face to 
calculate the flux change over the whole control volume. It has a distinguishing feature 
of mass, momentum and energy conservation. The detailed discretization process will 
be discussed further in the next section. 
Compared with the finite difference method (FDM), or the finite volume method 
(FVM), the Finite Element Method (FEM) is easy to carry out on a great variety of 
element types, and is thus capable of handling complex geometries and boundary 
conditions exactly. 
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2.3.2  Governing Equations in Control Volume Form 
In Cgles, the Navier-Stokes equations are discretized on a fixed staggered Cartesian 
grid by the finite volume approach.  For each variable of interest, the governing 
differential equations can be integrated over its control volume in a conservative way. 
The integral form of the simplified incompressible continuity equation can be written 
in the form: 
V
0i
i
u
dV
x


 .     (2.9) 
Eq. 2.9 shows the net flux change of the control volume (V) to be zero, which can be 
determined by the net flux through each boundary face. 
0i
s
u nds       (2.10) 
where n denotes the normal vector to the face (S) of the control volume. 
Similarly, the momentum equation Eq. 2.5 can be re-written in the following control 
volume format. 
V
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2.3.3 Space discretization  
Using the uniform Cartesian grid setting shown in Chapter 2.2, the Finite Volume 
governing equations derived above can be discretized in space. 
For a 2D case on the structured Cartesian grid shown in Figure 2.5,  dx, dy represents 
the length of the edge in each direction of the rectangle control volume of mass. The 
continuity equation can be simplified in the following manner. 
1, , , 1 , 0i i j i j i j i j
S
u ndS u dy u dy v dx v dx        (2.13) 
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Figure 2.5 2D Control Volume for mass  
For a 3D case, the continuity equation over a mass control volume with index of i,j,k 
can be approximated as: 
1, , , , , 1, , , , , 1 , , ( ) ( ) ( )
0
i
S
i j k i j k i j k i j k i j k i j k
u ndS
u u dydz v v dxdz w w dxdy       


                                                                    
                       (2.14) 
For the momentum equation Eq. 2.12, for i = 1, 2, 3 respectively, each of the terms in 
that equation stands for an integrated value over a similar ui-control volume. For space 
discretization, we choose the control volume for ui,j,k, where i, j, k  is the index 
representing  the location of each variable on the staggered grid as shown in Section 
2.2.2 and  ui,j,k, vi,j,k, w i,j,k  are used to denote the velocity in three directions 
respectively.  
2.3.3.1 Convective term  𝒖 ∙ 𝜵𝒖 : 
The convective term in the Navier-Stokes equations stands for the effect of time 
independent acceleration of a fluid with respect to space. From the integrated equation 
Eq. 2.12, the convective acceleration over a velocity control volume can be described 
as: 
 i j
s
dV u u nds  u u     (2.15) 
dx 
d
y 
𝑣𝑖,𝑗+1 
𝑢𝑖,𝑗 
𝑢𝑖+1,𝑗 
𝑣𝑖,𝑗 
𝑚 
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On a 3D rectangle Cartesian grid, the convective acceleration over the u-control 
volume for ui,j,k can be discretised in space using the averaged values on each cell face 
of the control volume: 
 
 
 
 
1/2, , 1/2, , 1/2, , 1/2, ,
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  (2.16) 
where the velocities on the cell face can be approximated using the averaged value 
from nearby velocity grids: 
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In Figure 2.6, the discretisation of the convective term is illustrated together with the 
location and index for each velocity vector used.  It can be seen that the velocities are 
averaged over the face of the control volume and then integrated over the control 
volume to give a finite volume approximation. By doing this, the solution satisfies a 
certain relationship between the change in the control volume’s average values and its 
boundary integrals. Thus, the conservation law is automatically satisfied both locally 
and over unions of cells. For uniform rectangular grids, an explicit finite volume 
method corresponds with a second-order accurate spatial discretization of the 
governing equations, if divided by the control volume. The discrete surface integrals 
appear to be discrete divergence terms. Because of that, a finite volume method can 
be represented by a difference operator. For non-uniform grids or compressible 
problems, a higher order of the Finite Volume Methods need to be employed.  
Chapter 2 Numerical Methodology 
47 
 
                         
Figure 2.6 Illustration of discretisation of the convective term 
2.3.3.2 Pressure – 𝜵𝒑 
For each velocity control volume on a staggered grid, the pressure nodes coincide with 
cell face and the pressure gradient at the centre of the volume cell can be directly 
obtained using the face value. Then the integrated pressure term over the whole u-
control volume can be written as: 
, , , ,
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.   (2.17) 
For multiphase flow, the density fields are stored at the same location as the pressure, 
so the above equation can be rewritten as: 
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where the density field is averaged at the volume center to take account of the 
difference in neighboring cells. 
2.3.3.3 Viscous stress term 𝜵 ∙ 𝑻 
The viscous term is caused by the frictional stress within the fluid and depends on 
velocity differences. The stress acting on the surface of each control volume depends 
ui-1,j,k ui,j,k 
Locations of the averaged velocity on the face of the control volume 
ui,j+1,k 
ui,j-1,k 
ui+1,j,k 
vi-
1,j+1,k 
vi,j+1,k 
vi,j,k vi-1,j,k 
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on the surface orientation and can be expressed as a product stress tensor T and the 
surface normal vector n.  In Figure 2.7, the stress components on each face of the 
control volume cell are shown together with their location and direction. 
 
Figure 2.7 Stress components on three faces of a fluid element 
From Eq. 2.12, the integrated viscous stress can be approximated as: 
ji
ij
j is s
uu
dV T ndS ndS
x x

 
       
 T .    (2.19) 
For the control volume shown in Figure 2.6 , the integrated viscous stress term for u-
control volume can be expanded in different directions: 
ji
j is
uu
ndS
x x
u u u v u w
dydz dxdz dxdy
x x y x z x

  
 
    
         
         
         

  
  (2.20) 
In Eq. 2.20, the terms like  , ,
u u u
x y z
  
  
locate at the face centers of the control volume 
cell, so it can be further discretized as: 
1, , , , , , 1, ,
2.0
i j k i j k i j k i j k
u u
dydz
x x
u u u u
dydz
dx dx


 
  
 
  
  
   
 

, 
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
  
(2.21) 
2.3.3.4 Other forces 
External forces are forces that are not caused by the interaction between the fluid cells 
and are usually represented by if . Examples are gravity, electromagnetic force and 
centrifugal force etc. In a numerical simulation, this kind of force is usually stored at 
the centre of the control volume as the same as pressure but can also be spit into several 
directions to modify the flow field directly.  
 Non-dimensional scaling 
The standard Navior-Stokes momentum equation for the x direction can be written in 
the form of  
2 2 2
2 2 2
x x x x x x x
x y x x
u u u u u u up
u u u f
t x y z x x y z
 
        
          
          
. 
 (2.22) 
Then the equation is simplified by divide both sides by the density 
2 2 2
2 2 2
1x x x x x x x x
x y z
u u u u u u u fp
u u u
t x y z x x y z

 
        
          
          
 . (2.23) 
In Eq. 2.23, each term in the equation has a dimension equal to m/s2. In order to obtain 
the non-dimensional equation, the following substitutions are made by using reference 
Velocity V and length H. 
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x xu u V
      (2.24) 
2p p V       (2.25) 
* * /t t T t H V       (2.26) 
*x x H       (2.27) 
* 2 /x xf f V H      (2.28) 
Where the variables with superscript star are the dimensionless quantities. By taking 
the above substitution into Eq. 2.23, the following equation can be obtained. 
* * * *
* * *
* * * *
2 * 2 * 2 * * 2* 2
* *2 2 *2 2 *2 2
/
1
x x x x
x y z
x x x x
u V u V u V u V
u V u V u V
t H V x H y H z H
u V u V u V f Vp V
x H x H y H z H H


 
    
   
    
   
      
    
 (2.29) 
As the V and H are both constants once selected, the above equation can then be 
simplified:  
* * * *
* * *
* * * *
2 * 2 * 2 **
*
* *2 *2 *2
x x x x
x y z
x x x
x
u u u u
u u u
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u u up
f
x VH x y z
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   
  
   
   
      
    
 . (2.30) 
The dimensionless Reynolds number is defined as: 
VH VH
Re

 
  .     (2.31) 
Then Eq.2.30 can be fully non-dimensionalised using Reynolds number: 
* * * * 2 * 2 * 2 **
* * * *
* * * * * *2 *2 *2
1x x x x x x x
x y z x
u u u u u u up
u u u f
t x y z x Re x y z
       
         
        
. 
    (2.32) 
In CgLes, we can also put the numerical viscosity into dimensionless variable by 
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* 1vv
VH Re
      (2.33) 
When running a numerical case to reproduce an experimental result, we first select the 
reference variables V and H, based on the physical kinematic viscosity, the Reynolds 
number can be calculated using Eq. 2.31. Then the dimensionless numerical viscosity 
ν* is evaluated as 1/ Re and other variables can be non-dimensionalised respectively 
using Eq. 2.24 – 2.28. 
 Boundary Condition 
In order to solve the momentum and continuity equations for the whole 
computational domain, proper boundary conditions have to be specified at each time 
step to compute the calculation process. From a mathematical point of view, these 
boundary conditions can be categorized into two types:  Neumann boundary 
conditions and Dirichlet boundary conditions. In a Dirichlet boundary condition, the 
value of a variable (e.g. velocity, pressure and etc) is prescribed at the boundary. 
While in a Neumann boundary condition, instead of its exact value the normal 
derivative of a variable is usually prescribed. Depending on the physical 
characteristic of the computational domain, there are several most commonly used 
boundary conditions: inlet boundary condition, outlet boundary condition, wall 
boundaries, symmetry boundaries and periodic boundaries.  These boundary 
conditions will be discussed in detail in the following subsections. 
2.5.1 Inlet and outlet boundary condition 
The inlet and outlet boundary condition is applied in order to permit the flow to enter 
and exit the solution domain and directs the motion of the flow. Depending on the 
physical model, there are several types of combinations available. For incompressible 
flow, the velocity inlet and outflow boundary condition is extensively used in which 
the velocity vector and scalar properties are defined at the inlet boundary and a zero 
gradient of the velocity is applied at the outlet boundary. For example, for u is the 
stream-wise velocity, we have  
     0  
du
u constant at inlet at outlet
dx
     (2.34)     
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In this case, the solution domain must be large enough to let the flow to become fully 
developed to avoid an unphysical solution.   
Another type of combination is the pressure inlet and outlet boundary condition in 
which the static/gauge pressure is prescribed at the outlet boundary and total pressure 
is given at the inlet. In this model, the flow is driven by the pressure difference and 
backflow can occur at both of the inlet and outlet boundaries. This type of boundary 
condition can also be used to simulate compressible flow if the flow direction is 
specified correctly.  
There are also other types of inlet and outlet boundary conditions available such as 
mass flow inlet and pressure far field outlet etc. These boundary conditions are 
usually used to deal with compressible and multiphase problems and will be not 
discussed in detail as our focus is mainly the incompressible flow. 
2.5.2 Wall boundaries 
Wall boundaries are used to restrain the fluid inside a computational domain. There 
are two types of wall boundary conditions: a free-slip wall and a no-slip wall. For the 
no-slip wall boundary condition, the tangential fluid velocity at the wall boundary is 
set equal to the wall velocity or zero. And the velocity component normal to the wall 
boundary is set to zero all the time. This boundary condition applies when a solid 
obstruction or a physical wall exists.  For the free-slip wall boundary condition, the 
gradient of velocity parallel to wall is set to zero to give a stress-free condition at the 
boundary. The normal velocity at the boundary is set to zero as in the no-slip situation. 
The free-slip boundary condition is usually used in simulations where wall friction 
effects can be neglected and can also be used to create a free surface approximation 
in multiphase flow simulations such as in the open channel flow simulation. 
2.5.3 Symmetry boundaries 
Symmetry boundaries is used to reduce the computational effort if the problem is 
symmetrical about a plane, i.e., the solution domain and its flow field on one side of 
the plane is an mirror image of the field on the other side. When using this boundary 
condition, the normal velocities along with the normal gradient of all flow variables 
at the boundary are set to zero. 
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2.5.4 Periodic boundaries 
Another effort to reduce computational cost for large scale simulations is to apply 
periodic boundary conditions. Unlike symmetry boundary problems, its physical 
geometry and flow field don’t have to be perfectly symmetrical about a plane or an 
axis but is of a periodically repeating nature. The repeating pattern can be either linear 
or rotational. For example, if one solution domain has a repeating pattern of n cells, 
we have:     
11
uu n ,     (2.35)    
where u can be any variables in the flow field, e.g. pressure, velocity, and temperature 
etc. 
 Projection Method 
The momentum and continuity equations shown previously have to be solved 
numerically because there is no known analytical solution except for very simplified 
situations. For an incompressible and Newtonian fluid, the momentum equation can 
be rewritten as: 
  
    fuuuu
u



))((
T
p
t

  .              (2.36) 
If we use an explicit time marching scheme (e.g., Euler for illustration purpose), the 
time derivative can be approximated as: 
tt
nnn









  uuu 1
 ,                    (2.37)                              
where the subscript n and n+1 refers to the time step level. 
The projection method usually used to solve Eq. 2.36 and 2.37 is a two-stage 
fractional scheme, which means that for each time step several calculation steps have 
to be performed to obtain the final result. The first stage is called the predictor step 
and is where the mass and momentum transport equation above are solved to an 
intermediate stage ignoring the pressure gradient term.     
    nTnnnnn
n
t
fuuuu
uu



))((
*

              (2.38) 
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In the next stage (corrector step), we have:      
*1
uu  tpnn    .                                    (2.39)       
From Eq. 2.39, we can see that in order to calculate un+1 we have to obtain pn first. 
By applying the continuity equation at the n+1 time level ( 01  nu ), we obtain 
the following Poisson Equation:     
t
pn



*
2  
u
.
                                                (2.40)      
To summarize, an intermediate velocity field u* has to be calculated at the beginning 
of each time step using Eq. 2.38. The Poisson equation for pressure is then solved 
using a fictitious domain multi-grid preconditioner and the conjugate gradient method. 
From the knowledge of the pressure field, the final velocity field can be obtained at 
the next time level n+1 by correcting the intermediate velocity using Eq. 2.39. This 
projection method has a distinguishing feature that the velocity field is forced to satisfy 
a discrete continuity constraint at the end of each time step. 
 Time stepping schemes 
For time dependent simulations, the solutions need to be advanced through a sequence 
of steps from a starting state to a final, converged state. This applies to solutions for 
one step in a transient problem as well as a final steady-state. For example, the time 
stepping scheme shown above in the projection method is the first order Euler scheme. 
Due to its explicit nature, it is neither very accurate nor stable compared with other 
schemes which use the same time step size. In CgLes, we choose to use the 2nd order 
Adams-Bashforth time marching scheme for accuracy and stability concerns. After the 
converged solution have been obtained at a given time stance,  the solution is advanced 
to the next time step and the whole projection-correction process was carried out again 
until the desired wall time criteria have been met. With the Adams-Bashforth time 
marching scheme, the momentum equation in Eq. 2.36 can then be discretized in time 
as shown below: 






  111
2
1
2
3
2
1
2
3 nnnnnn ppdt RHSRHSuu .                (2.41) 
where RHS stands for the convective and viscous term and can be expanded as : 
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    fuuuuRHS  ))((- T     (2.42) 
And the intermediate velocity can be obtained by      
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
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2
1
2
1
2
3 nnnn pdt RHSRHSuu .  (2.43) 
Then the Poisson Equation can be written as: 
dt
p n
3
2 *2 u  .                                             (2.44)
 
The correction step can be described as:     
nn pdt
2
3*1
uu .                                            
(2.45) 
Even with an accuracy of 2nd orders, the current Adams-Bashforth scheme is an 
explicit time stepping scheme and hence is only conditionally stable. It requires the 
solution from the n-1th and the nth steps to find the solution at the n+1th step and may 
experience stability problems due to the oscillation of the result in simulations with 
large values of time step. Within the latest version of CgLes, the fully implicit 4th order 
Runge-Kutta method have been implemented to improve the numerical stability and 
allow larger time step size. For all the simulations listed in this report unless pre-
specified, the original Adams-Bashforth time stepping method was employed at the 
time of simulation and the results agrees very well with the experimental or numerical 
results published in literature. 
 Turbulence Modelling 
Turbulent flow refers to the highly irregular flow characterized by velocity 
fluctuations in all directions and has an infinite number of scales, which are present 
virtually in all engineering applications. In most CFD simulations, it is usually 
computational challenging to solve the turbulent flow in full resolution because its 
infinite scales will require a very fine mesh. Depending on whether a turbulence model 
has been used to solve the governing equations and the averaging technique used in 
the modelling, numerical simulations surrounding the turbulence flow can be 
classified into three most used categories: the Direct Numerical Simulation, the 
RANS-based simulation and the Large Eddy Simulation.  
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2.8.1 Direct Numerical Simulation  
In DNS simulations, the Navier-Stokes equations are numerically solved on the 
computational mesh without any further turbulence model. All the variables are solved 
explicitly using the same momentum and continuity equations for the viscous laminar 
flow. Therefore, all the temporal and spatial scales of the turbulence, from the smallest 
dissipative scales, up to the integral scale have to be addressed on the computational 
grids, the spacing of which depends on the smallest scale η called Kolmogorov 
microscale,  
4
1
3










 
                                          
 (2.46) 
where ν is the kinematic viscosity and ε is the rate of kinetic energy dissipation.  
In order to have turbulence fully resolved, the mesh spacing should be smaller than 
the Kolmogorov length scale (  ),,max( zyxh ) and the computational domain 
should be larger than the integral scale L ( LhN  ), where N is the number of grids 
in each direction N = min (Nx, Ny, Nz). 
The rate of kinetic energy dissipation can be approximated using the root-mean-square 
of the velocity (urms) and the integral scale length,      
L
rms
3
u
                                             
 (2.47) 
and the turbulent Reynolds number is defined as: 
Re rms
L


u
                                        
(2.48) 
Using all the above equations we can find that a DNS simulation of a turbulent flow 
requires the construction of a grid with a number of nodes (N3) that is proportional to 
Re9/4. Aslo, the total number of time steps will be proportional to Re3/4  to comply with 
the Courant–Friedrichs–Lewy condition (CFL condition) that C = uΔt/h <1. Despite 
its ability to provide a very detailed and accurate flow field which is hard to obtain 
even using experimental schemes, the computational cost of DNS is very high and 
currently mainly used in small scale and low Reynolds number turbulence simulations. 
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2.8.2 RANS and LES modelling 
As mentioned before, the Direct Numerical Simulation of turbulence problems is 
possible but has many constrains due to the computational power limit and in practical 
engineering, the required time and space resolution may not necessarily be required in 
such great detail. To simulate the turbulence at a reasonable computational cost, the 
Navier-Stokes equations can be modified to extract only the time-averaged or large 
scale quantities while leaving the rest approximated by an appropriate model. 
Depending on the quantities which are to be modelled, the technique of turbulence 
simulation can be divided into two categories: Reynolds Averaged Navier-Stokes 
(RANS) Simulation and Large Eddy Simulation (LES). 
2.8.2.1 RANS 
In RANS simulations, the Navier-Stokes equations are rewritten in a time-averaged 
format to extract only the time-averaged quantities by using a Reynolds decomposition 
where all the instantaneous quantities are decomposed to their time-averaged and 
fluctuating quantities. For example, the instantaneous velocity can be decomposed as                                                       
i iu u u   , 
1
lim
t T
i i
T
t
u u dt
T


  .          (2.49) 
Where 𝑢?̅? denotes the average value and 𝑢
′ denotes the fluctuation of this variable. By 
substituting all the flow variables with the decomposed quantities into N-S equations, 
the RANS momentum equations can be obtained as 
' ' 1  
ji i i
i j j i
i j is s s
uu u fp
V u u ndS u u ndS V ndS V
t x x x

 
  
          
     
   , 
   (2.50) 
where the term 𝑢𝑗
′𝑢𝑖
′  is the turbulent stress which is introduced as new unknowns into 
the momentum equation. By introducing a proper closure model which establishes the 
relationship between the unknown turbulent Reynolds stress and known mean flow, 
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the whole system can be solved numerically to produce a time-averaged prediction of 
the turbulent flow.  
2.8.2.2 LES 
Although RANS simulations have been successfully used in a wide range of 
turbulence related engineering problems, it is not able to predict the unsteadiness of 
the turbulent flow correctly because of its build-in time-averaging nature. To solve 
problems like turbulent mixing, and energy bursting etc., the turbulence quantities 
need to be resolved on broader scales to predict the unsteadiness.  Based on spatial 
filtering of the Navier-Stokes equation, Large Eddy Simulations can yield a turbulence 
prediction in greater detail than RANS but requires less computational resources than 
DNS.  
Large eddy simulation was firstly introduced by Smagorinsky in 1963 to simulate 
atmospheric air currents and its usage has been growing rapidly (Smagorinsky 1963). 
By eliminating the small scale eddies in the Navier-Stoke equation, it allows one to 
explicitly solve for the large eddies in a calculation thus reduces the computational 
cost compared with DNS.  Those small eddies are implicitly accounted for by using a 
subgrid-scale model (SGS model or SGM).   
For incompressible flow, the filtered continuity equation can be written as 
0 0i i
i s
u
or u nds
x

 
 
 .   (2.51) 
And the momentum equation can be written as: 
1
 
jsgi i i
i j ij
i j is s s
uu u fp
V u u ndS nds V ndS V
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 
 
  
          
     
   ,  (2.52) 
 sgij i j i ju u u u        (2.53) 
where 𝜏𝑖𝑗
𝑠𝑔
 is the sub-grid stress tensor used to take account of the effect of unresolved 
length scales. These are modelled using a SGM, which should account for the reminder 
of the energy spectrum and the interaction among all length scales. If we expand the 
sub-grid stress into its full format: 
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   . (2.54) 
Term I is called Leonards stress 𝐿𝑖𝑗, which is caused by the space filtering operation 
and is account for the effect at the resolved level. Term II is called the cross-stress 
(𝐶𝑖𝑗) term, which is due to the interaction between the SGS eddies and the resolved 
flow. Term III  is called Reynolds Stress (𝑅𝑖𝑗)  term and is responsible for the 
momentum transfer between the SGS eddies. 
 As suggested by Smagorinsky, since the smallest turbulent eddies are almost isotropic, 
Boussinesq eddy viscosity assumption can be used to provide an accurate 
approximation of the effects of the unresolved eddies on the resolved flow. According 
to the Boussinesq eddy viscosity assumption, the momentum transfer caused by 
turbulent eddies can be modelled with an eddy viscosity and the relationship between 
the eddy viscosity and sub-grid stress tensor can be described as: 
1
2
3
sg sg
ij t ij ii ijS          (2.55) 
where 
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 and ij  is the Kronecker delta. The term 
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3
sg
ii ij  at the 
right hand side of the equation is present  to ensure that the sum of the modelled normal 
SGS stress is equal to the kinetic energy of the SGS eddies. 
So the filtered N-S equation with an eddy viscosity approximation can be obtained as: 
 
1
 2i ii j t i j
is s
u fp
V u u ndS V S ndS V
t x
 
 
 
        
  
  (2.56) 
2.8.3 SGS model for LES 
Having obtained the filtered governing equation in Eq. 2.56, the SGS Model should 
be employed to take into account the small filtered-out eddies and their interaction 
Chapter 2 Numerical Methodology 
60 
 
effect between the large resolved eddies by providing an accurate approximation of 
the eddy viscosity ( t ). 
2.8.3.1 Smagorinsky  
One of the most widely used SGS models is the Smagorinsky model, which defines a 
kinematic turbulent viscosity based on a length scale and velocity scale and is given 
by: 
2 2 2t sg sg i j i jl S l S S       (2.57) 
where   sg sl C    is the sub-grid length scale, defined by a mesh scale constant Cs  and 
the averaged spacing  
1/3
    dxdydz . In 1967, Lily (1967) provided a theoretical 
analysis of the decay rate of the isotropic turbulent eddies in the inertial subrange of 
the energy spectrum and suggested a value for sC  between 0.17 and 0.21. For channel 
flow, where there are strong anisotropic turbulence happens in the near wall region, 
Deardorff (1970) suggested that   0.1sC   is the optimum value. In 1984, Rogallo and 
Moin (1984) have suggested another set of values between 0.19 and 0.24 after 
reviewing the work of other researchers. The differences in the suggested sC values 
indicates that the behaviour of the small eddies are not universal as assumed in the 
SGS model and a more sophisticated adjustment should be performed to provide a 
good turbulent approximation. 
As discussed before, in the near wall area, the length scale of the sub-grid scale 
motions cannot be described with a constant value but will decrease as the wall is 
approached. Thus a wall damping function must be implemented in addition to the 
standard Smagorinsky SGS model to capture this boundary layer effect. Among all of 
the damping functions available, the van Driest’s function is most commonly used: 
1
wl
A
sg sl C e


 
   
 
 
       (2.58) 
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where wl  is the distance to wall from the centre of a control volume,  wl

 is the 
normalized wall distance with regard to the friction velocity (where /w wl l u
  )  and 
26A   is the damping coefficient. 
To further improve the near-wall asymptotic behaviour of the eddy viscosity, the 
following wall damping function was proposed to use the near wall distance instead 
of a constant sub-grid length scale 
1
wl
A
sg wl l e


 
  
 
 
  ,
                                   
 (2.59) 
and  is the von Karman constant which is usually taken as 0.4.  
Although Eq. 2.59 will provide us with a good approximation of the sub-grid length 
scale for the Smagorinsky SGS model,  wl

 can be difficult to obtain as the friction 
velocity at each location is unknown. For multi-dimension problems with complex 
geometries, this can pose a challenge to the simulation because it needs to be 
calculated at every time step.  At a flow separation point or a flow reattachment point, 
the friction velocity can be very small or close to zero which will expand the effective 
region of the wall damping function leading to inaccuracy and instability. 
In this thesis,  the near wall damping model of Mason and Thomson (1992) is used to 
achieved a modified length scale. According to Mason and Thomson, the modified 
length scale can be described by: 
   
1 1 1
n nn
sg s w
l C l
      (2.60) 
where n is the Mason wall matching power which, in most of following LES 
simulations, is taken as 2. Having obtained the length scale, the turbulent viscosity at 
every location can be calculated using Eq. 2.57. 
2.8.4 Mixed Time Scale (MTS) SGS model 
The Smagorinsky SGS model proposed above has been tested using an IBM approach 
against a series of benchmark problems, such as flow over a static cylinder and channel 
flow and have produced promising result shown later in the validation section. 
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However, for complex fluid-structure interaction problems, especially problems 
involving a moving solid boundary, the sub-grid length scale needs to be adjusted with 
the ever-changing wall distance to minimize the effect of the near wall region. For a 
problem in which the object is constantly moving, this is even challenging.To 
overcome this problem and accommodate with the Immersed Boundary Method, a 
SGS model free of the wall distance values is therefore very useful. 
In 2005, Inagaki et al. (2005) proposed a new SGS model based on the eddy viscosity 
approach but used fixed model-parameters and constructed within the concept of a 
mixed time-scale. In this SGS model, Inagaki et al. claimed that the eddy viscosity 
can be expressed by two approaches: 
   
   
2
   
  
t
t
velocity scale length scale
or
velocity scale time scale


 
 
. 
For the Smagorinsky model, the first approach is used with the velocity scale of ijS  
and length scale equal to  . With the MTS model, the second approach is used, and 
the velocity scale can be obtained from the turbulent kinetic energy esk , 
 
2
ˆ
esk u u        (2.61) 
where  ˆu  is the filtered velocity by Simpson rule. And the time scale can be calculated 
using the harmonic average of / esk   and 1/ S : 
   
1 1
1 / /S es TT k C S
 
        (2.62) 
Then the turbulent viscosity can be calculated as: 
1
t MTS es SC T 
      (2.63) 
where MTSC  and TC  are both parameters set to 0.05 and 10 respectively. In the near 
wall region, the velocity scale is close to zero and the time scale is averaged to a shorter 
scale, so no wall-damping function needed. 
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2.8.5 Conclusion 
To summarize, LES is based on filtering and is less computationally intense compared 
with DNS because it only calculate the turbulence structures larger than a filter scale 
(say, the grid spacing) and model those smaller than the filter scale. On the other hand, 
RANS can only give a time averaged mean value for velocity field where the unsteady 
turbulent fluctuations and their effects on the mean flow are accounted for using a 
closure model. Also, in LES the selection and elimination of the “small” length and 
time scales can be flexible depending on available computational resources and the 
practical application. For the Smagorinsky SGS model, the sub-grid length scale needs 
to be modified with a wall damping function to avoid inaccuracy and instability. In 
Mixed Time Scale model, however, the velocity scale and time scale are used to obtain 
the eddy viscosity and thus a wall damping function is not necessary. 
 Law of the Wall 
In fluid dynamics, the average velocity of a turbulent flow at a certain point is 
proportional to the logarithm of the distance from that point to the boundary of the 
fluid region or the “wall”- (see Figure 2.8). This relationship was first published by 
Theodore von Kármán, in 1930 and is widely believed to describe most (if not all) 
turbulent wall-bounded flows (Karman 1930). Technically, it is only applicable to 
parts of the flow that are close to the wall ( < 20% of the height of the flow), but can 
also be used in engineering computational models involving turbulent flow near 
surfaces or velocity profiles in nature streams.  
General logarithmic formulation:  
1
u lny A

        (2.64) 
wu


       (2.65) 
u
u
u
        (2.66) 
u
y y 

        (2.67) 
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Figure 2.8  The law of the wall (Nezu and Tominaga 2000) 
2.9.1 Introduction 
The need for wall models in conjunction with large eddy simulations is inevitable with 
increasing Reynolds number. This is attributable to the fact that in order for a LES to 
capture the near wall dynamics the resolution requirement approach closely to those 
required by DNS’s. Therefore, increasing Reynolds numbers require higher resolution 
near to the wall boundary in order to capture the small but dynamically important 
eddies in this region to accurately represent the boundary layer influence. However, 
in many applications only a better prediction of wall stresses is truly required. This 
has resulted in the utilization of wall models to provide improved estimation of wall 
stresses for a reduced level of near wall resolution. However, using such models 
constitutes additional sources of error; a trade-off in contrast to the increased 
requirements and solving time if such models were not used.    
Wall models in general have been formulated based on two universally considered 
boundary layer descriptors, namely, the log-law and power law and both types of 
models can be used in conjunction with the IBM modelling approach. The Werner & 
Wengle (1991) model is used in the simulations carried out for this thesis to account 
for the bed stress, whilst the log-law is used around immersed boundary points.  
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Though the validity of using scaled power laws (i.e. over a large range of Reynolds 
numbers) remained questionable by many researchers for a period of time, extensive 
research and comparative scaling against the log-law has shown both approaches are 
quite similar  with no real significant preference found towards either law.  
In LES’s of highly turbulent flow, the first grid is not usually lies in the laminar region 
( 5y  ) and needs to be corrected by the introduction of wall models. 
2.9.2 The Werner & Wengle Model 
The bed stress in CgLes is modelled by the Werner & Wengle power law. The 
instantaneous velocities components tangential to the horizontal wall at the closest 
near-wall grid points are assumed to be in phase with the wall shear stress components 
and can be related to the values of the corresponding wall shear stress by integrating 
the velocity profile over the distance. The instantaneous velocity profile is assumed to 
follow the law of the wall and can be determined based on its y+ value.  
 
           y 11.81
      y 11.81
B
y for
u
A y for
 

 
 
 

   (2.68) 
where   8.3A   and   1/ 7.0B   are both constants. 
2.9.3 Calculate the first layer velocity modulus 
In the modelling of the first layer stress, the modulus of the velocity |u| is calculated 
on the staggered location. In Eq. 2.69, only the velocity components tangential to the 
wall should be used to get the modulus. In the case of a horizontal wall, only tu and 
tw is used because tv is normal to the wall. 
2 2 2
, ,
 
i j k
u tu tv tw       (2.69) 
In a general case, the normal vectors from the wall to the grid are used to get the 
tangential components. If we have unit normal vector nx , ny ,nz . First, the velocities 
from the surrounding grids need to be interpolated to the location where our variable 
of interest is stored. For example, on a uniform rectangle grid, the interpolated values 
of the velocity vectors at the centre of a u-control volume can be obtained as: 
, ,i j ku u      (2.70) 
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 , , , 1, 1, , 1, 1,0.25 i j k i j k i j k i j ktv v v v v           (2.71) 
 , , , , 1 1, , 1, , 10.25 i j k i j k i j k i j ktw w w w w          (2.72) 
Then using the normal vector, each of the velocity components can be modified to 
contain only the part tangential to the wall. 
 x y z xtu tu tu n tv n tw n n           (2.73) 
 y z yxtv tv tu n tv n tw n n           (2.74) 
 x y z ztw tw tu n tv n tw n n           (2.75) 
Assume a horizontal wall is present in the x direction which coincide with the control 
volume for the streamwise velocity (u), then the normal factor can be determined as 
(0, 1, 0). Hence, we have , 0,tu tu tv tw tw    and the modulus equals to 2 2tu tw . 
2.9.4 Calculate the shear stress 
Once we obtain the velocity modulus, the law of the wall can be applied to give an 
approximation of the shear stress on the wall. From Eq. 2.66 and 2.67, the u+ and y+ 
can be obtained respectively. 
u
u
u
   and 
u
y y 

   
 
Figure 2.9  Illustration of Werner & Wengle Model 
From Eq. 2.68, the intersection of the linear and power laws can be found at: 
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1
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11.81
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y u A
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

 



           (2.76) 
In the finite volume approach, we integrate the velocity distribution from the wall to 
the location of the velocity vector and average it using the height of the distance Δy 
(half the grid spacing for uniform staggered grid- see Figure 2.9) to provide an 
approximation of the velocity on the centre of the volume. 
0
1
 
y
u u dy
y

  


 
     (2.77) 
If the modulus of the tangential velocity on the top of the control volume lies in the 
linear region, then the scaled velocity on the volume centre can be obtained using the 
linear law. 
 
0
2
1
 
1
 2
2
y
u y dy
y
y
y
y

  












     (2.78) 
Using the definition of the u+ and y+, the maximum velocity for linear law is shown 
in Eq 2.79. 
2
1
2
max
B
u u u
A
y








     (2.79) 
And the bed stress can be calculated by linear approximation: 
2
w
u
y

 

      (2.80) 
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Otherwise, if the top of the control volume lies in the power law region, where the 
given |u| is larger than the 
max
u , the scaled velocity on the volume centre can be 
obtained using linear and power law together. 
 
   
0
2
1 1 1
1
 
1
 2 1 1
m
m
y y
B
y
B B B
m
u y dy A y dy
y
A A A
y y
y B B
 


    

  
 

 
  
 
 
 
 
 
 
 


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

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   (2.81) 
By substituting ym
+, Δy+  and u+,  
2
11 11
1
2 1 1
BB
B
B
u yuv A A A
A
u yu v B B

 



 
               
 
 ( 2.82) 
the expression of u  can be written as: 
 
1 11 1
1
1 1
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1
1 1
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  

 


      
       
       
    
    
    
 (2.83) 
The shear stress can be obtained by using  
2
w u   
2
1 11 1
1 1
1 1
2
B B BB B
B B
w
B B
A A u
y A y
 
 
 
  
 
     
     
      
  (2.84) 
2.9.5 Correction of first layer velocity 
Having obtained the wall shear stress, the stress is then projected onto the direction of 
our interested direction to obtain the face stress. 
 face w
tu
u
        (2.85) 
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As discussed previously, the convective and viscous stress terms are all discretised 
using the Finite Volume approach. On a staggered grid, different variables need to 
have different control volumes. The variable of interest is stored in the volume centre 
and its value can be obtained by integrating over its control volume. The values used 
for integrating should locate at the face centre of the control volume by the averaging 
of values from surrounding grids. 
For example, if we take the staggered grid shown in Figure 2.10, the shade area 
represents the control volume for ui,j,k in the horizontal direction. 
 
Figure 2.10  Control volume for u on a staggered grid 
Taking the above control volume, the stress terms on the face are presented in Figure 
2.11. All the stress as shown in that figure are indexed with i , j, which is corresponds 
to the indexing of the cells discussed previously. 
 
Figure 2.11  Surface stress on a 2D control volume for u 
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If we set the lower face of the control volume shown in Figure 2.11 then the stress 
term yx  need to be modified to provide an accurate approximation to the bed stress. 
From Eq. 2.69, |u| can be calculated and then using Werner-Wengle model, the bed 
shear stress w   can be calculated from Eq. 2.80 or 2.84. This then is assigned to yx
to correct the velocity afterward using Eq. 2.86. 
        
2
1
* 1
, 1, , 1 ,
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n
t A
n
xx xx yx yx
u u dAdt
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dt
u i j dy i j dy i j dx i j dx
dx dy

   
 

           

 
 
(2.86) 
It should be noted that the scheme used to correct the near wall velocities here is only 
applicable for simple wall geometries such as a horizontal plate. In the case of 
immersed boundaries, the wall may not be coincident with the boundary of a control 
volume and so it is not possible to use the finite volume based Werner & Wengle 
model. In such circumstances, the first layer velocity should be calculated based on 
the exact location of the surrounding Immersed Boundary points and special care 
should also be paid when updating the wall shear stress. The description of the wall 
layer model used in immersed boundary will be discussed in detail in the next chapter.
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 Application of the Immersed Boundary Method 
A brief review of the development of the immersed boundary method and its 
applications was presented in the previous chapter, see Section 1.2.2. In this chapter, 
the author will present a detailed description of the iterative immersed boundary (IB) 
method used in current research which is based on Mohd-Yusof’s (1997) direct forcing 
IB method. Following this, several benchmark problems on Fluid-Structure interaction 
are simulated and their results are verified against the published data. 
3.1 The iterative Immersed Boundary Method 
As mentioned previously, the characteristic feature of the immersed boundary method 
is that the entire simulation is carried out on a Cartesian grid regardless of the location 
of the immersed boundary. Thus, the effect of the immersed boundary is taken into the 
fluid field by the feedback body force term. Based on the numerical methods 
mentioned previously, a feedback force fib can be added into the momentum equation 
as     
     .
2
1
2
3
2
1
2
3 2/1111 dtppdt
n
ib
nnnnnn
fRHSRHSuu
 





   (3.1) 
Here we introduce two functions  I  and  D  which represent interpolation and 
distribution functions respectively. The lower case ф represents the fluid variables on 
the grids, such as the velocity vector u, pressure p, body force f, and the upper-case Φ 
denotes the variables on the IB points, such as the interpolated velocity U, and 
feedback force Fib etc. The interpolation function projects the physical fluid field from 
the grids to the IB points and the distribution function maps the calculated results from 
the IB points back to the Cartesian grids. 
The basic idea of the immersed boundary method is to set the exact boundary 
conditions on the immersed boundary by making the interpolated velocities equal to 
their desired physical values. For incompressible viscous fluid, we have
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,11   nn VU   
     (3.1)  
where
 
 11   nn I uU             
                                    (3.2)      
refers to the interpolated velocity on the IB points and Vn+1 represents the desired 
velocity on the IB points. 
If we substitute Eq. 3.1 using Eq. 3.2 into the momentum equation, for one IB point 
we obtain:
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 (3.3) 
We can rearrange the above equation to get 
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 (3.4) 
If we let Fib = I (fib), in which Fib denotes the body force on the IB points, Then, this 
body force is distributed onto the nearby grids as 
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 (3.5) 
Then the body force on the Cartesian grids is finally obtained as 
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(3.6) 
When distributing the body force from the IB points to the grids, we can use either a 
full distribution (FD) forcing strategy or a half distribution (HD) forcing strategy 
depending upon the practical applications. For the FD forcing strategy, the body force 
Fib acting on an IB point is spread over several grids both inside and outside the 
immersed boundary using linear or quadratic delta functions. In this method, the body 
force is transferred smoothly and quick convergence can be achieved. However, as 
stated by Cristallo and Verzicco (2006), this forcing strategy smears the immersed 
boundary over 3-4 widths which is clearly unacceptable for high Reynolds number 
flows. To overcome this problem, we can either use a compact discrete delta function, 
finer grid resolution or the HD forcing strategy. In the HD forcing strategy the body 
force is only mapped onto the grid cells just inside the immersed boundary to create a 
sharp immersed boundary which is preferable for turbulence simulations. A more 
detailed comparison between this two schemes and their applications can be found  in 
the paper by Ji et al.(2012). 
Knowing the basic idea of the immersed boundary method, we can implement it into 
the numerical models of Chapter 2. Using the predictor and corrector procedure similar 
to the projection method, the body force and the pressure can be solved iteratively due 
to the implicit nature of Eq. 3.7. 
First we can calculate the intermediate velocity u* using     






  11*
2
1
2
1
2
3 nnnn pdt RHSRHSuu .                         
 (3.7) 
We then need to calculate the intermediate pressure pn,k and the body force fn+1/2,k 
iteratively, where the subscript k is the iteration step. 
Let  pn,k  = pn-1 , we start the iterative loop from k = 1. 
Outer loop begins 
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(a) Update the body force fn+1/2,k 
If we substitute u* into Eq. 3.7, we have
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3 knkn pdtIDdt uVf                         
 (3.8) 
(b) Update the intermediate velocity k
u
 
dtkn
k ,2/1*  fuu
                                             (3.9) 
(c) Update the intermediate pressure pn,k 
dt
p
k
kn
3
2,2 u                                            
 (3.10) 
(d) Check for convergence 
If the norm of a 
* , * , 13 3
2 2
n k n kdt dtp I p 
   
       
   
u u  is smaller than a given 
tolerance, we can break the loop. Otherwise, k = k+1. 
Outer loop ends 
Once the iterative process finishes, we assume pn = pn,k and finally obtain the new 
velocity by using the correction step:   . 
nkn pdt
2
31
uu                                         
 (3.11) 
In the iterative IBM method, the PPE Eq. 3.10 is solved using the iterative conjugated 
gradient (CG) method but we only solve the pressure for one iteration regardless 
whether it is converged because it is just an intermediate pressure and we don’t need 
the exact value at this intermediate stage. Also in this iterative IBM method, the 
coefficient matrix for pressure never changes which means it is independent of the 
pressure solver and thus can be combined with any available PPE solver to achieve 
higher accuracy and efficiency. 
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3.2 Laminar flow past a stationary cylinder 
Steady and unsteady laminar flow behind a circular cylinder, representing flow around 
bluff bodies, has been subjected to numerous experimental and computational studies 
and as the Reynolds number increases, the flow shows a series of different structures. 
Below this Reynolds number Re = 40, the flow is steady and characterized by the 
presence of a symmetric pair of closed separation bubbles. Beyond Re = 40, the flow 
becomes unsteady and asymmetric, and alternate vortex shedding begins. In this 
section, two representative cases of flow past a stationary cylinder has been chosen to 
investigate the fluid-structure interaction under steady and unsteady flow respectively.  
The results obtained from these simulations are then compared against the 
experimental data to prove the accuracy of our scheme. 
For flow over a circular cylinder, the flow field is very sensitive to the configuration 
of the computational domain, especially in low Reynolds number cases. So the domain 
needs to be large enough to alleviate boundary effect which can cause unphysical flow. 
In the work of Uhlmann (2005), the computational domain was chosen as W/dc = 26.7, 
L1/dc = 6.2 and L2/dc = 20.5 and had obtained good numerical results. In the above, L1 
and L2 are the stream-wise length of domain before and after the cylinder's center, dc 
is the diameter of the cylinder and W is the width of the computational domain in the 
cross-flow direction. 
For our simulations, a computational domain is set as W/dc = 14.4, L1/dc = 5.6 and 
L2/dc = 20. A mesh size of dc/h = 20 was adopted to keep the total number of girds 
within a reasonable range. The boundary conditions were set to Dirichlet for inflow, 
free-slip top and bottom and Neumann-type for outflow. 
We first of all tested our code in potential flow condition where the viscosity was set 
to zero, and the steady state can be reached very quickly. Figure 3.1 shows the pressure 
contour of the region surrounding the cylinder. We can clearly see that the pressure 
has very good symmetry in the regions above and below the cylinder. The symmetry 
of this ideal solution has the peculiar property of having zero net drag on the cylinder.  
On the left side near the inlet, a high pressure region has developed due to the existence 
of the cylinder while low pressure fields are present at both the upper and lower surface 
which will provide acceleration to increase the flow speed as it passes over the body. 
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In Figure 3.2, the velocity vectors surrounding the cylinder are also plotted. We can 
see that these vectors follow the geometry of the cylinder closely and show a very 
physical flow field. Thus we can say that our code works well in potential flow and 
can be proceed in the simulation of a viscous flow where the results will be verified 
quantitatively against published data. 
Figure 3.3 shows the vortex development process behind the cylinder for the viscous 
simulation (ReD = 200) which is the subject of a great deal of interest in the research 
of fluid-solid interactions in unsteady flow. The vortex is created at the back of the 
solid cylinder and detach periodically from either side to produce the Karman vortex 
street. Figure 3.3 (a)-(e) shows one complete cycle of the vortex shedding process. In 
Figure 3.3 (a), a 
 
Figure 3.1 Pressure Contour of a Static Cylinder in Potential flow. 
 
Figure 3.2 Velocity vectors around the cylinder in potential flow. 
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vortex is forming from the upper side of the cylinder which slowly detaches with the 
surface as time. In Figure 3.3 (c), the previous vortex from the upper surface has 
completely detached from the solid body and has moved downstream while another 
vortex is forming and detaching from the other side of the cylinder. It can clearly be 
seen that the vortex contour in Figure 3.3 (a) and (e) is almost identical, which marks 
the end of a complete cycle of vortex shedding. The contour lines inside the cylinder 
body are due to Immersed Boundary Method solving the flow field on the entire 
Cartesian grid and the feedback force has to be distributed inside the solid grid to 
enforce the physical boundary condition on the cylinder surface. 
 
(a)                                                               (b) 
 
(c)      (d) 
 
(e) 
Figure 3.3 The vortex shedding process for laminar flow over a static cylinder. 
One parameter to evaluate the vortex shedding process is the Strouhal number, which 
is defined by n cSt
U
f d
   based on mean free stream velocity U , cylinder diameter 𝑑𝑐 
and natural shedding frequency for a stationary cylinder nf . It can be calculated from 
the history of the drag and lift force. Due to the periodic feature of the vortex shedding 
process, the lift and drag force on the immersed boundary should share the same 
oscillating period. By accumulating the body forces on the Cartesian grids, the lift and 
drag forces can be calculated by 
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 3hfF zD
 and  
 3hfF yL
,                                (3.12) 
where zf  and yf  are the stream-wise and cross-flow components of the body force 
respectively and h is the grid spacing as mentioned before. Having obtained the lift 
and drag forces, the coefficient for each force can be calculated by 
2
2
1
2
1
2
D
D
L
L
F
C
U A
F
C
U A




    (3.13) 
where U is the free stream velocity, ρ is the fluid density and A is the projected area 
of the cylinder in the interested direction.  
In Figure 3.4, the time history plot of the lift and drag coefficients are presented against 
the non-dimensional time. It can be seen that both the lift and drag force are fluctuating 
at a certain period around a fixed value. According to Williamson (1989), the 
fluctuation of the lift force is because of the asymmetric formation of the vortices and 
is an fundamental feature of flow-induced vibration problems. In the current 
simulation, the maximum lift coefficient is found to be 0.71257 and the drag 
coefficient has a range of 1.39229 ±  0.04749. As mentioned previously, the 
fluctuating period of the lift force can be used to evaluate the vortex shedding process 
as they share the same oscillating frequency. From Figure 3.4, there are 19 complete 
cycles from non-dimensional time 80-89.64, so the vortex shedding frequency fn is 
about 1.971. Also from the spectra plot Figure 3.5, the lift coefficient spectrum has a 
significant peak at 1.97 and the drag coefficient spectrum reaches its peak at 3.95 
which proves the vortex shedding frequency is about 1.97. Using the cylinder diameter 
and free stream velocity, the Strouhal number for the current simulation can be 
obtained as 
1.971 0.1
1
0.197
n cf dSt
U




.     (3.14) 
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For ReD = 200, the value of Strouhal number is found to be 0.197 by the experimental 
study of Williamson (1989). The current result is very close to the experimental value 
and is better than many other numerical results using the IBM method and even for 
the body conformed grids (Liu et al. 1998).  
 
Figure 3.4  Time History of CD and CL for a static cylinder (ReD=200) 
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Figure 3.5 Spectra analysis of drag and lift coefficient 
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Another parameter we can compare our result with the literature is the time-averaged 
pressure coefficient along the surface of the cylinder 
2
2
1


U
pp
C p

   ,                                                  
 (3.15) 
where 
U
 and 
p
are the far-field free-stream velocity and pressure respectively. In 
our case, the far-field free-stream pressure is taken as zero because we can assume our 
computational domain is sufficiently large. The comparison of our results with well-
established numerical results has been plotted in Figure 3.6 , showing a good 
indication of the mean flow field.  The dash line are the numerical results for laminar 
flow past a cylinder at Re=200 by Rajani et al. (2009) using a second order accurate 
convective flux discretisation scheme and the scattered triangles are the result of an 
experimental study of a similar problem at Re=229 conducted by Thom (1933). It can 
be seen clearly that our results give a much better agreement with the experimental 
data in both the front and rear side of the cylinder. Rajani et al. (2009) mentioned that 
the discrepancy between their results and the experimental data is attributed mainly to 
the inaccurate prediction of the unsteady flow separation point at the cylinder surface 
which clearly doesn’t exist in our numerical schemes. 
 
Figure 3.6 Pressure coefficient along the top surface of the cylinder.  
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3.3 Laminar flow past an oscillating cylinder 
The above validation case of flow past a static cylinder shows that the current iterative 
IBM method captures the vortex shedding process and pressure distribution correctly 
indicating that the non-slip velocity boundary condition on the immersed surface can 
be correctly satisfied. However, as our ultimate goal is to simulate a rotating turbine 
immersed under the sea, we should also make sure that the current method is able to 
handle the interaction between fluid and solid with moving boundaries. Thus, we 
propose the case of laminar flow past an oscillating cylinder. 
The problem of flow past an oscillating cylinder has been extensively investigated due 
to its practical significance. It has been well known that the vortex formation 
frequency tends to synchronize with the oscillating body and the amplitude and 
frequency of the oscillation will cause a mode change of the vortex formation in the 
wake region. To further validate the capability of the current IBM scheme and 
investigate the different vortex formation modes, we have simulated the flow past an 
oscillating cylinder for a series of amplitudes and frequencies. 
Apart from the Reynolds number, there are another two dimensionless parameters are 
used to describe the movement of the cylinder. The amplitude ratio A/𝑑𝑐 is defined as 
the ration between the oscillation amplitude A and the cylinder diameter 𝑑𝑐 and the 
wavelength λ is the corresponding sine wave trajectory along which the body travels 
relative to the fluid. 
Amplitude ratio
c
A
d
       (3.16) 
Wavelength ratio = s
c c
UT
d d

       (3.17) 
where Ts is the period of the oscillation cylinder. 
We select the case of a cylinder oscillating in the cross-flow direction and its 
dimensionless displacement can be calculated by:    
 0.15 2y cd d sin t St                                 (3.18) 
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From Eq. 3.18, the amplitude ratio A/𝑑𝑐 of the oscillating cylinder is found out to be 
0.15 and its oscillation period is the same as the vortex shedding period for a static 
cylinder. The Reynolds number based on the cylinder diameter is kept as 200 and St 
is found to be close to 0.2 by both experimental data from Williamson (1989) and our 
previous simulation. Using this value, the wavelength ratio λ/𝑑𝑐  for the current case 
is worked out to calculated to be around 5. 
Figure 3.7 shows the instantaneous vorticity contours after 40 oscillations at a non-
dimensional time T = 20. In Figure 3.7 (a), the red colour denotes a positive vorticity 
value and the blue/green colour stands for a negative value, which is defined 
differently in Zhang et al. (2007) (see Figure 3.7 (b)). It can be seen that our result of 
a fully developed von Karman vortex street are almost identical to those obtained by 
Zhang et al. 
 
(a) 
 
(b) 
Figure 3.7  Simulated results of the vorticity contours after 40 oscillation periods: (a) 
our results   (b) Zhang et al.’s results (2007). 
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For a more quantitative comparison of the flow fluctuation characteristic, the ratio 
between the root-mean-square (RMS) velocity fluctuations and the mean free-stream 
velocity are plotted and compared against Griffin’s hot wire experimental results 
(Griffin 1971) at two different stream-wise locations  in the wake region : x/dc = 2.5 
and x/dc = 5.4, respectively. In both of the plots, the origin of the vertical coordinate 
is the averaged centre of the oscillation cylinder. In Figure 3.8(a), at x/dc = 2.5 the 
velocity fluctuation reaches its maximum value at 0.75dc above cylinder centre 
showing the highest flow fluctuation motions. As we go further downstream at x/dc = 
5.4, the magnitude of velocity fluctuation drops but tends to cover a broader cross-
flow area, indicating downstream decay is taking place. Such phenomena can also be 
noticed when we look at the maximum RMS fluctuation magnitude at different 
downstream locations.  
In Figure 3.9, changes of the maximum RMS velocity fluctuations versus the 
downstream location in the wake region are plotted along with Griffin’s experimental 
result (Griffin 1971). It can be seen that close to the cylinder surface, the RMS velocity 
has the most significant fluctuation magnitude and then decreases gradually in the 
streamwise direction. The close match of the simulated results with experimental data 
confirms the reliability of the Immersed Boundary Method for moving solids on a 
uniform Cartesian grid. Finally, the RMS velocity fluctuations along the wake axis 
(y=0) versus the downstream location are plotted in Figure 3.10. The location of the 
peak is usually used to determine the end of the vortex formation region. From that 
point of view, Figure 3.10 shows that the peak value occurred at about x/dc = 1.8 in 
both the current simulation and the experimental measurement which means our 
scheme has captured the length of the vortex formation region with high accuracy.  
In addition to the plots presented above, the time history plots of the drag and lift 
coefficients for the oscillating cylinder is shown in Figure 3.11 for another 20 cycles. 
It can be clearly seen that the force coefficients still have a periodic behaviour 
correlating with the oscillation period of the cylinder showing the fundamental 
frequency synchronization phenomena. Within each cycle, the curves are more of a 
zigzag shape than the smooth transition shown in Figure 3.4 indicating that the 
oscillation of the cylinder has introduced extra unsteadiness to the fluid-structure 
interaction. Furthermore, compared with the static case, the fluctuation amplitude of 
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the drag coefficient is much larger because the drag is dominated by the wake vortex 
shedding process. 
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(b) 
Figure 3.8 RMS fluctuations in the near wake behind an oscillating cylinder at Re 
=200:  (a)  x/dc = 2.5, (b) x/dc = 5.4. 
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Figure 3.9 The maximum RMS fluctuations along the stream-wise direction at Re 
=200. 
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Figure 3.10 RMS fluctuations in the wake axis at Re =200. 
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Figure 3.11 Time history plots of CD and CL for the oscillating cylinder (ReD=200) 
 
Figure 3.12 Map of Vortex Synchronization Patterns near the Fundamental Lock-in 
Region  (C. Williamson and Roshko 1988) 
As mentioned previously, one of the fundamental features of flow-induced vibrations 
is the ability of the oscillating structure at its natural frequency to synchronize to the 
vortex shedding frequency. Due to the continuous acceleration and deceleration of the 
structure, the vortex formation behind the body is affected by the frequency and 
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amplitude of the oscillation. According to the experimental study of Williamson and 
Roshko (1988),  in the fundamental lock-in region, the trajectory wavelength of the 
oscillating cylinder is comparable with the distance a non-oscillating cylinder travels 
through the fluid. In one shedding cycle, the cylinder sheds four vortices each cycle, 
rather than two as previously assumed. In Figure 3.12, the map of vortex 
synchronization patterns near the fundamental lock-in region (wavelength ratio equals 
5) are shown on a wavelength-amplitude plane. In this figure, “2S” means in every 
half cycle, one vortex has shed into the downstream wake; “2P” means two pairs of 
vortex are convected away from the wake centreline during each cycle; “P+S” denotes 
a pattern in which a vortex pair and a single vortex are shed per cycle. A detailed 
illustration of the three different patterns are shown in Figure 3.13 . 
 
Figure 3.13 Sketches of the Vortex Shedding Patterns (C. Williamson and Roshko 
1988) 
In the previous numerical case investigated (A/𝑑𝑐 = 0.15, λ/𝑑𝑐= 5), two regions of 
opposite vorticity are shed into the wake per cycle in Figure 3.7 (a) indicating a “2S” 
pattern of vortex formation. This matches well with the map of vortex synchronization 
patterns shown in Figure 3.12. To investigate the effect of the oscillating amplitude 
and frequency on the vortex formation, a series of numerical cases with a range of 
amplitude and frequencies were carried out near the fundamental lock-in region and 
the snapshots of the instantaneous vorticity contour are presented in Figure 3.14 and 
Figure 3.15. In all of the simulation cases, the Reynolds number based on the cylinder 
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diameter is kept at 200 and the snapshots are taken after 20 oscillation cycles when 
the centre of the cylinder is located at zero displacement. 
In Figure 3.14, the vorticity contours of an oscillating cylinder with the same 
amplitude but with different wavelength ratios have been plotted.  It can be seen that 
vortex is forming around the cylinder which sheds into the downstream wake in all 
three cases but each with a different pattern. For A/𝑑𝑐= 0.5, λ/𝑑𝑐= 6.25 (see Figure 
3.14 (a)), a pair and a single vortex are shed within one cycle and are then driven to 
away from the wake centerline a pattern that matches well with the “P+S” pattern 
shown in Figure 3.13.  
For the same oscillation setting, the map of vortex synchronization patterns shown in 
Figure 3.12 has indicated a “2P” pattern. However, it has been pointed out by 
Williamson and other researchers that for Re < 300, the “P+S” mode should occur 
instead of a “2P” mode throughout that region (C. Williamson and Roshko 1988). 
 In the case of a smaller wavelength A/𝑑𝑐= 0.5, λ/𝑑𝑐= 5.5, a similar “P+S” pattern was 
observed in Figure 3.14(b) but has a smaller distance between the vortices. In Figure 
3.14(c), the longitudinal distance between the vortices became even smaller and the 
pattern of the vortex is more like “2S” than “P+S”, which means a mode change has 
taken place when we decrease the wavelength ratio.  From all of the above discussions, 
it can be said that for a moving boundary problem, the current scheme can capture the 
effect of the varying oscillation frequency on the formation of the wake vortex 
correctly. 
To address the effect of the oscillation amplitude on the formation of the wake, Figure 
3.15  shows the vorticity contours for an oscillating cylinder with two different 
oscillation amplitudes. For A/𝑑𝑐= 0.15, λ/𝑑𝑐= 5 (see Figure 3.15 (a)), a Karman vortex 
street can be observed. For A/𝑑𝑐= 1.0, λ/𝑑𝑐= 5 (see Figure 3.15 (b)), the vortex mode 
has changed to a “P+S” pattern with an increase of the oscillation amplitude. This 
mode change also matches well with the experimental findings of Williamson and 
Roshko (1988) and in return further confirms the accuracy and reliability of the current 
Immersed Boundary Method. 
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Figure 3.14 Vorticity Plots for an Oscillating Cylinder with Different Wavelength 
Ratios: (a) A/𝑑𝑐= 0.5, λ/𝑑𝑐= 6.25 (b) A/𝑑𝑐= 0.5, λ/𝑑𝑐= 5.5 (c) A/𝑑𝑐= 0.5, λ/𝑑𝑐= 4.5 
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(a) 
 
(b) 
Figure 3.15 Vorticity Plots for an Oscillating Cylinder with Different Amplitude 
Ratios: (a) A/𝑑𝑐= 0.15, λ/𝑑𝑐= 5 (b) A/𝑑𝑐= 1.0, λ/𝑑𝑐= 5 
3.4 Flow past a 3D sphere 
Although the cylinder used in the above simulation has a 3D geometry but its 
oscillation is confined to 2D. To demonstrate the current IBM method can also work 
for 3D cases, we proposed a simple test of laminar flow past a sphere. The sphere is 
placed in a 3D computational domain with dimension [6.4d, 6.4d, 12.8d], where d is 
the diameter of the sphere.  First, we set the fluid to be static with initial velocity in all 
directions to zero and let the sphere move through the fluid at a constant speed. We 
then carried out another simulation in which the fluid with the same speed flowed past 
a static sphere. Figure 3.16 shows the stream-wise velocity contour in both cases. 
Clearly we can see the flow fields surrounding the sphere are identical to each other 
meaning the code can handle a 3D moving boundary correctly. In the paper of Ji et.al 
(C Ji et al. 2012), they have conducted a more comprehensive simulation of laminar 
flow past a static cylinder and a free-falling sphere in a viscous fluid. From their study, 
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they found out that there is a non-physical force oscillation near the immersed 
boundary when handling moving boundaries which is caused by the pseudo-fluid cells 
moving into and out of the immersed solid boundary. This problem is also observed 
and well documented by other researchers (Uhlmann 2005; X. L. Yang et al. 2009). 
To alleviate this problem, we can simply refine the grid resolution or use carefully 
designed interpolation and distribution delta functions. For our main application, as 
we only interested in the power performance of the whole MCT system, this oscillation 
has minor influence on the turbine as the force will always be oscillating in the 
turbulent flow thus we only focus our effort on the iterative IBM method. 
  
 
(a) Velocity contour of a moving sphere in static fluid (u=0 v=-1) 
 
 (b) Velocity contour of a static sphere in moving fluid (u=1 v=0) 
Figure 3.16 Comparison of velocity contours for laminar flow over a 3D sphere. 
3.5 Turbulent flow over channel 
Before we start our main simulation of a rotating turbine submersed in turbulent flow, 
here we propose another validation case which is a turbulence simulation of channel 
flow to prove that the current code can also work properly in the existence of 
turbulence. By simulating this problem, the SGS model as well as the wall model for 
Immersed Boundary Method can be tested and validated against published data. 
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Thomas and Williams (1995a) had carried out a similar validation of flow over an 
open channel to their free surface code which used the same finite volume scheme and 
SGS model as CgLes on a relatively coarse mesh of [64, 64, 64] but achieved very 
good result. Hence, the domain configuration and flow parameters of their simulation 
are used in our validation case. 
The open channel slopes at a small angle α relative to the horizontal so that the flow 
can be driven by the gravity force. The mean bed stress can be calculated by 
2
 ub 
,                                                (3.19) 
where  is the density and is set to 1 and 
u
is the characteristic shear velocity (friction 
velocity ) based on the slope of the channel, the gravity and the depth of flow 
  2/1gdu  
and is also set to 1. Another characteristic length for the flow problem 
is the viscous length 
 u/
 which will govern the flow structure near the bed. The ratio 
 /du
 is denoted Re  and is set to 181 in our case to match with the literature data 
of Kim and Moin (J. Kim and Moin 1986; Moin and Kim 1985). 
The physical Reynolds number for the flow based on the mean surface velocity us 
and the flow depth can be calculated by 
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where 
uu s /
can be determined from the simulation or experimental study. According 
to the DNS simulation by Kim and Moin (1987a), for Re+ = 180 the ratio between the 
mean surface velocity is 18.33 thus the Reynolds number is 3300. Then the Froude 
number of 0.579 can be obtained using the equation below 

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u
u
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u
F ss
,                                               (3.21) 
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for a slope of 1/1000. The channel is set as horizontal in the simulation and an 
equivalent horizontal body force is used to represent the slope. Write g  for the no-
dimensional gravity acceleration, we have 
2u
g g
d
  ,     (3.22) 
and the equivalent horizontal body force can be calculated by 
2
1
xf g
gd
u


 


.     (3.23) 
The computational domain is selected as [6, 4, 1.25] in the x (stream-wise), z (span-
wise) and y (vertical) directions and periodicity is imposed both in the stream-wise 
direction and the span-wise direction to ensure non-correlated flow. The top boundary 
is set as free-slip as a simple approximation of the free surface condition. The bottom 
boundary is also set as free-slip while the no-slip at the channel bed is substituted with 
a series of IB points placed at y = 0.24609375 between two adjacent layers of grid. A 
uniform grids system of [64, 64, 80] is adopted with a non-dimensioned grid spacing 
of 16.875, 11.25, 2.8125x z and y        .The non-dimensional distance of the 
first u-grid (also w-grid) of the wall is y+ = 2.212 due to the staggered grids used.  
During the simulation, the Smagorinsky SGS model as mentioned in Chapter 2 
together with a Wall-layer Model suggested by Cristallo and Verzicco (2006) are used 
to produce an correct modelling of the turbulent flow. As shown in Figure 3.17, an 
imaginary IB point was selected on the normal line passing the immersed boundary 
with a distance ( avgd ) averaged from the first off-wall points (1, 3, and 4). The 
tangential components of the velocity at the imaginary IB point ( tu ) is then 
interpolated from the surrounding grids (1, 2, 3, 4) and the actual wall shear stress ( w ) 
can be obtained by using the Werner-Wengle Model. Assuming the imaginary IB point 
lies in the linear law region, a resolved wall shear stress ( w

) can be calculated using 
the interpolated velocity, 
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t
w
avg
u
d
    ,    (3.24) 
and a slip velocity ( su ) at the IB point is introduced to mimic the actual wall shear 
stress. The slip velocity is then used as the desired velocity 1nV  in Eq. 3.2. More 
details about the implementation of the wall model can be found the previous work 
of Ji et al. (C Ji et al. 2012). 
 avgs w w
d
u  

      (3.25) 
 
Figure 3.17 Illustration of the wall model for Immersed Boundary Method  (C Ji et 
al. 2012) 
The simulation was firstly run for a time of ud /40  until it become statistically stable. 
The computed Reynolds stress and total stress is shown in Figure 3.18 with close 
agreement with Kim et al. (1986). The peak of the Reynolds stress in our simulation 
is found be at about y+ = 30 with a slightly lower value. At the near wall region, y+ < 
30, the stress matches well with their DNS results which means that this region can be 
well predicted using our current method. 
The simulation was then run for another ud /20  and the stream-wise velocity was 
averaged over that time periods; its profile normalised by the wall shear velocity is 
plotted in Figure 3.19. Within the laminar sub-layer y+ < 5 the profiles match the linear 
law   yu , and beyond y+ > 30,  they behave in a logarithmic manner. There is also 
good agreement between our simulated result and the DNS result of Kim et al. (1987a). 
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The turbulence intensities normalized by the friction velocity is shown in Figure 3.20. 
It can be seen that the largest intensity among the three directions is in the streamwise 
direction. The peak value of the urms was observed to be at y+ = 17 with the value of 
2.81. The vertical turbulence quantity is found to be zero at both the top and bottom 
boundary due to the existence of the solid wall. 
 
Figure 3.18  Reynolds shear stress and total stress. 
 
Figure 3.19 Comparison of mean velocity profile with the log-law and DNS result of 
Kim et al. (1987a). 
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Figure 3.20  Turbulence quantities of the turbulent channel flow. 
3.6 A spinning cylinder in laminar flow 
In this thesis, the main interest of research is to investigate the power performance of 
a spinning MCT under various flow conditions. To demonstrate the capability of the 
current IBM scheme to handle rotating objects, the author presents two further 
validation cases involving a self-rotating cylinder in laminar and turbulent flow. In 
this case, a clock-wise rotating cylinder was immersed in a rectangular box filled with 
viscous fluid. The drag and lift forces, along with pressure contours and instantaneous 
streamlines, were recorded. The dimensionless rotation rate (ratio of the surface 
velocity and free stream velocity) is  1.5    and the Reynolds number based on the 
cylinder’s diameter and the free stream velocity is Re = 200. The size limits of the 
computational box are [-17.8, 47.8] x [-32.8, 32.8] x [0, 0.5] in x, y and z directions 
respectively, while the cylinder, with a diameter of 1.0 and a span-wise length of 0.5, 
is located at (0.0, 0.0, 0.25). Note that, dimensions are normalized by the cylinder’s 
diameter D, velocity by free-stream velocity U and pressure by 2 / 2U  . The 
Dirichlet inflow boundary condition is used together with free-slip top and bottom 
boundary conditions. A Neumann-type boundary condition is adopted at the outflow 
and periodicity is imposed in the span-wise direction. The computational domain was 
discretized on a stretched Cartesian mesh with a grid resolution of 384 x 384 x 16. 
However, in the vicinity of the cylinder, a uniform sub-mesh with a grid spacing of 
1/64 was embedded into the stretched mesh for higher simulation accuracy – see 
Figure 3.21. Along the circumference of the cylinder, 256 immersed boundary points 
Chapter 3 Application of Immersed Boundary Method 
97 
 
(IBPs) were evenly distributed in each x-y layer and 16 layers of IBPs in the span-
wise direction were adopted. The time step size was adopted to make the max CFL 
number approximately equal to 0.7.  
Figure 3.22 shows the contours of instantaneous pressure and z-vorticity, together with 
the streamlines. Clearly, a low- pressure region can be observed in the vicinity of the 
cylinder’s top surface. A periodic vortex shedding pattern is also found in the near-
wake, although it is biased downwards due to the cylinder’s spin. Drag and lift 
coefficients show periodic large fluctuations and their frequencies are equivalent, 
which is not the case for flow around a stationary circular cylinder, see Figure 3.23.   
Table 3.1 compares the statistical features of the present results with those of Mittal 
and Kumar (2003) who studied laminar flow past a spinning cylinder at various 
rotation rates using a body-conformal (BC) grid with a very fine mesh (1/400D) near 
the cylinder. The largest difference between the two sets of results is found in the 
averaged drag coefficient. Our mean drag coefficient is 0.845 which is 8.2 percentage 
larger than 0.781 of Mittal and Kumar (2003). However, the mean lift coefficient 
shows excellent agreements between the two results. The over-predicted drag 
coefficient is clearly related with the side-wall effects as the distance in the current 
simulation is 32.8 times of the cylinder’s diameter. Mittal and Kumar (2003) did a 
convergence study on the drag and lift coefficients by changing the wall-cylinder 
distance from 15 to 150 times of the cylinder’s diameter. They stated that the drag 
coefficient shows a close dependency on the this distance  and the side-wall effect is 
negligible when it is larger than 100 times of the cylinder’s diameter, while the lift 
force is insensitive to the distance.   
 
Figure 3.21  The computational domain and the stretched Cartesian mesh. 
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Figure 3.22 Contours of instantaneous pressure (left) and z-vorticity (right). 
 
Figure 3.23  Time history of the drag and lift coefficients. 
        
Mittal & Kumar (2003) 0.781 0.164 3.884 0.468 0.188 
Present 0.845 0.173 3.895 0.497 0.190 
Difference 8.2% 5.5% 0.3% 6.2% 1.1% 
 
Table 3.1 Comparison of drag coefficient, lift coefficient and Strouhal number for flow 
past a spinning circular cylinder at Re= 200 and . 
DC ,D rmsC LC ,L rmsC St
1.5 
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3.7 A spinning cylinder in turbulent flow 
In this section, turbulent flow past a spinning circular cylinder at Re=1.4 x105 was 
investigated to demonstrate the capability of the IBM method to simulate moving 
boundary problem in turbulent flow. Two rotation rates  , i.e. 0.0 and 2.0, were 
adopted. The size limits of the computational box are [-7.8, 17.8] x [-12.8, 12.8] x [0, 
1.0] in x, y and z directions respectively, while the cylinder, again with a diameter of 
1.0 and length of 1.0, is located at (0.0, 0.0, 0.5). The computational domain was 
discretized on a stretched Cartesian mesh with a grid resolution of 256x 256x48 and 
on an embedded uniform sub-mesh with a grid spacing of 1/64 in the vicinity of the 
cylinder. The time step size was adopted to make the max CFL number approximately 
equal to 0.35. Other parameters of the simulation are the same as those in Section 3.6.  
Table 3.2 compares the mean drag force and the Strouhal number of the presented 
results with those of Karabelas (2010) and Breuer (2000), both of whom carried out 
large eddy simulations with the Smagrinsky SGS model on very fine body-conformal 
(BC) grids. Comparison is also made with the experimental data from Cantwell and 
Coles (1983) who did a well-organized experiment. Note that, the same Reynolds 
number and cylinder’s span-wise length are adopted in all three numerical simulations. 
Clearly, the current results show good agreement with the published data.  
 
Table 3.3 shows the results of turbulent flow past a spinning cylinder with a= 2.0  . 
Clearly, these results are quite diverse. The smallest drag force of 0.13 is observed in 
the numerical results of Karabelas (2010) and the largest one of 0.7 ~ 1.2 is reported 
by Borg and Luther (1986) who compiled many experimental results of flows past a 
spinning cylinder with different Reynolds numbers, ending plate diameters, surface 
roughness and aspect ratios. The smallest lift force of 2.38 is observed in the numerical 
results of Karabelas et al. (2012) in which a RANS is applied.  
It should be noticed that in the numerical results of Karabelas (2010), the periodic 
vortex shedding is completely suppressed, while in our results the vortices still 
alternately sheds from the top and bottom surface, although the streamlines are biased 
– see Figure 3.24. The streamlines of Karabelas (2010), Karabelas et al. (2012), plotted 
using the time-averaged velocity, are also presented for comparison in Figure 3.25. In 
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the results of Karabelas (2010), only one recirculation bubble remains and its alternate 
shedding is completely suppressed. However, in the results of Karabelas et al. (2012), 
similar to our results, two recirculation bubbles are observed which means that the 
vortex shedding is only partially suppressed.  
3.8 Conclusion 
In this chapter, the methodology of the IBM method has been presented and an 
iterative IBM method has been developed by including the update of body force into 
the PPE solver. Validation cases for flow past a static cylinder, and flow past an 
oscillating cylinder have been carried out to demonstrate the accuracy and stability of 
our scheme. In order to test the current scheme in the case of turbulence, a simulation 
of turbulent channel flow has been carried out and results have been found to compare 
very well with the published data of Thomas and Williams (1995a). Results from the 
validation case of a spinning cylinder in laminar flow showed very good agreement 
with the published data, while significant diversities were observed in the drag and lift 
forces of the turbulent flow validation case. However, our results are the closest to the 
experimental data. From the validation exercises, it has been shown that there was 
promising potential in applying the current scheme to simulate the turbine rotating in 
a turbulence flow.  
 
         
Cantwell & Coles 
(1983) 
Exp 1.23 --- --- --- 0.18 
Karabelas (2010) Smag+BC 1.03 --- --- --- 0.22 
Breuer (2000) Smag+BC 1.05 --- --- --- 0.19 
Present MTS+IBM 1.28 0.125 0.0 0.779 0.21 
 
Table 3.2 Comparison of drag coefficient, lift coefficient and Strouhal number for flow 
past a spinning circular cylinder at Re= 1.4x105 and  a= 0.0 . 
 
DC ,D rmsC LC ,L rmsC St
Chapter 3 Application of Immersed Boundary Method 
101 
 
       
Borg & Luther (1986) Exp. 0.7-1.2 --- 3.75-4.1 --- 
Karabelas et al. (2012) RANS+BC 0.51 --- 2.38 --- 
Karabelas (2010) Smag+BC 0.13 --- 5.2 --- 
Present MTS+IBM 0.47 0.129 4.33 0.35 
 
Table 3.3 Comparison of drag coefficient, lift coefficient and Strouhal number for flow 
past a spinning circular cylinder at Re= 1.4x105 and a= 2.0 . 
 
Figure 3.24 Contours of dimensionless pressure coefficient and streamlines of flow 
past a spinning cylinder with Re= 1.4x105 and a= 2.0 .  
  
Figure 3.25 Streamlines of Karabelas (2010) with Re= 1.4x105 and  a= 2.0  (left) and 
Karabelas et al. (2012) with 1.4x105 and a= 2.0  (right).
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 Implementation of the Conservative Level Set 
Method 
Among all the free surface schemes reviewed in Chapter 1, the level set (LS) method 
has a clear advantage due to its simplicity and ability to capture the interface. It has 
also been widely applied in a variety of fields, such as incompressible fluid mechanics, 
combustion, or image processing. This chapter reports on the implementation of the 
conservative level set (CLS) method into the existing fluid solver presented in Section 
2.6 to handle the movement and deformation of the free surface. The efficiency and 
reliability of the modified code is then validated using a number of benchmark test 
cases. 
 The Conservative Level Set Method  
The most notable difference between CLS originally proposed by Olsson and Kreiss 
(2005) and the standard LS lies in the choice of the level set function. In the standard 
LS method, the level set function is defined to be a signed distance function 
 , 0 min( )
X
X t X X



   ,   (4.1) 
where Γ is the interface ,  φ > 0 on one side of the interface and φ < 0 on the other 
side. 
Instead of the signed distance function, the CLS method employs the Heaviside 
function as the level set function  
1             0
( ) 1 2          0
0            0
H

 



 
 
,                                   (4.2) 
where φ is the signed distance function as in LS method.
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The strong discontinuity of material properties at the interface due to the great 
difference between air and water will cause instability of the numerical solution. In 
practice, a hyperbolic tangent function defined as  
 
1
( ) 1 tanh( 2 )
2
H     .    (4.3) 
is often employed as the level set function for the CLS, where ε defines a spreading 
width of  H(φ). With this treatment, the level set function varies smoothly from zero 
to one over the interface and can be advected in a conservative way without changing 
the profile of the interface. 
The material properties such as density and viscosity are computed as follows: 
1 2 1( ) ( )H       ,    (4.4) 
1 2 1( ) ( )H       .    (4.5) 
The total mass for one of the fluid is then given by 
 1 1( ) ( )M t H d   ,    (4.6) 
where   is the region of integration. 
Conservative of the fluid mass implies 
    
 
 1 1
( )
( ) 0
H
H
t
 
 

  

u .              (4.7) 
By utilizing the continuity equation for incompressible flow, the level set equation for 
CLS can be written in a conservative way 
   0
H
H
t

 

u .         (4.8) 
which is identical with the LS method. 
Due to the existence of inevitable numerical errors or artificial diffusion, and the 
variations in the velocity, the shape of H across the interface can become distorted 
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when H is advected. Thus, a re-initialization step is necessary to maintain the shape 
and width of the interface 
    (1 ) ( )H H H n H n n


     

 ,   (4.9) 
where n  is the normal vector at the beginning of the re-initialization, and ε determines 
the width of the interface.  
H
n
H



     (4.10) 
To be more clear, the re-initialization step accounts for the maintaining the resolution 
of contact discontinuities after advection. To achieve that, an artificial compression 
flux ( (1 )H H n ) is applied in regions of 0 1H   and in the normal direction of the 
interface. The term ( )H n n    at the RHS of Eq. 4.9 is added to avoid discontinuities 
at the interface and once the interface reaches its steady-state, its thickness will remain 
constant and proportional to the added viscosity . Also, the selection of the artificial 
time step  is restricted by   to avoid stability issues. In general, 
2
C


  has to be 
applied with   is the grid size and C is a constant factor based on the compression 
velocity. Based on our experiment, the best convergence rate is found with C ranging 
from 0.1 to 0.2. 
As mentioned previously, one drawback of the standard LS method is that it cannot 
conserve mass exactly. This kind of mass loss/gain mainly comes from two aspects. 
First, the discretization of the level set equation may lead to numerical dissipation and 
cause a mass loss/gain. This can be remedied by using a higher order and conservative 
discretization scheme. Another reason for this problem comes from the re-
initialization process. In order to keep the level set function as a signed distance 
function, a re-initialization process is necessary since its property as a signed distance 
function will be lost during the advection. Considerable motion of the zero level set 
can occur during the re-initialization because the signed function cannot provide an 
accurate approximation of the exact location of the front, which leads to an additional 
numerical diffusion and mass loss/gain. 
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In the advection of Eq. 4.8, the total variation diminishing (TVD) scheme was used to 
enforce the conservation law without introducing oscillations near the interface 
( LeVeque 2002). The author used the finite volume approach to calculate the flux in 
each control volume and reconstruct the interface using a piecewise linear scheme. 
Details of the TVD scheme and its implementation in level set problem can be found 
in the original paper of Olsson and Kreiss (2005). Also, it is important to mention that 
the re-initialization equation should be also in a conservative form. In Eq. 4.9, the flux 
terms in left-hand-side cause a compression of the interface profile, while the flux 
terms on the right-hand-side act as a diffusive flux. When Eq. 4.9 is evolved to a steady 
state along fictitious time τ, the diffusion in the direction normal to the interface is 
balanced by the compressive term, and the shape and the width of the interface are 
therefore well maintained, which is compulsory for the conservation property.  
 Incompressible Two Phase Flow 
After the introduction of the level set function, the flow field needs to be modelled as 
a two-phase flow due to variations of density and viscosity near the interface. Then 
the non-dimensionalized incompressible Navier–Stokes equations with surface 
tension and gravity can be written as: 
0 u ,     (4.11) 
     1 1 1
Re
Tp
t Fr We

  
 
          

g sv
u
u u u u f F . (4.12) 
 where 
ref ref ref
ref
u L
Re


  is the Reynolds number,  
ref
ref
u
Fr
L g
  is the Froude number 
and 
2
ref refu L
We


  is the Weber number. 
H
H
H
 
     
sv
F is the volume force 
introduced by the surface tension. 
Based on the projection method shown in Chapter 2.6, the following implicit Poisson 
Equation  
+1 1/2n n
n
p
t
  
   
 
u
,   (4.13) 
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can be obtained given the intermediate velocity 1/2nu , where n+1 denotes the current 
time step. The above equation can be solved iteratively using a preconditioned 
conjugate gradient solver or a multigrid solver once discretized. For the sake of 
simplicity, Eq. 4.13 is discretized on a 2D staggered Cartesian grid: 
+1 +1 +1 +1 +1 +1 +1 +1
1, , , 1, , 1 , , , 1
2 2
1/2, 1/2, , 1/2 , 1/2
1 1
n n n n n n n n
i j i j i j i j i j i j i j i j
n n n n
i j i j i j i j
n+1/ 2
p p p p p p p p
x y
RHS
   
   
   
      
            

 
(4.14) 
From Eq. 4.14, it can be seen that the values of the pressure coefficients matrix is 
unsymmetrical and depends on the grid spacing and density field. Further, this matrix 
needs to be updated every time step after the implementation of the CLS scheme as 
deformation of the interface will lead to a change in the level set function and affect 
the density and viscosity distribution. To solve the pressure equation, a number of 
pressure solvers, such as the diagonal solver (DIAG), successive over-relaxation (SOR) 
solver as well as the biconjugate gradient stabilized method (BICGSTAB), were used 
and tested against each other for efficiency and reliability. More details about the 
performance of the pressure solvers will be shown in Section 4.4.3. 
 Implementation of the CLS Method for Free Surface Flow 
In free surface problems, the CLS method and the incompressible fluid solver need to 
linked together to provide an accurate approximation of the flow field and the interface 
at each time step. The flow chart of two phase free surface flow is shown in Figure 
4.1. At each time step, the velocity is updated explicitly using the flow field and phase 
properties from the previous step. Then the interface is advected and re-initialized to 
keep its shape and width. It should be noted that both the pressure equation in the fluid 
solver and the re-initialization equation in the CLS method are solved iteratively until 
a convergence was observed. Conservative schemes are used for updating level set 
function and the total mass is thus conserved exactly using the current scheme. For the 
sake of simplicity, the following abbreviations have been introduced in Figure 4.1: 
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(4.15) 
 Validation Cases 
Several benchmark problems are selected to provide validation of the accuracy and 
capability of the proposed scheme. Before applying the CLS method to a free surface 
flow problem, its reliability and accuracy are first tested by two standard benchmarks 
problems with prescribed velocity fields, including long time advection of a circle, 
and the rotation of a slotted disk. Following this, the full simulation of the CLS method 
together with the incompressible fluid solver are performed on a standing wave and 
3D dam break flow.  
( ) ( )n n n nf H f H    
1/2n n nRHS  u u  
+1 1/2( )n np PDE  u  
+1
1 1/2
n
n n
n
p
dt

      
 
u u  
,* ( )n nH ADV H  
,*
,*
n
n
H
n
H



 
1 ,( )n nH RE H   
 
Figure 4.1 Flow Chart of Two Phase Free Surface Flow 
Fluid Solver 
CLS Scheme 
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4.4.1 Long-time advection of a circle 
In order to evaluate the capability of the implemented CLS method to conserve mass, 
a circle of Diameter D is transported by a uniform flow in a 1.6D×256D rectangular 
domain where D is set to 1.0. Figure 4.2 presents the domain discretized using 32×
5120 rectangle Cartesian grids with 20 mesh points in the diameter. The flow velocity 
field is set as constant everywhere with the non-dimensionalized velocity 
1.0, 0u v  . The non-dimensional time based on the free stream velocity and circle 
diameter is set as D/U. For comparison, the same test with the same numerical setting 
is carried out with the LS method, and the CLS method both with and without re-
initialization.  
The temporal evolution of the relative error of global mass conservation obtained by 
the different methods is given in Figure 4.3. And Figure 4.4 shows the evolution of 
the interface shape using different methods. Hereinafter, the relative global mass 
conservation error, ( )re t , is defined as follow 
0
( ) 1r
A
e t
A
       (4.16) 
where ( , , ; 0.5 1, )A H x y z for H t d     is the area enclosed in the 0.5 contour of 
H, 0 ( , , ; 0.5 1, 0)A H x y z for H t d       is the initial value of the area. 
The standard level set method (LS) with regular re-initialization loses all the mass of 
the circle in less than 100 D/U.  It is believed that the reason for the mass loss in this 
case is due to the introduction of re-initialization step. From the plot of mass 
conservation error shown in Figure 4.3, it can be seen that without re-initialization, the 
LS method enjoys the same accuracy as the CLS method and both showed very small 
percentage of mass loss.  
Although the re-initialization step in LS method has caused significant mass loss, it is 
essential for keeping the shape of the interface throughout the simulation. In Fig. 4.4, 
a significant change of the interface shape was observed for both the LS and CLS cases 
without re-initialization.The CLS method employed in the current scheme showed 
good accuracy regarding the mass conservation with an error of less than 2% and keeps 
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the shape well throughout the simulation. As the grid resolution used in the current 
test cases is relatively coarse compared with real simulations, the performance of the 
CLS method is very promising. 
 
Figure 4.2 Schematic of the long-time advection of a circle 
 
Figure 4.3  Long time advection of a circle, relative global mass conservation error 
obtained by different methods 
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Figure 4.4 Long time advection of a circle:  interface shape of the circle under uniform 
velocity field by different methods. From top to bottom: (a) LS without re-
initialization, (b) CLS without re-initialization, (c) LS, (d) CLS; from left to right: t = 
0,10,40,80,250, for all rows. 
4.4.2 Zalesak’s disk 
The Zalesak’s problem (Zalesak 1979), which simulates the rotating slotted disk, is 
one of the most well-known benchmark cases for testing advection schemes. This 
classic problem has been used extensively to test the advection ability of interface 
capturing methods and to characterize how accurately sharp corners are transported. 
The Zalesak’s notched disk is defined as follows: 
 Domain = [0, 1]2 
 Radius = 0.15, initial centre = (0.50, 0.75) 
 Slot width = 0.05, slot depth = 0.125 
 Time period = 1 
 The constant velocity field is given as 
( , ) 2 cos( 0.5)
( , )   2 sin( 0.5)
u x y y
v x y x


  
 
     (4.17) 
which represents a rigid body rotation with respect to (0.5,0.5). The disk completes 
one revolution after a unit of time. 
(a) LS without 
Re-initialization 
(b) CLS without 
Re-initialization 
(c) LS with 
Re-initialization 
(d) CLS with 
Re-initialization 
Chapter 4 Implementation of the Conservative Level Set Method 
111 
 
In the simulation, three different sets of grids (50×50, 100×100 and 200×200) were 
used to check the grid dependency of each method. The disk was allowed to rotate two 
complete cycles for all cases and the results were gathered and compared against each 
other after each cycle.  
Table 4.1 and Table 4.2 show the mass conservation error of the disk after one and 
two cycles respectively for the three different methods. After the first evolution cycle, 
the LS method has caused a 9.48% loss of mass on a 50×50 grid and even with the 
finest resolution the loss is still as high as 2.95%. After the second evolution cycle, the 
error has doubled to 20.58% for the 50×50 grid and 5.98% for the 200×200 case. Such 
large margins of error are not acceptable and will affect the accuracy of the simulation 
seriously. As mentioned previously, the introduction of the mass loss is mainly due to 
the re-initialization process and hence must be improved by a conservation scheme. 
The CLS method shows much better mass conservation than the LS method in that 
with the 50×50 grid, the error of mass loss is about 1.52% after the first complete cycle 
and 1.77% after the second. By increasing the grid resolution to 200×200, the error 
has dropped to 0.22% for the first cycle and remains unchanged for the second cycle, 
which means no extra loss of mass is introduced during the second evolution as the 
shape corners near the notch has already been smoothed. From the perspective of mass 
conservation, the CLS has showed great improvement of the LS method.  
Method 50×50 100×100 200×200 
LS 9.48 5.02 2.95 
CLS 1.52 0.58 0.22 
 
Table 4.1 Percent relative mass errors after one revolution with various grid sizes 
(50×50,100×100 and 200×200) for Zalesak’s disk problem. 
Method 50×50 100×100 200×200 
LS 20.58 10.81 5.98 
CLS 1.77 0.59 0.22 
 
Table 4.2 Percent relative mass errors after one revolution with various grid sizes 
(50×50,100×100 and 200×200) for Zalesak’s disk problem. 
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To further address this problem, the interface of the rotating disk after one and two 
cycles are plotted respectively for the two methods, see Figure 4.5. It can be seen that 
with a 50×50 grid resolution, the interface from the LS and CLS methods have lost 
their original shapes and there is asymmetry with un-smoothness around the notch. 
The loss of symmetry of the interface is linked with the loss of mass conservation in 
the corner area which will cause one side of the disk to evolve faster than the other 
side. It should be explained as there are only 3 grids between the notch areas and will 
lead to errors when calculating the surface normal for the CLS method. As the surface 
vectors near the notch were pointing in their normal directions, the compressive and 
diffusive flux terms in the re-initialization step will cause “ripples” on the interface. 
Thus, the un-smooth profile near the notch is due to grid resolution and can be eased 
by increasing the grid numbers, see Figure 4.5 (b) and (c). 
Figure 4.6 shows the interface profile after the second cycle for all methods for 
different grid resolutions. Compared with the profiles shown in Figure 4.5, both the 
results from the LS and CLS methods have deteriorated badly with time for the 50×50 
case. For the LS method, even with the finest grid resolution, the interface still showed 
a clearly deformation during the evolution. For the CLS method, the interface of the 
disk also undergoes a certain amount of change in the 50×50 and 100×100 grid cases 
but the change is not that significant for the 200×200 grid case.  
Based on the above discussions, with a prescribed flow field, the performance of the 
LS method is very poor in terms of mass conservation or accuracy of the interface. On 
the other hand, the CLS method has shown good mass conservation feature and keeps 
the profile well on the finest grid resolution. It should be noted that special attention 
should be paid to the grid resolution to ensure the interface can be correctly resolved. 
Once linked with the fluid solver, the performance of the mass conservation of the free 
surface scheme is essential to the prediction of the flow field, thus it is not practical to 
use the standard LS method. On the other hand, the CLS method is more preferable 
due to the conservative nature and its ability to capture the interface with large 
deformations.  
For Zalesak’s disk problem, another free surface scheme shows comparable 
robustness and accuracy is the CLSVOF method (Sussman and Puckett 2000), which 
is a coupling of the Level-Set method with the VOF method. The flow field is 
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computed with the standard LS method and the interface is then advected by a VOF 
(PLIC) method to conserve mass. After each interface update, the coupling of the 
Level-Set and VOF functions takes place. One issue with the CLSVOF method is that 
it is challenging to import the elaborateness of the VOF methods in the coupled 
method without introducing extra complexity. Also, as both the advection equations 
of VOF and LS method need to be solved, the efficiency of the CLSVOF method is 
restricted by the time step size restrictions for the geometric transport of the VOF 
scalar. Moreover, the signed function in the CLSVOF method needs to be re-assigned 
given the reconstructed interfaces which can be prohibitive in problems involving 
dynamic, structured mesh. Therefore, to ensure the accuracy and efficiency of the fluid 
solver and the merit of simplicity in the standard LS method, the CLS method is more 
appropriate for the current project.  
 
(a) 50×50              (b) 100×100           (c) 200×200 
Figure 4.5 Zalesak’s disk problem, interface location obtained in the Zalesak’s disk 
test after one revolution with various grid sizes: (a) 50×50, (b) 100×100 and (c) 
200×200, using the different methods: The light solid line corresponds to the exact 
solution, the dashed line for CLS method, and the dotted line to the LS method. 
4.4.3 Standing Wave  
To test the free surface schemes linked with the fluid solver, a small-amplitude 
standing wave was simulated and compared against the analytical solution and 
numerical result using the VOF method from the paper of Thomas et.al. (1995). The 
wave in this case had a steepness of 0.05 and the wave length, box size, water depth 
were given a value of 1.0 which produced a wave celerity of 1.25 and a period T of 
0.8. Periodic boundaries were used for both horizontal and span-wise directions. 
Frame 001  14 Jul 2013  Contour and mesh
Frame 001  14 Jul 2013  Contour and mesh
Frame 001  14 Jul 2013  Contour a d mesh
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(a) 50×50              (b) 100×100           (c) 200×200 
Figure 4.6  Zalesak’s disk problem, interface location obtained in the Zalesak’s disk 
test after two revolution with various grid sizes: (a) 50×50, (b) 100×100 and (c) 
200×200, using the different methods: The light solid line corresponds to the exact 
solution, the dark solid line to the ICLS method, the dashed line for CLS method, 
and the dotted line to the LS method.  
The height function method described in Section 1.3.5 was used as the comparison 
case before the CLS scheme was tested. A single-value height function H(x,y,t) was 
employed to represent the surface and was updated explicitly every time step using 
the kinematic boundary condition after the flow field had been obtained. It only 
calculates the flux on one side of the interface and is free of the discontinuity of the 
characteristic function. Also by integrating the volume flux along one coordinate 
direction only, the distribution of the height function values along the interface is 
smoother. Based on the integration of the continuity equation over the depth from the 
impermeable bottom wall to the free surface, the height function can be written in its 
conservative form: 
0
H H
B B
H
udz vdz
t x y
 
  
  
       (4.18) 
where –B denotes the distance from the bottom wall to the reference plane, x, y , z is 
the streamwise, spanwise and vertical direction respectively. 
This approach produces a method of finding the free surface location while 
automatically satisfying the mass conservation criterion. In the comparison cases, two 
different sizes of uniform grids were employed to determine the effect of grid 
resolution at two different values of viscosity (0.0 and 10-3). The influence of the time 
Frame 001  14 Jul 2013  Contour and mesh
Frame 001  14 Jul 2013  Contour and mesh
Frame 001  14 Jul 2013  Contour and mesh
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stepping was also investigated as the wave was allowed to fall and rise for several 
complete cycles using two sizes of time (dt). 
 In Figure 4.7, the free surface location for different times was represented by the 
movement of one surface point driven by the free surface flow for the zero-viscosity 
case with dt = T/125 and a grid spacing of 1/16 in both directions. It can be seen clearly 
that the surface is moving up and down due to the effect of gravity and the wave period 
matches reasonable well with the analytical shallow water solution. The slightly 
under-predicted wave amplitude is due to the numerical dissipation resulting extra 
energy being lost in the advection of the interface. Similarly, the wave period from the 
simulation using the height function method is smaller than the analytical value 
indicating the wave is moving faster than predicted. The total energy change was taken 
after one wave period was listed in Table 4.3 and compared with the result of Thomas 
et.al. (2005) shown in Table 4.4.  From the two tables, it can be seen that their method 
performs better in coarse resolution and large time step size. However, once the grid 
is refined and a smaller time step size is used, the difference between these two results 
is less significant.  
 
Figure 4.7 Movement of interface location at one surface point 
The above wave simulation with the same numerical values was performed using the 
level set method in both viscous flow and non-viscous flow with a fine grid resolution 
(1/32) and large time stepping size (T/250). As the mass conservation is the main 
concern for this method, the mass of the fluid was tracked by adding up all the volumes 
of fluid cells including partial cells at different time steps as shown in Figure 4.8. After 
one wave cycle, the total mass of fluid phase lost was calculated to be only 0.04% and 
after several further cycles this value remained unchanged. 
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Grid spacing Viscosity = 0.0 Viscosity = 1.0e-3 
 
1/16 
dt Total Energy dt Total Energy 
T/125 -7% T/125 -13.2% 
T/12500 -0.7% T/12500 -9.1% 
 
1/32 T/250 -5% T/250 -12.5% 
T/25000 -0.6% T/25000 -12.0% 
Theoretical Value 
(Lamb 1993) 
 
0.0% 
 
-11.9% 
 
Table 4.3 Standing wave result using height function method 
Grid spacing Viscosity = 0.0 Viscosity = 1.0e-3 
 
1/16 
dt Total Energy dt Total Energy 
T/125 +1.0% T/125 -6.3% 
T/12500 +0.9% T/12500 -7.3% 
 
1/32 T/250 0.0% T/250 -11.4% 
T/25000 -0.1% T/25000 -11.5% 
Theoretical Value 
(Lamb 1993) 
 
0.0% 
 
-11.9% 
 
Table 4.4 Standing wave result of Thomas et.al. (1995) 
In Table 4.5, the total energy change after one complete wave cycle is presented for 
both cases calculated at the interface with a level set value of 0.5. For the inviscid flow 
case, the energy change is negligible as expected whilst for viscous flow, it also shows 
a promising result which compared well with the theoretical energy decay solution 
using the expression given by Lamb (1993). 
 
Figure 4.8 Volume conservation for different times 
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Grid spacing and 
Time Step Size 
Viscosity = 0.0 Viscosity = 1.0e-3 
1/32 
T/250 
simulation theoretical simulation theoretical 
-0.06% 0.0% -11.4% -11.9% 
 
Table 4.5 Energy change of standing wave simulation using CLS method 
In the entire simulation, the most time-consuming step is the solution of the Pressure 
Poisson Equation which takes about 80% of the whole computational time. With the 
height function method, this percentage is even higher. The pressure coefficient matrix 
is non-symmetric due to the nature of the two phase flow, so the author tested three 
iterative schemes as mentioned earlier: the dynamic SOR method, the CG method and 
the BiCGSTAB method. In Table 4.6, the elapsed time of all three solvers is listed 
both for one single step and for a complete case study with the grid number of 64×96×4 
and one CPU. At each time step, the Pressure Poisson Equation is solved iteratively 
using the three different solvers respectively until the same convergence criteria (10-
6) had been reached. It can be seen that the BiCGSTAB takes only 50-60% of the time 
used by Dynamic SOR solver and about 25% of the standard DIAG CG solver. The 
difference in elapsed time is because for a non-symmetric matrix, BiCGSTAB usually 
needs far less iterations for convergence while CG and SOR need to run several 
hundreds of iterations. Although comparisons may change for a full 3D flow problems, 
it is apparent that the BiCGSTAB solver is more superior to other two, thus had been 
used for all the following simulation cases. 
Method Time for single time step Time for 500 time steps (2T) 
Dynamic SOR                   0.50s                   350s 
CG (DIAG slover)                   1.20s                   700s 
BiCGSTAB                   0.30s                   180s 
 
Table 4.6 Comparison between three pressure solvers 
When comparing the height function and level set method discussed above, the height 
function has a slight advantage regarding computational efficiency but requires a finer 
resolution and smaller time step size to achieve the same accuracy as the level set 
method. In comparison, the level set method is more stable with a constant surface 
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thickness and is more versatile with its ability to handle problems with steeper slope 
and, breaking waves.  
4.4.4 Break Dam Problem 
The dam-break problem is a popular validation case for various surface tracking and 
capturing methods, because of the relatively simple geometry and initial conditions 
and the extensive experiment data and numerical results available. To fully test the 
CLS code, a break dam simulation which allows a rectangular column of fluid collapse 
freely onto a horizontal surface wall due to the effect of gravity was carried out.  
The dimensions of the tank were 4a×a×2.4a and the dimensions of the water column 
are a×a×2a, where a = 0.146m - see Figure 4.9. The density ratio between the water 
and air phase were set as 1000:1 and the viscosity ratio was 100: 1. The non-
dimensional reference selected for the length, variable and time are shown as follows: 
2 / 2 ,
, ,
,
ref ref ref
ref water ref ref
ref ref ref
ref
L a u ga t a g
u L
Re
   


  
 

， ，
   (4.19) 
which gives a Reynolds number of 247,103. All boundaries of the tank were set as 
free slip boundaries (zero normal velocity and zero tangential traction) except for the 
top boundary which is assumed to be open (zero tangential velocity and zero normal 
traction). Initially the velocity is zero everywhere and the pressure is set to be 
hydrostatic pressure. The mesh size adopted here was 160×80×32 (horizontal × 
vertical × spanwise). 
Evolution of the free surface in 3D is shown in Figure 4.10 as a series of snapshots. 
The results are visually in good agreement with the numerical results of Koshizuka et 
al. (1995) using a particle method. Although solved with a 3D solver, the free surface 
remains two-dimensional during the time interval of interest. Several snapshots of the 
water column in the middle of the tank are shown in Figure 4.11.  
The key features of the snapshots from the simulation are: (a) initial state of the water 
column; (b) the front is propagated to the middle of the tank; (c) the front starts to hit 
the right wall of the tank; (d) the horizontal interface is almost parallel to the base of 
Chapter 4 Implementation of the Conservative Level Set Method 
119 
 
the tank and the water against the right wall has already fallen back under the influence 
of gravity forming a vertical hump; (e) vertical hump falls down and the backward 
moving wave has folded and the tongue of the front begins to form; (f) the tongue of 
the front is enlarged and propagates further to the left until it hits the left wall. 
 
 
Figure 4.9  Dam break problem definition 
 
(a) T = 0.1s     (b) T = 0.2s 
   
(c) T = 0.3s    (d) T = 0.4s 
 
Figure 4.10 snapshots of the water column at various times 
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(a) t = 0                             (b) t = 1.6 
    
(c) t = 3.2                            (d) t = 6.0 
    
(e) t = 9.4                             (f) t = 10.7 
 
Figure 4.11 Snapshots of the water column in the middle of the tank at six time 
stages 
A more quantitative comparison for the early stages of this experiment can be made 
by using the reduction in height and the speed of the wave front. The air–water 
interface position as a function of time on the bottom and left walls of the tank is 
plotted in Figure 4.12. The proposed scheme is in good agreement with the 
experimental and numerical reference data. Close agreement with the experiments 
data is observed at the beginning of the water column collapse. At the later stages the 
computations deviate from the experiment, which indicates a slower front propagation 
speed. Results presented by other researchers also show the same tendency and one 
reason for this is the difficulty in determining the exact position of the leading edge. 
Another reason for this discrepancy may be attributable to the fact that the free-slip 
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boundary conditions were employed on the container surfaces, which is not possible 
to reproduce experimentally.  
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
1.0
1.5
2.0
2.5
3.0
3.5
4.0
 Present Result
  Martin and Moyce (1952)
  Koshizuka et al. (1995)
F
ro
n
t 
(x
/a
)
NON-DIMENSIONAL TIME (T(2g/a)
1/2
)
 
(a) 
0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
0.4
0.5
0.6
0.7
0.8
0.9
1.0
H
e
ig
h
t 
(z
/2
a
)
NON-DIMENSIONAL TIME (T(2g/a)
1/2
)
 Present Result
 Martin and Moyce (1952)
 Koshizuka et al. (1995)
 
(b) 
Figure 4.12 Rectangle dam break problem a = 0.146m (a) surge front against non-
dimensional time (b) water column height against non-dimensional time 
To investigate the influence of the height/width ratio of the water column, results from 
a further validation case of the break dam problem are presented in Figure 4.13. In this 
simulation, a square water column of a×a×a was set to fall freely onto the horizontal 
bed in a tank with dimensions of 5a×a×1.25a, where a = 0.05715m. Based on the 
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reference values, , , /ref ref refL a u ga t a g   , the Reynolds number is 
calculated as 42,792. 
The change of surge front and height of the water column for the square dam break 
problem was plotted against the non-dimensional time and compared with the 
experimental data of Martin and Moyce (1952)and the numerical results of Kelecy and 
Pletcher (1997). Similar to the rectangle case, it can be seen that the results from the 
current CLS scheme and incompressible fluid solver have a closer agreement with the 
experimental data and track the movement of the surface correctly with evolving time. 
The surge front location at different time stages for the two break dam cases are plotted 
against each other in Figure 4.14. At the early stages, the surge front from the square 
dam break case has a larger propagation speed than the rectangle case. This indicates 
that the smaller height of the water column will result in an earlier start of the surge 
front motion and matches well with the findings by Martin and Moyce (1952). They 
have also noted that the two-dimensional collapse of a rectangle accelerates to a value 
of U which is practically independent of the height/width ratio but dependent on the 
square root of the original water column height. In that aspect, the water column with 
larger height will propagate faster and further at the later stage. Because the tank is 
modelled as a closed container, such phenomena will not be expected from the current 
simulations. 
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 (b) 
Figure 4.13 Square dam break problem a = 0.05175m (a) surge front against non-
dimensional time (b) water column height against non-dimensional time 
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Figure 4.14 Surge front against physical time for two break dam cases 
 Conclusion 
A conservative level set (CLS) method and the modified two-phase incompressible 
fluid solver have been used to simulate a number of free surface flow problems. For 
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all of the 2D and 3D benchmarks cases considered, the results from the current method 
displayed good mass conservation properties and good agreement against other 
existing experimental or numerical results. For the pressure solver, due to the 
asymmetrical nature of the pressure coefficient matrix, three different solvers have 
been tested against each other for accuracy and efficiency. The long time advection of 
a circle in a uniform field showed that with the CLS method the mass conservation 
property has been improved significantly while keeping the simplicity of the standard 
LS method. Furthermore, the ability to capture the interface and maintain the 
sharpness of corners have been demonstrated by Zalesak’s problem on different 
arrangements of mesh. Linked with the fluid solver, the proposed method has been 
applied to two free surface flow problems. A simple standing wave problem was 
simulated using the conservative height function method and the CLS method. Based 
on the findings, the CLS methods have displayed the same if not better accuracy as 
the height function method but on a coarser grid resolution. Among all the pressure 
solver tested, the BICGSTAB solver was found to be most efficient. The 3D dam beak 
problems with different height/width ratio have shown the ability of the implemented 
CLS method to deal with violent topological changes of the air/water interface.  
The proposed method can be further extended to multiphase flows in a straightforward 
way in future work. Along with the Immersed Boundary Method, it can be 
implemented to investigate the fluid-structure interaction with free surface flows, such 
as hydraulic jump induced by a weir, flow in curved channel and more importantly 
MCT under wave conditions. With appropriate visco-plastic constitutive models, the 
current work can also be used to investigate impulse wave generated by landslides. 
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 Open Channel Flow 
In this chapter, numerical simulations of open channel flow at different Reynolds 
numbers and bed slopes are presented. The free surface is tracked using the 
Conservative Level Set (CLS) method and the flow field is solved by the finite volume 
solver. It has been noted that in supercritical flow conditions, with Froude number up 
to 1.94, a decrease of the integral constant in the law of the wall has been observed. 
The shift of the log-law region was validated by comparing with experimental data 
and is believed due to the decrease of viscous sub-layer by most researchers. 
 Background 
In open channel flows, usually turbulent flow, the movement and deformation of the 
free surface is believed to be an important factor on the turbulent structures and 
redistributions and can give aid to the understanding of various hydraulic research 
problems, such as flood control, and river improvement etc. For example, the 
sediment-transport processes driven by the open channel flow has a greater impact on 
navigation conditions and evolution of the downstream of the river and is of important 
theoretical and practical engineering significance, such as the development of ports, 
shipping and water conservation . Due to the difficulty in measurement and simulation, 
the turbulent motion under a free surface is much less understood compared with flow 
with an enclosed solid boundary and very few attempts have been made to represent 
the physical free surface in numerical simulations. Early experimental work was firstly 
carried out by Satoru et al.  (1982) using laser anemometry to reveal the turbulent 
structures and transport mechanism in open channel flow and then was extensively 
studied by Nezu and Rodi (1986)  and Cardoso et al. (1989) but was restricted  for 
conditions of small channel slopes and low Froude numbers (sub-critical flow). Due 
to difficulties in measurement caused by the small flow depth and high velocity 
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fluctuations, the only detailed experimental study in open channels with steep slopes 
so far has been carried out by Tominaga and Nezu (1992). 
It has been pointed out by many researchers that the turbulent structures under a free 
surface are dependent on the bed slope and the Froude number (
0 /Fr U gL ), where 
0U  is the free-surface velocity, L is the flow depth and g is the gravitational 
acceleration. In low Froude number channel flow, usually 0.5Fr  , the surface 
deformations are very small thus the free surface is usually approximated as a free slip 
rigid-lid. By doing so, the rigid-lid free-surface acts like a wall and restrains the 
surface-normal velocity component. Despite the limitations of the assumption, 
previous numerical studies have shown that a rigid free-slip wall approximation allows 
the prediction of many of the phenomena seen in experiments with wave-less interface 
(Broglia et al. 2003; Pan and Banerjee 1995). For supercritical flow ( 1Fr  ) however, 
it has been found that the surface-normal turbulent intensity had a tendency to increase 
and the effects of the surface deformation could no longer be neglected (Komori et al. 
1989; Nezu et al. 1994) thus an accurate representation of the physical free surface is 
necessary. 
Early numerical attempts to investigate the coherent structures and turbulent statistics 
in open channel flow was initially conducted by Lam and Banerjee (1992), who 
discussed the effect of interfacial shear stress on the formation of turbulent streaky 
structures near the free-surface. Following that, Handler et al. (1993) presented the 
energy budget near the free surface in their DNS simulation using the free slip rigid-
lid approximation. Furthermore, some DNS of turbulent open channel flow have been 
carried out with a deformable free surface and can be found out in the works of Komori 
et al. (1993), Thomas and Williams (1995) and Borue et al. (1995). Noticeably, those 
work are all conducted under zero or low-Fr flow conditions, in which the surface 
deformation effects on the free-surface turbulent structures were not clearly visible or 
active and no increase of the wall normal turbulent intensity has been observed. The 
DNS of open channel flow with a Froude number of 1.8 was conducted by Yamamoto 
and Kunugi (2011) using the multi-interface advection and reconstruction solver. 
According to their research, typical wall-bounded turbulent structures were observed 
in high Froude number open channel flow but with increased wall-normal turbulent 
intensity and energy dissipation rate as well as decreased turbulent kinetic energy.  
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Apart from the DNS work, LES has also become quite a common tool for the study of 
open channel flows. Since in LES only the larger eddies are resolved, it enables a 
thorough study of the large-scale turbulence characteristics, which can largely benefit 
the understanding of the physical phenomena, such as natural river flow. The rigid lid 
approximation has been employed to simulate ducts (Broglia et al. 2003) and mildly 
curved open channel (Van Balen et al. 2009); while physical representation of the free 
surface has been used by Shi et.al (2000) in a straight open channel with a Froude 
number of 0.66 and moderate Reynolds number and Yue et al. (2005) for turbulent 
flow over a two-dimensional dune. The turbulent structures from both were are found 
to be consistent with the published experimental observations and DNS data. Other 
numerical techniques, such as the RANS approach, has also been employed by some 
researchers to simulate open channel flow, for example uniform flow in an open 
channel with steep slopes (Prinos and Zeris 1995) and a channel with a sharp bend 
(Zeng et al. 2008). However, these studies do not always reveal the turbulence 
structure of the flow in sufficient detail but focus on the complex features and origin 
of secondary flow currents. For that reason, RANS studies are not sufficient and are 
not considered appropriate for fundamental numerical studies of open channel flow. 
 2D Laminar Open Channel Flow 
The simplest open channel flow problem is a laminar flow on an inclined flat bed 
driven by gravity (see Figure 5.1). Write h for the depth of water flow,   for the slope 
of the flat bed, w  for the kinematic viscosity of water and g  for gravitational force, 
for a channel with small slope ( sin tan    ) the free surface velocity can be 
obtained analytically, 
2
2
s
w
gh
U


 ,      (5.1) 
and the flow field can be determined by 
( )
2
s
u y y y
U h h
 
  
 
,     (5.2) 
where y denotes the vertical distance from the bed. 
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In the current simulation,   was set as 1/1000 to represent a relatively small slope 
channel, with a viscosity ratio of / 13.1a w    and density ratio of 
3/ 1.0 10w a   
between the water and air. The same ratios were also employed in all subsequent cases. 
Set as horizontal in the simulation, two body forces ( xf , yf ) were used to represent 
the gravity force. Normalized by the bed friction velocity ( u gh  ) and water 
depth (h), these non-dimensional body forces can be calculated as 
2 2
1.0 and 1000
/ /
x y
g g
f f
u h u h 

     .  (5.3) 
The computational domain was selected as [3.0, 2.0] in the x (stream-wise) and y 
(vertical) directions and periodicity was imposed in the stream-wise direction. Both 
the top and bottom boundaries were set as no-slip wall. As air density is so small 
compared to water, it is expected that air motion is mainly governed by free-surface 
velocity and can be described as a Couette flow: 
( )
s
u y y
U h
 .     (5.4) 
 
Figure 5.1 Schematic of a 2D open channel flow 
Based on the friction velocity and water depth, the Reynolds number ( Re
w
u h

  ) of 
5 was used for the current simulation and the u   for the free surface can be obtained 
by using Eq. 5.1, 
L
h
freesurface
wall 
y
Chapter 5 Open Channel Flow 
129 
 
2
2.5
2
s
s
w
U gh
U
u gh

 
    ,    (5.5) 
and the Reynolds number based on the free surface velocity ( Re Re
s
s
w
U h
U

   ) can 
be found to be 12.5. 
The computational domain was then discretized on an uniform grid (64   64), 
resulting 0.234375x   and 0.15625y
  . The initialize flow field was set to 
zero for the entire domain and was driven by the horizontal body force in the water 
region. The final steady velocity field is achieved when the streamwise velocity 
profile at each cross-section has become identical. Figure 5.2 shows the contour of 
the level set function at the steady state. It can be seen that the level set function has 
been smeared over the interface, separating the water region with the air. However, 
no visible deformation or fluctuation can be observed from the plot, indicating a 
relatively steady flow condition. The steady state velocity vectors are shown in  
Figure 5.3 with a parabolic profile in the water region and a linear distribution in the 
air region. The linear profiles of air velocity imply that the air is fully driven by the 
free-surface velocity. 
Velocity profiles in the water region are shown in Figure 5.4 (a) and are compared 
with the analytical solution while the velocity profile in the air region is compared 
with the Couette flow solution (see Figure 5.4 (b)). From Figure 5.4 (a), it can be seen 
that the velocity profiles from the present computation match exactly with the 
analytical solution, and the normalized free surface velocity is found to be 2.5. In the 
air region, a linearly decreasing trend is observed for the streamwise velocity. The 
small deviation from the Couette flow solution is because the interface is smeared over 
several grids at the interface using the level set method. 
Having obtained the velocity profiles, the shear stress at different vertical locations 
are calculated and presented in Figure 5.5. It should be noted that these values are 
normalized using the analytical shear stress at the bottom wall (
2
w wu  ). From the 
shear stress distributions, a shear stress value of 1.0 is observed at the bottom wall, 
indicating a great match with the analytical solution and gradually decreases as we 
move away from the wall towards the free surface. At the free surface, the shear stress 
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almost vanishes completely and is much smaller in the air region than in the water 
region, implying that effect of air motion is negligible on the water, which is usually 
expected for channel flow with low Froude numbers. 
 
 
Figure 5.2 Steady state of level set function for a 2D laminar open channel Flow 
 
 
Figure 5.3 The velocity vector field for a 2D open channel flow 
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Figure 5.4 Comparison of velocity distribution in water and air region (a) water region; 
(b) air region. 
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Figure 5.5 Shear stress in water and air region for a 2D laminar open channel flow 
 Turbulent Open Channel Flow at Low Froude Number 
As shown from the previous simulation, for a 2D laminar flow the effect of air motion 
is negligible and the velocity and shear stress distribution in the water show good 
agreement with the analytical solution. In order to investigate the effect of the free 
surface on 3D turbulent open channel flows, two further simulations were carried out 
at a low Froude number and Reynolds number (see Figure 5.6). In Figure 5.6 (a), the 
open channel flow is modelled as a two phase flow (hereafter referred to as “free 
surface case”) with a deformable interface represented by the level set function and 
no-slip wall boundary conditions are applied to both the bottom and top wall. In Figure 
5.6 (b), only the water phase is considered in the turbulent flow. The free surface is 
approximated by a stress free rigid lid (hereafter referred to as “rigid lid case”) and the 
bottom wall is modelled using the no-slip boundary condition. Periodicity is imposed 
both in the stream-wise direction and span-wise directions for both cases. 
The Reynolds number based on the friction velocity ( /
+
wRe u h  ) is set as 180 in 
both cases to match the Kim et al. (1987) simulation and be close to Thomas and 
Williams (1995) simulation at 171+Re  . For the rigid lid case, the computational 
domain is set as 4.0 1.0 3.2  and discretised on an uniform grid of 64 64 64  . For 
the free surface case, the computational domain is set as 4.0 2.0 3.2   and discretised 
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on a uniform grid of 64 128 64   to ensure the same grid spacing. Normalized by 
/wv u , the values of the grid spacing in terms of wall units was found to be 
11.25, 9.0,and 2.8125x z y        for both cases. The  Reynolds  number  
based  on  the mean  surface  velocity ( sU ) and  channel depth  is  given by 
 / / Res w sRe U h U u
  ,  where /sU u  is  determined  from  the simulation; both 
of the cases yielded / 18.1sU u   and 3258Re  . The Froude number is governed by 
the mean surface velocity and the slope of the channel, 
s sU UFr
ugh 
  ,    (5.6) 
and a value of 0.57 was accepted given the a slope value of 1/1000. And the body 
force xf  of 1.0 was used to represent the gravity effect in both cases. For the free 
surface case, an additional body force in the vertical direction ( 1000yf   ) was also 
introduced to govern the motion of the interface. 
 
Figure 5.6 Schematic views of the present simulations 
Both of the simulations were initialized with a parabolic velocity profile with random 
fluctuations in the water region (zero initial velocity for the air in the free surface case) 
and firstly run for a time of 40 /h u  until the flow field become statistically stable. 
The stream-wise velocity and turbulent intensities was averaged over another 20 /h u . 
The profiles of the mean streamwise velocity normalized by the friction velocity are 
h air
h
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h
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shown in Figure 5.7 and compared against the published DNS data of 180+Re   (Kim 
et al. 1987) and the law of the wall.  
It can be seen that the velocity distribution for the rigid lid case and free surface case 
have shown an almost identical profile and match well with the DNS data. Within the 
laminar sublayer ( 6y  ), the results from both cases converges to the linear law 
u y  , and beyond 30y  show a logarithmic behaviour. The computed results 
closely follow the log-law  (1/ ) ln 5.6u y   , where the Von Karman constant  
is determined as 0.41  . The close fit between the results of the rigid lid case and 
free surface case matches the previous statement that in conditions of small channel 
slope and low Froude numbers (sub-critical flow), a rigid free-slip wall approximation 
can be used in numerical simulations as the surface deformation is very small. As 
reported by Thomas and Williams (1995), the characteristic  size  of  the  surface  
deformation h  is  determined  by  equating  the  potential  energy  ( hg ) with  the  
kinetic energy 
20.5u ,  assuming the  vertical velocity of a  typical eddy is 
approximately equal to u , and can be approximated by: 
2
21 1
2 2
h
s
u
Fr
h U
 
 
   
 
.    (5.7) 
Using the above equation, a wave height of 0.0005h  (or 0.089 in terms of wall unit) 
can be calculated for the current free surface simulation. Due to the smear of the 
interface and resolution of the numerical grids, no clear deformation of the interface 
was observed in the free surface case. 
The computed Reynolds stress (
' ' 2/u v u ) from both cases are presented in Figure 
5.8 and compared against the published DNS data. The total stress 
  ' ' 2/ 1/ /+u v u Re du dy     is also plotted, indicating that the flow is fully 
developed. Similar to the velocity profiles, the Reynolds stress from both cases show 
almost identical distribution along the depth of the channel. In the wall region, the 
Reynolds stress increases exponetially and reaches its peak value of 0.72 at =30y , 
which is in excellent agreement with the DNS data. At the interface, the Reynolds 
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stress is very close to zero, implying that no large deformation is present in the current 
simulations. 
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Figure 5.7 Mean velocity profile compared against published data 
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Figure 5.8 Reynolds stress profile compared with published data 
The turbulence intensities normalized by the bed friction velocity are shown in Figure 
5.9 (a) and (b) for the near-bed region and the region close to the free surface, 
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respectively. For the lower part of the channel, the DNS data of Kim et al. (1987) are 
included for comparison while for the upper part of the channel, as no generally 
accepted profiles are available, several sets of published data are included. In Figure 
5.9 (a), in the near wall region ( 6y  ), the turbulence intensities for the rigid lid case 
and the free surface case both match well with the DNS data and are scarcely affected 
by the free surface. As we move away from the wall, the rigid lid approximation tends 
to over predict the rmsu  and under predict the andrms rmsv w . Except for rmsu , the 
turbulent intensities in the other two directions for the rigid lid simulation have shown 
a good overall agreement against the published data while for the free surface 
simulation, an excellent agreement can be observed for all three directions. 
As shown in Figure 5.9 (b), in the region close to the free surface, the rmsu  values for 
the rigid lid simulation are still above the values in the free surface case. Close to the 
free surface, the DNS data and the rigid lid case show a clear increasing trend for the 
rmsu , which is less significant in both of the current simulations. This can be explained 
that as the  presence  of the  impermeable  boundary  constrains  the  fluid  motions  to  
be  parallel  to  it, and  these  motions  contribute  to  the  corresponding rms  intensities.  
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Figure 5.9 Turbulence intensities distribution (a) lower part of the channel (b) upper 
part of the channel (close to free surface) 
By allowing the free surface to deform freely, this constraining effect can be greatly 
relieved   resulting in a smaller rmsu  value and is expected in the free surface case. For 
rmsv , due to the existence of the free surface, the vertical fluctuation is less damped 
compared with the rigid lid approximation and hence a non-zero value should be 
expected. Compared with the experimental measurement of Satoru et al. (1982), who 
reported a constant rmsv value of 0.2u  close to the free surface, the current simulation 
tends to slightly over predict the fluid motion in the vertical direction. This deviation 
could be caused the interface is smeared over a fixed number of grids in the vertical 
direction and can result in a slightly larger movement than the physical conditions. For 
rmsw , the measurement of Satoru et al. (1982) show a smaller value than the numerical 
simulations while the computational results from Lam and Banerjee (1988) are slightly 
larger.  
To summarize, for an open channel flow with low Froude numbers, the representation 
of the free surface can be modelled using either the rigid lid approximation or the CLS 
method. Both methods have been proven to provide an accurate profile for the mean 
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flow field and Reynolds stress distribution. The difference between these two methods 
is clearly reflected in the turbulence intensities, especially for rmsv . In the rigid lid case, 
the impermeable  boundary  constrains  the  fluid  motions  to  be  parallel  to  it and 
will result in unphysical increase of the streamwise and spanwise turbulence 
intensities near the free surface region. For the free surface case, in the wall region and 
intermediate region, all the turbulence intensities match well with the published data. 
Close to the surface, the vertical fluctuation is less damped compared with the rigid 
lid approximation and yields a slightly larger value than the rigid lid approximation. 
  Turbulent Open Channel Flow at Supercritical Flow Conditions 
Following the simulations of open channel flow at low Froude number, another 
simulation of turbulent flow in a steep open channel was carried out to investigate the 
effect of the Froude number. Based on the experiment of Tominaga and Nezu (1992),  
the slope of the channel ( ) was set to 1/50 together with a Reynolds number 
( /m wRe U h  ) of 2,500, where mU  is the mean velocity of the channel flow, which 
can be obtained by integrating the velocity profile over the water depth for the 
simulation. According to Tominaga and Nezu (1992),  the ratio between mU  and the 
bed friction velocity ( u gh  ) is 13.80, so the friction Reynolds number ( Re
 ) 
and the Froude number can be calculated using the following equations,  
 / 181mRe Re u U
   ,    (5.8) 
1.94m m
U U
Fr
ugh 
   .    (5.9) 
The computational domain is set as 4.0 2.0 3.2   and discretised on a uniform grid 
of 64 128 64  , which is the same as the low Froude number case. In terms of wall 
units, the grid spacing is calculated to be 11.31, 9.05,and 2.83x z y         in 
the streamwise, spanwise and vertical direction, respectively. Periodicity is imposed 
both in the stream-wise direction and the span-wise direction and no-slip boundary 
condition is used for both the top and bottom wall. The interface between the air and 
water was initially set as a flat plane and modelled by the CLS method. Based on the 
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channel slope, the body force is set to be 1.0 in the streamwise direction and -50.0 in 
the vertical direction. 
A parabolic velocity profile with random fluctuations was employed as initial flow 
condition in the water region and zero initial velocity was used for the air region. The 
simulation was firstly run for a time of 50 /h u  until the flow field become statistically 
stable. The stream-wise velocity and turbulent intensities was averaged over another 
30 /h u . The mean velocity profile in the water region is shown in Figure 5.10 
together with the experimental measurement of Tominaga and Nezu (1992). In the log 
law region, where the average velocity profile can be described as 
(1/ ) ln( )u y A   ,   (5.11) 
a clear shift of the integral constant (A) can be observed for the supercritical open 
channel flow, implying a change in the flow characteristic due to the increased channel 
slope. 
1 10 100
0
2
4
6
8
10
12
14
16
18
u
+
y
+
 u
+
= y
+
 u
+
= (1/)ln(y+) + 5.6
 u
+
= (1/)ln(y+) + 3.86
 current simulation (Fr = 1.94)
 Tominaga and Nezu (1992) :experimental
 previous simulation (Fr = 0.57)
 
Figure 5.10 Velocity profile in a steep channel with Fr = 1.94 
In the previous simulations of open channel flow with Fr = 0.57, an integral constant 
of 5.6 is identified while for steep open channel flow with Fr = 1.94, the integral 
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constant has decreased to 3.86 which indicates that in the supercritical flows, the 
integral constant of the log law decreases with the increase of the Froude number. The 
same feature has also been pointed out by Tominaga and Nezu (1992) through an 
extensive experimental study of the open channel flow with a wider range of Froude 
numbers. They suggested that the decrease of the integral constant A implies that the 
thickness of the viscous sub-layer becomes smaller and the viscous effect may become 
weaker in supercritical steep open channel flows and eventually its effect may 
disappear over rough beds in such flows. However, this effect is not clearly visible 
from the current simulation due to the low Reynolds number. In the near wall region 
( 5y  ), the velocity profiles from both the experimental measurement and the 
numerical simulation still coincides with the linear law. 
The turbulence intensities normalized by the bed friction velocity are shown in Figure 
5.11 and compared with the low Froude number case. In the near wall region, the 
turbulence intensities in all three directions show a good agreement with the low 
Froude number result, implying the surface instability have little effect in that region 
in the current simulation. To describe turbulence intensities, Tominaga and Nezu 
(1992) have proposed a semi empirical formula for the universal distribution of rmsu , 
which is described by: 
   ' 'exp 0.3 1u u
u
D y
u
 

      ,  (5.12) 
' '
'
1 exp , , D 2.26, 0.88 and 10u u
y y
B
B h
 
 
        
 
. (5.13) 
From Figure 5.11, it can be seen that the above universal distribution holds in the near 
wall region ( 5y  ) for both the supercritical and subcritical simulations. At 5y  , 
the rmsu  start to deviates from the semi empirical formula in the supercritical flow 
while such a deviation does not start until 10y  for subcritical flow. In the region 
farther from the wall, the rmsu  distribution in both simulations still show a similar trend 
with the universal distribution though no close match can be observed. Compared with 
the subcritical flow, the supercritical flow shows a smaller value of rmsu , indicating a 
decrease of horizontal turbulence intensity with the increase of the Froude number. 
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This decrease is especially predominant in the buffer region where the turbulence 
intensities reaches their peak. Near the free surface, a clear decreasing trend of the 
rmsu  distribution can be observed for the supercritical flow while a mild increasing 
trend presents in the subcritical flow, implying that there is a larger deformation of the 
interface in the supercritical flow which relieves the confinement effect of the free 
surface boundary.  
A similar distribution of rmsv and rmsw are observed in the supercritical flow and 
subcritical flow for most of the water depth, except near the surface. In the region of  
160y  , the wall normal turbulence intensities show a clear increasing trend up to 
the free surface. This increase can also be explained by the additional instability of the 
free surface introduced by the larger slope of the channel, which will affect the motion 
beneath the interface.  
Figure 5.12 shows the turbulent kinetic energy (TKE) distribution for both the 
supercritical flow and subcritical flow. The value of the turbulent kinetic energy in the 
High-Fr case is lower the Low-Fr case. One reason for that is the kinetic energy may 
be transferred from the water phase to the air phase. Near the free surface, though, 
with a small rmsu  value, the TKE in the supercritical case has shown to be at least the 
same if not larger, compared with the subcritical flow. This phenomena is because the 
increased magintude of rmsv  is driven by the surface deformation. Though the detailed 
mechanism of the transport of the TKE in supercritical flow is not clear, it is believed 
that the redistribution from the vertical pressure strain correlation to the streamwise 
one may be one of the possible reasons. This causes the surface deformations to impact 
on the wall-normal velocities at the free-surface, and the vertical turbulent energy 
beneath the free-surface is instantaneously transferred to the streamwise direction. 
shows the computed profile of terms in the turbulent kinetic equation:  
' ' '
' ' ' ' ' ' ' ' 2 ' '1 0
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          (5.14) 
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for the velocity compenent i, the terms are normailzed by 
4 / wu   . From the plots, it 
can be seen that all terms of the energy budgets in the supercritical flow match well 
with the values of supercritical flow in the near wall region. Farther way from the wall, 
the terms of the energy budget tend to decrease with the increase of Froude number. 
For example, the peak value of production term in the supercritical open channel is 
10% smaller than its value in the subcritical flow. Also, the location of the peak 
production tends to move towards the bed, indicating a potential reduction of the 
viscous layer. 
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Figure 5.11 Turbulence intensities in a steep channel with Fr = 1.94 
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Figure 5.12 Turbulent Kinetic Energy distirbution in a steep channel 
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Figure 5.13 Terms of the turbulent kinetic energy equation for 
21
2
u  normalized by 
4 / wu   
 Supercritical Open Channel Flow with Refined Resolution 
Following the previous simulations, another DNS of the supercritical open channel 
flow was carried out with a larger domain and refined grid resolution. The 
computational domain is set as 20.0 2.0 6.0   and discretised on a uniform grid of 
640 256 192  , which is the same as the low Froude number case. In terms of wall 
units, the grid spacing is calculated to be 5.625,and 1.40625x z y         in the 
streamwise, spanwise and vertical direction, respectively. The same boundary 
condition for the previous supercritical flow was used with periodicity in the stream-
wise direction and the span-wise direction and no-slip boundary condition for both the 
top and bottom wall. The Reynolds number based on the friction velocity ( +Re ) is set 
as 180 and the body force is set to be 1.0 in the streamwise direction and -50.0 in the 
vertical direction. 
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The initial flow condition in the water region was obtained from a rigid lid simulation 
with the same domain size but coarser grid resolution (320 128 96  ) and the air layer 
velocity is set as zero. The interface between the air and water was initially set as a 
flat plane. The simulation was run for a time of 50 /h u  until the flow field become 
statistically stable. The stream-wise velocity and turbulent intensities was averaged 
over another 30 /h u . 
Figure 5. 14 (a) show the mean velocity profile in the water region and it can be seen 
that from the present simulation with a larger domain and refined mesh yielded almost 
the same velocity distribution with the previous supercritical flow simulation. The 
integral constant of the log law was found out to be close to 3.86 in both simulations. 
In the near wall region - see Figure 5.14 (b), with the refined mesh, the present 
simulation was able to show more details in the laminar layer, whose thickness is of 
great importance in determining the behaviour of open channel flow. From the current 
simulation with refined mesh, the mean velocity in the near wall region was observed 
to deviate from the linear law from y+ = 3, which is smaller than the value of y+ = 5 
usually observed in subcritical flow, indicating a potential decrease of the viscous 
sublayer in high Froude number flows. 
The turbulence intensities normalized by the bed friction velocity are shown in Figure 
5.15 and compared with the previous supercritical flow simulation. Similar to the 
mean velocity distribution, the turbulent intensities from both simulations have shown 
the same trend all over the water depth. For rmsu , the turbulent intensity reaches its 
peak at about 10y  and gradually decreases in the log-law region. Compared with 
the previous simulation with smaller domain and coarse mesh, a small deviation was 
observed for the streamwise turbulent intensity at 140y  . The similar trend has also 
been pointed out by Yamamoto and Kunugi (2011) who have done a DNS of 
supercritical open channel flow with a domain size of 12.8 2.0 6.4  and can be 
attributed to the difference of the domain size between two simulations. Near the free 
surface, both the simulations showed a decreasing trend of the rmsu , implying that the 
deformation of the interface in the supercritical flow has relieved the confinement 
effect of the free surface boundary. 
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Figure 5.14 Mean velocity profile from simulation with refined grid resolution (a) 
water phase (b) near wall region 
For rmsv , a close match between two simulations was observed in both the near wall 
region and transition region. Close to the free surface, the results from the present 
simulation showed a clear increasing trend up to the free surface starting from
160y  but with a slightly smaller value. This increase can also be explained by the 
instability of the free surface, which will affect the motion beneath the interface.  With 
the refined mesh, the interface between the air and water was able to be smeared over 
a smaller thickness (usually within 4 cells) thus the deformation of the interface can 
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be captured more accurately, meaning less turbulent kinetic energy is transferred from 
the streamwise direction to the wall normal direction.  
For rmsw , a clear deviation between two simulations was observed at 140y
  . In the 
current simulation, the spanwise turbulent intensity tend to first decrease and then 
increase when it get closer to the interface. This indicates that with the increased size 
of the domain, the interface has a larger deformation in the spanwise direction and its 
effect is able to travel further deep into the water region. 
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Figure 5.15 Turbulence intensities in a steep channel with refined grid resolution 
Figure 5.16 (a) and 5.16 (b) show the location of the interface represented by the 
isosurface of the level set function ( 0.5  ) for the two simulations respectively with 
clear deformation of the interface. For the previous simulation with small domain and 
coarse mesh, only one or two large scale waves were observed along the streamwise 
direction with several small scale waves present in the spanwise direction. In terms of 
wall units, the wavelength of the large scale waves was found to be about 300 and the 
maximum wave height was about 18, which is about 10% of the water depth. For the 
simulation with larger domain and refined mesh – see Figure 5.16 (b), there are about 
10-12 large scale waves in the streamwise direction. In terms of wall units, the 
averaged wavelength of the surface waves is about 320 and the longest wave has a 
length of 500. The wave height, in terms of wall units, is found to be close to 15, 
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slightly smaller than the simulation with smaller domain and coarse mesh, which can 
be used to explain the difference of the streamwise and wall normal turbulent 
intensities between two simulation cases as shown in Figure 5.15. Besides the slightly 
larger wavelength and smaller wave height, the interface deformation in the spanwise 
direction from the present simulation is more violate. From Figure 5.16 (b), 3-4 large 
scale waves and several small scale waves can be observed in the spanwise direction, 
implying that with a larger computational domain, more energy has been transferred 
to the spanwise direction from the streamwise direction. Due to the enhanced 
movement, the spanwise turbulent intensity near the free surface should increase 
accordingly, which again matches the discussion shown above. 
 
(a) 
 
(b) 
Figure 5.16 Instantaneous free-surface distributions (iso-surface of 0.5  ): (a) small 
domain with coarse mesh; (b) large domain with refined mesh. 
Figure 5.17 (a) and (b) show the turbulent streamwise velocity contour on a X-Z plane 
at the near wall region (y+ = 5) and close to the free surface (y+ = 170), respectively. 
From Figure 5.17 (a), a clear alternating pattern between the high speed streak and low 
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speed streak can be observed, indicating high shear rate is present in the near wall 
region. The length of the longest streak, in terms of wall units, is about 2200 and the 
averaged spacing between the streaks, in terms of wall units, is about 120. As the free 
surface waves at the interface have shown much smaller wavelength in both 
streamwise and spanwise directions, the streaks in the near wall region are believed 
not to affect the interface behavior. From Figure 5.17 (b), at y+ = 170, the high speed 
streaky structures can also be observed in most of the region near the free surface while 
the low speed region exhibits a “spotty” pattern instead of individual streaks, 
indicating a smaller mean velocity gradient in that region. These low speed areas are 
believed to be caused by the valley positions of the surface waves, which can be seen 
from the Figure 5.17 (b). Near the air-water interface, the main stream flow was 
blocked by the free-surface dip and tended to go around to the side of the deformed 
free surface or plunged below the interface. This, in return, can be used to explain the 
increase of the turbulent intensities in spanwise and wall normal directions as well as 
the decrease of the streamwise turbulent intensities. In other words, the large-scale 
waves might play the same role as in flow over a rough bed. Therefore, only the high-
speed streaky structures were observed but the low-speed streaks cannot be appeared 
near the free-surface. 
 
 
(a) 
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(b) 
Figure 5.17 Streamwise turbulent velocity visualization on X-Z plane (a) y+ = 5 (b) 
y+ = 170 
 Conclusion 
In this section, the combined CFD-CLS solver has been applied to free surface open 
channel flow for different Reynolds and Froude numbers. The free surface was tracked 
using the Conservative Level Set (CLS) method and was updated using the 
surrounding flow field. The simulation of 2D laminar flow on an inclined flat bed 
driven by gravity, the computed results (velocity profile and shear stress) showed an 
excellent match with the analytical solution for both of the water and air region. 
For open channel flow with low Froude numbers, two numerical simulations were 
carried out: one using the rigid lid approximation and the other, the CLS method, and 
an accurate profile for the mean flow field and Reynolds stress distribution was 
obtained for both cases. The difference between these two simulation schemes is 
clearly reflected in the turbulence intensities, especially for rmsv . In the rigid lid case, 
the upper impermeable  boundary  constrains  the  fluid  motions  to  be  parallel  to  
it , which resulted in an unphysical increase of the streamwise and spanwise turbulence 
intensities. For the free surface case, in the wall region and intermediate region, all the 
turbulence intensities match well with the published data. Close to the surface, the 
vertical fluctuations are less damped compared with the rigid lid approximation and 
yielded a larger values than the rigid lid approximation. Despite the differences in 
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turbulent intensities, the mean velocity distributions in both cases are almost identical 
and allow to predict many of the phenomena in wave-less interface conditions. This 
can be explained as the deformation of the free surface is usually very small in low 
Froude number flow and the influence of the free surface on the channel flow is less 
significant. 
A further simulation was conducted for an open channel flow with steep slopes ( Fr = 
1.94) and the results are compared with the simulation of the subcritical flow. From 
the plots of the velocity profile, a clear downwards shift of the integral constant of the 
log law was observed for the supercritical flow condition. Also, the turbulence 
intensities in the near wall region with different channel slopes were found to match 
with each other. Discrepancies between the two simulations takes place in the buffer 
region and close to the surface. Such phenomena can also be identified from the 
turbulent kinetic energy and the energy budget plots. At the water-air interface, an 
increased wall normal turbulence intensity at high Froude number flows was observed 
due to instability of the free surface. The peak value of the production term for the 
turbulent kinetic energy equation were also found to be smaller and closer to the wall 
with the increased Froude number. To investigate the mechanisms behind the log-law 
shift at high Froude number flows, further work may involve more fundamental 
research such as coherent structures, energy burst events and turbulence redistribution 
etc. 
Another DNS of the supercritical open channel flow was carried out with a larger 
domain and refined grid resolution. Compared with the previous simulation of 
supercritical open channel flow,  a similar distribution of the mean streamwise velocity 
was observed for both cases while with refined grid, the mean velocity in the near wall 
region was observed to deviate from the linear law from y+ = 3, which is smaller than 
the value of y+ = 5 usually observed in subcritical flow, indicating a potential decrease 
of the viscous sublayer in high Froude number flows. Similar to the mean velocity 
distribution, the turbulent intensities from both simulations have shown the same trend 
all over the water depth except a small deviation for the streamwise and spanwise 
turbulent intensity at 140y  . This indicates that with the increased size of the 
domain, the interface has a larger deformation in the spanwise direction and its effect 
is able to travel further deep into the water region. The above statement is supported 
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by the plot of the interface location represented by the level set function. With the 
refined grid and larger computational domain, a slight increase of the wavelength and 
a decrease of the wave height was observed for the large scale surface waves. Also, 
the surface deformation in the spanwise direction is more violate than the simulation 
with smaller domain, indicating more energy has been transferred to the spanwise 
direction. 
From the contours of streamwise turbulent velocity fluctuation at different water depth, 
clear alternating pattern of the high speed and low speed streaks was observed at the 
near wall region while close to the surface, the low speed streaks were replaced by 
spotty areas. The streaks in the near wall region are believed not to affect the interface 
behavior as they have a much larger length and spacing than the surface waves. Near 
the air-water interface, the low speed areas are believed to be caused the valley 
positions of the surface waves, which might play the same role as in flow over a rough 
bed, as the main stream flow was blocked by the free-surface dip and tended to go 
around to the side of the deformed free surface or plunged below the interface. 
Therefore, only the high-speed streaky structures were observed but the low-speed 
streaks cannot be appeared near the free-surface. 
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 Simulation of the power performance of a rotating 
Marine Current Turbine 
 Introduction 
Research surrounding Marine Current Turbines is focused in several areas: power 
generation, environmental effects, and turbine array design etc. Among these areas, 
power generation is of the highest priority and attracts the most interest. Therefore, 
the ability to predict the hydrodynamic performance of a marine current turbine has 
become essential for its design and various numerical and experimental methods have 
been proposed to achieve that.  
Kinnas and Xu (2009) have applied the boundary element method coupled with a 
potential flow solver to predict the wake geometry and cavity pattern behind a marine 
current turbine. Bahaj et al. (2007b) have performed extensive experimental analysis 
of the performance of a horizontal axis marine turbine in a towing tank and cavitation 
tunnel. Another numerical method based on the blade element momentum theory 
(BMET) has also been successfully developed to give a rough prediction of turbine 
performance but cannot provide detailed information about the surrounding fluid field 
(Buhl 2009).  
In this report, the power performance of a horizontal axis marine current turbine (MCT) 
using the Immersed Boundary Method has been carried out. The power coefficient, 
which is an important parameter for the power performance of a turbine, has been 
calculated for different working conditions and compared against experimental data. 
6.1 Geometry 
The turbine design of Bahaj et al. (2007b) has been chosen for this project’s validation 
purposes as a great deal of associated data is available. The selected model turbine has 
a diameter of 800mm and consists of three blades developed from the NACA 63-8XX 
series airfoil sections. There are 17 stations along each blade of which the coordinates 
are interpolated from coordinate-based data for NACA 63-812, 63-815, 
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63-818, 63-821 and 63-824. These simple profiles are given different thickness 
characteristics, chord length, and pitch distributions to form a complicated 3D twisting 
blade. The detailed characteristics of each station can be found in the Table 6.1. 
r/R r(mm) c/R Pitch(deg) Thickness/chord (%) 
0.2 80 0.125 15 24 
0.25 100 0.1203 12.1 22.5 
0.3 120 0.1156 9.5 20.7 
0.35 140 0.1109 7.6 19.5 
0.4 160 0.1063 6.1 18.7 
0.45 180 0.1016 4.9 18.1 
0.5 200 0.0969 3.9 17.6 
0.55 220 0.0922 3.1 17.1 
0.6 240 0.0875 2.4 16.6 
0.65 260 0.0828 1.9 16.1 
0.7 280 0.0781 1.5 15.6 
0.75 300 0.0734 1.2 15.1 
0.8 320 0.0688 0.9 14.6 
0.85 340 0.0641 0.6 14.1 
0.9 360 0.0594 0.4 13.6 
0.95 380 0.0547 0.2 13.1 
1.0 400 0.05 0 12.6 
 
Table 6.1 Blade profile specifications (Bahaj et al. 2007b). 
As a turbine blade is made of multiple profiles (each at different pitch angles) it is 
appropriate to define the blade pitch and the axis of rotation, where the entire blade’s 
alignment can be described. In the current case, the blade pitch angle is represented 
by the pitch of one profile, at the hub of the blade (at 0.2R). For each blade profile, the 
axis of rotation is found to be at 1/5th of the chord length from the leading point from 
the report of James McNaughton (2010) who worked back from the data points of a 
CAD file provided by A.S.Bahaj. The blade pitch is shown in Figure 6.1 by the angle 
between the chord line and the rotation plane which is perpendicular to the flow. In 
Figure 6.1, UT  refers to the free stream velocity, Uplane refers to the rotational speed of 
the blade profile at that station, which can be calculated by: 
 rU plane
  ,                                              (5.1) 
where r is the radius of the station plane and Ω is the angular speed of the turbine. For 
the station shown in Figure 6.1, we have r = 0.2R. 
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Figure 6.1 Aerofoil profile and pitch angle at 0.2R. 
Having known all the above information, the blade can be drawn using Solidworks® 
which gives a CAD model shown in Fig 5.2. As the specific geometry of the blending 
shape that connects the blade and the cone is unkown, a 2:1 elliptic cylinder was used 
at the base to create a reasonable representation of the physical model by using the loft 
tool of Solidworks®. The pitch angle at the base is set to zero which is the same as at 
the blade tip. 
 
Figure 6.2 The 3D geometry of the blade. 
The main interest of the author’s research is to predict the power performance of the 
turbine for a range of rotational speed, flow speed and different hub pitch angles. In 
the experiment of Bahaj et al. (2007b), the range of required tip speed ratios (TSRs) 
required for this investigation was achieved with a constant tunnel speed by varying 
the rotor rotational speed. The tip speed ratio is defined by: 
Plane of rotation 
Chord 
line
UT 
Uplane 
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TU
R
TSR


                                                      (6.2) 
The variation in rotor speed was achieved by varying the load on the rheostats in the 
experiment and in our numerical simulation, the same setting can be easily reproduced 
by fixing the rotating speed of the turbine to different prescribed values. The power 
coefficient for each rotational speed can then be obtained respectively using the 
following equation: 
  
31
2
p
T
Q R
C
AU


 
 
 
   ,                                        (6.3) 
where Q is the torque on the blade which was produced by the fluid. It can be 
calculated by integrating the lift force over each blade surface area. 
Similarly the thrust coefficient can be obtained given the drag force, the free stream 
velocity and the rotor area: 
21
2
D
T
T
F
C
AU

       (6.4) 
As mentioned previously, the entire blade’s alignment is described by the pitch of one 
profile, which is the blade hub pitch value (at 0.2R) and it was used to represent the 
blade settings in the following sections. For example, a turbine with a designed hub 
pitch angle of 20° is shown in Figure 6.3. In that case, the Blade Set Angle (BSA), 
which denotes the pitch angle at the tip of the blade can be obtained as 5° (20° - 15° = 
5°). The relationship between the BSA and hub pitch angle can be defined as BSA =  
hub pitch angle - 15°, where 15° is the pitch angle of the blade profile at 0.2R by 
design as shown in blade profile specifications (see Table 6.1). 
Given the section profiles of the rotor blade, the angle of attack (AOA), which is 
defined as the angle between the resulting velocity and chord line, for each section 
under different operating conditions can be worked out using the free stream velocity 
and plane rotation speed. Let β denotes the section pitch angle shown in Table 5.1 
(BSA = 0°), the AOA for any location of the blade can be calculated as: 
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  .     (6.5) 
In the case that the BSA is not zero, the angle of attack obtained using the equation 
above should be adjusted using the designed BSA value to take into account of the 
initial blade setting. The AOA for the blade at three different hub pitch angles is shown 
in Figure 5.4 with an operation TSR of 6. It is clear that as the BSA increases, the 
AOAs of the whole blade decrease accordingly but the distribution along the blade 
remained the same. 
 
Figure 6.3 Visualisation of a turbine at 20° pitch angle. 
Figure 6.5 shows the variations of the AOA along the blade under different operating 
conditions for a designed hub pitch angle of 20° (BSA = 5°). It can be seen that the 
distribution of AOAs at different blade sections changes with TSR and the value of 
AOA tends to be smaller and restricted to a narrower range with the increase of TSR. 
In practice, this may affect the overall performance of the turbine as certain sections 
will experience stall condition if the AOA is too large. However, if the value of AOA 
is too low, the lift and torque generated from the blade will also decrease and the 
turbine cannot reach its optimal performance. 
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Figure 6.4 AOAs of the blade for different hub pitch angles at TSR = 6. 
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Figure 6.5 Distribution of AOAs at different blade sections at 20° pitch angle. 
For the main simulation the computational domain is set to 10D in the stream-wise 
direction with the turbine placed 3D from the inlet, the height is set to be 3D with a 
blade tip immersion of 0.55D which is the same as the experimental setting, the width 
of the domain is to set to 5D to eliminate the effect of the side-walls. It should be noted 
that in the experiment of Bahaj et al. (2005), the channel length is about 75D which is 
almost prohibitive for a full scale numerical simulation.  Since we are more interested 
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in the overall power performance of the MCT rather than the transport of the wake 
characterises which usually can be approximated by using the actuator discs model 
(Blackmore et al. 2014), it has been suggested by other researchers (McNaughton 
2010; Afgan et.al 2013) that the selection of a channel length of 10D is sufficient.  
Inflow and outflow boundary conditions are used and the bottom and the side walls 
are set to be free-slip walls. The free surface on top of the turbine was first 
approximated by the free slip condition and then simulated by the CLS method. The 
simulation was to be carried out by setting the hub pitch angle to 20 degrees and inflow 
speed of 1.73 m/s to produce a curve of the power coefficient versus different TSR 
speeds in the turbulent flow. Detailed information of the setting is shown in Figure 6.6. 
 
Figure 6.6 Computational domain of MCT simulation. 
6.2 Validation case 
In this section, the code used for simulating the marine current turbine was validated 
using two cases: 1) NACA n0012 aerofoil in laminar flow with Re = 1000 2) NACA 
n0012 aerofoil in turbulent flow with Re = 1,000,000. Key parameters such as drag 
and lift coefficient and Strouhal number was provided and compared against the 
published data to show the accuracy and reliability of the current LES-IBM code. 
6.2.1 NACA n0012 – an aerofoil in laminar flow 
An NACA n0012 aerofoil was selected for the validation case as it is a standard section 
frequently used in many engineering applications, including marine environments. 
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The investigation of the characteristics of the aerofoil can provide important 
information about the performance of the section profiles, such as drag, lift and stall 
conditions, which in return can provide us with confidence of the main marine turbine 
simulation. 
The computational domain was discretized on a stretched Cartesian mesh with a grid 
resolution of 51232032. However, in the vicinity of the aerofoil, a uniform sub-
mesh with a grid spacing of 1/128 was embedded into the stretched mesh for higher 
simulation accuracy – see Figure 6.7. The y+ of the first near wall grid is worked out 
to be around 30 for the turbulent case. Along the circumference of the profile, 261 
immersed boundary points (IBPs) were evenly distributed in each x-y layer and 32 
layers of IBPs in the span-wise direction were adopted. The dimensions of the 
computational box are set as [-5, 10]   [-5, -5]   [0, 0.25] in the x, y, z direction 
respectively while the chord length of the aerofoil is 1.0. Inflow and outflow boundary 
conditions were used for the stream-wise direction and free slip wall condition was 
used for the upper and lower walls. In the span-wise direction, a periodic boundary 
condition was selected to represent an aerofoil with infinite length. Given the chord 
length C and the inflow velocity 𝑈𝑇 , the Reynolds number can be obtained as 
TU CRe

 , where   is the kinematic viscosity of the fluid. Note that, in the 
following validation cases, length is normalized by the aerofoil’s chord length C, 
velocity by free-stream velocity 𝑈𝑇 and pressure by 2 / 2TU
. 
 
Figure 6.7 Grid setting for the computational domain 
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Given the above domain configuration and boundary conditions, a validation case for 
laminar flow past the NACA n0012 aerofoil at Re = 1000 was carried out using Direct 
Numerical Simulation prior to the LES case. The AOA of the aerofoil was set to 10° 
compared against the published data. Mittal and Tezduyar (1992) who conducted a 
series of simulations of flow past a stationary NACA 0012 aerofoil at different 
Reynolds numbers using a body-conformal mesh and a relatively larger domain of [-
6, 20] x [-6, 6]. They reported a Strouhal number of 0.862 based on the chord length 
and free stream velocity at Re = 1000 and AOA = 10°. In the research of Johnson and 
Tezduyar et.al (1994), a similar result was obtained using a further refined mesh and 
a time stepping of 0.01.  
Figure 6.8 and Figure 6.9 show the contours of instantaneous pressure and z-vorticity. 
Clearly, a low pressure region can be observed in the vicinity of the aerofoil’s top 
surface and a periodic vortex shedding pattern is also found in the near-wake. Drag 
and lift coefficients show periodic fluctuations and their time history values are shown 
in Figure 6.10. We observe that the flow reaches a periodic state and has one dominant 
frequency and from the spectrum analysis of the lift coefficient – see Figure 6.11, this 
was found to be around 0.85 and the Strouhal number based on the chord length and 
free stream velocity can be obtained as: 
0.85
T
fC
St
U
     .  (6.6) 
 
Figure 6.8 Pressure Contour of NACA 0012 at Re = 1000, AOA = 10◦ 
Chapter 6 Simulation of the power performance of a Marine Current Turbine 
161 
 
 
Figure 6.9 Vorticity Contour of NACA 0012 at Re = 1000, AOA = 10◦ 
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Figure 6.10 Time history of Drag Coefficient (left) and Lift Coefficient (right) 
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Figure 6.11 Spectrum Analysis of the Lift Coefficient 
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Table 6.2 compares the statistical features of the present results with those of Mittal 
et.al (1992) and Johnson et.al (1994). It can be seen that the time averaged lift 
coefficient matches well with the published data and the drag coefficient is about 2.3% 
larger. The slightly over-predicted drag coefficient may due to the side wall effect as 
both Mittal et.al (1992) and Johnson et.al (1994) have used a larger computational 
domain than the current simulation. However, the Strouhal number from the current 
simulation matches well with the published data. 
NACA 0012 
 Re = 1000 
Present Mittal et.al  
(1992) 
Johnson et.al  
(1994) 
Drag Coefficient (CD) 0.172 0.165 0.168 
Lift Coefficient (CL) 0.420 0.425 0.4125 
Strouhal number (St) 0.85 0.862 0.86 
 
Table 6.2. Time Averaged Drag, Lift Coefficient and Strouhal Number for NACA 
0012 (Re =1000, AOA=10◦) 
6.2.2 NACA n0012 – an aerofoil in turbulent flow 
In this section, a series of simulations of the NACA n0012 aerofoil with different 
AOA’s in turbulent flow were carried out with Reynolds number equals 106. The same 
computational domain and boundary condition as in the previous case was selected 
and the Mixed-Time-Scale (MTS) sub-grid model (Inagaki et al. 2005) described in 
the numerical methods chapter was used in the LES simulation to take account of the 
un-resolved small eddies. The aerofoil was set at different AOA values ranging from 
0◦ to 20◦ with an interval of 5◦ and the y+ of the first near wall grid is worked out to be 
around 30. With regards to the marine turbine simulation – see later, those corresponds 
with the AOA value at different sections of the turbine blade when operating at a TSR 
of 6 as shown in Figure 6.5. 
Figure 6.12 and Figure 6.13 show the time averaged data of the drag and lift coefficient 
together with the published data. The numerical predictions from XFoil, an iterative 
boundary layer code written by Drela (1987) for design and analysis of airfoils, which 
can handle both inviscid and coupled viscous-inviscid boundary layer flow is also 
presented for comparison. 
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 From Figure 6.12, it can be seen that the lift coefficient from the current simulations 
falls in between of the experimental data of Sheldahl et al. (1981) and Gregory and 
O’Reilly (1973), who tested a NACA 0012 wing section in a wind tunnel. At the AOA 
of 0◦, the lift coefficient matches the experimental value of zero, which is correct 
considering the NACA 0012 airfoil is a symmetrical aerofoil.  
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Figure 6.12 Lift Coefficient at Different AOA at Re = 106 
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Figure 6.13 Drag Coefficient at Different AOA at Re = 106 
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At low AOA values until 10◦, the lift coefficient matches well with both of the 
experimental data and the XFoil prediction. After that, the results from the XFoil tend 
to deviate from the experimental data, over-predicts and delayed the peak lift while 
the results from the CFD simulation shows a better agreement. The difference between 
the CFD result and the XFoil prediction at high AOA values is because that XFoil is 
not able to take into account of the effect of the separation bubbles at post stall 
conditions.  In the experiment of Sheldahl et al. (1981), at Re = 8.6 x 105, the aerofoil 
reaches its stall condition at AOA = 12◦ and the lift coefficient drops dramatically. At 
Re = 1.44 x 106, Gregory and O’Reilly (1973) has reported the stall condition at around 
15◦. Based on these values, we can conclude that the stall condition tends to happen at 
smaller AOA when operating at higher Reynolds number. In the current case, the stall 
condition is estimated to occur at around AOA =13◦, which matches well with the 
above statements. 
For the drag coefficient (see Figure 6.13), it can be seen that the results from the 
current simulations matches well with the experimental data as the drag coefficient 
increases gradually at low AOA values.  However, at the post stall region, it tends to 
slightly over-predict the drag coefficient while an under predicted results can be 
observed from the XFoil predictions. The exponential increase of the drag coefficient 
is because the flow separation has increased and dominates the flow around the 
aerofoil. From Figure 6.14, it can be seen that a strong negative vortex developing 
near the leading edge and then shed into the wake. With the increase of the AOA, the 
vortex tends to get detached earlier and moves away from the upper surface of the 
aerofoil and hence affects the lift and drag. 
 
(a) 
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(b) 
Figure 6.14 Z vorticity contour at different AOA (a) AOA = 15◦ (b) AOA = 20◦ 
6.3 Static Turbine 
A simulation was performed for flow past a stationary turbine using the same 
geometrical setting shown in Table 6.1. The normalized dimensions of the 
computational box using the rotor diameter are set as [-2, 7]   [-2, 2]   [-2, 2] in the x, 
y, z directions respectively. The computational domain was discretized on a stretched 
Cartesian mesh with a grid resolution of 512320320. In the vicinity of the turbine, 
a grid spacing of 1/192 is used and the y+  of the first near wall grid is about 25 around 
the hub of the blade and 40 in the tip region. The boundary conditions were selected 
to be the same as shown in Figure 6.6 with uniform inflow and convective outflow 
and free surface is approximated using the free slip stress free condition. The inlet 
velocity was set as 1.0 m/s, so the Reynolds number based on the rotor diameter can 
be worked out to be 8x105. To simulating the turbulence flow, the Mixed Time Scale 
sub-grid model was used to take account of the effects of unresolved small-scale fluid 
motions.  
Figure 6.15 shows the time averaged pressure contour over the static marine current 
turbine for the current simulation. It can be seen that the pressure distribution along 
each blade is almost the same with a positive pressure region at the front of the blade 
and negative pressure at the back which is consistent with the expected distribution 
for flow directly over a bluff body. At the front of the blade, the highest pressure region 
is at the mid-span facing the inflow and, at the back, a negative pressure region is more 
dominant and covers the whole surface – see Figure 6.16. Among the negative pressure 
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regions, the largest negative value was found to be near the blade tip. The gradient 
between the high and low pressure regions acting on the two faces indicates a strong 
force on the blade which would aid the rotation of the device in a rotating circumstance. 
In the current case, looking from the direction of inflow, the force generated by the 
interaction of the blade and surrounding flow will drive the turbine to rotate in clock-
wise direction. Once rotating, the low pressure region behind the blade is expected to 
adjust in a clockwise direction to give the lift characteristics of the profiles and again 
aid the rotation. 
 
Figure 6.15 Pressure contour of the static marine current turbine 
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Figure 6.16 Pressure contour on the blade of the static marine current turbine 
For the static turbine, the torque and thrust was used to evaluate the performance of 
the static turbine because the power coefficient is not able to obtain. In the current 
case, in order to obtain these values, the normal vectors and the governing area for the 
IB points were pre-specified based on the geometrical model. At each time step once 
the forces on the IB points are calculated, they were then projected to their normal 
directions and summed over each blade. In Table 6.3 , the time-averaged and non-
dimensionialized torque and thrust value was presented for each blade and the total 
turbine. Compared with the other two blades, it can be seen that blade one has a higher 
torque and smaller thrust value as it locates closer to the top wall.  For blades two and 
three, the same value was obtained which reflects a nearly symmetrical flow field. As 
there is no rotation, the angle of attack for each blade section is very large (close to 
90◦), which is within a post-stall regime, the resulting torque value is expected to be 
smaller than for the rotating condition.  
 Blade One Blade Two Blade Three Total 
Torque  0.00045 0.0003 0.0003 0.00105 
Thrust  0.0260 0.0270 0.0270 0.08 
 
Table 6.3. Torque and Thrust for the static marine current turbine 
6.4 Small Scale Turbine 
Having obtained the results for a static turbine, several small scale simulations were 
also performed for a rotating turbine at different Reynolds numbers using the same 
turbine design but in a much smaller computation domain to provide a preview of the 
operating condition of the MCTs. Normalized by the rotor diameter, the computational 
box was selected to be [-0.5, 1.5]   [-1, 1]   [-1, 1] with a uniform grid setting of 
X
Y
Z
-0.6 -0.315677 0
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128x128x128. Free slip wall conditions have been imposed in the vertical and 
spanwise direction while inflow and convective outflow boundary conditions are used 
in the streamwise direction. The non-dimensionalised free stream velocity was set to 
be 1.0 and the different Reynolds numbers were adjusted by changing the numerical 
kinematic viscosity of the fluid. 
 Figure 6.17 and Figure 6.18 show the contours of the stream-wise flow velocity and 
isosurface of the vortex magnitude behind the rotating turbine for laminar and 
turbulent flow, respectively. The wake is monitored by taking slices of the velocity 
magnitude at different locations in the downstream. In terms of rotor diameters, Dc, 
the last slice away from the turbine is located at about 1.5 Dc, as in Figure 6.17(a) and 
Figure 6.18 (a). It is clear to see that in the low Reynolds number case, the velocity 
defect region is present in the immediate wake and follows a circle shape with the 
same size of the turbine sweep area. The region with the largest velocity defect is 
found to be immediately behind the turbine and follows the shape of the blade and 
after the turbine has moved away from that region, the velocity recovers quickly. It is 
also noticeable that this region is rotating clockwise as the flow travels downstream. 
This matches the statement from the static case in which the low pressure region 
behind the blade is expected to adjust in a clockwise direction to give the lift 
characteristics of the profiles and aid the rotation. 
 In the turbulent case, the velocity defect effect is stronger and covers a wider area 
much larger than the sweep area of the turbine. And in the velocity defect region, no 
clear profile of the turbine can be seen, which denotes a stronger and unstable region 
behind the turbine. From the vortex isosurfaces (see Figure 6.17(b) and Figure 6.18 
(b)), we can see that in both case the turbine is rotating in clockwise direction and has 
a strong vortex behind it. In the low Reynolds number case, the vortex tends to 
attached to the blade and was rotating in the anti-clockwise direction once detached. 
The wake expansion is about one Dc from the turbine. In the turbulent case, the vortex 
became detached from the body more easily and quickly breaks into small eddies in 
the wake. Compared with the laminar case, the wake expansion is much longer which 
shows a milder pressure drop behind the turbine. As the Reynolds number is increased, 
this effect is further exaggerated. 
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(b) 
Figure 6.17 Contour of stream-wise flow velocity and isosurface of vortex 
magnitude at low Reynolds number Re=1e+3. 
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 (b) 
Figure 6.18 Contour of stream-wise flow velocity and isosurface of vortex magnitude 
in turbulent flow Re=5e+4. 
6.5 Main Simulation 
The main simulation in the full scaled computational domain mentioned above was 
carried out to predict the hydrodynamic performance of the marine turbine and also to 
serve as a validation of our numerical code. As previous shown in Figure 6.6, the 
normalized dimensions of the computational box using the rotor diameter were set as 
[-3, 7]   [-1.95, 1.05]    [-2.5, 2.5] in the x, y, z directions respectively. The 
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computational domain was then discretized on a stretched Cartesian mesh with a grid 
resolution of 640320512. The uniform grid surrounding the turbine body is set as 
1/256Dc and was stretched towards the boundaries. Due to the complex nature of 
both flow and geometry, it is difficult to obtain a near wall cell that is well placed 
within the laminar sub-layer in LES, thus the wall function discussed in Section 2.9 is 
used to ensure the correct near wall stress is applied at the blade surface. In the current 
simulations, the y+ of the first near wall grid is about 30-40 around the hub of the blade 
and 80-100 in the tip region depending on different TSRs. Based on the previous 
validation case of a NACA n0012, the current resolution is sufficient to model the 
fluid-structure interaction between the blades and surrounding flow and capture most 
of the turbulent characteristics. The current simulations are run continuously on the 
UK national computing service HECToR (now replaced by ARCHER), using 24 
nodes each featuring 12-core Opteron 6100 processors. A further refinement of y+ to 
the generally accepted value of 10-20 for a wall-resolved LES would push the total 
grid number to about 1 billion and will be heavily restrained by the computational 
resources available. 
To obtain the Immersed Boundary Points on the surface of the blades, the 3D design 
of the turbine is first meshed in ABAQUS using structured triangle elements. Based 
on the mesh obtained, the geometrical centre of each element is selected as an 
Immersed Boundary Points together with its outward normal vector and surface area. 
These normal vectors and surface areas are then used in the distribution of the 
feedback force and calculation of the torque and thrust. For the efficiency and accuracy 
of the simulation, it is optimal to have two to three Immersed Boundary Points within 
each fluid grid. In the current case, there are 262,729 discrete Immersed Boundary 
Points for the turbine body. Once the Immersed Boundary Points are obtained, they 
will be moving freely in the domain with a prescribed TSR speed.  
For the simulation of a MCT in channel flow, it is ideal to specify a turbulent inlet 
condition as the turbulence intensity will affect the velocity deficit in the far wake area 
(Blackmore et al. 2014). However, this inlet profile or turbulence intensity is often 
unclear as it would require turbine-specific and site-specific measurements, such as 
tidal velocities, water depths and the channel’s individual turbulent structure. As little 
amounts of measurements data is available for the current case, most studies predicting 
the power characteristics for a tidal stream turbine have assumed an idealised water 
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flow with a uniform velocity profile, otherwise meta-scale simulations have to be run 
to predict the flow field, which requires detailed geometry over a large region. 
Furthermore, as the turbine locates at 3Dc from the inlet in the current simulation, the 
turbulent boundary layer would not be able to become fully developed by the time it 
reaches the turbine body hence its effect on the power performance of the turbine can 
be neglected. Therefore, we also use an uniform free stream velocity for the inlet 
condition, which was set as 1.73m/s as used by Bahaj et al. (2007b), giving a Reynolds 
number based on the rotor diameter of 1.4x106. 
The simulation was initially run at TSR = 4 for 100 rotation cycles until it is 
statistically stable. The restart file was then used as input for two further simulations, 
TSR = 6 and TSR = 8 respectively. For all the simulations, statistical values such as 
torque, thrust and CFL number are recorded for the last 20 rotations. In Figure 6.19 
and Figure 6.20, the power and thrust coefficient for these three different TSR speeds 
are plotted and compared with the experimental data of Bahaj et al. (2007b). For the 
turbine design with a hub pitch of 20◦, it can be seen that the current result agrees well 
with the published data and catches the variation of the power coefficient correctly. 
We can see that, as the rotation speed increases, the power coefficient first increases 
and then decreases after reaching its maximum. This can be used to determine the 
optimized operation speed of the turbine if installed in a location with certain range of 
flow speed. The maximum power coefficient of 0.45 was observed at TSR = 6 which 
is only 0.5% smaller compared with the experimental data. The small deviation (about 
2%) at TSR = 8 can be explained by low resolution of the blade tip. As the section 
profile at the blade tip has a chord length of only 0.025xDc, there is only 10-13 cells 
along the chord and even fewer along its the thickness direction. As the rotational rate 
increases, the power generated by the tip area may not be captured correctly and the 
overall power coefficient will be smaller than expected.  
For the thrust coefficient, CT was found to increase with the increase in rotational speed. 
At TSR = 6, it was found to be 0.80 which is the same as the experimental data. The 
time averaged and normalized torque and thrust value of each blade at TSR = 6 are 
given in Table 6.4, where it can be seen that they are almost the same, which means 
the simulation is statistically stable. Compared with the static case, the values of the 
torque and thrust has greatly increased, generating more power due to the rotation of 
the blade. Between the torque and thrust, the torque values have experienced a more 
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dramatic increase, more than 100 times of the value of the static case while the thrust 
values have only increased by 10 times, which is very promising from the aspect of 
power generation.  
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Figure 6.19  Power coefficient at different rotating speed against experimental data. 
 
4 5 6 7 8
0.60
0.65
0.70
0.75
0.80
0.85
0.90
0.95
C
T
TSR
 current result
 Exp data of Bahaj et al.
 
Chapter 6 Simulation of the power performance of a Marine Current Turbine 
174 
 
Figure 6.20  Thrust coefficient at different rotating speed against experimental data. 
 
 Blade One Blade Two Blade Three Total 
Torque  0.0472 0.0468 0.0471 0.141 
Thrust  0.452 0.449 0.451 1.34 
 
Table 6.4. Torque and Thrust for the rotating MCT (TSR = 6, hub pitch = 20◦) 
 
 
 
Figure 6.21 Contour of steam-wise velocity magnitude behind the rotating turbine. 
To investigate the dynamic loading of the turbine blade and provide and to provide a 
reference data for further work involving blade deformation and failure, the time 
history plots of the torque and thrust on a single blade generated by the interaction of 
the fluid and solid is presented in Figure 6.22. It can be seen that both of the drag and 
thrust fluctuates around their averaged value and several “spikes” are present 
throughout the simulations. These spikes are believed due to the vortex shedding 
during the rotation and also the position of the blade. Having obtained these 
instantaneous force, structural analysis can be carried out to investigate the blade 
deformation process and blade failure using Finite Element Method (FEM) or Discrete 
Element Method (DEM) during different operating conditions. A primary study of the 
blade deformation using scaled parameters will be shown in the later section. 
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Figure 6.22 Time history plots of the thrust and torque on a single blade 
In all of the above simulations, the hub pitch of the marine current turbine was set as 
20◦ which resulted in a blade set angle of 5◦. To investigate the performance under 
different hub pitch angles, another simulation with a BSA = 10◦ was performed with 
the same computational domain and inflow speed. The averaged and normalized 
torque and thrust values for each blade at TSR = 6 are presented in Table 6.5. With 
the increase of the hub pitch, the power coefficient has dropped 31% to 0.31 and the 
thrust coefficient has dropped 37.5% to 0.50. This can be explained as the hub pitch 
angle increases, the angle of attack for each section of the blade will decrease 
Chapter 6 Simulation of the power performance of a Marine Current Turbine 
176 
 
accordingly – see Figure 6.4 and the section profiles near the root of the blade have 
deviate from its optimal operating condition. As it is the root section of the blade which 
generates most of the power and thrust, the power and coefficient will decrease 
accordingly. 
 Blade One Blade Two Blade Three Total  
Torque  0.032 0.033 0.032 0.097 
Thrust  0.313 0.316 0.315 0.944 
Power 
Coefficient 
   0.31 
Thrust 
Coefficient 
   0.50 
 
Table 6.5. Torque and Thrust for the rotating MCT (TSR = 6, hub pitch = 25◦) 
 
6.6 Marine Current Turbine in Free Surface Flow 
From the above simulations, it can be seen that the current simulation can produce a 
very good result of the power output for the fine grid setting, also the effect of different 
TSRs on the performance of the turbine has been captured correctly. The averaged 
power coefficient, Cp, was found to be at a TSR = 6 with a value of 0.45 under the 
free slip wall approximation. However, the operating conditions for a marine current 
turbine can be significantly affected by the surface gravity waves, imparting unsteady 
velocities several orders of magnitude larger than the ambient turbulence. In that case, 
the free slip wall approximation is not suitable for the numerical simulation and the 
CLS method proposed in chapter 4 should be employed. 
To investigate the effect of sea waves on the performance of the turbine, a second-
order Stoke wave was chosen to represent the non-linear and periodic surface wave 
usually seen in real sea conditions. Writing k for the wave number, H for its height, z 
for the mean water height, λ for the wave length, T for the period of the wave, d for 
the location where a fluid particle locates from the wave surface and θ is the wave 
phase, the vertical and horizontal speed for the fluid beneath the wave can be obtained 
using the second-order Stoke wave theory. 
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For the CFD simulations, the inlet velocity is specified as the sum of the tidal current 
speed and maximum horizontal wave speed, when θ = 0. As the stream-wise velocity 
is the main factor in torque and power generation, no vertical velocity from the surface 
wave is included in the inlet boundary condition. To allow for the existence of surface 
waves, a two-phase flow simulation was carried out and the computational domain 
was increased in the vertical direction to accommodate the air phase. Scaled by the 
rotor diameter, the computational domain is 10 4 5D D D   in stream-wise, vertical 
and span-wise directions respectively.  
As the purpose of this thesis is to investigate the effect of the free surface waves on 
the power performance of the MCT under real sea conditions, the wave height used in 
the simulation need to be carefully chosen to match the physical environment. The 
optimal location for a MCT is where great volumes of sea water are concentrated and 
accelerated such as through narrow gaps between islands or in sea areas. And for cost 
and maintenance concern, it has been suggested that the installation location shouldn’t 
be too far from the coast.  According to Luznik et.al (2007), the waves around these 
coastal area typically have a period of approximately 8s, a wavelength of 90 m, and a 
significant wave height of 2 m. Assuming the water depth is about 0.6667 times of the 
wavelength, which is a typical sea wave, the scaled length and the height of the wave 
in the simulation can be obtained as 
3
4.5
0.6667
D
D        (6.9) 
2
 = 0.1
90
H D                 (6.10) 
Having obtained the characteristic of the sea wave, an initial profile was set by setting 
the level set function of the air phase to 0 and water phase to 1. Then the level set 
method was employed to keep track of the wave surface all through the simulation 
where no additional treatment of the fluid field is necessary. The periodic boundary 
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was applied in the streamwise direction for the CLS method to ensure the waves can 
re-enter the computational domain once they have travelled beyond the boundary limit. 
Two simulations were setup with the same wavelength described above and with wave 
height of 0.1D and 0.15D respectively. The possible effects of waves on marine 
current turbine are mainly due to change of flow velocity field and pressure field 
around the rotor. These changes will affect the fluid forces on the rotor and trigger 
cavitation. Depending on the magnitude and direction of the flow velocity induced by 
the waves, the power coefficient can increase or decrease accordingly. Figure 6.22 
shows the variations of the smoothed power coefficient under these two conditions, 
where it can be seen that it fluctuates in a wave like manner throughout the simulation, 
and the higher the wave height, the larger the fluctuation. A mean value of Cp = 0.47 
with an increasing trend is obtained for both simulations, which is 3% larger than the 
previous case without the surface wave. This indicates that the extra velocity generated 
by the movement of the surface wave has increased the performance of the turbine. 
The momentum from the wave has accelerated the water stream-wise velocity beneath 
the free surface and generating more torque on the turbine body. As defined previously, 
the torque acting on the rotor is the sum of the torque acting on each individual blade, 
which is the sum of products of in-plane lift-drag forces and lengths from centres of 
blade sections to the axis of the rotor. As the torque increases or decreases, the power 
coefficient will increase and decrease simultaneously.  
Comparing the power performance of the MCT under different wave heights, it is clear 
that wave height does have significant influence on the range of variation of power 
coefficient on rotor blades even though the mean value may stay relatively steady. In 
both cases, the variations of the power coefficient coincide with the wave period, while 
the peak value of the power coefficient is associated directly with the wave height. For 
the case with wave height of 0.15Dc, the peak power coefficient is found to be about 
10% larger than the case with wave height of 0.10 Dc. Similar finding has also been 
pointed out by Barltropl et al. (2007), who have done a serious of experiment on wave-
current interactions in marine current turbines. In their experiment, the range of 
variation of torque on rotor blades is almost doubled when wave height increases from 
0.0875 Dc to 0.21 Dc, and it further increased by another 20 per cent when wave height 
increases to 0.42 Dc. This influence should be taken into consideration in design of 
marine rotor especially in terms of fatigue and sustainability. Noticeably, the peaks in 
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power coefficient do not necessarily correlate to the motion of the wave directly above 
the MCT but is affected by wave induced velocity before the turbine body.  
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Figure 6.23 Power Coefficient of Marine Current Turbine under different wave 
conditions 
6.7  Blade Deformation 
From the previous simulations, the performance of the turbine with rigid blades has 
been captured correctly using the proposed numerical scheme. In real operating 
conditions, the forces from the surrounding flow also serves as the structural load on 
the turbine and will lead to blade deformation. Such deformation may result in the 
reduction in power production over time and finally leads to turbine failure. To take 
that into account, the combined finite-discrete element method (FEM–DEM) was used 
to simulate the deformation of the turbine blades under the various forces developed 
in the fluid (Munjiza 2004).  As mentioned previously, the interactions between the 
turbine and surrounding fluid can be obtained using the IBM scheme. The in-house 
cutting-edge Y-code comprises a set of C libraries incorporating the latest 
breakthroughs in discontinua simulations. It is capable of modelling the movement, 
deformation, fracture and collision of millions of solid bodies of different shapes and 
sizes.  
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In order to capture the blade deformation, an independent set of mesh was created for 
the solid body of the MCT. The surface nodes of the solids were treated as immersed 
boundary points in the fluid to form the correct boundary condition. The fluid force 
acting on the boundary nodes was interpolated from the grid points and then feed to 
the Y-code to calculate the deformation of the blades and update the coordinates of the 
IB points, which can be used to solve the flow field in the next time step.  The coupling 
of the CgLes and Y-code has greatly expanded the research scope of the numerical 
simulations and has been successfully applied in a number of simulations, for example, 
sediment transport in turbulent flow (C. Ji et al. 2013), red blood cells (Xu et al. 2013) 
and flow in a ureter muscle (Hosseini et al. 2012). For a flexible body, the deformation 
depends on its material properties, such as young’s modulus and  Possion ratio. As it 
is computational challenging and time consuming to simulate the deformation of a 
MCT using its physical properties, a scaled young’s modulus of 80MPa is selected for 
the turbine blade to expedite the deformation process, which is about 100 times smaller 
than the modulus of the standard steel. The Possion ratio is set as 0.3 and the density 
of the solid body is set as 7000 kg/m3.  
The simulation was restarted using the flow field information from previous full scale 
simulation and continued to run for a further 100 rotations at TSR = 6. The 
deformation of the blade at different stage was shown in Figure 6.24. In Figure 6.24 
(a), the blade is at its initial condition and start to deform after 20 rotations as seen in 
Figure 6.24 (b). The highest stress was observed at the root of the blade close to the 
trailing edge of each profile. In Figure 6.24 (c), after 50 rotations, a clear twist can be 
seen on the blade and the deformation process also start to accelerate. At the time of 
100 rotations, the blade has lost its original shape and have bended towards the 
clockwise direction. In that case, the MCT have deviated from its optimal operating 
condition and its power production has reduced about 40%. In investigate the influence 
of the dynamic loading at different working conditions, future studies may involve a 
series of simulations at a wide range of TSRs and also with the gravity wave effect. 
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(a)                                                             (b) 
 
                 
                                         (c)             (d)                             
 
Figure 6.24 Illustration for blade deformation under operating conditions 
6.8 Conclusion 
In this Chapter, the numerical code for the marine current turbine simulation was 
validated using flow past a standard NACA 0012 aerofoil for both laminar and 
turbulent flow. Good agreement with the published data was observed and proves the 
accuracy and reliability of the LES-IBM code. 
From the simulation of flow past a static marine current turbine, the positive pressure 
region was found to be present near the mid-plane of the front of the blade while the 
largest negative pressure was found at the tip of the back of the blade. Several small 
scale simulations at different Reynolds numbers were performed prior to the main 
simulation and a milder pressure drop was observed in the turbulent flow compared 
with the laminar case behind the turbine, indicating a much longer wake expansion.  
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In the main simulation, the power and thrust coefficient under different operating 
conditions was plotted and matched against the published data. The initial hub pitch 
angle was found to be of great importance in the power generation. In the simulation 
of a marine current turbine under free surface waves, it has been observed that the 
power coefficient fluctuates in a wave like manner throughout, and the higher the wave 
height, the larger the fluctuation. The averaged power coefficient is found to be larger 
than the free-slip wall approximation as extra velocity is introduced by the movement 
of the waves. In future studies, this can be used to determine the approximation 
location for the instalment of the MCTs. A preliminary study on the blade deformation 
of a MCT under operating conditions was carried out using the combined CFD-DEM 
code, taking into account of the blade flexibility. The highest stress was observed at 
the root of the blade close to the trailing edge and the deformation was first observed 
in the tip region and then passed to the middle of the blade.  
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 Conclusions and Future Work 
This chapter concludes this thesis by reviewing the presented work. In addition, areas 
in which further research is recommended and ways in which the current work can be 
expanded are discussed. 
 Conclusions 
The main purpose of this research is to develop a computational tool for the simulation 
of a Marine Current Turbine in turbulent flow, which is currently the subject of much 
attention and research. To meet this achievement, the author has modified a 3D Large 
Eddy Simulation (LES) numerical code to handle the solid-structure interactions with 
complex geometry and moving boundaries under a deformable free surface.  
The numerical prediction of the performance of the MCT is difficult due to its complex 
geometry, the surrounding turbulent flow and the free surface. The interaction between 
the solid structure and surrounding fluid is modelled by the immersed boundary 
method, which the author modified to handle the complex geometrical conditions. The 
conservative level set (CLS) scheme was implemented in the original Cgles code to 
capture the free surface effect.   
Initially, small scale simulations of fluid-structure interaction problems at relatively 
low Reynolds number have been carried out to prove the accuracy and stability of our 
scheme, such as flow past static cylinder, flow past an oscillating cylinder. In order to 
test the current scheme in case of turbulence, a simulation of turbulent channel flow 
with a friction Reynolds number (Re+) of 180 have been conducted and results 
matched very well with the published data. Further study of a spinning cylinder in 
laminar and turbulent flow were also carried out to verify the accuracy and credibility 
of the code to handle fast moving boundaries. From these validation exercises, it shows 
that there are promising potential in applying the current scheme to simulate the 
turbine rotating in a turbulence flow. 
After an extensive literature review of the available free surface schemes, the 
conservative level set (CLS) method was implemented and coupled with the the
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 modified two-phase incompressible fluid solver . For all of the 2D and 3D 
benchmarks cases considered, the results from the current method displayed good 
mass conservation properties and good agreement against other existing experimental 
or numerical results. The long time advection of a circle in a uniform field showed that 
with the CLS method the mass conservation property has been improved significantly 
compared with the standard LS method. Furthermore, the ability to capture the 
interface and maintain the sharpness of corners have been demonstrated by Zalesak’s 
problem. Linked with the fluid solver, the proposed method was tested on several free 
surface flow problems. For a simple standing wave problem the CLS methods have 
displayed the same if not better accuracy as the height function method but with a 
relatively coarser grid. Due to the asymmetrical nature of the pressure coefficient 
matrix, three different pressure solvers have been tested against each other and the 
BICGSTAB solver was found to be most efficient. Further validation cases of the 3D 
dam beak problems with different height/width ratio have shown the ability of the 
implemented CLS method to deal with violent topological changes of the air/water 
interface.  
The combined CFD solver with CLS method is then applied to free surface open 
channel flow at different Reynolds number and channel slopes. From the simulation 
of 2D laminar flow on an inclined flat bed driven by gravity, the computed results 
(velocity profile and shear stress) have shown an excellent match with the analytical 
solution in both of the water and air region. For an open channel flow with low Froude 
numbers, two numerical simulations were carried out using the rigid lid approximation 
and the CLS method, respectively and an accurate profile for the mean flow field and 
Reynolds stress distribution are obtained for both cases. The difference between these 
two simulation schemes is clearly reflected in the turbulence intensities, especially for 
rmsv . In the rigid lid case, the impermeable  boundary  constrains  the  fluid  motions  
to  be  parallel  to  it and will result in unphysical increase of the streamwise and 
spanwise turbulence intensities near the free surface region. For the free surface case, 
in the wall region and intermediate region, all the turbulence intensities match well 
with the published data. Close to the surface, the vertical fluctuation is less damped 
compared with the rigid lid approximation and yields a larger value than the rigid lid 
approximation. 
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A further simulation was conducted for an open channel flow with steep slopes ( Fr = 
1.94) and the results are compared with the simulation of the subcritical flow. From 
the plots of the velocity profile, a clear downwards shift of the integral constant of the 
log law is observed at the supercritical flow condition. Also, the turbulence intensities 
in the near wall region with different channel slopes have been found to match with 
each other. Discrepancies between the two simulations take place in the buffer region 
and close to the surface. Such phenomena can also be identified from the turbulent 
kinetic energy and the energy budget plots. At the water-air interface, an increased 
wall normal turbulence intensity at high Froude number flows is observed due to 
instability of the free surface and the peak value of the production terms from the 
turbulent kinetic energy equation is found to be smaller and closer to the wall with the 
increase of the Froude number.  
The numerical code for the marine current turbine simulation was validated using flow 
past a standard NACA 0012 aerofoil for both laminar and turbulent flow. From the 
simulation of flow past a static marine current turbine, the positive pressure region 
was found to be present near the mid-plane of the front of the blade while the largest 
negative pressure was found at the tip of the back of the blade. Several small scale 
simulations at different Reynolds numbers were performed prior to the main 
simulation and a milder pressure drop was observed in the turbulent flow compared 
with the laminar case behind the turbine, indicating a much longer wake expansion.  
In the main simulation, the power and thrust coefficient under different operating 
conditions was plotted and matched against the published data. The initial hub pitch 
angle was found to be of great importance in the power generation. In the simulation 
of a marine current turbine under free surface waves, it has been observed that the 
power coefficient fluctuates in a wave like manner throughout, and the higher the wave 
height, the larger the fluctuation. The averaged power coefficient is found to be larger 
than the free-slip wall approximation as extra velocity is introduced by the movement 
of the waves. A preliminary study on the blade deformation of a MCT under operating 
conditions was carried out using the combined CFD-DEM code, taking into account 
of the blade flexibility. The highest stress was observed at the root of the blade close 
to the trailing edge and the deformation was first observed in the tip region and then 
passed to the middle of the blade. 
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 Future work 
In this thesis, only one simulation was carried out for the open channel flow at 
supercritical condition, and the current scheme can be expanded to open channel 
problems on a wider range of Froude number, Reynolds number, bed roughness and 
etc. To investigate the mechanisms behind the log-law shift at high Froude number 
flows, future work may involve more fundamental research such as coherent structures, 
energy burst event and turbulence redistribution etc. Combined with the Immersed 
boundary method, future study can also involve flow over open channel with bends or 
other geometrical setting, flow past an obstacle and etc. 
For the marine current turbine problems, in addition to wave height, the effect of wave 
frequency and length as well as blade immersion depth on the performance of the 
MCTs can be numerically investigated, which can be used to determine the optimal 
location for the instalment of MCTs. Given the exact material properties of the turbine 
blades, the current CFD-DEM code can be used to evaluate the dynamic loading and 
determine blade failure under various operating conditions. Additional features MCTs 
operating in an array can also be investigated and their impact on the marine 
environment can also be investigated. 
The code written to generate all the Immersed Boundary points used in this thesis can 
also be improved. A standard routine can be added to the code to accept a geometry 
created by a commercial meshing software. Using the connectivity information of the 
mesh, the information from the flow field, such as pressure, forcing and velocity can 
be projected onto the geometry rather than a set of discrete points. This will allow for 
the generation of more complex bodies and better presentation of the results. 
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APPENDIX Ⅰ: Numerical Simulation of the Magnus 
Effect on a Rotating Cylinder (Manuscript) 
 
A report commissioned by Grant Applied Sciences made possible by funding from a 
Technology Strategy Board Innovation Award voucher. 
X. BAIa,  Dr C. Jib,  Dr E.J. Avitala and Prof J.J.R Williamsa 
a School of Engineering & Materials Science, Queen Mary University of London, Mile End Rd., 
London E1 4NS,   
b State  Key  Laboratory  of  Hydraulic  Engineering  Simulation  and  Safety  Tianjin  University, 
Tianjin 300072, China 
 
A1.1 Introduction 
Magnus effect is a method of producing lift forces around a rotating body when placed 
in the cross-flow of a fluid and can be easily observed in a wide range of disciplines 
and applications, such as the curving motion of a spinning ball in various field sports. 
Comparing with other lift generation devices, such as aerofoils, it has been claimed by 
many researchers that the Magnus effect force can reach much higher magnitudes 
given the same projection area and inflow velocity and has no risk of stall (Brog, J., 
& Luther 1983; Seifert, J.,  2012). The general accepted view of Prandtl's limit on lift 
coefficient (CLmax = 4π) was exceeded from the experiment of a rotating cylinder by 
Tokumaru and Dimotakis (1993). The reason for the violation is that Prandtl’s limit is 
derived on the two-dimensional flow but in real practice, the three dimensional and 
end-effect of the rotating cylinder can result in an increase in lift generated (Mittal, S. 
and Kumar, B., 2003).  
The current research on the Magnus effect can be divided in several categories and the 
most extensively studied case is for a single cylinder rotating in the cross-flow. Mittal, 
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S. and Kumar, B. (2003) has reported that the effect of velocity ratio on the lift 
coefficient and vortex generation in a laminar flow Re=200. They also suggested that 
the increase of aspect ratio (AR) of the cylinder (spanwise length/diameter) plays an 
important role to the increase of lift and decreased drag. Another proposition to 
improve the lift coefficient made by Thom, A. (1935) is to add endplates to the ends 
of the cylinder and was later proven to be effective by the research of Badalamenti C 
and Prince S. (2008). 
Another area of interest is to develop lift or power generation devices based on the 
Magnus effect, which has been investigated for many years. The first Magnus rotor 
application in engineering discipline is the “Flettner rotor” which was successfully 
trialled on a ship. The later “Savonius rotor”, consisted of two semi-circular plates is 
another example of Magnus effect and was implemented in the design of wind turbines 
(Iversen JD,1968 ; Chauvin, A., and Benghrib, D. ,1989;  Saha, U. K., and Rajkumar, 
M. J., 2006). Recently, Ito et.al (2007) has produced a study on the Magnus effect on 
the classic horizontal-axis-wind-turbine (HAWT) concept by replacing the aerofoil 
blades with Savonius rotors. The power coefficient reported for their case with five 
cylinder blades is 0.075 and have provided an open space for future development. 
A1.2 Simulation Setup 
The rotor geometries provided by Grant Applied Sciences (See Figure A.1 and Table 
A.1) were used in the current research. Free stream velocity, U, was selected as 1m/s 
and the kinematic viscosity was chosen as 1.5e-05 m2/s for both cases. As can be seen 
in Figure A.1, the rotor is rotating anti-clockwise at X-Y plane and the cylinder itself 
is rotating anti-clockwise at Z-X plane. 
 
Figure A. 1 Geometry Setting determined by Grant Applied Sciences 
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case AR Re 
D 
(m) 
L 
(m) 
Lr 
(m) 
Ω 
(rad/s) 
ω 
(rad/s) 
2 - axis 
rotation 
cases 
1a 10 100000 0.3 3.0 0.5 1.40 66.67 
2a    3 100000 1.0 3.0 0.5 0.32 6.00 
 
Table A.1 Simulation Parameters determined by Grant Applied Sciences 
For each simulation case, two sets of coordinate system were employed: a global 
coordinate system to keep track of the location of the rotor and calculate the flow field 
while a local coordinate system fixed on the cylinder was used to obtain the forcing at 
different global locations. At a given time T, the angle rotated by the rotor from its 
initial location can be calculated as: 
T  .     (A 1.1) 
And the new global coordinates of the rotor can be determined using its initial/local 
coordinates: 
   cos sinXC xc yc   ,    (A 1.2) 
   sin cosYC xc yc   ,    (A 1.3) 
ZC zc .     (A 1.4) 
The global velocity on the cylinder surface can be obtained by combining the 
velocities from two rotations,  
 s r cU U U ,     (A 1.5) 
where Us is the global velocity on the rotor surface, Ur is the rotor velocity and Uc is 
the cylinder self-spinning velocity.  
A1.3 Geometry Setup 
For both Case 1a and 2a, the rotor diameter Dc is calculated to be 7.0m, and for the 
global coordinate system, the rotation centre was selected as (0, 0, 0). The size of the 
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computation domain was set as [-22.925, 22.925] m, [-22.925, 22.925] m and [-9.075, 
33.050] m in the X, Y, Z directions respectively. In terms of rotor diameter Dc, the 
computation domain is 6.5Dc x 6.5Dc x 6Dc in the three directions. An illustration of 
the computation domain is shown in Figure A.2 where the cylinder is at its initial 
position. The grid used for the simulations was based on a stretched Cartesian mesh 
with the finest spacing of 0.0125m surrounding the Magnus rotor.  The finest grid 
spacing is 1/24 of the cylinder diameter D for Case_1a and 1/80 for Case_2a. The total 
mesh number is 512x512x256 in the X, Y, Z directions respectively.  
 
(a)                 (b) 
Figure A.2 Illustration of Computation Domain (a) 45◦ view (b) XY Plane view  
To simulate turbulent flow, a LES simulation was carried out using a Mixed-Time-
Scale (MTS) sub-grid model. The Immersed Boundary Method was used to solve the 
interaction between the rotor and nearby fluid (Munjiza et al. 2012). A bicgstab solver 
together with a Multi-grid pre-conditioner was used to solve the pressure equation (Bai 
et al. 2014). The drag, lift and axial forces were calculated on the global coordinate 
system and then interpolated to the local coordinate system to provide local forcing 
coefficients. To be specific, the lift force (FL) is in the -X direction, drag force (FD) is 
in the +Z direction, and Y is a kind of 'axial' force (FA). Having identified the global 
forcing terms, the forces in the local coordinate system at a given location can be 
obtained as: 
   f F cos F sinl L A   ,    (A 1.6) 
f Fd D ,     (A 1.7) 
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   f F sin F cosa L A    .     (A 1.8) 
A1.4 Simulation results for Case_1a 
Case 1a was run in the computation domain specified above until the simulation 
reached a statistically steady state.  The time step size was adopted to make the 
maximum Courant number approximately 0.70 and both the global and local force 
values were monitored all through the simulation. The distribution of pressure and 
torque were averaged for 2-3 rotor rotation cycles and then interpolated on to the 
cylinder surface. The y+ around the rotor was determined to be 30 for this simulation. 
 A1.4.1 Drag, Lift and Axial Forces 
The lift, drag and axial forces in the local coordinate system were averaged for the last 
ten cycles of rotation and the averaged values are shown in Table A.2 It can be seen 
that the lift force has a negative value which means the force is in the +X direction, 
opposite to the direction of rotor rotation. The average torque based on the lift and 
axial force was found to be 11.23 Nm in the clockwise direction, which will add extra 
resistance to the rotor while rotating. 
Case 𝑓?̅?  (N) (𝑓𝑙
′)𝑟𝑚𝑠(N) 𝑓?̅?(N) (𝑓𝑑
′)𝑟𝑚𝑠(N) 𝑓?̅?(N) (𝑓𝑎
′)𝑟𝑚𝑠(N) 
Case 1a -3.77 0.385 14.79 1.33 2.32 0.14 
 
Table A.2 Time averaged value of the local forces around the cylinder 
(Note: Lift Force is in +X direction, so the force was assigned to negative) 
 
Having obtained the local force values, the coefficients for each drag were calculated 
using the free stream velocity and the projected area of the rotor in each direction. 
Table A.3 shows the coefficients for the local forces and the RMS value of their 
fluctuations using the following equations: 
2
2 2
1 1
2 2 4
d d
d
c
d
f f
C
D
U A U
 
 
   ,    (A 1.9) 
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 
   ,    (A 1.10) 
2 21 1
2 2
a a
a
a c
f f
C
U A U DD 
 
  .    (A 1.11) 
Case 𝐶?̅? (𝐶𝑙
′)𝑟𝑚𝑠 𝐶𝑑̅̅ ̅ (𝐶𝑑
′ )𝑟𝑚𝑠 𝐶𝑎̅̅ ̅ (𝐶𝑎
′ )𝑟𝑚𝑠 
Case 1a -3.59 0.376 0.77 0.069 2.21 0.133 
 
Table A.3 Time averaged coefficients of the local forces around the cylinder 
The frequency spectra of the local forces variation are shown in Figure A.3 and Figure 
A.4, where it can be seen that all forces fluctuate around a fixed value as time advances. 
These fluctuations are driven by the rotor rotation and self-spinning of the cylinder. 
From the spectral analysis of the lift force fluctuations – see Figure A.3 (a), a dominant 
frequency of 0.88Hz was observed showing a specific pattern of the lift force variation. 
This corresponds to the strouhal number of 0.264
cd
St  . The same frequency of 
0.88Hz was observed for the torque in Figure A.4, denoting the lift force is the main 
components for torque generation.  For the drag force, several dominant frequencies 
are observed ranging from 0.2 to 2 Hz as the drag is mainly affected by the self-
spinning of the cylinder. 
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(a)      (b) 
Figure A.3 Spectrum Analysis of the local force fluctuations of Case_1a: (a) lift (b) 
drag 
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Figure A.4 Spectrum Analysis of the torque fluctuations of Case_1a 
A1.4.2 Time Averaged Data  
Figure A.5 to A.7 show the time-averaged data on the spinning cylinder surface that 
was obtained by averaging over the computational domain for 2-3 rotation cycles and 
then interpolated onto the cylinder surface. In Figure A.5, the pressure distribution 
shows that a high pressure region mainly exists on the surface facing the inflow, with 
the maximum value observed near the cylinder tip, where the ratio between surface 
velocity and free stream velocity is the greatest. On the opposite side of the cylinder, 
a region of low-pressure concentration was found at the top corner near the tip. The 
pressure difference between the two sides accounts for the high drag values observed 
in this simulation.  
  
(a)  
   
(b) 
Figure A.5 Time Averaged Pressure Distribution on cylinder 1a: a) +Z direction View 
b) -Z direction View (Arrow shows the rotor tip) 
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(a) 
  
(b) 
Figure A.6 Time Averaged Lift Force Distribution on cylinder 1a: a) +X direction 
View b) -X direction View (Arrow shows the rotor tip) 
 
 
(a) 
 
(b) 
Figure A.7 Time Averaged Torque Distribution on cylinder 1a: a) +X direction View 
b) -X direction View (Arrow shows the rotor tip) 
In Figure A.6 and A.7, the distribution of the lift forces and the torque are listed 
respectively. Positive lift force (in +X direction) was found to be present for both the 
tip-ward and root ward region (see Figure A.6 a) at one side of the cylinder with the 
largest value in the tip region. These positive forces are in the opposite direction of the 
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rotation hence can be regarded as the resistance force for the rotor rotation.  On the 
other side of the cylinder (see Figure A.6 b), negative lift is present along most region 
of the cylinder and these negative forces account for most of the torque generation 
which will drive the rotor to rotate in an anti-clockwise direction. From all the 
distributions mentioned above, it can been concluded that the first half of the cylinder 
(the half close to the root) contributes most to the production of the lift and torque as 
there are larger concentration of negative lift forces. In the current simulation, the sum 
of positive lift is larger than the negative lift and an overall lift force in +X direction 
was found. Similarly, In Figure A.7, a large positive torque was observed near the 
rotor tip, providing extra resistance to the rotation of the rotor while negative torque 
values were found near the root. 
As discussed above, the overall lift force and torque generated in current case are 
opposite to the direction of rotor rotation with tip speed ratio (TSR) of 5.  To 
investigate the effect of the tip speed ratio on the performance of the Magnus rotor, 
another test case has been setup with the same geometry and rotation speed but with 
an increased free-stream velocity of 5 m/s, resulting a tip speed ratio of 1. From Table 
A.4, it can be seen that the lift force with a smaller tip speed ratio has a positive lift 
force (in –X direction) and the lift-to-drag ratio has also been improved.  
Case 𝑓?̅?(N) (𝑓𝑙
′)𝑟𝑚𝑠(N) 𝑓?̅?(N) (𝑓𝑑
′)𝑟𝑚𝑠(N) 𝑓?̅?(N) (𝑓𝑎
′)𝑟𝑚𝑠(N) 
Case 1a 
(U= 5m/s) 
35.80 2.65 42.11 2.18 1.97 0.24 
 
Table A.4 Time averaged value of the local forces for increased free stream velocity 
(Note: lift force is in –X direction and assigned to be positive) 
A1.4.3 Turbulence Characteristics  
The wake effect from the Magnus rotor is shown in Figure A.8, a plane slice is located 
0.30m from the initial position of the rotor in the +Z (streamwise) direction. In the 
path of rotation, the streamwise velocity experiences a drop in magnitude due to the 
existence of the rotor, with the strongest decrease immediately behind the rotor. At 
different downstream locations (rotor origin, 0.5Dc, 1Dc, 1.5Dc, and 2Dc) shown in 
Figure A.9, the wake areas were clearly noticeable at all plane slices. Compared with 
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Figure A.8, the wake mixes and forms a more uniform proﬁle and a rounder shape as 
it moves further away from the rotor. As the wake propagates downstream, the wake 
behind the rotor blade is displaced due to the anti-clockwise rotation of the wake. 
Hence, the velocity deficit at the planes away from the rotor is not that significant but 
it covers a slightly larger circular area, which indicates a weaker wake effect. 
 
Figure A.8 Instantaneous streamwise velocity contour (Z = 0.45m) 
 
Figure A.9 Instantaneous streamwise velocity contour at different downstream 
locations 
Large Scale turbulent structures such as vortices shed by flow over a cylinder can be 
effectively identified using the Q and Lambda-2 criteria, e.g. Yu. et al (2008). Figure 
A.10- A.11 show the instantaneous Q and Lamda-2 criteria where a clear track of 
vortices can be seen from the path of the rotation. From Figure A.10, the majority of 
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large structures are generated near the rotor facing the inflow and then shed 
downstream which quickly break down into smaller structures. By looking at the iso-
surfaces for different contour values, it can be found out that the majority of the 
vortices are formed at the upper half of the cylinder.  At the tip of the Magnus rotor, 
the formation of the tip vortices are clearly visible and interfere with the vortices 
formed on the cylinder body before shedding downstream in a spiral manner. 
 
Figure A.10 Instantaneous Q criterion (𝑄 = 1000) 
 
Figure A.11 Instantaneous Lambda2 criterion (𝜆2 = −1000) 
A1.5 Results of Case 2a 
Case 2a was also run in the computation domain specified above until the solution 
reached a statistically steady state.  Compared with Case_1a, the rotor in this 
simulation has a smaller aspect ratio of 3 and a tip speed ratio of 1.118. The time step 
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size was chosen to make the maximum Courant number approximately 0.60 and both 
the global and local force values were monitored all through the simulation. The 
distribution of pressure and torque are averaged over 2-3 rotor rotation cycles and then 
interpolated onto the cylinder surface. The y+ around the rotor was about 25 for this 
simulation. 
A1.5.1 Lift and Drag Forces for Case_2a 
Table A.5 shows the time averaged values for lift, drag and axial forces and their r.m.s 
values. It can be seen that the lift force has a positive value of 2.00 (in –X direction) 
and a smaller drag value as compared with Case_1a. The lift-to-drag ratio is about 
0.38 in this case and the averaged torque from the lift and axial force is found out to 
be 3.06 (in same direction as rotor rotation). Based on the torque and rotation speed, 
the power coefficient for the Magnus rotor can be calculated as: 
2
3
0.05
1
2 4
power
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Q
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U


 
Ω
.   (A 1.12) 
Case 𝑓?̅?(N) (𝑓𝑙
′)𝑟𝑚𝑠(N) 𝑓?̅?(N) (𝑓𝑑
′)𝑟𝑚𝑠(N) 𝑓?̅?(N) (𝑓𝑎
′)𝑟𝑚𝑠(N) 
Case 2a 2.00 0.13 5.23 0.20 0.90 0.06 
 
Table A.5 Time averaged value of the local forces around the cylinder in Case_2a 
Case 𝐶?̅? (𝐶𝑙
′)𝑟𝑚𝑠 𝐶𝑑̅̅ ̅ (𝐶𝑑
′ )𝑟𝑚𝑠 𝐶𝑎̅̅ ̅ (𝐶𝑎
′ )𝑟𝑚𝑠 
Case 2a 0.57 0.037 0.27 0.01 0.257 0.017 
 
Table A.6 Time averaged coefficients of the local forces in Case_2a 
Figure A.12 – Figure A.13 show the spectral analysis of the fluctuations of the local 
lift, drag forces and torque. It can be seen that in all three plots, the fluctuations have 
the same dominant frequency of 0.2 Hz (corresponds to 0.2
cd
St  ), which means a 
specific pattern exists in the time history values. In Case_1a, the rotor rotates at 1.40 
rad/s and a frequency of 0.88Hz was observed for the lift and torque fluctuations while 
the angular speed in Case_2a is 4 times smaller at 0.32 rad/s and the dominant 
frequency is 0.2 Hz - four times smaller as well. If we define a new Strouhal number 
APPENDIX Ⅰ Numerical Simulation of the Magus Effect on a Rotating Cylinder 
199 
 
using the rotor diameter and tip rotation speed (𝑆𝑡𝐷𝑐 =
𝑓𝐷𝑐
Ω𝐷𝑐
2
), the 𝑆𝑡𝐷𝑐  for Case_1a is 
1.257 and for Case_2a is 1.25, which are very close to each other. From that, it can be 
seen that the rotation of the Magnus rotor is the driving parameter for the change of 
the dominant frequency of the lift and torque variation while the self-spinning is less 
significant.   
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(a)      (b) 
Figure A.12 Spectrum Analysis of the local force fluctuations of Case_2a: a) lift b) 
drag 
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Figure A.13 Spectrum Analysis of torque fluctuations of Case_2a 
A1.5.2 Time Averaged Data  
Similar to the analysis of Case_1a, the time averaged distributions of pressure, local 
force and torque on the surface of the rotor are plotted in Figure A.14 – Figure A.16. 
From Figure A.14, the high pressure was found to be at the top of the cylinder facing 
APPENDIX Ⅰ Numerical Simulation of the Magus Effect on a Rotating Cylinder 
200 
 
the inflow whilst the low pressure concentration was at the other side of the cylinder. 
Compared with Case_1a, the pressure value from the current simulation is much 
smaller and the low pressure centre moves from close to the tip towards the rotor centre. 
From Figure A.15, it can be seen that the tip still has the highest concentration of 
positive lift but there is a decrease in positive lift magnitude and a wider area of 
negative lift force (in –X direction). Hence, a total lift force in the direction of rotor 
rotation was produced and the torque generated is found to be in an anti-clock direction: 
i.e. the same as the rotor rotation. 
 
(a) 
 
(b) 
Figure A. 14 Time Averaged Pressure Distribution on cylinder: a) –Z direction View 
b) +Z direction View 
 
(a) 
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Figure A.15 Time Averaged Lift Distribution on cylinder : a) +X direction View b) -
X direction View 
 
(a) 
 
Figure A.16 Time Averaged Lift Distribution on cylinder: a) +X direction View b) -
X direction View 
A1.5.3 Turbulence Characteristics  
Figure A.17 – A.18 show the instantaneous Q and Lamda-2 criteria and a clear track 
of vortices from can be seen from the path of the rotation. Compared with Case_1a, 
the vortices from the current simulation are weaker and smaller in value. In Figure 
5.20, +Z denotes the inflow direction and it can be seen that the vortices are created 
from both the upper and bottom half of the cylinder facing the inflow and become 
detached at certain location. The separation point on the rotor body is different for 
different axial locations due to the changing surface velocity. It can be clearly noticed 
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that the iso-surfaces of vortices are in a twist shape at the middle of the cylinder which 
is attributed to the self-spinning of the cylinder. At the upper half, where the rotor 
rotation is the dominant factor for vortex formation, the vortices are shed in a spiral 
manner following the track of rotation, while at the bottom half, where the self-
spinning is more dominant, the vortices tend to follow the spinning direction. 
  
Figure A.17 Instantaneous Q criterion (𝑄 = 100) 
  
Figure A.18 Instantaneous Lambda2 criterion (𝜆2 = −50) 
A 1.6 Conclusions 
For the simulations of the Magus rotor, based on the results obtained from the two 
simulation cases, several conclusions can be drawn. For Case_1a, an aspect ratio of 
10 and a tip speed ratio of 5, the rotor experienced a negative lift and torque, which 
resisted the rotation of the rotor. For Case_2a, however, where the aspect ratio is 3 and 
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tip speed ratio equals 1.118, a positive lift and torque was observed. The drag force in 
both cases is very high, especially in Case_1a. To reduce the drag, certain changes are 
required to modify the rotor design, such as, an endplate at the tip and root of the 
cylinder, or probably a curved cylinder profile in keeping with the drag along the axis. 
In both cases, the lift forces fluctuate around an average value in a specific pattern and 
the Strouhal number based on the rotor diameter and rotation speed is very close to 
each other. The dominant frequency of the lift and torque variation was found to be 
related to the angular speed of rotor rotation.   
From the pressure distributions for both cases, it can be seen that there are high 
pressure regions on the surface facing the inflow while the low-pressure region moved 
from the tip to the centre in Case_2a. A wider distribution of negative forces was also 
found in Case_2a, which leads to a total lift force in the same direction as rotor rotation. 
For the turbulence Q and Lamda-2 criteria, in Case_1a the large structures are mainly 
formed at the top half of the cylinder with clear tip vortices. Then the vortices around 
the rotor body are shed into the downstream flow in a spiral manner due to the rotation 
of the rotor and quickly break into small structures. In Case_2a, the observed vortices 
are weaker and smaller compared with Case_1a due to the decrease of cylinder surface 
speed, and a clear twist can be seen near the middle of the cylinder indicating that a 
strong self-spinning is taking place during the simulation, which might be a dominant 
reason for decrease in drag value of Case_2a.   
In conclusion, the rotor design in Case_2a with a smaller aspect ratio and rotational 
angular speed was more preferable compared with Case_1a. The lift and torque 
generated in Case_2a is consistent with the direction of rotor rotation and has larger 
lift-to-drag ratio which points to an optimal tip speed ratio. Further studies may 
involve drag reduction measures, such as micro vortex generators, investigating the 
optimal aspect ratio and tip speed ratio for maximum power output. 
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