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Mathematical programming problems involving p r-invex functions with respect
to η are considered. We introduce new classes of nonlinear programming prob-
lems, called KT-p r-invex, WD-p r-invex, and HC-p r-invex problems (where
p r are some real numbers). It is shown that for these types of problems Kuhn–
Tucker conditions are both necessary and sufﬁcient for optimality. Furthermore,
these p r-invexity-type problems with r = 0 are not sufﬁcient for Wolfe weak
duality. In this way it was shown that the optimization problems possessing “some
kind” of invexity need not be equivalent to the class of optimization problems for
which Kuhn–Tucker necessary conditions for optimality are also sufﬁcient and Wolfe
weak duality holds.  2001 Elsevier Science
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1. INTRODUCTION
In this paper, we consider the nonlinear programming problem
f x → min
s.t.
gx ≤ 0
x ∈ X
P
where f  X → R, g X → Rm are differentiable on a nonempty open set
X ⊂ Rn. Throughout the paper, we denote by P the feasible set of Problem
(P) and by Ju the set of active constraints at the point u ∈ P .
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As we know, in inequality constrained optimization the classical Kuhn–
Tucker necessary conditions are also sufﬁcient for optimality if the functions
delimiting the problem are convex or satisfy certain generalized convexity
properties such as pseudo-convexity or quasi-convexity (see, for example,
[6, 14]).
Convexity of Problem (P) is characterized by the inequalities
x u ∈ X
]

⇒
[
f x − f u ≥ ∇f ux− u
gx − gu ≥ ∇gux− u
(1)
The concept of invexity generalizes this notion and is particularly inter-
esting from an optimization point of view since it provides a broader set-
ting in which the Kuhn–Tucker conditions are sufﬁcient for optimality and
Wolfe weak duality holds. The notion of invexity was introduced into opti-
mization theory by Hanson [10] in 1981 as a very broad generalization of
convexity. A smooth mathematical program (P) is invex if there exists a
function η X ×X → Rn such that, for all x u ∈ X, the relations
x u ∈ X
]

⇒
[
f x − f u ≥ ∇f uηx− u
gx − gu ≥ ∇guηx− u
(2)
hold. The convex case corresponds of course to ηx u = x − u. Hanson
noticed that the functional form of the factor x − u here plays no role
whatsoever in establishing the following two well-known properties of con-
vex problems:
(A) every feasible Kuhn–Tucker point for (P) is a global solution
for (P),
(B) weak duality holds between the problem (P) and its formal Wolfe
dual.
In [9], Craven coined the term invex, from invariant convex, for Hanson’s
property, and it will be referred to in the following as invexity in the sense
of Hanson and Craven or, more brieﬂy, as HC-invexity.
Over the years, many generalizations of this concept have been given in
the literature. For example, in a more general case, Ben Israel and Mond [8]
considered functions (not necessarily differentiable) for which there exists
a vector function η  X ×X → Rn such that, for all x u ∈ X, the relation
f u+ ληx u ≤ λf x + 1− λf u ∀λ ∈ 0 1 (3)
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holds. Moreover, they found that differentiable functions satisfying (3) sat-
isfy (1), too. On the basis of this observation, they named the class of
functions satisfying condition (2) preinvex with respect to η.
Subsequently, Hanson and Mond [11] introduced two new classes of func-
tions which are not only sufﬁcient, but are also necessary for optimality in
primal and dual problems, respectively. They named these classes of func-
tions Type I and Type II and obtained results concerning their optimality
conditions, duality, and converse duality for a primal problem and the cor-
responding Wolfe dual. Further properties and applications of invexity for
some general problems were studied by Weir and Jeyakumar [17], Bector
et al. [7], Jeyakumar [12, 13], and others.
Generalizing the notion of invexity, in [3], we have introduced into opti-
mization theory a new class of (not necessarily convex) functions, called
(p r)-preinvex with respect to η, and their equivalent in the case of dif-
ferentiability, p r-invex functions with respect to η. The p r-preinvex
functions with respect to η extend the class of preinvex functions with
respect to η introduced by Ben-Israel and Mond [8], whereas the class
of p r-invex functions with respect to η contains the class of invex func-
tions with respect to η introduced by Hanson [10]. A characterization of
the fundamental properties of these classes of functions is given in [3, 4].
The results in this paper concern the necessity and sufﬁciency of modi-
ﬁed p r-invexity for the properties (A) and (B). It is known that invexity
deﬁned by Hanson [10] is a sufﬁcient condition but not a necessary con-
dition for every Kuhn–Tucker stationary point to be a global minimizer.
Based on Martin’s results [15] and the notion of p r-invexity [3], we
deﬁne weaker invexity notions which are both necessary and sufﬁcient to
establish the sufﬁciency of Kuhn–Tucker optimality conditions in mathe-
matical programming problems but which are not sufﬁcient conditions for
weak duality to hold (in the sense of Wolfe).
In this way the main conclusion of the paper is that elementary relax-
ations of the conditions deﬁning invexity lead to modiﬁed invexity notions
which are necessary and sufﬁcient for Kuhn–Tucker optimality conditions,
but they are not sufﬁcient for Wolfe weak duality.
2. DEFINITIONS AND CLASS OF p r-INVEX FUNCTIONS
We recall the deﬁnition of a class of (strictly) p r-invex functions with
respect to η which will be exploited in the following (see [3]).
Deﬁnition 1. Let f  S → R be a differentiable function on a nonempty
open set S ⊂ Rn, and let p r be arbitrary real numbers. If, for all x ∈ S,
p r-invexity-type nonlinear programming 385
the relation
1
r
erf x ≥ 1
r
erf u
×
[
1+ r
p
∇f uepηxu−1
]
>if x =u for p =0 r =0
1
r
erf x ≥ 1
r
erf u
[
1+r∇f uηxu] >if x =u for p=0 r =0
f x−f u≥ 1
p
∇f uepηxu−1 >if x =u for p =0 r=0
f x−f u≥∇f uηxu >if x =u for p=0 r=0 (4)
holds, then f is said to be (p r)-invex (strictly (p r)-invex) with respect to
η at u on S.
If inequalities (4) are satisﬁed at any point u ∈ S, then f is said to be
(p r)-invex (strictly (p r)-invex) with respect to η on S.
Remark. In the case p = 0 r = 0, we shall simply say that f is r-invex
with respect to η on S [1], and in the case p = 0 r = 0, that f is invex with
respect to η on S [10].
It should be pointed out that the exponentials appearing on the right-
hand sides of inequalities (4) are understood to be taken componentwise
and that 1 = 1 1     1 ∈ Rn.
Remark. In order to deﬁne an analogous class of (strictly) (p r)-incave
(invariant concave) functions with respect to η, the direction of the inequal-
ities in (4) should be changed to the opposite one.
Remark. All theorems given further on in this work will be proved only
in the case when p = 0, r = 0 (others cases can be dealt with similarly since
the only changes arise from the form of the inequality deﬁning the class of
the p r-invex functions with respect to η for given p and r). The proofs
in the other cases are easier than in this one. This follows from the form of
the inequalities which are given in Deﬁnition 1. Moreover, without limiting
the generality of our considerations, we shall assume that r > 0 (in the case
when r < 0, the direction of some of the inequalities in the proofs of the
theorems should be changed to the opposite one).
Before we consider the case of constrained problems, it should be noted
that for unconstrained problems, for which Properties (A) and (B) are
always equivalent, it is not difﬁcult to prove that p r-invexity is a suf-
ﬁcient condition for these properties. Moreover, in the case when p = 0
we have proved that it is also a necessary condition [2].
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3. p r-INVEXITY AND KUHN–TUCKER CONDITIONS
For constrained optimization problems, Martin [15] showed that HC-
invexity is an unnecessarily strong sufﬁcient condition for Kuhn–Tucker
sufﬁciency. Based on this fact, he gave a detailed analysis of invexity and
proposed two conditions which are both necessary and sufﬁcient for (A)
and (B). One of them is the so-called Kuhn–Tucker (KT) invexity. More-
over, it is clear that HC-invexity implies KT-invexity.
Generalizing the deﬁnition of a KT-invex program we introduce a deﬁ-
nition of a KT-(p r)-invex problem as follows:
Deﬁnition 2. The problem (P) will be said to be Kuhn–Tucker (p r)-
invex (KT-(p r)-invex) if there exists a function η X ×X → Rn such that
for p = 0, r = 0,
x u ∈ X
gx ≤ 0
gu ≤ 0

 
⇒


1
r
erf x ≥ 1
r
erf u
[
1+ r
p
∇f uepηx u − 1
]

for i = 1    m if giu = 0 then
− 1
p
∇giuepηx u − 1 ≥ 0
for p = 0, r = 0,
x u ∈ X
gx ≤ 0
gu ≤ 0

 
⇒


f x − f u − 1
p
∇f uepηx u − 1 ≥ 0
for i = 1    m if giu = 0 then
− 1
p
∇giuepηx u − 1 ≥ 0
for p = 0, r = 0,
x u ∈ X
gx ≤ 0
gu ≤ 0

 
⇒


1
r
erf x ≥ 1
r
erf u1+ r∇f uηx u
for i = 1    m if giu = 0 then
−∇giuηx u ≥ 0
for p = 0, r = 0,
x u ∈ X
gx ≤ 0
gu ≤ 0

 
⇒


f x − f u − ∇f uηx u ≥ 0
for i = 1    m if giu = 0 then
−∇giuηx u ≥ 0
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It is well known that if a point x¯ ∈ P is a local minimum point or an
optimal solution of Problem (P) at which a certain constraint qualiﬁcation
holds (see [6, 14]), then the following Kuhn–Tucker conditions are satisﬁed
[6, 14]: There exist multipliers ξ¯i i = 1    m, not all zero such that
∇f x¯ + ξ¯∇gx¯ = 0 (5)
ξ¯gx¯ = 0 (6)
ξ¯ ≥ 0 (7)
Deﬁnition 3. For Problem (P), the point x¯ ξ¯ is said to be a Kuhn–
Tucker point if x¯ is a feasible point for (P) and the conditions (5)–(7) are
satisﬁed at x¯ ξ¯.
Now, we present the main result of this section.
Theorem 4. If (P) is KT-(p r)-invex then every Kuhn–Tucker point of
Problem (P) is a global minimizer.
Proof. Let u be any feasible Kuhn–Tucker point for (P); that is, let
the conditions (5)–(7) be satisﬁed. Since Problem (P) is KT-(p r)-invex, it
follows by Deﬁntion 2 together with ξ¯ ≥ 0 that, for any x ∈ X,
1
r
erf x−f u − 1 ≥ 1
p
∇f uepηx u − 1
≥ 1
p
∇f u + ξ¯∇guepηx u − 1 = 0
Hence, the inequality
f x ≥ f u
holds for all x ∈ P , which means that u is optimal for (P).
It is not difﬁcult to see that, in the case when p = 0, a stronger result
also is true:
Theorem 5. Every Kuhn–Tucker point of Problem (P) is a global mini-
mizer if and only if (P) is KT-(0 r)-invex.
Proof: Suppose that every Kuhn–Tucker point for (P) is a global solu-
tion, and consider any pair of feasible points x u ∈ X.
If f x < f u, then u is not a global solution and hence, by hypothesis,
is not a Kuhn–Tucker point. This means that there then exists no set of
multipliers
λ > 0 ξi ≥ 0 i ∈ Ju
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such that
λ∇f u + ∑
i∈Ju
ξi∇giu = 0
According to Motzkin’s theorem of the alternative (see, for example, [14]),
it follows that there exists a vector v ∈ Rn depending upon u, such that
∇f uvu > 0 and ∇giuvu ≥ 0 i ∈ Ju
Hence, setting
ηx u = e
rf x−f u − 1vu
r∇f uvu 
we have
1
r
erf x − 1
r
erf u1+ r∇f uηx u = 0
and, for i = 1    m, if
giu = 0 then ∇guηx u ≤ 0
If f x ≥ f u, we simply set ηx u = 0 to ensure that
1
r
erf x ≥ 1
r
erf u1+ r∇f uηx u
and, for all i = 1    m,
∇giuηx u = 0
It remains only to deﬁne ηx u = 0, for deﬁniteness, if either x or u is
not feasible. Thus supposing only that the Kuhn–Tucker point is a global
minimum, we have shown the existence of a function η X ×X → Rn that
meets the requirements of Deﬁnition 2.
The proof of the sufﬁciency is similar to that of Theorem 4.
In [3] we gave other sufﬁcient conditions for optimality with KT-(p r)-
invexity. Moreover, in [4], we proved the equivalence between saddle points
and optima and also considered Mond–Weir duality and Wolfe duality for
KT-(p r)-invex problems.
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4. (p r)-INVEXITY AND WEAK DUALITY
In this section, we carry through an analysis analogous to that in the pre-
ceding section, but for Property (B). We consider the Wolfe dual problem
to (P),
maximize y ξϕy ξ = f y + ξgy
subject to ∇f y +
m∑
i=1
ξi∇giy = 0 (D)
ξi ≥ 0 i = 0    m
Let D denote the set of feasible solutions of (D).
Hanson [10] showed that HC-invexity is sufﬁcient to imply Wolfe weak
duality for Problem (P). However, Martin gave a so-called KT-invex condi-
tion which is necessary and sufﬁcient for Property (B) to hold and showed
the fact that KT-invexity, as a property, is strictly weaker than HC-invexity.
In the preceding section we extended Martin’s results and deﬁned a KT-
(p r)-invex program in which Kuhn–Tucker conditions are also sufﬁcient
for optimality.
It turns out that KT-(p r)-invexity with r = 0, as a property, ensures
sufﬁciency of Kuhn–Tucker conditions but is not a sufﬁcient condition to
satisfy Wolfe weak duality results.
Example 6. To illustrate this fact we consider the problem
logx1 + x2 + 1 → min
−x1 ≤ 0
−x2 ≤ 0
X + x1 x2 ∈ R2  x1 + x2 > −1
(P)
The set of feasible solutions for (P) is P = x ∈ X  x1 ≥ 0 ∧ x2 ≥ 0.
The associated Wolfe dual for (P) has the form
logy1 + y2 + 1 − ξ1y1 − ξ2y2 → max

1
y1 + y2 + 1
1
y1 + y2 + 1

−
[
ξ1
ξ2
]
= 0
ξ1 ≥ 0 ξ2 ≥ 0
(D)
The set of feasible solutions for (D) is D = y ξ ∈ R2 × R2+  y1 + y2 >
−1 ξi = 1/y1 + y2 + 1 i = 1 2. To prove that Problem (P) is KT-(0, l)-
invex, we should show that both the objective function f and the constraint
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function g satisfy the conditions of Deﬁnition 2. Indeed, to prove this fact
it is sufﬁcient to show that there exists a function η X ×X → R such that,
for all feasible points x u ∈ X for (P), the relations
1
r
erf x ≥ 1
r
erf u1+ r∇f uηx u
if gu = 0 then − ∇guηx u ≥ 0 (8)
are satisﬁed (with r = 1).
Let
ηx u =
[
η1x u
η2x u
]
=
[
1− eu1−x1
1− eu2−x2
]
 (9)
We write the conditions (8) in the form
x1 − u1 + eu1−x1 − 1+ x2 − u2 + eu2−x2 − 1 ≥ 0
if u1 = 0 then 1− eu1−x1 ≥ 0
if u2 = 0 then 1− eu2−x2 ≥ 0
It is not difﬁcult to see that the above conditions are satisﬁed. This means
that Problem (P) is KT-0 1-invex. Clearly, the only Kuhn–Tucker point
is the global minimum at x = 0 (with the optimal value of the objective
function f 0 = 0), so that Property (A) holds.
It is easy to see that the dual problem (D) has an unbounded objective
function on the set of dual feasible points D. Therefore, the weak duality
theorem (in the sense of Wolfe) is not true, and so Property (B) does not
hold.
In [15], Martin deﬁned a so-called weak duality (WD) invex problem
which, as a property, is striclty weaker than HC-invexity and strictly stronger
than KT-invexity. He proved that (P) is WD-invex if and only if Property
(B) holds.
Generalizing Martin’s results we deﬁne a weak duality (p r)-invex prob-
lem in the following form:
Deﬁnition 7. Problem (P) will be said to be weak duality (p r)-invex
(WD-(p r)-invex) if there exists a function η X ×X → Rn such that
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for p = 0, r = 0
x u ∈ X
gx ≤ 0



⇒


either
1
r
erf x ≥ 1
r
erf u
[
1+ r
p
∇f uepηx u − 1
]

1
r
e−rgu − 1 − 1
p
∇guepηx u − 1 ≥ 0
or − 1
p
∇f uepηx u − 1 ≥ 0
− 1
p
∇guepηx u − 1 ≥ 0
for p = 0 r = 0,
x u ∈ X
gx ≤ 0

 
⇒


either f x − f u − 1
p
∇f uepηx u − 1 ≥ 0
−gu − 1
p
∇guepηx u − 1 ≥ 0
or − 1
p
∇f uepηx u − 1 > 0
− 1
p
∇guepηx u − 1 ≥ 0
for p = 0 r = 0,
x u ∈ X
gx ≤ 0

 
⇒


either
1
r
erf x ≥ 1
r
erf u1+ r∇f uηx u
1
r
e−rgu − 1 − ∇guηx u ≥ 0
or −∇f uηx u > 0
−∇guηx u ≥ 0
for p = 0 r = 0,
x u ∈ X
gx ≤ 0

 
⇒


either f x − f u − ∇f uηx u ≥ 0
−gu − ∇guηx u ≥ 0
or −∇f uηx u > 0
−∇guηx u ≥ 0
We show that WD-(p r)-invexity is a necessary and sufﬁcient condition
for Property (B) only when r = 0.
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Theorem 8. Wolfe weak duality holds for Problem (P) if and only if (P)
is WD-(p 0)-invex.
Proof. The proof of the necessary condition in the case when p = 0 is
similar to the proof of Theorem 3.1 in [15] and will be omitted.
We prove the sufﬁciency of WD-(p 0)-invexity for Property (B) only in
the case when p = 0.
We assume that (P) is WD-(p 0)-invex and consider any feasible point
x for (P) and any feasible point u ξ for (D), that is,
x ∈ D gx ≤ 0
u ∈ D ξ ≥ 0 ∇f u + ξ∇gu = 0 (10)
Then, we have
f x − f u − 1
p
∇f uepηx u − 1 ≥ 0 (11)
−gu − 1
p
∇guepηx u − 1 ≥ 0 (12)
Since ξi ≥ 0, then by (12) we obtain
−
m∑
i=1
ξigiu −
1
p
m∑
i=1
ξi∇giuepηx u − 1 ≥ 0 (13)
After adding both sides of (11) and (13), it follows by (10) that the
inequality
f x − f u −
m∑
i=1
ξigiu ≥ 0 (14)
holds for all x ∈ P and u ∈ D. This ends the proof of the theorem.
Now, we give an example of a WD-(p r)-invex program with r = 0 and
show that this type of condition, as a property, is not sufﬁcient for (B).
Example 9. We consider again the problem of Example 6; we can easily
show that it is WD-0 1-invex. To prove the fact that Problem (P) is WD-
0 1-invex, we show that both the objective function f and the constraint
function g satisfy the condition of an alternative from Deﬁnition 7. Indeed,
it is sufﬁcient to show that there exists a function η X ×X → R such that,
for all u ∈ X and for all feasible points x ∈ X for (P), the relations
x1 + x2 + 1 ≥ u1 + u2 + 1+ η1x u + η2x u
eu1 − 1+ η1x u ≥ 0
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and
eu2 − 1+ η2x u ≥ 0
are true. If we put
ηx u =
[
η1x u
η2x u
]
=
[
1− eu1−x1
1− eu2−x2
]

then the inequalities above are satisﬁed. So, the considered problem is WD-
0 1-invex; however, Property (B) does not hold in this case. Then also,
WD-(p r)-invexity with r = 0, as a property strictly stronger than KT-(p r)-
invexity with r = 0, is not sufﬁcient for Property (B).
To show that WD-(p r)-invexity with r = 0 is not a necessary condi-
tion for Wolfe weak duality for Problem (P) to hold we give the following
example:
Example 10. We consider the problem
1
3
x3 → min
− log x ≤ 0 (P)
X = x ∈ R  x > 0
The set of feasible solutions for (P) is P = x ∈ X  x ≥ 1.
The associated Wolfe dual for (P) has the form
1
3
y3 − ξ log y → max
y2 − ξ
y
= 0 (D)
ξ ≥ 0
The set of feasible solutions for (D) is D = y ξ ∈ R× R+  y > 0 ξ =
y3. Since optimal solutions for Problems (P) and (D) are the same and
equal to 1, it follows that weak duality (in the sense of Wolfe) for Problem
(P) and the associated Wolfe dual problem (D) hold. It is not difﬁcult to
show by Theorem 24 of [1] that Problem (P) is not WD-(p r)-invex for
any real number r = 0. This means that WD-(p r)-invexity with r = 0 is
not a necessary condition for Wolfe weak duality to hold for Problems (P)
and (D).
Analogous results for Properties (A) and (B) in the case of a generalized
HC-invex optimization problem can be proved.
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Now, we give a generalization of HC-invexity, which may be stated in the
following form.
Deﬁnition 11. Problem (P) will be said to be (p r)-invex (HC-(p r)-
invex) if there exists a function η  X ×X → Rn such that
for p = 0 r = 0,
x u ∈ X

 
⇒


1
r
erf x ≥ 1
r
erf u
[
1+ r
p
∇f uepηx u − 1
]

1
r
ergx ≥ 1
r
ergu
[
1+ r
p
∇guepηx u − 1
]

for p = 0 r = 0,
x u ∈ X

 
⇒


f x − f u ≥ 1
p
∇f uepηx u − 1
gx − gu ≥ 1
p
∇guepηx u − 1
for p = 0 r = 0,
x u ∈ X

 
⇒


1
r
erf x ≥ 1
r
erf u1+ r∇f uηx u
1
r
ergx ≥ 1
r
ergu1+ r∇guηx u
for p = 0 r = 0,
x u ∈ X

 
⇒
[
f x − f u ≥ ∇f uηx u
gx − gu ≥ ∇guηx u
Remark. In the case when p = 0 r = 0, we will say that Problem (P) is
HC-0 0-invex (or, shortly, HC-invex, as in [15]).
Martin [15] proved that an HC-invex program has both properties; that is,
HC-invexity is a necessary and sufﬁcient condition for (A) and (B). More-
over, he showed that HC-invexity is strictly stronger than KT-invexity and
WD-invexity.
Now, we show that HC-(p r)-invexity with any arbitrary real numbers
p r is a sufﬁcient condition for optimality in Problem (P).
Theorem 12. If Problem (P) is HC-(p r)-invex then every Kuhn–Tucker
point of Problem (P) is a global minimizer.
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Proof. The proof of this theorem is similar to the proof of Theorem 4
and hence is omitted. Moreover, in the case when p = 0 and r = 0 it can
be found in [1], and in the case when p = 0 and r = 0 it can be found in
[10].
Generalizing HC-invexity, we introduced above a property of HC-
(p r)-invexity. Moreover, we proved that Kuhn–Tucker conditions are
also sufﬁcient for optimality in an HC-(p r)-invex program. However, a
HC-(p r)-invexity with r = 0 is not sufﬁcient condition to hold Wolfe weak
duality. We illustrate this fact with the help of the following example.
Example 13. We consider again the problem of Example 6; we can
easily show that it is HC-0 1-invex. To prove the fact that Problem (P)
is HC-0 1-invex, we show that both the objective function f and the
constraint function g satisfy the relations of Deﬁnition 11 (with p = 0 r =
1). Indeed, it is sufﬁcient to show that there exists a function η  X ×X →
R such that for all u ∈ X and for all feasible points x ∈ X for (P), the
relations
x1 + x2 + 1 ≥ u1 + u2 + 1+ η1x u + η2x u
e−x1 − e−u11− η1x u ≥ 0
and
e−x2 − e−u21− η2x u ≥ 0
are true. If we put
ηx u =
[
η1x u
η2x u
]
=
[
1− eu1−x1
1− eu2−x2
]

then the inequalities above are satisﬁed. So, the problem is HC-0 1-invex;
however, Property (B) does not hold in this case. Then also HC-(p r)-
invexity with r = 0, as a property strictly stronger than KT-(p r)-invexity
with r = 0 and WD-(p r)-invexity with r = 0, is not sufﬁcient for Prop-
erty (B).
Remark. Note that the so-called (p r)-invex-like programs (with respect
to η) proposed in this work have a useful property. In general, there may
exist many functions η with respect to which the given (p r)-invex-like con-
ditions are satisﬁed. For example, we proved that the nonlinear program-
ming problem of Example 6 is KT-0 1-invex with respect to η deﬁned by
(9). It is not difﬁcult to show that the considered optimization problem is
also KT-0 1-invex with respect to any function η deﬁned by
ηx u =
[
η1x u
η2x u
]
=
[ 1
k
1− eku1−x1
1
k
1− eku2−x2
]
 (15)
where k is any positive real number.
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Further, it is easy to check that the problem of Example 6 is not HC-
0 1-invex with respect to any functions η deﬁned by (15). Thus, this exam-
ple reﬂects the fact that KT-(p r)-invexity, as a property, is strictly weaker
than HC-(p r)-invexity.
5. CONCLUSIONS
A fundamental reason for the introduction of the invexity property and
later of its various modiﬁcations into optimization theory (we mentioned
this fact in the Introduction) was to assure the sufﬁciency of Kuhn–Tucker
conditions (being, under some additional assumptions, necessary condi-
tions for optimality) in optimization problems with inequality constraints,
in which the functions occurring belong to a class of functions possessing
“some kind” of invexity. At the same time, proving a weak duality theorem
(in the sense of Wolfe) for these types of optimization problems was a
question connected with the sufﬁciency of Kuhn–Tucker conditions. The
notions of (p r)-invexity introduced in this paper might not in fact, as a
generalization of invexity, be so general as to be equivalent to these prop-
erties. In fact, the main results of this paper show that the equivalence
with Kuhn–Tucker sufﬁciency and Wolfe weak duality sufﬁciency for the
notions of KT-(p r)-invexity, WD-(p r)-invexity, and HC-(p r)-invexity in
the case r = 0 does not occur. Thus, there still exist mathematical pro-
gramming problems which have “some kind” of invexity (i.e., the notion of
(p r)-invexity with r = 0) for which Kuhn–Tucker conditions are sufﬁcient
for optimality and for which a weak duality theorem (in the sense of Wolfe)
does not hold.
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