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It is shown that the distribution of the ratio of two independent gamma-distributed random 
variables is infinitely divisible. This result provides a solution to an unsolved problem given by F. 
W. Steutel [4] in a survey of recent developments in the theory of infinite divisibility. 
infinitely divisible distributions 
tii 
1. Introduction 
F. W. Steutel [4] surveyed some recent results in infinite divisibility and 
mentioned some unsolved problems. One of them concerns the infinite divisibility 
of the distribution with density function 
&,P(x) = 
I+! +p) P 
r(cY)r(p) (1 + X)a+p '
x>o, a,p0. (1.1) 
This density corresponds, for example, to the ratio of two independent gamma- 
distributed random variables with parameters a! and p. 
Note that g&) is the density of the Pareto distribution. 0. Thorin [6] showed 
that the Pareto distribution can be looked upon as a “generalized Cconvolution” 
and consequently belongs to the class L described by Feller [2]. We recall from [6] 
that a distribution function F(x) on (0,~) is said to be a generalized Cconvolution 
if its Laplace-Stieltjes transform 
f0 j 
co 
s = e -” dF(x), Re s 2 0, 
0 
(1.2) 
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can be written as 
where a 2 0 and U(y) is nondecreasing such that 
U(0) = 0, 
1 
b bx yl dW)<~, 
and 
I mdV(Y)<,o 1 Y ’ 
If U(y) is chosen as an increasing step-function, say, 
U(y)= 2 IJj&-Yjh Uj>O, j=l,...,m; 
j=l 
where 
(1 3) . 
(14 
(1.5) 
(1.6) 
(1.7) 
E(X)= 
0, xco, 
1, xao, 
then 
fW= e-M jtl (1 +s:, i yi *
The corresponding distribution can be written as 
F(x) = F&)*F&)* . l l *F,(x)*& (x - a), 
where 
t”f” e-yi’ dt, x30, j=; .,..., m, 
so that F(x) is a shifted convolution of m distinct gamma distributions. Thorink use 
of the tr=rm “generalized Cconvolution” to describe any distribution satisfying 
(1.3.), (1.4), (LS), and (1.6) is justified, since the corresponding monotone function 
U(X) can be approximated arbitrarily closely by 8 suitable choice of (1.7). 
2O Proof of the infinite divisibility of g&x) 
In order to prove that ga,&) represents an infinitely divisible distribution 
belonging to the class L and, in particular, that g,,&) belongs to the class of 
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generalized Z=convolutions, we will evaluate the Laplace transform 
fa.t3(S)= J, e-“*gass(x) dx, Re s 3 0. W) 
We make use of the fact (see page 505 of [1]) that for Re z 3 0, 
CD 
r(a)U(a, 6, z) = 
d 
e-“‘r”-‘( 1 + t)‘-“-’ dt, 
where U(a, b, z) is defined by 
(2.2) 
M(a, b, z) 
r(l+a-b)T(b)-Z 
1_bM(1+a-b,2-b,z) 
r(a )I’(2 - b ) 
. (2.3) 
Here M(a, b, z) is the confluent hypergeometric function defined for all complex z 
by the series 
(42 z2 
M(a, b, z)= 1 +:z +- 
(a), zn 
(b)2z+’ “‘to,~+’ l l 9 (2 -4) 
where 
(2.5) 
Consequently the Laplace transform f&,@(S) can be written as 
f 
a.(3 S = 
( ) m+P) 
J-t@) 
U(a, 1 -p, s), Re s 2 0. (2*6) 
It is well known (see Slater [3]) that U(a, b, z) expressed in the form (2.3) is 
analytic for all complex z, even when b is a nonpositive integer, since in these cases 
U(a, 3 z) can be defined as a limit. (In order to prevent ambiguity arising from the 
fact that U(a, b, z) is a many-valued function of z, we will deal only with its 
principal branch which lies in the complex plane slit along the negative real axis.) 
Thus the right-hand side of (2.6) provides an analytic continuation of fa,o(s) to the 
entire complex plane. 
For positive real x write V’(a, 6, -x) for the limit of U(a, b, z) as z approaches 
-X from the upper half-plane and U-(a, b, -x) for the limit of U(a, b, z) as z 
approaches --x from the lower half-plane. It is easy to verify that 
Irn w +wJ-(a, 1 -p, -x) PM(LY +p, 1+/x -x) T(cY +@) 
r(P) 
=-TX w +P) m)r(p) 
and 
(2.7) 
Re ‘ta, +P)“+(a, ’ -p -x)= 
r(p) 
M(% 1 -p, -X) p ax @M(a +p, 1 +p, -x) =----c--_~-~ r(a +p)r(i -p)-’ rmru +m I l 
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Furthermore, 
and 
Re rh +p)u-(a, I--F, -X)=Re rtcx +p)u+ta. i-p, -x) 
UP) r(P) 
(2.10) 
In order to apply a version of the argument principle concerning the number of 
zeros of a meromorphic function inside a closed contour, we now consider the 
contour % as shown in Fig. 1. 
s-plane 
Rds) 
(a-io) 
Fig. 1 
It is known that V(a, 1 -p, t) has at most only a finite number of zeros for any 
fixed values of a! and /3, and, in particular, when cy > 0 U(cu, 1 - p, z) has no real 
zeros. (See Chapter 6 of Slater [3].) By a result due to Tricomi [7], for cy > 0 and 
suitably small positive S the contour avoids the complex zeros U(cu, l-8, z)g 
Thus by the argument principle (cf. page 116 of Titchmarsh [5]) 
0~ eks 5 W% 1 -P, s) ds cc? w% 1 -P, s) * 
The contour integral in (2.11) can be decomposed as follows: 
(2.11) 
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Taking the limit as E + 0, the contribution from C3 equals zero. Similarly as p + 00 
the contributions from C1 and C2 equal zero, making use of the facts (given in 
Chapter 13 of [1]) that 
a pa, 1 -P, s) = -aU(ar+l,2-+?,s) 
and for fixed a and b, as IsI + 00, 
U(a,b,s)=s-“{l+O(]~l-~)}, -$r<args<$r. 
It also follows that the contributions along the segments (6 + ip, ip) and (8,s - ip) 
are zero in the limit as p + 00, 
Finally by applying (2.9) and (2. lo), (2.11) reduces to 
J * 0 e -&X Im u+‘(& l-&x)dx U’(a, l-&x) l (2.12) 
We recognize the first integral in (2.12) as an inversion of a Laplace transform; thus 
by taking the Laplace transform (with respect to k) of both sides of (2.12), we 
obtain 
u+‘b, 1-h -x) 
U’(a, 1-p, -9) 
(2.13) 
Note that the integrand on the right-hand side of (2.13) can be written in the form 
Im u+‘(a~ l-Py -X)= (Im u+(a, l-p, -x))* d Re U+(a, 1 -p, -x) 
u+(a~ l-0, -X) IU+(Ly, l-p, -X)1* dx Im U+(cy, 1 -p, -x) 
(2.14) 
by using (2.7). Integrating (2.13) with respect o the variables  yields: 
J 00 
1% fa,P 0) = 
1 1 
log-- Irn U+‘(aV l-P, -x) dx 
l 0 H-s/x 7F U’(cu, 1--p, -x) 
Now define 
1 x 
U(x)=- h-l I 
u+‘(& 1-p, -X)dx 
TO U’(a, 1--p, -x) ’ 
and let 
q(x)= 
Re U+(LY, l-p, -X) 
Im U+(CY, 1-p, -x)’ 
By substituting (2.7) and (2.8) we obtain (assuming p # 1,2,3, . . . , ) 
q(x)=cot7r@- 
Mb, 1-p, -x) 1 r(l+p) r(a) 1 - (2.15) 
M(a+p, l+& ---&%0--/3)T(a+~)sin7r~ 
where 
and 
y3O=M(a, 1 -p, -2) 
Y&)= zQf(a +p, 1 +p, -2). 
Since the Wronskian of y&) and y.&) is given by 
Y~(.z)Y;(~.)--Y~(~)Y~(~)=Pz~-~ C 
M.J. Gdvoaerts et aL / Ratio of two gamma-distributed variables 297 
I@ Abramowitz aqd 1. A. Stegun, eds. Handbnnk of Mathematical Functions (National Bureau of 
Standards, U.S., Department of Commerce, 1964). 
W. Feller, An Introduction to Probability Theory and its Applications, Volume 2 (John Wiley, New 
York, 197 1). 
L. J. Slater, Confluent Hypergeometric Functions (Cambridge University Press, London, 1960). 
F. W. Steutel, Some recent results in infinite divisibility, Stochastic Processes, Appl. 1 (1973) 
125-143. 
E. C. Titchmarsh, The Theory of Functions, 2nd Ed. (Oxford University Press, London, 1939). 
0. Thorin, On the infinite divisibility of the Pareto distribution, Contribution to the XIIth Astin 
Colloquium, Portim50, Portugal, 1975, Scandinavian Actuarial Journal (1977) 3 l-40. 
F. G. Tricomi, Uber die Abztihlung der Nullstellen der konfluenten hypergeometrischen Funk- 
tionen, Math. Zeit, 52 (1950) 669-675. 
