Abstract. The Asymmetric Power Arch representation for the volatility was introduced by Ding et al. [4] in order to account for asymmetric responses in the volatility in the analysis of continuous-valued financial time series like, for instance, the log-return series of foreign exchange rates, stock indices or share prices. As reported by Brännäs and Quoreshi [1], asymmetric responses in volatility are also observed in time series of counts such as the number of intra-day transactions in stocks. In this work, an asymmetric power autoregressive conditional Poisson model is introduced for the analysis of time series of counts exhibiting asymmetric overdispersion. Basic probabilistic and statistical properties are summarized and parameter estimation is discussed. A simulation study is presented to illustrate the proposed model. Finally, an empirical application to a set of data concerning the daily number of stock transactions is also presented to attest for its practical applicability in data analysis.
Introduction
The analysis of continuous-valued financial time series like log-return series of foreign exchange rates, stock indices or share prices, has revealed some common features: sample means not significantly different from zero, sample variances of the order 10 −4 or smaller and sample distributions roughly symmetric in its center, sharply peaked around zero but with a tendency to negative asymmetry. In particular, it has usually been found that the conditional volatility of stocks responds asymmetrically to positive versus negative shocks: volatility tends to rise higher in response to negative shocks as opposed to positive shocks, which is known as the leverage effect. To account for asymmetric responses in the volatility, [4] introduced the Asymmetric Power ARCH, APARCH(p, q), in which
where (Z t ) is an i.i.d. sequence with zero mean, ω > 0, α i 0, β j 0, δ 0, −1 < γ i < 1. The APARCH representation in (1) has some noteworthy advantages, namely the power of the returns for which the predictable structure in the volatility is the strongest, is determined by the data and the model allows the detection of asymmetric responses of the volatility for positive or negative shocks. If γ i > 0 the leverage effect arises.
Asymmetric responses on the volatility are also commonly observed in the analysis of time series representing the number of intra-day transactions in stocks, in which the numbers are typically quite small as reported in [1] . As an illustration of this kind of data we present in Fig. 1 two time series of count data generated from stock transactions, namely tick-by-tick data for Glaxosmithkline and Astrazeneca downloaded from www.dukascopy.com. Data consist on the number of transactions per minute during one trading day (19/09/2012, for Glaxosmithkline and 21/09/2012, for Astrazeneca), corresponding to 501 observations for each series. Counts are typically small and both time series contain a large quantity of zeros. After download, data was filtered by the authors in order to fill in the zero counts during the trading periods considered and delete all trading during the first and the last five minutes of each day as trading mechanisms may be different during the opening and closing of the stock exchange market. The existence of this kind of data motivated our proposal for a counterpart of the APARCH representation of the volatility. To this extent, in Section 2 an INGARCH-type model suitable to account for time series of counts exhibiting asymmetric overdispersion is introduced. Parameter estima-tion is covered in Section 3. In Section 4 a simulation study is carried out to illustrate INAPARCH(1, 1) model. A real-data application is given in Section 5.
Integer-Valued APARCH(p, q) Processes
In this work, focus is put on models in which the count variable is assumed to be Poisson distributed, conditioned on the past, which is to say that the conditional distribution of the count variable, given the past, is assumed to be Poisson with time-varying mean λ t , satisfying some autoregressive mechanism. An important family of such observation-driven models that is able to handle overdispersion is the class of Autoregressive Conditional Poisson (ACP), first introduced in [10] , but also referred to as the INGARCH model due to its analogy to the conventional GARCH model (see Ferland et al. [6] ).
An INteger-valued GARCH process of orders (p, q), INGARCH(p, q) in short, is defined to be an integer-valued process (Y t ) such that, conditioned on the past experience, Y t is Poisson distributed with mean λ t , and λ t is obtained recursively from the past values of the observable process (Y t ) and (λ t ) itself, that is
where F t−1 := σ(Y s , s ≤ t − 1), γ 0 > 0, γ i ≥ 0, and δ j > 0. In [6] it was shown that the process (Y t ) is strictly stationary with finite first and second order moments provided that
The particular case p = q = 1 was analyzed by Fokianos and Tjøstheim [7] and Fokianos et al. [8] under the designation of Poisson Autoregression. The authors considered linear and nonlinear models for λ t . For the linear model case, the representation considered is as follows
where it is assumed that the parameters d, a, b are positive, and λ 0 and Y 0 are fixed. This representation corresponds exactly to the INGARCH(1, 1) model in [6] , nevertheless, the approach followed by [8] is slightly different in the sense that the linear model is rephrased as Y t = N t (λ t ), t ∈ N with λ t defined as in (2), and λ 0 and Y 0 fixed. For each time point t, the authors introduced a Poisson process of unit intensity, N t (·), so that N t (λ t ) represents the number of such events in the time interval [0λ t ]. Following this rephrasing a perturbation is introduced in order to demonstrate φ-irreducibility and as a consequence geometric ergodicity follows. The nonlinear case is considered a generalization of the previous situation in which the conditional mean,
is a nonlinear function of both the past values of λ t and the past values of the observations. Sufficient conditions to prove geometric ergodicity were also derived in [8] .
It is worth to mention that the models above can not cope with the presence of asymmetric overdispersion. This paper aims to give a contribution towards this direction with the introduction of the INteger-valued APARCH process.
is defined to be an integer-valued process (Y t ), such that, conditioned on the past, the distribution of Y t is Poisson with mean value λ t satisfying the recursive equation
Following the work of Doukhan et al. [5] (see also [2] , [12] , [9] ) we will establish the existence and uniqueness of a stationary solution, and ergodicity for the p = q = 1 case. The INAPARCH(1, 1) process is defined as an integer-valued process (Y t ) such that
with t ∈ Z, α ≡ α 1 , β ≡ β 1 and γ ≡ γ 1 . The γ parameter should reflect the leverage effect relative to the conditional mean of the process (Y t ).
Proposition 1.
Under the conditions in Definition 1, the bivariate process (Y t , λ t ) has a stationarity solution.
Proof. For a general Markov chain and according to Theorem 12.0.1(i) in [11] , if (X t ) is a weak Feller chain and if for any > 0 there exists a compact set C ⊂ X such that P (x, C c ) < , ∀x ∈ X, then (X t ) is bounded in probability and thus there exists at least one stationary distribution for the chain. We will show that the chain is bounded in probability and therefore admits at least one stationary distribution. First note that the chain is weak Feller (cf., [2] ). Define
and since α, β, δ, λ > 0
In view of the fact that |γ| < 1 and
0, the expression above simplifies to
Since by definition
By d'Alembert's criterion, the series
δ , is absolutely convergent. Being convergent, the series has a finite sum and so it can be written that
Thus, for any > 0 just choose c large enough so that
leading to conclude that the series has at least one stationary solution.
In proving uniqueness we proceed as follows: first note that the INAPARCH(1, 1) model belongs to the class of observation-driven Poisson count processes considered in Neumann [12] 
Thus, the result follows if the function f above satisfies the following contractive condition
where k 1 and k 2 are nonnegative constants such that k := k 1 + k 2 < 1. For the INAPARCH(1, 1) model the contractive condition simplifies to
where for the Euclidean space R d and h :
For the sake of brevity we will skip the theoretical details and conclude that, in the INAPARCH(1, 1) case, if
for δ 2, then the contractive condition holds. This concludes the proof.
Neumann [12] proved that the contractive condition in (4) is, indeed, sufficient to ensure uniqueness of the stationary distribution and ergodicity of (Y t , λ t ). The results are quoted below.
Proposition 2. Suppose that the bivariate process (Y t , λ t ) satisfies (3) and (5) for δ ≥ 2. Then the stationary distribution is unique and E[λ 1 ] < ∞.
Proposition 3. Suppose that the bivariate process (Y t , λ t ) is in its stationarity regime and satisfies (3) and (5) 
Parameter Estimation
In this section, we consider the estimation of the parameters of the INAPARCH(1, 1) model. The conditional maximum likelihood (CML) method can be applied in a very straightforward manner. Note that by the fact that the conditional distribution is Poisson the conditional likelihood function, given the starting value λ 0 and the observations y 1 , . . . , y n , takes the form
. . , θ 2p+q+2 ), the unknown parameter vector. The log-likelihood function is given by
The score function is the vector defined by
For the calculation of the first order derivatives of the general INAPARCH(p, q) model the auxiliary calculations presented below are needed.
∂θi , i = 1, . . . , 2 + 2p + q. Thus, for i = 1, . . . , p and for j = 1, . . . , q, the first derivatives are given by the following expressions
where g t−i = |y t−i − λ t−i | − γ i (y t−i − λ t−i ) and I t = −1 y t > λ t 1 y t < λ t . Thus, for the INAPARCH(1, 1) model the score function can then be explicitly written as
. . . The solution of the equation S n (θ) = 0 is the conditional maximum likelihood estimator,θ, if it exists. To study the asymptotic properties of the maximum likelihood estimator we proceed as follows: first it can be shown that the score function, evaluated at the true value of the parameter, say θ = θ 0 , is asymptotically normal. The score function has martingale difference terms defined by
It follows that, at θ = θ 0
λt . It can also easily be shown that, for δ 2
Thus, it can be concluded that V ∂ t ∂θ |F t−1 < +∞ and that ∂ t /∂θ is a martingale difference sequence with respect to F t−1 . The application of a central limit theorem for martingales guarantees the desired asymptotic normality.
It is worth to mention here that in Section 2 it was concluded that the process has finite moments up to any positive order and is τ -weak dependent, which implies ergodicity. This is sufficient to state that the Hessian matrix converges in probability to a finite limit. Finally, all third derivatives are bounded by a sequence that converges in probability. Given these three conditions, it is then concluded that the conditional maximum likelihood estimator,θ, is consistent and asymptotically normal,
with variance-covariance matrix, G(θ), given by
A consistent estimator of G(θ) is given by
Simulation
In this section, a simulation study computed using Matlab is carried out to illustrate the theoretical findings given above. This study contemplates five different combinations for θ, which are displayed in Table 1 below. For each set of parameters, time series of length 500 with 300 independent replicates from the INAPARCH(1, 1) model were simulated. Note that for C1-C4 cases, condition (5) holds, whereas for case C5 this condition fails. The results are summarized in Table 1 and the bias of the CML estimates are presented in Figure 2 for the combination of parameters C2 and C4. The point estimates for the α parameter follow the theoretical values in a coherent way, even for very small theoretical values such as for the cases C1, C2 and C3. Nevertheless, the standard deviations of the point estimates are relatively high, except for the C5 case. γ and δ parameters are fairly estimated but there is a certain difficulty in the estimation of the ω parameter, that tends to be underestimated, with the exception of the C5 case. Considering the β parameter, all point estimates are considerably higher then the theoretical values, the only exception being the C5 case, once again. There is also a very high degree of variability, in particular for ω and δ parameters.
From this part of the simulation study a few conclusions can be drawn: firstly, it is clear that as the theoretical values of the parameters rise, the point estimates obtained are much closer to what was expected. Secondly, it seems that condition (5), the sufficient condition for ergodicity, does not seem to interfere with the quality of the point estimates for this model. In fact, best overall estimates were obtained for case C5, clearly not obeying condition (5). 
Log-likelihood analysis
For C2 and C4 cases, 300 samples were simulated considering values of δ varying from 2.0 to 3.0 (i.e., six different situations for each case). After preliminary data analysis with the construction of boxplots and histograms that confirm the presence of overdispersion, the log-likelihood was studied in the following manner: for each set of 300 samples the log-likelihood was calculated, varying the δ parameter in the range 2.0 to 3.0. It was expected that the log-likelihood was maximum for the δ value used to simulate that particular set of 300 samples. Results are presented in Table 2 for Case 2. Case 2 was chosen for representation herein just because for this case the first three values for the δ parameter lie inside the region that obeys condition (5) and the last 3 lie outside this region. Nevertheless, same behaviour was observed for both Case 2 and Case 4 and the δ value for which the calculated log-likelihood was maximum was exactly what Fig. 2 . Bias of the conditional ML estimates, for the combination of parameters C2 (left) and C4 (right). Numbers one to five below the boxplots refer to the estimated parameters, in the order appearing in Table 1 .
was expected for both cases and all 6 different situations. In Table 2 , it can be observed that the mean log-likelihood is maximum for the δ value corresponding to the δ value used for the simulation of the respective set of samples. In this section, the results above are applied in the analysis of the motivating examples presented in Figure 1 , Section 1. As already described, data consist on the number of transactions per minute during one trading day for Glaxosmithkline and Astrazeneca. CML estimation method was applied and the results are shown in Table 3 . Note that the estimated value of γ is negative for both time series meaning that there is evidence that positive shocks have stronger impact on overdispersion than negative shocks. Another important feature exhibited by both time series is that the estimated value of δ fail the condition δ ≥ 2. It is worth mentioning that this is not a surprising result since in the estimation of the Standard & Poor 500 stock market daily closing price index in [4] , the δ estimate obtained did not also satisfy such sufficient condition for the process to be covariance stationary. A short simulation study was also carried out in this section. The CML point estimates of both real-data series in Table 3 were used to simulate 300 independent replicates of length 500 from the INAPARCH(1, 1) model, namely, GSK and AZN cases, referring, respectively, to the samples based on the point estimates for the Glaxosmithkline and Astrazeneca time series. CML estimates were then obtained for these samples and the results are presented in Table 4 , with corresponding bias in Figure 3 . Regarding Figure 3 , it can be seen that variability and the tendency to underestimate the ω parameter is maintained (taking in consideration the median value) but in relation to the δ parameter variability has decreased significantly. From inspection of Table 4 , it can be said that, in general, CML point estimates are not very far from what was expected in both cases, although better overall estimates were obtained for the AZN case. Considering that condition (5) was not fulfilled for either AZN or GSK cases (2 δ (2αδ + β 2 ) equals 2.0297 for the AZN case and 1.4091 for the GSK case), as was already mentioned in Section 4, it seems that violating the sufficient condition for ergodicity has no effect on the behaviour of the estimation procedure. The impact of violating necessary instead of sufficient conditions for ergodicity remains as a topic of future work. Fig. 3 . Bias of CML estimates, for AZN Case. Numbers one to five below the boxplots refer to the estimated parameters, in the order appearing in Table 4 .
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