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RESEARCH OBJECTIVES AND SUMMARY OF RESEARCH
1. Optical Communication
We are studying the fundamental limitations and efficient utilization of optical com-
munication channels. Our interests include quantum and scattering channels, and the
turbulent atmospheric channel. During the coming year we shall concentrate on the fun-
damental theoretical questions in quantum communication, on experimental determina-
tion of the fundamental characteristics and attainable performance of over-the-horizon
scatter propagation links, and on the development of simple high-rate line-of-sight sys-
tems.
The central question to be resolved in our quantum studies is whether the limitations
encountered in the class of systems considered thus far are fundamental in nature, or
whether they can be circumvented, in principle or in practice, by more general signal
generation and measurement schemes than have been considered previously. Although
the results of the investigation may be negative (i. e. , the best possible results may not
in fact be substantially better than those already known), the possibility of a positive
result dictates that the issue be addressed.
The characteristics of scatter propagation over non line-of-sight paths and the com-
munication performance attainable over such paths will be the second topic of major
concern during the coming year. Our past nighttime cw experiments in cooperation with
the R.L.E. -Lincoln Laboratory scatter propagation facility have verified our predictions
of the path loss in moderate to good visibility conditions (visibility greater than 8 miles).
The system noise level prevented a complete determination of the low-visibility perfor-
mance. The partial results suggest, however, that the low-visibility performance may
be better than existing analyses indicate.
During the coming year the low-visibility path loss will be investigated with our
improved (Q-switched) system which yields superior noise performance. In addition
to the basic propagation studies, we shall test the performance of two communication
systems on the link. One will be a digital system operating at a rate of kilobits per
second. The other will be an analog (delta modulation) system with a kHz information
bandwidth.
This work is supported by the National Aeronautics and Space Administration
(Grants NGL 22-009-013 and Contract NAS8-27733), the U. S. Army Research Office -
Durham (Contracts DAHC04-69-C-0042 and DAHC04-71-C-0039), and the Joint Services
Electronics Programs (U. S. Army, U. S. Navy, U.S. Air Force) under Contract
DAAB07 -71 -C -0300.
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Although the scatter experiments are specifically directed toward non line-of-sight
terrestrial paths, much of the understanding that they provide also bears upon propa-
gation through clouds, fog, and haze, paths that are of substantial interest in satellite
to ground communication.
Finally, we have begun, and will continue to develop simple, yet efficient, high-rate
line-of-sight systems that use light-emitting diodes as sources. Our approach to this
problem is novel, in that we draw heavily upon the results of communication theory in
choosing signaling and data-processing schemes.
R. S. Kennedy, E. V. Hoversten
2. Channels, Networks, and Algorithms
Two investigations of digital data networks have been completed. J. S. Fields
1
explored in a Master's thesis the effect of limited storage capacity at the intermediate
nodes of a packet-switching communication network on the average traffic-handling capa-
bility of the network.
Fields found an algorithm which uses a fixed amount of storage at each node (depen-
dent on the network) and permits the packet transmission system to have average flow
rates equal to the best multicommodity flow rates of a smooth flow system. F. Nourani
2
investigated acknowledgment-repeat request systems used for error control in digital
data networks. He showed that a single added bit per packet could guard a block when
errors are present in both forward and reverse channels, and developed techniques from
automata theory for dealing with such problems.
Future work is directed more toward algorithms and machines that carry out data-
processing tasks with high efficiency. Donna Brown is exploring the trade-off between
efficiency of representing information and a measure of effort (complexity, number of
states) needed to decode it. Further work is also in progress on connecting networks.
P. Elias
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3. Theory of Information Storage and Retrieval
Work on the informational efficiency of storage and retrieval systems continues. An
account of an economical way to store a simple file has been published.1 A description
of a directory scheme that is economical both in bits stored and in bits accessed per
(direct or inverse) retrieval question has been submitted for publication. Future work
by R. A. Flower deals with informational analysis of updating problems. Applying the
same set of ideas to computation at large is also in progress.
P. Elias
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A. A NEAR-OPTIMUM RECEIVER FOR THE BINARY
COHERENT STATE QUANTUM CHANNEL
NASA (Grant NGL 22-009-013)
R. S. Kennedy
The performance of the optimum quantum receiver for binary signaling has been
determined by Helstrom,1 but no general method of implementing the receiver has been
found. Thus, in practice, receivers have employed either direct detection, heterodyne
detection, or homodyne detection. Our purpose here is to note that (i) the performance
of these receivers usually falls short of the optimum performance, and (ii) exponentially
optimum performance is achieved by a receiver that detects the energy in the sum of
the received waveform with an exact replica of one of the two possible signals. The
needed replica can be obtained, in practice, by estimating the amplitude and phase of
the received process over many successive signal intervals, provided that the coher-
ence times of the transmitter and local reference are orders of magnitude greater
than the basic signaling interval.
1. Problem
We consider the minimum error probability Pe for deciding which of two equiprob -
able messages mo or m I has been sent when the received field is a linearly polarized
narrow-band plane wave that is known to be in the coherent state IS o ) when mo is sent
and in the coherent state IS1) when m i is sent. Here So and S1 are complex-valued
vectors, or possibly scalars, that are specified by, and serve to specify, the signal both
1,2
classically and quantum-mechanically.
For our purposes, it is only necessary to know the inner product, ( SoS1) of ISo)
with IS 1 . This inner product is given by
E +E -2 EE Y
o0 i o iSoS1 }:exp - 2hf
where y is the correlation coefficient (0 <y < 1) of the two different waveforms that
could be received were it not for quantum effects, and E. i (i= 0,1) is the classical energy
received when m. is sent. That is if, with quantum effects ignored, the complex1
envelope of the received field would be i.(t) when message i is sent i = 0, 1, then
Ei = Kf 8(t ) 2 dt i = 0, 1 (la)
and
S= f(t)(t) dt} /E Eo, (1b)
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where K is a constant related to the aperture area and the impedance of space. Finally,
hf is the energy of a photon whose frequency equals the carrier frequency fo; by virtue
of the narrow-band assumption it is the energy of any photon within the bandwidth of
the received signals.
This problem provides a useful model for binary digital communication through
known channels for which background and detector internal noises are negligible rela-
tive to quantum noise and for which phase synchronization is maintained. Satellite-to-
satellite and waveguide channels often fall in this category.
The minimum error probability for the stated problem is known 2 to be
E + E - 2E E Re
1 1 0Pe = - - exp- hf
where Rey denotes the real part of y. When the error probability is small, as we shall
suppose it is, this becomes
1 Eo + E - 2E Re
Pe oexp - hf 1 (2)4 hf
More generally, the right member of Eq. 2 provides a lower bound to Pe.
In determining the minimum error probability, as given above, it is assumed
that every receiver can be characterized by a Hermitian operator and that to
every Hermitian operator there corresponds, at least in principle, a "real"
receiver. At present, no such correspondence has been established so there is
no general procedure for specifying an implementation of the optimum receiver.
There has also been some question about whether the optimum (operator) performance
is ever significantly better than the performance that can be realized with the direct-
detection, heterodyne, and homodyne receivers that have been contemplated. We shall
now describe an idealized, but implementable, receiver whose probability of error is
only twice that given by Eq. 2. We then note that the performance of this receiver is
often substantially superior, by as much as 3 dB in energy, to those that have been con-
sidered previously.
2. A Near-Optimum Receiver
The receiver structure of Fig. XVII-1 basically adds to the received linearly polar-
ized plane wave another such plane wave with the known complex envelope -' (t),
which ideally equals -So (t), then detects the energy in the resultant sum with a noise-free
unit quantum efficiency photon detector, and finally "decides" that message 0 was trans-
mitted if and only if no photons are detected. In practice, the receiver would employ
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Fig. XVII-1. Essential features of near-optimum receiver.
spatial and frequency filters to discriminate against background noise, but they are
of no concern in this discussion. Also the amplitude and phase of So(t) might be deter-
mined by locked loops operating with long integration times on a small fraction of the
received waveform, or by a decision-directed feedback scheme, but again the details
of these estimation procedures are of secondary concern here.
A
If So (t) equals S o(t), the detected energy will invariably be zero when message mo
is transmitted and the receiver will make an error if and only if no energy is detected
when message m 1 is transmitted. Since the detected energy is a Poisson-distributed
3
random variable for the problem under study, we have
1Pe = exp -Nol, (3)
where Nol, the average number of photons detected when m 1 is sent, is
Nol hf '(t)-8 (t )  dt
or
E + E - 2 NEE Rey
N hf (4)
ol hf
and E o , E 1 , and -y are given by Eq. 1. We observe that this error probability differs
from that of the optimum system, in the low error probability approximation of Eq. 2,
by a factor of two. Since that approximation is also a lower bound to the optimum error
probability, the receiver in Fig. XVII-1, for all practical purposes, is a realization
of the optimum receiver.
It is important to note that the performance of the receiver depends crucially upon
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A
the precision with which -So(t) in Fig. XVII-1 duplicates -So(t). If the classical energy
in the difference So (t) - 8 (t) is 6, the error probability becomes
1 1
Pe = exp(-Nol) + 1[1 - exp(-6/hfo)],
where the second term is the joint probability that message mo is sent and that one or
more photons are detected. If the error probability is to be small and relatively unaf-
fected by the value of 6 we must have
6/hfo < 2Pe. (5)
Thus if the error probability is to be of the order of 10-3, the energy in the difference
A
So(t) - So(t) must be less than approximately one-thousandth of the photon energy; for
-6
an error probability of 10 it must be less than approximately one-millionth of the
photon energy. (This sensitivity may be reduced somewhat by increasing the decision
threshold.) Although severe, such requirements can be met by standard parameter-
estimation techniques. The integration times employed in obtaining the amplitude and
phase estimates must be large. Some appreciation for their size can be gained from
the following discussion.
First, we note that the mean value of 6 can be no less than the minimum mean-
square error that could be obtained if the problem involved only parameter estimation,
i. e., if the transmitted signal sequence were known except for amplitude and phase.
Second, we recall that the minimum mean-square error in that estimation problem, and
hence the minimum mean value of 6, is known4 to be
hf
6. Oi - 0N (6)
min T N
where T is the duration of the basic signaling waveform, T is the estimation time, and
T/T is the number, N, of signaling intervals over which the estimate is made. Upon
introducing Eq. 6 in Eq. 5 we conclude that, for estimation errors to be neglected, we
must have N > 2/Pe. Thus for an error probability of 10- 3 , N would have to be of the
order of 103 , which implies an estimation interval of ~1 ms for a 1 megabit/second
information rate and an interval of ~1 s for a 1 kilobit/second rate.
The length of the estimation intervals is important, for if it becomes larger than the
coherence times of the transmitter and local oscillator, uncertainties beyond those
represented by an unknown phase and amplitude will arise. Our estimates of the required
estimation times are optimistic, since they presume that the message sequence is known
to the estimator; however, we expect that comparable values of N could be made to suf-
fice in practice, particularly if decision-directed estimation schemes are employed.
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A simpler but less efficient approach would be to transmit a fixed message sequence
periodically for use by the estimator. In any event, it appears that, with present tech-
nology, the scheme is best suited to applications involving data rates of at least mega-
bits per second.
3. Performance Comparison
It is natural to ask whether the receiver in Fig. XVII-1 can provide any significant
improvement in performance over that attainable with receivers that have previously
been considered. Foremost among the competing alternatives are heterodyning
receivers, homodyning receivers, and direct-detection receivers. We shall now briefly
review the error probabilities for these systems and observe that they differ exponen-
tially from that of the receiver shown in Fig. XVII-1 in several situations of
interest.
It is well known5,6 that a receiver that heterodynes the received field to an inter-
mediate frequency will yield an IF output whose complex envelope differs from
(2K) 1 /2 Si(t) by an additive zero-mean Gaussian noise whose power density over narrow
bandwidths equals hfo/2. (This is a bilateral spectrum, that is, the measured noise
power in a 1-Hz bandwidth would be hf .) The minimum error probability that can be
achieved in the presence of such noise is well known. Specifically,
Pe = Q(d/ 2hf ), (7)
where
oo exp(-y2/2) dy
Q(x) =
and d 2 = Kf So(t) -S(t) 2 dt. For small error probabilities (7) becomes
Pel (hfo/2ar2 )1/4 exp(-a/4hf ) (8a)
where
a = E + El - 2E Rey (8b)o 1 o 1
and E o, E 1 , and y are as in Eq. 1. These same expressions give the minimum error
probability that can be obtained with a system that amplifies the optical field.
Since the receiver has phase information, we would expect, and it is indeed true, that
a receiver which homodynes, i. e., heterodynes to baseband, should offer improved
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performance. The complex envelope of the baseband signal in such a system will differ
from (2K)/2 S i(t) by an additive zero-mean Gaussian noise whose power density over
the narrow bandwidth of interest equals hfo/4 (bilateral spectrum). Thus the minimum
error probability that can be achieved in the presence of such noise differs from Eq. 7
only in that Zhf o is replaced by hf . Specifically, when the error probability is
small,
Pe - hf/4a exp(-a/2hf). (9)
As expected, the error probability given inEq. 9 is exponentially less, by a factor of
two, than that given in Eq. 8a.
Table XVII-1. Error probability exponents for various receivers and signal sets.
Receiver
Signal Set Optimum Heterodyne Homodyne Direct -Detection
Arbitrary Nol N/4 N/2 ?
Antipodal (PSK) 4Eo/hfo  Eo/hf 2E /hf o  1/2
Orthogonal (FSK) 2Eo/hfo Eo/hf
°  
E 0 /hf o  E/hf o
On -Off Eo/hf°  Eo/4hfo E o/2hfo Eo/hfo
E + E -2 E Rey
o 1 o1Note: N hf
o hf
The exponential dependence of the minimum error probability that can be achieved
with (i) an optimum receiver, or equivalently the receiver described by Fig. XVII-1,
(ii) a receiver employing heterodyning, and (iii) a homodyning receiver is summarized
in Table XVII-1 for general values of E o , El and y and for several specific waveforms
of interest. Observe that the optimum receiver is invariably superior to the other sys-
tems. Column 5 in Table XVII-1 pertains to the direct-detection receivers that we
shall now discuss.
By a direct-detection receiver we mean one that detects the individual photons con-
tained in the received signal without the addition of local fields. Although the processing
5-9
that should be employed with a photon-detecting receiver is well known, the perfor-
mance has been determined for only a few specific signal sets. Note that the perfor-
mance of the direct-detection receiver equals that of the optimum receiver for on-off
signals but falls short of it for orthogonal and antipodal signals. Of course, we have not
precluded the possibility that direct-detection systems might approach the performance
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of the optimum system for other than on-off signals, but the fragmentary results that
are available suggest that this is not true.
In any event, it is clear from Table XVII-1 that, for two of the three most commonly
discussed signaling schemes, the performance of the three most commonly discussed
receivers falls significantly short of the optimum performance, whereas the receiver
in Fig. XVII-1 yields a performance that differs from the optimum performance by at
most a factor of two. Whether the difference between the performance of the optimum
receiver and familiar receivers is typical or atypical remains to be seen.
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B. STATISTICALLY DEPENDENT QUANTUM SYSTEMS: THE
PARADOX OF EINSTEIN, PODOLSKY, AND ROSEN
NASA (Grant NGL 22-009-013)
V. Chan
In quantum communication we are concerned with measurements on optical fields.
Very often an observation can be characterized by letting an apparatus interact with
the information-carrying quantum system, and then performing measurements on the
apparatus or on the quantum system or on both. For this reason, we are interested in
the physical and measurement statistics of interacting quantum systems. In the
so-called Einstein paradox1 it is claimed that the present formulation of quantum
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mechanics is inconsistent and incomplete when it is used to describe interacting quantum
systems. This report summarizes solutions of this paradox offered by physicists 2
and shows that, at least in the context of quantum communication, there is no contra-
diction between measurement statistics and quantum mechanics.
1. Summary of the Einstein Paradox
Let two quantum systems S and A interact with each other in such a way that
eventually they are separated spatially and stop interacting. Assume that the quantum
states of each system S or A are completely described by two-dimensional Hilbert
spaces. Let ci+) and 4Vi) be complete orthonormal sets in the spaces describing S
and A, respectively. Furthermore, assume that the interaction between S and A is
such that the final state of the joint system S+A is given by
Let O S and 6 A be Hermitian operators characterizing measurements on S and A
with eigenstates i), I +) corresponding to eigenvalues X , +, respectively. If we
perform the measurement characterized by OS on S, the outcome is X+ or X_ with proba-
bility 1/2. If, however, the outcome is X+( ), we know with certainty that if we perform
the measurement characterized by 0 A on A we shall get i+([_) with probability one.
Einstein argued that since S and A are physically separated, by performing measure-
ment on S, we can determine the state of A "without in any way disturbing the sys -
tem" of A. Then according to the argument, the quantity of A with eigenstates 4+)
and eigenvalues 1f must therefore have "an element of physical reality" associated with
it (for example, it can be the spin of an electron). Although before the measurement
on S is completed, the value (either [+ or [_) of this quantity is not known, mea-
surement on S cannot possibly affect the state of A; so A must possess a definite value
for this physical reality (either [+ or 4_) even before the measurement on S is per-
formed. We thus would conclude that the total system S+A is in a mixture of two dif-
ferent states 4+) @ I+) and 1_) I_) each with probability 1/2. That is, the joint
state of S+A is characterized by the density operator
PS+A 2
But PS+A is not the same as the state (D)) that we assumed before and hence there
is a contradiction.
Furthermore, it is possible to find O and OA with eigenstates 4'), 1*') and
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the commutators [OS, OS] 0, [OA, OA] # 0 and #)) = ( ) ®0 p)+ L'_) ® '+)).
Then by performing measurement O on S, A is either in state i;) or '_). So
depending on our choice of measurement (OS or OS on S, A), the system A can have
entirely different states (even states that correspond to eigenstates of noncommuting
operators). But we said that S and A are separated; how then can the measurement
of S affect the state of A? What is the medium by which information is carried
from S to A to set its state?
2. The Copenhagen Interpretation
At a meeting in Copenhagen,3 Heisenberg, Pauli, and Dirac agreed and emphasized
that the quantum state (contrary to the state of a classical system) does not itself
represent a measurable quantity of a quantum system; rather, it represents a piece
of information that we have about the system by which we can compute all measure-
ment statistics. In other words, the quantum state is merely a catalog of probabilities
for the result of subsequent measurements. Since the quantum state is nothing that
is directly observed, we are still free to make suitable assumptions as long as the
measurement statistics that it predicts agree with experiments. If we consider the
quantum state as just a piece of information and that it does not correspond to an
objective intrinsic quantity of the system, then a measurement on S can conceivably
change the information that we have on A (just as the abrupt change from unconditioned
to conditioned probabilities in classical measurements). So indeed there is no paradox.
If we accept this interpretation of the quantum state and compute statistics accord-
ingly there will not be contradictions.
Furthermore, Einstein and his co-authors were trying to characterize subsystem
states before measurement had been performed. Moreover, one cannot discuss subsys-
tem states consistently when two quantum subsystems are statistically dependent unless
their joint state Is+a)) happens to factor into s) a), where Is) is a state of S
and a) of A. We shall suggest a general method for characterizing measurement sta-
tistics on subsystems S and A. We shall show that, in general, a pure state in the
joint Hilbert space -' S+A will give density operators in the subspaces 0S and 3 A'
Let S+A be in a pure state IS+a))E S+A. Define an operator F mapping from
. S into .JA' so that
F s) ={s ss+a))} E A for all s) E S.
Then the adjoint operator Ft maps MA into . S so that
Fa) = (a l'"}s+a))E dS for all Ia) E 0A
Then PA = FFt and ps = FF are self -adjoint operators in A andy S' , respectively,A spciey
QPR No. 108 227
(XVII. PROCESSING AND TRANSMISSION OF INFORMATION)
and indeed they are the density operators for A and S from which all subsystem mea-
surement statistics can be computed. (Note that pA and pS are independent of the
choice of basis of the spaces.) But this reduction from joint system pure states to
subsystem density operators destroys information about statistical correlations of S
and A, and in quantum communication we are particularly interested in such correla-
tions; hence, we cannot use the reduction method. In fact, there is no existing theory
that is independent of the choice :f basis (coordinates) ofJrS and A. Thus we have
to assume henceforth that we are going to perform measurements corresponding to
Hermitian operators O S and 6 A on S and A. Then we shall have a general method
for computing measurement statistics consistently.
Let { oIi}i E I' {ij l j E J be the eigenvectors of O S and OA with corresponding
eigenvalues {(ii E I and ijIjE J. They are also the complete orthonormal basis of
MS and XA. Hence ls+a)) can be written as s+a))= _ a iji) j), with aij=( j  (ils+a))I,J
and 2 aij = 1. The measurements O S and oA will give the X and the j as the out-
I,J 1
come, and the probabilities are
Pr [x. ,  j] = aij.. 2
Pr [Xi rIj 13
Pr [X.] = 2 a.. 2
Pr [ i j] = 22 la.,j. 2
J' 1]
Furthermore, it can be verified that
Pr [X] = a i. 2 = I p
I I j
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where pA = FFT, and ps = FF as given before. The joint statistics do not depend on
the time order in which the measurements are performed and no paradox such as
Einstein's results.
To conclude, the Einstein paradox does not reveal any contradiction of quantum
mechanics; it merely emphasizes in a most striking way the essential nonclassical con-
sequences of the principle of superposition of states, and that the concept of a quantum
state is very different from that of a classical state. Thus far, by using the methods
described above to compute measurement statistics in quantum communications and
related problems, we have not found any inconsistency in quantum mechanics.
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