Abstruct-There are a multitude of equations, methods, formulations and solutions in the literature for solving the structure from motion problem. It is shown how such methods can be mathematically related by certain changes, some of these changes preserve the essential qualities of the original system, while other changes do not. Existing methods for structure from motion are classified and analyzed and mathematical relationships between them are shown. Their behavior on the same synthetic data is evaluated, examining the effect of noise, initial estimates, and the amount of motion. The missing necessary polynomial constraint on the singular values of Tsai and Huang's essential parameter matrix is shown, and derive related linear methods for less general SFM problems, and their necessary polynomial constraints. The experiments show that for data where the constraints are satisfied, linear methods work correctly and quickly, where they are not applicable, polynomial methods may work but are slower.
I. INTRODUCTION HE STRUCTURE from motion (SFM) problem is the
T recovery of a three-dimensional (3-D) structure from a sequence of two-dimensional (7-D) simage frames. SFM problems are a subset of the more general vision shape recovery problem. In SFM we want to recover 3-D information about a collection of discrete structures, such as points or lines, from a 2-D collection of such points and lines. Twodimensional images are formed from the 3-D world by a projection process. SFM seeks to take the 2-D information and recover the original 3-D information, inverting the effect of the projection process. The two types of projection processes are perspective projection and orthographic projection. Perspective projection is a realistic model of the imaging process, whereas orthographic projection yields easy-to-solve models that are applicable in some simple cases. Orthographic projection is used primarily because its use leads to mathematically tractable equations. It is a reasonable approximation for objects that subtend a small field of view, and whose distance does not change dramatically. The different projection processes are associated with different classes of SFM image recovery algorithms. The structure from motion algorithm takes as inputs the 2-D position data of the lines or points, and possibly information about the motion, producing 3-D motion or structure information or both. The inputs usually are corresponding points or lines arising from the projection of the same physical 3-D information in the sequence of frames. (Although some SFM work requires matching sets of points rather than individual matching points.) SFM methods often use formulations that take the axis and angle of rotation of either the object or observer and use these to generate a rotation matrix. The matrix is a nonlinear function of the axis and angle. The SFM problem is a linear function of the rotation matrix and the data, typically linear equations for pure translation. This results in a set of transcendental nonlinear equations. Another choice is to remove the constraint that a rotation matrix be used and use an arbitrary matrix. In that case the formulation is linear, however, there is no guarantee that the arbitrary matrix will have the correct properties. Other nonlinear constraints have been employed that use 3-D properties that are somewhat weaker than rigid motion, the invariance of angles connecting 3-D lines and the invariance in the length of 3-D line segments have been used. These constraints result in equations parameterized in the unknown motion or structure values. These equations are satisfied by the correct solution leading to the correct motion and structure and many other incorrect solutions, among which are physically impossible solutions such as rigid mirror reflections.
There are a multitude of equations, methods, formulations and solutions in the literature [I], [Ill, [22] , [30] , [33] . We will show how such methods can be mathematically related by certain changes, some of these changes preserve the essential qualities of the original system, while other changes do not (e.g., one may simply remove a variable through algebraic manipulation, or eliminate a necessary equation that is difficult to solve, or make a restrictive assumption about the domain of the problem yielding a simpler problem).
Problems surface in the practical use of SFM from a variety of causes. One cause is that the nonlinear formulations have many solutions, and that the nonlinear equation solver only finds the solution nearest to the starting point. Since there are multiple solutions to the equations, there is no guarantee that the correct solution is achieved. Nonlinear least squares methods find only a local minimum, one among many, quite probably unrelated to any solution.
Some methods use linear systems of equations that eliminate certain necessary constraints. If the constraints are satisfied, then the method will work. In the presence of noise the constraint probably will not be satisfied; the method will produce an incorrect result. The constraints are satisfied by points that are completely noise free, and often are more nearly satisfied by larger collections of points. When they work the linear methods are fast. A necessary constraint is 0018-9472/91/0500-0572$O1 .OO 0 1991 IEEE JERIAN 
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presented for the general linear formulation and for various restricted problems. Huang and Faugeras [ 131 have shown that this constraint is sufficient as well as necessary. It is left to future work to see if these constraints could be used to find the nearest constrained set of parameters, such a method would be nonlinear.
Many times the amount or nature of the motion will not suffice to obtain good structure from motion. The equations that are obtained will be ill-conditioned. If the problem is posed as the minimization of some functions, then in these cases the functions often have better values at points other than at the true solution. In this case, no solution method can find the correct answer with the given formulation and data.
Instead of the usual transcendental equations, the use of polynomial systems of equations [19] , [l8] has been proposed recently. Polynomial systems of equations can be used to formulate the problem, by using suitable representations of the rotation such as the unit quaternions. While they also have multiple solutions, they have finitely many solutions, and all those solutions can be found. Theoretical work at INRIA has shown there are no more than ten valid solutions for general point-based SFM [4] , [12] .
To eliminate the multiple solutions, one may use the polynomial equations on multiple sets of points and find common solutions, or verify all the candidate solutions from one set of points on other sets of points. In the presence of noise one may randomly select many candidate sets of points and find all the solutions for those sets. The solutions can be verified and the best solution picked. Superior results will be obtained on noisy data with fewer points than the competing methods, with no need to have a good initial estimate, see [19] and [18] , however polynomial systems take much longer to solve than linear systems. They are sufficiently fast to be the methods of choice to solve the general orthographic projection and the perspective projection with known axis of rotation problems. For more general perspective problems the linear methods with the use of the necessary constraints are preferable if sufficiently many points can be obtained.
TAXONOMY OF METHODS
Taxonomy-Based on Representations and Formulae
There are many seemingly different, but related systems of equations for SFM. The differences are the result of changes to simplify them. a system that is easier to solve than the original system. Sometimes changes preserve the essential qualities of the original system.
A neutral change does not substantially narrow the applicability of the system of equations, increase the dimension, or change the total degree of any polynomial system. Neutral changes can combine equations, eliminate variables, and raise the degree of individual polynomial equations. The simplest neutral change is to eliminate a variable from a set of linear equations. When solving equations in a least squares sense, different solutions may be obtained when some of the variables and equations are eliminated. Polynomial equations can be changed in a similar manner, by eliminating variables, either by grinding on the algebra or by using the method of resultants:
One can solve the previous equations for :E to obtain or one can solve the previous equations for y Dimension-increasing changes depend on eliminating constraints that link variables together. This creates new free variables, but if the constraints that are eliminated are difficult to solve, the final set of equations are simpler. An example is to allow an arbitrary linear transformation to be used in an equation rather than requiring that a rigid rotation be used. This results in 9 variables replacing 3 rotation variables. Exact data will still meet the constraints, however noisy data will yield bad results. Certainly the best fit of the extended system need not be related to the best fit of the original system.
Dimension-reducing changes are made to on add assumptions. The assumptions eliminate certain variables in the equation making solution easier. SFM examples of this are known axis of rotation, pure translation, constant axis of rotation.
Finite-extension changes depend on substituting weaker constraints for stronger ones to obtain a new system of equations. The change may not introduce additional variables. The number of solutions of the new system is a finite multiple of the number of solutions of the original system. Some examples from SFM are to use a length preserving or angle preserving constraint instead of an equation for rigid motion using rotations and translations. In that example any reflection of the original solution is also a solution to the new equations. There are only a finite number of such reflections.
PERSPECTIVE METHODS-POINT ORIENTED
In the previous section we examined a taxonomy of changes that could be applied to a system of equations to create a different system. In this section we apply this taxonomy to the perspective projection SFM problem using points. First we introduce a base set of equations that have many variables, equations and constraints. Then we modify those equations in the different ways described by our taxonomy. Finally we explain standard algorithms from the literature in terms of the modified equations. Roach and Aggarwal [29] is an early attempt to solve the problem using nonlinear equations that have every scale factor, the 3-D object points, three dimensional translation vectors (as 3-D camera positions), and a rotation matrix written out in terms of the Euler angles: P,,t = R.,.tR!,tR:t(s,,tp,,t + Tt). (5) In (S), P is the 3-D point; R,rt is the rotation matrix representing the rotation about the .I' axis at time t ; Tt is the translation 574 IEEE TRANSACTIONS ON SYSTEMS, MAN, AND CYBERNETICS, VOL. 21. NO. 3, MAYIJUNE 1991 at time t; pnt is the nth projected point and snt is the rith unknown scale factor at time t.
No attempt is made to explicitly use either of the common paradigms from our introduction. The first paradigm that could have been used is to combine equations for two times and observe that the motion difference between a pair of three dimensional points remains constant. (This results in the direction of translation form if scale factors are eliminated and the T vector is normalized to unit length.) The second is to combine equations for any two points since the structure between two points remains constant over time under translation. Finally the scale factors that are used in this work are needlessly complicated by the use of focal length. Roach and Agganval also have equations that are neutrally changed from their first set of equations, by elimination of the scale factors. This form is an implicit version of the direction of translation equation form, though they said that their equations have no relation to the then current work on focus of expansion.
To solve the nonlinear system, Roach turned to the derivative free nonlinear least squares method of Levenberg-Marquadt modified by Brown. This is IMSL ZXSSQ or Minpack's LMDIF. We note that in our experience better results are obtained with the methods that use analytically obtained derivatives such as Minpack's LMDIR. Roach observed that with a sufficiently good starting point and exact data, good results could be obtained with exact noise free data, and small rotations in his experiments. With noisy synthetic data Roach observed that the numerical methods did not converge from the original (somewhat) perturbed estimate of the actual values, but sometimes converged from some other point, and that convergence was erratic. At least 12 points were necessary to get any results with noise. No useful results were obtained with laboratory images and a corner detector.
A. Neutral Changes from Roach
Let's review the two usual forms for pure translation under perspective for points. The constant structure form says that the vector between a pair of points is the same for all times under pure translation.
In the following equations 3-D vectors are in upper case, and projected points and scale factors are in lower case. P,, is the three dimensional mth point in the nth frame; p,, is the projected mth point in the nth frame. Sometime the subscripts use p and t before the frame numbers for emphasis. Translations and rotations are subscripted with the frame numbers of the starting frame and ending frame of the translation or rotation, so that TSt is a translation from frame s to frame t:
The constant translation form says that the motion vector connecting any point at one time to the same point at a different time is the same regardless of which point is used:
The scale factor equation says that a 3-D point and its 2-D projection are related by a scale factor:
If there is rotation relative to some specified given frame then the structure equations can be rewritten as
The translation in terms of the second frames coordinate system is given by 
(15)
Now take this for the first point:
If we subtract (15) from (14) for a point other than the first point we get an equation for two points and two times:
Note that this is similar to the previous constant structure form. This shows that the two forms can be neutrally changed from one to the other. Now there are a large number of factors s that can be eliminated by linear equation solving, with the judicious use of cross products. Let us eliminate the scale factors sptO and s p t l in this manner. First take the cross product of both sides with ppto to eliminate sptO:
(17)
Next take the dot product of both sides with ( R t o t l -' p l t l ) to eliminate s p t l : 
This is a nonlinear equation in the three independent rotation variables that describe the rotation matrix Rtotl. This equation uses three points. We need three of these equations to solve for the three independent rotation variables. The three equations use the first and second points and three other points, or five noncoplanar points in all to solve for the variables.
3) Constant Structure Form S is Constant Under Translation:
Under pure translation the structure remains constant:
This is implicit in the previous derivation, but it can be used as an explicit starting point for deriving various results such as our quaternion' based method. 
4)
In this equation the rotation is ego-rotation about the viewer. Furthermore rotation can be applied to the projected points, since it commutes with perspective projection, This expression is actually a vector triple product and can be permuted with a change of sign. Furthermore, since the expression equals zero any change of sign can be ignored:
The cross product of two vectors can be written as the multiplication of a rowA vector by an antisymmetric crossproduct matrix denoted T [21], [33] . Tsai and Huang define a matrix E of essential parameters:
(25)
This is a linear homogeneous equation and can be solved in a least squares sense via singular value decomposition. Thks least square solution depends on ignoring the fact that the T matrix has only three independent elements in it. T, and -Tz in the matrix are treated as independent elements. For a guaranteed correct solution for E we must constrain E to be decomposable into a product
E = T R
where ? is a unit antisymmetric matrix. The original work by Longuet-Higgins [21] suggests that the elements of the E matrix can be manipulated in various ways to obtain the T . There are several such methods and they can yield different answers. Of course, this is completely unsatisfactory. Tsai and Huang [33] suggest a method of decomposing the E matrix that yields a rotation matrix and another matrix that approximates the T matrix. This other matrix is not necessarily of the right form. It does not necessarily have a diagonal composed of zeros, and is not necessarily antisymmetric. For the E matrix to be correctly decomposable it must be constrained so that its singular values are to be (0. 4 / 2 . 4 / 2 ) . This is a nonlinear constraint. Tsai and Huang [33] completely ignore this constraint.
The E matrix is a rotation of the original T matrix, which is unit-antisymmetric. The matrix is a unit matrix because the SVD that calculates the pure parameters always returns a unit vector, which is rearranged to form the matrix E. A rotation of a unit matrix is also a unit matrix. A rotation of a matrix has the same singular values as the original matrix. Finally the singular values of a matrix A may be tediously computed by finding the square root of the eigenvalues of A t A to complete the proof. A recent rigorous proof of this result is presented by Faugeras and Maybank [12] .
Any correct noise free data that is decomposed by the method to be presented has such singular values. This result can also be verified algebraically by finding the singular values of the T matrix symbolically with the constraint that the sum of the squares of its elements add up to 1. The rotation of a matrix has the same singular values as the original matrix, so that the result holds for the E matrix as well.
Ignoring this constraint allows noise to perturb the E matrix in ways that would change its singular values to be different from the required values (0. fila. 4 / 2 ) .
In that case the E matrix decomposes into E = T R where the T matrix can have non-zero elements along the diagonal and where the values across the diagonal do not have opposite signs.
The linear problem of finding the E matrix can be made into a properly constrained polynomial problem by adding polynomial constraints that require the singular values to have their required values. Various different equations are possible based on finding the singular values of E which are the eigenvalues of E E T . One constraint is that the determinant of E is zero, this is a cubic constraint which makes one of the singular values 0. Demazure [4] has found two other polynomial constraints that make the two singular values equal. One consists of nine cubic equations, and the other of a single fourth-order equation. He shows that the space of the nine cubic equations, five linear equations, and the 1 cubic determinant equation theoretically has degree 10 and dimension 5 . This means that a tenth order polynomial equation exists in some essential parameter one of whose real roots can be used to solve the E matrix with only 5 points in 2 frames rather than the usual 8 points. Demazure has not shown any constructive way to find the polynomial constraint equations in his paper. Haung and Faugeras [ 131 recently have proved that the aformenttioned constraint is both necessary and sufficient for the matrix E to decompose correctly.
Decomposing the E matrix: After we have the E matrix the next step is to decompose it. Tsai and Huang use singular value decomposition on the matrix E and thus obtain 
are the only matrices such that
such that TI and T' are antisymmetric matrices. One of the rotations is a large rotation that takes objects to the opposite side of the camera, and the other rotation leaves objects on the same side of the camera, which is what happens in physically plausible cases. The matrix T,, has exactly the right form when the matrix D (which has E's singular values) consists of ( 4 / 2 . 4 / 2 . 0 ) .
C . Dimension-Reducing Changes
1) Fixed Axis-Incremental Approach:
The work of Broida and Chellapa uses an object oriented model under perspective. It is an incremental approach that allows for the use of multiple frames. Equations are derived for both known [2] and unknown [3] structure. Known structure is a powerful assumption that allows motion to be easily derived. A straightforward polynomial-based known-structure special case method is given in [18] .
Broida and Chellapa give results for many special cases, such as pure constant translation at a constant velocity and known fixed-axis constant-angular velocity-rotation. No Zaxis rotation is allowed and the model developed is a 1-D image of a 2-D object undergoing 2-D motion.
2) Motion in a Known Plane: One of the few examples of structure from motion that works on real scenes is [SI, [7] . This work uses a nonlinear formulation of SFM that requires that the object motion be confined to a known plane. A sequence of images of a car rounding a street corner is processed with a corner detector that uses Gaussian curvature of the pixel values [5] . The sequence of points is matched and tracked using greylevel characteristics. The matched points motion and structure 511 are recovered for multiple frames, and a 3-D convex hull of the points is reconstructed.
The success of the SFM portion of this work is in large part due to the relative simplicity of solving for object motion confined to a known plane. There are two translation parameters for the two axes that define the plane, and one rotation angle for rotation about an axis normal to the plane. For some time, one of the translation parameters is arbitrary without one real world parameter.
Later in this section we present a linear set of equations for this problem that is a restriction of the dimension increasing methods to this problem. Our work in [19] solves a more general problem by finding the roots of a single fourth-order polynomial.
3) Pure Translation: Recall (11). Under pure translation the scale factors could be eliminated to yield the linear homogeneous equation in T:
If the translation T is replaced by the vector obtained by scaling so that T, = 1 then T is called the focus of expansion (FOE). The FOE usually comes up in optical flow methods [28] . In that context it is described as the intersection of the lines extending the optical flow vectors. If we equate optical flow vectors to the projection of image motion vectors ppto -ppto onto the plane z = 1, then we can show that the concepts are equivalent. ppto x ppto is the normal to a plane through the origin that also contains the points p,to and ppto. That plane intersects the plane z = 1 to produce the line extending the optical flow vectors, i.e., the line through the projections of the points onto the plane z = 1. In (26) Ttotl is a line through the origin that lies on all the planes pIlto x ppto defined by the various points, so that its intersection with the plane z = 0 is a point that lies on all the lines that are the projection of the planes defined by the various pairs of points.
4) Known Translation:
Depth recovery from corresponding points using pure translation with a known direction of translation is studied in [35] , [36] by Williams. If we also know the amount of translation we can get absolute depth recovery. Recall our basic pure translation (IO):
Williams uses separate equations for the .r and y axes. Similar equations can be obtained from our vector equation by combining the 5 and z components and the y and z components eliminating sptO. The remaining two equations can be solved for sptl giving use the three dimensional point location spt1pptl. Presumably one could do better than Williams by just finding the least squares solution of the basic equation for both scale factors.
Williams' program finds the depth of vertical or horizontal surfaces, by averaging depth information over an entire surface. The method works well for constant vertical surfaces. It only works for known camera motion, with pre-segmentation of the image into only horizontal or vertical surfaces.
5) Combining Dimension Reduction with Increase to Obtain Linear Equations:
Recall that the dimension increasing methods described earlier take the direction of translation form in (12) and rewrite it as a matrix problem in a set ofpure (linear) parameters E = RT:
Our taxonomy allows us to easily create new special case algorithms by changing this equation with the special case dimension reduction changes of this section. Polynomial methods that are properly constrained are found in our paper [I91 and that of Faugeras and Maybank [12] .
Known Axis: Assume that we know the axis of rotation. Without loss of generality the axis can be the z axis, since the coordinate system can be rotated so that the axis of rotation become the z axis, and as we have shown this has no effect on perspective projection. In that case the rotation matrix R become simpler and (28) 
The pure parameters are -cos OT, -sin BT, sin QT, -cos QT, .
-sin BT, cos OT, -cos OT, + sin BT,
There are only six different pure parameters. There are actually four independent homogeneous parameters Q and T , or three nonhomogeneous parameters since the scale of T cannot be found. A constraint error measure can be found for the problem by comparing the values of the pure parameters T, and Ty with the result of applying the rotation obtained from the pure parameters sinOT, and cosOTz to the pure parameters -cos BT, + sin QT, and sin BT, -cos QT, to obtain possibly different values of T, and T,. If these values are fairly different, then the dimension increasing step that uncoupled T, and -T, and T, and -T, in the equations has lead to the wrong solution in the presence of noise. Motion conJined to a known plane: If the object motion is confined to a known plane, then using the same argument as that for the known axis case, the axis of rotation can be the z axis, and the translation can be confined to the 5 -y plane so that T, = 0. There are four pure parameters T,, Ty, -cosBT, + siiiOT, and sin OT, -COSOT,. The problem has three homogeneous independent parameters T,, T, and 0. One can solve the four pure parameters for sin B and cos Q by solving the following linear equation:
1' (30) -cos QT, + sin OT, [ -% ; :
The success of using this linear system rather than depends on 
D. Finite-Extension Changes
1) Using Length or Angle Instead or Rigid Rotation:
The work of Mitiche [22] is an example of a change to the usual basic constraints that lead to equations that have a finite number of solutions that include the correction solution as well. The usual constraint is that motion is rigid. One of the ways that rigid motion is characterized is that the length of line segments remains constant. This constraint is necessary, but not sufficient to characterize rigid motion. An additional requirement that makes for a necessary and sufficient set of constraints is that the sign of the vector triple product of any three ordered line segments remain the same. The length constraint allows for an object and its mirror image to its mirror image to match resulting in spurious solutions. The number of spurious solutions is not entirely clear, however the number is definitely a power of 2, since the mirror reflection of any segment can occur exactly two ways. However, there may only be one spurious structure, namely the structure that results from any single mirror reflection.
IV. PERSPECTIVE METHODS-LINE ORIENTED
Instead of point correspondence, sometimes line correspondence is used. This is done because line correspondence is much easier than point correspondence. In line correspondence, only the direction of lines is considered.
A. Neutral Changes
The formula for the length of the k perpendicular vector to the line for t t l on the projection plane can be used to determine rotation and translation from corresponding lines (Fig. 1) .
In the Fig. 2 we have a line that has been viewed at three times. The position of the projection of any two points on the line allows one to determine the normal to the plane containing the line and the origin. In all further discussion we assume that the input to the algorithm are these normals that we denote by etn for the nth time.
In the Fig. 2 the normals to a line ctn that have translated viewed at three times are indicated by E t l , t t 2 , and t t 3 . All these normals are Perpendicular to a vector through the origin in the orientation of the original line. The normals all lie in the plane through the origin normal to the original line. Call the normal unit direction N :
This result is valid for any times t l and t2. At the various times t the vector giving the minimum perpendicular distance from the origin to the line lies in the plane normal to N and is in the direction of Lt = N x E t . In the Fig. 2 the length of the vector at the first time is given by IC. So the actual line intersects the plane along the direction N x ttl at distance IC.
The translation of the line between times 1 and 2 is Ttl-2 . et2 and between times 1 and 3 is Tt1-3 . t t 3 . Under pure translation the position of the lines at the perpendicular distance has to be consistent for pure translation so k has to be the same in the following pair of equations:
Furthermore observe that for unit vectors E :
Combining the previous equations the perpendicular distance constraint can be written as The other requirement is that the direction of the vector have to be identical under pure translation, this is conveniently written as a vector triple product. If we have three vectors with identical directions then they have a zero vector triple product:
If rotation is added then this equation becomes
The rotation Rtl-2 is the rotation from the first frame to the second. The rotation Rtl-3 is the rotation from the 1st
frame to the 3rd.
-ctly( (R;Y2~tz),(Tt1-3 . ~t 3 ) If the translations are applied after rotation and are relative to the rotated coordinate system i.e., we want Tt1-2 = Rtl-2
Frame 1 --f Frame 2 then we can write the perpendicular distance constraint with rotation as follows:
In the (43) (R,Y3tt3), is the 2 component of the rotated et3 line normal. Now we can write this out as
IlEtl x R,?.+t3II
There are two independent equations, (39) and (37), for each line in the rotation and translation variables. Equation (37) is noteworthy in that it doesn't depend on translation. This is the basis of the work of Liu and Huang [20] . 1) Quaternion Rotation Applied to Lines: If (37) is rewritten to use quaternion rotation then it will entail the multiplication of four elements qtl-2, qtlP2, q t l -3 , qtl-3 resulting in a polynomial system in the quaternion variables of degree 4. If we assume that some element of each quaternion is fixed to 1, say w to get the tangent quaternions, then the equation still holds since it is homogeneous and fixing the w variables only changes the scaling. We now have three free variables for each rotation, or six free variables in total. So there are 46 solutions in complex space for the polynomial system, a large unmanageable number, requiring a lucky initial guess. If we assume constant fixed axis rotation then there are only 43 solutions since there are only three free variables and the second rotation is just the square of the first rotation. The number of solutions to the polynomial system correlates to the need to have a good initial guess.
B. Dimension Increasing Methods
1) Spetsakis Linear Method:
We can combine the equations to form a single vector equation that has both direction and perpendicular distance information:
Equation (40) is a vector equation with three components, it is homogeneous and so it has only two independent components. Now consider the components of this vector by expanding the cross product. 
So the directions of translation are easily obtained. The rotation values can be obtained once the translations are obtained, or the rotations can be found first in a similar manner, and then the rotations can be derived.
C. Finite-Extension Changes
Mitiche, Seida and Agganval [23] use angular invariance which is similar to the distance invariance in Mitiche's work on points [22] . This is a complicated system of polynomial equations each equation is second order in the variables, however 12 equations in 12 unknowns are required. This would suggest 2'2 possible roots, however the equations are not cleared of fractions and so there may be as many as 8'2 possible roots. Performance using LMDER shows low angular error for initial guesses that are within 5 percent and increasing error for initial guesses up to 30 percent in error. Note that all the 12 unknowns have to be guessed within the tolerance specified.
D. Dimension Reducing Methods
The dimension reduction techniques applied so far to corresponding lines are the constant rotation assumption and the assumptions of both pure rotation about the origin and pure translation in [20] . Good results are reported for pure rotation and acceptable results are reported for pure translation.
[20] uses (37) and solves it with a standard nonlinear equation solver for the general problem. The paper reports poor results with no convergence with any variable more than 2% in error.
Under the fixed axis constant angular velocity assumption the equation is simplified to have a single rotation matrix and a much wider region of convergence is observed. Line based methods without a constant rotation fixed axis assumption seem to have many problems due to the large numbers of roots in the methods derived so far, so that good initial estimates are required.
v. DETAILED ANALYSIS OF METHODS
In this section three typical methods are analyzed in great detail. The methods are implemented and tested using synthetic data. Many of the results obtained here depend on using precision levels that are not obtainable with current cameras. Many of the methods work well with resolutions of greater than 1000 by 1000 pixels, and some results are only possible if points are located on even finer grids. Furthermore, the correspondence problem is a difficult problem in its own right and beyond the scope of this paper. Synthetic imagery allows complete control of the characteristics we want to measure, and allows repeated experiments so that the results are more valid statistically. The effect on the solution of the noise distribution, the error in initial estimates where needed, the distribution of points, and the amount of motion will be studied. Insufficient motion or an insufficient spread of the points can lead to degenerate solutions. In least squares a degenerate solution occurs if one can't decide among the basis vectors. This is similar to an ill-conditioned set of linear equations or a set of linear equations with insufficient rank. The effect of the starting point on nonlinear least squares methods will be examined. Since all the problems have multiple solutions and there can be other local minima in a nonlinear least squares problem we need to examine how the choice of the starting point affects correct solution. Another interesting aspect is whether additional points help in getting a correct solution. Our results suggest that with low-noise and with an initial guess near the correct answer additional points do help. They do not help with a lot of noise and a poor initial guess. This may be because extra points introduce additional false local minima.
VI. METHODS AND MATERIALS
A . Methods for Generation of Inputs
We generate random points that are sprayed uniformly into a rectangular box in 3-D space. By choosing boxes of differing sizes, the effect of the field of view can be studied. The points are rigidly moved. Different amounts of rotation and translation can be used to study the effect of the motion on the recovery algorithm. The points are projected onto a unit sphere. Most methods project points onto the plane ( X , Y. I), however in this work we use the unit sphere as the surface of projection. The surface of projection is not important under perspective. Using a unit sphere eliminates singularities in the equations for structures and motions that are parallel to the image plane.
We add error to the location of the points on the unit sphere taken from either a normal, uniform, or slash distribution. The slash distribution is normal/uniform noise and has many very bad points. It is a distribution with very thick tails. The correct solution is passed to the method for comparison to the determined solution and to generate initial guesses. Initial guesses (for those methods that need them) are picked by taking uniform random numbers and adding them to the correct solution. This allows us to pick starting values that are distributed at different distances from the correct solution. The distance from the correct solution, coupled with the presence of a nearer incorrect local minimum, are the major factors in whether or not the method converges to a correct solution. The results are quite variable depending on the arrangement of the points on the object. The experiment is run using many randomly chosen sprays of points for each choice of noise levels and distances from the true solution to try to minimize the impact of this variability.
The input data are the projections of random object points centered at a given point. A random object point is generated by taking a uniform random number generator with mean at the center of the random object with some chosen range. All three coordinates of the point are chosen independently. The points are moved by rotating them about their centroid and by translating them. This is repeated for each frame of the image generating the actual 3-D object points for the different frames.
Then each 3-D point is projected onto the unit sphere centered at the origin by dividing it by its distance from the origin, resulting in a unit vector for each point. The coordinates of that vector are perturbed by adding uniform random noise to each of the three coordinates of the unit vector. This noise is meant to account for the inaccuracy of the location of feature points by the lower level image processing system and the inherent resolution of the camera. These unit vectors constitute the 2-D input data.
One effect of using a spherical surface of projection is that the inaccuracy of point location is uniform over the surface. With a planar surface of projection peripheral points have a higher angular resolution than points near the center of the plane. Our choice of unit vectors results in errors being quoted as decimal fractions. The range of the coordinates for points on the unit sphere between -1.0 to +1.0 covers -90 to +90 degrees of the field of view. A typical error level that we might use is 0.001, which is similar to the resolution of a 1000 by 1000 pixel planar grid.
Input error is the range of uniform random noise added to the projected values, e.g., an input error of 1 yields uniform random numbers between -0.5 and 0.5. Various amounts of input error were used. The presence of noise has the effect of reducing the effective resolution of the simulated camera system so that an input error of 0.001 is roughly the same as a camera with a resolution of 1000 pixels for each 45 degrees of arc.
Initial error is the range of uniform random noise added to the correct parameters. It is only measured for those methods that require an initial estimate of the parameters.
B. Methods for Analysis of Results
We measure the performance of algorithm by the amount of motion error and structure error. We analyze the error in the recovery of the angle of rotation and the axis of rotation to determine the motion error, and do a scaled comparison of 3-point positions to determine the structure error.
1) Motion Error:
The average and maximum error in the angle and axis of rotation are computed for methods that recover the actual three dimensional motion. The error in the angle of rotation is the absolute value of the difference between the known true value and the determined value measured in radians. The error in the axis of rotation is determined by taking the length of the cross product of the correct and recovered axis unit vectors, this yields the sine of the angle between the true and computed axis.
2) Structure Error: The results of a structure experiment are measured by comparing scaled 3-D structures. For convenience, the 3-D structures are represented as vectors from the first point, which becomes the origin of the vectors, to the other points. This choice of origin is arbitrary. In practice one might use the centroid as the origin instead of any particular point, because a particular point may be incorrectly tracked, or may even disappear. These tracking problems do not occur in our synthetic data, so we simply use the first point as the vector origin.
For the purposes of measurement we must compare the actual 3-D vectors and the recovered 3-D vectors. To do this we normalize both sets of vectors so that the sum of the squares of the vector lengths is one. The structural error is defined as the sum of the squares of the lengths of the differences between corresponding scaled actual and scaled recovered structure vectors.
VII. MITICHE'S METHOD
Algorithm 1 (Mitiche):
A point based constant length algorithm that uses a constant length constraint for 3-D line segments.
A. Description of the Method
Mitiche [22] uses the constant length of the actual three dimensional moving line segments over time as the criteria for rigid motion, it uses point correspondences. Previously this criteria was described as a finite extension change of the usual equations for structure from motion. The length criteria derives from the constant structure form previously presented by finding the length of the vectors in the equation 16. Since rotating a vector does not affect its length, all rotation matrices can be eliminated from the equations, thus providing equations that can be solved for structure directly without using any motion variables. The length criteria is insufficient constrainting, and an additional condition, that of handedness is actually also required. Later work by Mitiche [23] uses line correspondences and preserves actual three dimensional angles over time. An analysis of the number of variables and the order of the polynomials in the equations of the line method suggests that it may have many more false solutions than this point oriented method. Without this additional constraint we can find a solution that matches a tetrahedra to its mirror image reflected in the base triangle. Such a solution does not reflect a true rigid motion. We will consider five points in two frames. Three of the points form a base triangle (Po.PI,P~). We also have two more points ( P 3 , P 4 ) that form two tetrahedra (PO, PI, PZ , P3) (PO, P2, P3, P4). The handedness of both tetrahedra must be the same in all frames. This can be determined by comparing the sign of the vector triple product of the four points in each of the two frames.
The input values to the algorithm are projection of the actual points onto the unit sphere. Mitiche actually projected points onto a plane (x, y, 1). This doesn't really matter except that the scale values obtained are related in the two cases by a predetermined amount at each point on the plane and sphere by the transformation between points on the unit sphere and the plane. We use lower case letters for the projected values.
We use the letters IC, I , m, n, and o as scale factors at each time. A scale factor scales the image points to the actual real word points. Unless at least one piece of ground truth is known such as the distance of one point, or the actual translational velocity there is an arbitrary scale factor. We use k as an arbitrary scale factor and set it to 1. The following equations describe the scaling relationship between the image p and the 3-D points P:
Consider the constant length requirements:
Rewrite the length as a dot product:
Substitute the scaling variables and data for the 3-D points:
Now we assumed that the projected data were on a unit sphere. This means all the quantities llpotoII = 1 so we can write:
One can easily take partial derivatives of the previous equations to fill the Jacobian matrix. This can also be clearly extended to more than the minimum number of points. We implemented the algorithm using the MINPACK Levenberg-Marquadt least squares routine using analytic partial derivatives. We assume the scale factor for the first point. This is essentially the same as Mitiche's own implementation. One problem with Mitiche's equations is that they achieve a global minimum if the scale factors for a corresponding pair are both set to be the same and all the other scale factors are zero, e.g., set kto = 1.0 and Ktl = 1.0 and the other variables to 0. This is a clearly incorrect nonphysical solution that satisfies the equations. Instead of fixing one of the points we could fix the norm of the scale factors to be some number such as 1. This does not eliminate the incorrect solution problem, but instead allows for additional incorrect solutions with all but two variables zeros and two variables equal. It also eliminates certain incorrect solutions at infinity. Accordingly Mitiche's method has solutions that are clearly incorrect. Some solutions are not possible physical solutions because they violate handedness constraints. Because the equations have multiple solutions, even if a valid rigid motion solution is found, it may not reflect physical reality. Also Levenberg-Marquadt may converge to any number of false local-maxima.
B. Results
We generated points by randomly selecting points in the box -2 -+ x -+ 2 -2 + y e 2 2 -e z e 6 using a uniform random number generator. We rotated the points by 0.1 rad about the axis (0.1,0.3, dl.0 -0.l2 -0.32) . Then the points were translated (1,0.5,0.4) and then the points were quantized to 1/10000 resolution. No error was introduced in the position of the points except for quantization. This choice of data is very widely dispersed and has fair amounts of rotation and translation. It is quantized to a much higher accuracy than can be generally expected. We want to test the dependence of Mitiche's method on how close the initial estimate is to the final result. We generated ten different sets of random points. We took those points and perturbed the starting points from the correct solution by adding uniformly distributed noise. The results are plotted in Fig. 3 . Success occurs when the structure the algorithm recovered was on the average within 10% of the correct structure. Initial errors are the range of uniform random noise added to the correct starting values for the scale factors. One interesting result in the table is that for some sets of random points, Mitiche's method did not ever converge even when the starting values were nearly correct. In practice one doesn't know the starting points at all and has to pick some starting value at random. In that case Mitiche's algorithm almost never converges to the right answer. Since Mitiche's algorithm has nine variables and maximum degree 2, the polynomial system theory of Bezout
[17] predicts that there are 512 possible solutions over the complex numbers, including solutions at infinity and allowing for multiple roots at the same point. So in the worst case, where all these roots are real, for a random starting point anywhere the chance of convergence to the correct point given convergence to some point is 1/512. No theory is known to predict the chance of convergence versus divergence.
VIII. NONLINEAR MOTION METHOD
A. Description of the Method
The method is to simply optimize the following equation where the rotation matrix R is parameterized as a function of three rotation variables r , where n is the axis of rotation, and 6' is the angle of rotation:
This method is similar to the work of Fang and Huang [9] , [11], however, in some of their work approximate rotation matrices were used [SI, [lo] . This work uses exact rotation matrices. Nonlinear least squares is used with an objective function that is minimized. The objective function normalizes the r vector to compute the axis of rotation n and the magnitude llrll is used as the angle of rotation. A rotation matrix R is calculated from the axis and angle using the standard formula from computer graphics. The translation vector is normalized to unit length and the error measure below is used. This formulation is the standard focus of expansion formula for pure translation, where the points in the first frame are rotated by R.
The equation is optimized with the function LMDIF Levenberg-Marquadt nonlinear least squares method from MIN-PACK.
This algorithm with minor variations, such as the use of a plane of projection rather than a sphere of projection, or the substitution of a different nonlinear package turns up in several papers [11] , [27] . Sometimes the rotation is simplified [8] . Sometimes extraneous variables are thrown in that could have been eliminated [29] .
B. Results
We randomly generated points spraying them uniformly into a box 1 < x < 3 , l < y < 3 , 2 < z < 4. The points were rotated by 0.1 rad about the x axis at the origin and then translated by (1,0.4,0.5). We feel that this is adequate motion and dispersal of points to eliminate degeneracy of the solution due to lack of motion or narrowness of view. The points are projected onto a uniform sphere and uniform random noise is added. Uniform random noise simulates quantization error and does not simulate any type of mistake in matching. It also doesn't generate outliers of any kind, so it is quite nice noise. The effects studied were the noise level and distance from the correct solution of the initial guess on successful convergence. Successful convergence was measured by taking the dot product of the correct and calculated axis of rotation, and the dot product of the correct and calculated direction of translation, and the difference mod 27r of the correct and calculated angle of rotation. The answer converged to within 10% of the right answer for the purposes of our graph if the absolute value of both dot products were within 0.9 and the angle difference in radians was less than 0.05 rad (or about 3 degrees). The actual rotation is about 6 degrees. The answer was said to converge within 1% of the right answer if the dot products were within 0.99 and the angle difference was less than 0.005 rad or about 0.3 degrees. This is a fairly stringent tolerance on motion. The Fig. 4 shows the effect of adding more noise to the data for both 12 and 6 points at the two error levels using an initial guess uniformly distributed within 1.0 of the correct answer. This tends to have many initial guesses closer to the right answer than to some other local minima. As one can observe the method deteriorates as the noise level increases. The 0.001 uniform noise level is equivalent to location accurate to 1 pixel on a 2000 by 2000 grid. At this noise level we have a fairly low rate of convergence. We only converge successfully 17% of the time to within 10% of the right answer with 6 data points at this accuracy. This is truly abysmal performance in the presence of noise. At the 0.01 level (similar to a 200 by 200 grid) the algorithm never converges to the right answer. We now turn our attention to Fig. 5 where we use the 2000 by 2000 grid (0.001 input error level) and examine the effect of the initial estimate. We started with the correct answer and added a various amount of uniform error (indicated on the graph) to the correct answer and used the perturbed value as the initial estimate. As the graph shows, the chance of success is limited. Even when we are very close to the right answer, we drift away from it more than half the time. As we get further from the right answer the probability of convergence decreases to negligible levels. The less than 50% performance on low initial errors calls this method into question as a refinement technique. The abysmal performance further out suggests that the method will not work if we do not have a very good initial estimate.
Ix. TSAI AND HUANG'S METHOD
Algorithm 2 (Tsai and Huang): Tsai and Huang ignore certain constraints so that linear least squares methods can be used instead of nonlinear least squares methods. The problem is linear in a large set of pure parameters, than in the actual more constrained set of parameters.
1) Obtain a system of insufficiently constrained linear pure
2) Obtain rotation matrix and translation from pure parameparameters ters via singular value decomposition. 
A. Description of the Method
Tsai and Huang's method is based on an egomotion model (see Fig. 6 ). The observer moves, however this is the equivalent of moving a single object using an axis of rotation that goes through the origin. A rigid motion can be represented by rotating an objects points about the origin and then translating the points. The rotation commutes with projection, so we can rotate the projected image rather than carry out the rotation in 3-D space. The FOE based model is the same as in the previous section and gives the equation where this applies for all the points P with rotation R about the origin of the points at tO and then translation in the T direction to give the point at tl. This expression is actually a vector triple product and can be permuted with a change of sign. Since the expression equals zero the change of sign can be ignored:
The cross product of two vectors can be written as the multiplication of a row vector by an antisymmetric crossproduct matrix denoted T :
We can rewrite the FOE based model as
The matrix T R can be denoted as E . 
B. Results
The same strategy used for the nonlinear FOE method was used here. There is no need to try out different starting values since the method is linear. We measure performance with respect to the better of the two answers the algorithm generates. In this series of test we only looked at the fit of the rotation axis and the rotation angle. The error in rotation axis is abs(A, . .4~ -1.0) where A, is the correct axis of rotation and AS is the axis fit by the program. The error in rotation angle is the absolute value of the difference in the correct and fitted angles. We use the relative error in rotation angle so we divide by the correct angle.
We randomly generated points using the same box and method described in the nonlinear motion method section, however we had to use nine points, since Tsai and Huang's method does not work at all with small numbers of points. This is a consequence of the linearization it employs. Tsai and Huang's method works quite well for very low levels of noise however it does not work as well as the nonlinear motion method for higher levels of noise when that method has a good initial estimate. When there is no good initial estimate Tsai and Huang's method works better than the nonlinear motion method.
Tsai's method fails for various reasons. One very interesting factor is that it ignores the constraint on the E matrix. We measure the amount the constraint is ignored with the sum of the absolute value of the smallest singular value of E and the absolute value of the difference of the other two singular values of E.
We have observed that the rotation computed for low values of the constraint error index .T < 0.05 tend to be correct.
High values of the index lead to incorrect error levels. Errors induced by the lack of adequate constraint show up in the constraint error index. Errors that are not accounted for by this quantity tend to be caused by degeneracy of the data. In that case with that particular data a properly constrained method would still get the wrong answer. A comparison of this method and the other show that this method is clearly superior on noise free data at exceedingly high resolution. It performs comparably to the nonlinear least squares methods at about the 0.001 error level where it starts to suffer badly from constraint errors. The nonlinear methods tend to not converge in the same circumstances.
X. POLYNOMIAL SYSTEMS METHOD
A . General Perspective Algorithm
Algorithm 3 (General Perspective): An algorithm for the general perspective SFM problem with rotation and translation that uses polynomial equations with rotation represented with quaternions.
The algorithm uses hypothesize and verify over many combinations of points.
It iterates over possible tilt angles 0 rotating all the points about the y axis by . 9 so that the axis of rotation lies on the new x -y plane.
For each tilt angle Algorithm 4 is used to obtain multiple possible axes and angles of rotation in the new z -y plane for many different sets of four points. Then the least squares error of the direction of translation obtained from the entire set of points after the first frame is rotated about the recovered axis by the recovered angle of rotation is used as an error measure for this hypothesis. The hypothesis with the lowest error measure is adapted as the final answer. Algorithm 4 (Known plane perspective): An algorithm for the SFM problem with the rotation in a known plane and arbitrary translation that uses polynomial equations with rotation represented with quaternions.
The input is four projected points in two frames. Two different sets of three of the four points are selected for both frames. A fourth order polynomial in two rotation variables is generated from each of the sets of three points. The two fourth order polynomial systems are resolved into a single sixteenth order polynomial in one rotation variable. The method of Sturm Sequences is used to solve for the real roots of that polynomial. The iterative algorithm was used because we were unable to solve the problem in closed form using symbolic algebra. The complete details of this algorithm are in [19] .
B. Comparison with Tsai and Huang
The same random points generation was used as in the previous sections, however the rotation angle was 0.3 rad instead of 0.1 rad.
In Figs. 7 for 8 points, the smallest number for which Tsai and Huang's method can work, the typical angular error is about 0.1 rad or more, which is an error of about 33%. Our method has a very low angular error. For 16 points, Tsai and Huang's method gives an error that is slightly more than our method gets for 8 points. Finally for 16 points our method gives somewhat lower angular error and works with fairly high input errors.
The axis error chart in Fig. 8 shows the sine of the angle between the actual and recovered axis of rotation as axis error. It shows similar performance, except that Tsai and Huang's method is uniformly bad in the 8 point case giving about a 35 percent average error in the axis of rotation. The axis error for our method is nearly always lower than Tsai and Huang's method for the same number of points at any error level, but the improvement decreases as the number of points increases, so that Tsai and Huang's method is practically superior for larger numbers of points since it is faster. At higher input errors, all the results approach a 35% average error in the axis of rotation. a least squares fit. Dimension increasing changes are popular since they lead to linear equations. However they are achieved by ignoring constraints, which makes them less reliable in the presence of noise than methods that used purely neutral changes. We developed a constraint that could be used with many such linear methods to determine if the method succeeded or failed. Success of the method depended on a fortuitous distribution of errors. A biased distribution of errors lead to obviously incorrect results in both our simple example application of this technique and in the various SFM methods that use it. With the recent proof of the sufficiency of the eigenvalue constraints in [13] and [4] characterization of them as polynomials, future work may find an algorithm for the best matrix of essential parameters that can satisfy the constraints.
Dimension reducing changes can be applied in conjunction with any of the other methods by eliminating variables that were known, apriori, to be irrelevant to a particular case. The fully general SFM requires five variables. However, if motion is confined to a known plane, then a single rotation variable and a single translation variable suffice. We showed that dimension reducing changes could be applied with the dimension increasing linearization to yield a special case linear algorithm for motion in a known plane.
Finite extension changes are used to replace more complex constraints with simpler constraints without introducing any extra variables or dimensions. The correct solution lies among the solution of the simplified equation, but the simplified equations may have a multiple of the number of solutions that the original equations have.
The application of the previous three methods yield algorithms that have the following demonstrated faults. First, the nonlinear least squares methods are crucially dependent on a good starting point. Second, the linear methods depend on the distribution of errors, since they omit certain necessary constraints. They only worked well for larger numbers of data .
. the nonlinear least squares method is used to find zeros; the nonlinear least squares often converges to a local minimum
XI. CONCLUSION
There have been many attempts to solve the SFM problem, yet few practical solutions exist. Most attempts to solve this problem have to solve a system of nonlinear equations that can have multiple solutions. Choosing a correct solution is seldom addressed.
We have developed a taxonomy that classifies many of the common methods found in the literature by the way that they change a set of base equations. The base equations had both scale factors from projection and motion parameters for rotation and translation. The taxonomy uses the following classifications of changes to the SFM equations: 1) neutral changes; 2) dimension increasing changes; 3) dimension reducing changes; and 4) finite-extension changes.
Neutral changes eliminate variables so that simpler equations are obtained. They do not create any additional false solutions, but affect the weighting of the various equations in and not to any zero.
We devised a class of synthetic point images to test the behavior of the various SFM algorithms under varying conditions. The synthetic images consisted of points sprayed randomly inside a box, with varying center, size, motion parameters, and number of frames. The points were projected onto a unit sphere with uniform random noise added to perturb their location. This class of synthetic imagery allowed us to consider all of the salient parameters that affect the reliability of SFM methods, such as the amount of motion, the angle of view, and the resolution of the images in a controlled and systematic manner. Since the points are sprayed in the volume, no bias in favor of planar surfaces or other shapes will help the SFM method. Methods that depend on initial values were analyzed using initial values that were perturbed from the correct solution by the addition of uniform random noise.
This synthetic imagery was tested on three typical and general SFM methods. The methods that required initial guesses of the parameter values were found to work well when those guesses were accurate and poorly, or not at all, when the guesses were chosen. Previous work used genera' nonlinear equations with sine and cosine functions. These equations were solved with iterative nonlinear least squares. The guess was found to be the most important factor in the success of such methods. The linear methods worked well with many points and low noise levels. However, they performed poorly with either too few points or high noise levels, however they are the fastest methods we know about, and by examining a suitable constraint, it can be determined if they will work. In contrast [19] used polynomial systems of equations which are reduced via symbolic algebra. It yielded multiple solutions like other nonlinear methods, but this was dealt with by consensus methods. Where all the equations could be solved in advance, these methods work quickly, but not as quickly as the linear methods, where iteration is required, they are much slower.
The experiments on random data showed that they outperformed the standard methods on noisy data, and obtained significantly better results with fewer points. Some newer theory which provide lower degree polynomials has been developed [4] 
