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1. INTRODUCTION 
This paper presents a new fixed-point heorem for countably condensing Volterra or Fredholm 
type operators. First, we show under reasonable assumptions that countably condensing maps 
are hemicompact maps (this extends a result in [1]). This result, together with a fixed-point 
theorem in [2], will then enable us to obtain a new fixed-point heorem for both Volterra and 
Fredholm type operators in Fr~chet spaces. We also illustrate how our theory can be applied 
in practice when we establish the existence of C[0, T) and L~oc[0,T ) solutions to the Volterra 
integral inclusion 
here 0 < T < c~. 
~0 ty(t) e h(t) + K(t, s)F(s, y(s)) ds, for a.e. t E [0, T); 
For the remainder of this section, we present some preliminary results which will be needed in 
Section 2. Let (X, d) be a metric space and PB(X) the bounded subsets of X. The Kuratowskii 
measure of noncompactness i  the map a : PB(X) ~ [0, ~)  defined by 
{ 0 } a(A)=in f  e>0:AG'  X iandd iam(X i )<_e  ; i=1 
here A E PB(X). Let S be a nonempty subset of X, and for each x E X,  define d(x, S) = 
infues d(x, y), and let B(S, r) = {x E X : d(x, S) < r}, r > 0. Let F : S -* 2 X (the nonempty 
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subsets of X). F is called 
(i) countably k-set contractive (k _> 0) if F(S) is bounded and a(F(Y)) < ka(Y) for all 
countably bounded sets Y of S; 
(ii) countably condensing if F is countably 1-set contractive and a(F(Y)) < a(Y) for all 
countably bounded sets Y of S with a(Y) # 0; 
(iii) hemicompact if each sequence "(xn)n=l°° in S has a convergent subsequence whenever 
d(zn, F(xn)) --+ 0 as n --* oo. 
Our first result extends a theorem of Tan and Yuan [1]. 
THEOREM 1.1. Let (X,d) be a Frdchet space, D a dosed subset of X, and F : D --, 2 x a 
countably condensing map. Then F is hemicompact. 
X oo PROOF. Let ( n)n=l be a sequence in D such that d(xn, F(xn)) --* 0 as n --* oo. Note since 
oo  F(D) is bounded and d(xn, F(xn)) --+ 0 as n --* oo, then (x~)n=l is bounded. Let 
OO 
M = {xn: n = 1 ,2 , . . .} ,  so F(M) = U f(xn).  
n=l  
Let e > 0 be given. Then there exists no E N -- {1, 2, . . .  } such that for each n > no, there is a 
y,~ E F(xn) with d(xn, Yn) < e. Now let 
oo  
M* = U {Y" 6 F (xn) :  d(xn,yn) < e}. 
n=l  
Then B(M*, e) contains all but a finite number of elements of M. Now since B(M*, e) C M* + 
eB(O, 1) and M* C_ F(M), we have 
a(M) < a (B (M*, e)) < ~ (M*) + 2e < a(F(M)) + 2~. 
Since e > 0 is arbitrary, we have 
a(M) <_ a(F(M)). 
Now F is countably condensing and M is countable, so a(M) = O, i.e., M is compact. Since X 
is complete and D is closed, we deduce that (xn),~=l has a convergent subsequence. I 
Next we recall a result from [2]. Let E be a Banach space, C a closed, convex subset of E, 
and U an open subset of C. 
DEFINITION 1.1. D(U, C) denotes the set of all upper semicontinuous, countably k-set contrac- 
tive (or more generally countably condensing) maps (0 < k < 1) F : U --. CK(C); here U denotes 
the closure of U in C and CK(C) denotes the family of nonempty, convex, compact subsets of C. 
THEOREM 1.2. (See [2].) Let E be a Banach space, C a closed, convex subset orE, U an open 
subset of C, and 0 E U. Suppose F E D(U, C) is such that 
x ~ AF(x), for x E OU and A E (0, 1), 
(1.1) 
(here OU denotes the boundary of U in C). 
Then F has a fixed point in U. 
2. VOLTERRA AND FREDHOLM EQUATIONS 
Let N = {1, 2 , . . .  }. In this section, we assume E is a Fr4chet space endowed with a family of 
seminorms {l'in : n 6 N} with 
Ixll < IxJ2 < -.- , for all x 6 E. 
Countably Condensing Maps 911 
Also assume for each n • N that (En, I-In) is a Banach space and suppose 
E1 ~_ E2 ~_ ... , 
with E = An°°=1 En and [xln < [x[n+l for all x • En+l (here n • N). We will present wo results 
which guarantees that the inclusion 
y • Fy (2.1) 
has a solution in E. Our first result concerns the case when F is a Volterra operator, and the 
second when F is a Fredholm type operator. 
DEFINITION 2.1. Fix k • N.  I f  x, y • Ek, then we say x = y in Ek if  Ix - Yik = 0 (i.e., if 
x - y = 0; here 0 is the zero in Ek). 
DEFINITION 2.2. I f  x, y • E, then we say x = y in E if  x = y in Ek /'or each k • N. 
DEFINITION 2.3. Fix k • N.  We say x • Fy  in Ek if  there exists w • Fy  with x = w in Ek. 
THEOREM 2.1. For each n • N,  let Un be an open, bounded subset o/' En with 0 • U~. Suppose 
the/'ollowing conditions are satisfied: 
I 
for each n • N ,F  : Un --* CK(En)  is upper semicontinuous and 
countably k-set contractive (or more generally, countably condensing), 
0 _< k < 1, (here Un denotes the closure of U~ in En and F = F[~.) ,  
(2.2) 
and 
for each n • N, y ¢ AFy in En for a11 A • (0, 1) and y • OUn (here OUn 
denotes the boundary of [In in En), 
for each n • {2, 3, . . .  }, if y • ~ solves y • Fy  on En, then y • ~ for 
k = l , . . . ,n -1 .  
Then (2.1) has a solution in E (in fact, in Nn=l n). 
PROOF. Fix n • N. Theorem 1.2 guarantees that 
(2.3) 
(2.4) 
y • Fy  in En has a solution Yn • Un. (2.5) 
Let us look at {Yn}nEN. Notice Yl • ~ from (2.5) and Yk • ~ for k • N\{1} from (2.4). Now 
Theorem 1.1 (with X = El ,  D = U1 and note dl(yn, Fyn) = 0 for each n • N since ]xll < ]x]~ 
for all x • En and Yn • Fyn in En; here dl(x, S) = infues Ix -Y] I  if S is a nonempty subset of X)  
guarantees that there exists a subsequence N~ of N and zl • E1 with Yn --* zl in E1 as n --~ eo 
in N~. Let N1 = N~\{1}. Let us look at {Yn}neg,. Notice Y2 • ~22 from (2.5) and Yk • F22 for 
k • N1\{2} from (2.4). Now Theorem 1.1 (with X = E2, D = ~22 and note d2(yn, Fyn) = 0 for 
each n • N1; here d2(x, S) -~ infyes I x - Y12 if S is a nonempty subset of X)  guarantees that 
there exists a subsequence N~ of N1 and z2 • E2 with Yn ~ z2 in E2 as n --* ec in N~. Note 
Iz2 - z111 -- 0 since N~ C_ N~' and E1 _D E2. Thus, z2 -- zl in El.  Let N2 = N~\{2}. Proceed 
inductively to obtain subsequences of integers 
N~ D_ N~ D_ .. .  , N~ C {k ,k  + l , . . .  }, 
and Zk E Ek with Yn --* zk in Ek as n ---+ oo in N~. Note zk+l = zk in Ek for k = 1, 2 , . . . .  Also 
let Nk = N; \{k} .  
Fix k E N. Let y = zk in Ek. Notice y is well defined and y E Ek for each k = 1, 2 . . . .  Now 
Yn E Fyn in En for n E Nk and Yn ~ Y i nEk  asn- -~ oo inN~ (s incey = zk in Ek). This 
together with the fact that F : Uk --~ CK(Ek)  is upper semicontinuous (note yn E ~ for n E Ark 
from (2.4)) implies y E Fy  in Ek. We can do this for each k • N, so y • Fy  in E. I 
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To.show how Theorem 2.1 can be applied in practice, we consider a nonlinear integral inclusion 
on a half-open interval. We first discuss the existence of C[0, T) solutions to 
/0' y(t) e h(t) + K(t,  s)F(s, y(s)) ds, for t ~ [0, T); (2.6) 
here 0 < T _< c~. 
Recall C[0, T) is a Pr~ehet space with the topology given by the complete family of seminorrns 
{P~}m_>l (here Pro(Y) = supt~[0,t,~l ly(t)l with 0 < ta < t2 <. . .  < tn <. . .  and tn 1" T). 
THEOREM 2.2. Let 1 _< p < c~ and let q (1 < q _< ~)  be the conjugate to p, h : [0, T) --, R, 
K : [0, T) x [0, t] ~ R, and F : [0, T) x R --* CK(R).  For each compact interval I of [0, T), 
assume the following three conditions hold: 
for each measurable u : I ~ It, the map t ~-~ F(t, u(t)) has measurable 
single valued selections, 
and 
for a.e. t E I, the map u ~-* F(t, u) is upper semicontinuous, 
for each r > O, there exists hr E Ifl(I) with IF(t, y)[ < hr(t) for a.e. 
Suppose a/so that 
t 6 I and every y 6 R with [y[ _< r. 
h 6 C[0, T), 
Kt(s) = K(t ,s )  e Lq[O,t], for all t e [O, tm], 
and 
as t -~  t I, 
Vt, t' 6 [0,T), 
o t* [gt(s) - gv(s)[ ads  ~ O, 
where t* = rain {t, t'}. 
Finally, suppose the following two conditions are satisfied: 
VmE N, 
(2.8) 
(2.9) 
(2.1o) 
(2.11) 
(2.12) 
and 
for each n 6 N, there exists a constant rn > 0 with lYin # rn for any 
solution y 6 el0, tn] to y(t) 6 A(h(t) + Io g( t ,  s)F(s, y(s)) ds), t C [0, tn], 
for each A 6 (0, 1) (here [Y[n = suPte[o,t.] [y(t)[), 
for each n E {2, 3,. . .  }, if y E C[0, tn] is a solution of y(t) E h(t) + 
Jo g ( t , s )F (s ,y (s ) )ds  fort E [0, tn], then y E {w e C[0, tk] : [wIk < rk}, 
for k = 1 , . . . ,n -  1. 
Then (2.6) has a solution in C[0, T). 
PROOF. We will apply Theorem 2.1 with 
(2.13) 
(2.14) 
E .  = C[0, t.], V. = {x e C[0, Ixl. < r .},  
and 
f0 t Fy(t) = h(t) + K(t,  s)F(s, y(s)) ds, (here y E C[0, T)). 
Fix n C N. Let A : LP[0,tn] ~ C[0, tn] and ~':  C[0, tn] ~ 2 Lp[°'t"] be given by 
fo 
t 
Ay(t) = h(t) + K(t,  s)y(s) ds 
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and 
~'(y) = (u e .LP[0,tn] : u(t) e F(t,y(t)), for a .e .  t e [0,t,~]}. 
A standard result from the literature [3-6] guarantees that 
F = A o ~c : Un --* CK(En) is upper semicontinuous and compact. (2.15) 
We can do this for each n E N, so (2.2) is satisfied. Also, (2.13) and (2.14) guarantee that (2.3) 
and (2.4) hold. | 
REMARK 2.1. In practice, it is easy to put conditions on K and F so that (2.13) and (2.14) hold. 
For example, suppose the following conditions are satisfied: 
3a  E L~oe[0, T) and ¢ : [0, ~)  -~ (0, c¢) a nondecreasing continuous 
function with Ig(t,s)F(s,u)l  <_ a(s)¢(lul) for a.e. t E [0,T), a.e. s E (2.16) 
[0, t] and u E It, 
and 
~Ot,, ~o ds a(s) ds < 
t. ¢ (s ) '  
Then (2.13) and (2.14) hold. To see this let 
( /?)  rn = I~ 1 a(s) ds + 1, 
for each n E N. (2.17) 
ds 
where In(z) = 
to ¢(s ) '  
To see (2.13), fix n E N and notice if y E C[O, tn] is any solution of 
y(t) E ,X (h(t) + fotK( t ,s )F(s ,y(s) )ds)  , 
for ~ E (0, 1), then 
Let 
so (2.19) yields 
Consequently, 
SO 
for t e [0, t~], 
f0 t ly(t)l _< Ihln + a(s) ¢(ly(s)l)  ds, for t E [0, tn]. 
w(t) = Iht,~ + ~(s) ¢(ly(s)l) ds, 
for n E N. (2.18) 
w'(t) = O~(t)~b(ty(t)l ) < a(t)¢(w(t)) ,  for a.e. t e [0, tn]. 
fib w(t) ds 
In ¢(s)  
fOt fO tn - -  < or(s) ds < a(s) ds, 
(/0' ) w(t) < I~ 1 a(s) ds < rn, 
This together with (2.19) yields 
and as a result (2.13) is satisfied. 
for t e [0, t,~]. 
ly(t)l < rn, for t e [0, t~], 
(2.19) 
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To see (2.14), fix n E {2, 3 . . . .  } and let rn be as in (2.18). If y E C[0,tn] is any solution to 
/: y(t) ~ h(t) + K(t, s)F(s, y(s))ds, for t e [0, t,,}, 
then for fi~edk E {1,2,. . .  ,n - 1}, we have, in particular, that y E C[O, tk] and 
i' y(t) e h(t) + K(t, s)F(s, y(s)) ds, for t e [0, tk]. 
Thus, 
t 
ly(t)l ~< Ihlk + a(s)¢(ly(s)[) ds, for t e [0,tk], 
and (as above) we have 
ly(t)l < rk, for t e [0,tk], 
i.e., y E {w E C[0,tk] : Iwlk < rk}. As a result, (2.14) holds. 
Next we discuss the existence of L~oc[0,T ) (1 < p < o¢) solutions to 
1' y(t) eh(t )  + K(t ,s )F(s ,y(s) )ds ,  for a.e. t E [0,T); (2.20) 
here 0 < T < e~. Recall L~o¢[0, T) is the space of locally integrable functions on [0, T). It is a 
Pr~chet space where we define the seminorms by Pro(Y) = (J2" lY(t)l p dt) 1/~' with 0 < tl < t2 < 
• . .<t~ <. . -  andt~iT .  
THEOREM 2.3. Let 1 <_ p < ~,  h : [0,T) ~ R, K : [0,T) x [0,t] ~ R, and F : [0,T) x R ~ 
CK (It). For each compact interval I of [0, T), assume the following three conditions hold: 
and 
the map u ~-* F(t, u) is upper semicontinuous for a.e. t E I, 
the graph o f f  belongs to the a-field £ ® B(R x R) (here £ denotes the 
Lebesgue a-fie/d on I and B(R x R) = B(R) x B(R) is the Borel a-field 
on R x R, 
3p2,1 < P2 < ¢~, and Sal E LV2(I) and a2 > 0 a constant with ]F(t,y)t 
= sup{lzl : z e F(t ,y)} < al(t) + as lyl v/w for a.e. t ~ I and all y ~ R. 
Suppose also that 
h e LL[0,  T) 
and 
for each m e N, K : [0, tm]× [0, t] --* R is such that (t, s) --* K.(t, s) is 
measurable and (fo" (f:'~ IK( t' s)l p dr) p'/p ds)l/vl < c~; here Pl is the 
conjugate of P2 
hold. Finally, suppose the following two conditions are satisfied: 
for each n e N, there exists a constant rn > 0 with lYtL~[O,t,] • rn for 
any solution y e Lv[0, tn] to y(t) e A(h(t) + fo K(t, s)F(s, y(s)) ds), for 
a.e. t e [0,tn], for each A E (0, 1) (here [Y[Lp[O,t,] = ( f t ,  [y(t)]Pdt)l/v), 
and 
for each n e {2,3,. . .},  ff y e LP[0,t,~] is a solution of y(t) e 
t h(t) + fo g( t ,  s)F(s, y(s)) ds for a.e. t e [0, tn], then y e {w 6 Lv[0, tk] : 
[W{LPlO,t~] < rk} for k = 1, . . . ,  n - 1. 
(2.21) 
(2.22) 
(2.23) 
(2.24) 
(2.25) 
(2.26) 
(2.27) 
Then (2.20,) has a solution in L~oc[0, T). 
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PROOF. We will apply Theorem 2.1 with 
17,. = LP[O,t~], Un = {x 6 LP[O, tn] : Ixlz~[O,t.] < rn} , 
and 
/o Fy(t) = h(t) + K(t,  s)F(s, y(s))ds (here y 6 L~oc[0, T)).  
Fix n 6 N. Let A :/22[0, tn] -* /2[0,  tn] and j r : /2 [0 ,  tn] --* 2 Lp2[0't"] be given by 
0 t Ay(t) = h(t) + K(t,  s)y(s) ds 
and 
jr(y) = {u 6 LP[0,t,] : u(t) 6 F(t,y(t)) ,  for a.e. t 6 [0, tn]}. 
A standard result from the literature [3,7] guarantees that 
F = A o ~ : ~ --* CK(En)  is upper semicontinuous and compact. (2.28) 
We can do this for each n 6 N, so (2.2) is satisfied. Also (2.26) and (2.27) guarantee that (2.3) 
and (2.4) hold. 1 
It is also possible to obtain an analogue of Theorem 2.1 for (2.1) when F is a Fredholm type 
operator. The main points needed to establish the existence of solutions to (2.1) are the following: 
(1) the existence of upper semicontinuous maps F ,  : ~ --* CK(E , ) ;  
(2) the sequence of maps {Fn} has the property that a convergent sequence of fixed points 
{yn} of {F,} converges to a fixed point of F; 
(3) the assumptions on Fn are such that Theorem 1.2 can be applied. 
Our next theorem generalizes a result in [8]. 
THEOREM 2.4. For each n 6 N, let [In be an open, bounded subset of En with 0 6 [In and 
ux ~_ u2 D_ . . .  ; 
here -~n denotes the closure of [In in En. Suppose the following conditions are satisfied: 
for each n 6 N, Fn : ~,, --* CK(E , )  is an upper semicontinuous map, (2.29) 
and 
for each n 6 N, y ~ AFny in En for all A 6 (0,1) and y 6 0Un, (2.30) 
for each n 6 N, the map ICn : --[In --* 2 E", ~ven by E.y = UmfnC~ Fray 
(see Remark 2.2), is countably k-set contractive, 0 < k < 1 (or more (2.31) 
generally, countably condensing), 
m 
if there exists a w 6 E and a sequence {Yn}~eN with y,  e U, and 
Yn 6 Fnyn in En such that for every k 6 N, there exists a subsequence (2.32) 
S c {k + 1, k + 2,. . .  } of N with Yn --* w in Ek as n --* oo in S, then 
w E Fw in E. 
O0 Then (2.1) has a solution in E (in fact, in Nn=x [In). 
REMARK 2.2. The definition of/Cn is as follows. If y 6 Un and y q~ Un+l, then 1Cny = Fny, 
whereas if y 6 Un+l and y ¢ Un+2, then 1Cny = Fny U Fn+xy, and so on. 
PROOF. Fix n 6 N. Theorem 1.2 guarantees that 
m 
9 E Fn9 has a solution 9n in Un. (2.33) 
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Let us look at {Yn}nEN. Now Theorem 1.1 (wi th) f  = El,  F /El, D = ~ and note dl(yn, lClyn) 
= 0 for each n E N since tx[1 < [x[n for all x E En and Yn E Fnyn in En) guarantees that there 
exists a subsequence N~ of N and zl E E1 with y~ --* Zl in E1 as n --* oo in N~. Let N1 = N~\{1}. 
Proceed inductively to obtain subsequences of integers 
N;  D_ N~ D . . .  , N~ C_ { k ,k  + l , . . .  }, 
and Zk E Ek with Yn -'~ Zk in Ek as n --* oo in N~. Note Zk+l = Zk in Ek for k = 1, 2, . . . .  Also 
let Nk = N~\{k} .  
Fix k E N. Let y = zk in Ek. Notice y is well defined and y E Ek for each k = 1, 2 . . . .  Now 
Yn E FnYn i nEn  for n E Nk andyn --* y in Ek as n --* c~ in Nk (s incey = zk inEk) .  This 
together with (2.32) implies y E Fy  in E. | 
REMARK 2.3. Finally, we would like to note that it is easy to see that the multiplicity results 
in [8,9] can be extended to countably k-set contractive maps, 0 < k < 1 (use Theorem 1.1 and 
the results in [2]). We leave the details to the reader. 
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