Abstract-In most video coding standards, motion estimation becomes the most time-consuming subsystem. Consequently, in the last few years, a great deal of effort has been devoted to the research of novel algorithms capable of saving computations with minimal effects on the coding quality. Adaptive algorithms and particularly multipattern solutions, have evolved as the most robust general-purpose solutions owing to two main reasons: 1) real video sequences usually exhibit a wide-range of motion content, from uniform to random, and 2) a vast amount of coding applications have appeared demanding different degrees of coding quality. In this study, we propose an adaptive algorithm, called motion classification-based search (MCS), which makes use of an especially tailored classifier that detects some motion cues and chooses the search pattern that best fits them. The MCS has been experimentally assessed for a comprehensive set of selected video sequences and qualities. Our experimental results show that MCS notably reduces the computational cost up to 55% and 84% in search points, with respect to two state-of-the-art methods, while maintaining the quality.
I. INTRODUCTION

M
OTION ESTIMATION (ME) constitutes an essential process in video coding. It removes the temporal redundancy in video sequences at the cost of spending a notable portion of the total encoding time. Block-matching algorithms (BMAs) have become the preponderant technique for ME in video coding standards, such as MPEG-2, MPEG-4, and, specially, in the new AVC standard (H.264 or MPEG-4 part 10) [1] , owing to some novel features such as variable-size motion compensation or multireference coding.
The design of fast block-matching algorithms (F-BMAs) has been intensively researched during the last few years and has resulted in several well-known solutions: Large and Small Diamond Search Pattern (LDSP and SDSP) [2] ; cross-search (CS) [3] ; 2-D logarithmic search (2D-LOGS) [4] ; Three Step Search (TSS) [5] ; New Three Step Search (NTSS) [6] ; Four Step Search (FSS) [7] ; Block-Based Gradient Descent Search (BBGDS) [8] ; and Hexagonal Search [9] , among others.
Some approaches, as [10] and [11] , combine these F-BMAs with adaptive early stop conditions that reduce their computational complexity even more.
Real video sequences contain a wide range of motion patterns distributed along spatial regions whose shape and position change over time. Since each FBMA is well suited for a specific kind of motion [12] , adaptation to video contents has been usually carried out using multi-pattern search algorithms. MV-FAST [13] and PMVFAST [14] constitute two good early examples of the determination of local motion activity to select an appropriate pattern. However, multipattern solutions are only reliable if it is possible to find a robust pattern selection algorithm. This is the case in [15] , where two initial search patterns are employed for this purpose, and subsequently, other algorithms are used, depending on these first results. EPZS algorithm [16] uses a large set of predictions, especially with the search range dependent prediction set. In [12] , the authors use various search patterns and select the most appropriate one, based on motion classification techniques. The main drawback of this algorithm is that the proposed motion classification strategy strongly depends on previous search results and, therefore, the falls in local minima may affect the next pattern selections. In [17] , the classification method uses a dispersion measure over the local vector field, so that even when the algorithm falls into a local minimum, dispersion values can be large enough to select more exhaustive patterns in the next blocks. The same idea can be found in [18] , which also utilises a macroblock-level computation allocation system to manage the number of search points, and in [19] , where an adaptive pattern is used in an initial search with search points that are adaptively located based on block spatial neighbourhood. These initial measures, anyway, may not be robust enough and the algorithms may fall into local minima when failing at their coarse estimations in their initial steps.
The motion classification-based search (MCS) proposed in [20] and [21] suggests the utilization of a hierarchical classification scheme that selects the most appropriate search pattern, attending to both motion nature and coding quality. To achieve a robust enough decision, the classification relies on nine input features, while the simplicity of the classifiers makes the process computationally affordable.
The remainder of this paper is organized as follows. A comprehensive description of the MCS algorithm is provided in Section II. The method that has been employed to train the MCS is discussed in Section III. Section IV shows a performance evaluation of the algorithm and, finally, Section V summarizes the conclusions and outlines further work.
II. MOTION CLASSIFICATION-BASED SEARCH (MCS)
Among several heterogeneous search patterns, the MCS chooses the one that best fits the current motion nature. In particular, the authors pose this search pattern selection as a multi-class classification problem that relies on some information available at coding time to characterize the motion, and to select the search pattern that seems to be more robust and efficient in each case. As in any classification problem, one needs to carefully define the inputs (features), the outputs (classes), and the classifier structure.
A. Classification Outputs: Search Patterns
In the MCS, the classification outputs are the search patterns illustrated in Fig. 1 , and are described as follows:
1) Early Stop (ES):
The algorithm considers a prediction as the optimal solution and avoids any posterior refinement. Two different early stops conditions are sequentially tested in the MCS. The first one is evaluated using only the standard median prediction of the AVC standard. When that first condition fails, a second one is tested that requires selecting the best prediction of those considered in the extended prediction set described in Section II-C-1.
2) Small Diamond Search Pattern (SDSP):
A diamond pattern with a 1-pixel step-size is used until the center point of one iteration is found to be better than the considered surrounding points. 3) Large Diamond Search Pattern (LDSP): A diamond pattern with 2 pixels step-size is used until the center point of one iteration is found to be better than the surrounding points; afterward, a refinement is carried out by means of a SDSP pattern.
4) Exhaustive Logarithmic Search Pattern (ELSP):
This pattern extends the well-known TSS [5] with a new step. Specifically, it involves four steps through which the step size decreases logarithmically, starting from an initial step size of 8 pixels (i.e., 8, 4, 2 and 1). This search pattern tries to emulate the functionality of the search range-dependent predictor set presented in [16] , and overcome difficult situations such as those when motion is large and complex, and predictions are far from the optimal solution. On these cases, the characteristic of center-biased MV distribution is very weak, and the unimodal error surface assumption is no longer valid [19] , so small patterns not only spend more iterations to reach the optimal point, but also get trapped in local minima.
B. Classification Scheme
The block-matching process is the most time-consuming subsystem in video coding owing to the high number of blockmatching operations (rather than their individual cost) that must be performed. Therefore, the block-matching algorithm itself cannot involve complex and expensive classifications that take as much time as the posterior search patterns. Considering this Fig. 1 . Search patterns used as classification outputs in MCS. (a) SDSP operates iteratively until the center, in some iteration, is better than the considered surrounding points; then it stops. (b) LDSP employs an initial step of 2 pixels and, when the center is better than the surrounding points, switches to a SDSP to refine the solution. Therefore, the number of search points of these two patterns becomes variable. (c) ELSP, however, always performs its four steps, thus leading to a fixed number of search points (32 points).
fact, we have chosen binary linear classifiers as a simple paradigm that can get accurate results. A binary linear classifier obeys (1) where represents the vector of weights, is the input feature vector, is the output of the classifier, and is the bias term. The components of the input feature vector are linearly scaled to take values in the range [0,1] during the training phase. More precisely, each input feature is normalized using its maximum value in the training set. The classifier makes soft decisions that are later compared with a threshold (0.5 in this case) to provide hard decision (0 or 1).
We use several binary classifiers to solve the multiclass (multipattern) problem. In particular, they propose a hierarchical structure, illustrated in Fig. 2 , that performs four cascaded binary classifications. Two early stops are considered, followed by SDSP, LDSP and ELSP patterns. The first early stop is decided taking into account only the AVC standard prediction using the first classifier, namely (2) where the subscript denotes the specific instance of the general equation (1) for this decision. If the soft output of the classifier is less than 0.5, the search process is finished and the standard prediction is used. The same decision scheme is followed for the successive decisions. For the second early stop, an extended set of predictions described in Section II-C1 is considered. Subsequent classifiers also use information derived from the extended prediction set. As it becomes obvious, the proposed scheme goes from small to large search patterns, which in this case turns out to be equivalent to move from more to less likely patterns (as will be shown later, the small patterns Then, the extended prediction set is calculated and the best prediction is used to obtain the complete set of input features that is used to feed the remaining three binary classifiers, namely: Early Stop 2, SDSP and LDSP/ELSP. When one classifier provides a 0 output, the classification process stops and the search refinement is made through the selected pattern. As described in Section II-D, a switching condition is evaluated during ELSP execution.
are the most likely ones and viceversa). Therefore, the heaviest patterns are evaluated only when necessary, minimizing the number of block-matching-related computations. Furthermore, this cascaded structure reduces the computational cost increase that occurs as a result of missing an early stop detection, since when an early stop is missed, the next more-complex pattern will be selected, favoring simple patterns and saving computations.
C. Problem Parameterization: Selecting Input Features
The problem parameterization becomes a crucial issue in any classifier design. We have based the input feature selection on mutual information measurements among potential features and desired outputs.
1) Local Motion Vector Predictions:
Before describing the selected candidate features, it is worth depicting the motion vector (MV) predictions used in this work, since they are used as potential starting points of posterior refinements of the local search. The AVC standard defines a median-based prediction from the MVs of spatially adjacent blocks. However, this prediction could be insufficient and usually other correlated vectors are used to minimize later unnecessary searches.
To make an appropriate use of predicted MVs independently of the time distance (in visualization order) to their reference frames, we used "compensated vectors," that is, vectors whose magnitudes have been scaled according to the time distance between the reference and the current frame. The interested reader is referred to [16] for details.
Besides the AVC standard prediction, the extended set of MV predictions also includes:
• compensated MV of the co-located block;
• compensated MVs of four neighboring blocks (left, up, up-left, up-right) for their best reference frame; • median of compensated neighboring vectors; • uplayer vector (that resulting from the motion estimation performed for the next larger block size in the same reference); • vector (0,0). 2) Average Distortion Map: To achieve a good level of adaptation to the video content such as motion nature or background detail, we have computed the average distortion map (ADM). The ADM allows to adapt the distortion to each image region contents (e.g., high detailed regions usually entail high distortion levels even when the block-matching process has reached the optimal solution. Furthermore, this behavior is reinforced at higher QP values).
The distortion is measured using the sum of absolute differences (SAD), which is computed as follows: (3) where is the MV that has been computed in the motion estimation stage, is the block that has been coded, is the reference block, and and are the dimensions of the blocks.
The averaging process over the distortion is performed in two domains: space and time. In space, a spatial average is carried out for each macroblock-size region as a weighted arithmetic mean of the SAD of the macroblock and its eight spatial neighbors, as illustrated in Fig. 3 : (4) where is the accumulated SAD of the MB (obtained as the sum of the individual SADs corresponding to each block of the best MB partition), and is a weighting factor The same frame encoded using QP = 45. In the first example the influence of the coding process on the SAD becomes evident: at higher qualities (lower QP values), only those blocks actually moving produce high SAD values; however, when QP increases, inherent coding distortion make high SAD values to appear in stationary blocks belonging to high-detailed regions. In the second example, the tree becomes the most relevant part of the foreground owing to the camera motion and, nevertheless, the blocks in which higher SAD values are generated are those belonging to the garden and the house, both exhibiting high level of detail.
that establishes the relative weight of a block with respect to its eight neighbors. In the experiments presented here, has been set to 0.8. Subsequently, a time average is performed as follows: (5) where is the time instant and is a weighting factor that establishes the relative importance of current frame with respect to the previous ones.
Furthermore, does not take a fixed value, but it switches among three different ones to adapt the average to various coding situations. In particular, at the start of the coding process a higher value is used . After an INTRA-coded frame is also high , since the resultant quality of the next frames usually increases because the INTRA frame is a higher-quality reference. On the other hand, a smaller value is used for stationary phases . In addition, different averages are considered for P or B frames. This approach becomes necessary since, usually, distortion values depend on the type of frame being encoded, owing to diverse reasons (that make significant differences between Ps and Bs): distance to their references, biprediction, direct mode vs. P-Skip mode, etc.
Once the ADM has been computed, it is used to obtain relative SAD measurements following (9) . Since the relative SAD must be obtained for any block size, the SAD obtained for a given predicted vector is linearly scaled to 16 16 block size before computing the relative SAD value. As mentioned earlier, this relative SAD is useful to correctly deal with blocks for which a high value of the absolute SAD does not necessarily indicate a bad prediction. Two examples are illustrated in Fig. 4 ; in the first one, at higher qualities, only those blocks affected by large/nonuniform motion produce high absolute SAD values, while at lower qualities other blocks that are highly textured start to produce high SAD values as well; in the second example, only blocks belonging to very detailed regions generate high absolute SADs for high QP values owing to quality degradation of the reference because of the coarse quantization process.
3) Candidate Features: The set of candidate features that, from our point of view, could be relevant to the search pattern selection is enumerated and described below. Except in borders, INTRA coded blocks may indicate unpredictable non-uniform motion. Detecting these cases can prevent the BMAs from continuously falling in local minima.
4) Distortion and cost
): The cost measure is undoubtedly the most relevant feature to the considered problem. A Lagrangian cost, which represents a weighted sum of distortion and bits needed to transmit the MV, can be expressed as follows: (6) where is the cost, is the term measuring the distortion (as defined in (3)), denotes the bits used to encode the MV-related information, and is the Lagrangian multiplier which weights both contributions.
is the MV, is the block being coded, is the reference block, and is the AVC standard prediction, used as reference to differentially encode the MV.
In the experiments, we consider both Cost and SAD of the selected prediction as estimates of the distance between that prediction and the final solution. However, to make these parameters less dependent on the coding quality as well as on the block size, they propose the following compensation expressions:
where is the area of the block in units of 4 4 blocks (as can be easily inferred, the 16 16 block costs are left unaltered while the 4 4 block costs are multiplied by factor of 16). The values and have been empirically obtained by linearly modeling the dependence of cost and SAD, respectively, on .
5) Relative SAD/Cost
: It is the relative SAD/ Cost achieved by the predicted MV with respect to an average SAD/Cost computed as described in Section II-C-2. Specifically, the SAD ratio is calculated as follows: (9) where represents an average SAD, as defined in Section II-C2. Likewise, the cost ratio is obtained as (10) where here represents an average cost which is computed in the same manner as the average SAD (see Section II-C2 for details). 6) Predicted MV magnitude (Mag): Large predicted MVs are less reliable and usually require more exhaustive search patterns. In particular, the magnitude is calculated as follows:
where is the predicted MV. 7) MV Homogeneity: Usually, when spatial and temporal neighboring blocks present homogeneous vectors, small patterns can be selected, since it is expected that predictions are close to the optimal solution. We s have tested four binary inputs that are set to 1 when: (12) where is the number of correlated vector considered and is the th MV. Involved vectors can be time-compensated (C-MVD) or not (NC-MVD). MVD differs from MV homogeneity in cases where motion is small but relatively random. In such a cases, MVD takes small values while homogeneity will be set to zero, thus indicating that the motion is not uniform. Futhermore, MV homogeinity takes into account when some of the neighbours have been coded as INTRA, providing a zero input in that case. 9) The parameter: It is the Lagrangian parameter defined in (6) .
is related to the coding quality and turns out to be quite relevant to the selection of search patterns.
4) Mutual Information Measurements for Feature Selection:
The mutual information has been used to measure the relevance of each potential input feature to the classification decision described in Section II-A. The mutual information can be defined as follows: (13) where is the Kullback-Leibler divergence or relative entropy between the joint distribution and the product of the marginal distributions of random variables and . Equation (15) can be rewritten as follows: (14) where is the marginal entropy, is the conditional entropy of after is known. Intuitively, the mutual information measures the amount of uncertainty in which is removed by knowing . Obviously, when and are totally independent, the value of mutual information is zero. In practice, the computation of the mutual information for continuous variables obeys (15) where represents the expectation operator, while , , and are the sample joint probability density functions of and , and the marginal probability density functions of and variables, respectively. Table I shows the mutual information computed following (15) among the potential input features and the output classes described in the preceding paragraphs. Before discussing the results, a comment is in order: as mentioned, the ES 1 classifier operates considering only the AVC standard prediction; consequently, some input features are not available in this case. Focusing now on the results, some conclusions can be extracted. • Concerning the MV homogeneity, seems to give more information on the desired output. Therefore, we do not consider henceforth the remaining measurements of MV Homogeneity.
• The SAD has turned out to be slightly more relevant than Cost to the considered search pattern decisions, not only as an absolute measure but also when computing relative measures. Since both features aim at giving a distortion measurement, we decide to use the SAD hereafter. Besides the results displayed in Table I , they base this selection in the following argument. In the earlier version of the MCS [20] , which used the Cost, we observed that the cost values were not suitable at high QP values owing to the term associated to the motion vector coding. This term becomes very large for small partitions, since the linear adaptation of the costs implies multiplying by the number of transmitted motion vectors (i.e., the number of partitions). For example, the use of 4 4 blocks implies 16 motion vectors per macroblock. This fact leads to the selection of exhaustive patterns when coding small blocks (nearly independent of the distance between the prediction and the optimal solution), with the consequent increase of computational complexity.
• Time vector compensation is preferable when computing the MVD (the same thing happened with MV Homogeneity). Thus, is the selected feature.
• Besides SAD (absolute or relative versions), the predicted MV magnitude and the notably reduce the uncertainty about the considered classification; therefore, they must be included in the final feature vector.
• Other inputs, such as block size, time distance, or number of INTRA blocks, do not show significant mutual information with the outputs. Nevertheless, they should not be discarded yet; instead, we suggest assessing their real influence on the decision when a complete set of features is used. The discussion concerning the parameter is described in Section III.
Summing up, we definitely select , , and (i.e., , , , and in Table I ) as input features and leave open the decision concerning the remaining ones. The approach to make these decisions will be the following: once the main features have been fixed, they measure, for every one of the initially nonselected features, how much uncertainty it reduces about each classifier decision.
To estimate the relevance of a new input feature to a classifier that uses a predefined input set, considering the mutual information of collections of random variables is resorted to. Given a collection of random variables that already belong to the input feature set and a new random variable whose relevance to the problem at hand one wish to measure, the following calculation is done: (16) with (17) (18) A positive and meaningful value of suggests that this potential input feature should be included on the input feature set, since it helps to significantly reduce the entropy of the output variable .
Therefore, to estimate the influence of each initially nonselected feature on a classifier in more realistic conditions, its corresponding is computed, assuming predefined input feature vectors involving those features which have provided higher values of mutual information respect to classifier outputs. Specifically, the initial feature set is either for the ES1 classifier or for the others (since is not available for the first case). Table II indicates the increments of mutual information as a result of the use of each additional input feature ( , , , and ), computed as indicated in (16)- (18) . As can be observed, all of them except produce significant increments of the mutual information. Nevertheless, we finally decided to include also because, though the mutual information increment is small, the information required to compute it is directly available and the computational cost is negligible.
In summary, the definitive inputs involved on the pattern selection are listed in Table III. has been used in the algorithm instead of , since it turned out to be more suitable in a previous implementation of the MCS [20] .
D. Switching Among Search Patterns
Switching among search patterns should be considered to mitigate the negative effects derived from early detected classification errors. Although many potential switchings have been tested, we have finally included just one from ELSP to SDSP. The switching is decided when the three following conditions are fulfilled:
1) the ELSP is selected for MV refinement; 2) at the end of the second step, the center is the best point; 3) the distortion satisfies (19) where and have been empirically obtained and set to 1 and 4, respectively. Again, when decreases, switching to small patterns become more likely. In this case, since the motion has been found to be small or easy to predict, the algorithm switches to a SDSP, thus reducing the number of search points.
III. TRAINING METHOD FOR THE MCS
The design of the optimization process for achieving the optimum weights for the classifiers involved in the proposed classification scheme revealed two particular issues that deserve special attention: 1) the training set is strongly unbalanced (some classes exhibit very high a priori probabilities while these probabilities are low for other classes) and 2) the weight obtained for input reaches values that are difficult to manage.
Concerning the first issue (unbalanced input samples), Table IV indicates the prior probabilities of the considered classes. As can be observed, the sum of the two Early Stops represents 83% of all cases. This fact along with the use of typical cost functions based only on the output error usually lead to very biased designs that benefit classes with high prior probabilities. In our case, the errors due to this classification bias become very relevant, since a significant bitrate increment is generated when a small pattern (higher prior probability) is chosen on cases whose solution is a large one (lower prior probability).
The second problem concerns the optimization of the weight associated to the input. Some preliminary tests indicated that the weight associated to intensified the aforementioned bias, since for high values of (low qualities), the prior probability of the small patterns (specially, early stops) notably increases. This solution becomes unacceptable because the bitrate increments due to classification errors are very significant. Consequently, the classifier training process should be guided in such a way that the block-matching algorithms are more exhaustive when working at low qualities.
The solution adopted to deal with this issues consists of designing a cost function, used for the training of every binary classifier, that incorporates the cost due to the classification errors, creating more emphasis on critical samples independent of their prior probabilities. Critical samples are those samples for which classification errors produce larger bitrate increments. This cost function has been initially proposed in [21] .
Specifically, the proposed cost function obeys the following expression: (20) where:
• is the output error, being the desired output (0 or 1) and the obtained output as defined in (1). • is the cost achieved by the th search pattern. is the minimum cost (that obtained by the optimal search pattern). The cost is measured as described in (6). • is the Lagrangian parameter that weights the two terms of the cost.
• , , and are parameters which must be optimized to adapt the cost function to the actual coding model. The rationale behind this cost function is the following: the output error is modulated by both the cost increment and the value. The objective is twofold: 1) giving significance to the training samples according to the cost increment due to their misclassification; and 2) amplifying the cost for high values of , for which the bitrate increments due to misclassification become very relevant. To properly weight the influence of each term, a parametric cost function is proposed and the three parameters ( , , and ) are obtained by means of a cross-validation process making use of video sequences not considered in the test set. Specifically, modulates the influence of the cost increment due to misclassification (in other words, it acts as a compander/expander of the cost differences between the optimal pattern and the selected one), controls the influence of the coding quality on the pattern selection process (for lower qualities the correlation among inputs and outputs is usually weaker; therefore, the training phase makes special emphasis on classifying these samples correctly) and determines the relative weight of these two effects on the classification error. Consequently, classification errors move the decision boundary according to the output error, the bitrate increase and the coding quality.
To better illustrate the effect of each one of the three considered parameters on the cost function, some results on synthetic costs are shown in Fig. 5 . Each row illustrates the effect of one parameter; from up to down: , , and . In each row, the unconsidered parameters are fixed. From left to right, the value of the corresponding parameter is increased: , , and . In every subfigure, ten synthetic cost samples have been randomly generated. The samples are ordered according to their corresponding QP value (QP value increases to the right). Finally, gray samples represent samples that introduce large bitrate increases if they are misclassified. From the figure, the following comments can be derived: • As increases, the cost due to the gray (critical) samples becomes more relevant (upper row), since modulates the cost increment.
• As increases, the cost due to samples with high QP values becomes more relevant (middle row), since it enhances the cost as coding quality decreases.
• As increases, the earlier effects become more intensified. The weight updating during the training process is carried out using a Gradient Descent algorithm on the cost function (the aforementioned parameters can be considered as constants). Specifically, the th iteration of the training process on the weight vector is expressed as follows: (21) where represents the learning rate and is the input vector corresponding to the th iteration [the remaining parameters have been previously defined in (20) ]. Furthermore, the training algorithm only updates the weights when a classification error is made. Only in those cases, the training algorithm moves the classification boundary in the appropriate direction (given by the derivative of the error). As mentioned earlier, such a parametric function needs a cross-validation process to select those parameters which best fit the actual problem. To be more precise, for each set of parameters, the coefficients (weights) that define each binary classifier are obtained. The training set consists of 40 000 samples (block-matching operations) randomly obtained from the coding of typical video sequences at a thorough grid of QP values. We have performed a cross validation by testing values of in the range , and both and in the range [0,1.5]. Subsequently, the set of parameters that achieves the best coding results on a validation set is selected. The validation set comprises three heterogeneous sequences (Paris, Football, and Coastguard, with 25 frames each) at a thorough grid of QP values. In practice, a cost validation function is used to select the optimal combination of parameters; in particular (22) constrained to (23) where is the mean total number of search points that the algorithm spends for each set of parameters, is the PSNR obtained at some QP, is the PSNR obtained by Full Search, and is a positive upper limit to the distortion.
Using this cost function, we impose a limit on the coding distortion and then select the set of parameters that minimizes the number of search points, thus reducing the computational complexity of the algorithm.
A. Discussion of the Training Process Results
Here, we discuss the results obtained in the training phase of the MCS. The optimum set of parameters yields to a set of weight vectors (one per classifier), whose normalized values (in the range [0 1]) are shown in Table V . In general terms, those features that turned out to be more relevant in the previous study of mutual information ( , , and ) also obtain more relevant weights in the actual decision process. However, a direct correspondence cannot be established since the mutual information measures take into account nonlinear relationships not considered by linear classifiers.
The study of the weights obtained for the different classifiers leads to some interesting conclusions:
• is the most relevant feature in every classifier, but its relative importance decreases when detecting heavier patterns.
• shows meaningful weights, thus there is no doubt about its usefulness as a complementary measure to . • and achieve similar relevance levels to Early Stop 2, SDSP and LDSP/ELSP classifiers. Since is not available for Early Stop 1, the relative weight of the is higher for Early Stop 1 (the same happens with the ).
• As intuitively expected, and influence is higher when detecting heavier patterns. The presence of INTRA neighbours usually implies that motion is hardly predictable and the motion estimation algorithm is not reaching a proper solution. With respect to , when a frame is far from its reference, the expected time correlation between them decreases, often requiring the use of heavier patterns. Both cases show that, only those patterns that are most probable in the presence of meaningful (different to zero) values of an input show very significant values in the associated weights.
• The weights associated to and are quite more important when detecting the SDSP than in the other cases.
• As expected from the previous study, the influence of is lower than of the other inputs (except, perhaps, for the SDSP case). However, its computation cost is negligible.
IV. PERFORMANCE EVALUATION
A. Experimental Setup
The proposed algorithm has been embedded in the H.264/AVC Reference Software Encoder (v10.2). Simulations have been made using both IPPP (IP) and IBBPBBP (IP2B) patterns, nonoptimized RD (for real-time coding applications), a search area of 33 33 pixels, five references, stored B frames, and exhaustive subpel refinement. The use of nonoptimized RD does not have effects on the experiments since both RD modes employ the same cost aproximation in the block-matching module. On the other hand, subpel refinement has also been included since this module is largely incorporated in commercial solutions; however, fast subpel solutions have been avoided to focus on the analysis of integer pel search results.
The test set consists of the following PAL CIF (352 288) video sequences: Coastguard, Container, Football, Foreman, Garden, Mobile, Mother and Daughter, News, Paris, Silent, Tempete and Waterfall. In particular, We have used 100 frames from each one. A thorough grid of QP values (from 1 to 51 with two step size) has been used in order to obtain results at bitrates very close to those included in Tables and Figures. The results at these particular bitrates have been obtained by linear interpolation. To assess the proposed algorithm, the MCS is compared with three reference algorithms: (1) FS, included just to provide reference performance results (PSNR vs bitrate); (2) the EPZS algorithm [16] , and (3) the UMHexagonS (UMHex) [22] . The last two ones are fast block matching algorithms that have shown good performance for a wide range of motion contents and coding qualities, while they are computationally much more affordable than FS. Since the EPZS algorithm depends on several adjustable parameters, it is important to describe the configuration used in the experiments; namely: all the potential predictors (fixed, temporal, and spatial memory predictors) are used, the extended diamond pattern for later refinements is also used, and the default values are used for the remaining parameters. Finally, the experiments do not include the Bipredictive Motion Estimation available in version 10.2 of the Reference Software.
In this study, we propose an algorithm to select dynamically the search pattern to reduce the computational cost of the blockmatching process. With this objective in mind, the experiments are organized in two blocks: first, it is shown that MCS provides very similar quality (in terms of PSNR) to FS, EPZS or UMHex; and second, it is shown that MCS requires much less computational effort. Table VI shows a global quality comparison over the complete test set. As can be seen, MCS provides PSNR mean results quite similar to those achieved by FS, EPZS, and UMHex, with an improvement of 0.03 dBs, a loss of 0.04 dBs, and no difference, respectively. Furthermore, the standard deviations as well as of maximum and minimum increments are quite controlled in all the cases.
B. Quality Comparison
Quality results are also shown individually for several bit rates in Fig. 6 . As can be observed, the quality increments or decrements are quite uniform for all the considered bitrates. Furthermore, it is worth noting that PSNR losses do not increase significantly at lower qualities, which usually happens with many fast block-matching algorithms.
From these results, one can conclude that quality performance of MCS is really close to that achieved by FS, EPZS and Furthermore, to show MCS robustness, Fig. 7 shows a framewise PSNR comparison between the four considered algorithms (in upper images absolute values are provided while, in lower images, relative values taking the FS results as reference are given). The simulations have been performed using the Rate Control (RC) algorithm included in the Reference Software, at target bitrates of 256 and 1024 Kbps and IP and IP2B patterns, respectively. Both patterns has a GOP duration of 1 second (at a frame rate of 25 fps). The use of the rate control algorithm allows to achieve meaningful PSNR comparisons (at constant rate) and to test algorithms at different QP values. As shown in the Figure, MCS is as robust as any of the other fast motion estimation algorithms, even in sequences with scene changes.
C. Complexity Comparison
Once it has been shown that MCS offers quality results comparable with those achieved by FS, EPZS or UMHex, the study focuses on proving that MCS is significantly more efficient from a computational point of view. Results of average complexity reduction achieved by MCS are shown in Tables IX and X (last  row) . Three complexity measures are displayed on each case, namely: 1) the reduction in the number of seach points (labeled as SP reduction); 2) the computation time reduction, considering only the pixel-level motion estimation (Integer ME Time reduction); and 3) the total coding time reduction. All of them are expressed in percentages. On average, SP reduction is about 55% with respect to EPZS, and 84% with respect to UMHex, while pixel-level ME and Total Time decrease about 33% and 14% (EPZS), and 53% and 27% (UMHex), respectively.
Moreover, Tables IX and X also contain detailed results for each test sequence with IP and IP2B patterns, respectively. We have decided to show the results for each individual sequence since they allow us to illustrate better the behavior of the MCS. As can be inferred from the tables, the proposed classification scheme is able to detect small patterns on videos, which either exhibit a high degree of stationary or small-motion blocks. This is the case of sequences as Container, Mother and Daughter, News, Paris, Tempete, or Waterfall, in which MCS saves up to 60%-75% of search points with respect to EPZS (85%-93% with respect to UMHex), with the consequent decrease on pixellevel ME and Total Times. On the other hand, sequences with large or nonuniform motion that require exhaustive patterns are also well detected by MCS, which uses more search points to get the global minimum; Football, Foreman or Garden are good examples of this fact, with search points reduction of approximately 15-45% with respect to EPZS, and 70-80% with respect to UMHex.
D. Assessment of the Contribution of the Allowed Switching Between ELSP and SDSP
Finally, we have conducted an experimental assessment of the contribution to the complexity reduction owing to the allowed switching between ELSP and SDSP. Fig. 8(a) shows the search point reduction for three video sequences. On the one hand, the inherent uncertainty about the cost function at lower qualities strenghtens the use of ELSP, thus increasing the number of switchings between ELSP and SDSP (see Container and Mobile results). On the other hand, the large motion owing to Garden produces a stable reduction along the complete quality range. Fig. 8(b) shows what is the distribution of the complexity reduction (achieved by MCS with respect to EPZS) between the classification scheme and the switching condition. For video sequences with small (Container) or uniform motion (Mobile), the allowed pattern switching does not have a relevant influence on final results. On the other hand, for videos exhibiting large motion as Garden, the contribution of the pattern switching is very significant: almost the 50% of the complexity reduction is due to the switching condition.
Summing up, the contribution to complexity reduction owing to the allowed pattern switching conditions is generally more relevant at lower qualities and on sequences displaying high levels of motion.
V. CONCLUSION AND FURTHER WORK
The wide range of real-time video coding applications demands algorithms capable of working at a large variety of qualities. In this work, we propose an adaptive block-matching algorithm, called MCS, which is able to work properly at a wide range of coding qualities and motion contents. MCS poses the problem of block-matching as a multi-pattern classification one, allowing one to dynamically select the most suitable search pattern among the four candidates, namely, Early Stop, Small DSP, Large DSP and Exhaustive LSP. The multi-class classification is performed through a cascade of linear binary classifiers. Two main reasons support this suggested classification structure: 1) the classification itself should be very simple, since the block-matching operation is carried out many times per frame and 2) decisions are made from the most probable and fastest pattern to the least probable and most exhaustive patterns, so that, in most of the cases, only the fast patterns are used, with the subsequent computational saving.
To be able to model the expected distance between the predictions and the optimal solution at heterogeneous coding circumstances, motion nature, and coding quality, we have selected, by means of a comprehensive mutual information-based analysis, the input features from which the binary classifiers make their decisions. Specifically, it is worth highlighting two components of these complete feature set: the ADM, which allows to compare and relate to the local value of the SAD with its spatial and temporal neighborhood and overcome difficult situations in which real motion is hidden owing to the coding loop and the use of decoded references; and the parameter, which allows us to achieve good results at a large range of coding quality.
The training algorithm of the classification system is also remarkable. An ad hoc cost function has been designed to make special emphasis on those cases that produce notable cost increments, avoiding in that way the selection of patterns with higher a priori probabilities that would produce high bitrate increments.
The experimental results show that MCS obtains a similar quality to that achieved by known robust algorithms while notably reducing the computational complexity. Furthermore, MCS has revealed to be a really adaptive algorithm since it satisfactorily manages the number of search points needed to reach global minima in the block-matching process.
Further work mainly focuses on the design of more precise nonlinear binary classifiers taking special care of limiting their complexity. Moreover, we also envisage the combination of MCS with computation allocation algorithms to fulfill the requirements of the most demanding real-time implementations. Since October 1996, he has been an Associate Professor with the Department of Signal Processing and Communications, Universidad Carlos III de Madrid, Madrid. Since October 1997, he has also held positions in several offices in both his Department and University. His primary research interests include robust speech recognition, video coding, and multimedia indexing. He has led numerous projects and contracts in the above-mentioned fields. He is a coauthor of several papers in prestigious international journals, two chapters in international books, and quite a few papers in revised national and international conferences.
