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Abstract
This paper is concerned with the strong solution to the Cauchy-Dirichlet problem
for backward stochastic partial differential equations of parabolic type. Existence
and uniqueness theorems are obtained, due to an application of the continuation
method under fairly weak conditions on variable coefficients and C2 domains. The
problem is also considered in weighted Sobolev spaces which allow the derivatives of
the solutions to blow up near the boundary. As applications, a comparison theorem
is obtained and the semi-linear equation is discussed in the C2 domain.
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1 Introduction
In this paper we consider the Cauchy-Dirichlet problem for backward stochastic partial
different equations (BSPDEs, for short) either in the non-divergence form:
dp(t, x) =−
[
aij(t, x)pxixj(t, x) + b
i(t, x)pxi(t, x)− c(t, x)p(t, x)
+ σik(t, x)qkxi(t, x) + ν
k(t, x)qk(t, x) + F (t, x)
]
dt
+ qk(t, x)dW kt , (t, x) ∈ [0, T )×D
(1.1)
or in the divergence form:
dp = −
[
(aijpxj + σ
ikqk)xi + b
ipxi − cp+ ν
kqk + F
]
dt+ qkdW kt (1.2)
with the terminal-boundary condition:{
p(t, x) = 0, t ∈ [0, T ], x ∈ ∂D,
p(T, x) = φ(x), x ∈ D.
(1.3)
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Here D is a domain of the d-dimensional Euclidean space, and W , {W kt ; t ≥ 0} is a
d1-dimensional standard Wiener process, whose natural augmented filtration is denoted
by {Ft}t≥0. The coefficients a, b, c, σ, ν and the free term F and the terminal condition
φ are all random fields. An adapted solution of equation (1.1) or (1.2) is an P × B(D)-
measurable function pair (p, q), which satisfies, in addition to (1.3), equations (1.1) or
(1.2) under some appropriate sense, where P is the predictable σ-algebra generated by
{Ft}t≥0.
BSPDEs, which are a mathematically natural extension of backward SDEs (see e.g.
[7, 17]), arise in many applications of probability theory and stochastic processes, for
instance, in the optimal control of SDEs with incomplete information or more generally of
stochastic parabolic PDEs, as adjoint equations (usually in the form of (1.2)) of Duncan-
Mortensen-Zakai filtering equations (see e.g. [2, 16, 19, 20, 25]) to formulate the stochastic
maximum principle for the optimal control, and in the formulation of the stochastic
Feynman-Kac formula (see e.g. [14]) in mathematical finance. A class of fully nonlinear
BSPDEs, the so-called backward stochastic Hamilton-Jacobi-Bellman equations, appears
naturally in the dynamic programming theory of controlled non-Markovian processes (see
[8, 18]). For more aspects of BSPDEs, we refer to e.g. [1, 21, 22, 23].
Equation (1.2) is usually understood in the weak sense (see Definition 2.1 (ii) in Section
2). When the coefficients a and σ are differentiable in x, equation (1.1) can be written into
the divergence form (1.2). The existence and uniqueness of the weak solution of equation
(1.2) in the whole space Rd follows from that of backward stochastic evolution equations
in Hilbert spaces (see e.g. [5, Prop. 3.2]). However, weak solutions have low regularity,
which find difficulty in many applications. Strong solutions and even classical solutions
are required in many occasions. In the case of D = Rd, the theory of strong solutions on
BSPDEs is now fairly complete. For instance, a W n2 -theory of the Cauchy problem for
BSPDEs can be found in [2, 5, 11, 15, 24]. On the contrary, there are very few discussions
on the Cauchy-Dirichlet problem for BSPDEs. Here we could mention only two works. A
special form of equation (1.2) with Dirichlet conditions is studied in [23] by the method
of semigroups, in the context that the coefficients are independent of (ω, t). The other is
our previous work [6], where the equations are solved in weighted Sobolev spaces.
A main difficulty in strong solution of the Cauchy-Dirichlet problem for BSPDEs (and
SPDEs) is to estimate the second order partial derivatives of the solution. In the theory of
deterministic PDEs, it is solved with the help of the estimate of the derivative in t, which
makes any sense in general neither for BSPDEs nor for SPDEs. For SPDEs, Flandoli [10]
establishes some regularity under additional compatibility conditions, and Krylov [12]
studies the equations in weighted Sobolev spaces allowing the derivatives of the solutions
to blow up near the boundary of D. Note that there is an essential difference between
SPDEs and BSPDEs: the noises in the former are exogenous and play an active role, while
in the latter they are governed by the randomness of the coefficients and the terminal
condition and thus they are endogenous, coming from martingale representations. The
regularity of BSPDEs turns out to be more like deterministic PDEs than that of SPDEs.
In this paper, we prove the existence and uniqueness of the strong solution (see Defini-
tion 2.1 (i) in Section 2) of equation (1.1) without involving any additional compatibility
condition nor any weighting functions. Our approach is based on the method of the
odd reflection and some classical techniques from the theory of deterministic PDEs. Our
assumptions on the coefficients are rather natural since they include the rather general
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deterministic PDEs where the leading coefficients are not necessarily differentiable in
x. Unfortunately, in contrast to deterministic parabolic PDEs (see e.g. Theorem 7.1.6
in Evans [9]), further regularity for BSPDEs seems to be hopeless since the unknown
random fields are not expected to be differentiable with respect to t as in the classical
sense. However, we can consider the equations in weighted Sobolev spaces which allow
the derivatives of the solutions to blow up near the boundary. Starting from the existence
and uniqueness of the strong solution, we prove a slightly different version of our previous
work [6], and obtain the interior regularity for equation (1.1). In the last part of our
paper, we prove a comparison theorem for the strong solution of equation (1.1), and we
also discuss a class of semi-linear BSPDEs in C2 domains.
The rest of the paper is organized as follows. In Section 2, we introduce some notations
and preliminary results. In Section 3, we state our main existence and uniqueness result
in Theorem 3.1, on the basis of which we study the equations in weighted Sobolev spaces.
Section 4 is devoted to the proof of Theorem 3.1, which is divided into two subsections.
Finally, in Section 5, we prove a comparison theorem, and discuss semi-linear BSPDEs in
C2 domains.
2 Preliminaries
2.1 Notations
Let (Ω,F , {Ft}t≥0, P ) be a complete filtered probability space on which is defined a d1-
dimensional standard Wiener process W = {Wt; t ≥ 0} such that {Ft}t≥0 is the natural
filtration generated by W , augmented by all the P -null sets in F . Fix a positive number
T . Denote by P the σ-algebra of predictable sets on Ω× [0, T ) associated with {Ft}t≥0.
Let D be a domain in Rd with boundary of class C2.
For the sake of convenience, we denote
Diu = uxi, Diju = uxixj , Du = ux = (D1u, . . . , Ddu), D
2u = (Diju)d×d,
and for any multi-index α = (α1, . . . , αd)
Dα = Dα11 D
α2
2 · · ·D
αd
d , |α| = α1 + · · ·+ αd.
For any two multi-indices α = (α1, . . . , αd) and β = (β1, . . . , βd), we define
α + β = (α1 + β1, . . . , αd + βd).
We shall also use the summation convention.
Now we introduce some function spaces. For any integer k ≥ 0, we denote by Ck(D)
(or Ck(D)) the set of functions having all derivatives up to order k continuous in D (or
D); by Ckb (D) (or C
k
b (D)) the set of those functions in C
k(D) (or Ck(D)) whose partial
derivatives up to order k are uniformly bounded in D (or D).
For a given Banach space B, denote by L2(Ω× (0, T ),P,B) the space of all B-valued
predictable process X : Ω× [0, T ]→ B such that E
∫ T
0
‖X(t)‖2Bdt <∞.
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Let Hm(D) be the Sobolev space Wm,2(D) and Hm0 (D) = W
m,2
0 (D). Denote
H
0(D) = L2(Ω× (0, T ),P, L2(D)),
H
m(D) = L2(Ω× (0, T ),P, Hm(D)), m = −1, 1, 2, . . . ,
H
n
0 (D) = L
2(Ω× (0, T ),P, Hn0 (D)), n = 1, 2, 3, . . . ,
H
1
0 ∩H
2(D) = L2(Ω× (0, T ),P, H10(D) ∩H
2(D)).
Note that H10(R
d) = H1(Rd),H10 ∩H
2(Rd) = H2(Rd). In addition, denote
‖ · ‖0,D = ‖ · ‖L2(D), ‖ · ‖m,D = ‖ · ‖Hm(D), m = −1, 1, 2, . . . .
Moreover, for a function u defined on Ω× [0, T ]×D, we denote
9u92m,D = E
∫ T
0
‖u(t, ·)‖2m,Ddt, m = −1, 0, 1, 2, . . . .
The same notations will be used for vector-valued and matrix-valued functions, and in
the case we denote |u|2 =
∑
i |u
i|2 and |u|2 =
∑
ij |u
ij|2, respectively.
Furthermore, we define the two product spaces
H2,1(D) =
(
H
1
0 ∩H
2(D)
)
×H1(D;Rd1),
H2,10 (D) =
(
H
1
0 ∩H
2(D)
)
×H10(D;R
d1),
(2.1)
both being equipped with the norm
‖(u, v)‖H2,1(D) =
(
9 u 922,D + 9 v 9
2
1,D
)1/2
.
It is clear that both H2,1(D) and H2,10 (D) are Banach spaces.
2.2 An Itoˆ formula
Let V and H be two separable Hilbert spaces such that V is densely embedded in H . We
identify H with its dual space, and denote by V ∗ the dual of V . We have V ⊂ H ⊂ V ∗.
Denote by ‖ · ‖H the norms of H , by 〈·, ·〉H the scalar product in H , and by 〈·, ·〉 the
duality product between V and V ∗.
Consider three processes v,m, and v∗, defined on Ω× [0, T ], taking values in V,H and
V ∗, respectively. Let v(ω, t) be measurable with respect to (ω, t) and be Ft-measurable
with respect to ω for a.e. t. For any η ∈ V , the quantity 〈η, v∗(ω, t)〉 is Ft-measurable
in ω for a.e. t and is measurable with respect to (ω, t). Assume that m(ω, t) is strongly
continuous in t and Ft-measurable with respect to ω for any t, and that it is a local
martingale. Let 〈m〉 be the increasing process in the Doob-Meyer Decomposition of the
sub-martingale ‖m‖2H (see e.g. [13, Page 1240]).
Proceeding identically to the proof of Theorem 3.2 in Krylov and Rozovskii [13], we
have the following result concerning Itoˆ’s formula, which is the backward version of [13,
Theorem 3.2].
4
Lemma 2.1. Let ϕ ∈ L2(Ω,FT , H). Suppose that for every η ∈ V and almost every
(ω, t) ∈ Ω× [0, T ], it holds that
〈η, v(t)〉H = 〈η, ϕ〉H +
∫ T
t
〈η, v∗(s)〉ds+ 〈η,m(T )−m(t)〉H .
Then there exist a set Ω′ ⊂ Ω s.t. P (Ω′) = 1 and a function h(t) with values in H such
that
(a) h(t) is Ft-measurable for any t ∈ [0, T ] and strongly continuous with respect to t
for any ω, and h(t) = v(t) (in the space H) a.e. (ω, t) ∈ Ω × [0, T ], and h(T ) = ϕ for
any ω ∈ Ω′;
(b) for any ω ∈ Ω′ and any t ∈ [0, T ],
‖h(t)‖2H = ‖ϕ‖
2
H + 2
∫ T
t
〈v(s), v∗(s)〉ds+ 2
∫ T
t
〈h(s), dm(s)〉H − 〈m〉T + 〈m〉t.
2.3 Notions of solutions to BSPDEs
Throughout this paper, we assume that the given functions
a = (aij) : Ω× [0, T ]×D → Sd, σ = (σik) : Ω× [0, T ]×D → Rd×d1 ,
b = (bi) : Ω× [0, T ]×D → Rd, ν = (νk) : Ω× [0, T ]×D → Rd1 ,
c, F : Ω× [0, T ]×D → R
are all P × B(D)-measurable (Sd is the set of real symmetric d × d matrices), and the
function φ : Ω×D → R is FT ×B(D)-measurable.
Let us now turn to the notions of solutions to equations (1.1) and (1.2). Throughout
this subsection it will be supposed that the coefficients of our equations, i.e., the functions
a, b, c, σ and ν, are all bounded.
Definition 2.1. A pair of random fields {(p(ω, t, x), q(ω, t, x)); (ω, t, x) ∈ Ω× [0, T ]×Rd}
is called
(i) a strong solution of equation (1.1) with the terminal-boundary condition (1.3) if
(p, q) ∈ H2,1(D) and p ∈ C([0, T ], L2(D)) (a.s.) such that for each t ∈ [0, T ] and a.s.
ω ∈ Ω, it holds that
p(t, x) =φ(x) +
∫ T
t
[
aij(s, x)Dijp(s, x) + b
i(s, x)Dip(s, x)− c(s, x)p(s, x)
+ σik(s, x)Diq
k(s, x) + νk(s, x)qk(s, x) + F (s, x)
]
ds−
∫ T
t
qk(s, x)dW ks
(2.2)
for almost every x ∈ Rd;
(ii) a weak solution of equation (1.2) with the terminal-boundary condition (1.3), if
(p, q) ∈ H10(D) × H
0(D;Rd1) such that for every η ∈ C∞0 (D) and almost every (ω, t) ∈
Ω× [0, T ], it holds that∫
D
p(t, ·)ηdx =
∫
D
φηdx+
∫ T
t
∫
D
[(
aijDip+ σ
jkqk
)
Djη
+
(
biDip− cp+ ν
kqk + F
)
η
]
dxdt−
∫ T
t
∫
D
qkηdxdW kt .
(2.3)
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It follows from Lemma 2.1 that the first component of the weak solution of equa-
tion (1.2) has a continuous version in L2(D), i.e., p ∈ C([0, T ], L2(D)) (a.s.). For the
strong solution of equation (1.1) with the terminal-boundary condition (1.3), we have the
following
Proposition 2.2. Let (p, q) ∈ H2,1(D). The following statements are equivalent:
(i) (p, q) is a strong solution of BSPDE (1.1) and (1.3);
(ii) for every η ∈ C∞0 (D) and a.e. (ω, t) ∈ Ω× [0, T ], it holds that∫
D
p(t, ·)ηdx =
∫
D
φηdx+
∫ T
t
∫
D
[
aijDijp+ b
iDip− cp
+ σikDiq
k + νkqk + F
]
ηdxdt−
∫ T
t
∫
D
qkηdxdW kt .
(2.4)
Proof. It is clear that (i)⇒ (ii). Now we prove (ii)⇒ (i). It follows from Lemma 2.1 that
p ∈ C([0, T ], L2(D)) (a.s.). Then from the time continuity of the (stochastic) integrals,
we know that equation (2.4) holds almost surely for every η ∈ C∞0 (D) and all t ∈ [0, T ].
On the other hand, since (p, q) ∈ H2,1(D), both sides of equation (2.2) (as functions
of x) belong to L2(D) a.s. for every t. Since C∞0 (D) is dense in L
2(D), we know that
equation (2.2) holds in the space L2(D) for every t, which evidently implies (i). The proof
is complete.
Remark 2.1. Note that the space of test functions C∞0 (D) in Definition 2.1 and Propo-
sition 2.2 can be replaced with H10 (D).
If the coefficients a and σ are differentiable in x, then equation (1.1) can be written
into the divergence form (1.2), which allows us to define the weak solution to (1.1). Then
Proposition 2.2 indicates that a strong solution of (1.1) is a weak solution of (1.1).
The following lemma concerns the existence and uniqueness of the weak solution of
equation (1.2), which is borrowed from Proposition 3.2 in [5]. On the other hand, it can
be proved by the duality method as in Zhou [24] and Lemma 2.1.
Lemma 2.3. Assume that κI + σσ∗ ≤ 2a ≤ κ−1I for some constant κ > 0 and
that the functions bi, c and νk are bounded by K. Suppose that F ∈ H−1(D) and φ ∈
L2(Ω,FT , L
2(D)). Then equation (1.2) with the terminal-boundary condition (1.3) has a
unique weak solution (p, q) in the space H10(D)×H
0(D;Rd1) such that p ∈ C([0, T ], L2(D)) (a.s.),
and
9 p 921,D + 9 q 9
2
0,D +E sup
0≤t≤T
‖p(t, ·)‖20,D ≤ C
(
9 F 92−1,D +E‖φ‖
2
0,D
)
, (2.5)
where the constant C = C(K, κ, T ).
3 Existence, Uniqueness, and Regularity
In this section, we state our main results on the existence, uniqueness and regularity of
the strong solution of equation (1.1) with the terminal-boundary condition (1.3).
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3.1 Existence and uniqueness of strong solutions to BSPDEs
The weak solution of a deterministic parabolic PDE can be shown to belong to the space
L2(0, T ;H2(D)) if the free term belongs to L2((0, T )×D) and the initial data lies in H10 (D)
(see e.g. Evans [9]). Flandoli [10] formulates a counterpart for a SPDEs with additional
compatibility conditions on the free term. In the following, we obtain a counterpart for a
BSPDE, which, in a remarkable way, does not require any compatibility condition like a
SPDE. The higher regularity of the (strong) solution allows us to weaken the assumptions
on the leading coefficients a and σ so that they are not necessarily differentiable in x,
where equation (1.1) is difficult to be written into the divergence form (1.2).
Fix some constants K ∈ (1,∞) and ρ0, κ ∈ (0, 1). Denote
B+ = {x ∈ R
d : |x| < 1, x1 > 0}, Bρ(x) = {y ∈ R
d : |x− y| < ρ}.
Assumption 3.1. For every x ∈ ∂D there exist a domain U ⊂ B8Kρ0(x) containing the
ball B4ρ0(x) and a one-to-one map Φ : 2B+ → U ∩ D having the properties:
x = Φ(0), Φ(B+) ⊃ B4ρ0(x) ∩ D, Φ(∂B+ ∩ {x
1 = 0}) ⊂ ∂D;
κ|ξ|2 ≤
∣∣(DΦ)ξ∣∣2 ≤ κ−1|ξ|2, ∀ ξ ∈ Rd;
|DαΦ| ≤ K for any multi-index α s.t. |α| ≤ 2,
where DΦ is the Jacobi matrix of Φ.
Note that in view of the Heine-Borel theorem, Assumption 3.1 is true if the domain
D is bounded and its boundary is C2.
Assumption 3.2. The super-parabolicity condition holds:
κI + σσ∗ ≤ 2a ≤ κ−1I, ∀ (ω, t, x) ∈ Ω× [0, T ]×D.
Assumption 3.3. There exists a function γ : [0,∞)→ [0,∞) such that (i) γ is continuous
and increasing, (ii) γ(r) = 0 if and only if r = 0, and (iii) for any (ω, t) ∈ Ω× [0, T ] and
any x, y ∈ D,
|a(ω, t, x)− a(ω, t, y)| ≤ γ(|x− y|), |σ(ω, t, x)− σ(ω, t, y)| ≤ γ(|x− y|). (3.1)
We have the following existence and uniqueness theorem, whose proof will be be given
in the next section.
Theorem 3.1. Let Assumptions 3.1, 3.2, and 3.3 be satisfied. Assume that the functions
bi, c, and νk are bounded by K. If F ∈ H0(D) and φ ∈ L2(Ω,FT , H
1
0(D)), BSPDE (1.1)
and (1.3) has a unique strong solution (p, q) ∈ H2,10 (D) such that
p ∈ C([0, T ], L2(D)) ∩ L∞([0, T ], H1(D)) (a.s.). (3.2)
Moreover, we have the following estimate
9 p 922,D + 9 q 9
2
1,D +E sup
0≤t≤T
‖p(t, ·)‖21,D ≤ C
(
9 F 920,D +E‖φ‖
2
1,D
)
, (3.3)
where the constant C only depends on K, ρ0, κ, T, and the function γ.
Remark 3.1. Since all constants C in this paper are independent of d1, all our results in
this paper may be extended to the more general equation (1.1) where the d1-dimensional
standard Wiener process is replaced with a cylindrical Wiener process.
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3.2 Solution in weighted Sobolev spaces and regularity
Unfortunately, we could not establish any higher regularity for BSPDEs to correspond to
the theory of deterministic parabolic PDEs, as given by Evans [9, Theorem 7.1.6], since
the unknown functions are not expected to be differentiable with respect to t as in the
deterministic sense. However, we can consider the equations in weighted Sobolev spaces
allowing the derivatives of the solutions to blow up near the boundary, and furthermore
obtain an interior regularity for BSPDE (1.1) and (1.3).
Let ψ ∈ C2b (D) be a nonnegative function such that ψ(x) = 0 for any x ∈ ∂D. Fix a
positive integer n.
Assumption 3.4. For any multi-index α such that |α| ≤ n, we have
ψ|α|(|Dαaij|+ |Dαbi|+ |Dαc|+ |Dασik|+ |Dανk|) ≤ K,
ψ|α|DαF ∈ H0(D), ψ|α|Dαφ ∈ L2(Ω,FT , H
1
0 (D)).
Note that Assumption 3.4 implies the boundedness of the functions b, c and ν, but
does not imply Assumption 3.3. We have the following
Theorem 3.2. Let Assumptions 3.1, 3.2, 3.3, and 3.4 be satisfied. Then BSPDE (1.1)
and (1.3) has a unique strong solution (p, q) such that for any multi-index α s.t. |α| ≤ n,
(ψ|α|Dαp, ψ|α|Dαq) ∈ H2,10 (D),
ψ|α|Dαp ∈ C([0, T ], L2(D)) ∩ L∞([0, T ], H1(D)) (a.s.),
(3.4)
and moreover
9 ψ|α|Dαp 922,D + 9 ψ
|α|Dαq 921,D +E sup
0≤t≤T
‖ψ|α|Dαp(t, ·)‖21,D
≤ C
∑
|β|≤|α|
(
9 ψ|β|DβF 920,D +E‖ψ
|β|Dβφ‖21,D
)
, (3.5)
where the constant C only depends on the norm of ψ in C2(D), the parameters K, ρ0, κ,
and T , and the function γ.
We need the following lemma, which can be found in [12].
Lemma 3.3. If both v and ψDv lie in L2(D), then ψv ∈ H10 (D).
Proof. Define Kn = {x ∈ D : dist(x, ∂D) ≥ 4 · 2
−n}. Take a nonnegative function ζ ∈
C∞0 (R
d) such that suppζ ⊂ B1(0),
∫
Rd
ζ = 1. Define ζn(x) = 2
ndζ(2nx) and ηn =
ζn ∗ 1Kn. We have supp(ηn) ⊂ Kn+1 and ηn|Kn−1 = 1. Since ψ ∈ C
2
b (D), we have |ψ(x)| ≤
Cdist(x, ∂D). It is not hard to show that |ηn| ≤ 1, |ψDηn| ≤ C, and ηnψv ∈ H
1
0 (D). Then
we can get that both ηnψv → ψv and ηnD(ψv) → D(ψv) strongly in L
2(D) as n → ∞,
and moreover∫
D
|D(ηnψv)−D(ψv)|
2 ≤ 2
∫
D
|ψDηn|
2|v|2 + 2
∫
D
|ηnD(ψv)−D(ψv)|
2
≤ C
∫
D\Kn−1
|v|2 + 2
∫
D
|ηnD(ψv)−D(ψv)|
2
→ 0 as n→∞.
Hence ψv ∈ H10 (D).
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Proof of Theorem 3.2. The proof consists of two steps. We suppose for the moment that
ψ ∈ Cn+2(D), which will finally be dispensed with.
Step 1. We first prove that Theorem 3.2 is true for the case where the leading coef-
ficients a and σ are differentiable in the space variable x with the gradients ax and σx
being bounded and thus equation (1.1) can be written into the divergence form (1.2).
We use the induction. Theorem 3.1 shows that Theorem 3.2 is true for the case of
n = 0. Assume that it is true for the case of n = m− 1 (m ≥ 1). It is sufficient for us to
show that it is true for the case of n = m.
We assert that (ψmDαp, ψmDαq) ∈ H10(D) × H
0(D;Rd1) for any multi-index α s.t.
|α| = m. Indeed, we know from our assumption that for any multi-index β s.t. |β| ≤ m−1,
ψm−1Dβp ∈ H2(D), ψm−1Dβq ∈ H1(D;Rd1).
Keeping in mind that ψ ∈ C2b (D), we can easily get by induction that
ψm−1Dβpx ∈ H
1(D), ψm−1Dβpxx ∈ H
0(D), and ψm−1Dβqx ∈ H
0(D;Rd1). (3.6)
Then we have
ψm−1Dαp ∈ H1(D) ⊂ H0(D), ψD(ψm−1Dαp) ∈ H0(D), and ψmDαq ∈ H0(D;Rd1).
In view of Lemma 3.3, we have from the first two relations that ψmDαp ∈ H10(D).
Take any η ∈ C∞0 (D). Since ψ ∈ C
n+2
b (D), we know that D
α(ψmη) ∈ H10 (D). From
Proposition 2.2, we have∫
D
p(t, ·)Dα(ψmη)dx−
∫
D
φDα(ψmη)dx
=
∫ T
t
∫
D
[
aijDijp+ b
iDip− cp+ σ
ikDiq
k + νkqk + F
]
Dα(ψmη)dxdt
−
∫ T
t
∫
D
qkDα(ψmη)dxdW kt , a.e. (ω, t) ∈ Ω× [0, T ].
Using the integration by parts formula, we show that the function pair (ψmDαp, ψmDαq) ∈
H
1
0(D)×H
0(D;Rd1) is a weak solution of the following BSPDE du = −
[
aijDiju+ σ
ikDiv
k + F˜
]
dt+ vkdW kt ,
u(t, x) = 0, t ∈ [0, T ], x ∈ ∂D,
u(T, x) = (ψmDαφ)(x), x ∈ D
(3.7)
with u and v being the unknown functions. Here
F˜ =
∑
β+γ=α,|β|≥1
[(
ψ|β|Dβaij
)(
ψ|γ|Dγpxixj
)
+
(
ψ|β|Dβσik
)(
ψ|γ|Dγqkxi
)]
+
∑
β+γ=α
[(
ψ|β|Dβbi
)(
ψ|γ|Dγpxi
)
−
(
ψ|β|Dβc
)(
ψ|γ|Dγp
)]
− 2maijψm−1DiψD
αpxj −ma
ijψm−1DijψD
αp−m(m− 1)aijψm−2DiψDjψD
αp
+
∑
β+γ=α
(
ψ|β|Dβνk
)(
ψ|γ|Dγqk
)
−mσikψm−1DiψD
αqk + ψmDαF.
(3.8)
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From (3.6) and Assumption 3.4, we see that F˜ ∈ H0(D). Moreover, from estimate (3.5)
for n = m− 1 (as a consequence of the induction assumption), we have
9F˜ 920,D ≤ C
[ ∑
|β|≤m−1
(
9 ψ|β|Dβp 922,D + 9 ψ
|β|Dβq 921,D
)
+ 9ψmDαF 920,D
]
≤ C
[ ∑
|β|≤m−1
(
9 ψ|β|DβF 920,D +E‖ψ
|β|Dβφ‖21,D
)
+ 9ψmDαF 920,D
]
,
where the constant C only depends on the norm of ψ in C2(D), the constants K, ρ0, κ
and T , and the function γ. Note that ψmDαφ ∈ H10(D). Therefore, applying Theorem
3.1 to BSPDE (3.7), we have Theorem 3.2 for n = m.
Step 2. Now we remove the boundedness assumption on ax and σx made in Step 1.
In view of Theorem 3.1, BSPDE (1.1) and (1.3) has a unique strong solution (p, q).
Due to Assumption 3.3, we can construct (e.g., by the standard technique of mollification)
two sequences ar and σr with their first-order derivatives in x being bounded, which
converge uniformly (w.r.t. (ω, t, x)) to a and σ, respectively, such that all ar and σr
satisfy assumptions 3.2, 3.3, and 3.4, with κ in assumption 3.3 being replaced with κ2.
Then from Theorem 3.1, the following equation (for each n){
dpr = −
(
aijr Dijpr + b
iDipr − cpr + σ
ik
r Diq
k
r + ν
kqkr + F
)
dt+ qkr dW
k
t ,
pr|x∈∂D = 0, pr|t=T = φ
has a unique strong solution (pr, qr) ∈ H
2,1
0 (D), which satisfies estimate (3.3) with the
constant C being independent of r. Then we can check that {(pr, qr)} is a Cauchy sequence
in the space H2,10 (D), whose limit is (p, q). Similarly, we have that {(ψ
|α|Dαpr, ψ
|α|Dαqr)}
(|α| ≤ n) is also a Cauchy sequence in the space H2,10 (D), whose limit is denoted by
(uα, vα). Evidently, we have that uα ∈ C([0, T ], L
2(D)) ∩ L∞([0, T ], H1(D)), and
‖(uα, vα)‖
2
H2,1(D) + E sup
0≤t≤T
‖uα(t, ·)‖
2
1,D ≤ C
∑
|β|≤|α|
(
9 ψ|β|DβF 920,D +E‖ψ
|β|Dβφ‖21,D
)
.
(3.9)
On the other hand, for every η ∈ C∞0 (D) and a.e. (ω, t), we have (|α| ≤ n)
〈ψ|α|Dαpr, η〉 = (−1)
|α|〈pr, D
α(ψ|α|η)〉 → (−1)|α|〈p,Dα(ψ|α|η)〉 = 〈ψ|α|Dαp, η〉,
where we denote 〈u, v〉 =
∫
D
u(x)v(x)dx. Thus ψ|α|Dαp = uα. Similarly, we have
ψ|α|Dαq = vα. Estimate (3.5) is derived from inequality (3.9).
It remains to remove the additional assumption made at the beginning that ψ ∈
Cn+2b (D). Note that the constant C in our estimate only depends on |ψ|C2 (and other
parameters), which allows us to approximate ψ in C2b (D) by a sequence of nonnegative
Cn+2b (D)-functions vanishing on the boundary. Then in view of Lebesgue’s dominated
convergence theorem, the proof is complete.
By choosing a proper weighting function ψ, we obtain the following interior spacial
regularity for the strong solution of BSPDE (1.1) and (1.3).
10
Corollary 3.4. Let Assumptions 3.1 and 3.2 be satisfied. In addition, suppose that∑
|α|≤n
(
|Dαaij |+ |Dαbi|+ |Dαc|+ |Dασik|+ |Dανk|
)
≤ K,
F ∈ Hn(D), φ ∈ L2(Ω,FT , H
1
0 (D) ∩H
n+1(D)).
(3.10)
Here the integer n ≥ 1. Then BSPDE (1.1) and (1.3) has a unique strong solution
(p, q) ∈ H2,10 (D) such that
(i) the functions p and q satisfy (3.6) and (3.3);
(ii) p ∈ Hn+2loc (D), q ∈ H
n+1
loc (D;R
d1), p ∈ C([0, T ], Hnloc(D))(a.s.), i.e., for any domain
D′ ⊂⊂ D, we have
9 p 92n+2,D′ + 9 q 9
2
n+1,D′ +E sup
0≤t≤T
‖p(t, ·)‖2n+1,D′
≤ C
n∑
m=−1
(ρ ∧ 1)−2(n−m)
(
9 F 92m,D +E‖φ‖
2
m+1,D
)
,
(3.11)
with ρ = dist(D′, ∂D) and with the constant C = C(K, ρ0, κ, T );
(iii) moreover, if n− d/2 > 2, then
p ∈ L2(Ω× (0, T ),P, C2(D′)) ∩ L2(Ω, C([0, T ]×D′)),
q ∈ L2(Ω× (0, T ),P, C1(D′;Rd1)),
for any domain D′ ⊂⊂ D.
Proof. In view of Theorem 3.1, it remains to prove the assertions (ii) and (iii).
Without loss of generality, we suppose ρ ≤ 1. Define
K = {x ∈ D : dist(x, ∂D) ≥ ρ/2}.
It is clear that D′ ⊂ K. Take a nonnegative function ζ ∈ C∞0 (R
d) such that
suppζ ⊂ B ρ
2
(0),
∫
Rd
ζ = 1, |Dζ | ≤ Cρ−1, |D2ζ | ≤ Cρ−2.
Define ψ = (ρ/2)ζ ∗ 1K. It is not hard to show that ψ is a well defined weight function
for Theorem 3.2, and moreover
|ψ| ≤
ρ
2
, |Dψ| ≤ C, |D2ψ| ≤ Cρ−1, ψ
∣∣
D
=
ρ
2
. (3.12)
In view of (3.8) and keeping in mind (3.12), we show that for n = 1,
9 ψDp 922,D + 9 ψDq 9
2
1,D +E sup
0≤t≤T
‖ψDp(t, ·)‖21,D
≤ C
(
ρ−2 9Dxp 9
2
0,D + 9 p 9
2
2,D + 9 q 9
2
1,D + 9 ψDF 9
2
0,D + 9 ψDφ 9
2
1,D
)
,
and for 2 ≤ m ≤ n and multi-index α s.t. |α| = m,
9ψmDαp 922,D + 9 ψ
mDαq 921,D +E sup
0≤t≤T
‖ψmDαp(t, ·)‖21,D
≤ C
[ ∑
|β|≤m−1
(
9 ψ|β|Dβp 922,D + 9 ψ
|β|Dβq 921,D
)
+ 9ψmDαF 920,D +E‖ψ
mDαφ‖21,D
]
.
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By induction, we have (here |α| = n)
9ψnDαp 922,D + 9 ψ
nDαq 921,D +E sup
0≤t≤T
‖ψnDαp(t, ·)‖21,D
≤ Cρ−2 9Dxp 9
2
0,D +C
∑
|β|≤n
(
9 ψ|β|DβF 920,D + 9 ψ
|β|Dβφ 921,D
)
.
By multiplying ρ−2n on both sides, we can easily get (3.11). The assertion (iii) follows
from the Sobolev embedding theorem. The proof is complete.
Remark 3.2. In the case of n− d/2 > 2, the function pair (p, q) satisfies equation (2.2)
for all (t, x) ∈ [0, T ]×D and ω ∈ Ω′ s.t. P(Ω′) = 1, which is a classical solution of equation
(1.1) with the terminal-boundary condition (1.3) (see e.g. [15] for details).
4 Proof of Theorem 3.1
The proof is rather long, and it is divided into two subsections. We first consider the
simpler domain of a half space, and then go to the general C2 domain.
4.1 The case of the half space
In this subsection, we consider BSPDE (1.1) and (1.3) living in a half space.
Recall Rd+ = {x ∈ R
d : x1 > 0}. Denote y = (x2, . . . , xd).
Definition 4.1. We say a function f defined on Rd has the property of reflection invari-
ance, if f(x1, y) = −f(−x1, y) for almost every (x1, y) ∈ Rd.
For a function u defined on Rd+, define u˜ and u as follows:
u˜ =
{
u, on {x1 > 0},
0, on {x1 ≤ 0};
u(x1, y) =

u(x1, y), if x1 > 0,
0, if x1 = 0,
−u(−x1, y), if x1 < 0.
(4.1)
It is clear that u has the property of reflection invariance.
Lemma 4.1. (a) Let m be a positive number. Then a function u ∈ Hm0 (R
d
+) if and only
if u˜ ∈ Hm(Rd).
(b) The function u ∈ H10 (R
d
+) if and only if u ∈ H
1(Rd).
Proof. The proof of assertion (a) can be found in, e.g., Chen [3, Page 48]. The necessity
of assertion (b) follows from assertion (a). It remains to prove the sufficiency of (b).
Indeed, we can find ϕn ∈ C
∞
0 (R
d) such that ϕn → u in H
1(Rd) as n → ∞. Denote
ϕn(x
1, y) = −ϕn(−x
1, y). Note that u(x1, y) = −u(−x1, y). Thus we have ϕn → u in
H1(Rd). Define ψn = (ϕn + ϕn)/2. Then ψn → u in H
1(Rd). Since ψn(0, y) = 0, the
restriction of ψn on R
d
+ belongs to H
1
0 (R
d
+). Thus u ∈ H
1
0 (R
d
+). The proof is complete.
The following existence and uniqueness result concerning the Cauchy problem of
BSPDEs is taken from Du and Meng [5, Prop. 4.1], which can also be proved by means
of the duality method of Zhou [24] and Lemma 2.1.
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Lemma 4.2. Consider the following BSPDE (on Rd){
dp = −[aij(t)Dijp+ σ
ik(t)Diq
k + F ]dt+ qkdW kt ,
p(T, x) = φ(x), x ∈ Rd,
(4.2)
where a and σ are two predictable processes taken values in Sn and Rd×d1, respectively,
such that κI + σσ∗ ≤ 2a ≤ κ−1I, ∀(ω, t). Suppose F ∈ H0(Rd), φ ∈ L2(Ω,FT , H
1(Rd)).
Then BSPDE (4.2) has a unique strong solution (p, q) in H2(Rd)×H1(Rd;Rd1) such that
p ∈ C([0, T ], H1(Rd)) (a.s.), and moreover,
9 p 922,Rd + 9 q 9
2
1,Rd +E sup
0≤t≤T
‖p(t, ·)‖21,Rd ≤ C(κ, T )
(
9 F 920,Rd +E‖φ‖
2
1,Rd
)
. (4.3)
Now we have the following
Lemma 4.3. Let Assumptions 3.2 be satisfied with D = Rd+. Assume that a and σ are
invariant in the space variable x. Suppose that F ∈ H0(Rd+) and φ ∈ L
2(Ω,FT , H
1
0 (R
d
+)).
Then the following BSPDE
dp = −[aij(t)Dijp+ σ
ik(t)Diq
k + F ]dt+ qkdW kt ,
p(t, x) = 0, x ∈ ∂Rd+,
p(T, x) = φ(x), x ∈ Rd+
(4.4)
has a unique strong solution (p, q) ∈ H2,10 (R
d
+) such that p ∈ C([0, T ], H
1(Rd+)) (a.s.), and
‖(p, q)‖2H2,1(Rd
+
) + E sup
0≤t≤T
‖p(t, ·)‖21,Rd
+
≤ C
(
9 F 920,Rd
+
+E‖φ‖21,Rd
+
)
, (4.5)
where the constant C depends only on κ and T .
Proof. Recalling the definition (4.1), we have F ∈ H0(Rd) and φ ∈ L2(Ω,FT , H
1(Rd)).
From Lemma 4.2, the BSPDE{
dP = −[aij(t)DijP + σ
ik(t)DiQ
k + F ]dt+QkdW kt ,
P (T, x) = φ(x), x ∈ Rd
(4.6)
has a unique strong solution (P,Q) in the space H2(Rd) × H1(Rd;Rd1) such that P ∈
C([0, T ], H1(Rd)) (a.s.), with the estimate
9 P 922,Rd + 9Q 9
2
1,Rd +E sup
0≤t≤T
‖P (t, ·)‖21,Rd ≤ C(κ, T )
(
9 F 920,Rd +E‖φ‖
2
1,Rd
)
. (4.7)
By symmetry and the uniqueness of the solution (of equation (4.6)), we know that P andQ
have the property of reflection invariance, for a.e. (ω, t). Denote by p and q the restrictions
of P and Q on Rd+, respectively. From Lemma 4.1 (b), we know that p ∈ H
1
0 ∩ H
2(Rd+)
and q ∈ H10(R
d
+;R
d1). Moreover, p ∈ C([0, T ], H1(Rd+)) (a.s.). It is evident that the pair
(p, q) is a strong solution of equation (4.4). Since every strong solution of equation (4.4)
is also a weak solution, from the uniqueness of the weak solution, we know that (p, q)
is the unique strong solution of (4.4). Estimate (4.5) follows from inequality (4.7). The
proof is complete.
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Now we prove the following perturbation result, which will be used in the proof of
Theorem 3.1.
Proposition 4.4. Consider the following BSPDE
dp = −[aijDijp+ σ
ikDiq
k + F ]dt+ qkdW kt ,
p(t, x) = 0, x ∈ ∂Rd+,
p(T, x) = φ(x), x ∈ Rd+.
(4.8)
Assume that for a constant δ > 0 and for any (ω, t, x) we have
|a(t, x)− a0(t)| ≤ δ, |σ(t, x)− σ0(t)| ≤ δ, (4.9)
where {a0(t) : 0 ≤ t ≤ T} and {σ0(t) : 0 ≤ t ≤ T} are predicable processes satisfying
Assumptions 3.2. Suppose that F ∈ H0(Rd+) and φ ∈ L
2(Ω,FT , H
1
0(R
d
+)).
Under the above assumptions, we assert that there exists a constant δ(κ, T ) > 0 such
that if δ ≤ δ(κ, T ) then BSPDE (4.8) has a unique strong solution (p, q) ∈ H2,10 (R
d
+) such
that p ∈ C([0, T ], H1(Rd+)) (a.s.), and
‖(p, q)‖2H2,1(Rd
+
) + E sup
0≤t≤T
‖p(t, ·)‖21,Rd
+
≤ C
(
9 F 920,Rd
+
+E‖φ‖21,Rd
+
)
, (4.10)
where the constant C depends on κ and T .
Proof. In view of Lemma 4.3, we know that for any (u, v) ∈ H2,1(Rd+), the BSPDE
dp = −
[
aij0 Dijp+ σ
i
0Diq + (a
ij − aij0 )Diju
+ (σi − σi0)Div + F
]
dt+ qdWt,
p(t, x) = 0, x ∈ ∂Rd+,
p(T, x) = φ(x), x ∈ Rd+
(4.11)
has a unique strong solution (p, q) ∈ H2,10 (R
d
+) such that p ∈ C([0, T ], H
1(Rd+)) (a.s.). We
define the operator A : H2,1(Rd+)→H
2,1(Rd+) as follows:
A(u, v) = (p, q).
Then from estimate (4.5), we obtain that for (ui, vi) ∈ H
2,1(Rd+), i = 1, 2,
‖A(u1 − u2, v1 − v2)‖
2
H2,1(Rd
+
) ≤ Cδ‖(u1 − u2, v1 − v2)‖
2
H2,1(Rd
+
).
Taking δ = (2C)−1 = (2C(κ, T ))−1, we have that the operator A is a contraction in
H2,1(Rd+), and thus there exists a unique element (p, q) ∈ H
2,1(Rd+) such that A(p, q) =
(p, q). Furthermore, we have (p, q) ∈ H2,10 (R
d
+) and p ∈ C([0, T ], H
1(Rd+)) (a.s.). It is
clear that (p, q) is the unique strong solution of BSPDE (4.8).
To establish estimate (4.10), in view of Lemma 4.3, applying estimate (4.5) to equation
(4.11), we have
‖(p, q)‖2H2,1(Rd
+
) + E sup
0≤t≤T
‖p(t, ·)‖21,Rd
+
≤ Cδ‖(p, q)‖2H2,1(Rd
+
) + C
(
9 F 920,Rd
+
+E‖φ‖21,Rd
+
)
.
Taking δ = (2C)−1, we obtain (4.10). The proof is complete.
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4.2 The case of the general C2 domain
In this subsection, we shall complete the proof of Theorem 3.1. To simplify the notation,
we define
H
2,1(D) =
{
(u, v) ∈ H2,10 (D) : u ∈ L
2(Ω, L∞([0, T ], H1(D))),
u ∈ C([0, T ], L2(D)) (a.s.)
}
being equipped with the norm
‖(u, v)‖H2,1(D) =
(
‖(u, v)‖2H2,1(D) + E sup
0≤t≤T
‖u(t, ·)‖21,D
)1/2
. (4.12)
It is clear that H2,1(D) is a Banach space.
First we have the following fact.
Lemma 4.5. Let Φ be the map defined in Assumption 3.1 and Ψ be the inverse of Φ.
Suppose u ∈ H10 (R
d
+) s.t. supp(u) ⊂ B+ ∪ ∂R
d
+. Then u ◦Ψ ∈ H
1
0 (D).
Proof. The proof is straightforward. Take un ∈ C
∞
0 (B+) such that un → u strongly in
H1(Rd+) as n→∞. From the properties of Φ, it is easy to show that un ◦Ψ ∈ C
2(D) and
supp(un ◦Ψ) ⊂ U ∪D and then un ◦Ψ ∈ H
1
0 (D), where U is taken from Assumption 3.1.
Now we have
‖un ◦Ψ− u ◦Ψ‖
2
0,D ≤ | det(DΦ)|L∞‖un − u‖
2
0,B+ → 0,
‖D(un ◦Ψ− u ◦Ψ)‖
2
0,D ≤ | det(DΦ)|L∞|DΨ|
2
L∞‖D(un − u)‖
2
0,B+ → 0,
as n→∞, which implies u ◦Ψ ∈ H10 (D).
The following is Theorem 3.1 under an additional assumption on the coefficients a and
σ.
Proposition 4.6. Let the conditions of Theorem 3.1 be satisfied. In addition, assume
that ax and σx are bounded. Then BSPDE (1.1) and (1.3) has a unique strong solution
(p, q) ∈ H2,1(D) such that
9 p 922,D + 9 q 9
2
1,D +E sup
0≤t≤T
‖p(t, ·)‖21,D ≤ C
(
9 F 920,D +E‖φ‖
2
1,D
)
, (4.13)
where the constant C only depends K, ρ0, κ, T, and the function γ.
Proof. Since ax and σx are bounded, equation (1.1) can be written into the divergence
form
dp = −
[
(aijpxj + σ
ikqk)xi + (b
i − aij
xj
)pxi − cp+ (ν
k − σikxi)q
k + F
]
dt+ qkdW kt .
From Lemma 2.3, BSPDE (1.1) and (1.3) has a unique weak solution (p, q) ∈ H10(D) ×
H
0(D;Rd1).
Now take a sufficiently small ρ ∈ (0, ρ0) to satisfy the following two conditions.
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(1) γ(8ρ) ≤ δ with the constant δ = δ(κ, T ) being given by Proposition 4.4. In view of
Assumption 3.3, for any (ω, t) and x, y ∈ D, we have
|a(t, x)− a(t, y)| ≤ δ, |σ(t, x)− σ(t, y)| ≤ δ (4.14)
if |x− y| ≤ 8ρ.
(2) If x, y belong to the same domain U in Assumption 3.1, then for any (ω, t),∣∣DΨ(x)a(t, x)(DΨ(x))∗ −DΨ(y)a(t, y)(DΨ(y))∗∣∣ ≤ δ1,∣∣DΨ(x)σ(t, x)−DΨ(y)σ(t, y)∣∣ ≤ δ1 (4.15)
if |x− y| ≤ 8ρ, where the constant δ1 = δ(κ
2, T ) and Ψ is the inverse of Φ.
Then take a nonnegative function ζ ∈ C∞0 (R
d) such that supp(ζ) ⊂ B2ρ(0), ζ(x) = 1
for |x| ≤ ρ. For any z ∈ Rd, define for x ∈ Rd,
ζz(x) = ζ(x− z), pz(t, x) = p(t, x)ζz(x), qz(t, x) = q(t, x)ζz(x). (4.16)
Then (pz, qz) satisfies the following equation (in the sense of Definition 2.1 (ii))
dpz =−
[
aijpzxixj + σ
ikqz,k
xi
+ ζzF + (biζz − 2aijζzxj)pxi
− (aijζzxixj + c)ζ
zp + (νk − σikζzxi)ζ
zqk
]
dt+ qz,kdW kt .
(4.17)
In addition, define
ηz(x) = ζ(
x− z
2
).
Now consider the following two cases.
Case 1. dist(z, ∂D) ≤ 2ρ0. Then D∩supp(p
z) ⊂ U∩D, where U is given in Assumption
3.1. Set x = Φ(y). Define
uz(t, y) = pz(t, x), vz(t, y) = qz(t, x), (t, y) ∈ (0, T )× Rdy,+.
Obviously (uz, vz) ∈ H10(R
d
y,+)×H
0(Rdy,+;R
d1). Direct calculus shows that
pzxrxs(t, x) = Ψ
i
xr(x)Ψ
j
xs(x)u
z
yiyj(t, y) + (ζ
zpxi + ζ
z
xip)(t, x)Ψ
i
xrxs(x)Φ
r
yi(y)
qz,kxr (t, x) = Ψ
i
xr(x)v
z,k
yi (t, y).
Substituting the above relations into equation (4.17), it is not hard to check that the
functions uz, vz satisfy the BSPDE (in the sense of Definition 2.1 (ii)){
duz = −
(
a˜ijuzyiyj + σ˜
ikvz,k
yi
F˜
)
dt+ vz,kdW kt ,
uz|
R
d
y,+
= 0, uz|t=T = ζ
zφ,
(4.18)
where (observe that uz = 0, vz = 0 whenever ηz 6= 1)
x = Φ(y), x0 = Φ(0), L
0 = ars∂2xrxs,
a˜ij(t, y) = ars(t, x)ΨixrΨ
j
xs(x)η
z(x) + ars(t, x0)Ψ
i
xrΨ
j
xs(x0)(1− η
z(x)),
σ˜ik(t, y) = σrk(t, x)Ψixr(x)η
z(x) + σrk(t, x0)Ψ
i
xr(x0)(1− η
z(x)),
F˜ (t, y) = (ζzF )(t, x) + pxr(t, x)Θ
r
1(t, y) + p(t, x)Θ2(t, y) + q
k(t, x)Θk3(t, y),
Θr1(t, y) = (ζ
zL0Ψi)(t, x)Φryi(t, y) + (b
rζz − 2arsζzxs)(t, x),
Θ2(t, y) = (ζ
z
xrL
0Ψi)(t, x)Φryi(t, y)− (L
0ζz + cζz)(t, x),
Θk3(t, y) = (ν
kζz − σrkζzxr)(t, x).
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In order to apply Proposition 4.4 to BSPDE (4.18), we take
a0(t) = a˜(t, 0), σ0(t) = σ˜(t, 0). (4.19)
Note that supp(ηz) ⊂ B4ρ(z). Then it follows from (4.15) that for any y ∈ R
d
y and
x = Φ(y), we have (recall x0 = Φ(0))
|a˜(t, y)− a˜(t, 0)| = |ars(t, x)ΨixrΨ
j
xs(x)− a
rs(t, x0)Ψ
i
xrΨ
j
xs(x0)| · |η
z(x)|
≤ |ars(t, x)ΨixrΨ
j
xs(x)− a
rs(t, x0)Ψ
i
xrΨ
j
xs(x0)| · 1B4ρ(z)
≤ δ1 = δ(κ
2, T ).
Therefore, from Proposition 4.4, BSPDE (4.18) has a unique strong solution (u, v) such
that
u ∈ H10 ∩H
2(Rdy,+), v ∈ H
1
0(R
d
y,+;R
d1).
It is clear that (u, v) is also a weak solution to BSPDE (4.18). From the uniqueness of
the weak solution, we have u = uz and v = vz. Hence we deduce that
uz ∈ H10 ∩H
2(Rdy,+), v
z ∈ H10(R
d
y,+;R
d1). (4.20)
Denote D(z, r) = Br(z) ∩ D. Then (4.20) implies that restricted on the domain D(z, ρ),
the solution
(p, q) ∈ H2(D(z, ρ))×H1(D(z, ρ);Rd1) (4.21)
for any z s.t. dist(z, ∂D) ≤ 2ρ0.
Now applying estimate (4.10) to BSPDE (4.18), we obtain that
9uz 922,Rdy,+
+ 9 vz 921,Rdy,+
+E sup
0≤t≤T
‖uz(t, ·)‖21,Rdy,+
≤ C(κ, T )
(
9 F˜ 920,Rdy,+
+E‖(ζzφ) ◦ Φ‖21,Rdy,+
)
.
On the other hand, it is evident that (recall supp(ζz) ⊂ B2ρ(z))
9 p 922,D(z,ρ) + 9 q 9
2
1,D(z,ρ) +E sup
0≤t≤T
‖p(t, ·)‖21,D(z,ρ)
≤ 9pz 922,D + 9 q
z 921,D +E sup
t≤T
‖pz(t, ·)‖21,D
≤ C
(
9 uz 922,Rdy,+
+ 9 vz 921,Rdy,+
+E sup
0≤t≤T
‖uz(t, ·)‖21,Rdy,+
)
,
9 F˜920,Rdy,+
≤ C
(
9 F 920,D(z,2ρ) + 9 p 9
2
1,D(z,2ρ) + 9 q 9
2
0,D(z,2ρ)
)
,
E‖(ζzφ) ◦ Φ‖21,Rdy,+
≤ CE‖ζzφ‖21,D ≤ CE‖φ‖
2
1,D(z,2ρ),
where the constant C depends only on K and κ. Therefore, we obtain
9 p 922,D(z,ρ) + 9 q 9
2
1,D(z,ρ) +E sup
0≤t≤T
‖p(t, ·)‖21,D(z,ρ)
≤ C
(
9 F 920,D(z,2ρ) +E‖φ‖
2
1,D(z,2ρ) + 9p 9
2
1,D(z,2ρ) + 9 q 9
2
0,D(z,2ρ)
)
.
(4.22)
Case 2. dist(z, ∂D) ≥ 2ρ0. This case can easily be reduced to the first one. Indeed,
we can replace the domain D by any half space with the boundary lying at a distance
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2ρ0 from z. In this situation it is not necessary to flatten the boundary and to change
coordinates. Then as above we deduce property (4.21) for any z ∈ D and obtain an
estimate similar to (4.22).
Integrating both sides of inequality (4.22) over z ∈ Rd, we obtain that
9 p 922,D + 9 q 9
2
1,D +E sup
0≤t≤T
‖p(t, ·)‖21,D
≤ C
(
9 F 920,D +E‖φ‖
2
1,D + 9p 9
2
1,D + 9 q 9
2
0,D
)
,
(4.23)
where the constant C depends on K, ρ0, κ, T , and the function γ. Since (p, q) ∈ H
1
0(D)×
H
0(D;Rd1), the right-hand side is finite. Recalling that (4.21) holds true for any z ∈ D,
the above estimate implies that the unique weak solution of BSPDE (1.1) and (1.3)
found by Lemma 2.3 belongs to the space H2,1(D), and moreover, p ∈ C([0, T ], L2(D)) ∩
L∞([0, T ], H1(D)) (a.s.). From Proposition 2.2, we know that (p, q) is the unique strong
solution of BSPDE (1.1) and (1.3).
Replace the initial time zero by any s ∈ [0, T ). Proceeding identically as before, we
can obtain the following estimate similar to (4.23)
E
∫ T
s
‖p(t, ·)‖22,Ddt+ E
∫ T
s
‖q(t, ·)‖21,Ddt+ E sup
s≤t≤T
‖p(t, ·)‖21,D
≤ C
(
9F 920,D +E‖φ‖
2
1,D + E
∫ T
s
‖p(t, ·)‖21,Ddt+ E
∫ T
s
‖q(t, ·)‖20,Ddt
)
.
(4.24)
In view of the definition of the strong solution (Definition 2.1), we know that the pro-
cess p(t, ·) is an L2(D)-valued semi-martingale. Then applying Itoˆ’s formula for Hilbert-
valued semi-martingales (see e.g. [4, Page 105]), we have
‖p(s, ·)‖20,D =‖φ‖
2
0,D + 2
∫ T
s
∫
D
p
(
aijpxixj + b
ipxi − cp+ σ
ikqkxi + ν
kqk + F
)
dxdt
−
∫ T
s
‖q(t, ·)‖20,Ddt− 2
∫ T
s
∫
D
pqkdxdW kt .
Taking expectations and using the Cauchy-Schwarz inequality, we have for any ε > 0
E
∫ T
s
‖q(t, ·)‖20,D ≤ E‖φ‖
2
0,D + 2E
∫ T
s
∫
D
p
(
aijpxixj + b
ipxi − cp + σ
ikqkxi + ν
kqk + F
)
dxdt
≤ E‖φ‖20,D + εE
∫ T
s
(
‖p(t, ·)‖22,D + ‖q(t, ·)‖
2
1,D
)
dt
+ C(ε,K)E
∫ T
s
‖p(t, ·)‖20,Ddt+ 9F 9
2
0,D .
Taking ε small enough and recalling (4.24), we have
E
∫ T
s
‖p(t, ·)‖22,Ddt+ E
∫ T
s
‖q(t, ·)‖21,Ddt+ E sup
s≤t≤T
‖p(t, ·)‖21,D
≤ C
(
9 F 920,D +E‖φ‖
2
1,D + E
∫ T
s
‖p(t, ·)‖21,Ddt
)
,
(4.25)
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where the constant C depends on K, ρ0, κ, T , and the function γ. In particular, we have
E‖p(s, ·)‖21,D ≤ C
(
9 F 920,D +E‖φ‖
2
1,D + E
∫ T
s
‖p(t, ·)‖21,Ddt
)
.
Using the Gronwall inequality, we have
9p921,D =
∫ T
0
E‖p(s, ·)‖21,D ≤ Ce
CT
(
9 F 920,D +E‖φ‖
2
1,D
)
.
The last inequality along with (4.25) yields estimate (4.13).
It remains to prove q ∈ H10(D;R
d1). Since q ∈ H1(D;Rd1), it is sufficient to check
qz ∈ H10(D;R
d1) for each z ∈ ∂D (recall (4.16)). Since vz = qz ◦ Φ ∈ H10(R
d;Rd1), by
virtue of Lemma 4.5, we get qz ∈ H10(D;R
d1). The proof is complete.
Remark 4.1. The constant C appearing in estimate (4.13) does not depend on |ax| and
|σx|.
Proceeding identically to the proof of Proposition 4.6, we can prove the following
Proposition 4.7. Let the conditions of Theorem 3.1 be satisfied. In addition, assume
that the function pair (p, q) ∈ H2,1(D) is a strong solution of BSPDE (1.1) and (1.3).
Then (p, q) ∈ H2,1(D), and there exists a constant C only depending on K, ρ0, κ, T and
the function γ such that
‖(p, q)‖2H2,1(D) ≤ C
(
9 F 920,D +E‖φ‖
2
1,D
)
. (4.26)
Now we use the standard method of continuation to prove Theorem 3.1.
Proof of Theorem 3.1. The uniqueness of the strong solution to equation (1.1) is an im-
mediate consequence of estimate (4.26). Now we define
L0 = a
ij(t, 0)Dij + b
i(t, x)Di − c(t, x), M
k
0 = σ
ik(t, 0)Di + ν
k(t, x),
L1 = a
ij(t, x)Dij + b
i(t, x)Di − c(t, x), M
k
1 = σ
ik(t, x)Di + ν
k(t, x).
For λ ∈ [0, 1], define
Lλ = (1− λ)L0 + λL1, M
k
λ = (1− λ)M
k
0 + λM
k
1.
Consider the following equation
dp = −(Lλp+M
k
λq
k + F )dt+ qkdW kt , p
∣∣
x∈∂D
= 0, p
∣∣
t=T
= φ. (4.27)
It is clear that the coefficients of equation (4.27) satisfy the conditions of Theorem 3.1
with the same K, κ and γ. Hence a priori estimate (4.26) holds for equation (4.27) for
each λ ∈ [0, 1] with the same constant C (i.e., independent of λ).
Assume that for some λ = λ0 ∈ [0, 1], equation (4.27) is solvable, i.e., it has a
unique strong solution (p, q) such that (p, q) ∈ H2,1(D) for any F ∈ H0(D) and any
φ ∈ L2(Ω,FT , H
1
0 (D)). For other λ ∈ [0, 1], we can rewrite (4.27) as
dp = −
{
Lλ0p+M
k
λ0q
k + (λ− λ0)
[
(L1 − L0)p+ (M
k
1 −M
k
0)q
k
]
+ F
}
dt+ qkdW kt .
19
Thus for any (u, v) ∈ H2,1(D), the equation
dp = −
{
Lλ0p+M
k
λ0q
k + (λ− λ0)
[
(L1 − L0)u+ (M
k
1 −M
k
0)v
k
]
+ F
}
dt+ vkdW kt ,
with the boundary conditions p|t=T = φ and p|x∈∂D = 0, has a unique strong solution
(p, q) such that (p, q) ∈ H2,1(D). Then we define the operator
A : H2,1(D) → H2,1(D)
as follows:
A(u, v) = (p, q).
Note that A(u, v) ∈ H2,1(D). Then from estimate (4.26), we can easily obtain that for
any (ui, vi) ∈ H
2,1(D), i = 1, 2,
‖A(u1 − u2, v1 − v2)‖
2
H2,1(D) ≤ ‖A(u1 − u2, v1 − v2)‖
2
H2,1(D) (4.28)
≤ C|λ− λ0|‖(u1 − u2, v1 − v2)‖
2
H2,1(D). (4.29)
Recall that the constant C in (4.28) is independent of λ. Set θ = (2C)−1. Then the
operator is contraction in H2,1(D) as long as |λ − λ0| ≤ θ, which implies that equation
(4.27) is solvable if |λ− λ0| ≤ θ.
Equation (4.27) is solvable for λ = 0 in view of Proposition 4.6. Starting from λ = 0,
we get to λ = 1 in finite steps, and this finishes the proof of solvability of equation (1.1).
The proof of Theorem 3.1 is complete.
5 Some applications
5.1 A comparison theorem
The comparison theorem plays an essential role in the theory of PDEs and BSDEs. Ma
and Yong [15] gives some comparison theorems for strong solutions to the Cauchy problem
of degenerate BSPDEs by Itoˆ’s formula, which are improved by Du and Meng [5] under
the super-parabolicity condition. In this subsection, we prove the following comparison
theorem for the strong solution to BSPDE (1.1) and (1.3) in the general C2 domain.
Theorem 5.1. Let the conditions of Theorem 3.1 be satisfied, and (p, q) be the unique
strong solution to BSPDE (1.1) and (1.3). Suppose for any (ω, t), F (t, ·) ≥ 0 and φ ≥ 0.
Then p(t, ·) ≥ 0 a.s., for every t ∈ [0, T ].
The proof of Theorem 5.1 needs the following lemma. In what follows, we denote
a− = −(a ∧ 0) for a ∈ R.
Lemma 5.2. Let the conditions of Theorem 3.1 be satisfied. In addition, assume that ax
and σx are bounded (by a constant L). Let (p, q) be the strong solution of equation (1.2).
Then for some constant C,
E
∫
D
[p(t, x)−]2dx ≤ eC(T−t)
{
E
∫
D
[φ(x)−]2dx+ E
∫ T
t
∫
D
[F (s, x)−]2dxds
}
. (5.1)
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Proof. Define the function h : R→ [0,∞) as follows:
h(r) =

r2, r ≤ −1,
(6r3 + 8r4 + 3r5)2, −1 ≤ r ≤ 0,
0, r ≥ 0.
Then h is C2 and
h(0) = h′(0) = h′′(0) = 0, h(−1) = 1, h′(−1) = −2, h′′(−1) = 2.
For any ε > 0, define hε(r) = ε
2h(r/ε). The function hε has the following properties:
lim
ε→0
hε(r) = (r
−)2, lim
ε→0
h′ε(r) = −2r
−, uniformly;
|h′′ε(r)| ≤ C, ∀ε > 0, r ∈ R; lim
ε→0
h′′ε(r) =
{
2, r < 0,
0, r > 0.
Since ax and σx exists and they are bounded, equation (1.1) can be written into the
divergence form. Then applying Itoˆ’s formula for Hilbert-valued semi-martingales (see
e.g. [4, Page 105]) to hε(p(t, ·)), and from Green’s formula, we obtain that
E
∫
D
hε(φ(x))dx− E
∫
D
hε(p(t, x))dx
= E
∫ T
t
∫
D
{
− h′ε(p)Di(a
ijDjp+ σ
ikqk)− h′ε(p)
[
(bi −Dja
ij)Dip
− cp + (νk −Diσ
ik)qk + F
]
+
1
2
h′′ε(p)|q|
2
}
dxdt
= E
∫ T
t
∫
D
{
1
2
h′′ε(p)
(
2aijDipDjp+ 2σ
ikqkDip+ |q|
2
)
− h′ε(p)
[
(bi −Dja
ij)Dip− cp+ (ν
k −Diσ
ik)qk + F
]}
dxdt.
Setting ε→ 0, by Lebesgue’s Dominated Convergence Theorem, we have
E
∫
D
[φ(x)−]2dx− E
∫
D
[(p(t, x)−]2dx
= E
∫ T
t
∫
D
1{p≤0} ·
{(
2aijDipDjp+ 2σ
ikqkDip+ |q|
2
)
− 2p
[
(bi −Dja
ij)Dip− cp + (ν
k −Diσ
ik)qk + F
]}
dxdt.
For positive numbers δ, δ1, we have
2aijDipDjp+ 2σ
ikqkDip+ |q|
2 ≥ 2aijDipDjp− (1 + δ)|σ
iDip|
2 +
δ
1 + δ
|q|2
≥ [−2δK + (1 + δ)κ]|Dp|2 +
δ
1 + δ
|q|2,
−p
[
(bi −Dja
ij)Dip− cp+ (ν
k −Diσ
ik)qk
]
≥ −δ1(|Dp|
2 + |q|2)− C(K,L)δ−11 |p|
2.
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Taking δ and δ1 small enough (such that δ1 = min{−2δK + (1 + δ)κ,
δ
1+δ
} > 0), we have
E
∫
D
[φ(x)−]2dx−E
∫
D
[(p(t, x)−]2dx
≥ E
∫ T
t
∫
D
1{p≤0} ·
[
− C(κ,K, L)|p|2 − 2pF
]
dxdt
≥ E
∫ T
t
∫
D
[
− C(κ,K, L)|p−|2 − 2p−F−
]
dxdt
≥ E
∫ T
t
∫
D
[
− C(κ,K, L)|p−|2 − |F−|2
]
dxdt,
and this along with the Gronwall inequality implies the desired inequality (5.1).
Proof of Theorem 5.1. Due to Assumption 3.3, we can construct (e.g., by the standard
technique of mollification) two sequences an and σn with bounded first derivatives in x,
which converge uniformly (w.r.t. (ω, t, x)) to a and σ, respectively, with an, σn satisfying
the same assumptions as a, σ (with κ2 instead of κ). Then, in view of Theorem 3.1, the
following BSPDE (for each n){
dpn = −
(
aijnDijpn + b
iDipn − cpn + σ
ik
n Diq
k
n + ν
kqkn + F
)
dt + qkndW
k
t ,
pn|x∈∂D = 0, pn|t=T = φ
has a unique strong solution (pn, qn) ∈ H
2 ×H1, such that
9 pn 9
2
2 + 9 qn 9
2
1 +E sup
0≤t≤T
‖pn(t, ·)‖
2
1 ≤ C
(
9 F 920 +E‖φ‖
2
1
)
, (5.2)
where the constant C only depends on K, ρ0, κ, T and the function γ, and does not depend
on n. It is easy to check that the function pair (p−pn, q−qn) satisfies the following BSPDE{
du = −
(
aijDiju+ b
iDiu− cu+ σ
ikDiv
k + νkvk + Fn
)
dt+ vkdW kt ,
u|x∈∂D = 0, u|t=T = 0,
with u and v being the unknown functions, where
Fn = (a
ij − aijn )Dijpn + (σ
ik − σikn )Diq
k
n.
In view of (5.2) and keeping in mind the uniform convergence of an and σn, we have
9Fn90 → 0 as n→∞,
and this along with estimate (3.3) implies that for every t ∈ [0, T ],
pn(t, ·)→ p(t, ·), strongly in L
2(Ω×D).
On the other hand, it follows from Lemma 5.2 that pn(t, ·) ≥ 0 a.s. for every t ∈ [0, T ].
Hence we get p(t, ·) ≥ 0 a.s. for every t ∈ [0, T ]. The proof is complete.
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5.2 Semi-linear equations in C2 domains
Consider the following BSPDE:
dp(t, x) =−
[
aij(t, x)Dijp(t, x) + σ
ik(t, x)Diq
k(t, x) + F (t, x, p(t, x), q(t, x))
]
dt
+ qk(t, x)dW kt , (t, x) ∈ [0, T )×D;
p(t, x) = 0, t ∈ [0, T ], x ∈ ∂D;
p(T, x) = φ(x), x ∈ D.
(5.3)
Such a BSPDE is associated to a FBSDE in a similar way as shown in Tang [21].
Assumption 5.1. For any (u, v) ∈ (H10 (D)∩H
2(D))×H1(D;Rd1), the function F (t, x, u, v)
is predictable as a function taking values in H0(D). The function F is continuous
in (u, v). Moreover, for any ε > 0, there exists a constant Kε such that, for any
(ui, vi) ∈ (H
1
0 (D) ∩H
2(D))×H1(D;Rd1), i = 1, 2 and any (ω, t), we have
‖F (t, ·, u1, v1)− F (t, ·, u2, v2)‖0,D ≤ ε
(
‖u1 − u2‖2,D + ‖v1 − v2‖1,D
)
+Kε
(
‖u1 − u2‖0,D + ‖v1 − v2‖0,D
)
. (5.4)
Remark 5.1. Take F (t, x, u, v) = biDiu− cu+ν
kvk, and equation (5.3) becomes BSPDE
(1.1) and (1.3). Under the boundedness of b, c and ν, we can easily check condition (5.4)
by the interpolation inequality. On the other hand, we shall see that the strong solution
of BSPDE (5.3) belongs to H2,10 (D) (⊂ H
2,1(D)), which allows us to discuss equation (1.1)
with the coefficients c, ν blowing up near the boundary of D. However, we prefer not to
purse this issue any further in this paper.
Then we have the following
Theorem 5.3. Let the functions a and σ satisfy Assumptions 3.2 and 3.3. Let Assump-
tions 3.1 and 5.1 be satisfied. Suppose
F (·, ·, 0, 0) ∈ H0(D), φ ∈ L2(Ω,FT , H
1
0(D)). (5.5)
Then BSPDE (5.3) has a unique strong solution (p, q) ∈ H2,1(D) such that
‖(p, q)‖2H2,1(D) ≤ C
(
9 F (·, ·, 0, 0)920,D +E‖φ‖
2
1,D
)
, (5.6)
where the constant C only depends on K, ρ0, κ, T, the functions γ and Kε.
Proof. Step 1. First, we prove the a priori estimate (5.6) for the strong solution of equation
(5.3).
From estimate (3.3), there exists a constant C depending only K, ρ0, κ, T, and the
function γ, such that
‖(p, q)‖2H2,1(D) ≤ C
(
9 F (·, ·, p, q)920,D +E‖φ‖
2
1,D
)
.
On the other hand, in view of Assumption 5.1, we have
9 F (·, ·, p, q)920,D ≤ 2 9 F (·, ·, p, q)− F (·, ·, 0, 0)9
2
0,D +2 9 F (·, ·, 0, 0)9
2
0,D
≤ 4ε2
(
9 p 922,D + 9 q 9
2
1,D
)
+ 4K2ε
(
9 p 920,D + 9 q 9
2
0,D
)
+ 2 9 F (·, ·, 0, 0)920,D .
(5.7)
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Therefore, taking ε = (8C)−2, we have
‖(p, q)‖2H2,1(D) ≤ C
(
9 F (·, ·, 0, 0)920,D +E‖φ‖
2
1,D + 9p 9
2
0,D + 9 q 9
2
0,D
)
. (5.8)
Proceeding similarly as in the proof of Proposition 4.6, we can remove the last two terms
in the last inequality. Indeed, applying Itoˆ’s formula for Hilbert-valued semi-martingales
to [p(t, ·)]2, we have
‖p(0, ·)‖20,D =‖φ‖
2
0,D + 2
∫ T
0
∫
D
p
(
aijDijp+ σ
ikDiq
k + F (t, x, p, q)
)
dxdt
−
∫ T
0
‖q(t, ·)‖20,Ddt− 2
∫ T
0
∫
D
pqkdxdW kt .
Taking expectations, using the Cauchy-Schwarz inequality, and keeping (5.7) in mind, we
have for any δ > 0
9q 920,D ≤ E‖φ‖
2
0,D + 2E
∫ T
0
∫
D
p
(
aijDijp + σ
ikDiq
k + F (t, x, p, q)
)
dxdt
≤ E‖φ‖20,D + δ
(
9 p 922,D + 9 q 9
2
1,D + 9 F (·, ·, p, q)9
2
0,D
)
+ C(δ,K) 9 p920,D
≤ E‖φ‖20,D + δ
(
9 p 922,D + 9 q 9
2
1,D
)
+ C(δ,K)
(
9 p 920,D + 9 F (·, ·, 0, 0)9
2
0,D
)
.
Taking δ small enough and repeating (5.8), we have
‖(p, q)‖2H2,1(D) ≤ C
(
9 F (·, ·, 0, 0)920,D +E‖φ‖
2
1,D + 9p 9
2
0,D
)
,
where the constant C only depends on K, ρ0, κ, T, and the functions γ and Kε. Using the
Gronwall inequality, we obtain a priori estimate (5.6).
Furthermore, from a similar argument as above, we can prove the uniqueness of the
strong solution of BSPDE (5.3).
Step 2. We use the method of continuation to prove the solvability of BSPDE (5.3).
For each λ ∈ [0, 1], we consider the equation
dp = −
[
aijDijp+ σ
ikDiq + λF (t, x, p, q)
]
dt+ qkdW kt , p|x∈∂D = 0, p|t=T = φ. (5.9)
It is clear that the function λF satisfies Assumption 5.1 with the same Kε as F , and then
equation (5.9) has a priori estimate (5.6) for each λ with the same constant C.
Assume that for λ = λ0 ∈ [0, 1], BSPDE (5.9) has a unique strong solution (p, q) ∈
H2,1(D), for any φ ∈ L2(Ω,FT , H
1
0(D)) and any F ∈ H
0(D) satisfying Assumption 5.1
and condition (5.5). For other λ ∈ [0, 1], we can rewrite (4.27) as
dp = −
{
aijDijp+ σ
ikDiq + λ0F (t, x, p, q) + (λ− λ0)F (t, x, p, q)
}
dt+ qkdW kt .
Thus for any (u, v) ∈ H2,1(D), the equation
dp = −
{
aijDijp+ σ
ikDiq + λ0F (t, x, p, q) + (λ− λ0)F (t, x, u, v)
}
dt+ vkdW kt ,
with the boundary conditions p|t=T = φ and p|x∈∂D = 0, has a unique strong solution
(p, q) ∈ H2,1(D). Then define the operator
A : H2,1(D) → H2,1(D)
24
as A(u, v) = (p, q). Note that A(u, v) ∈ H2,1(D). Proceeding similarly as in Step 1, we
can easily obtain that for any (ui, vi) ∈ H
2,1(D), i = 1, 2,
‖A(u1 − u2, v1 − v2)‖
2
H2,1(D) ≤ ‖A(u1 − u2, v1 − v2)‖
2
H2,1(D) (5.10)
≤ C|λ− λ0|‖(u1 − u2, v1 − v2)‖
2
H2,1(D). (5.11)
Recall that the constant C in (5.10) does not depend on λ. Set θ = (2C)−1. Then the
operator A is a contraction in H2,1(D) as long as |λ− λ0| ≤ θ, which implies that (5.9) is
solvable if |λ− λ0| ≤ θ.
The solvability of equation (5.3) for λ = 0 has been given by Theorem 3.1. Starting
from λ = 0, we can reach λ = 1 in finite steps, and this finishes the proof of solvability of
equation (5.3).
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