Large arrays of microphones have been proposed and studied as a possible means of acquiring data in offices, conference rooms, and auditoria without requiring close-talking microphones. When such an array essentially surrounds all possible sources, it is said to have a large aperture. Large-aperture arrays have attractive properties of spatial resolution and signal-to-noise enhancement. This paper presents a careful comparison of theoretical and measured performance for an array of 256 microphones using simple delay-and-sum beamforming. This is the largest currently functional, all digital-signal-processing array that we know of. The array is wall-mounted in the moderately adverse environment of a general-purpose laboratory (8 mϫ8 mϫ3 m) . The room has a T 60 reverberation time of 550 ms. Reverberation effects in this room severely impact the array's performance. However, the width of the main lobe remains comparable to that of a simplified prediction. Broadband spatial resolution shows a single central peak with 10 dB gain about 0.4 m in diameter at the Ϫ3 dB level. Away from that peak, the response is approximately flat over most of the room. Optimal weighting for signal-to-noise enhancement degrades the spatial resolution minimally. Experimentally, we verify that signal-to-noise gain is less than proportional to the square root of the number of microphones probably due to the partial correlation of the noise between channels, to variation of signal intensity with polar angle about the source, and to imperfect correlation of the signal over the array caused by reverberations. We show measurements of the relative importance of each effect in our environment.
I. INTRODUCTION
There has been modest, but steady, research into microphone-array technology over the last ten years or so. Several special workshops have been held. [1] [2] [3] [4] Much of the work has been either theoretical 5, 6 or based on simulations using mathematical models for the array's performance and the characteristics of the environment. 7, 8 In most experimental papers, results have been based upon relatively small arrays having from two to twenty-one microphones. [9] [10] [11] [12] [13] Large arrays of microphones have been proposed and studied 7,14 -16 as a possible means of acquiring data in offices, conference rooms, and auditoria without requiring close-talking microphones. When such an array essentially surrounds all possible sources, it is said to have a large aperture. Large-aperture arrays have attractive properties of spatial resolution and signal-to-noise enhancement. 7 This paper presents a careful comparison of theoretical and measured performance of an array of 256 microphones using simple delay-and-sum beamforming. This is the largest currently functional, all digital-signal-processing array of which we are aware.
This work uses delay-and-sum beamforming for several reasons. Our ultimate goal is to build a high-quality system for speech recognition and recording that can track multiple moving talkers in the presence of noise. Any such system must first combine microphone outputs to maximize the signal from the desired source relative to competing noise or other sources. Of the known methods for doing this, delayand-sum is the simplest. The necessary filter can be constructed only knowing the effective source position, which can be derived strictly from the acoustical data. Precisely because it does not rely on the details of the acoustic environment, delay-and-sum is also robust, showing consistent, reproducible SNR gain and source isolation. Any algorithm of this kind tends to introduce artifacts as parameter values change to accommodate a moving talker. For delay-and-sum, it is straightforward to predict exactly when such effects will appear and to compensate for them. Finally, more powerful methods, such as matched filtering, [17] [18] [19] approximate inverse filtering, 20 and null steering 21 have a history of only working well in tightly constrained situations. In looking closely at the factors that affect how well delay-and-sum actually works, we hope to explore ways to overcome the limitations of other algorithms.
The array is wall-mounted in the moderately adverse environment of a general-purpose laboratory (8 mϫ8 m ϫ3 m). The room has a T 60 reverberation time of 550 ms, and there are from 8 to 44 discrete reflections above Ϫ20 dB in each channel. We present performance results for a large real-time system that can support up to 512 microphones. The hardware, called the Huge Microphone Array ͑HMA͒, has been fully described in Refs. 22 and 15 and the software and algorithms in Refs. 16, 14 , and 23. The front-end hardware has 32 modules, each of which does analog-to-digital conversion ͑16 bit͒ for 16 microphones and multiplexes that a͒ Electronic mail: hfs@lems.brown.edu data onto a fiber optic link to a central processing console. Data are transmitted in short bursts every 25.6 ms. The link is bidirectional with the uplink used to maintain both sample and frame synchronization. The console has 96 floating point DSPs that can give a sustained total computation rate of approximately 4 GFlops. All processors have access to all the microphone data and can exchange data with any other processor. Data transfer is directed by a PC workstation and the system output is available as either PC files or as outputs from a set of 12 DACs.
After some mathematical models are developed, we present computed results for the current arrangement of microphones but for an idealized environment in which ͑1͒ there are no reverberations or background noise, ͑2͒ microphones are point receivers at the nominal positions in the real array, and ͑3͒ the source location is known exactly.
The remainder of the paper explains and brings together data measured from the physical system with this simulation. One major problem in the comparison is the absence of any reverberant energy in the computed results even though the physical array is not in an anechoic chamber. A method to isolate the direct wave was proposed by Heyser, 24 in which a narrowband filter is used with a chirp. Called time-energyfrequency analysis, it has been described in detail in Refs. [25] [26] [27] [28] [29] . However, the technique used in this paper does not require the use of a narrowband filter and takes advantage of our entirely digital system to ensure very precise synchronization of repetitive test signals. Short chirps allow one to separate direct from indirect paths while long bursts of noise serve as a basis for measurements of room transfer functions. High signal-to-noise ratio measurements are possible by exploiting the precise repetition to reduce uncorrelated noise. We believe that this work explains the sources of performance variation for large-aperture array systems in realworld environments very well.
II. MATHEMATICAL MODELS
The acoustic sources for the present data were a series of small loudspeakers that could be moved accurately about the room. However, the main use of the array is for human speech so the source model must be general enough for both speakers and people. For both source types, the measured signal at point r m depends on the position of the source r s , the orientation of the source, and its excitation. In turn, both the position and orientation may be functions of time, so we write the signal as s(r m Ϫr s (t),r o (t),r e (t),t).
Here we have specified orientation in terms of two unit vectors attached to the source, one, r e , extending forward from the center of the source ͑whether from the cone or mouth as the case may be͒ and the other, r o , marking the nominally vertical axis. We simplified our measurements by always having speakers and talkers stand upright and by leaving the speaker in one position for the duration of a particular measurement. Commonly, people are observed to remain stationary for times long compared to the room reverberation time ͑in our case of T 60 ϭ550 ms͒. With these assumptions, the signal in the time domain becomes s(r m Ϫr s ,r e ,t), while its equivalent Fourier transform is S(r m Ϫr s ,r e ,). In the absence of scattering and reverberation and at distances several times the lateral extent of the source, S takes the form of spherical waves with phase and amplitude modified by a function of the relative direction between the emission direction vector and the source orientation vectors. Suppose we measure the signal directly in front of the source at unit distance and compensate for the wave propagation from the nominal source to the measuring point. This forms a practical working definition of the array excitation SЈ() such that
͑1͒
where v is the velocity of sound. The radiation pattern function, H S (,,), is complex and describes the modification of the source spectrum with emission angle. Its arguments, and , are the usual spherical angles describing the direction of emission, r m Ϫr s , relative to the axes defined by the source orientation vectors r o and r e . The values ϭ90°and ϭ0°describe propagation directly forward from the source along r e . There is a subtle assumption in writing H S that the angular spectral distribution is time independent. This is clearly appropriate for a loudspeaker, but people vary the size of the mouth opening during speech. They also have appreciable emission from the nose as well as the mouth, and the relative importance of each changes with time. Meuse has recently shown 30 by both experimental measurements and by modeling with spherically baffled ideal sources that mouth-related effects are very difficult to detect in a measured H S (,,). Here we consider them small secondorder effects that we neglect.
The signal received by any particular microphone, indexed by n, on the array can now be calculated by considering all possible paths from the source. Let H n R (,,r s ,r n ,) be the propagation transfer function for a signal that ultimately reaches microphone n at r n after starting in the direction defined by and . This function encapsulates the effects of frequency-dependent scattering but not the decrease in amplitude with distance imposed by the inverse square law, as that is included in the explicit distance factors. The microphone signal is
͑2͒
where d ns (,) is the path length along the particular path associated with a given emission direction. Note that the double integral is what is usually referred to as the room transfer function ͑RTF͒, but here it is explicitly a function of the source orientation through the emission angle dependencies of H S and H R . In situations with clear lines-of-sight from the source to all microphones, it is useful to separate the direct-path contribution to the microphone signal from the integral and to express the result as
where ns and ns are the pointing angles from source to microphone n relative to the source orientation axes. Because of the geometry of the environment, H n R will be impulsive with respect to the angles and , that is only a discrete, though large set of values of ( i , i ) will contribute to the integral. The double integral becomes a discrete sum in which some terms represent identifiable early discrete reflections. The remaining terms, even though still a discrete sum, produce the effect of later general reverberant energy that is more like noise than information. Recognizing the discrete nature of the terms making up the integral, we write,
where
is the transfer function for the ith signal path in this channel. In practice, it is possible to determine H S ( ns , ns ,) and ⌺ i R ns i (), but not H n R or the angles ( i , i ). The radiation pattern function H S (,,) is an important limit to how well signals from widely separated microphones can add coherently. Section VI includes measurements of this function for one of our speakers, while Sec. VII discusses measurements of room reverberation in terms of the intensity and delay associated with some of the discrete reflections of the room and of the total reverberant energy that does not contribute to the addition of signals in the beamformer.
A delay-and-sum beamformer first multiplies the Fourier transform of the output of each microphone by a complex delay factor equivalent to the distance between a given aiming point and the microphone itself. That is, if r A is the aiming point, let n A ϵ͉r n Ϫr A ͉/v be the propagation delay from the aiming point to microphone n, let n S ϵ(͉r n Ϫr S ͉)/v be propagation delay from the source to microphone n and multiply m n by e j n A . Then a per-channel weighting coefficient, W n , is applied and the resulting signals are added together to form the array output. In addition to the desired signal, each channel receives some noise, N n , from competing acoustic sources and from electrical effects in the microphones and analog-to-digital converters. Thus the output of a N microphone array is given by
͑5͒

III. THE ARRAY AND TESTING ENVIRONMENT
Our current array of 256 microphones, which has been used for all simulations and measurements, is in an 8. 
IV. COMPUTED RESULTS FOR AN IDEAL SYSTEM
In an earlier paper, we studied the optimization of microphone placement for a large array using a simplified ideal model, comparing three general positioning strategies. 7 This ideal model ignores reverberation and noise and assumes an isotropic point source. To obtain satisfactory agreement with measured results, we have found it necessary to retain at least the angular variation of the radiation pattern function. As the microphones are at roughly the same height as the source, there is no appreciable dependence on ns . With these assumptions, the array output, Eq. ͑5͒, simplifies to
The sum in Eq. ͑6͒ represents the complex beam pattern 32 function B(r s ,r A ,) at a sinusoidal driving frequency , i.e.,
The beam pattern may be thought of as the measured response of an array system that has been aimed to a single location r A as the source itself is moved through the room. ͓Alternatively, one could also consider the sum in Eq. ͑6͒ as the steered response function in which the array is steered to various locations with the source fixed. These are equivalent in the ideal case, but are not the same in a nonideal environment due to different reverberation patterns.͔ We typically express the magnitude of B in dB,
Equation ͑8͒ may be used to generate ideal, steady-state sinusoidal responses for the array. In Fig. 2 , we show the magnitude response at three locations, 20, 50, and 100 cm away from a fixed aiming point for an isotropic source ͓H S ( ns ,)ϭ1͔. These curves are representative of most similar calculations, showing a series of decreasing sidelobes separated by pronounced nulls. Null separation decreases with distance away from the aiming point and the sidelobe behavior is qualitatively similar to (sin u/u) 2 where u ϭx/v. At 20 cm displacement of the source from the aiming point, frequencies below 500 Hz are not affected very much by the beamformer, while frequencies above about 1300 Hz are all attenuated more than 12 dB. At 50 cm, only frequencies below 200 Hz are unaffected by the beamformer, and frequencies over 500 Hz have at least 12 dB of attenuation. At 100 cm, the frequency increment ͑100 Hz͒ of the plot is probably too coarse to show all details. Nevertheless, there is about 15 dB minimum attenuation of all frequencies over 500 Hz.
All signals of real interest are intrinsically broadband and any useful performance metric must take this into account. One way to compute such a metric is to replace B(r s ,r A ,) in Eq. ͑8͒ with a weighted sum over a range of frequencies. This is equivalent to computing the mean power for a hypothetical test signal with a known power spectral density normalized to give 0 dB response for a source at the aiming point. The variation of this quantity with position is the effective spatial resolution of the array. Let F( i ) be the normalized spectrum of the test signal. Then the array response is In Figs. 3͑a͒ and ͑b͒, the overall beamformer performance is shown over lines parallel to the y and x axes, respectively, through the source location for F( l ) chosen as a rectangular function giving unity weighting over the frequency range from 500 to 6000 Hz. The data demonstrate the effects of averaging over frequency and the broadband performance that might be expected. The null and peak behavior for sinusoidal sources is gone, yet an overall beam pattern is clear. The single main lobe width is quite narrow, measuring about 25 cm at Ϫ12 dB in Y and 65 cm at Ϫ12 dB in X and ultimate attenuation is better than 15 dB. As one would expect, for the x direction in which the aperture is about half that of y, the Ϫ12 dB spatial bandwidth is about twice that of Y.
V. MEASURING REVERBERATION CHARACTERISTICS WITH A SYNCHRONIZED TEST SIGNAL SYSTEM
Our hardware system includes a synchronized test signal system ͑STSS͒ that can repetitively produce an arbitrary programmable wave form synchronized to the received data with an accuracy guaranteed to about 50 ns, three orders of magnitude smaller than the 50 s sampling time. This implies that time data from many pulses can be successfully averaged. Thus, enhanced signal-to-noise measurements can be made that effectively remove all uncorrelated electrical and acoustic noise.
One such signal is the 8.9 ms chirp swept linearly in frequency from 2 to 6.5 kHz shown in Fig. 4͑a͒ as it is applied to the transducer. A typical microphone response is shown in Fig. 4͑b͒ , while the beamformed signal from all 256 microphones, uniformly weighted, appears in ͑c͒. Ten thousand chirp repetitions ͑this number of repetitions is only advantageous in highly stable environments, and many fewer would be used in most practical situations͒ were used with a delay of 1.2 s between them to guarantee that any residual power from one chirp was essentially zero before the next chirp. This averaging technique reduced any effects from background noise by at least 40 dB, ultimately allowing nearly 80 dB of observable reverberation effects. Note the following.
͑1͒ Following the end of the source chirp, reverberant energy remains very strong, only slightly weaker than from the excitation. It is readily detectable until about 440 ms.
͑2͒ At the beginning of the response, only the direct path signal is received, i.e., no reflections from this chirp have yet reached the microphone. The beginning of the response is an amplitude-modulated swept sinusoid for about 3 ms. The source transfer function determines the shape of the amplitude envelope.
͑3͒ After about 3 ms, a first reflection is detected and the shape of the output no longer resembles the original chirp. The advantage of the uniformly weighted beamformer is clear from Fig. 4͑c͒ . Reverberation effects after the end of the chirp signal have been reduced by more than 12 dB. The chirp itself is simply the electrical stimulus as amplitude modulated by the source transfer function. The positive effect of the weighted-delay-and-sum beamforming, even when uncorrelated noise is essentially removed, is clear; the reverberant energy in the desired signal has been reduced significantly.
VI. THE SOURCE RADIATION PATTERN FUNCTION
A 3 in., textile-dome, mid-range speaker, a Vifa model D75MX-30-08 ͑Ref. 33͒ was used for most of the experiments in this paper. ͓This speaker has six holes ͑0.9 cm diameter͒ drilled into the magnet area, allowing pressure relief and a significant back wave.͔ It was suspended on slender rods to minimize local reflection patterns. Measurements were taken by placing it on a tripod with a calibrated rotating head 65 cm from an omnidirectional microphone in the same room but as far from the walls and ceiling as possible. Acoustical foam was placed on portions of the floor and ceiling to attenuate the most important early reflections. The STSS was used as the source, averaging over 100 chirps to reduce noise by 20 dB. In Fig. 5 , the power in the direct wave is plotted for two different chirps. The solid line is for the first 4 ms ͑2000-4000 Hz͒ of an 8.9 ms linear chirp and the dashed line is for the first 4 ms ͑500-600 Hz͒ of a 72 ms logarithmically swept chirp.
The patterns are quite directional and frequency dependent. The solid line, representing an average frequency of 3000 Hz, shows attenuation greater than 6 dB for off-axis angles greater than 45°and reaches a loss of greater than 15 dB at the minimum response angle of 130°. The dashed curve for 600 Hz has broader lobes but still shows 6 dB attenuation beyond 80°. These curves are a direct measurement of the magnitude of the source radiation pattern function H S (,,). Each is an average over frequency of ͉H S (,,)͉ 2 for ϭ90°, as rotates over 360°. All our algorithms assume point sources and calculate delays based on the position of that point relative to the microphones. For macroscopic sources, it is possible that deviations in time of arrival as a function of angle might invalidate this assumption and degrade performance. To test the hypothesis, we used the data from the 8.9 ms chirp ͑2-6.5 kHz͒ and measured the time of arrival of the first zero crossing within the pulse. This is equivalent to measuring the group delay of the system around 2.2 kHz. We did a best fit of this data to a simple cosine function to remove the effect of the rotation axis not coinciding with the effective emission point. Figure 6 shows the delay variation with angle in terms of an equivalent distance. Over the front 220°, the total variation is less than 0.4 cm, which is within measurement error. Thus, in that range of angles the assumption of a point source appears to be quite justified.
The back of this particular source is vented through a set of six small holes, which give rise to an inverted back wave.
Near 120°-130°off axis, the front and back waves partially cancel, causing the minima observed in the amplitude patterns of Fig. 5 . That cancellation also introduces appreciable delay variations. In the approximately Ϯ30°from directly behind the speaker, the inverted signal again appears to emanate from a point, but that point is about 4 cm behind the effective source position of the front wave. Obviously if one wished to include signals from behind this source in forming a beam, compensation would be necessary both for the inversion and for the appreciably different ͑4 cm or 0.12 ms͒ delay.
VII. THE ROOM TRANSFER FUNCTION
Our room is not acoustically treated. Since reverberant energy has serious implications for applications of this array, particularly for speech recognition, we sought to characterize the room effects carefully. Using the 8. 4͑a͒, we measured reverberation decay for 0.78 s after the chirp for single microphones and for beamformed sums of 2, 4,8,16,...,256 microphone sets. Averaging data for 1000 chirps separated by 1.2 s for each data set allowed us to eliminate the effect of random noise and to reach almost 80 dB dynamic range. In Fig. 7 the relative powers ͑in dB͒ for 108-point ͑5.4 ms͒ segments are plotted with an advance of 50 points ͑2.5 ms͒. The data are normalized such that the peak of each experiment is 0 dB and occurs at about 80 ms after the onset of excitation. ͑Much of that 80 ms is processing latency.͒ The inset shows more detailed responses near the peaks. The reverberation time of a room, T 60 , is defined 31 as ''the time for the sound pressure level to decrease by 60 dB after the source has been cut off.'' Conventionally, this measurement is done using the slope of a loglinear plot. Our technique allows us to make this measurement in a noisy environment and even for the lower reverberation energy characteristic of a beamformed signal. There are a number of observations that may be made using Fig. 7 and its higher resolution inset graph of the first 50 ms of these data.
͑1͒ The slope of the highest of the curves ͑one micro- phone͒ indicates that the room reverberation time is about 550 ms. This curve is essentially the same for any of the omnidirectional microphones making up the array. ͑2͒ The inset figure quantifies the results from Fig. 4͑c͒ . For a single microphone, the response decays slowly after the chirp has been shut off. For 256 microphones, one can observe the expected spread due to the window used to compute power, but the residual signal 10 ms after the chirp is attenuated by 25 dB, versus about 12 dB for the single microphone.
͑3͒ Beamforming does not alter T 60 , but attenuates the entire reverberant energy by about 15 dB. This shortens the time for the reverberant energy to fall below any given threshold by approximately 100 ms.
A second experiment was conducted to obtain an accurate representation of the room acoustics. It used the STSS to generate 10 000 repetitions of 2.3 s of white noise, band limited to about half the sampling frequency ͑10 kHz͒. A reference microphone of the same type as used in the array was mounted 23 cm in front of the front plane of the source transducer. An effective room impulse response was calculated for each microphone by dividing the DFT of its response by the DFT of the referent signal and taking the inverse DFT of the ratio. This procedure removes the transducer transfer function and the microphone frequency response but leaves the effects from the source radiation function, room acoustics, and low-level reverberation in the referent channel. DFTs with 64 k points ͑3.27 s͒ were used so that the entire signal including all measurable reverberant energy is captured. Figures 8, 9 , and 11 show typical results.
In Fig. 8 , the first 50 ms of the impulse response for a microphone about 2.7 m directly in front of the transducer is shown. In Fig. 8͑a͒ the impulse response is shown on a linear scale, and in Fig. 8͑b͒ the magnitude is plotted in dB with the direct wave impulse set to 0 dB. About twenty discrete reflections over Ϫ20 dB may be seen over the first 13 ms following the direct wave. Looking at the 7.5 ms prior to the direct wave-the time it takes for the wave front to travel from the reference microphone to the array microphone-it is clear that the STSS technique has effectively eliminated the uncorrelated noise. time is defined pictorially in Fig. 8͑b͒ as the time of the last reflection peak greater than 20 dB below the direct peak. In Fig. 9͑a͒ , this interval of major discrete reflection peaks is plotted as a function of , the angle between the emission direction to each microphone and the normal to the front of the transducer. The apparent reverberation time increases by a factor of 5 or so when the microphones are at angles of Ϯ90°. Figure 9͑b͒ is a similar polar plot counting the number of discrete reflections above Ϫ20 dB. It is interesting to see that there are fewer than ten reflections for microphones directly in front of the source, while four or five times that number for microphones near Ϯ90°away from the source normal. The reason for both results is that the radiation pattern function makes the direct signal 12 dB weaker at a Ϯ90°o rientation. The room reflections, however, are approximately isotropic, that is, the reverberant energy and number of peaks per channel is about constant around the array. This is apparent in Fig. 10 , which shows the ratio of direct signal energy to reverberant energy and which essentially reproduces the shape of the radiation pattern function shown in Fig. 5 . Figure 11 shows the impulse response for the first 50 ms of the beamformed signal. All the significant reflections appear substantially reduced until all reverberation peaks have been reduced to no higher than Ϫ28 dB relative to the direct wave peak value. While two peaks remain that are very close to the time of the direct wave, they are too near the direct wave in time to be bounces off walls, floor, etc. Rather, we believe that these are due to reflection off the walls on which the panels are mounted. Although the microphones are mounted on 6 cm of foam, some energy still reaches the wall and is reflected back, a 20 cm ͑0.5 ms͒ round trip.
The magnitudes in dB of the single microphone and the beamformed impulse response are shown in Figs. 12͑a͒ and ͑b͒, respectively. The STSS has allowed us to eliminate most of the background noise for the single microphone, but the noise floor is about Ϫ50 dB judging from the data near the end of the plot. Here again, the reverberant energy decays exponentially, consistent with T 60 Ϸ550 ms. The improvement from the beamformer is quite evident in Fig. 12͑b͒ . The direct wave impulse is clearly 28 dB above any residual reverberation and remaining reverberation energy becomes unmeasurable beyond 250 ms. The noise floor relative to the peak of the direct wave is now about Ϫ60 dB. 
VIII. COMPARISON OF MEASURED PERFORMANCE TO MATHEMATICALLY SIMULATED PERFORMANCE
Ultimately, there are two closely related purposes that a microphone array serves. The first is to distinguish one source from another by providing spatial resolution beyond that of a single microphone, and the second is to improve the signal-to-noise ratio ͑SNR͒ for a given source relative to both background noise and reverberation effects. In applying an array to speech recognition, it is also important that the frequency response be reasonably flat so spectral features are retained. Also, the SNR relative to reverberations must be high so speech data are more like the product of a closetalking microphone. Using the STSS as a signal source, we have studied how the spatial resolution of our array is affected by reverberation and by either of two choices of weighting coefficients. We then looked at the SNR achieved at the aiming point for the same two sets of weights relative to a single, optimal reference microphone. Again the STSS source allowed us to separate the ratio of the direct-signalenergy-to-reverberation-energy from the ratio to backgroundnoise energy. Finally, the same data give some hint of the direct-wave frequency response.
Two data sets were taken for spatial resolution measurements by aiming the array at a fixed location, ͑0.379, 2.92, 0.007 m͒, and by then moving the source along a line parallel to the Y axis for 2.6 m centered about that aiming point. Previous work 16, 14 showed that measurement along a single line in the room is adequate to characterize resolution. The difference between the two data sets was the choice of weighting coefficients; ͑1͒ equal weights or ͑2͒ weights that were assumed to optimize the SNR at the aiming point. The signal was the same 8.9 ms chirp ͑linearly swept from 2 to 6.5 kHz͒ used earlier. The source moved in increments of 1 cm near the aiming point and 10 cm away from it. At each location, the output of the beamformer was averaged for 1000 chirps, attenuating background noise by Ϫ30 dB and essentially eliminating it. The system recorded 0.8 s of this averaged data. In Sec. VIII A we examine this data on different time scales to separate the effects of reverberation, and we compare those measurements with the theory of an ideal noiseless and reverberation-free system from Sec. IV. In Sec. VIII B, we attempt a similar analysis for the SNR and frequency response at the aiming point.
A. Spatial resolution
For each recording, we made three calculations; ͑1͒ the total energy in the first 3 ms of the received pulse, ͑2͒ for the first 8.9 ms, ͑3͒ for the first 150 ms. The data were normalized to the corresponding values for the source at the aiming point ͑see Figs. 15 and 16͒ . The geometry of the room is such that there is very little if any reverberation earlier than 3 ms, so energy on this time scale represents reverberationless conditions. However, when the source is away from the aiming point, the acoustic signals from some microphones emerge from the beamformer sooner than others. Far enough away from the aiming point, some microphones even receive no data in the 3 ms window. Because of this, the 3 ms data do not capture all of the direct signal energy and overestimate the array attenuation away from the aiming point. The 8.9 ms energy captures most of the signal pulse, and even at the extremes of source location, almost all microphones contribute some signal to the beamformer output. However, there is also some significant amount of reverberation energy mixed in. The 150 ms data contain all of the direct signal energy and over 90% of the reverberant energy.
Spatial resolution for long or quasicontinuous excitation is measured by the ratio of average power of the excitation to the average power at the array output. All measurements reported here are based on a short chirp excitation and on the integrated energy in the response for various response times. The 150 ms data capture essentially all of the system response. That total energy response ratio will equal the continuous power ratio if the power spectral density of the continuous signal is similar to the magnitude spectrum of the short excitation and if it also has a narrow autocorrelation peak. The spectrum of our test signal covers a broad range from 1500 to over 4000 Hz which includes the range that is important for any subtle speech discrimination. Thus, the 150 ms data are probably a fair representation of our array performance for real-world signals with substantial or important high frequency content.
Section IV presented an idealized mathematical model that neglected background noise, positional measurement errors, reverberation effects, and actual broadband signal spectra. Background noise could be successfully eliminated from the measurements by using the STSS to average enough pulses to make even second-order corrections for noise unnecessary. Errors in the aiming position were compensated by empirically determining where the array was aimed and reckoning change in position from that actual point. Thus, the main problem in comparing calculation to measurement came from the practical impossibility of adding a realistic reverberation model to the simulation. To do a reasonable comparison with measured spatial response required a measurement technique with minimal reverberation content and required attention to the signal spectra in the mathematical model.
The experiment was set up so that no significant reflection would occur for 3 ms, i.e., no reflection added less than about 1 m to the path. This allowed 3 ms or 60 points of simple direct-wave data at each microphone and, by extension, a similar amount of data in the beamformed output. Accumulating power over these first 60 nonzero points from the beamformer gave us a measurement of direct-wave power versus position. With appropriate adaptation, the ideal model can reproduce that data.
To calculate the ideal response to a 3 ms chirp, we used Eq. ͑7͒, which is the transfer function for the ideal array. Then, to predict an output from the system, we needed to multiply the transfer function by the DFT of the excitation and take the IDFT of the product. Because the ideal transfer function is identically 1 for the source at the aiming point, we made our calculations using the first 60 points of the measured beamformed output under this condition as the excitation, truncating the data at a zero crossing. The DFT magnitude spectrum of those points appears in Fig. 13 . Weights and microphone positions were taken from the data fed to the beamformer. Our source was not a spherical radia-tor, as was shown in the measurements of Sec. VI. In particular, there is an attenuation of about 12 dB for the chirp when the microphone is at an angle of 90°away from the front axis of the transducer. The measurements are affected by this source dispersion both by its attenuation of off-axis magnitudes and by any phase differences. We had no reliable data on the phase of the source radiation function and had only limited data on its magnitude as a function of angle from the front of the speaker. The data we did have, however, are an average magnitude for frequencies in the excitation band. These data were presented earlier in Fig. 5 . The quantity H S ( ns ,) in Eq. ͑7͒ was approximated as a frequencyindependent constant for each microphone by linear interpolation on the dB data underlying Fig. 5 .
Some results of this ideal calculation are shown in Fig.  14 . The model has been used to compute the beamformed output for three points along the line. The time axis has been chosen so that tϭ0 corresponds to the time relative to the transducer pulse at which a signal from a source at the aiming point will begin to emerge from the beamformer. In Fig.  14͑a͒ , at the aiming point, the chirp is 60-points long and starts at time zero. In Fig. 14͑b͒ , only 0.25 m away from the aiming point, the response has spread significantly, and in Fig. 14͑c͒, 2 m from the aiming point, the response is about 15 ms long. As expected, the magnitude, when aiming incorrectly, is significantly reduced. Notice that spreading occurs as both advance and retardation since the source gets closer to some microphones and further away from others. The implication for matching this calculation to the measured data is that only the first 60 points of the calculation with significant amplitude match the 3 ms experimental data and many of these points will come before the nominal time zero.
Figures 15 and 16 present the measured spatial resolution based on energy in the three intervals for uniformly weighted and SNR-weighted beamformers, respectively. It also includes the results from the mathematical model.
In comparing the 3 ms measured data to the data from the mathematical model, the shape of the peak and the attenuation about a meter from the aiming point match remarkably well. Inclusion of the radiation pattern function in the calculation significantly improves the match because away from the aiming point microphones far off the source axis are the largest contributors to the output. Attenuation at such angles is almost 10 dB and failure to take that into account leads to about 8 dB greater discrepancy with the measured data. There is a 3-5 dB difference in attenuation about 0.25 m to the right of the peak that is poorly understood.
While the agreement between model and experiment for the 3 ms data confirms the adequacy of the model and its parameters, it does not represent the actual attenuation of the array even for just direct-path signals. As is clear from Fig.  14͑c͒ , deliberately limiting power accumulation to 3 ms may underestimate the total output energy by as much as a factor of 3. The direct-wave asymptotic attenuation is, therefore, from 3 to 5 dB higher than the 3 ms data. This is similar to the observed energy in the 8.9 ms interval, which captures at least 70% of the direct wave energy but has a little reverberation energy mixed in. Apparently the 8.9 ms data are close to what one would observe for the whole system in anechoic conditions. The effect of reverberation is clear from the difference between the curves for the 8.9 and 150 ms accumulations. There is an approximately 3 dB decrease in the asymptotic attenuation over a wide range of source location. In our environment the total reverberant energy is about the same as the direct signal energy ͑cf. Fig. 10 , which shows this ratio varying from ϩ7 to Ϫ7 dB with the mean around 0 dB͒. With the source significantly away from the aiming point, the system essentially adds signal energies with no gain from correlation. The reverberation signals correlate poorly between channels and with the direct signals and so simply double the net received energy, accounting for the observed increase of 3 dB.
The effect of the choice of weighting coefficients is shown in Fig. 17 , which shows the 3 ms data for the two weight sets plotted against an expanded Y scale. Uniform weighting gives a slightly narrower peak than SNR weighting, which is expected since the latter reduces the effective aperture somewhat. ͑The weight sets are described in more detail with the SNR measurements.͒ The asymptotic suppression is similar for the two cases.
B. Performance at the aiming point
The two sets of weights were intended to explore optimization of the signal-to-noise ratio at the aiming point. One set provided equal weighting of all channels regardless of the channel SNR. The other set weighted channels by the ratio of signal amplitude to the mean-square-noise amplitude. This is known to be an optimum SNR weighting for a system with uncorrelated noise and no reverberation. 32 In calculating the SNR weights, the relative signal amplitude was determined from the first 3 ms of the individual channel responses. Perchannel noise energy was calculated by averaging several single-shot ͑unaveraged͒ measurements with the source turned off. Figure 18 shows the resulting weights normalized to the highest value. Note that the microphones in panel A ͑see Fig. 1͒ contribute less than their counterparts in panel H because of the high level of fan noise from the HMA console that is near the former set.
To calculate the measured SNRs, we computed the total energy in the first 8.9 ms of the beamformed data as the direct signal energy. The noise was estimated by averaging the energy in several 8.9 ms measurements of the beamformer output with the source turned off. The reverberant energy was extracted from the averaged beamformed data by computing the total energy from 9 to 300 ms. This ignores the reverberant energy during the last 6 ms of direct pulse time. Since the decay of reverberation energy in the room is approximately exponential ͑Fig. 7͒ with a time constant of about 61 ms, it is possible to make small corrections to the signal and reverberant energy calculations if one assumes that reflections begin approximately 6 ms after the pulse. Corrections are on the order of 10% and the residual errors from the overlap of signal and reverberation are of the same order. Table I summarizes the measured and calculated SNRs. For SNR-weighted beamformers with perfectly correlated signals and uncorrelated noise, the SNR of the output is given by
where a i 2 is the mean square signal in microphone i and N i 2 is the mean-squared noise. With similar assumptions, an equiweighted beamformer has a SNR given by
where a i is the rms signal energy in channel i. To provide a theoretical comparison to the measured data for the array, we calculated these SNRs from data for a set of single channel measurements. In using the same SNR models for both background noise and reverberation there is an implicit assumption that reverberation signals do not correlate between channels very well. The gain in signal-to-noise ratio for the array output over the best single microphone is about 10 dB for reverberant energy and 6 dB for background noise. If all microphones had the same starting SNR, the theoretical limiting gain would be ͱN or 24.1 dB. As the tabular data ͑Table I͒ indicate, the real signal quality limits the theoretical gain to about 18 dB. The observed gain is about 7-12 dB lower. This must be due to some combination of correlation of noise and reverberation between channels and the imperfect correlation of signals between channels. Measurements of the correlation coefficient between the signal from directly in front of the source to measurements around the source suggest that the two factors are of similar importance. The background noise is primarily acoustic ͑computer fan noise͒ from a location near one section of the array. The lower effectiveness of the array for noise may be due to the noise correlation caused by this geometry. Both theory and observation show a relatively modest gain of about 2 dB for optimal SNR weighting constants over equal weighting, particularly if the source is not close to the array. This suggests that optimal weighting is only useful if the computation required to implement it is very low cost or if the source gets very close to one part of the array. The frequency response for an ideal system at the aiming point is perfectly flat. Reverberation introduces fairly high-Q resonances in the room that make equilibrium sinusoidal measurements of frequency response quite problematic. To find an approximate frequency response of the actual system over a limited range of frequencies, we compared the first 8.9 ms of the beamformed signal to a measurement with a single microphone directly in front of the speaker. ͑This latter measurement was made during the speaker characterization described in Sec. VI under conditions that guaranteed no reverberation energy within the pulse duration.͒ The excitation was the 8.9 ms chirp ͑2000 Hz-6500 Hz͒ discussed in the following. The ratios of the magnitude spectra for equiweighted and SNR-weighted beamformers over 1500-6500 Hz to the forward reference spectrum are shown in Fig.  19 .
The peak response in both cases is at 2000 Hz. The relatively lower response at higher frequencies is largely due to the source radiation pattern, which shows reduced emission of high frequencies at angles away from the front of the source. At 2000 Hz, essentially all microphones contribute to the output. As frequency increases, progressively fewer microphones contribute because the radiation pattern narrows and they no longer receive significant signal energy. The curve for the equiweighted beamformer shows more highfrequency attenuation because the microphones at larger angles are weighted more than in the SNR-weighted beamformer. As these are more affected by dispersion, their loss has greater effect.
IX. SUMMARY AND CONCLUSIONS
In this first effort to understand the factors contributing to the performance of a large-aperture system in a real environment, we have successfully related results from an idealized, mathematical model to real measurements. A novel test source that provides precisely synchronized and highly repeatable acoustic signals allowed us to separate the directpath signal from the effects of reverberation and background noise. The direct-signal measurements reasonably match the predicted responses.
Our 256 microphone array using delay-and-sum beamforming shows broadband spatial discrimination in the form of a single central peak about 0.4 m in diameter at its 3 dB points. Asymptotic attenuation away from its aiming point is about 15 dB. A simulation model suggests that attenuation of the direct wave signals is about 18 dB. Reverberation energy in our environment is comparable to the direct signal energy and so approximately doubles the asymptotic output energy, decreasing the observed attenuation by 3 dB.
The signal-to-noise gain from using the array is about 10 dB for reverberation and 6 dB for background noise. Theoretical calculations show a limit of about 17 dB for both these cases. Interchannel correlation properties of the signal and noise components account for the differences ͑see Sec. VIII B͒. Within the constraints of a delay-and-sum system, only modest improvements are possible with optimal weighting, so calculating such weights is only practical with methods having a low computational cost.
The effect of source dispersion, as expressed in the radiation pattern function H S (,,), is significant in several ways. Some of the observed shortfall in expected SNR is due to imperfect correlation of signals emitted at different polar angles. A good dispersion model and a knowledge of source orientation could recover some of this loss. Second, since one needs position estimates to do beamforming, an orientation estimate is the only additional requirement for low-cost calculations of SNR optimized weights. Third, source dispersion generally imposes a non-negligible frequency response even for a source at the aiming point. Finally, it is a subtle but important point that the room transfer function ͑RTF͒ depends on source orientation through H S (,,). Any beamformer that exploits the RTF to improve SNR will have to take careful account of this effect. 
