In this paper, a two-phase hybrid particle swarm optimization (PSO) approach is used to solve optimal reactive power dispatch (ORPD) problem. In this hybrid approach, PSO is used to explore the optimal region and direct search is used as local optimization technique for finer convergence. The performance of the proposed hybrid approach is demonstrated with the IEEE 30-bus and IEEE 57-bus systems and also the performance of this hybrid PSO is compared with that of PSO, Evolutionary Programming (EP) and hybrid EP. The performance of the proposed method is compared with the previous approaches reported in the literature. The performance of hybrid PSO seems to be better in terms of solution quality and computational time.
1.INTRODUCTION
The Optimal Reactive Power Dispatch problem is a non-linear optimization problem with many uncertainties. The loads acquire reactive power for magnetizing purposes at no load conditions. The electric power loads vary from hour to hour. The change of load causes variation in the reactive power requirement. The reactive power will depend on voltage, so that the variation of load causes the variation of voltage. Hence the important operating task is to maintain the voltage within the allowable range for high quality consumer service. The objective of the ORPD is to minimize the system real power loss. This objective can be achieved by employing the various reactive compensation devices such as automatic voltage regulators (AVRs), tap changing transformers and shunt capacitors/reactors [1] .
A wide variety of conventional optimization techniques such as linear programming, Newton approach, interior point methods and dynamic programming [2] [3] [4] [5] [6] have been developed to solve ORPD problem. Generally these techniques suffer due to algorithmic complexity, insecure convergence, and sensitivity to initial search point. [7] .
The expert systems [8] , fuzzy logic [9] , AI approach [10] , fuzzy linear programming [11] , evolutionary programming (EP) [12] , are some of the heuristic techniques that have been used, recently, to solve the ORPD problem. The EP is suitable for solving global optimization problems like ORPD. The only disadvantage of EP is that it takes more computation time [13] .
This paper proposes a hybrid approach to the optimal reactive power dispatch problem. Particle Swarm Optimization (PSO) is one of the evolutionary computation (EC) technique based on swarm intelligence. It is sensitive to the tuning of its parameters and has a flexible mechanism to explore a global optimum point within a short calculation time [14] .
By employing the PSO initially the solution quality improves rapidly; later on obtaining the further improvement is very difficult and most of the computation time is spend over obtaining small improvements. To overcome this problem PSO is used for initial exploration and the local search (LS) technique is employed for finer convergence. The convergence of LS techniques depends on the initial search point and quickly finds the local optimum if the starting point is nearer to the optimum [15] . This paper employs direct search (DS) [16] as a LS technique.
The hybrid approach consists of two phases. In phase-1, PSO is employed to obtain the optimal region quickly and in phase-2, the DS with systematic reduction of the size of the search region [16] is used to find the local optimum. To validate the proposed hybrid method, it is tested on two IEEE standard test systems having non-linear characteristics. The results of the proposed hybrid approach are compared with PSO, EP and hybrid EP. The comparison exhibits the effectiveness of the proposed approach in terms of solution quality and computation time.
This paper is organized as follows: The reactive power dispatch problem is introduced in section 2. The swarm technique is briefed in section 3. The direct search technique is introduced in section 4. The hybrid approach is explained in section 5. Test cases and numerical solutions are presented in section 6. Conclusions are drawn in section 7.
2.PROBLEM FORMATION
The purpose of the ORPD is to minimize the system real power losses. The general ORPD with normal power system condition can be formulated [9] as follows:
The objective function is represented as: The power loss is a non-linear function of bus voltages, which are functions of control variables. The minimization problem is subject to operating constraints [9] , which are limits on various control variables (the inequality constraints) and power flow constraints (the equality constraints).
Equality constraints:
where, 
Discrete Control variable: 
The objective function of the target power system is calculated using load flow calculation with the above mentioned equality and inequality constraints.
3.PARTICLE SWARM OPTIMIZATION
The PSO algorithm was introduced by Kennady and Eberhart [17] . PSO is a swarm intelligence method for global optimization. It is a population based evolutionary algorithm. PSO is basically developed through simulation of bird flocking in two-dimension space. Bird flocking optimizes a certain objective function. It updates the population of individuals according to the fitness information, so that the individuals of population can be expected to move towards better solution areas. The position of each agent is represented by XY axis position and also the velocity is expressed by vx (the velocity along X axis) and vy (the velocity along Y axis). Modification of the agent position is realized by the position and velocity information.
Each agent knows its best value so far (pbest) and its XY position. This information is analogy of personal experiences of each agent. Moreover, each agent knows the best value so far in the group (gbest) among pbests. This information is analogy of knowledge of how other agents around them have performed. Namely, each agent tries to modify its position using the following information: -the current positions (x, y); the current velocities (vx, vy); the distance between the current position and pbest; the distance between the current position and gbest. This modification of positions can be represented by the concept of velocity. The following weighting function is usually utilized in (10): (11) where, w max = initial weight; w min = final weight; iter max =maximum iteration number, iter = current iteration number.
Using (10) and (11), a certain velocity, which gradually gets close to pbest and gbest, can be calculated. The current position (searching point in the solution space) can be modified by the following equation: (12) 
4.DIRECT SEARCH
The optimization procedure based on direct search is found effective in various problems. This method is very useful for the problems having more than one local optimum. It is used to locate the promising area to get the global minima [16] . This direct search optimization procedure is implemented as follows: Step1: The best solution vector from the phase-1 of the hybrid approach is used as an initial search point C(o) for phase-2. The initial range vector is defined as R(o) = range multiplication factor (RMF) * range (13) where, range = difference between maximum and minimum values of C(o) Step2: Generate N trial solution vectors around C(o) using: 
where, β = range reduction factor Step6: The algorithm proceeds to step2, unless it meets the stopping criterion.
5.HYBRID ALGORITHM FOR RPC
In phase-1 of the hybrid algorithm, PSO is employed to explore the whole search space and in phase-2, the DS is applied.
Phase-1 algorithm Step1: Initialization: Initial searching vectors and velocities are generated randomly.
Step2: The objective function for each particle in the initial population is evaluated using load flow calculation. p best is set to each initial searching point. The initial bestevaluated value among p bests is set to g best
Step3: Velocity updating: Using the global best and individual best of each particle, particle velocity is updated according to (10) Step4: Position Updating: Based on the updated velocities, each particle changes its position according to the (12).
Step5: The objective function to the new searching points and the evaluation values are calculated. If the evaluation value of each agent is better than the previous p best value, the value is set to p best . If the best p best is better than g best , the value is set to g best. All of g bests are stored as candidates for the final control strategy.
Step6: If the stopping criterion is met, then go to Step 7.
Otherwise, go to Step 3.
Step7: The phase-2 algorithm (given in section 4) is invoked.
6.TEST RESULTS AND ANALYSIS
The performance of the evolutionary algorithms PSO and EP and their hybrids called hybrid PSO and hybrid EP are evaluated. In hybrid EP, the phase-1 employs EP and phase-2 employs DS. The following is the stopping criterion for all the algorithms:
where, P(i) = value at current iteration; P(i-1) = value at previous iteration; ε = is a sufficiently small positive value and taken as 10 -5 .
6.1Description of the test systems
In order to validate the proposed hybrid approach, it is tested with two test systems having non-linear characteristics. 
6.3Testing Strategies
Since the proposed approach is the hybridization of PSO and DS, it is necessary to find the relative strength of each constituent. Four testing strategies are carried on the test systems.
1) The EP is applied 2) The classical PSO is applied.
3) The hybrid EP is applied.
4) The proposed hybrid PSO is applied.
The coding is written on MATLAB 6.5 package and executed in Pentium IV, 1.5 GHz, and 128 MB RAM processor.
6.4Results and Discussion
The convergence characteristics of all strategies for two test systems are given in Fig.1 and Fig.2 . From the convergence characteristics, it is learnt that PSO performs better than EP in terms of solution quality. For the first test case, EP takes around 35 iterations to converge, whereas the PSO takes only 25 iterations to converge. In the second test, the EP takes 30 iterations to converge; the PSO takes 40 iterations to converge. In both the test cases the PSO obtains the best solution than EP. The PSO is one of the evolutionary algorithms that do not use the survival of fittest concept. The PSO has no evolutionary operators such as crossover and mutation thereby the PSO is faster than EP. The PSO has the memory i.e., each particle is varied according to its past experience and relationship with other particles in the population which ensures near optimal solutions. Though the performance of PSO seems to better, almost there is no further improvement in solution quality and time is wasted in computation without improvement for many iterations. In general local search techniques have the advantage of solving the optimization problem quickly, though the results are very much dependent on the initial starting point; therefore they can easily be trapped at a local optimum [15] . Hence if one can make use of the advantages of both local search and PSO (in general evolutionary techniques) technique, the optimization algorithm can be made both effective and efficient. When the direct search (local search) technique with systematic reduction in size of the search region [16] is combined with the PSO and EP, the solution quality is improves than the PSO and EP strategies. The convergence characteristics clearly demonstrate the effectiveness of the hybrid approach over the EP and PSO techniques as it reaches the local optimal point with in 10 iterations. For all the two test cases, the hybrid PSO converges faster and rank first in the performance scale.
The Table III In the IEEE 57 bus system EP obtains 1.81% loss reduction, whereas for the classical PSO, the loss reduction is 2.42%. For the hybrid PSO saving is 4.80%. The PSO is faster than EP by 43 sec. The hybrid PSO is 94 sec (6 times) faster than EP and 50.17 sec (4 times) than PSO and 9 sec faster than hybrid EP. From the above facts it can be inferred that the performance of hybrid PSO is better than other methods PSO, EP and hybrid EP in terms of solution and computational time.
6.5Robustness test
The performance of the EC techniques cannot be judged by single run. If the algorithm gives consistent results, then the algorithm said to be robust. The 100 trial runs were performed for both the test systems. The results for the two test systems are given in Tables IV and V . The proposed hybrid method is compared with Multi Agent based Particle Swarm Optimization (MAPSO) [20] and Interior Point (IP) [21] for IEEE 30 bus system is given in Table VIII . 
7.CONCLUSION
A two-phase hybrid PSO method is proposed for optimal reactive power dispatch problem. The phase-1 uses the classical PSO, while local optimization by direct search is applied in phase-2. In order to validate the proposed approach, it is tested with two standard test systems having non-linear characteristics and the results are compared with other techniques reported in the literature. The proposed hybrid PSO is obtains lesser loss values than other strategies with lesser computational time. The robustness test is also conducted to verify the consistency of the proposed approach. It is observed from the repeated trial runs, the hybrid PSO approach always converged to near optimal solution. The test results show that, the proposed approach not only improves the solution quality but reduces the computation time also and suitable for optimal reactive power dispatch problem.
