Constraint-reduction schemes have been proposed for the solution by interior-point methods of linear programs with many more inequality constraints than variables in standard dual form. Such schemes have been shown to be provably convergent and highly efficient in practice. A critical requirement of these schemes is the availability of an initial dual-feasible point.
Introduction
where matrix A ∈ R m×n has full row rank. When n m, i.e., (D) involves many more constraints than variables, most constraints are inactive at the solution, and hence have no bearing on the solution. Such situations are detrimental to classical interior-point methods (IPMs), whose computational cost per iteration is typically proportional to n. Starting in the early 1990s, this has prompted a number of researchers to propose, analyze, and test constraint-reduced versions of these methods. (See, e.g., [DY91, dHRT92, Ton93, TAW06, WNTO10] . The term "constraint-reduced" was coined in [TAW06] .)
To the best of our knowledge, all existing constraint-reduced IPMs that are supported by analysis were obtained by grafting a constraint-reduction scheme into a dual-feasible method. Accordingly, they all require a dual-feasible initial point. This is an important limitation because such point is often unavailable in practice and in other cases it may be available but poorly centered, resulting in slow progress of the algorithm. Attempts at combining constraint-reduction schemes with infeasible IPMs were made in [TAW06] and [Nic09] with Mehrotra's Predictor-Corrector (MPC) method [Meh92] , and in [Nic09] with an algorithm from [Pot96] , with some numerical success, but no supporting analysis was provided, and indeed, it appears unlikely that these methods do enjoy guaranteed global convergence. In the present paper, we show how the need to allow for infeasible initial points can be addressed by making use of an 1 or ∞ exact penalty function, with automatic adjustment of the penalty parameter. In related work on constraint-reduced IPMs for quadratic programming, the algorithm proposed in [JOT10] does allow for initial infeasible points, which are handled by means of an 1 exact penalty function; a convergence analysis is provided, but it assumes the a priori knowledge of an appropriate penalty parameter value; it does not include a scheme for determining such value.
Exact 1 / ∞ penalty functions have been used in connection with IPMs in nonlinear programming [Arm03, TWB + 03, BSS09], in particular on problems with complementarity constraints [BSSV06, LCN06, SS06] , and in at least one instance in linear programming [BS07] . The dearth of instances of use of penalty functions in linear programming is probably due to the availability of powerful algorithms, both of the simplex variety and of the interior-point variety, that accommodate infeasible initial points in a natural fashion, even guaranteeing polynomial complexity in the case of interior point, e.g., [Pot94, Pot96] . Combining such (possibly polynomially convergent) infeasible interior-point methods with constraintreduction schemes has so far proved elusive, and the use of exact penalty functions is a natural avenue to consider.
In the present paper, as a first step, we consider a general framework (rIPM) for a class of dual-feasible constraint-reduced IPMs: those for which the dual objective monotonically increases. This framework encompasses, in particular, the algorithms proposed in [DY91] , [TAW06] and [WNTO10] . We prove convergence to a single point of the sequence of dual iterates for all methods that fit within the framework. Second, as the main contribution of the paper, we expand this framework to allow for dual-infeasible initial points in the case of primal-dual interior-point methods (PDIPs); we dub the resulting framework IrPDIP. The expansion features an exact ( 1 or ∞ ) penalty function and includes an iterative penalty adjustment scheme. The scheme is taken from [TWB 03] (where no assumption of linearity or even convexity is made), such boundedness was merely assumed. The scheme used in [BS07] may be an alternative possibility, though we could not ascertain that boundedness of the sequence of penalty parameters would then be guaranteed. Under minimal assumptions (strict primal-dual feasibility), it is proved that the penalty parameter value is increased at most finitely many times, thus guaranteeing that the sequence of such values remains bounded. The proof departs significantly from that in [TWB + 03], where strong non-degeneracy assumptions are invoked. Finally, we propose iteration IrMPC, obtained by fitting into IrPDIP the dual-feasible constraintreduced variant rMPC proposed and analyzed in [WNTO10] . We prove convergence to an optimal solution, starting from an arbitrary, possibly infeasible, initial point, and report promising numerical results.
The remainder of the paper is organized as follows. In section 2, rIPM is laid out and analyzed. In section 3, rIPM is extended, by incorporating an exact penalty function, to allow for infeasible initial points in the case of constraint-reduced primal-dual interior point, producing IrPDIP, which is then analyzed. In section 4, IrPDIP is specialized to the case of algorithm rMPC of [WNTO10] (a constraint-reduced variant of Mehrotra's Predictor-Corrector algorithm); the resulting algorithm is then analyzed. Numerical results are reported in section 5 and conclusions are given in section 6.
The notation used in the paper is mostly standard. Absolute value, comparison and "max" are meant componentwise. By e we denote the vector of all ones with size by context. We adopt the Matlab-inspired notation [v 1 ; v 2 ; · · · ; v p ] to denote a (vertical) concatenation of vectors (or matrices) v i , 1 ≤ i ≤ p. We write a certain subset of n := {1, 2, · · · , n} by Q and its complement by Q := n\Q. Given a n-vector x, x i is its i-th element, and x Q is a subvector of x with only those elements of x that are indexed in set Q. We denote by A Q a submatrix of A with only those columns of A that are indexed in set Q. Given a diagonal matrix X := diag(x), we let X Q := diag(x Q ). Except when specified, the norm · is arbitrary. The feasible set of the dual (D) is denoted by F, i.e.,
The active set for (D) at point y (with y not necessarily in F) is denoted by I(y), i.e.,
I(y)
:= {i : (a i ) T y = c i }.
A framework for dual-feasible constraint-reduced IPMs
Many interior-point methods for the solution of (P)-(D), including the current "champion", Mehrotra's Predictor Corrector [Meh92] , make use of an affine scaling direction ∆y a , solution of ADA
for some diagonal positive-definite matrix D, usually updated from iteration to iteration. For such methods, when n m, the main computational cost at each iteration resides in forming the matrix (2) is reduced by dropping all terms except those associated with a certain small working index set Q, the cost of forming it reduces from nm 2 to roughly |Q|m 2 . Conceivably, the cardinality |Q| of Q could be as small as m in nondegenerate situations, leading to a potential computational speedup factor of n/m. Ideas along these lines are explored in [DY91, dHRT92, Ton93, TAW06, WNTO10] where schemes are proposed that enjoy strong theoretical properties and work well in practice. (Interestingly, in many cases, it has been observed that using a small working set does not significantly increase the total number of iterations required to solve the problem, and sometimes even reduces it.) Several of these methods [DY91, TAW06, WNTO10] fit within the following general iteration framework.
Iteration rIPM
Parameters: θ ∈ (0, 1) and τ > 0.
, diagonal and positive definite.
Step 1 : Computation of the dual search direction ∆y
(ii) Select ∆y to satisfy
Step 2 : Updates (i) Update the dual variables by choosing a stepsize t ∈ (0, 1] such that
where
(ii) Pick Q + such that A Q + has full row rank.
Since A Q has full row rank, the linear system (3) has a unique solution. Hence Iteration rIPM is well defined and, since x + > 0 and s + > 0, it can be repeated indefinitely to generate infinite sequences. We attach subscript k to denote the kth iterate. Since for all k, x k > 0 and s k > 0, it also follows from (3) that
and further from (4) and (5) that the sequence {b T y k } is increasing. An important property of Iteration rIPM, established in Proposition 1 below, is that if the dual-feasible sequence {y k } remains bounded, then it must converge, and if it is unbounded, then b T y k → +∞. The proof makes use of the following lemma, a direct consequence of results in [Sai96] (see also [Sai94] 
then {y k } converges.
Proof. The first claim immediately follows from Theorem 5 in [Sai96] , noting (as in [Sai94] , section 4) that, for some ζ > 0, ζ∆y solves
(See also Theorem 7 in [Sai94] .) The second claim is proved using the central argument of the proof of Theorem 9 in [Sai96] :
where v is a bound on {|b 
Proof. We first show that {y k } satisfies (7) for some ω > 0. In view of (5), it suffices to show that, for some ω > 0,
Now, since ∆y a,k solves (3) and since A Q k has full row rank, and Q k ⊆ n, a finite set, it follows from Lemma 1 (i) that, for some φ > 0,
With this in hand, we obtain, for all k, using (4), . Hence (7) holds (with the same ω). To complete the proof, first suppose that {y k } is bounded. Then so is {b T y k } and, in view of Lemma 1 (ii) and of the fact that {y k } is feasible, we have y k → y * , for some y * ∈ F. On the other hand, if {y k } is unbounded, then {b T y k } is also unbounded (since, in view of Lemma 1 (ii), having {b T y k } bounded together with (7) would lead to the contradiction that the unbounded sequence {y k } converges). Since {b T y k } is nondecreasing, the claim follows.
The "build-up" algorithm in [DY91] , algorithm rPDAS in [TAW06] , and rMPC in [WNTO10] . In [DY91] and rPDAS, ∆y is ∆y a , and in rMPC , ∆y satisfies (4) with τ = 1 + ψ, where ψ > 0 is a parameter of rMPC . Hence, Proposition 1 provides a simpler proof for the convergence of dual sequence {y k } of [DY91] than that used in proving Theorem 3 of that paper; it strengthens the convergence result for rPDAS (Theorem 12 in [TAW06] ) by establishing convergence of the dual sequence to a single optimal point; and it is used in [WNTO10] (provisionally accepted for publication). Proposition 1 is also used in the next section, in the analysis of the expanded framework IrPDIP (see Proposition 2).
3 A framework for infeasible constraint-reduced PDIPs
Basic ideas and algorithm statement
The primal-dual affine-scaling direction for dual-feasible constraint-reduced problem
where S := diag(s) and X := diag(x). Gaussian elimination of ∆x Q and ∆s
Previously proposed constraint-reduced interior-point methods ( [DY91] , [Ye90] , [dHRT92] , [Ton93] , [TAW06] and [WNTO10] ) require a strictly dual-feasible initial point. Here, we show how this limitation can be circumvented with the help of an 1 or ∞ exact penalty function. Specifically, in the 1 case, we consider relaxing (D) with
where z ∈ R n , maximization is with respect to (y, z), and ρ > 0 is a scalar penalty parameter, with associated "primal" min c
Strictly feasible initial points for (D ρ ) are trivially available, and any of the algorithms just mentioned can be used to solve this primal-dual pair. It is well known (e.g. Theorem 40 in [FM90] ) that there exists a threshold value ρ * such that for any ρ > ρ * , if (y
We propose a scheme inspired from that used in [TWB 
when too small a value of ρ is used, such boundedness is not guaranteed. Indeed, the penalized problem associated to (10) is
and as seen from , problem (11) is unbounded, even though problem (10) is bounded. , 1), it is bounded but the minimizer y ρ * = 1 is infeasible for (10). When ρ > ρ * = 1, y ρ * = 0 solves (10) as desired.
In the 1 version of our proposed scheme, the penalty parameter ρ is increased if either ≥ 0 respectively, and where the factor z 0 /ρ 0 has been introduced for scaling purposes. Note that these conditions involve both the dual and primal sets of variables. As we will see though, the resulting algorithm framework IrPDIP is proved to be behave adequately under rather mild restrictions on how primal variables are updated.
Condition (12) is new. It ensures boundedness of {z k } (which is necessary for {y k } to be bounded), whenever {ρ k } is bounded; with such condition, the situation just described where {z k } is unbounded due to {ρ k } being too small cannot occur. Condition (13) Step 1 (i)) and rather general bounds on how the primal variables x and u should be updated ( Step 2 (ii)).
Iteration IrPDIP
Step 1 : Computation of search direction:
, ∆u, ∆y a , ∆z a , ∆s Q be the primal-dual affine-scaling direction (see (9)) for problem
The reason is that they are known to be active at the solution, and furthermore their contribution to normal matrix (2) is computed at no cost.
(ii) Select (∆y, ∆z) to satisfy
Step 2. Updates.
(i) Update the dual variables by choosing a stepsize t ∈ (0, 1] such that
(ii) Select [x + ; u + ] > 0 to satisfy
wherex
(iii) Pick Q + ⊆ n such that A Q + has full row rank.
(iv) Check the two cases (12) and (13 
Computational issues
The main computation in Iteration IrPDIP is the calculation of the affine-scaling direction in Step 1 (i). The primal-dual affine-scaling direction ∆x
where Z := diag(z) and U := diag(u). Eliminating (∆x Q , ∆u) and ∆s Q in system (20), we obtain the reduced normal system
where E Q is a submatrix of the n × n identity matrix consisting of only those columns that are indexed in set Q. Further eliminating ∆z a , we can reduce (21) to
where diagonal positive definite matrices D (Q) and D
are given as
(Since Q is selected such that A Q is full row rank, (24) yields a unique ∆y a .) By using the Sherman-Morrison-Woodbury matrix identity, D (Q) can be simplified to
The dominant cost in computing ∆x . In particular, the same speedup factor can be obtained as in the case of the dual-feasible rIPM.
Convergence Analysis
Iteration IrPDIP can be repeated indefinitely, generating an infinite sequence of iterates with the dual sequence {(y k , z k , s k )} feasible for problem (D ρ ). In section 2, the sole assumption on (P)-(D) was that A has full row rank. Below, we further selectively assume (strict) feasibility of (P)-(D).
In this section, we show that under mild assumptions the penalty parameter ρ in Iteration IrPDIP will be increased no more than a finite number of times. First, as a direct application of (6) transposed to problem (D ρ ), and of (14), (∆y, ∆z) is an ascent direction for (D ρ ). We state this as a lemma.
Lemma 2. Step 1(i) of IrPDIP is well defined and b
In view of (12), a necessary condition for ρ k to remain bounded is that {z k } be bounded. The latter does hold, as we show next. A direct consequence is boundedness of {b T y k } from above. Proof. We first show that {z k } is bounded. If ρ k is increased finitely many times to a finite value, say ρ * , then condition (12) must fail for k large enough, which implies that
ρ * for k large enough, proving the claim. It remains to prove that {z k } is bounded when ρ k is increased infinitely many times, i.e., when ρ k → ∞ as k → ∞.
By assumption, (P) has a feasible point, say x 0 , i.e.,
Since ρ k → ∞ as k → ∞, there exists k 0 such that
Since (y k , z k ) is feasible for (D ρ ) for all k, we have
Left-multiplying by (x 0 ) T ≥ 0 on both sides of (27) and using (25) yields
Adding ρ k e T z k to both sides of (29), we get
where we have defined
In view of (26) and (28), we conclude that z k satisfies
Hence, in order to show that {z k } is bounded, it suffices to prove that {ν k } is bounded. We show next that ν k+1 ≤ ν k , ∀k ≥ k 0 . Since in view of (26), ν k is positive for all k, this proves the boundness of {ν k }. To this end, first note that for each k, Lemma 2 implies that
where we have used (16). Together with (26), this implies that
Since ρ k+1 ≥ ρ k and since
in order to conclude that v k+1 ≤ v k for k ≥ k 0 , it is sufficient to verify that the function f given by
has a nonpositive derivative f (ρ) for all ρ satisfying (26). Since
(using (27) and (25)) ≥ 0, (using (28)) it is readily checked using (26) that
Hence {z k } is bounded, proving the first claim. It follows immediately from (29) that {b T y k } is bounded above, proving the second claim.
With boundedness of {z k } in hand, possibility that {ρ k } be unbounded will be ruled out by a contradiction argument. But first, we prove that the primal variables are bounded by a linear function of ρ k .
Lemma 4. There exists a constant
Proof. By the triangle inequality, it suffices to show that there exists C 1 and C 2 such that
Substituting (22) into (23), and using (18) and (19), we have
Solving (21) for [∆y a,k ; ∆z a,k ] and substituting it into (37) yields
with
k , U k and Z k are positive definite for all k, it follows from Theorem 1 in [Ste89] that the sequence {H k } is bounded. Therefore, (38) implies that there exist C > 0 and C 1 > 0, both independent of k, such that
proving the first inequality in (36). Now, without loss of generality, suppose
where α is a parameter in Iteration IrPDIP, and let
follows by induction. Indeed, clearly, it holds at k = 0, and if [x k ; u k ] ≤ C 2 ρ k at some iterate k, then since {ρ k } is nondecreasing, it follows from (17) and (39) that
If (P) is feasible, then Lemma 3 rules out the possibility that condition (12) is satisfied on an infinite sequence. Therefore, if, as we will assume by contradiction, ρ k goes to infinity as k goes to infinity, conditions (13) must be satisfied on an infinite subsequence. The next lemma exploits this. In that lemma and in Proposition 2 below, K ρ denotes the index sequence on which ρ k is updated, i.e.,
Lemma 5. Suppose ρ k → ∞ and (P) is feasible, then {Z kũk } and {S
and if furthermore (P) is strictly feasible, then {y
Proof. Since ρ k goes to infinity on K ρ and (P) is feasible, Lemma 3 implies that conditions (12) is eventually violated, so condition (13) must be satisfied for k ∈ K ρ large enough. In particular, there exists k 0 such that for all
andx
Since (first block row of (20)) ∆s
it follows from (41) that there exists δ > 0 such that
Using Lemma 4, equations (41) and (43), and the last three block rows of (20), we get
and S
which proves the first claim. Now, without loss of generality, assume that ρ k 0 > x 0 ∞ with x 0 a feasible point of (P), so that
Then, by our assumption in the second claim that ( 
On the hand other, from the second, third and fourth block rows of (20), and definitions (18), (19) and (15), we get
These two groups of equations yield
This implies that
Hence, for C large enough, we obtain
where the equality comes from the expansion of (48), and the inequality from (45), (42), and (44). Since u
and s k are nonnegative for k ≥ k 0 , we get
Since (see (46)
proving the second claim. Finally, if in addition (P) is strictly feasible, then we can select x 0 > 0, and (49) yields
proving that {s k } is bounded on K ρ . Boundednesses of {s k } and {z k }, together with equation (47) and full-rankness of A, imply that {y k } is bounded on K ρ .
We are now ready to prove that ρ k is increased at most finitely many times. The proof uses the fact that if (D) has a strictly feasible point, then for all y ∈ F, {a i : i ∈ I(y)} is a positively linearly independent set of vectors.
Proposition 2. If (P)-(D)
is strictly feasible, then ρ k is increased at most finitely many times, i.e., K ρ is finite. Furthermore, {y k } and {z k } converge to some y * and z * .
Proof. If the first claim holds, then after finitely many iterations, IrPDIP reduces to rIPM applied to (D ρ ), so the second claim follows by Proposition 1. It remains to prove the first claim. Proceeding by contradiction, suppose K ρ is infinite. Then there exists an infinite index set K and some Q ⊆ n such that Q k = Q, for all k ∈ K. In view of Lemma 3, since
Since lim k→∞ ρ k = ∞, it follows from (18), (19), the third block row of (20), and (51) that
Hence
where we have definedx
(Without loss of generality, we have assumed that λ k = 0, ∀k ≥ k 0 , k ∈ K.) Now, in view of Lemma 5, we have for certain constant C > 0 large enough,
Note that by (56) and (53), {y k } and {x Q k } are bounded on K, so in view of (53) and (57), there exists an infinite index set K ⊆ K such that
for somex Q * and some y * ∈ F (since z * = 0). Dividing by λ k and taking the limit on both sides of (55), we obtain S
On the other hand, the second block equation in (20) and equation (18) give
Dividing by λ k and taking the limit of both sides, and using (59), we obtain i∈I(y * )∩Qx
Now note from (50), (54) and (52) that
Since the strict feasibility of (D) implies positive linear independence of vectors {a i : i ∈ I(y * ) ∩ Q, y * ∈ F }, it follows from (60) and (61) that
Together with (59), we therefore havex
which is a contradiction to (58).
An ∞ version
Under a non-degeneracy assumption, 3 {z k } converges to zero, and thus {y k } converges to an optimal solution of (D). The proof of the following lemma is routine and hence omitted. Proof. Lemma 6 implies that the gradients of active constraints of problem (D ρ ) are linearly independent for all feasible (y, z). Applying the latter portion of Theorem 3.8 in [WNTO10] , we conclude that (y k , z k ) converges to a maximizer (y * , z * ) of problem (Dρ). Next, Proposition 3.9 of [WNTO10] implies that there exists an infinite subsequence K on which [x k ;ũ k ] converges to an optimal solution [x * ;ũ * ] of problem (Pρ) and on which
Thus conditions (i) and (ii) of (13) are satisfied on K. On the other hand, since ρ k =ρ for k ∈ K large enough, one condition in (13) must fail. It follows thatũ (20) and definition (19), we conclude thatũ
Hence, complementary slackness implies that z * = 0, and as a consequence, y * is an optimal solution of problem (D).
Numerical results

Implementation
IrMPC was implemented in MATLAB R2009a. All tests were run on a laptop machine (Intel R / 1.83G Hz, 1GB of RAM, Windows XP professional 2002). To eliminate random errors in measured CPU time, we report averages over 10 repeated runs.
The parameters for rMPC (in Step 1 (ii) and
Step 2 (i)-(iii) of IrMPC) were set to the same values as in section 5 ("Numerical Experiments") of [WNTO10] . As for the adaptive scheme (12)-(13), parameters were set to σ := 10, γ 1 := 10, γ 2 := 1, γ 3 := 100, γ 4 := 100, and the Euclidean norm was used in (12) and (13). We chose Q according to the most active rule (Rule 2.1 in [WNTO10] with = ∞), which selects the constraints that have smallest slacks s. Analogously to [WNTO10] , we terminated when
where we used tol = 10 −8
. We applied algorithm IrMPC on two types of examples: randomly generated problems and a problem in model predictive control.
Randomly generated problems
We generated standard- We generated 10 different random problems. The average CPU time and iteration count for solving those 10 problems for various values of |Q|/n (10 runs for each, hence 100 runs for each |Q|/n) are shown in Figures 2 and 3 for the 1 and ∞ versions, respectively. Point y 0 initialized as in (63) was infeasible for (D) for all generated problems. The fraction |Q|/n of kept constraints is showed in the horizontal axis with a logarithmic scale. The rightmost point, with |Q| = n, corresponds to no constraint reduction. As seen from both Figures 2 and 3, the CPU time decreases as |Q|/n decreases, down to as little as 1% of constraints. As was already observed in [TAW06] and [WNTO10] , the number of iterations remains constant for a large range of fractions |Q|/n. Note that, with no, or moderate constraint reduction, the ∞ version takes few iterations and less time to solve the problems than the 1 version, but the respective performances are similar with more aggressive constraint reduction. We have no explanation for this phenomenon.
Interestingly, even with no constraint reduction, IrMPC performs better than the original MPC (we used the version from [Wri96] on these problems) in our experiments: see dashed magenta lines on Figures 2 and 3. Note that unreduced IrMPC and MPC differs only in the choice of the initial point and in some safeguards introduced in [WNTO10] to guarantee convergence (see section 2.1 in [WNTO10] ). 
Model-predictive control
Model-predictive control (RHC) 4 is a paradiagram for controlling a physical dynamical system, by which the state of the system is measured at every (discrete) time t and, during time interval (t − 1, t), an optimization problem such as the following is solved:
respectively denote the state and the control input k time steps ahead of the current time, and positive integers M and N are control and prediction horizons, respectively; (65) is a model of the physical system being controlled; θ(t − 1) is state of the physical system measured (sensed) at time t − 1; parameters θ min , θ max , w min , w max , δw min and δw max are prescribed bounds; and constraints (69) restrict the rate of change of w. The optimization variables are the control sequence and state sequence, respectively denoted by 
Minimizing the objective function of (64) is then equivalent to minimize (t − 1, t) . As for the next state θ(t), we generated it using the dynamics A s θ(t − 1) + B s w(t − 1), i.e., we assumed for simplicity that the model used in the optimization is exact, and there are no perturbation.
The data we tested is from a rotorcraft hover control problem. We ran the controlled system starting at t = 1 ( [Fle95] .) The LP to be solved during each time interval has 160 variables and 1180 inequality constraints. We used the 1 version of IrMPC. Results with the ∞ version are similar and hence omitted. Figure 4 shows the CPU times used by the optimization runs during each of the 1000 time intervals in a 10 sec (real-time) simulation with sample time T s = 0.01 sec. (The first interval starts at 0 sec (t − 1 = 0) and the last one at 9.99 sec (t − 1 = 999)). In order to keep the figure readable, only every 10th time step is showed. Note that solving every LP with constraint reduction (red circles) takes close to or less than half of the time it takes without constraint reduction (magenta triangles). Because not all constraints of (75)-(81) are dense, constraint reduction did not afford a full fourfold ( 1180 300
) speedup. Figure 5 shows the effect of constraint reduction on the single LP at time 5.00 sec (t−1 = 499), which is a typical case. The CPU time needed to completely solve this problem decreases as the number of constraints kept decreases, all the way from 1180 till |Q| is as small as 200, i.e., includes approximately 17% of all constraints. For this LP, MPC takes much more time and iterations than IrMPC. Table 1 shows that 516 of the 1000 LPs begin with warm starts that are not strictly feasible points (NFIPs), the remaining 484 with strictly feasible initial points (FIPs). Because we used a warm start for the initial penalty parameter, only 5 problems started with too small initial penalty parameters (SIPPs), and we observed an increase of penalty parameter for those 5 problems only. For those 484 problems with strictly-feasible initial points, rMPC in [WNTO10] can be used instead of IrMPC, and we compared the respective times. For 95% (461 out of 484) of the instances, IrMPC took less time than rMPC , presumably due to the better ability of IrMPC to handle initial points close to the constraint boundaries. 
Conclusions
We have outlined a general framework (rIPM) for a class of constraint-reduced, dual-feasible interior-point methods that encompasses several previously proposed algorithms, and proved that for all methods in that class, the dual sequence converges to a single point. In order to accommodate important classes of problems for which an initial dual-feasible point is not readily available, we then proposed an 1 / ∞ penalty-based extension (IrPDIP) of this framework for infeasible constraint-reduced primal-dual interior-point methods. We showed that the penalty adjustment scheme in IrPDIP has the property that, under the sole assumption that the primal-dual pair is strictly feasible, the penalty parameter remains bounded.
An infeasible constraint-reduced variant of Mehrotra's Predictor Corrector (specifically, an infeasible variant of rMPC from [WNTO10] ), dubbed IrMPC, was then considered, as an instance of IrPDIP. IrMPC was analyzed, and tested on randomly generated problems and on a sequence of problems arising in an instance of model predictive control. The results show promise for handling both infeasible initial points and nearly infeasible warm starts. Indeed, on the model predictive control problem, IrMPC performed significantly better than (a version of) the original MPC, even when constraint reduction was turned off.
