We study the thermalization, after sudden and slow quenches, of an interacting model having a quantum phase transition from a Sachdev-Ye-Kitaev (SYK) non-Fermi liquid (NFL) to a Fermi liquid (FL). The model has SYK fermions coupled to non-interacting lead fermions and can be realized in a graphene flake connected to external leads. After a sudden quench to the NFL, a thermal state is reached rapidly via collapse-revival oscillations of the quasiparticle residue of the lead fermions. In contrast, the quench to the FL, across the NFL-FL transition, leads to multiple prethermal regimes and much slower thermalization. In the slow quench performed over a time τ , we find that the excitation energy generated has a remarkable intermediate-τ non-analytic powerlaw dependence, τ −η with η < 1, which seemingly masks the dynamical manifestation of the initial residual entropy of the SYK fermions. The power-law scaling is expected to eventually break down for τ → ∞, signaling a violation of adiabaticity, due to the residual entropy present in the SYK fermions.
In recent years, progress has been made in understanding non-equilibrium dynamics of isolated quantum systems after a quench, i.e. a sudden or slow change of the parameter(s) of the Hamiltonian with time [1] [2] [3] [4] . The quantum dynamics becomes particularly interesting when the quench is performed across a quantum phase transition (QPT). Remarkable universal scaling laws have been found between density of excitations generated by the quench and the quench rate when the parameters are tuned slowly through a quantum critical point [1, 2] .
However, the studies of dynamics after quench across a QPT are mostly limited to either integrable models [3, 4] or, non-integrable but weakly interacting systems with well defined quasiparticles on either side of the QPT [5] [6] [7] . Hence, the study of dynamics after a quench to systems where no quasiparticle description exists in one or both of the phases around the QPT, remains a relatively open field and is likely to provide completely new insights into quantum dynamics. For example, whether and how such systems eventually thermalize and how excitations are produced during the quench need to be understood. Such insights also have broader implications due to the recent development on the connections of dynamics of non-Fermi liquids (NFL) with information scrambling in black holes [8] [9] [10] .
The duality between NFLs and black holes has been explored very actively in recent years through the SachdevYe-Kitaev (SYK) model [8, 11, 12 ]. The SYK model describes N fermions interacting via all-to-all random fourfermion couplings and is exactly solvable for N → ∞. The indications of duality of the model with black hole in AdS 2 [13] comes from, (a) an emergent reparameterization symmetry [8, 12, 13] , (b) a finite zero-temperature residual entropy density S 0 , related to the BekensteinHawking entropy of the balck hole [8, 13] , and (c) a Lyapunov exponent, λ L = 2πT (k B = 1, = 1) [8, 10] , that saturates the conjectured upper bound [9] of chaos as temperature T → 0. The SYK model has motivated several new models [14, 15] for quantum gravity, and many interesting extensions to address questions related to, e.g., transport [16] [17] [18] [19] [20] and quantum phase transitions [21] [22] [23] [24] [25] , in strongly-correlated and disordered systems. fermions (red dots) on N sites, at time t = 0, is connected to lead (ψ) fermions (blue dots) on M sites, with a fixed fraction p = M/N , using random-quadratic couplings Viα with strength V . The SYK fermions interact via random quartic coupling J ijkl , whereas the ψ-fermions have random hopping amplitudes t ψ αβ . The coupling V is ramped up from 0 to a finite value over a quench duration τ , as depicted by the red arrow pointing into the page. After the quench the connected system is allowed to relax. If the system thermalizes for t → ∞, the possible final states are described by the p − T phase-diagram, where T is the final temperature. A critical point at pc = 1 separates the SYK NFL (p < pc) and the FL (p > pc). The low-energy NFL and FL behaviors persist up to the crossover scales ωNF L and ωF L, respectively.
There have been a few studies on non-equilibrium dynamics of SYK model [26] [27] [28] . Here, we study the nonarXiv:1903.09652v1 [cond-mat.str-el] 22 Mar 2019 equilibrium dynamics, post quench, in an extension of the SYK model proposed in ref. [21] . The model, schematically shown in fig. 1 , undergoes a QPT between a maximally chaotic SYK NFL and a weakly-interacting Fermi liquid (FL) with much slower scrambling rate, λ L ∝ T 2 . The residual entropy S 0 continuously vanishes at the transition to the FL and two crossover scales, ω N F L and ω F L , approach zero from either sides of the QPT ( fig. 1) . The model, being solvable in the large-N limit, gives the opportunity to explore the full non-equilibrium dynamics across the NFL-FL transition.
It is interesting to explore the qualitative differences in the thermalization process after the quench in the NFL and FL phases. Also, particularly for the quench from the NFL to FL, the finite T = 0 entropy (S 0 = 0) of the NFL, implies a violation of adiabaticity even for an arbitrary slow quench. It is then important to discern the dynamical process through which the residual entropy S 0 , akin to the putative Bekenstein-Hawking entropy, metamorphoses into thermal excitations in the FL. The latter has S 0 = 0, and hence even an arbitrary slow quench must lead to a finite temperature state, at the least having a thermal entropy that accounts for the T = 0 entropy of the initial NFL state.
To address the above questions, we study a time (t)-dependent version of the model in ref. [21] , namely
where
The model ( fig. 1 ), has two species of fermions -(1) the SYK fermions (c), on sites i = 1, . . . , N , described by the SYK model (eqn. (2a)) with random four-fermion (antisymmetrized) coupling J ijkl drawn from a Gaussian distribution with zero mean and variance |J ijkl | 2 = J 2 ; and (2) the lead fermions (ψ), on a separate set of sites α = 1, . . . , M connected via random all-to-all hopping t ψ αβ (eqn. (2b)). The SYK and the lead fermions are quadratically coupled via V iα ; t ψ αβ and V iα are complex Gaussian random variables with zero mean, and variances |t ψ αβ | 2 = t 2 ψ and |V iα | 2 = V 2 , respectively. We consider half filling and have set the chemical potential to zero [21] . The model is exactly solvable for N, M → ∞ with a fixed ratio p = M/N , that is varied to go through the QPT between NFL and FL at a critical value p = p c = 1 [21] . A solid-state realization of the model has been recently proposed [29] in graphene nano flake under a perpendicular magnetic field and connected with leads. In that case, N is determined via the number of flux quanta through the flake and M is equal to the number of channels in the leads. Hence p can be tuned via the magnetic field to go across the QPT [29] .
Here, we make the coupling V time dependent (see eqn. (2c)). In particular, we perform geometric quenches (Fig.1) by switching on the coupling between the two initially disconnected subsystems (f (t < 0) = 0), (a) suddenly such that f (t) = (V f /V ) for t ≥ 0, and (b) by slowly ramping up the coupling over a time τ , i.e. f (t) = (V f /V )r(t/τ ) for 0 < t ≤ τ and f (t) = (V f /V ) for t > τ . The final coupling strength is V f , and r(x) is a ramp function, e.g. r(x) = x. For t < 0, the disconnected subsystems, with a preset site-ratio p, are individually kept at their own thermal equilibria at initial temperatures T c i and T ψ i . We take T c i , T ψ i → 0 so that SYK and lead fermions belong to the NFL and (non-interacting) FL states, respectively. As shown in Fig.1 , for t → ∞, depending on whether p < 1 or p > 1, the coupled system eventually is expected to thermalize to either the NFL or the FL state, respectively. In any case, one of the subsystems always undergoes a transition, either from FL to NFL or vice versa, under the quench.
Our main results are as follows -(1) In the sudden quench, we find a dynamical transition at p = p dyn c > 1. For p < p dyn c , a thermal state is reached rapidly through collapse-revival oscillations of the quasiparticle residue of the lead fermions, whereas, for p > p dyn c , the system fails to thermalize within the accessible time and the quasipartcle residue evolves through multiple prethermal plateaus.
(2) In the slow quench, we find that the excitation energy ∆E(τ ) generated during the quench has a non-analytic power-law dependence τ −η for large but intermediate values of τ for any p. The exponent η (< 1) strongly depends on p. The QPT between NFL and FL manifests itself as a minimum in η(p) at p = 1. This is a distinctive signature of equilibrium QPT in the non-equilibrium evolution. (3) The power law ∆E(τ ) ∼ τ −η , implying ∆E(τ → ∞) = 0, is surprising and suggests a lack of manifestation of the residual entropy S 0 in the non-equilibrium dynamics. We find an indication of a deviation from the intermediate-τ power law for large τ , presumably signaling a violation of adiabaticity due to S 0 .
Non-equilibrium evolution: We use standard Schwinger-Keldysh non-equilibrium Green's function technique [30, 31] (see supplemental material (SM) [32] , SM S1) to study the quenches described above. We numerically integrate the Kadanoff-Baym (KB) equa-
, on the Keldysh contour [30, 31] C with forward (+) and backward (−) branches, such that contour variable z = (t, ±) and δ C (z 1 , z 2 ) is the Dirac delta function on C (see fig. S1 ). We write the above KB equations in a causal form and use a predictor-corrector algorithm to integrate them (see SM S2). The KB equations are obtained from the large-N saddle point equations of the Keldysh action [30] , written in terms of the 'bilocal collective fields, G c (z 1 , z 2 ) = (−i/N ) i c i (z 1 )c i (z 2 ) and
) and their conjugate 'self-energy fields' Σ s (z 1 , z 2 ) (s = c, ψ). Here (c i ,c i ) and (ψ α ,ψ α ) are the Grassmann variables for the SYK and lead fermions, respectively. We obtain disorder averaged local non-equilibrium Green's functions, greater (>), lesser (<), and retarded R, from G c (z 1 , z 2 ) at the saddle point, e.g. [32] , where the over-line denotes disorder average. We integrate the KB equations starting from t 1 , t 2 = 0 with the initial equilbrium Green functions, e.g. G < s (t 1 , t 2 ) = G < s (t 1 − t 2 ) with −∞ < t 1 < 0, −∞ < t 2 < 0, for the disconnected SYK and lead fermions. The equilibrium Green's functions are obtained by solving Schwinger-Dyson equation (see SM S3) with the large-N equilibrium self-energy [21] . The details of the quench protocol, i.e. the time-dependence of H(t) is encoded in the local self-energies Σ >,<,R s (t 1 , t 2 ), which could be exactly calculated at the large-N saddle point.
We obtain the time-dependent expectation value of an observable O(t), i.e. O(t) ≡ Tr[ρ(t)O(t)] (see SM S6), using the Green's functions. Here ρ(t) is the timedependent density matrix and O(t) includes the explicit time dependence, if any, of the observables. We track the contributions of the individual terms in eqn.
(1) to the total energy E(t) = H(t) , e.g. E cψ (t) = H cψ (t) . Since the whole system is isolated, we estimate the expected temperature T f of the putative thermal state at long times from the total energy E(t) = E f , which is conserved after the quench. In a thermal state for the post quench Hamiltonian H f , the total energy E f corresponds to an unique temperature T f , which determines the properties of the system at long times (t → ∞), if the coupled system eventually thermalizes.
Sudden quench: We first discuss the case when the sub-systems are connected at t = 0 by abruptly switching on the coupling from 0 to V f . We take J = 1, t ψ = 1, V f = 1 and low initial temperatures, T c i = 0.05 and T ψ i = 0 [33] . We verify the numerical stability of the integration algorithm by checking energy conservation after the quench. It can be shown that the the sudden switching on of the coupling term (eqn. (2c)) for the particular initial density matrix does not do any work, and the quench is an iso-energetic process (see SM S7 1). However, the sudden quench still leads to a rather high final temperature T f ∼ 1 (see fig. S5 (b) in SM).
Before the quench, the lead fermions are noninteracting and the single-fermionic excitations are sharply defined at T ψ i = 0. We use this fact by computing an energy resolved time-dependent occupation, n ψ ( , t) = −iG < ψ ( ; t, t), for the lead fermions. Here are the eigenvalues of the orthogonal orbitals that diagonalize the quadratic Hamiltonian in eqn. (2b), i.e. H ψ = ψ † ψ and the energy-resolved Green's function G < ψ ( ; t 1 , t 2 ) is obtained by integrating the KB equation,
along with KB equations for the collective fields; here Σ ψ is the local self-energy obtained after averaging over the random couplings V iα (see eqn. (S1.9)). The quasiparticle residue, z ψ (t) = n ψ (0 − , t) − n ψ (0 + , t), is obtained from the occupation discontinuity at the chemical potential = 0.
Collapse-and-revival oscillations and prethermal plateaus: If the coupled system thermalizes, z ∞ ψ = z ψ (t → ∞) is expected to vanish for any p, in the NFL phase, due to the destruction of quasiparticles or/and the finite temperature of the final state. The latter also makes z ∞ ψ = 0 in the FL phase. As shown in figs. 2(a)-(d), the collapse of the quasiparticle residue happens through two very different routes -(a) for p < p dyn c , z ψ (t) undergoes collapse-and-revival oscillations ( fig. 2(c) ), much like those seen in the interaction quench to Mott insulating regime in the Hubbard model [7] ; and (b) for p > p dyn c , z ψ (t) shows multiple long prethermal plateaus ( fig. 2(d) ). The critical value p dyn c for the dynamical transition is greater than the 'equilibrium' critical ratio p c = 1. For p > 1, the system ends up in the quantum critical regime, if T f is greater than the FL coherence scale, ω F L (see fig. 1 ). The collapse-and-revival oscillations are seen both in the NFL and in the quantum critical region ( fig. 1 ). This suggests that p dyn c is the point where T f becomes comparable to ω F L . For V f = 1, we find p dyn c ≈ 1.5 from z 1 (p) → 0, where z 1 is the residue at the first maximum of the oscillations (see fig. 2(c) inset) .
In contrast to the interaction quench [7] in Hubbard model, where the collapse-and-revival oscillations originate from on-site Hubbard repulsion, in our model, the collapse-and-revival oscillations is linked to a soft hybridization gap in the lead fermions. The gap appears due to hybridization (eqn. (2c)) between the SYK and lead fermions, and closes at the NFL-FL transition (SM S5). In fact, we observe a similar dynamical transition, albeit with different p Long-time steady states: The crucial aspect that distinguishes the non-interacting (SM S4) and the interacting (eqn. (1)) models is the long-time steady states. As shown in the insets of fig. 2 (e), E cψ (t) reaches the thermal expectation corresponding to the temperature T f very rapidly for p < p dyn c , whereas there is a drastically slow, albeit finite, relaxation rate for E cψ (t) towards the thermal value for p > p dyn c ( fig. 2(f) inset) . In contrast, E cψ (t) does not tend to relax to the expected thermal value for any p in the non-interacting model (see SM S7 3, fig. S7(a)-(b) ). We further analyze the steady state by computing the Green's functions
iωt as a function of T = (t 1 +t 2 )/2. In the steady state, G s (T , ω) becomes independent of T . Moreover, for a thermal steady state at T f , the steady-state occupation function f We find that the FDT is never satisfied for the noninteracting model at any p (see SM S7 3, fig. S7(c)-(d) ). This is, of course, expected for the non-interacting case, where the long-time steady state is described by a generalized Gibbs ensemble (GGE) instead of the usual thermal Gibbs ensemble [2-4, 32]. Nevertheless, even in the interacting model, the FL phase shows an approximate GGE behavior by attaining a prethermal steady state within the time accessible in our numerical calculations. The prethermal GGE will presumably relax to a thermal state over a much longer time scale [4, 34] . Similar behaviors have been seen for quenches to phases with welldefined quasiparticle in other interacting models [35] . In contrast, the strong interaction leads to rapid thermalization for the NFL phase. Hence the sudden quench in the interacting model demonstrates drastically different thermalization dynamics between the NFL and the FL phases even when the quench leads to a substantially high-temperature final state. Slow quench: We next consider the situation where the coupling is changed slowly through a ramp, r(t/τ ), over an interval τ . In this case, we keep both the subsystems at some low initial temperature T c i = T ψ i = T i for t < 0 and define a measure of excitation energy [36, 37] , ∆E(τ ) = E(τ ) − H(τ ) Ti , produced during the quench. Here H(τ ) Ti is the thermal expectation of energy for the final Hamiltonian H(τ ) at the initial temperature T i . As shown in fig. 3(a) , remarkably, we find that ∆E(τ ) ∼ τ −η(p) with η(p) < 1, i.e. ∆E(τ ) follows a nonanalytic power-law scaling with the quench duration τ over a large range of intermediate τ values. The exponent η depends strongly on p and exhibits a clear minimum around the QPT at p = 1 (see fig. 3 (b)), revealing signatures of equilibrium QPT in the non-equilibrium evolution, and implying the slowest approach to adiabaticity at the QPT. We also find non-analytic scaling for the quench in the non-interacting model (see SM S8 2). However, the exponent has a very weak dependence on p (see fig. 3 (b) inset). The non-analytic power laws cannot be explained through a standard adiabatic perturbation theory [1, 37, 38] . We find the exponent to depend on ramp shape as well (see SM S8 1). This is also not expected from adiabatic perturbation theory for an exponent η < 1 [37] .
As mentioned earlier, we do not expect such power law behavior to persist for any finite p for τ → ∞, due the initial residual (T = 0) entropy present in the NFL subsystem. We see an indication of a deviation from the intermediate-τ power law for p = 10 around τ ∼ 30 − 40 ( fig. 3(a)(inset) ). From the intermediate-τ power law, we can estimate a time scale where the power-law scaling is expected to be completely violated due to the initial residual entropy (see SM S8 3). This mechanism of the violation of adiabiticity due to S 0 is completely different from the hitherto known routes [2] of adiabaticity breaking.
As shown in fig. 3 (c), a steady-state value of E cψ (t), consistent with the thermal value is attained very rapidly within the NFL for any quench duration τ . In contrast, a 'glassy' behavior is seen within the FL, where E cψ (t) relaxes very slowly for small τ , but relaxes almost instantaneously for larger τ values (see fig. 3 (d)). The τ dependence of relaxation will be studied in detail in a future work.
In conclusion, we studied quenches in an exactly solvable strongly interacting large-N fermionic model that exhibits a NFL-FL transition. Due to the unique features of low-temperature state of SYK model, namely strongly interacting fermionic excitations and residual zero-temperature entropy, we are able to probe completely unexplored regime of out-of-equilibrium quantum many-body dynamics compared to previous studies of integrable and weakly-integrable systems. These unusual features of the SYK model lead to remarkable intermediate non-analytic scaling of excitation production with the duration of quench and the eventual breakdown of quantum adiabaticity. In future, it would be interesting to analyze the dynamics of the conversion of the zerotemperature residual entropy into thermal excitations in the context of the dual gravity theory and the problem of black hole evaporation.
Acknowledgement -We thank Ehud Altman for many insightful discussions. We also thank Diptiman Sen, Joel Moore, Vijay B. Shenoy, Emil Uzbashyan, Soumen Bag, Renato Dantas and Paul A. McClarty for useful discussions. SB acknowledges support from The Infosys Foundation, India. We find the non-equilibrium Green's functions and the Kadanoff-Baym equations that they satisfy using the Schwinger-Keldysh closed contour formalism. To do this we take the time-dependent Hamiltonian H given in eqn. (1) and write the Schwinger-Keldysh action [30] as via the function f (z), which is defined as
The non-equilibrium generating functional for obtaining time-dependent expectation values is defined as
whereρ is the initial density matrix at which the system has been prepared in and U (t 1 , t 2 ) is the time evolution operator for the system defined as
Here, T andT refer to time ordering and anti-time ordering operators respectively. We make the following two assumptions. First, the initial density-matrixρ is independent of any disorder, and all the disorder dependence has been pushed into the time evolution operators. Second, the disorder is switched on sometime in the infinitely long past so that our system has enough time to equilibrate to the conditions created by the disorder dependent Hamiltonian. These assumptions allow us to implement the averaging of Z neq over all disorder realizations as follows
where P [.] s are the Gaussian probability distributions for the couplings J ijkl , t ψ αβ and V iα appearing in Eq.(1). Performing the Gaussian integrals, we arrive at the disorder averaged action
(S1.6)
Saddle Point Equations
In order to obtain the saddle-point equations for the contour action in eqn. (S1.6) we introduce the large-N fields
that live on the contour, and the Lagrange multipliers Σ c,ψ (z 1 , z 2 ). In the above equation, we have anticipated that the fields G, Σ will end up to be the contour versions of the Green's function and the self-energy, and therefore, chosen the notation accordingly. Using the large-N fields and the Lagrange multipliers and after integrating out the fermions we end up with the action
where the matrix (i∂ 1 + µ)1 has elements of the form (i∂ z1 + µ)δ(z 1 − z 2 ). The elements for matrices Σ c , Σ ψ are Σ c (z 1 , z 2 ), Σ ψ (z 1 , z 2 ) respectively. The new action S which is now a functional of G and Σ can be extremized w.r.t to the said terms to produce the saddle point equations
where G −1 is the inverse of the matrix G with its elements given by G(z 1 , z 2 ). Eqn. (S1.10) can be written in a form that does not involve inverses of any matrix G or Σ. This is achieved by multiplying the appropriate equations in eqn. (S1.10) by the matrix G s , where s = c, ψ, from the right, giving us
which is a integro-differential equation satisfied by G s (z 1 , z 2 ), and where δ c is the Dirac-delta function defined on the contour. Similarly, the matrix G s can also be multiplied to eqn. (S1.10) from the left, to give us 
Real Time Green's Functions
The closed time contour in fig. S1 allows us to define four types of real-time Green's function G ++ , G −+ , G +− , G +− as listed in table. I. We have suppressed the flavor indices for now and will put them back later. The first (second) sign in the suffix of the real time Green's functions indicates whether the z 1 (z 2 ) coordinate lies in the forward (+ve) or backward (-ve) branch of the contour. When z 1 lies in the backward branch at time t 1 and z 2 in the forward branch at t 2 , it can be shown [30] that
where we have introduced G > . Similarly, we can define G < to be
when z 1 lies in the forward branch and z 2 in the backward branch respectively. In writing the above equation, the c and c † have interchanged places because the contour-time evolution operator is contour time-ordered. The function G ++ (t 1 , t 2 ) can be shown (see [30] ) to be
where T is the real time ordering operator. Expanding the above, we get
We find that the G ++ Green's function is not independent and depends on G > and G < . Similarly, one can also show [30] that
whereT is the anti time-ordering operator, which then implies
Hence, we find that there are in total two Green's functions G > s and G < s , for each flavor, which are independent and all the other quantities can be derived from them. In addition to the four types of Green's functions, shown in table. I, we can define the usual retarded and advanced Green's functions for each fermion flavor, respectively as
We also define the Keldysh Green's function, given by
In thermal equilibrium, 1. All the three functions G R , G A and G K are invariant under time translational, for e.g.,
where 23) and ω are real frequencies conjugate to t. The relation in eqn. (S1.22) is a manifestation of the fluctuation dissipation theorem (FDT) of statistical mechanics [30] .
The above conditions, necessary for equilibrium, allow us to test whether a system, after undergoing a non-equilibrium process, has reached equilibrium or not.
The Kadanoff-Baym Equations
We saw in sec. S1 2 that the independent terms for G s (z 1 , z 2 ) are given by the functions G > s (t 1 , t 2 ) and G < s (t 1 , t 2 ), and therefore, we must rewrite the integro-differential equations given in eqn. (S1.11) and eqn. (S1.12) in terms of the latter functions. First, we do this for G > s , by taking the variable z 1 in eqn. (S1.11) and eqn. (S1.12) to lie in the backward branch at time t 1 and z 2 in the forward branch at time t 2 , giving us
where we have used the fact δ C (z 1 → t 1− , z 2 → t 2+ ) = 0. We define the integrals on the r.h.s as 25) and using the same reasoning used to define G −+ etc. in sec. S1 2, we write
where n can take the value n = 1, 2. We see that the convolutions between G and Σ in eqn. (S1.24) are still expressed in terms of the contour variable z. In order to express them in real time variables we use Langreth rules [39] to get
where G R and G A are defined in eqn. (S1.20) and Σ R (Σ A ) is the retarded(advanced) version for Σ(z 1 , z 2 ) given by
For simplifying the above equations, we have used the definition for Σ z (z 1 , z 2 ) given in eqn. (S1.9). The limits of the integrals on r.h.s of the equations in eqn. (S1.27) appear due to the presence of a Θ function in the definitions for retarded and advanced functions. Similarly, one can repeat the above analysis for the G < s case and obtain the integro-differential equations satisfied by the said function. Both these integro-differential equations, for G > s and G < s can be stated together as
(S1.30)
This set of equations are called the Kadanoff-Baym (KB) equations, which along with the relations given in eqn. (S1.28) and eqn. (S1.29), set up a closed system of equations that can be time evolved in the t 1 −t 2 plane (see fig. S2 ), starting from an initial condition for Gs and Σs.
S2: Numerical integration of KB equations: Predictor corrector algorithm
The time propagation of KB equations (see eqn. (S1.30)) is done numerically on the t 1 -t 2 (see fig. S2 ) time plane using a predictor-corrector algorithm. The algorithm works by guessing a value for the Green's function (G < (t 1 , t 2 ), G < (t 2 , t 1 )) at a new time step by using a predictor scheme and then uses the said value along with past values to correct the guess by using a corrector scheme. The initial conditions for the Green's functions are encoded in quadrant C as shown in fig. S2 using the equilibrium solutions for the functions obtained by using the initial Hamiltonian from before the quench. We have discussed the details of constructing the equilibrium Green's functions in sec. S3. Before we discuss the rest of the algorithm, we define a new center of time variable T and a relative time variable t as
Since,
we derive yet another differential equation in the variable T by subtracting the two equations in eqn. (S1.30), and get the following
which we shall use later on to time step the Green's functions when t 1 = t 2 . We now discuss the two parts of the algorithm-part a) is the predictor scheme, which we implement using Euler discretization, and part b) a corrector scheme which will be implemented implicitly.
Predictor scheme
We define We discretize the time domain and represent the discretized times with indexed symbols t n , t m , t i etc., see fig. S2 , also ∆t is the step size of our time domain and −∞ (∞) is a large negative (positive) value set by −T max (T max ). Using the said definitions the F 1,2 terms can be approximated as
The Green's functions at (t n+1 = t n + ∆t, t m ) and (t n , t m+1 ) can then be predicated using
in the directions indicated by blue and red arrows in fig. S2 . Suppose we have all the information, i.e. G >,< , Σ >,< , in the grid [−∞, t k ] × [−∞, t k ] and want to extend it to t k+1 = t k + ∆t, then F >,< 1,2 , for n, m ≤ k, can be easily calculated since the information needed to evaluate F >,< 1,2 is readily available. Although the equations in eqn. (S2.4) are perfectly valid for obtaining a prediction for both G > , G < along the horizontal and vertical lines in fig. S2 , they are computationally expensive. We can cut down on the cost by using the following property of the nonequilibrium Green's functions
To this end, we time step one of the Green's functions, for e.g. G > , along the vertical line in the direction of the blue arrows shown in fig. S2 , i.e. (t n , t m ) → (t n+1 , t m ), and the lesser Green's function G < along the horizontal line in the direction of the red arrows, i.e. (t n , t m ) → (t n , t m+1 ), and then use eqn. (S2.8) to find G > (G < ) on the horizontal (vertical) line as follows
Note that we have not yet obtained a prediction for the diagonal point (t k+1 , t k+1 ) , i.e
This can be done using eqn. (S2.3) , which gives us the prediction formula
Corrector scheme
In order to correct the values for the Green's function at (t n=k+1 , t −∞≤m≤k ), (t −∞≤n≤k , t m=k+1 ) and (t k+1 , t k+1 ) we need to find
which can be done by substituting the predicted values for G >,< , derived earlier, into eqn. (S2.6) and obtain
(S2.13)
A prediction for the self-energies appearing above can be obtained by using the closure relation given in eqn. (S1.29).
Having calculated the new values for F 1,2 , we can now get a better estimate for the Green's functions as follows
Using these corrected values we can find the corrected value for G >,< (t k+1 , t k+1 ) as well, which is
The above correction process can be carried out arbitrary number (we have found that one corrective iteration is sufficient to get good results) of times till one finds that the new values for [−∞, t k+1 ] ∪ [−∞, t k+1 ] have converged to a desired accuracy.
Evaluation schemes for the integrands
In the above discussion we chose a very simple integration scheme for the integrals appearing in the KB equations for the sake of clarity. We now slightly modify the scheme to get a better error performance. We approximate the integrands in eqn. (S2.5) using the trapezoidal rule, such that
and use the above expressions wherever the evaluation of F >,< 1,2 was performed in the previous discussion.
S3: Equilibrium Green's functions Calculations
To obtain the equilibrium Green's functions we follow a similar approach to [21] , and incorporate the conditions of equilibrium into the saddle point equations eqn. (S1.29). First, we assume time translation symmetry, which makes every two-point correlator a function of t = t 1 − t 2 . Therefore, we can write eqn. (S1.29) as
where we have made the V -term time independent, and introduced the symbols -J s = J 2 (t 2 ψ ), q s = 2 (1),s = ψ (c) when s = c (ψ). The exponent of the factor √ p takes the value +1 when s = c and −1 when s = ψ. To calculate the Green's functions for the (dis)connected system we set V = (1) 0. Using the relations between G > , G < and G K , G R , G A (see sec. S3) and the condition eqn. (S1.22) , we have
where ρ s (ω) are the spectral functions for the respective fermion flavors. Writing G >,< (t) in terms of G >,< (ω) in eqn. (S3.1) and using the definition for retarded function
we find Σ R (ω) to be
where n (1−4)s (t) are defined as
(S3.5)
The integro-differential equations in eqn. (S1.30), under the assumptions of equilibrium, reduces to the Dyson equations for both the fermion flavors and takes the form 
Using eqn. (S3.4), eqn. (S3.6) and eqn. (S3.7) we iteratively solve for the spectral function ρ s (ω). The iterative process is terminated when we have converged to a solution for ρ s (ω) with sufficient accuracy. Using the converged value of ρ s (ω) the equilibrium versions of G > (t) and G < (t) can be obtained by using the left most equations in eqn. (S3.2) and then taking a Fourier transform.
S4: The non-interacting model and the hybridization transition
The non-interacting version of the model studied in this paper can be obtained by replacing the interaction term for the c fermions with a random hopping term similar to the one appearing in the ψ-fermion Hamiltonian, see eqn. (1). To this end, we have
The disorder averaged (see sec. S1) Schwinger-Keldysh action for the system is therefore given by
The saddle point equations can be found out by introducing the large-N fields G c and G ψ defined in eqn. (S1.7), along with their corresponding Lagrange multipliers Σ c and Σ ψ , which gives us
and a set of contour Kadanoff-Baym equations similar to the ones given in eqn. (S1.11) and eqn. (S1.12). Using the Langreth rules the above equations involving contour indices z 1 ,z 2 can be changed to real time variables t 1 , t 2 to give the final Kadanoff-Baym equations for the system
where s = c, ψ and
The definitions for G R , G > ,G < etc. are given in sec. S1 2 and sec. S3.
S5: Gap closing transitions in the interacting model and non-interacting model
The spectral functions obtained from the equilibrium Green's functions (see sec. S3) for the connected system, i.e. V = 1, for various p-values are discussed below. Fig. S3(a) and (b) show the results for the non-interacting model, whereas fig. S4(a) and (b) show the spectral functions for the interacting model. In the non-interacting case, we find that the spectral function for the ψ fermions have a soft-gap for smaller values of p, which closes completely around p = 0.5 − 0.7. This is consistent with the dynamical transition that we observe for the sudden quench of the noninteracting model, which we discuss in sec. S7 3. The c-fermion spectral function does not have a soft-gap for small values of p, but a soft-gap begins to form near p ∼ 1.9 as we increase p. This is expected since, the non-interacting model has an additional symmetry under p → 1/p and c ↔ ψ. Moving on to the interacting model, we find a similar soft-gap closing scenario taking place for the ψ-fermion spectral functions, as shown in fig. S4(b) . However, this time the gap closes completely around p = 1.6 − 2.1, which is far away from the equilibrium NFL to FL transition point of p = 1.0. This is again consistent with the dynamical transition critical point (see fig. 2 (c) inset in the main text) that we find in the sudden quench of the interacting model. The c-fermion spectral functions have a highly peaked form around ω = 0, for smaller p values, due to the presence of a divergent T = 0 spectral function coming from the NFL fixed point. At higher values of p, the peak subsides and a gap begins to form in the spectral function.
S6: Time dependent expectation values
The time dependent expectation values for the energy components E c ,E ψ , E cψ etc. discussed in the main text are derived using the identity [30] Ô (t) = lim
where Z neq is the generating functional, introduced in sec. S1, now containing an additional source field η(z)Ô(t) with η(z) defined as
andÔ is an operator whose expectation value we want to evaluate. The following source fields are used to derive the time dependent energy components
Using the identity in eqn. (S6.1) we calculate the disorder averaged time dependent expectation values for the individual parts of the Hamiltonian defined in eqn. (1), and find
We also calculate the power and work done during the quench. The power absorbed in the process is given by
whereρ(t) is defined in the Schrödinger picture to bê
with U s defined in eqn. (S1.4). The work done during the quench is therefore given by
where we have assumed the quench to have started at t = 0. The expression for the power absorbed (see eqn. (S6.4)) can be evaluated to give
The work done (W (t)) in this case can then be calculated from eqn. (S6.6) using eqn. (S6.7). Using the above quantities, an excitation energy produced during the quench can be defined as
where H(τ ) Ti is the thermal expectation of energy for the final Hamiltonian H(τ ) at the initial temperature T i from which the quench began. An additional observable can be defined corresponding to the occupation density n ψ ( , t) of a ψ-fermion having energy . This is possible since, the ψ fermions in the non-interacting model are connected via random hoppings, (see eqn. (S4.2b)) and hence can be diagonalized to yield a set of eigenstate fermions which we label by . The Kadanoff-Baym equations satisfied by the Green's functions for the ψ fermions are
(S6.10)
The number density for the ψ fermions can be obtained from the Keldysh Green's function using
(S6.12)
S7: Sudden Quench
We now briefly discuss some of the results obtained from the sudden quench of the interacting as well as the non-interacting models, and also provide a comparison between the two cases.
Energy time-series
We evaluate the total energy for the system, i.e.
as a function of time for various values of site-fraction p. The time-series data is shown in fig. S5(a) . Interestingly, the sudden change of f (t) in eqn.
(1), from 0 to 1, is an iso-energetic process and occurs without any work input to the system. The tiny fluctuations near t = 0 are an artifact of discretization and reduces as the resolution of the time grid (see fig. S2 ) is increased. We verify the iso-energetic nature of the quench by comparing the final temperature obtained from the FDT relation in eqn. (S1.22), with the temperature obtained from equilibrium calculations. The . When p 3.0 the energy rapidly approaches the expected equilibrium value (arrow heads) after the quench and the system gets equilibrated very quickly. On the other hand, when p > 3.0, the rate of equilibration gets slowed down drastically and the energy takes a much longer time to reach its equilibrium value.
temperature in the latter case was found by solving for the value that produced the same energy for the connected c − ψ system equal to the initial disconnected one. As shown in fig. S5(b) , the temperature vs. p curves obtained for the above two cases are qualitatively similar proving that the sudden quench of the interacting model is indeed iso-energetic. The sudden quench of the non-interacting model is an iso-energetic process as well. However, unlike the interacting case, the non-interacting energy time-series is independent of p. This is consistent with the model, since in the initial disconnected system the c and ψ fermions are both described by a semi-circular density of states scaled appropriately by factors of 1/(1 + p) and p/(1 + p) respectively, which cancel out when the energies of the two fermion flavors are added.
Thermalization of the occupation function and E cψ
The thermalization behavior for the interacting model is shown in fig. S6 . The energy associated with the bonds between the c and ψ sites are shown as a function of time for various values of site-fraction p. We find for small values of p, i.e. p < 1, the energy reaches the equilibrium value (shown with arrow heads, see fig. S6(a) ) very rapidly. This is expected, since the p < 1 phase after the quench is a SYK-type NFL, which is known to be a fast thermalizer. On the other hand, for values of p > 3.0 the approach to the equilibrium state slows down rapidly, as demonstrated by the negative slope of E cψ − t, for t < 0, curves in fig. S6(b) . Again, this behavior is consistent with the equilibrium model since at larger values of p a FL-state is expected to dominate the thermalization time scales in the system. The same phenomenon is observed in the distribution functions of the ψ fermions as well and which is reported in the main text. For small values of p, like p = 0.3, (see fig. 2(e) ) the distribution function, evaluated sometime after the quench, matches well with that obtained from a equilibrium calculation using the temperature determined via energy conservation. However, at a large value of p = 8.0, see fig. 2(f) ,the match is poor due to the slowed down approach towards equilibrium.
Moving on to the sudden quench of the non-interacting model, we find a drastically different behavior, in that the system completely fails to thermalize. Fig. S7(a) demonstrates this feature very clearly, the energy E cψ reaches a steady state value, right after the quench, which is very different from the expected equilibrium value. Unlike the interacting model for large p values, where approach to equilibrium was simply slowed down, in this situation we have a complete halt on equilibration. The above fact is further supported by the form of the ψ-fermion distribution function as shown in fig. S7(b) and (c) . Irrespective of the value of site-fraction p, the distribution function fails to converge towards its equilibrium counterpart. This is in sharp contrast to the interacting model, where we had a regime of p values for which the distribution function converged really well with the equilibrium results.
In summary, we find that the interacting model can be distinguished from the non-interacting model by studying their thermalization behavior. In the case of interacting model, the system either thermalizes rapidly or slowly depending on the regime of p values we are looking at. On the other hand, the non-interacting model ceases to thermalize at all and reaches a steady state, far away from equilibrium, irrespective of the value of site fraction p. In this subsection we discuss the sudden quench of the non-interacting defined in sec. S4. The results of this exercise are given in fig. S8 . Indeed, we find the same qualitative behavior as the interacting case, however with rescaled values for p dyn c . In fact, the way the oscillations disappear as a function of p (see fig. S8(c) ) are very similar to the inset in fig. 2(c) , with p dyn c ≈ 0.55 in this case. The oscillations in z ψ that appear in fig. 2 (c) are also reproduced (see fig. S8(a) ) and occur when p ≤ p dyn c . The prethermal plateaus and long thermalization times shown in fig. 2 (d) are obtained at higher but different values of p, see fig. S8(b) . Hence overall, the relaxation features of the fermion distribution function associated with the ψ fermions, for the interacting model, are also observed in the sudden quench of the non-interacting model. Furthermore, the value of p dyn c for this case can be explained by closing of a soft-gap in the spectral function of the fermions, see sec. S5 for details.
S8: Slow quench
In this section, we discuss the details of the results that we obtained from the slow quench studies of both the non-interacting and the interacting models.
Effect of ramp shapes on the interacting model quench
We join the SYK c-fermions with ψ-fermions over a time-period τ using ramps having various shapes and heights. The ramp shapes that we use, and shown in fig. S9 , are chosen as per [37] and are classified in the order of their smoothness. In particular, r n (t) will have its n-th derivative to be discontinuous at the start and end of the ramp ( fig. S9(b)-(d) ). The ramp functions for n = 1, 2, 3 are given below r 1 (x) = x (S8.1a) r 2 (x) = (1 − cos(πx)) 2 (S8.1b) r 3 (x) = (πx − cos(πx) sin(πx)) π .
(S8.1c)
The η − p curves, calculated at an initial temperature T i = 0.05, for the ramp shapes in eqn. (S8.1) are shown in fig. S10(a) . We find that there exists a dependence on ramp-shapes. However, this dependence diminishes drastically around the transition point p = 1, indicating that the intrinsic properties of the critical point are becoming more prevalent. Deep within the phases, the dependence on ramp-shape is the strongest, with the the stronger effect manifesting in the FL limit(p → ∞) (see fig. S10 (b),(c)). In the case of the interacting model the initial temperature T i = 0 is not readily accessible, therefore we ask how does the exponent η change as a function T i for any given p value? The behavior of η(p, T i ) as a function of 1/T i , for p = 0.1, is shown in fig. S11(a) , and suggests that η(p, T i ) converges to a finite value at low temperatures. Further, we obtain the η − p curves (see fig. S11(b) ) at various temperatures, and find that they indeed converge to a finite value as T i → 0. This suggests that the powerlaw behavior that we observe is a genuine property of the quantum ground states involved in the quench.
Excitation energy vs quench time behavior for the non-interacting model
We also study the dependence of excitation energy ∆E on the quench duration τ for the slow quench of the noninteracting model given in sec. S4. We find that there exists a powerlaw relationship between ∆E and τ here as well, FIG. S12. Excitation energy vs. quench duration for the non-interacting model: The excitation energy ∆E, produced in the slow quench, plotted as a function of quench duration τ . The powerlaw dependence is clearly evident from the straight line fits to the log-log scale plot of ∆E vs. τ . The slope of the straight lines are almost equal making the exponent η of the powerlaw to have only a weak dependence on the site fraction p. This feature is in contrast with the η − p dependence for the interacting model, where η heavily depends on p and has a minimum value at p = 1, see fig. 3(b) .
as shown in fig. S8 2, which we report in the main text. However, the dependence of the powerlaw exponent η on p is qualitatively different from the interacting case as discussed in fig. 3(b) of the main text.
Breakdown of adiabaticity
As discussed in the main-text, the presence of a residual entropy in the SYK fermions, prior to the quench, implies that a finite amount of excitation energy ∆E > 0 must be produced even in the τ → ∞ limit. Therefore, the powerlaw relationship ∆E ∼ τ −η , in principle, should break down at some large τ . We now provide a route to find an estimate for the time τ break at which we can expect the powerlaw behavior to break down. This can be done by assuming an iso-entropic (the initial and final entropies are taken to be equal) limit of the quench process. We first calculate the temperature T f necessary for the final Hamiltonian H f to hold the initial entropy S i by solving the equilibrium problem and demanding
Using the definition of ∆E given in eqn. (S6.8) we can estimate τ break from the condition, ∆E(τ break ) ≈ ∆E T f = H(τ break ) T f − H(τ break ) Ti . The latter is the excitation energy produced by converting the initial entropy to thermal excitations, and the excitations generated by the quench cannot be lower than ∆E T f . This leads to,
where α can be extracted from powerlaw fits to ∆E using
Performing such an estimate for p = 1.5 case, we find τ break ∼ 200, a time which is not easily accessible using the numerical algorithm of sec. S2.
