Sound source localization (SSL) is challenging in presence of reverberation since the cross-correlation between the direct-path signals in different microphones, which indicates the spatial information of the sound source, is interfered by the reverberation signal components. A novel algorithm is proposed in this paper to estimate the cross-correlation of the direct-path speech signals, such that the robustness of SSL to reverberation can be improved. The proposed method follows a similar scheme to the multichannel linear prediction (MCLP), which is commonly used for speech dereverberation, while avoids the explicit estimation of the direct-path signal of each channel. This is achieved by revealing the relationship between the direct-path signal crosscorrelation (DPCC) and the MCLP coefficient vector, and finally deriving the DPCC by using only the multichannel reverberant signals. It is also shown that the pre-whitening operation, which is widely used for SSL, can be inherently integrated into the estimated DPCC. An adaptive method is further derived to facilitate online frame-level SSL. The proposed method can be easily applied to conventional cross-correlation based SSL methods by using the DPCC rather than the full cross-correlation. Experiments conducted in various reverberant conditions demonstrate the effectiveness of the proposed method. Index Terms: sound source localization, reverberation, microphone arrays where s(t) is the time-domain speech source signal, hm = [hm,0, hm,1, ..., hm,L−1] T is the L-tap time-invariant RIR from the source to the m-th microphone, and denotes the convolution operation. The additive environmental noise is represented
Introduction
Sound source localization (SSL) is of importance in modern speech processing related systems such as teleconferencing, robotics, and hands-free devices etc. For instance, given the spatial information of the sound source, the head of a robot can steer towards the active speaker, and speech processing algorithms ( e.g. beamforming [1, 2] and speech dereverberation [3, 4] ) can be designed to extract the target speech signal. A microphone array is commonly deployed to perform a spatial sampling of the sound field, and SSL can be achieved by analysing the cross-correlations between the microphone array signals.
Conventional methods for SSL can be categorized into high-resolution spectral [5, 6] , steered beamformer response power (SRP) [7] , and time delay estimation (TDE) [8] [9] [10] [11] [12] [13] based methods, among which the generalized cross-correlation (GCC) [8, 14] based TDE methods have become a mainstream. However, these methods generally adopt a free-field signal model [15] that only considers the direct-path propagation from the source to microphone. Therefore, their performances often degrade dramatically in highly-reverberant environments, in which the reflections from directions other than the direct path also present, and contaminate the direct-path signal cross-correlation (DPCC) that is required for SSL of the target source.
To overcome this problem, several methods [16] [17] [18] [19] are proposed to exploit the time-frequency (TF) units with less re-verberation for SSL, and these TF units are selected either by the coherence test [16] or the direct-path dominance test [17, 18] . Methods based on a more realistic signal model are also developed. In [20, 21] , the room impulse responses (RIRs) from the source to different microphones, which characterize the full sound propagation process in the reverberant environment, are estimated by blind system identification (BSI). Time delays among microphone signals are then computed from the direct paths in the estimated RIRs to give an SSL result. An under-modelled BSI based method is proposed in [22] , which estimates the early RIRs instead of the whole impulse responses. In addition, relative transfer function (RTF) based methods [23] [24] [25] [26] are developed by generalising the anechoic steering vector into the RTF, and the RTF can be estimated by solving a set of linear equations to obtain the least square solutions.
Since the DPCC is essential for reverberation-robust SSL, in this paper, we aim to estimate the DPCC directly from the multichannel reverberant observations. An advantage of the proposed method is that it can be easily applied to all cross-correlation based SSL methods by using the DPCC rather than the crosscorrelation of the overall signal. The proposed method is developed by exploiting multichannel linear prediction (MCLP) [27] , which is used for speech dereverberation, while avoiding the estimation of the direct-path signal of each channel from explicit speech dereverberation. The relationship between the DPCC and the MCLP vector is derived. An optimization problem to compute the MCLP vector for SSL is formulated, and inherently integrates the pre-whitening operation which is widely used for SSL to remove the effect of speech autocorrelation. The DPCC is finally computed only based on the multichannel reverberant signals. An adaptive method is further derived for online SSL in each frame. Experiments conducted in real reverberant environments with different source-array distances demonstrate the effectiveness of the proposed method.
The rest of the paper is organised as follows. Section 2 reviews the basics on signal model. The proposed method for DPCC estimation and SSL is presented in Section 3. The experimental setup and results are given in Sections 4, which is followed by conclusions.
Signal Model
Considering a reverberant environment which consists of a speech source and an M -element microphone array, in the time domain, the signal captured by the m-th microphone at time t, ym(t), is given by
by vm(t), and is assumed to be uncorrelated with the source signal and the noise signals from other microphones. The time-domain signal model can be transformed into the short-time Fourier transform (STFT) domain as long as the frame length is larger than the RIR length L. In the reverberant environment when the frame length might be shorter than L, the convolutive transfer function approximation [28] can be adopted, by which the time-domain RIR is divided into several overlapping segments. The STFT-domain reverberant signal is expressed as the narrowband convolution between the Fourier coefficients of the segmented RIR and the source signal. In the vector-form, the m-th microphone signal Ym(k, f ) in the TF unit (k, f ) can be expressed as
where hm(f ) = [Hm,0(f ), Hm,1(f ), ..., Hm,P −1(f )] T is a P × 1 vector with Hm,p(f ) as the Fourier coefficient of the p-th segment of the RIR hm, and (·) H denotes Hermitian transpose.
The
If the frame length of the STFT is short, the direct-path propagation is mainly characterized by Hm,0(f ), which represents the spatial information of the source. The direct-path signal of the m-th microphone, xm,d(t, f ), is written as
in which the effect of reverberation is eliminated, and (·) * denotes conjugation operation. The goal of this paper is to estimate the cross-correlation between the direct-path signals xm,d(t, f ) for m = 1, 2, ..., M such that the spatial information of the source can be extracted from the reverberant observations.
Proposed Method
In this section, a new algorithm is developed to estimate the DPCC by following a scheme similar to speech dereverberation, and avoids the time-consuming explicit estimation of the direct-path signal. The relationship between the DPCC and the MCLP coefficient vector, which is used for speech dereverberation, is derived, which enables the cross-correlation being finally estimated solely based on the multichannel reverberant signal observations. The SSL is achieved by using the direct-path signal cross-correlations for the conventional steered-response power phase transform (SRP-PHAT) method [29] . This section will also show the choice of the optimization criterion to obtain the cross-correlation of the pre-whitened direct-path signals using the proposed method. Furthermore, an adaptive algorithm is derived for online frame-level updating.
MCLP Coefficient Vector
For the ease of discussion, the additive noise is temporarily ignored in this subsection, and the noise issue will be discussed later in Section 3.2.3. The multichannel speech signal have temporal and spatial correlations [27, [30] [31] [32] , therefore, by using MCLP [27] , the reverberation signal component of the m-th microphone,xm,r(t, f ), can be estimated aŝ
where gm(t, f ) is the MCLP coefficient vector for the m-th microphone. y(t − 1, f ) is a M P × 1 vector consisting of the multichannel reverberant observations in the past P frames, and is given by
According to (2) , y(t − 1, f ) can be rewritten as
Here
as
DPCC Estimation

Relationship with the MCLP Coefficient Vector
The direct-path signal of the m-th microphone is estimated by subtracting the reverberation signal component from the observed signal:
Given (7), the DPCC between the i-th and j-th microphones is calculated as
thus, it is expressed as a function of the MCLP coefficient vector gm(t, f ) for m = i, j, as well as and a few cross-correlation related terms ri,j(t, f ), ri(t, f ), rj(t, f ), and R(t, f ).
The above-mentioned cross-correlation related terms are defined as
and represent the inter-channel cross-correlation, the correlation vector between the m-th microphone and the multichannel signal vector y(t − 1, f ), and the signal covariance matrix, respectively. E[·] stands for the mathematical expectation. We note that all of these cross-correlation related terms can be directly computed from the multichannel reverberant signals.
MCLP Coefficient Vector for SSL
Next, the MCLP coefficient vector gm(t, f ) for m = i, j in (8) , is computed from the multichannel observations. In speech dereverberation, several criteria (e.g. weighted prediction error (WPE) and generalized WPE (GWPE) [33] ) are available to formulate an optimization problem for gm(t, f ). Since it is well-known that the autocorrelation of the non-white speech signal imposes a negative effect on the cross-correlation based SSL, a pre-whitening operation is usually applied to the speech signals. In the rest of this subsection, an optimization criterion specialized for the SSL task is designed. By modelling the speech source as a (2P − 1)-order autoregression (AR) process [31] stimulated by a white Gaussian signal and ignoring the noise, (2) becomes
where
is the (2P − 1) × P dimensional AR coefficient matrix, and e(t, f ) = [e(t, f ), 0, ..., 0] T is a P × 1 vector with e(t, f ) following the complex white Gaussian distribution. Based on (5) and (12), (7) can be rewritten aŝ
Note that h H m (f )e(t, f ) = H * m,0 (f )e(t, f ) is a white Gaussian signal multiplied by a scalar, H * m,0 (f ), which represents the direct-path propagation of the RIR.
To remove the effect of speech autocorrelation, the first term of the right-hand side of (14) need to be eliminated. Using the fact that h H m (f )e(t, f ) is complex white Gaussian, it leads to the minimum mean square error optimization problem on (7):
The optimal solution of (15) is given bŷ
Substituting (16) into (8) and after some simplifications, the DPCC between the microphone i and j can be finally estimated only based on the multichannel reverberant observations:
An Adaptive Algorithm
The DPCC in (17) can be computed in the batch mode, in which the whole utterance is used to estimate the cross-correlation related terms defined from (9) to (11) . However, for the online case, the matrix inversion in (17) for each TF bin is overly timeconsuming. An adaptive algorithm is further derived in this subsection to facilitate the online frame-level estimation of the DPCC.
Algorithm 1: An adaptive DPCC estimation algorithm T : the number of frames, F : the number of frequency bins. for t = P + 1 to T do for f = 1 to F do 1. Recursive smoothing update of ri,j(t, f ) and rm(t, f ) using the smoothing factor in (20); 2. Update R −1 (t − 1, f ) using (19) ; 3. Update the DPCC using (17); end end For online application, the cross-correlation related terms are usually updated by recursive smoothing. By taking the update of R(t, f ) in (11) for example, the update scheme is expressed as (18) where α ∈ (0, 1] is a smoothing factor.
Consider the update at frame t + 1. Given the observations of a new frame, the ri,j(t, f ) and rm(t, f ) in (9) and (10) can be updated similarly as (18) , and can be substituted into (17) . Further, to avoid the matrix inversion in each TF bin, the Sherman-Morrison-Woodbury formula [34, 35] is adopted to compute R −1 (t, f ) for the frame t + 1. From (18) , it yields
where the frequency index "f " is omitted for simplicity, and u(t) = R −1 (t − 1)y(t) is an M P × 1 vector. The adaptive algorithm for estimating the DPCC is summarized in Algorithm 1. In practice, to improve the robustness to noise, similar to [36] , the smoothing factor for the recursive updating is adjusted by the speech presence probability (SPP) as
where α d ∈ (0, 1) is a constant, p(t, f ) is the SPP which can be estimated by [37] . In this way, a fast update rate can be obtained for large SPP, and the cross-correlation terms do not update in noise-dominated TF bins when the SPP p(t, f ) = 0.
SSL
The estimated DPCC can be directly used by the conventional cross-correlation based methods. In this paper, the SRP-PHAT method [29] is used to obtain a final SSL estimation. Details of using the DPCC for SRP-PHAT is omitted here.
Evaluation
In this section, the proposed method is compared with the conventional SRP-PHAT algorithm, and the direct-path RTF (DP-RTF) method [26] in different real reverberant conditions.
Data Description and Experimental Setup
Three six-element uniform circular microphone arrays with identical frequency responses are used to simultaneously collect the multichannel reverberant speech signals in a real room. The radius of the circular array is 4.1 cm, and the dimension of the room is 3 m × 4.2 m × 3 m. The target speaker is seated at (1.5, 0.5, 1.4) m, and the microphone arrays are positioned on the horizontal plane with centre at (1.5, 1.5, 1.4) m, (1.5, 2.5, 1.4) m and (1.5, 3.5, 1.4) m, which correspond to the source-array distance as 1 m, 2 m and 3 m, respectively. The reverberation time of the room is approximately 400 ms. It should be noted that although the reverberation time is the same for the three distances, the direct-to-reverberant ratios (DRRs) [3] are different, which influence the difficulty of SSL. Twenty volunteers were asked to read 50 randomly selected sentences, and each sentence is a combination of a wakeup word and a request phrase, with the duration ranging from 3 s to 12 s. Therefore, in total 1000 sentences were collected for each sourcearray distance. The microphone arrays captured the signals at the 16 kHz sampling rate and 32 bit resolution. The ambient environmental noise was also present, and the signal-to-noise ratios (SNRs) were approximately 25 dB, 22 dB and 20.5 dB for the 1 m, 2 m and 3 m distances.
For all algorithms, the analysis window for STFT is 512 samples Hamming window with 50% overlap. The other parameters of the proposed method are chosen as P = 20, and α d = 0.92. The SSL is conducted in each frame on the 5 • spatial resolution, and only the azimuth is estimated. The frame-level accuracy, utterance-level accuracy and frame-level mean absolute error are used to evaluate the SSL performance. For each frame, the estimation is supposed to be correct if the absolute error is less than 10 • . The utterance-level estimation is defined as successful if the frame-level accuracy of the utterance is higher than 0.5, since the true azimuth could be determined by majority voting with 10 • error tolerance.
Results
The frame-level accuracy and utterance-level accuracy for different source-array distances are depicted in Fig. 1 . It is observed that the proposed method yields the best performance for all cases tested. In Fig. 1 (a) , it is shown that when the source-array distance is 1 m, the proposed method can achieve a frame-level accuracy of 92.24%, which leads to a 100.00% utterance-level accuracy for the tested utterances as shown in Fig. 1 (b) . When increasing the source-array distance, all methods suffer from performance degradation as a result of the decreased DRR and SNR. However, the proposed method can still have a 81.35% frame-level accuracy and 94.50% utterance-level accuracy when the source-array distance is 3 m, which outperforms the conventional SRP-PHAT method that also exploits signal pre-whitening, and the DP-RTF method that generalises the anechoic steering vector into RTF for SSL. Fig. 2 displays the error bars of the frame-level absolute errors computed from 66,802 frames for each source-array distance. With the increase of the source-array distance, generally the comparison methods have a larger variation in the SSL estimations over frames, however, the proposed method can always attain an accurate and stable estimation in different conditions, which indicates a better robustness against reverberation. 
Conclusions
A novel algorithm for the DPCC estimation is proposed to improve the robustness of SSL in reverberation. The proposed algorithm is based on the MCLP, and requires no explicit estimation of the direct-path signals from different microphones. The relationship between the direct-path cross-correlation and the MCLP vector is revealed, and an optimal criterion to estimate the DPCC is formulated. In this framework, the pre-whitening operation is inherently integrated. Moreover, an adaptive algorithm is further derived for frame-level online SSL. The experiments on multichannel recordings in real reverberant environments demonstrate the superiority of the proposed method in terms of both accuracy and robustness.
