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not be  a  good  indicator  of  minimum  wage 
effects, since labor-force participation may also 
be affected. A more thorough study, with spe-
cial attention paid to the lagged patterns of re-
sponse to minimum wages,  is  planned in the 
future.  ' 
Masanori Hashimoto 
4.  HUMAN  RESOURCES  AND  SOCIAL  INSTITUTIONS 
Introduction 
During the past year work has  proceeded on 
three broad research programs: education, the 
economics  of  the  legal  system,  and the  eco-
nomics of health. 
Some  ongoing  programs  in  education  are 
being directed by Gary S. Becker (personal in-
come  distribution,  consumption-labor  supply 
decisions), while others are under the direction 
of F. Thomas Juster (net returns to education, 
savings,  obsolescence  of  educational  capital, 
school  production functions,  and agricultural 
productivity).  Becker is  primarily responsible 
for the legal economics studies, and Victor R. 
Fuchs is  directing studies  in the health  area, 
which  are  reported  on  in  Section  7  of  this 
report. 
Education Studies. A volume with contribu-
tions by three authors on the effects of human 
capital on the personal distribution of income 
is  almost ready for a staff reading committee. 
One essay,  by Barry Chiswick, deals with the 
effects  of  differences  in  the  distribution  of 
schooling on differences  between regions  and 
countries in inequality and skewness in the dis-
tribution of income.! Jacob Mincer has almost 
completed his study of the influence of school-
ing and postschooling investment on the struc-
ture and age profile of earnings. Becker's study 
of the theory underlying the observed distribu-
tion of schooling and other human capital was 
published as  a Woytinsky Lecture at the Uni-
versity of Michigan.2 
1 See  the  1969  Annual Report,  pp.  69-70,  where 
Chiswick's work is discussed. 
2 See his Human Capital and the Personal Distribu-
tion  of Income,  Institute  of Public Administration, 
University of Michigan,  1967. 
Gilbert Ghez, Robert Michael,  and Becker 
are examining the influence  of  education  on 
consumption and labor supply decisions.  Mi-
chael's study, which concerns the influence of 
education  on  a  household's  "efficiency"  in 
utilizing  goods  and time,  has been through  a 
reading  committee  and  is  being  revised  for 
publication  as  an  Occasional  Paper.  Ghez's 
study, based on the household production func-
tion model, is designed to explain variations in 
consumption with age. It  emphasizes the inter-
dependence  over  the  life  cycle  between  con-
sumption decisions and labor supply decisions. 
Becker's companion study uses the household 
production  function  model  to  examine  life-
cycle patterns in the amount of time spent by 
males in the labor force. 
Both the income distribution and consump-
tion-labor  supply  studies  are  being  financed 
with the aid of a grant from the Carnegie Cor-
poration. 
Considerable progress has been made during 
the past year on a series  of education studies 
being conducted with the aid of a grant from 
the  Carnegie  Commission  on  Higher Educa-
tion.  Paul Taubman and Terence Wales, who 
are  studying  net  returns  to  education,  have 
completed  a  paper on  the historical  relation 
between  mental  ability  (as  measured  by  the 
usual test scores)  and educational attainment. 
Their results  are surprising in some  respects: 
the data show that the average ability of those 
entering college has increased steadily during 
the  past several  decades-a period when  the 
proportion of high school senior~ entering col-
lege  has  also  increased.  Thus  the  widely  ex-
pressed fear  that expansion of  college  enroll-
ments to accommodate a rising fraction of the 
high  school population would inevitably  lead 
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lege students seems, at least so far, to be with-
out foundation. 
Another part of the Taubman-Wales study, 
which deals with estimates of the financial re-
turn to higher education after adjustment for 
the influence of ability on earnings, is partly in 
manuscript form. Examination of one data set 
(Wolfle-Smith) indicates that, while ability has 
a significant influence on earnings, its exclusion 
from  the  education-earning relation has  little 
effect on the net influence of education, because 
ability appears to have an approximately equal 
influence  on all  education levels.  Other data 
sets  are  yet  to  be  examined,  including  the 
NBER-Thorndike  sample  of  Air  Force  vet-
erans discussed below. 
Sherwin Rosen, who is examining the depre-
ciation and obsolescence of educational "cap-
ital," has completed the analytical part of the 
study and is now testing the model on various 
sets of earnings data. Rosen is using the one-in-
a-thousand  1960 Census  sample,  and  hopes 
to make extensive use of the National Science 
Foundation registry data on professional earn-
ings.  Rosen's  model  essentially  specifies  that 
both  current  income  and  "learning"  (which 
yields future income)  are purchased as  an in-
separable package, that different kinds of jobs 
have different proportions of income and learn-
ing,  and that these  job  packages  are  bought 
and sold in  the labor market with  prices  de-
termined in the usual way. 
The study of savings behavior as it relates to 
educational  attainment,  being  carried out by 
Lewis Solmon, has been handicapped to some 
degree by data problems which now appear to 
have  been resolved.  Solmon's preliminary re-
sults suggest that, while more educated individ-
uals save more than others, the difference may 
be fully explainable by factors like current and 
prospective income that are strongly influenced 
by educational attainments. Solmon is also ex-
amining the question of allocative efficiency in 
portfolio composition, where the net influence 
of educational attainment may be both easier 
to identify and of greater consequence. 
Robert Michael is exploring the relation be-
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tween education and family  size,  focusing  on 
how educational attainment influences contra-
ceptive knowledge and use. Technical changes 
in contraceptive methods might be expected to 
influence behavior differentially for those with 
different  amounts  of  education,  for  the  same 
reasons that efficiency in  processing any type 
of new information might be related to educa-
tional  level. 
Other studies in the economics of education 
are  being  conducted  by  Finis  Welch,  John 
Hause, and V.  K. Chetty, the last in conjunc-
tion  with  Roger  Alcaly.  Welch  is  looking  at 
agricultural  data  with  an  eye  toward  deter-
mining whether the presumed greater efficiency 
in processing and using new information shows 
up as  a return to more highly educated farm 
operators.  Chetty  and  Alcaly  are  using  data 
from the growth study originated by the Edu-
cational  Testing  Service  at  Princeton  to  ex-
amine  school  production  functions-relating 
teaching and other inputs to various measures 
of  student  output  (largely  test  scores).  The 
growth study data have the unique advantage 
of  permitting  good  estimates  of  the  "value 
added"  by  schools,  since  the  study  contains 
standardized test scores for  a number of suc-
cessive  years.  Hause,  who  is  an NBER Re-
search Fellow for 1970, is also working on the 
problem of net returns to education and ability. 
He is  using a collection of exceptionally good 
ability  and  earnings  data  from  Sweden,  and 
is  also examining the Project Talent3  data. 
During the next year we hope to extend our 
analysis  of  data  from  the  NBER-Thorndike 
sample, in addition to exploiting it for measure-
ment of net returns. These data can be used to 
examine the influence of education and ability 
on the distribution of income, the influence of 
several different dimensions of ability on both 
financial returns and other aspects of behavior, 
the relation between "quality" of higher-educa-
tion institutions and financial returns,  and re-
lated topics. 
Legal-Economic Studies. We have continued 
8 See footnote,  Section 2,  p.  45,  for  a  description 
of Project Talent. F 
our analysis of  some economic aspects of the 
legal  system.  William  Landes'  study  of  the 
courts, with emphasis on court delays, pretrial 
settlements,  and the bail system,  has been ac-
cepted for publication in  the J  oumal of Law 
and Economics.  Isaac Ehrlich is  studying the 
rate  of  participation  in illegal  activities.  His 
hypothesis is  that the frequency of illegal be-
havior is  determined by the relative gains and 
costs as  visualized by potential participants. 
Since we  consider our initial investigations 
into the legal system to be highly rewarding, we 
plan to expand our work in this area. In par-
ticular we  hope to begin a study of the effec-
tiveness  of  various  kinds  of  legislation.  For 
example, how do the antitrust laws  deter col-
lusions, and how successful are they? We plan 
to add a lawyer to our staff to aid in this work. 
Education Studies 
F. Thomas Juster 
Gary S. Becker 
Human Capital Analysis of 
Personal Income Distribution 
A first  draft of my  study of the effects  of  in-
dividual investments in human capital on the 
distribution of earnings was completed in May. 
The study  separates  components  of  earnings 
attributable to  schooling from those resulting 
from postschool investments, such as  training 
on the  job  and other forms  of  improvement. 
"Earnings  profiles"  of  individuals  are  inter-
preted as growth curves produced by the stag-
gering of investment over the working life. The 
familiar Gompertz growth function provides a 
good statistical fit to typical profiles. 
The implications of individual differences in 
self-investments  are  differences  in  levels  and 
slopes of the earning profiles. The study shows 
that these  implications  yield  a  consistent in-
terpretation  of  the  systematic  differences  in 
means, variances, and skewness parameters of 
earnings in different schooling and age groups 
of the labor force. 
Beyond  such  qualitative  or  comparative 
analysis, the study contains attempts at econo-
metric estimation of the proportion of earnings 
inequality attributable to individual differences 
in investment in human capital. A by-product 
of this analysis is  a regression method for esti-
mating rates of return and volumes of invest-
ment. 
The bulk of the empirical analysis  is  based 
on the 1960 Census one-in-a-thousand sample 
and  is  confined  to  earnings  of  white  urban 
males. However, the study concludes with some 
comparisons  of  earnings  distribution  of  race 
and sex groups, as well as of persons and fam-
ilies. 
One finding of particular interest in the quan-
titative analysis  is  that as  much as  two-thirds 
of the observed inequality in the 1959 earnings 
of  urban males  can be  attributed to  the  dis-
tribution of investments in human capital. This 
result suggests that the return on human capital 
is  already a more important explanation of in-
come inequality in the United States today than 
the return on physical and financial capital. 
Together with contributions by Becker and 
Chiswick, this study will be included in a mono-
graph on the relation between human capita1 
and  the  distribution  of  income.  The  mono-
graph will represent a summing up of insights 
obtained from ongoing research in human cap-
ital  at the National Bureau.  This  research  is 
supported by  grants from  the  Carnegie  Cor-
poration and from the Economic Development 
Administration  of  the  U.S.  Department  of 
Commerce. Much of this research and some of 
the findings of the current study were reviewed 
in my survey paper "The Distribution of Labor 
Incomes: A Survey, With Special Reference to 
the Human Capital Approach." This paper was 
published in the March issue of the J  oumal of 
Economic Literature. 
Jacob Mincer 
A Theory of life-Cycle Consumption 
A model of life-cycle consumption is developed 
which  carries  markedly different  implications 
than the standard Fisher-Modigliani-Brumberg 
model.  In this new view  of consumption,  not 
only permanent income but also  the price  of 
63 time plays  a major role.  The model specifies 
that households achieve their consumption aims 
by combining the services of market goods and 
their own time. The demand for market goods 
(as well as the demand for consumption time) 
thus appears as  a derived demand for a factor 
of production:  it therefore  depends  not only 
on real wealth, but also on the price of time. 
The equilibrium conditions of the model ex-
plain why consumption and earnings are cor-
related over a life cycle, even in the absence of 
unexpected changes  in income.  This depend-
ence arises because temporal variations in the 
price  of  time  generate  substitution  effects 
(1)  between  market goods  and consumption 
time,  and (2)  between nonmarket activities  at 
different points in time. 
By contrast, under the Modigliani-Brumberg 
life-cycle  hypothesis,  whether  consumption 
rises or falls with age is completely independent 
of the actual shape of the earnings profile, pro-
vided  that  income  expectations  are  fulfilled. 
Earnings  there  are  important  only  in  deter-
mining the level of wealth. 
The implications  of the model were tested 
with  data from  the  BLS  1960-61  Survey  of 
Consumer Expenditures and the one-in-a-thou-
sand sample taken from  the  1960 Census  of 
Population. Households were grouped by year 
of age of the family head because no measure 
of real  wealth  is  available  and because  it  is 
reasonable to assume that, although each house-
hold's  income  expectations  may  be  disap-
pointed, cohort income expectations are likely 
to be  unbiased.  For each year of  age  of  the 
family head, average family consumption, aver-
age  earnings,  and  average  family  size  were 
computed. Average family consumption by age 
of head was then regressed on average earnings 
by age  of head, family size,  and age itself (all 
variables in logarithms except age). Under the 
assumption of constant and age-neutral growth, 
the cross-sectional estimate of the wage rate ef-
fect  is  an  unbiased estimate  of the life-cycle 
substitution effect. 
The results show that the wage rate effect is 
significantly  positive  (a point estimate  of  .23 
with a standard error of .02), thereby throwing 
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considerable  doubt on the  Modigliani-Brum-
berg  life-cycle  hypothesis.  Furthermore,  the 
wage rate effect is generally stable across edu-
cation classes,  i.e.,  across  groups  differing  in 
permanent income,  as  the model predicts. 
The variable "age of family  head" was  in-
trvduced  into  the  regressions  to  capture  the 
stimulating effect of positive interest rates  on 
future  consumption,  as  well  as  the  effect  of 
the  upward trend in earnings  over time.  The 
implied estimate of the elasticity of substitution 
between nonmarket activities at different points 
in time is  relatively small, less than .3.  -
The elasticity of  substitution between time 
and goods is considerably higher,  a point esti-
mate of  about .6,  thereby accounting for  the 
positive correlation between consumption and 
earnings over a life cycle. These results can also 
explain the procyclical sensitivity of both con-
sumption and labor supply, without the neces-
sity  of  resorting  to  models  of  biased  group-
income expectations. 
Gilbert R. Ghez 
Education and Consumption Patterns 
Since last year's report on this project, which 
analyzes the effect of education on efficiency in 
nonmarket consumption,  additional empirical 
work has been completed. The 1960 BLS Con-
sumer Expenditure Survey data were analyzed 
for some fifty detailed consumption categories, 
thus dis aggregating the dozen or so items previ-
ously studied.  The new results  are not easily 
summarized except for the observation that the 
neutrality model  (which  assumes  that educa-
tion has a technologically neutral productivity 
effect on all nonmarket production functions) 
appears to be much more consistent with the 
expenditure pattern for nondurable goods and 
services than for durable goods. One explana-
tion for this finding is suggested. From the non-
durables alone the implied effect of education 
on  real,  full  income  through  nonmarket effi-
ciency is approximately three times as great as 
previously estimated for all goods: a 1 per cent 
increase in the education level raises income by about one-third of  1 per cent,  aside from its 
effect  through  market  earnings. 
The manuscript is currently in the hands of 
a reading committee. 
Robert T. Michael 
Time Spent In and Out of 
the Labor Force by Males 
This study is a companion to that reported on 
by Ghez, and concentrates on the implications 
of the same model for time spent in and out of 
the labor force  by males.  The percentage in-
crease  or  decrease  in  nonworking  time  with 
respect to a 1 per cent rise (or decline) in the 
wage rate would be a weighted average of the 
elasticities  of factor  and commodity substitu-
tion discussed in Ghez's report. This weighted 
average is estimated at about +0.25. 
If we combine this figure with our estimate 
of the effect of a positive interest rate and with 
Ghez's  estimates,  we  can  conclude  that  the 
elasticity  of  substitution  between  goods  and 
time is  about .5  or .6,  while  the  elasticity of 
substitution between commodities over time is 
much smaller, say, less than .25. The share of 
time in the total cost of producing commodities 
is substantial, on the order of one-half. The in-
terest rate has a large effect on the growth of 
nonworking time over the life cycle: it explains 
a growth of about 1 per cent per annum. 
Although these estimates have been entirely 
derived  from  life-cycle  data,  we  have  been 
examining their implications for  secular,  sea-
sonal, and cyclical changes in the working and 
nonworking  time  of  males.  Preliminary  cal-
culations suggest that they can predict the secu-
lar changes in working time  (and in  the con-
sumption of goods) remarkably well. 
Economic Growth and the 
Distribution of Labor Income 
Gary S. Becker 
I am studying some of the determinants of per-
sonal income distribution, on both a national 
and a statewide level. In particular, the study 
investigates the effects of economic growth on 
a number of key parameters (mean,  variance, 
and skewness)  of the distribution of labor in-
come. 
The theoretical model, based on the human 
capital approach to the distribution of earnings 
as formulated by Mincer (]PE, Aug. 1958) and 
Becker and Chiswick (AER Proceedings, May 
1965), has now been completed. This approach 
can be summarized by two equations. The first 
states  that the  earnings  of  an individual  at  a 
moment in time are a return to untrained ability 
and a series of productivity-improving invest-
ments in human capital. The second states that 
the inequality of earnings among individuals is 
a function of the average level of investment in 
human capital, the average rate of return to this 
investment,  and  the  variance  of  both  these 
magnitudes. 
My  analysis  concentrates  on  schooling, 
which is only one form of investment in human 
capital.  I  examine  how  the  growth  process, 
i.e.,  changes  in  factor  ratios  and technology, 
developments  in  the  capital  markets,  and in-
creased  demand  for  output,  may  affect  the 
costs  and returns to  investment in  education. 
Empirical work will attempt to explain changes 
in  the  distribution  of  earnings  over  time  by 
three variables: the average level of schooling, 
the  average  rate  of return  to  schooling,  and 
the  variance  in  years  of  schooling.  All  the. 
necessary  data  are  contained  either  in  pub· 
lished Census statistics for the period 1940-60, 
or in  Census  tapes  in  the  possession  of  the 
National  Bureau.  The  procedure  will  also 
enable  me  to  make  some  projections  of  the 
future distribution of labor income. 
I am now devoting most of my time to fitting 
the  model to  data for  the  United States  and 
for the individual states and regions.  I  intend 
to further dis aggregate  according to age,  sex, 
race, and urban-rural residence, where possible. 
Michael Tannen 
Net Returns to Education 
The primary purpose of the study is to investi-
gate the relationships among education, mental 
ability,  and income.  The following  aspects  of 
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First,  we  have  traced  the  relationship  be-
tween mental ability and education over time, 
where education is the fraction of high school 
graduates entering college,  and ability  is  per-
centile rank on IQ tests. In regressions of abil-
ity on education, we  find  a significant mono-
tonic decline over time in the education coeffi-
cient. We find also that the average ability level 
of high school graduates entering college was 
higher in the late 1950's and early 1960's than 
it was  in  the  1920's and 1930's. This results 
from  a  significant  increase  in  the fraction  of 
high school graduates continuing to college at 
high-ability levels, with little or no increase at 
low-ability levels. 
These  results  have  important implications. 
The  change  over  time  in  average  ability  for 
high school graduates entering (or not entering) 
college  means  that age-income  profiles  for  a 
given education level, drawn from a cross-sec-
tion sample that spans various cohorts, will re-
flect ability differences. Next, since the ability-
education relation has changed over time,  the 
bias in the education coefficient estimated from 
cross-section regressions of income on educa-
tion must also have changed. And the fact that 
the ability-education relation has shifted over 
time may allow us to estimate and thus correct 
for the bias. 
Second,  we  have  analyzed  previously  un-
published details of data collected by D. Wolfle 
and J.  Smith.  Their sample  consists  of  grad-
uates  of  Minnesota  high  schools  (1938)  for 
whom ACE test scores and 1953 income data 
are available. We find that both education and 
the ACE test score measure of mental ability 
contribute significantly to income, and that the 
combination of high scores and high education 
is  particularly important.  On the  other hand, 
mental ability as measured by rank in class per-
forms very poorly in explaining income differ-
ences.  When  income-education  relations  are 
estimated,  both  including  and  excluding  an 
ability variable, the difference in the education 
coefficient is  very small-less than 4 per cent. 
This finding is  of particular importance, since 
we also find that the coefficient on education in 
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the regression of ability on education is higher 
in the W  olfle-Smith sample than in almost all 
others. Thus, the bias in the income-education 
relation due to the omission of ability should 
be larger in the Wollie-Smith sample than in 
most others,  suggesting that this bias may be 
negligible in general. 
Third, we have studied the income-education 
relation for a group of top corporate executives 
over the period 1940-63. The sample was first 
drawn by W. G. Lewellen in an effort to obtain 
good  estimates  of  after-tax  income  for  high-
ranking  executives.  We  find  that  those  with 
one or more degrees generally earn significantly 
more income than high school graduates in the 
years  1950 to  1958.  After  1958 there  is  no 
significant relation between income  and edu-
cation. 
A major part of the study currently under 
way  is  the  analysis  of  the NBER-Thorndike 
sample.  The original sample was  drawn from 
a group of volunteers who took the air cadet 
qualifying examinations in 1943. In the mid-
fifties,  Thorndike obtained income and subse-
quent education data for nearly 10,000 of these 
individuals. The National Bureau has recently 
completed a follow-up survey, which contains, 
among other variables, individual earnings data 
at various points in time, including 1969 and 
the first year of full-time work. 
One of the major purposes of our study is 
to determine the extent to which education is 
used as a licensing or screening device by firms. 
We demonstrate that screening-defined as re-
stricted  entry  into  high-paying  occupations, 
where  the  restrictions  vary  with  education-
does not affect the social or private return to 
educating one individual, but may greatly af-
fect the return to educating many.  A  test for 
screening  has  been  developed,  along  with  a 
method of  estimating the social  returns  to  a 
policy designed to increase the educational at-
tainment  of  large  numbers  of  people.  The 
Wolfle-Smith data  sugges~ that screening does 
exist, and that it may be llnportant. 
Paul Taubman 
Terence Wales Learning and  Knowledge 
in the Labor Market 
The ultimate  objective  of  this  research  is  to 
estimate rates  of  obsolescence  and deprecia-
tion on human capital among various profes-
sions  and  across  broad  educational  groups. 
These calculations  may be useful for  several 
important problems. For example:  (1)  It has 
been argued that higher  education makes  its 
recipients more "flexible" in adapting to new 
situations. If  so, higher-education capital should 
depreciate at a lower rate than that of other 
levels. (2) On some assumptions, obsolescence 
rates can be interpreted as  approximate mea-
sures of rates of change of knowledge. The ex-
tent to which it is sensible to standardize labor 
inputs in terms of years of schooling in time-
series production studies depends on how the 
content of education changes over time. If the 
rate  of  change  of  knowledge  is  sufficiently 
rapid,  the  standardization criterion is  not in-
variant over the sample period; hence, produc-
tivity  calculations  and  imputations  may  be 
biased and misleading. (3) Cross-specialty com-
parisons should be extraordinarily interesting 
in and of themselves. For example, has the rate 
of  advance  of  knowledge  in  medicine  out-
stripped that in mathematics? Can these differ-
ences be explained largely in terms of different 
research support among fields? 
Knowledge  cannot  be  measured  directly, 
and human capital assets are not traded in mar-
kets. But for some purposes, the labor market 
can be interpreted as a rental market for human 
capital. Thus, almost all available information 
is contained in observed age-income data, and 
obsolescence-depreciation parameters must be 
inferred from them. My approach is to specify 
a  "vintage"  human capital investment model 
and estimate a function related to hedonic price 
indexes.  To make  an analogy  with  automo-
biles,  one has  information on market rentals 
(equivalent to asset prices), school of gradua-
tion and specialty (make and model number), 
year of graduation ("vintage") and age (depre-
ciation). 
The analogy with tangible goods is far from 
complete, however, and major conceptual dif-
ficulties  remain. Most important, education is 
not produced only in school and does not cease 
after graduation.  In other words,  individuals 
can "retool" or invest in more than one vintage, 
and have incentives to do so in order to main-
tain their capital intact. Evidently, there is  in-
sufficient  information  in  age-income  data  to 
solve this problem in full,  and certain outside 
restrictions  must be  imposed. 
Most of my efforts  to date have been con-
cerned with  attempting  to  specify  reasonable 
a  priori restrictions on rates of learning over 
an individual's lifetime.  What is  the optimum 
path  for  the  accumulation  of  knowledge  or 
human capital? The logical basis for the model 
rests on the assumption that learning is a joint 
product of working experience.  Firms can be 
thought of  as  producing not only  marketable 
output sold to the public at large but also learn-
ing opportunities sold to their own employees. 
Workers  are  willing  to  purchase these  op-
portunities in  order to  increase  their market-
able knowledge and subsequent income. Pay-
ments take the form of equalizing differences 
among jobs offering different investment values 
(at varying cost),  and the market provides  a 
wide range of choice to workers, depending on 
what job they choose. Given this market deter-
mined  trade-off  between current income  and 
learning,  lifetime  incomes  can be  maximized 
by choosing among work activities in the op-
timal way. The solution to this problem yields 
optimum rates of investment over the worker's 
lifetime. Under fairly general conditions, it has 
been shown that the  age-investment function 
can be well approximated by four or five  pa-
rameters (instead of the original forty or fifty). 
This particular learning model has some in-
teresting properties,  quite independent of the 
depreciation-obsolescence problem. In essence 
it is  an analysis  of "markets" for lifetime in-
come  opportunities, in which market equilib-
rium conditions  determine  entire  age-income 
profiles. As usual, the rate of change of income 
with  respect to  age  is  explained  in  terms  of 
supply and demand-costs of providing various 
learning  opportunities  and  distributions  of 
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, I worker  characteristics  such  as  "ability"  and 
motivation, as well as capital market imperfec-
tions and labor market restrictions. 
As an example, consider the effects of a mini-
mum wage. The difference between the market 
n~i1tal value of a worker's existing skill and his 
actual wage is the price he pays for new knowl-
edge.  But this difference  is  also  the return to 
the firm  for providing the worker with  an in-
vestment opportunity. A minimum wage puts a 
ceiling on the worker's demand price for invest-
ment opportunities. Thus, a worker coming to 
the labor market with  a sufficiently small en-
dowment of knowledge and skill will be literally 
priced out of the market for learning opportu-
nities. This may be part of the explanation for 
the  observed high  concentration of  nonwhite 
workers in low-skilled occupations, even apart 
from  discrimination.  This  phenomenon  may 
also explain why so few  nonwhites have gone 
through formal  or informal job  training pro-
grams.  If this  is  so,  a  program  such  as  the 
"wage subsidy" would raise the ceiling on in-
vestment opportunities and allow more knowl-
edge to be bought, thus increasing the upward 
occupational mobility of disadvantaged groups. 
After the model is fully constructed, I intend 
to estimate the relevant parameters for various 
academic  fields,  using  income  data  available 
from  the National Science Foundation Regis-
try.  For medicine,  there are data from  other 
sources;  and  for  general  education  classes, 
data are  available from  U.S.  Census sources. 
To  date  I  have  drafted  one  paper  entitled 
"Learning by  Experience  and  Joint  Produc-
tion," concerning optimum accumulation of  a 
firm-specific capital good (knowledge about its 
production  function)  produced  jointly  with 
marketable  output.  It is  shown  that various 
learning phenomena can be specified  empiri-
cally  in terms  of  "progress  functions,"  using 
cumulated output or inputs. The rate of learn-
ing  is  endogenously  determined,  given  the 
parameters of the system. 
Sherwin Rosen 
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Education and Savings Behavior 
This study examines the influence of education 
on observed savings  behavior for  individuals 
and families. Educational differences might be 
associated with differences in the amount saved 
as  a fraction of income,  and also with  differ-
ences  in the  composition of any  size  savings 
portfolio. People save in order to accumulate 
financial  assets  and  to  purchase  consumer 
durables,  which will  provide service  flows  in 
the future.  Moreover,  people may choose an 
income stream which involves the acquisition 
of  postschool  human capital  in  the  form  of 
on-the-job training,  and this is  also a form of 
saving. 
The principal data for the inquiry are from 
the Consumers Union questionnaires answered 
between 1958 and 1960. These surveyed atti-
tudes, expectations, expenditures, and savings 
patterns of families who were members of this 
national organization. In addition to providing 
information  on several  current income  mea-
sures, earnings of various family members, ex-
penditures, and the amount of various types of 
savings  (both  financial  assets  and  consumer 
durables),  the  survey  furnished  income  data 
over a period of years,  beginning in the first 
year  of  full-time  employment  of  the  family 
head. Moreover, the data set contains a collec-
tion of attitudinal questions which might pro-
vide clues about time preference, taste for risk, 
goals for saving, and ability to accomplish these 
goals. Data on education, age, family size,  and 
occupation are also available. 
Since the respondents are members of Con-
sumers Union, the quantitative data are prob-
ably  more  accurate  than  for  most  such 
surveys. In addition, a number of consistency 
checks have been built into the empirical anal-
ysis; because there are over 6,000 observations 
for families answering four successive question-
naires,  it  is  possible  to  eliminate  seemingly 
irregular observations which do not pass these 
tests without seriously worrying about degrees 
of freedom. 
The first  part of  the  study has  considered 






ent savings/income ratios; that is,  at a given 
point in the life cycle,  do more-educated peo-
ple save more or less than less-educated people? 
One underlying cause of differential aggregate 
savings patterns by education might be that the 
educational process alters individual time pref-
erence.  Responses  to  several  of  the  attitude 
questions may throw some light on the asso-
ciation  between  time  preference  and  educa-
tion. If  saving is a function of time preference, 
and if people with  low  time  preference  also 
choose to obtain more schooling, then an ob-
servation  that  more  educated  groups  save 
more, ceteris paribus, need imply nothing about 
the effect of education on saving. The educated 
(low time preference) individuals would have 
been relatively large savers even without edu-
cation,  due to their inherent low time prefer-
ence. 
Differences in education also appear to re-
sult in differences in the nature of subsequent 
income. Various aspects of income might differ 
because of education or because of the type of 
occupation entered after education;  these  in-
clude  level,  time  path,  variance  over  time, 
source (whether from physical or human capi-
tal), and split between wages and fringe bene-
fits.  Many of these  characteristics  have  been 
thought to influence the proportion of income 
saved. For example, consumption theory leads 
to  the conclusion that savings will be a larger 
part of  income  when  reliance  is  on  human 
(versus nonhuman or physical) capital to earn 
income. 
Aspects  of  both  consumption  theory  and 
human capital theory suggest that savings as a 
fraction of income will tend to increase as edu-
cation increases, and, other things being equal, 
as  age increases up to retirement. To test this 
hypothesis,  I  divided  the  Consumers  Union 
Survey respondents into education-experience 
cells, and estimated consumption functions for 
those  in  each cell.  The expectation was  that 
marginal and average propensities to consume 
would be negatively correlated with both level 
of education and labor force experience. The 
latter conclusion was generally confirmed, but 
there  did  not appear to be a  strong  pattern 
across  schooling groups.  However,  saving  in 
this test was defined to include only saving in 
the form of financial assets. 
According to Mincer's theory and evidence, 
saving in the form of on-the-job training rises 
with  formal education and declines  with  age. 
Since younger and more educated members of 
the  labor  force  save  more  of  their  incomes 
in the form of on-the-job training, they will save 
correspondingly less in the form of financial and 
durable assets to attain any total amount of sav-
ing.  Since older workers invest less  in on-the-
job training, they should invest more in  other 
forms  of  saving  to  result  in  the  equivalent 
amount of total savings. If we expect the sav-
ings/income ratio to  rise with labor force ex-
perience,  there  should  be  a  positive  rela-
tionship  between  age  and  financial  saving. 
On the  other hand,  although  it might be  ex-
pected that more educated people save more in 
total, they also invest more in on-the-job train-
ing (at the same age). Hence, it is unclear which 
way  the relationship between financial  saving 
and education will go.  Estimates of  actual in-
vestment in on-the-job training by members of 
the sample will be constructed, using Mincer's 
definition, and "full" savings functions will be 
estimated. 
Currently I am looking at responses to atti-
tude and behavior questions to find clues as to 
how time preference and investment efficiency 
vary with schooling. The data should indicate 
whether there is  a systematic relationship be-
tween  education  and  savings  portfolio  deci-
sions. Some of these questions concern ways in 
which  purchase of services  of  durables  differ 
from purchase of the durables themselves; that 
is,  the holding of durable versus financial  as-
sets,  the holding of long-run versus  short-run 
securities,  and the holding of  variable versus 
fixed price assets. This part of the study is in a 
preliminary stage. 
In addition to the savings study, I am work-
ing on several other projects during my year as 
a Research Fellow. Papers entitled "On Equal-
ity of Educational Opportunity" and "Oppor-
tunity Costs  and Models  of  Schooling in  the 
Nineteenth Century" have been completed and 
69 are to be published in the American Economic 
Review and the Southern Economic Journal, 
respectively. I have analyzed measures of qual-
ity of colleges and expect that these results can 
be used in conjunction with the NBER-Thorn-
dike data sample. I have also begun a study of 
the  effects  of  compulsory  schooling  laws  on 
nineteenth century education. 
Lewis C. Solmon 
Education and  Family Size 
Empirical research has shown that the effect of 
education on productivity in the labor market 
is positive, and the theory of human capital has 
tended to focus upon those incentives to invest 
in education that result from a positive net re-
turn. Thus relatively little work has been done 
on the manner in  which  education  enhances 
productivity. Little attention has been paid to 
the question, "How or why does education af-
fect productivity?" One hypothesis is that edu-
cation has  an "allocative" or cognitive  effect, 
whereby it fosters an awareness of alternative 
methods of production or increases the capabil-
ity of the more highly educated to adopt new 
production techniques. 
What little evidence there is  on education's 
effect on productivity in the nonmarket sector 
also indicates a positive relation. The objective 
of this study is to analyze, within the context of 
a set of household production functions,  how 
this cognitive effect of education might operate 
within the nonmarket sector to alter commodity 
prices and real income,  and thereby affect be-
havior.  The specific productive process exam-
ined  is  the  use  of  contraceptives  in  limiting 
family size. The approach is to view the derived 
demand for children as  a joint-products prob-
lem  involving nonmarket commodity produc-
tion. 
Empirically the effect of education on family 
size may reflect several factors, principally the 
higher permanent money income level (with its 
corresponding shift in demand toward higher-
priced units or "quality"), the higher time value 
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of family members, and the effect of education 
on contraceptive knowledge and use. The fact 
that previous studies have observed conflicting 
net  effects  of  education  on  family  size  may 
simply be the result of a dominance of one or 
the other of these separate factors. The empiri-
cal analysis in this project will attempt to isolate 
these three effects, with the emphasis on the net 
influence of education. 
The first set of data to be analyzed will be the 
1968 NBER-Census Bureau Consumer Antici-
pations  Survey  of  some  4,500  households. 
These data should permit separate estimates of 
the partial effects of income and time value and 
the residual education effect. In addition, recent 
empirical findings  by demographers are being 
reviewed to provide further direct evidence of 
education's effect on the desired family size and 
on the use of contraceptives. 
Robert T. Michael 
NBER-Thorndike Sample 
Analysis  of  several important and interesting 
questions will be greatly facilitated by the forth-
coming  availability  of  the  NBER-Thorndike 
sample of Air Force veterans. With the assis-
tance of Dr. Robert Thorndike (Columbia Uni-
versity), the Veterans Administration, and the 
U.S.  Air Force we  have managed to obtain a 
data set that promises to be of exceptional value 
for research in the economics of education. 
We have now completed and processed four 
separate mailings to the roughly 9,700 men in 
the original Thorndike sample.  After the first 
two  mailings,  which  yielded  approximately 
2,500 returns, we were able to obtain updated 
addresses for close to 4,000 of  approximately 
7,000 nonresponse cases  (roughly  300 of the 
original sample proved to be deceased). Subse-
quent mailings to these new addresses yielded 
another 2,000 returns, hence our current total 
is  about 4,500. We have now successfully up-
dated another 1,000 or more addresses, using 
public telephone  directories,  and plan a fifth 
and  final  mailing  to  these  new  addresses  as well as to all remaining nonrespondents. On the 
basis of experience to date, it appears that the 
sample of returns will eventually reach between 
5,500 and 6,000 cases. 
Not only  have  response  rates  been excep-
tionally high, given the usual standards for mail 
surveys of this type,  but the quality of  the in-
formation  appears  to  be well  above  average. 
Virtually all respondents have provided an esti-
mate  of current earnings in dollars,  and well 
over 90 per cent have provided earnings on the 
first job held after termination of formal school-
ing. There are a substantial number of income 
reports for the  years  between initial  job  and 
the present. The survey contains information 
on schools attended, years of attendance, and 
degrees received.  For about three-quarters of 
the  higher-education  institutions  attended  by 
sample respondents, we have been able to ob-
tain a measure of college "quality." Thus, it will 
be possible to analyze the returns to different 
qualities of higher education. 
In addition to the basic earnings and school-
ing data, information was obtained on nonearn-
ing activities of sample respondents: these data 
indicate type of organization, kind of activities, 
and  amount of time  involved.  We  also  have 
extensive  data  on  demographic  and  family 
characteristic  variables,  as  well  as  on  socio-
economic  attitudes,  family  background,  etc. 
Some limited data were obtained on total hold-
ings  of financial  and other types  of  assets,  as 
well  as  on savings;  this  information is  of un-
known completeness and reliability, although it 
appears to be less extensive than the basic earn-
ings and schooling data. 
The basic ability data were obtained from a 
series of twenty tests administered to all sample 
respondents by the  U.S.  Air Force  in  1943. 
Factor analysis of these test scores suggests the 
presence of at least four, and possibly five, iden-
tifiable dimensions of "ability": one factor ap-
parently represents  general  reasoning  ability, 
another  quantitative aptitude,  another spatial 
perception, another general physical dexterity, 
and the last may represent taste for risk. The 
spatial perception and physical dexterity meas-
ures  are,  of  course,  a consequence of  the  in-
terest of the tester (the U.S. Air Force) in iden 
tifying  individuals  with  an  aptitude  for  pilol 
training.  The availability of  this  collection  of 
ability dimensions will make it possible to esti-
mate the economic  returns to several dimen-
sions of ability, and possibly to explore whether 
or not the returns to these ability  dimensions 
have changed over the years. It will also permit 
investigation  of  the  particular  dimensions  of 
ability associated with financial success in any 
given occupation. 
F. Thomas Juster 
The Use Value of Education 
This study is a continuation of a series of studies 
concerning the nature-in production and con-
sumption-of education. The fundamental idea 
is  that a large part of the return to education 
may have its roots in the  decision process. If 
education facilitates the collection, evaluation, 
and storing of information, then increased edu-
cation should be associated with  propensities 
toward correct choice. For static analysis it  is 
not informative to distinguish between educa-
tion as  a factor contributing to allocative effi-
ciency  and  education  as  an  ordinary  good 
which directly increases either utility or physi-
cal production. But in a dynamic setting, where 
abilities to learn and adjust are important, the 
distinction is relevant. 
The theoretical  analysis  is  concerned  with 
identifying  the  value  of  information,  where 
learning is  defined as the erosion of ignorance 
and ignorance refers to either subjective or ob-
jective  uncertainty  as  reflected  in error  vari-
ance.  The role of scale economies  associated 
with the collection and application of informa-
tion is  stressed, as are such factors as  the rate 
of technical change and product differentiation, 
which increase both the rate of obsolescence of 
knowledge and the value of learning. 
The empirical analysis concentrates on U.S. 
agriculture, where a rapid rate of technologica:l 
change has lent value to discretionary capaci-
ties.  The major questions asked are:  To what 
71 extent has the interaction between agricultural 
research and farm operator education "created" 
the  returns  to  scale  commonly  found  in  em-
pirical estimates?  And,  is  there evidence  that 
federal extension activities and increasing 
farmer education have speeded the diffusion of 
the products of agricultural research? Data are 
now available to address these questions. The 
1964 Census of U.S. Agriculture provides out-
put and input  data,  including  farm  operator 
education, which is cross classified by value of 
sales,  age  of  operator,  tenancy  (full  or  part 
owner,  managers,  and  tenants),  and  type  of 
farm.  This detail, previously unavailable, per-
mits  an analysis  of  questions  concerning the 
rate of appreciation or obsolescence of abilities 
associated with  schooling  (the  age  cross clas-
sification),  returns to scale (value classes),  in-
centive structures (tenancy), and an analysis of 
the  differential impact of research activity by 
type of farm. The results of several models will 
be  compared,  ranging  from  full  income,  in 
which appreciation of land values and income 
from off-farm work are included as output, to 
the  now  standard  gross  revenue  and  value-
added models. 
Aptitude,  Education, and 
Earnings Differentials 
Finis Welch 
A major problem arising in the empirical anal-
ysis of costs of and returns from formal educa-
tion is  the isolation of the earnings increment 
that can be attributed to an increment of formal 
education. The imputation of the return from 
the investment is  usually made by controlling 
for several demographic variables, such as sex, 
race,  age,  and geographic  location,  and then 
attributing  the  differences  in  the  earnings' 
streams  of  individuals  with  various  levels  of 
formal schooling to differences in the amount 
of schooling. Most studies have been based on 
information  with  two  important  limitations. 
First, there is usually no independent measure 
of individual ability,  and this leads to an un-
known bias in the apparent returns from school-
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ing.  Second, the earnings profile  plays an im-
portant  role  in  analyzing  the  returns  from 
investments  in  formal  education.  Since  most 
studies are based on cross-sectional data at a 
single  point  in  time,  some  assumptions  are 
made to generate pseudo-earnings profiles. Co-
hort (longitudinal)  data would enable one to 
avoid  these  somewhat  arbitrary  assumptions 
about secular growth and its effect on individ-
ual earnings. 
Two samples are being studied which contain 
information usually not available for the anal-
ysis  of  return from  education.  The first  is  a 
sample  of  all  Swedish  third  graders  from 
Malmo, who were given a four-part intelligence 
test  in  1938.  Information  on  school  grades, 
formal education, social class, measured intel-
ligence ten years later (for some), and follow-up 
information including taxable income was ob-
tained in  1963 for the cohort. The basic data 
tape was made available by Professor T. Husen 
of  the Pedagogisk-Psykologiska Institution at 
the University of Stockholm's School of Educa-
tion. In addition, data were gathered from in-
dividual tax records in the Swedish archives on 
earnings, income from capital, taxable income, 
and income of wife for  males  in the sample. 
These data cover  1949-68,  at five-year  inter-
vals.  The original sample size was  835; earn-
ings  profile information was  obtained on 500 
to 600. 
The second source  of  data is  a  sample  of 
10,500 respondents to a Project Talent  1  fol-
low-up  survey,  carried out with  the  aid  of  a 
grant from  the National Science  Foundation. 
The original survey provides 130 background 
items from the time when respondents were in 
the 11 th grade, including various aptitude test 
scores,  family  background,  high  school  atti-
tudes,  and high  school information.  The fol-
low-up  survey  made  six  years  later includes 
information on earnings, weeks worked, weeks 
unemployed,  and  additional  formal  training. 
These two unique samples will make it pos-
sible  to test directly  a number of  hypotheses 
1 See footnote,  Section  2,  p.  45,  for  a  description 
of Project Talent. about  the  way  measured  intelligence,  family 
background,  and  attitudes  affect  the  returns 
from schooling, as well as their direct influence 
on earnings. 
Initial calculations with  the Project Talent 
high school graduates who  had no  additional 
formal  training  suggest  that differential  mea-
sured aptitude has a small but positive effect on 
earnings five years after graduation. Some peo-
ple had conjectured that higher-aptitude indi-
viduals might well have obtained significantly 
higher incomes even without college education. 
The conjecture, if  it had been correct, would 
have implied an understatement of the oppor-
tunity costs of acquiring more education. 
John C. Hause 
Comparison of Measures of the Growth 
in Educational Output 
As a first step in our analysis of so-called edu-
cational  production  functions,  we  compare 
various alternative measures of the growth in 
educational output during a particular period 
of schooling. The specific output measures we 
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TiHl - TiHl 
D ij+1 - D ij, 
where Tij =  the actual score on the ith test in 
A 
the r h  period, Tij  = the predicted score in the 
itlt test in the jth period, Dij =  the percentile 
achieved on the itlt test in the jtlt period. 
The first  measure,  raw  differences  in  test 
scores,  is  probably the most commonly used 
growth index,  yet it is  clearly far from  ideal. 
Its  principal  shortcoming  is  the  failure  to 
adjust for the arbitrary scaling of test scores. 
1 
The second procedure, on the other hand, at-
1 All these problems arise because the measures of 
education  are  ordinal  rather than cardinal,  that is, 
there is neither a zero point nor a well-defined unit of 
measurement for  educational achievement  (or  abil-
ity).  See  Samuel Bowles,  "Towards  an  Educational 
Production  Function,"  in  Education,  Income,  and 
Human Capital, W. Lee Hansen, editor, Income and 
Wealth Conference 35, New York, NBER, 1970. 
tempts to make such an adjustment by remov-
ing  the  arbitrarily  determined  growth  in  the 
mean test scores (the trend in test scores) from 
one period to the next. Thus each individual's 
test score is  assumed to grow in the same (lin-
ear) fashion as the mean score, yielding a pre-
dicted or expected test score for each individ-
ual. The "true" growth in test scores is then the 
difference  between  actual  and  expected  test 
scores. Even this procedure is inadequate, how-
ever, if the variances in the distributions of test 
scores are changing over time, or if the distribu-
tions are not normal and other moments are al-
lowed to vary. 
The  final  measure  to  be  considered,  the 
change in the percentile in which a given stu-
dent's  test scores  fall,  is  truly  ordinal but is 
strongly related to the second measure, if test 
scores  are normally distributed with  constant 
variance. In this case, the relationship between 
the second and third measures depends directly 
only  on  the  "fineness"  with  which  the  third 
measure is  specified; for example,  changes  in 
percentiles,  deciles,  or  quintiles.  If the  vari-
ances of other properties of the distribution are 
changing over time, the third measure is clearly 
superior to the second. 
The primary concern of  the  present phase 
of  our  investigation  is  not,  however,  with  a 
theoretical comparison of measures of  output 
growth.  We  are interested in the actual rela-
tionships among these growth indexes. 
We  have been exploring data obtained by 
the  Educational Testing Service  at  Princeton 
in connection with their "Growth Study." Ap-
proximately 34,000 school children were given 
a battery of tests requiring about ten hours of 
testing  time.  The  sample  included  approxi-
mately 9,000 public school students in the fifth 
grade, 9,000 in the seventh grade, 9,000 in the 
ninth grade,  and about 5,000 in the eleventh 
grade.  In independent schools,  the sample in-
cluded 1,000 ninth-grade and 1,000 eleventh-
grade students. These students were enrolled in 
140  elementary  feeder  schools  and  33  sec-
ondary schools. Samples of the original 34,000 
stud~nts were retested at two-year intervals dur-
ing  the eight-year course of the study.  There 
73 are thus five sets of data describing the educa-
tional achievements of those students who were 
in the fifth grade in 1961. 
The analysis of these data could be begun by 
calculating these measures for the tests admin-
istered in September-October  1961  and Sep-
tember-October 1963 (January-February 1963 
for those who were in the eleventh grade ini-
tially). In the case of the third measure we in-
tend to try several  alternatives:  (a)  standard 
deviation units, two on each side of the mean, 
yielding four classes;  (b)  half-standard devia-
tion units, four on each side of the mean, yield-
ing eight classes;  and (c)  deciles,  yielding ten 
classes. 
Roger E. Alcaly 
V. K. Chetty 
Economics of the Legal System 
An  Economic Analysis of the Courts 
In the folklore of criminal justice a popular be-
lief  is  that a person arrested for  a crime  will 
have  his  case  decided  in  a  trial.  Empirical 
evidence  does  not  support  this  belief.  Most 
cases  are  disposed of  without a trial through 
negotiations  between  the  prosecutor  and the 
defendant, resulting in either a guilty plea or a 
decision not to charge the suspect. What factors 
determine the choice between a pretrial settle-
ment (hereafter denoted by PTS)  and a trial? 
What  accounts  for  the  large  proportion  of 
PTS's compared with trials? In particular, how 
are certain aspects of the criminal justice proc· 
ess,  such as  the bail system  and court delay, 
related to the decision to settle or to go to trial? 
The main purpose of this study is  to  answer 
these questions by means of a theoretical and 
empirical analysis  of the criminal justice sys-
tem,  using standard tools of economic theory 
and statistics. 
A theoretical model has been developed to 
identify the variables relevant to the choice be-
tween a PTS and a trial. The model's basic as-
sumption is  that both the prosecutor and the 
defendant maximize their utility, appropriately 
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defined,  subject  to  a  constraint  on  their  re-
sources. It  is shown that the PTS-trial decision 
depends on estimates of the probability of con-
viction by trial, the severity of the crime, the 
availability and productivity of the prosecutor's 
and  defendant's  resources,  trial  versus  PTS 
costs,  and attitudes toward risk. The model is 
then used to  analyze the  existing bail system 
and court delay, and to predict the effects of a 
variety  of  proposals  designed to improve the 
bail system and reduce court delay. These pro-
posals  include  "preventive detention,"  mone-
tary compensation to defendants not released 
on bail, and the imposition of a money price for 
the use of the courts. 
An additional feature of the model is its use-
fulness  in  analyzing the frequently  expressed 
belief that the criminal justice system discrimi-
nates against low-income suspects. This propo-
sition is  analyzed by relating a defendant's in-
come or wealth to his decision to settle or go to 
trial, the probability of his conviction, and his 
sentence if convicted. The interactions of these 
factors with the bail system and court delay are 
also  examined.  Finally,  the model is  applied, 
with some modifications, to civil cases. 
The second major part of  this  study is  an 
empirical analysis  using  data from  two  main 
sources:  (1) a survey conducted for the Amer-
ican  Bar  Foundation  on  the  disposition  of 
felony  cases  in  state  courts  in  1962,  and 
(2)  yearly data on criminal and civil cases  in 
federal courts contained in the Annual Report 
of the Director of the Administrative Office of 
the U.S. Courts. Multiple regression techniques 
are used to test a number of important hypoth-
eses derived from the model. These include the 
effects on the demand for trials (or conversely 
PTS's) and on the probability of conviction of 
the  following  variables:  (1)  the  bail  system; 
(2)  court queues; (3)  the size of the potential 
sentence;  (4)  judicial expenditures; (5)  subsi-
dization of defendants' legal fees; and (6) demo-
graphic variables, such as popUlation size, re-
gion,  county income,  per ce'nt  nonwhite,  and 
urbanization. 
Some of the empirical findings  are that: 




courts  was  larger for defendants  released  on 
bail than for other defendants, holding constant 
the average sentence and several demographic 
variables. This is predicted by the model, since 
the opportunity cost of a trial compared to  a 
PTS is greater for a defendant not released on 
bail than for one released as  a result of court 
delays. Moreover, differences in wealth among 
defendants  had no  observable  effect  on  trial 
demand. 
2.  Trial demand was  negatively  related to 
trial delay, and positively related to PTS delay, 
across U.S. district courts for 1960, 1967, and 
1968.  Thus,  a  widening  differential  between 
trial delay and PTS delay will  tend to reduce 
the demand for  trials,  as  the model  predicts. 
3.  The  subsidization  of  defendant's  legal 
fees  in  the  U.S.  district  courts  increased  the 
demand for  trials.  This is  consistent with the 
hypothesis  that a reduction in the cost differ-
ential between a trial and a PTS will increase 
the demand for trials. 
4.  Regression analysis of civil cases across 
U.S. district courts for the 1957-61 period in-
dicated  that the  demand  for  civil  trials  was 
also a negative function of court delay. 
5.  The  probability  of  conviction  in  state 
courts, as  measured by the proportion of de-
fendants sentenced to prison, was  greater for 
defendants not released on bail than for those 
released.  Regressions using the proportion of 
defendants acquitted and dismissed as  the de-
pendent  variable  supported  the  finding  that 
defendants  not  released  on  bail  were  more 
likely to be convicted. 
6.  Convictions leading to  prison sentences 
were  lower in  U.S.  district  courts  where  de-
fendants  had relatively  high  average  wealth, 
while  convictions  resulting in  monetary fines 
were greater in the same districts. These results 
are consistent with the model's prediction that 
a wealthier defendant has a stronger incentive 
to invest financial  resources in his  case if the 
penalty is a jail sentence, and a lesser incentive 
if the penalty is  a fine. 
In addition to  a more intensive analysis  of 
the above results, further work is planned along 
three lines. 
1.  The American Bar Foundation data used 
in the preliminary analysis were limited to data 
published in two volumes. However, the basic 
data (available on IBM cards) on the charac-
teristics  of  over  11,000 felony  defendants  in 
state courts are still in existence. These data in-
dicate sex, age, race, years of school completed, 
amount of bail, type of offense,  time from  ar-
rest to disposition, sentence received, and type 
of  legal  service  provided-a set  of  character-
istics that can be incorporated into the empiri-
cal  analysis  to determine their relation to the 
frequency  of  trials,  the  likelihood  of  convic-
tion,  and  the sentences received if convicted. 
2.  Data on the disposition of defendants in 
other  countries,  for  example,  England  and 
Canada,  are  available from  selected samples. 
A comparison of the workings of court systems 
in these countries with  the United States  will 
provide us with additional empirical tests of the 
model. 
3.  Widespread criticism of  the existing bail 
system  and proposals for bail reform play an 
important role in current policy  debates over 
effective  law  enforcement.  Proposals for  bail 
reform generally focus on eliminating the tradi-
tional reliance on income as  an indirect crite-
rion of pretrial release. When these policy con-
siderations are added to the findings described 
above (that pretrial detention is  an important 
determinant of the trial versus settlement deci-
sion and the probability of conviction), a thor-
ough  analysis  of the present bail system  and 
proposed  alternatives  seems  justified.  This 
project consists  of three  parts.  First, a  theo-
retical  model  is  developed  to  determine  the 
optimal amount of bail and the optimal number 
of defendants released for various offenses  in 
order to minimize the community's losses from 
a bail system. Such factors  as  the direct costs 
of detention (e.g., costs of maintaining persons 
in  prison),  the  reduction  in  expected  losses 
from crime,  the losses to defendants,  and the 
degree  of uncertainty in  predicting which  de-
fendants will commit additional crimes during 
pretrial release are relevant in determining the 
optimal bail system.  Second,  the present bail 
system and various reforms will be compared 
75 with  an  optimal system.  Third,  an  empirical 
analysis is  planned to explain the factors that 
give rise to variations among defendants, both 
in the amount of bail charged and in the likeli-
hood of  their  release. 
William M. Landes 
Participation in Illegitimate Activities 
and the Effectiveness of Law Enforcement 
The President's Commission on Law Enforce-
ment  and the  Administration of  Justice esti-
mated the economic costs of reported crime in 
the United States in 1965 at $21 billion (about 
4  per cent of the national income),  which  is 
more than the estimated economic cost of un-
employment in that year. In the same year, pub-
lic expenditure on police, criminal courts, de-
fense council, and "corrections" at the federal, 
state, and local levels amounted to $4.2 billion. 
In view of the economic and social significance 
of crime, it is important to determine whether 
the public's scarce resources are being wisely 
allocated to law enforcement. Is there at pres-
ent "too much" or "too little" enforcement of 
existing laws? 
The answer  to  these  questions  can be ob-
tained by investigating two related issues. First, 
what is likely to be the effect, on the level and 
severity  of criminal activity,  of an increase in 
the probability of apprehending and convicting 
offenders, in the punishment imposed on those 
convicted, and in other measures for combat-
ting crime? Second, to what extent would addi-
tional public expenditure on law enforcement 
agencies increase their effectiveness in appre-
hending and convicting offenders? 
1.  My study on participation in illegitimate 
activity has  attempted to investigate the first 
issue by setting up an economic model of the 
decision to engage  in unlawful activities  and 
testing it against the empirical evidence.  The 
novelty of this approach, as distinguished from 
traditional sociological  approaches,  lies  in its 
attempt to separate "taste for crime" from ob-
jective opportunities and other environmental 
factors, both analytically and empirically, and 
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to  investigate  the extent to  which  illegal  be-
havior could be explained by the effect of op-
portunities,  given  "taste." This  framework  is 
used,  for  example,  to  explain why  many  of-
fenders  allocate their "working time" to both 
legitimate and illegitimate activities, rather than 
to criminal activity  alone,  and why  many  of-
fenders tend to repeat their crimes even after 
being apprehended and punished, without re-
sorting to assumptions regarding unique moti-
vation. It  is also used to explain why those with 
specific  legitimate  skills  have  relatively  little 
incentive to engage in offenses punishable by 
imprisonment, and those with higher nonwage 
income may have a greater incentive to commit 
offenses punishable by fines. More importantly, 
the analysis  offers behavioral implications re-
garding the effect of some measurable factors 
on the frequency of illegal behavior. The main 
testable hypotheses are that, on the one hand, 
crime is  deterred by an increase in the prob-
ability of apprehension and conviction, in the 
rate of punishment if convicted, and in the re-
turns from  alternative legal  activity,  and,  on 
the  other,  is  enhanced by  an  increase  in the 
probability of (legal) unemployment and in the 
size of illegal payoffs. Attitudes toward risk are 
expected to play an important role in determin-
ing the relative effect of probability and sever-
ity of punishment. It  is shown that a 1 per cent 
increase in the probability of apprehension and 
conviction has a greater, a smaller, or the same 
deterrent effect in comparison with a 1 per cent 
increase in severity of punishment as offenders 
are risk preferrers, risk avoiders,  or risk neu-
tral, respectively. Moreover, it is shown that if 
offenders  were  risk  preferrers,  the  effect  of 
punishment  might  be  negligible  in  absolute 
magnitude.  The observation that punishment 
has  little  deterrent  effect  on  some  offenders 
need not, therefore, be interpreted as evidence 
of irrationality; it can be explained by prefer-
ence for risk. The analysis also shows that the 
degree of response of "full time" and "profes-
sional" offenders to changes in variables reflect-
ing  deterrents  and gains  is  likely to be lower 
than  that of  "part time"  offenders.  Law en-
forcement  may  therefore  be less  effective  in the case of  "hard core"  criminals  relative  to 
occasional offenders. 
The hypotheses regarding the deterrent effect 
of law enforcement on crime follow from the 
basic thesis  that offenders  behave  rationally. 
However, in the case of crimes punishable by 
imprisonment,  an  increase  in  the  probability 
and severity of  punishment would reduce the 
frequency of illegal behavior even if offenders 
were irrational, for those imprisoned are pre-
vented from committing further crimes, at least 
temporarily.  While  both deterrence  and  pre-
vention may equally well  serve the basic pur-
pose of law enforcement (i.e.,  to reduce total 
crime),  it  is  important to  establish  the  inde-
pendent deterrent effect of imprisonment, both 
to  verify  the  validity  of  our  approach  with 
respect to crimes punishable by imprisonment 
and to determine the effectiveness  of punish-
ment by  imprisonment relative  to  alternative 
penal modes  (probation and fines)  which  are 
expected to have only a deterrent effect. 
By considering a model in which  offenders 
are  assumed  a  distinct  subpopulation,  unaf-
fected by deterrents and gains, we  are able to 
estimate an upper bound for the preventive ef-
fect  of  imprisonment  on  the  frequency  of 
specific crime categories. The elasticity of this 
latter effect is shown to be the same for proba-
bility  and severity  of  punishment  and neces-
sarily lower than unity (in practice it has been 
generally estimated to be lower than 0.1). Since 
some of our empirical estimates of the elasticity 
of  offenses  with  respect  to  probability  and 
severity of  punishment exceed the magnitude 
attributable  to  a  preventive  effect  (some  ex-
ceeding  unity),  and  since  the  elasticities  are 
significantly  different  in  relative  magnitude 
(e.g.,  the elasticity of burglaries and larcenies 
with respect to a change in severity of punish-
ment exceeds that with respect to  probability 
of punishment),  the existence  of  an indepen-
dent  deterrent  effect  of  law  enforcement  is 
clearly confirmed. 
The empirical investigation employs a cross-
state  regression  analysis  of  the  seven  felony 
crimes reported by the F.B.I.'s Uniform Crime 
Reports.  Since  my  last  report,  the  empirical 
work has extended along three lines.  First,  a 
simple multiple regression framework was em-
ployed in the analysis of data from  1950 and 
1940. The results proved consistent with those 
obtained from 1960 data, reported in last year's 
Annual  Report.  Second,  a  two-stage  least 
squares regression analysis was employed in the 
investigation  of  specific  offenses  and  broad 
crime categories. The results confirmed the sig-
nificant deterrent effect of the probability and 
severity of punishment on all offenses  and the 
significant positive effect of income inequality 
and unemployment on the incidence of crimes 
against  property.  Finally,  a  three-stage  least 
squares  technique  was  employed  to  estimate 
simultaneously the "seemingly unrelated equa-
tions" of specific offenses. The results proved to 
be consistent with those obtained by using the 
two-stage least squares technique. It should be 
noted that our emphasis on simultaneous equa-
tion  estimation  techniques  has  been  due  not 
only to the presumed simultaneity relations be-
tween the frequency of reported offenses  and 
the probability of apprehension and conviction 
but also to errors of measurement in the esti-
mates of these variables. The fact that the re-
sults  are  consistent  with  the  hypotheses  and 
confirm our initial results is quite encouraging. 
2.  Some  preliminary  work  has  been  done 
to  determine the "productivity" of  public ex-
penditure on law enforcement. A simultaneous  . 
equation model of law enforcement and crime 
has been developed. The frequency of offenses, 
the probability of apprehension and conviction, 
and per capita expenditure on law enforcement 
are  treated  as  endogenous  variables,  jointly 
determined by  the  system  of  equations.  The 
model  was  then  tested  against  data  on total 
felonies  in  1960. The results show a  positive 
and significant effect of expenditure on police 
on  the probability of apprehending  and con-
victing  felons.  These  results,  combined  with 
estimates of the effect of probability of punish-
ment on total felonies, make it possible to esti-
mate  the  effectiveness  of  law  enforcement in 
reducing crime and the resulting social losses. 
Isaac Ehrlich 
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$ 5.  BUSINESS  CYCLES 
Introduction 
During  the  past  year  the  Bureau's  business 
cycles  research program has focused  on  new 
methods  of  analyzing  cyclical  episodes  using 
selected series of economic indicators, analysis 
of the influence of money on secular and cycli-
cal changes  in  real and nominal  output,  and 
evaluation of the structure and performance of 
large-scale econometric models. 
Ilse Mintz has been working on what might 
be termed "growth" cycles. In most European 
countries absolute declines in the level of eco-
nomic activity have been rare during the post-
war period,  and analysis  of cyclical episodes 
using  an  absolute  change  framework  would 
have  yielded  virtually  no  observations.  Yet 
there have clearly been marked differences in 
the  growth  rate of  economic  activity,  differ-
ences  which can be translated into  a cyclical 
framework of expansions and contractions in 
rates of change rather than in absolute magni-
tudes. Mrs. Mintz has been applying this tech-
nique to United States  experience  during the 
postwar period, and is preparing a paper to be 
presented  at  the  Business  Cycle  Colloquium 
in September. 
The  work  on  money  being  conducted  by 
Milton Friedman and Anna Schwartz has been 
concerned with the division of changes in in-
come between prices and real output, a prob-
lem  which  has  long  been  troublesome  to 
economists.  Details  of  their  recent work  are 
reported below. 
The  analysis  of  econometric  models  has 
yielded interesting, and sometimes disturbing, 
conclusions. In particular, the findings of Hai-
tovsky, Evans, and Treyz suggest that econo-
metric models per se have very limited ability 
to forecast  aggregate  economic  activity.  Zar-
nowitz, Boschan, and Moore have been trying 
to determine whether econometric models can 
simulate the observed cyclical behavior of eco-
nomic time series, not only within the sample 
periods of the respective models but for lengthy 
extrapolation periods in which the exogenous 
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variables in the models are subjected to speci-
fied  types  of  shocks.  These  findings  are  re-
ported in papers prepared for the Conference 
on Econometric Models of Cyclical Behavior, 
held in November 1969 under the joint spon-
sorship  of  the National Bureau's Conference 
on Research in Income  and Wealth  and the 
Social Science Research Council (see Part III 
of this report). 
Other current studies in business cycles in-
clude Gregory C. Chow's work on econometric 
models, begun originally in collaboration with 
Geoffrey  H.  Moore  and  Arthur  F.  Burns, 
Philip Klein's study of consumer credit, about 
to be reviewed by the Directors, Robert Eis-
ner's work on determinants of investment using 
McGraw-Hill  data,  and Benoit Mandelbrot's 
methodological  work  on  the  cyclical  proper-
ties of time-series data, discussed under "R/S 
Analysis" in Section 9 of this report. 
It is  expected  that the  Bureau's work  on 
econometric model analysis and evaluation will 
be expanded during the coming year. We have 
applied for  a grant from the National Science 
Foundation  to  study  short-term  forecasting 
methods:  subprojects in this proposal include 
work on large-scale model simulation, evalua-
tion of forecast effectiveness, and developmen-
tal work on two formal models-one designed 
to  incorporate  the  National  Bureau's  tradi-
tional view  of  the  cyclical process,  the other 
designed to exploit expectational and anticipa-
tory data sets that are often neglected in exist-
ing models. 
In addition to the  research  programs  out-
lined above,  we  have devoted some attention 
to  monitoring  the  current business  situation. 
Statistical procedures that have been developed 
over the years in the Bureau's business cycles 
research program have begun to be applied to 
the analysis of current conditiqns. These pro-
cedures are designed to facilitate the compari-
son of current conditions with those prevailing 
during  cyclical  episodes  that were  eventually 
classified as business cycle contractions, as well 
1 
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1 as  with  episodes  that  eventually  were  best 
classified  as  periods  of  retardation  but  not 
contraction. 
F. Thomas Juster 
Business Cycle Turning Points 
My  Occasional  Paper  on  German  business 
cycles  has  been published.  This  year  I  have 
interrupted the study of foreign business cycles 
in order to apply the experience gained so far 
to  the  dating  of  cycles  in  the  United States. 
Only  a  small  proportion of  the  period  since 
World War II has been designated as  a reces-
sion by traditional standards, and,  as  of early 
1970, no turning point has been recognized in 
more than eight years. The U.S. experience in 
the  1960's  has,  therefore,  resembled  that  of 
European economies, where practically no ab-
solute declines in activity, and thus no classical 
recessions,  have  occurred.  This  suggests  the 
desirability  of  supplementing  the  traditional 
U.S.  business  cycle  chronology  by  a  chro-
nology of growth cycles, i.e., cycles in rates of 
growth or in trend-adjusted data. 
In dating U.S. growth cycles we are also pur-
suing a secondary aim: to study the possibility 
of replacing the traditional NBER practice of 
handpicking business cycle turns by computer-
ized, objective, reproducible methods. 
The first task required for mechanical cycle 
dating is  the selection of the indicators to be 
used.  Herein lies  one of the main differences 
between subjective  and objective procedures. 
In the former, the analyst is free to select and 
weigh indicators according to the requirements 
of the specific situation under review. Thus, in 
setting cycle turns, the NBER has not relied on 
any fixed list of series,  although certain series 
were, of course, regularly taken into considera-
tion. With mechanical methods-and this is one 
of their main disadvantages-a fixed  selection 
of  indicator  series  must  be  used.  Decisions 
about the contents of such a list then become 
a crucial step in the dating of reference cycles. 
Our first criteria in choosing indicators are 
the  usual  ones:  economic  significance,  com-
prehensiveness,  regularity  of  timing,  etc.  In 
addition, however, we tried to identify a group 
of indicator series  that would yield  turns  co-
inciding with,  or at least very  close to,  tradi-
tional NBER reference turns.  Duplication  of 
these  handpicked  turns  is  desirable  for  two 
reasons. First, it argues for the appropriateness 
of  substituting  objective  methods  for  subjec-
tive ones. Second, use of an indicator list which 
reproduces  classical  turns  will  enable  us  to 
attribute differences between growth cycles and 
classical business cycles to differences in con-
cepts rather than to differences in data. 
After several experiments we  have,  for  the 
time being, settled on a list of seventeen indi-
cators.  When  combined  into  indexes,  these 
indicators yield turning dates over the 1948-61 
period that are either coincident with or close 
to months traditionally regarded as  U.S.  busi-
ness  cycle  turns. 
Growth cycle turning points have been de-
termined on the basis of these seventeen series. 
As  expected,  they  are much more  numerous 
than classical turning points from 1948 to 1969 
(fourteen rather than eight turns).  Also as  ex-
pected,  downturns  in  growth  cycles  tend  to 
precede, and upturns to lag behind, their classi-
cal counterparts. 
A detailed description of these findings will 
be presented and discussed at the NBER Busi-
ness Cycle Colloquium in September 1970. 
Ilse Mintz 
Money 
Because preparation of  our Monetary  Statis-
tics  of the  United  States  for  publication was 
inordinately  time-consuming,  we  made  less 
progress than planned in revising the draft of 
"Monetary Trends in the United States and the 
United Kingdom:  Their Relation  to Income, 
Prices,  and Interest Rates." In this  study  we 
analyze  the  characteristic  behavior  of  the 
quantity of money over long periods in rela-
tion to  other economic magnitudes.  Our pur-
pose  is  to  test  some  general  propositions  in 
monetary theory, and to test some of the em-
79 pirical generalizations suggested by our study 
of U.S. monetary history. A framework for the 
analysis,  developed  by  Milton Friedman,  ap-
peared  in  the  Journal  of Political  Economy 
(March-April 1970) and has been proposed for 
publication as an NBER Occasional Paper. 
The study of trends was originally designed 
to exploit the availability of reasonably accu-
rate monetary data for the United States cover-
ing  an  entire  century,  paralleled by  data  on 
national  income,  prices,  and  interest  rates. 
After we had completed our analysis of United 
States  data  for  the  period  1869  to  1961,  it 
seemed both  desirable  and possible  to check 
the  results  with  data  for  other  periods  and 
countries.  For the  United  States,  we  added 
data through 1969. The most readily available 
monetary data for other countries were for the 
United  Kingdom,  covering  1880-1968.  Ac-
cordingly,  we  extended  our analysis,  supple-
menting  these  monetary  data  with  readily 
available income, price, and interest rate data. 
To isolate longer-term relations, we attempt 
to remove from the data the effects of shorter-
term (business cycle) movements. Though brief 
in duration, cyclical fluctuations are often large 
relative  to  the  more  gradual  long-period 
changes.  Hence  comparisons  between  dates 
separated even by decades can be seriously dis-
torted if the initial and terminal dates refer to 
different stages of the business cycle. 
We  eliminate cyclical fluctuations  from the 
data by averaging  over  cycle  phases-that is, 
our basic observation is either the average of an 
expansion (cyclical trough to peak), or a con-
traction (cyclical peak to trough); these periods 
are sometimes  referred to as  half-cycles.  For 
the United States, we adopted the NBER's his-
torical reference cycle chronology, which ends 
with the trough in 1961. For our purposes, we 
designated  subsequent turns  in  1966  (peak), 
1967  (trough),  and  1969  (peak).  For  the 
United Kingdom, we decided to revise some of 
the  turns  listed  in  the  reference  chronology 
available  through  1938 1  and  extended  it 
1 See  Arthur  F.  Burns  and  Wesley  C.  Mitchell, 
Measuring Business Cycles, New York, NBER, 1946, 
p.79. 
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through 1968. A brief description of the issues 
we deal with follows. 
The long-term trends in money and income 
can be defined as  comprising three elements: 
changes  in population,  in  prices,  and  in real 
income  per  capita.  We  present  this  decom-
position for trends as well as fluctuations about 
trends,  and for levels  of the  series  as  well  as 
rates  of  change.  One  striking  feature  of  our 
empirical  results  is  the  extraordinary  paral-
lelism in the movements of money and income, 
both nominal and real.  This  parallelism is  to 
be expected from the general theoretical frame-
work that underlies our analysis but not neces-
sarily from the income-expenditure framework 
that  has  been  so  widely  accepted  in  recent 
years. 
Neither the quantity theory nor the income-
expenditure theory provides a satisfactory ex-
planation of the division of changes in income 
between prices and output. We test a number 
of hypotheses  that might explain it.  The evi-
dence  leads  us  to  reject  some  beliefs  that, 
judging from the literature, seem to be widely 
held,  but provides no simple  and satisfactory 
alternative.  The  evidence  suggests,  however, 
that a correct hypothesis will give considerable 
weight to expectations about prices. 
Our evidence  is  also  inconsistent  with  the 
simple  interpretation relating the  quantity of 
desired money balances to  the interest return 
on alternative assets.  While the liquidity pref-
erence relation does play an important role, it 
is  but one element in  a much more complex 
pattern.  We  also  revive  the  earlier  work  of 
Irving Fisher, redoing and extending some  of 
his  calculations.  Fisher's  conclusions  and  re-
sults  hold up remarkably well  for  the period 
subsequent to the one he covered. 
The central element in the quantity theory 
of  money is  the existence of a stable function 
relating the real quantity of money demanded 
to a small number of other economic variables. 
The  evidence  from  our  analysis  of  secular 
changes is highly encouraging, though not con-
clusive, for validation of the hypothesis. 
We  also  examine  the view  that there have 
been long swings in growth rates for the U.S. 
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economy and other economies.  Our emphasis 
is  not on whether  long  swings  exist,  but on 
whether they  are best interpreted as  episodic 
or as  reflecting an underlying cyclical mecha-
nism. The monetary data support the episodic 
interpretation. 
We hope to complete the revised draft of the 
monograph by the end of 1970. 
Study of Short-Term 
Economic Forecasting 
Milton Friedman 
Anna J. Schwartz 
A collection of essays by Rosanne Cole, Stan-
ley  Diller,  F.  Thomas  Juster,  Jacob  Mincer, 
and Victor Zarnowitz was  published in 1969. 
The  volume,  titled  Economic  Forecasts  and 
Expectations:  Analysis  of  Forecasting  Be-
havior and Performance, was edited by Mincer. 
An Occasional Paper by Cole, Errors in Esti-
mates  of Gross  National  Product,  was  pub-
lished in 1970. 
Plans have  been drawn  up for  a  new,  re-
lated but more comprehensive, research proj-
ect on evaluating different types and aspects of 
economic  forcasts  and  the  relation  between 
forecasting accuracy and methodology (see the 
report by Juster above). 
Since  December  1968,  quarterly  surveys 
have been conducted (in February, May, Au-
gust,  and  December)  of  forecasts  by  those 
members of the Business and Economics Sta-
tistics Section of the American Statistical Asso-
ciation  who  are  professionally  engaged  in  a 
continuing  analysis  of  the  business  outlook. 
The surveys were designed in cooperation with 
the National Bureau,  which  has  assumed re-
sponsibility for the evaluation of their results. 
The analysis is processed on the Bureau's com-
puter under the supervision of Charlotte Bos-
chan. I have presented a description of the new 
survey and the press releases giving each quar-
ter's figures in successive issues of The Ameri-
can Statistician since February 1969. 
A report on the results of the first four sur-
veys  was  presented at the  annual meeting of 
the American Statistical Association in August 
1969  and  published  as  "The  ASA-NBER 
Quarterly Survey  of  Economic  Outlook:  An 
Early  Appraisal"  in  the  Proceedings  of  the 
Business  and  Economic  Statistics  Section, 
A.S.A.,  1969.  The  forecasters  have,  on  the 
average,  underestimated  the  strong  increases 
that occurred at the time in the national aggre-
gates of output, income, and spending-a com-
mon error of predicting too little growth  and 
too little inflation. They have attempted, with 
partial success, to correct such errors through 
upward revisions;  with  the reduction  of  pre-
dictive spans  and the use of  additional infor-
mation' forecasts for a given target period have 
generally improved in successive surveys. The 
revisions, however, have on the whole been in-
sufficient,  so  that  the  short  predictions,  al-
though typically more accurate than the longer 
ones,  still understated the rise in the compre-
hensive  economic  indicators.  As  a  rule,  the 
dispersion of errors among the forecasts of in-
dividual participants increased with the length 
of  the  predictive  span,  both  within  and  be-
tween the surveys. 
Analysis  of  the  surveys  as  more  become 
available should help to answer problems con-
cerning (a) the relation between forecast meth-
odology  and  accuracy;  (b)  the  informational 
value  of  participants'  statements  about  the 
probabilities attached to their forecasts; (c) the 
dependence  of  predictions  upon  the  under-
lying  specified  assumptions  about  economic 
policy  changes  and  other  exogenous  events; 
(d)  the  structure  and  internal  consistency  of 
multiperiod  predictions  for  groups  of  inter-
dependent variables;  and (e)  the  implications 
of the varying degree of consensus among the 
forecasters. In each survey, questions are asked 
to  elicit replies  that bear upon these  various 
aspects of forecasting. Periodic assessments of 
the results are planned. 
At the NBER Fiftieth Anniversary Business 
Cycle  Colloquium,  to be  held' on September 
24, 1970, in New York, there will be a session 
devoted  to  a  comparative  analysis  of  short-
term  macroeconomic  forecasts  of  various 
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a , types,  and  simulations  produced  by  econo-
metric models. On forecasts, I plan to prepare 
a report summarizing, bringing up to date, and 
extending the findings of the NBER studies in 
this  area.  Ex ante forecasts  based on econo-
metric models, informal models and judgment, 
and anticipatory data would be compared with 
each other as well as with a variety of predic-
tive  benchmark measures;  the  results  should 
add to our knowledge of the relative accuracy, 
properties, and determinants of economic fore-
casts.  On simulations,  I  shall draw  upon the 
recent work for the Conference on Econometric 
Models  of  Cyclical  Behavior  and  attempt to 
extend it along the lines  suggested  elsewhere 
in this report (see "Business Cycle Analysis of 
Econometric  Model  Simulations"  below). 
Victor Zarnowitz 
An Analysis of the Forecasting 
Properties of U.S. Econometric 
Models 
Our analysis  of  Wharton Econometric Fore-
casts from  1963 to 1968 and of OBE Econo-
metric  Forecasts  from  1967-11  through 
1968-IV suggests the following: 
1.  For both models, the first two quarters of 
forecast are significantly improved by including 
mechanical constant adjustments based on sin-
gle-equation residuals of previous periods. This 
finding  is  consistent with the proposition that 
constant adjustments will improve forecasts if 
models  are  misspecified  and have  autocorre-
lated residuals. Specifically, when the Wharton 
model is used without adjustment the first two-
quarter-forecast errors for GNP and its major 
components  are  almost twice  as  large  as  the 
comparable  simulation  error,  measuring  the 
latter as root mean square (RMS) per cent error 
or RMS  error divided  by the  RMS  of  a  no-
change forecast.  This difference disappears in 
longer  forecasts.  When  constant  adjustments 
are used, in contrast, the error for  sample pe-
riod simulations and ex post forecasts is always 
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of the same order of magnitude. 
2.  The  true  ex  ante  forecasts  are  signi-
ficantly better than other ex ante forecasts for 
virtually  all  variables  and all  time  periods in 
the Wharton models and for most of the vari-
ables  and  time  periods  in  the  OBE models. 
True  ex  ante  forecasts  use  the  constant  ad-
justments actually made by the forecaster; the 
other ex  ante forecasts use either no constant 
adjustment or a mechanical adjustment based 
on previous single-equation residuals. Thus the 
actual adjustment methods differed from other 
adjustment methods  in  that they were  based 
partly  on  judgment.  In turn,  judgments  were 
based on information that would affect endog-
enous  variables,  although it was  not included 
in the specification of individual equations, as 
well  as  on  the  forecaster's  a  priori  expecta-
tions  of what constituted a  "reasonable" pre-
diction.  The  results  indicate  that the  use  of 
judgment appreciably improved the  Wharton 
forecasts  and  noticeably  improved  the  OBE 
forecasts.  Finally,  actual  (judgmental)  adjust-
ments  are better than any  mechanical adjust-
ment for the Wharton model when the realized 
(ex post) values of the exogenous variables are 
used, but are not usually superior to mechani-
cal  adjustments  in  ex  post  forecasts  for  the 
OBE model. 
3.  Not only  are the true ex  ante forecasts 
better than ex  post forecasts  using  the  same 
constant  adjustments,  but  ex  ante  forecasts 
with  mechanical  constant  adjustments  are 
better than similarly adjusted ex post forecasts 
in almost half of the cases.  The superiority of 
true  ex  ante forecasts  over  ex  post forecasts 
that use the true ex ante constant adjustments 
is  surprising. One would expect that the sub-
stitution of realized values of exogenous vari-
ables for "guessed" values should improve the 
forecast, if the structure of the model is correct. 
The observed superiority of the true ex ante 
forecasts might be explained along the follow-
ing lines. After the forecaster: had selected the 
"guessed"  values  of  exogenous  variables,  the 
preliminary  forecast  generated  by  the  model 
may not have been consistent with his a priori 
expectations for the current quarter and for the ? 
next quarter. The forecaster might then recon-
sider some of the constant adustments in order 
to make his forecasts accord more with a priori 
notions.  If the  realized  values  of  exogenous 
variables  are  then  substituted  for  guessed 
values,  the resulting forecast would not be in 
line with either a forecast based on the model 
or one based entirely on a priori notions. 
This hypothesis  cannot explain  the  finding 
that mechanically  adjusted  ex  ante  forecasts 
are  superior to comparably  adjusted  ex  post 
forecasts in almost half of the cases. This could 
be due to random occurrences in a small sam-
pIe or to some systematic factor. It is possible 
that it results  from  a  fortuitous  offsetting  of 
underestimated government spending changes 
and excessively large fiscal multipliers, or from 
the fact that forecasters subconsciously guessed 
exogenous  values  that  resulted  in  forecasts 
conforming  with  their  good  a  priori  idea  of 
"reasonable," or it could be due to some other 
reason. 
4.  Most of the ex post forecast error gen-
erated with  mechanical  constant  adjustments 
is due to imperfect covariation rather than im-
perfect central tendency or unequal variation: 
Thus, forecast errors are due primarily to un-
systematic  fluctuations  rather than consistent 
errors in forecasting trends or cyclical fluctua-
tions.  In addition,  the  annual  forecast  error 
for GNP is substantially smaller than the sum 
of the absolute value of errors in the four com-
ponent  quarters.  This  finding  suggests  that 
these models may be better suited for predict-
ing  annual rather than quarterly movements, 
despite their quarterly nature. 
S.  Closer analysis of both the sample period 
simulations  and ex  ante  and ex post forecast 
errors  suggests  that  errors  might  have  been 
lower  if  the  fiscal  multipliers  implied  by  the 
models were smaller and if the monetary mul-
tipliers were larger. Since fiscal variables tend 
to  enter these  models  as  simultaneous  deter-
minants of GNP while monetary variables enter 
through  the  lagged  structure,  the  degree  of 
simultaneity in the economy may be overstated 
by the models and the contribution of lagged 
variables  understated.  This  hypothesis  is 
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strengthened by the finding .that there is  sub-
stantial propagation of error in the system: the 
mean square error of total GNP is much larger 
than the mean square error of the sum of the 
individual  aggregate  demand components.  In 
part, this problem may be the result of faulty 
estimation techniques,  a conclusion consistent 
with  recent findings  that the  results  obtained 
by  using  two-stage  least squares  are  virtually 
indistinguishable from those obtained with or-
dinary least squares  for  macromodels  of  the 
size examined here. 
6.  Some of these difficulties  might be miti-
gated by a method of  estimation that we  call 
ROS  (regression  on  simulated  values).  The 
method involves, first,  initial estimation of the 
complete  model  by  the  usual  methods,  then 
second,  use  of  the  complete  system  solution 
values rather than observed values  of the en-
dogenous  variables  to  re-estimate  the  coeffi-
cients.  Our results  indicate  that  this  method 
reduces the average forecast error for the first 
two  quarters,  and also reduces the size of the 
fiscal  multipliers,  the  degree  of  simultaneity, 
and the propagation of error for the first few pe-
riods. However, errors using ROS coefficients 
are  slightly  larger than ordinary methods  for 
later quarters, suggesting that ROS coefficients 
will  be most useful if they are estimated with 
complete system solution values for lagged as 
well as current values. 
We are currently updating and extending our 
paper  for  the  Conference  on  Econometric 
Models of Cyclical Behavior. We plan to con-
trast econometric forecasts with the results of 
other  forecasting  methods  (including  autore-
gressive models), to expand our analysis of the 
causes  of forecast  error,  and to examine  the 
basic  question  whether  a  different  strategy 
should be used to build forecasting models than 
to build structural models.  Poor econometric 
forecasts in late 1968 and early 1969 have con-
firmed our previous observation that the econo-
metric  forecasting  record  through  1968  was 
better  than  an  analysis  of  the  econometric 
models would have led us to anticipate. While 
we  feel  that econometric  forecasting  models 
may improve for a number of reasons, there is 
83 nothing in the recent record to justify reliance 
on the accuracy of forecasts  made with these 
models. 
Michael K. Evans 
Y oel Haitovsky 
George I. Treyz 
Business Cycle Analysis of 
Econometric Model Simulations 
A comprehensive report under the above title 
has been completed and will  be published in 
the proceedings of the Conference on Econo-
metric Models of Cyclical Behavior. The com-
pleted work covers  three quarterly models  of 
the U.S. economy, one prepared by the Whar-
ton School,  another by the Office of Business 
Economics  (OBE),  and  the  third  prepared 
jointly by the Federal Reserve Board, the Mas-
sachusetts  Institute  of  Technology,  and  the 
University of Pennsylvania (FMP). Simulated 
series for a variety of important national aggre-
gates  and  cyclical  indicators  were  examined 
for  each  of  these  models,  including  GNP  in 
current and constant dollars, employment, real 
expenditures on consumption and types of in-
vestment,  personal income,  corporate profits, 
price and wage levels, the unemployment rate, 
new and unfilled orders, interest rates, etc. The 
analysis  includes  complete-model  simulations 
for  (a)  selected  six-quarter  periods  around 
recent business cycle turns; (b) sample periods 
of varying length between 1948 and 1968; and 
(c)  hundred-quarter periods  starting in  1966 
or later and extending into the future. One set 
of  nonstochastic  simulations  of  a  given  type 
was  required  for  each  model,  but  for  the 
stochastic simulations, which relate to (c) only, 
as many as fifty computer runs per model were 
made. The purpose was to gain information on 
the  variability  of  responses  to  different  con-
figurations  of shocks,  and to  avoid  excessive 
reliance on any particular,  and possibly idio-
syncratic, shock distribution. 
The following are some of the main conclu-
sions of the study. 
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1.  For  the  nonstochastic  sample-period 
simulations,  there is  evidence  that the  calcu-
lated values tend to drift away from the actual 
values, though in varying degree and not neces-
sarily  continuously.  In  simulated  series  for 
trend-dominated variables,  such as  GNP, the 
drift appears as  an increasing underestimation 
of growth. The discrepancies between the levels 
of the simulated and actual series are generally 
much  greater  than  those  between  the  corre-
sponding quarterly changes. Simultaneous esti-
mation over long periods of time, with model-
generated  values  of  lagged  endogenous  vari-
ables, is liable to produce autocorrelated errors 
which  cumulate,  thus  throwing  off-base  the 
affected  multiperiod  predictions.  Since  the 
chance for  such  error cumulation  is  greater, 
ceteris  paribus,  the  longer  the  distance  from 
initial conditions,  models  with longer  sample 
periods  are  at a  relative  disadvantage in  this 
test. 
2.  Simulations of this type also indicate that 
models such as  Wharton and OBE produce a 
progressively more heavily damped time-path 
of aggregate output. Only the first one or two 
recessions covered have been reflected to some 
degree  in  the  declines  of  the  simulated  real 
GNP for these models. The FMP series are too 
short  to  allow  a  test  of  whether  this  model 
would have simulated another contraction be-
yond the two included in the sample period. 
3.  Each of the six-quarter simulations cov-
ers only one business cycle turn and starts from 
new  (correctly  measured)  initial  conditions: 
hence anyone of these episodes has an approxi-
mately equal chance to be replicated,  and no 
systematic changes over time are observed in 
these data. The simulations' are not significantly 
better when they start one quarter ahead of the 
reference turn than when they start two or three 
quarters ahead:  small shifts in the base have 
minor and unsystematic effects. 
4.  About one-quarter and one-third of the 
recorded turns  are not matched by the  short 
and  long  sample-period  simulations,  respec-
tively.  Missed  turns,  large  discrepancies  in 
timing,  and drastically reduced amplitudes of 
fluctuation are all major sources of error in the r 
simulated  series,  which  are  associated  with 
turning  points  in  the  actuals.  For the  more 
cyclical and volatile variables, such timing and 
amplitude  discrepancies  result  in  especially 
large errors. 
5.  The simulated series are for the most part 
classifiable  according to  their timing  at busi-
ness cycle turns, but some of them are not be-
cause they have too few turning points. These 
are mainly series for comprehensive aggregates 
of income and employment, which should have 
shown good cyclical conformity and typically 
coincident timing. Although the simulations do 
differentiate  broadly  between  the  groups  of 
leading,  coincident,  and  lagging  indicators, 
these distinctions are much less sharp in simu-
lations of all types than in the actual data. 
6.  Nonstochastic simulations for future pe-
riods, unlike those for sample periods, produce 
smooth  trend-dominated  series  for  the  com-
prehensive indicators of over-all economic ac-
tivity,  rather  than  series  with  recurrent,  if 
damped, fluctuations.  Thus the models exam-
ined here (Wharton and OBE; the evidence for 
FMP is  incomplete)  do  not generate  cyclical 
movements  endogenously.  It is  important  to 
note that, in these "control solutions," the pro-
jections for the exogenous variables are essen-
tially growth trends, without the fluctuations or 
disturbances that are often pronounced in the 
corresponding  historical  series.  (The  sample-
period simulations,  on the  other  hand,  fully 
incorporate  all  these  exogenous  movements.) 
7.  In the ex ante, hundred-quarter simula-
tions  with  random  shocks  applied to the  ex-
trapolated  model  equations,  fluctuations  are 
frequent but in large part too short to qualify 
as  cyclical  movements.  When  autocorrelated 
shocks  are used (to reflect  the serial correla-
tions among the residuals in the sample-period 
equations), the result is  much smoother series 
whose upward trends are interrupted less  fre-
quently  by  longer  but  also  smaller  declines. 
This  procedure  is  often  helpful,  but  mainly 
with  the more volatile  series.  In general,  the 
simulated  series  have  considerably  weaker 
cyclical elements,  and relatively  stronger ele-
ments  of  long trends  and short erratic varia-
tions,  than  the  historical  data  for  the  same 
variables. 
8.  Since  the  shocks  used may  not be  ade-
quately scaled, ratios of the stochastically sim-
ulated to the control series were also analyzed, 
in the expectation that they would show greater 
cyclical sensitivity.  The expectation was  con-
firmed, but the ratio series are also much more 
erratic than the shocked series proper. 
9.  Cumulated diffusion indexes constructed 
from  the  ratio  series  display  specific  cycles 
whose  average  duration  is  similar  to  that of 
cycles  in  trend-adjusted GNP,  as  recorded in 
the postwar period; the turning points in these 
index  movements  provide  reference  dates  on 
which to base measures of conformity and rela-
tive timing for this set of stochastic simulations. 
The results for several sample runs agree with 
the  general  conclusion  expressed  in  the  last 
sentence of point 5 above. 
Further work  in  this  area  should  include 
more standardized simulations (notably a com-
mon sample period for  the  different  models) 
for the sake of comparing the results. It should 
cover some other models as well:  the more di-
verse the models, the greater the potential gains 
from  such  studies  (provided that the systems 
are generally reasonable by the criteria of eco-
nomic  and  statistical  theory).  Still  another 
promising extension of the analysis would be 
to impose shocks or fluctuations on the projec-
tions of the exogenous variables and study the 
effects of such disturbances on the ex ante sim-
ulations of the economic system. 
This  study  would  not have  been  possible 
without the active cooperation of the builders 
of the models included. It also owes very much 




Geoffrey H. Moore 
Econometric Model of 
Business Cycles 
A progress report, "An Econometric Model of 
Business  Cycles,"  was  completed  and  pre· 
85 sented  at  the  Conference  on  Econometric 
Models  of  Cyclical  Behavior  in  November 
1969.  The  paper,  prepared  by  Geoffrey  H. 
Moore and myself with the assistance of An-Ioh 
Lin, is  a simplified, aggregative version of the 
model. The introduction summarizes the main 
theoretical ingredients  explaining the cyclical 
process.  Twenty-five  structural equations  are 
formulated in section 2, including five  identi-
ties.  Statistical  estimates  of  the  structural 
parameters are given in section 3,  using quar-
terly data on the U.S. economy from 1949 to 
1967. Some aspects of the errors of the model 
are analyzed in the last section. Also included 
is  our reply to comments from R.  A. Gordon 
and M.  S.  Feldstein, which discusses relevant 
issues  and should be treated as  a part of this 
paper. 
Additional empirical tests are currently being 
performed and,  depending on the outcome,  a 
revised version of the model may be prepared. 
Gregory C. Chow 
Determinants of Investment 
Collection  of  McGraw-Hill  data  relating  to 
capital  expenditures  of  1967  and  1968  has 
now been completed. Checking and processing 
are  under way.  The body  of individual  firm 
data will thus extend for fourteen years, from 
1955 through 1968. Further computer analysis 
and an extensive report along lines  indicated 
previously are in prospect. 
A paper on "Investment Anticipations and 
Realizations:  Cross Sections and Time Series 
of  Data  of  McGraw-Hill  Surveys,  1955-66". 
was  completed and presented to the CIRET 
Conference in Madrid in September 1969. The 
exchange with Jorgenson and Stephenson and 
Hall and Jorgenson was  continued in "Once 
More on that 'Neo-Classical Theory of Invest-
ment Behavior'" (with M. I. Nadiri), Review 
of Economics and  Statistics,  May 1970,  and 
"Tax Policy and Investment Behavior: Further 
COinment," American Economic Review, Sep-
tember 1970. 
Robert Eisner 
6.  FINANCIAL  INSTITUTIONS  AND  PROCESSES 
Interest Rates 
The study  of  interest  rates,  undertaken with 
the aid of grants from the Life Insurance Asso-
ciation of America, is  concerned with the be-
havior,  determinants,  and  effects  of  interest 
rates. Publications to date include The  Beha-
vior of Interest Rates: A  Progress Report, by 
Joseph Conard; The Cyclical Behavior of the 
Term Structure  of Interest Rates, by Reuben 
A.  Kessel;  Changes  in  the  Cyclical  Behavior 
of Interest Rates, by Phillip Cagan; Yields on 
Corporate  Debt  Directly  Placed,  by  Avery 
Cohan;  The  Seasonal  Variation  of  Interest 
Rates, by Stanley Diller; and Essays on Inter-
est Rates, Volume I, edited by Jack Guttentag 
and Phillip Cagan. The study "New Series on 
Home Mortgage Yields Since  1951," by Jack 
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Guttentag and Morris Beck, is in press. 
In addition,  Volume II of  "Essays  on In-
terest Rates"  is  undergoing Board review.  It 
contains (in  addition to reprints of the Diller 
study  and  parts  of  the  Cagan  and  Kessel 
studies  mentioned  above)  the  following  pa-
pers:  Jack  Guttentag,  "Introduction";  Mark 
Frankena,  "The Influence  of Call Provisions 
and Coupon Rate on the Yields of Corporate 
Bonds";  E.  Bruce  Fredrikson,  "The  Geo-
graphic  Structure  of  Residential  Mortgage 
Yields"; Avery Cohan, "The Ex Ante Quality 
of  Direct Placements,  1951-61"; Thomas  J. 
Sargent, "Expectations at the Short End of the 
Yield  Curve;  An  Application  of  Macaulay's 
Test." 
Phillip  Cagan's manuscript on "A Theory 
of Monetary Effects on Interest Rates" is  still being  revised.  Royal  Shipp,  Robert  Fisher, 
and Barbara Opper report below on their work 
on income  property mortgage  characteristics. 
Jack M. Guttentag 
Interest Rates and Other Characteristics of 
Income Property Mortgage Loans 
This study examines secular and cyclical move-
ments from 1951 to 1968 in interest rates and 
other terms of mortgage loan commitments on 
multifamily  and  nonresidential  properties 
(hereafter called  income  properties).  For the 
period  through  mid-1965,  data  from  fifteen 
large life insurance companies have been col-
lected, under the direction of Jack M. Gutten-
tag with the cooperation of the Life Insurance 
Association  of  America.  The data from  July 
1965  through  December  1968  were  made 
available by the LIAA, which has been collect-
ing  comparable  data  from  the  same  fifteen 
companies on a current basis. 
In addition to a description and analysis of 
the data, the study will include a comprehen-
sive  statistical  appendix  showing  monthly, 
quarterly, and annual averages of interest rates 
and other loan terms, cross classified by loca-
tion, property type, and other criteria. 
Interest  Rates.  The study  of  variations  in 
interest  rates  will  include  a  cross-sectional 
multiple  regression  analysis  of  yield  deter-
minants  and  an  examination  of  cyclical  and 
secular movements in interest rates.  To date, 
only the cross-sectional analysis has been com-
pleted. It covers those four quarters for which 
more  information is  available  than for  other 
periods  (1954  III,  1959  IV,  1963  III,  and 
1965  I).  Coefficients  of  multiple  determina-
tion (R2) ranged from .415 to .510 for three of 
the quarters, when interest rates were relatively 
stable. In the fourth quarter of 1959, however, 
when large month-to-month increases in aver-
age  interest  rates  were  occurring,  the  R2 
dropped to .238. 
Loan and property characteristics that had 
consistent and highly  significant  relationships 
to  interest  rates  in each  of  the  four  periods 
were  capitalization  rate,  property  type,  geo-
graphic location, and lending company. Capi-
talization rates appear to serve as a proxy vari-
able for a number of risk-determining loan or 
property characteristics for which survey data 
were not available (e.g., local market consider-
ations). Loan amount, loan-to-value ratio, and 
maturity  were  not consistently  related  to  in-
terest rates. 
Nonrate Terms. The nonrate terms covered 
are loan amount, maturity, loan-to-value ratio, 
capitalization  rates,  and  per  cent  constant, 
which is  the annual level payment,  including 
interest  and amortization,  per  $100  of  debt. 
These average nonrate terms on mortgage com-
mitments  of  $100,000  and over  trended up-
ward between 1951 and 1968. Accompanying 
the  construction  booms  that emerged  during 
this period, there was a particularly marked ex-
pansion in the  total number,  the  total  dollar 
amount, and the average dollar amount of new 
commitments approved.  Despite a substantial 
upward trend in interest rates, the per cent con-
stant increased only slightly, because there was 
a marked lengthening in the average loan ma-
turity. Meanwhile, there was a slight decline in 
the average debt coverage ratio (net operating 
income as a multiple of debt service), largely a 
reflection  of  increases in the  average loan-to-
value  ratio  and  in  the  average  capitalization 
rate. 
One  of  the  most  striking  findings  of  the 
study is  the lack of strong cyclical variability 
in most nonrate terms.  Nevertheless,  average 
loan  maturities  and  average  loan-to-value 
ratios did tend to increase more slowly during 
periods  of  rising  interest rates  than  they  did 
when interest rates were falling.  The same be-
havior is noted in the Guttentag-Beck study of 
home mortgages. 
Royal Shipp 
Robert Moore Fisher 
Barbara Opper 
87 A Study of the Gibson Paradox 
Over long periods of time, interest rates have 
been highly correlated with the level of prices, 
rather than with the rate of change of prices as 
predicted by classical monetary theory. Irving 
Fisher'sl famous explanation of this paradox-
called the Gibson paradox-was that the perti-
nent expected rate of change of prices, 7rt,  is  a 
distributed lag function  of  the actual rate of 
change of prices: 
m 
(1)  7rt = ~  Vi 1::.. Pt-i! Pt-i-l, 
(=0 
where Pt  is  the price level at t and where the 
v/s and m  are parameters. Fisher maintained 
that the distributed lag function (1) is  charac-
terized by a long mean lag,  and that this ex-
plains  the  Gibson paradox.  He implemented 




(2)  rt = ~ WiAPt-i! Pt-i-l +  et, 
.=0 
where  rn  and  the  w/s  are  estimates  of 
parameters,  rt  is  the nominal interest rate  at 
time  t,  and et is  a  statistical residual.  Fisher 
estimated (2) using the distributed lag estima-
tor which he had invented. Without exception, 
he found that rn  was large and that the esti-
mated lag weights  Wi were positive,  dropping 
off  slowly with increases in i.  Thus, expecta-
tions seemed to adjust so slowly  that the ex-
pected rate of inflation typically resembles the 
level  of prices  more closely  than it does  the 
current rate of inflation. 
However, Fisher's work seems to constitute 
less  of an explanation of the Gibson paradox 
than simply a redefinition for it. For, as Phillip 
Cagan  2  has pointed out,  the estimated mean 
lags in (2),  which typically range from ten to 
thirty  years,  seem  implausibly  long  on  the 
1 Irving Fisher, The Theory of Interest, New York, 
1930, pp. 399-451. 
2 Phillip  Cagan,  Determinants  and  Effects  of 
Changes  in  the  Stock  of  Money,  1875-1960,  New 
York, NBER, 1965, pp. 252-259. 
88 
maintained hypothesis that the w/s principally 
reflect the lag in the formation of expectations. 
The problem, then,  is  to explain why the lag 
is so incredibly long. 
As a preface to addressing that main prob-
lem, it seems necessary to supplement Cagan's 
argument,  which  is  the  starting point of our 
work, with a careful statement of the criterion 
of plausibility. To say that the w/s assume an 
implausible  pattern  presumably  means  that 
they do not resemble the v/s, which seem to 
characterize the way people form expectations 
in equation 1.  To substantiate that. claim re-
quires  that we  have some independent infor-
mation about the v/s. To obtain that informa-
tion,  we  invoke  John F. Muth's  hypothesis 3 
that the expectations of the market can fruit-
fully be hypothesized to be the optimal (mini-
mum mean squared error) forecasts  of statis-
tical  theory.  Furthermore,  we  posit  that  the 
actual rate of inflation can be approximated by 
a mixed autoregressive,  moving-average error 
process. This implies that the v/s of the opti-
mal forecasting scheme are members of Jorgen-
son's  4  class  of  rational  distributed  lag  func-
tions. It is  possible to calculate the v/s from 
knowledge  of  the  parameters  of  the  mixed 
autoregressive,  moving-average  error  process 
in the actual rate of inflation. The v/s supply a 
standard against which we can judge the plausi-
bility of the w;'s of (2). Preliminary results ob-
tained through this procedure confirm Cagan's 
doubts  about  Fisher's  results:  the  estimated 
v/s  associated  with  the  optimal  forecasting 
schemes are characterized by very short mean 
lags, in marked contrast to Fisher's direct esti-
mates  of  equation 2.  Hence  it appears  very 
doubtful that long lags in the adjustment of ex-
pectations could explain the Gibson paradox, 
since those lags deviate so radically from the 
ones implied by optimal forecasting. 
The main purpose of this study is to provide 
3 John  F.  Muth,  "Ratidnal  Expectations  and  the 
Theory  of  Price  Movements,"  Econometrica,  July 
1961, pp. 315-335. 
4 Dale  W.  Jorgenson,  "Rational  Distributed  Lag 




w  u an alternative explanation of the Gibson para-
dox.  With  a  dynamic macroeconomic model, 
an attempt is  made to determine under what 
conditions  direct estimation of equation  2  is 
likely to enable one to obtain good estimates 
of the v/s of (1). It turns out that, unless the 
interest elasticity of the demand for money is 
very small, direct estimation of (2) can be ex-
pected to produce very poor estimates of the 
v/s.  Moreover,  for  plausible  values  of  the 
parameters of the model, the mean lag charac-
terizing the estimated w/s of equation 2 will be 
very  much longer  than the  mean  lag  of  the 
v/s. The mean lag in (2) depends on many of 
the parameters of the model, not only the v/s 
of (1). Hence, the long lags obtained by Fisher 
contain  some  important general  implications 
about the values of those parameters. In addi-
tion, the results of our study help explain why 
the lags characterizing estimates of equation 2 
are so much shorter for the post-World War II 
period.5 
Thomas J. Sargent 
Institutional Investors and the 
Stock Market 
At the request of the Securities and Exchange 
Commission, the National Bureau is preparing 
a  background  report  for  the  Commission's 
study  of  institutional investors  and the stock 
market. This report is slated to be included in 
one form or another in the Commission's own 
report to the Congress. 
In the preparation of this report, the staff, 
in cooperation with the Flow-of-Funds Section 
of the Federal Reserve Board, is  revising the 
national  balance  sheet for  the  United  States 
(see  R.  W.  Goldsmith,  R.  E.  Lipsey,  and 
M. Mendelson, Studies in the National Balance 
Sheet of the United States,  1963) for the years 
1952 through 1958  and extending it through 
1968.  The staff  of the  study  is  also  making 
5 William P. Yohe and Denis S.  Karnosky, "Inter-
est Rates and Price Level Changes, 1952-69," Federal 
Reserve Bank of S1- Louis Review, December 1969. 
some additions to the Federal Reserve Board's 
flow-of -funds  statistics,  including,  in  particu-
lar,  (1) separation of personal trust funds  and 
nonprofit  organizations  from  the  household 
sector and (2) a rough subdivision of the flow-
of-funds  accounts  for  the more narrowly  de-
fined  household  sector  and  for  nonfinancial 
corporations into  about half a  dozen  sub  sec-
tors. The sectoring will be by wealth in the case 
of households  and by industry in  the case of 
nonfinancial corporations. 
The report, to be submitted to the Securities 
and Exchange Commission by June 15, 1970, 
is  expected to  consist of  five  chapters  and a 
number of statistical appendixes. The chapters 
are to deal with: 
1.  Basic considerations. 
2.  Institutional investors and the stock mar-
ket before 1952. 
3.  The position of institutional investors and 
corporate stock in the national balance sheet 
and the flow-of-funds  accounts,  1952-68. 
4.  The determinants of the supply of corpo-
rate stock, 1952-68. 
5.  The demand for corporate stock by finan-
cial institutions and households, 1952-68. 
The project is  under my  general  direction. 
Most  of the  statistical work is  being done  or 
supervised by Helen Tice. Reports on specific 
features of the national balance sheet or of the 
flow-of-funds  accounts  are  being  contributed 
by  Grace  Milgram  (land);  John  McGowan, 
Mahlon Straszheim and Peter Eilbott (supply 
of,  demand for and value of corporate stock); 
John Bossons (subsectors of the household sec-
tor);  Ralph Nelson  (nonprofit  organizations); 
and Leo Troy (labor unions), described below. 
Raymond W. Goldsmith 
Unions as Financial Institutions 
My project deals with the finances of local, in-
termediate, national,  and international unions 
in the United States. Special attention will be 
paid to certain items in the unions' accounts. 
Among  the  asset  items  are:  investments  in 
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ties.  Among receipts  and disbursements  are: 
dues,  interest,  dividends,  payments to officers 
and  employees,  and  the  purchase  of  invest-
ments. 
Selected financial totals for the union move-
ment as  a whole are expected to become part 
of  the  flow-of-funds  accounts  of  the  Federal 
Reserve Board, as part of the project reported 
on above by Raymond W.  Goldsmith. 
Detailed data will be available for the years 
1962-68, and estimates of the main items will 
be prepared for the period 1948-61. Detailed 
information  is  supplied by  tapes  of  the  U.S. 
Department  of  Labor.  The  tapes  have  been 
edited to add organizations  omitted from  the 
.  Department's records and to identify all report-
ingunions. 
Preliminary  results  show  that  total  union 
assets climbed from about $1.8 billion at the 
end of 1962 to over $2.1 billion at the end of 
1966. By far the largest component of union 
assets was  cash on hand and in banks, about 
28  per cent of the total in  1962 and one-third 
in 1966. 
Leo Troy 
Performance of Banking Markets 
The two  projects described below are studies 
of the relation between the structure of bank-
ing markets and the performance of the bank-
ing industry.  The American Bankers Associa-
tion  has  provided  financial  support  for  the 
study and has also assisted in securing the co-
operation of banks in the provision of data. 
Performance of Banking Markets in the 
Provision of Services to Business 
The  purpose  of  this  study  is  to  determine 
whether the prices paid by businesses for bank 
services  are  related to such characteristics  of 
the structure of  banking markets  as  the con-
centration of control over bank deposits  and 
the degree of branching restrictions. The model 
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of  bank pricing  developed  here  implies  that, 
because of regulatory constraints and long-run 
profit-maximizing  criteria,  banks  attempt  to 
maximize profits on the entire package of serv-
ices supplied to a customer, rather than on each 
service separately. Observed prices of particu-
lar services provided by banks are,  therefore, 
influenced by the composition of the package 
of services purchased by individual customers. 
Banks are compensated in three distinct ways: 
through interest on loans, through deposit bal-
ances, and, to a minor extent, through fees. To 
estimate the parameters of the relationship be-
tween price and market structure, data which 
describe the entire bank-customer relationship 
are required, rather than interest rates on loans, 
which have been used in all previous attempts 
at empirical estimation of this relationship. 
Data on the total relationship between banks 
and  their  business  customers  were  compiled 
from  a  questionnaire.  The  banks  were  re-
quested to supply data for individual business 
customers on the package of services provided 
and the remuneration received. 
The parameters of the bank pricing model, 
augmented by the inclusion of variables to rep-
resent  demand  and  size  variations  between 
markets and the two structure variables, have 
been estimated for the two main bank prices: 
interest rates and deposit balances. The general 
findings  indicate that loan rates are positively 
associated with both concentration and the de-
gree  of  branching restriction; that is,  interest 
rates on loans are higher as market concentra-
tion is greater and/or as branching restrictions 
tighten.  However,  the  parameter  estimates 
imply very small absolute differences in interest 
rates even for major differences in market con-
centration and branching restrictions. The pa-
rameter estimates of the regressions on deposit 
balances imply no association between the size 
of these balances and either concentration or 
branching restrictions. 
Our  conclusion  is,  therefore,  that  market 
structure affects the price paid for the package 
of services provided business but the magnitude 
of the impact is extremely small. 
A  manuscript  of  the  complete  report has 




I been reviewed by a staff reading committee and 
is  being  revised  in  the light  of  criticisms  re-
ceived.  A manuscript of an Occasional Paper 
which presents a major portion of the empirical 
work has been submitted for review by a staff 
reading committee. 
Donald P. Jacobs 
Banking Structure and Performance in 
Consumer Credit Markets 
The initial tabulations of data collected on the 
performance of commercial banks in their con-
sumer lending  activities  revealed  measurable 
differences in various indexes of performance 
(such as finance charges, services, and lending 
policies)  among banks operating under differ-
ent types  of banking laws.  Most recent work 
has  been  devoted  to  developing  an  over-all 
index of performance that combines the indi-
vidual indexes. Preliminary tests have not pro-
duced very strong evidence  of significant dif-
ferences in these over-all measures by type of 
banking law. 
Related work on the price elasticity of de-
mand for personal loans at commercial banks 
suggests  a considerable amount of price com-
petition among banks and between banks and 
other types of lenders. There is  also  evidence 
that  bank  charges  and  lending  policies  are 
significantly  influenced  by  nonbank competi-
tion in these markets.  This,  in  turn,  suggests 
that  some  of  the  differences  in  performance 
that might be expected to develop under differ-
ent types of banking structures may be offset 
by other stronger forces in local markets. Some 
tests of this hypothesis are being developed. 
Paul F. Smith 
Behavior of the Commercial Banking 
Industry,  1965-67: 
A Microeconometric Study 
At present, much of the information concern-
ing  the  operation of the  commercial banking 
system is  rather fragmentary, and most of the 
quantitative analysis tends to be highly  aggre~ 
gative. Yet one of the very clear lessons gained 
from  recent experience  is  that the impact of 
monetary policy is  not necessarily distributed 
evenly  throughout  the  banking  system.  For 
example, it is  apparent that the use of alterna-
tive  policy  instruments  can significantly  alter 
the distribution of reserves among the individ-
ual banks in the system. Interest rate ceilings, 
in particular, seem to have a major impact on 
the  allocation  of  funds.  These  distributional 
aspects take on added importance because of 
the fact  that the  different types  of  banks  are 
likely to respond quite differently to any given 
set  of  financial  conditions.  Thus,  in  order to 
predict the banking system's response to mone-
tary policy, it is necessary to provide estimates 
of two distinct effects:  first,  the impact on the 
distribution of available funds and, second, the 
response by individual banks to the change in 
financial conditions. 
This research project is  studying the above 
aspects of banking operations during the period 
1965 through 1967 -a  period marked by some 
very sharp changes in monetary policy and by 
some pronounced responses within the banking 
system.  In order to  analyze bank behavior on 
a disaggregated basis, the study employs call-
report data for each of the nearly 14,000 com-
mercial banks in the country. This information 
shows the composition of the banks' portfolios 
at the end of June and December for the years 
1965, 1966, and 1967. For those dates, about 
150 pieces  of  portfolio  information  are  pro-
vided  for  each  bank.  Although  some  of  the 
breakdowns are not as  complete  as  might be 
desirable, the data provide considerably more 
detailed  information than  that now  available 
even on an aggregate basis. 
The content of the study can be divided into 
two major components: (1) descriptive analysis 
and  (2)  regression  analysis  of  bank portfolio 
behavior  patterns.  Because  of  the  enormous 
quantity of data involved, both components of 
the research have thus far been confined to in-
tensive exploratory analysis, using only a por-
tion  of  the  available  data.  For example,  the 
91 descriptive analysis compares just two types of 
banks:  the  very  small  banks  and  the  large 
banks with numerous branches. Similarly,  the 
regression analysis is restricted to the relatively 
small group of banks with  deposits  in  excess 
of $500 million. The results of the exploratory 
analysis  have  proven  most  useful,  and  the 
analysis  is  now being extended to encompass 
the entire body of data. 
David T. Kresge 
Other Studies 
Benoit Mandelbrot is  investigating  the  influ-
ence of rational anticipation on the variability 
of prices  in  competitive  markets.  This  study 
follows the lines of his earlier work, which indi-
cated that, as anticipation of the variables that 
influence price is improved, and therefore price 
is made increasingly "rational," the variability 
of prices is increased. 
Richard Selden is revising his study "Finan-
cial  Intermediaries  and  the  Effectiveness  of 
Monetary Policy:  The Case of Finance Com-
panies" preparatory to staff review, and Robert 
Shay is  planning the final  summary report on 
the Consumer Credit Study. 
The program of  studies  on  the  quality  of 
credit in booms and depressions is also nearing 
its final stages. The report on Home Mortgage 
Delinquency  and  Foreclosures,  by  James 
Earley and John Herzog, has been published. 
George Hempel's manuscript on "The Postwar 
Quality of State and Local Debt" and Edgar 
Fiedler's  "Statistical  Compendium  on  Credit 
Quality" have been submitted to the Board of 
Directors. 
7.  STUDIES  IN  INDUSTRIAL  ORGANIZATION 
Economics of Health 
Since  the  last Annual Report,  the  following 
papers have appeared: 
Richard Auster, Irving Leveson, Deborah 
Sarachek,  "The Production of Health, An 
Exploratory Study," The Journal of Human 
Resources, Fa111969. 
Victor  R.  Fuchs,  "Can The  Traditional 
Practice of Medicine Survive?", Archives of 
Internal Medicine, January 1970. 
Victor R. Fuchs, Elizabeth Rand, Bonnie 
Garrett, "Health Manpower Gap Reexam-
ined,"  New England Journal of Medicine, 
February 5,  1970. 
K.  K. Ro, "Patient Characteristics, Hos-
pital  Characteristics  and  Hospital  Use," 
Medical Care, July-August 1969. 
A  paper  by  Victor  R.  Fuchs,  Elizabeth 
Rand, and Bonnie Garrett, "The Distribution 
of Earnings in Health and Other Industries," 
has  been  accepted  for  publication  by  The 
Journal ot Human Resources. 
A volume entitled "Essays in the Economics 
of Health and Medical Care" is now in prepa-
ration.  It will  incorporate  most  of  the  work 
completed during the past few years. 
The advisory committee for the program is 
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chaired  by  Dr.  George  James,  Dean  of  the 
Mount Sinai School of Medicine, and includes 
the following members:  Gary S.  Becker, Co-
lumbia University and NBER; James Brindle, 
Health Insurance Plan of Greater New York; 
Norton  Brown,  M.D.;  Eveline  Burns,  New 
York  University  Graduate  School  of  Social 
Work; Philip E. Enterline, University of Pitts-
burgh; Marion B.  Folsom; Eli Ginzberg, Co-
lumbia  University;  William  Gorham,  Urban 
Institute;  David  Lyall,  M.D.;  Melvin  Reder, 
Stanford University; Peter Rogatz, M.D., State 
University of New York. 
The program is  supported by  grants  from 
the  Commonwealth  Fund  and  the  National 
Center for Health Services Research and De-
velopment.  Reports  concerning  individual 
studies follow. 
An Econometric Analysis of ,Spatial 
Variations  in  Mortality Rates  by 
Race and Sex 
The primary objective of the study is  to mea-
sure the effects of income, schooling, and other economic variables upon health, and to isolate 
their  role  in  explaining  the  well-known  dis-
crepancy  in  the  health  status  of  whites  and 
Negroes in the United States. 
The study makes use of spatial data (census 
divisions,  states,  and  standard  metropolitan 
statistical areas-SMSA's) for the United States 
in  the  1959-61  period.  The  statistical  tech-
niques  employed  are  ordinary  least  squares 
(OLS)  and  two-stage  least  squares  (2SLS). 
Health is  measured by  1959-61  age-adjusted 
mortality rates for whites and Negroes (or non-
whites)  by sex.  A  tentative  and partial sum-
mary of findings follows. 
1.  In multiple regressions that do not take 
account of schooling the coefficients of family 
income are usually negative and often approach 
or  achieve  statistical  significance  at  conven-
tionallevels. Income elasticities of the mortality 
rate  from  OLS  regressions  for  SMSA's  vary 
from -.06 for white males to -.31 for Negro 
males. 
2.  The results  when  family  income  is  de-
composed into a labor and a nonlabor compo-
nent suggest that, in the case of  white males, 
the  observe~ coefficient of family income rep-
resents  a  compromise  between  the  favorable 
health effects of increases in nonlabor income 
and the unfavorable (or less favorable) health 
effects of increases in earnings. Estimated non-
labor income elasticities of the mortality rate 
for white males vary from -.13 to -.37. 
3.  The  OLS  regression  coefficients  for  a 
measure of schooling are negative and usually 
achieve  statistical  significance.  The existence 
of an inverse relationship is  also supported by 
the  results for  2SLS.  Schooling elasticities  of 
the mortality rate (OLS) vary between -.24 for 
white males to -.67 for Negro males. The high 
correlation  between  income  and  schooling 
makes it difficult to determine whether income 
improves health through schooling or schooling 
has an independent effect on health. 
4.  Both the OLS and 2SLS results suggest 
the  existence  of  a  strong inverse relationship 
between  the  mortality  rate  and the  per  cent 
married with spouse present. This effect seems 
especially strong for Negro males. 
5.  Per capita state and local public welfare 
expenditures are found to be inversely corre-
lated with  the  mortality  rate.  The elasticities 
are -.05 for white females and -.10 for Negro 
females. 
6.  The mortality rate is positively correlated 
with a measure of psychological tensions (the 
death rate from ulcers of the stomach). 
7.  The results for  a regional dummy  vari-
able suggest that residing in the South reduces 
the  mortality  rate for  white  females  while  it 
increases the rate for Negro females. 
The estimated regression equations are being 
used to "explain"  the observed race  and  sex 
differentials in mortality rates. 
Morris Silver 
The  Demand  for  Health:  A Theoretical  and 
Empirical Investigation 
The aim of this study is  to construct and esti-
mate a model of the demand for the commodity 
"good health." This is, of course, what consum-
ers demand when they purchase medical ser-
vices.  As  economists,  we  are  interested  in 
health-measured here  by  rates  of  mortality 
and morbidity-because of its influences on the 
amount and productivity of labor. 
My model takes as its point of departure the 
view that health is a durable item. This view is 
adopted because "health capital" is  one com-
ponent  of  human capital,  and the  latter has 
been treated as  a stock in the literature on in-
vestment in human beings. Consequently, it is 
assumed that individuals inherit an initial stock 
of health that depreciates over time-at an in-
creasing rate,  at least after some stage in the 
life cycle-and can be increased by investment. 
Gross  investments  in the stock of  health  are 
said to  be produced by household production 
functions, whose direct inputs include the time 
of  the  consumer  and  such  market  goods  as 
medical  care,  diet,  exercise,  recreation,  and 
housing. The production function also depends 
on certain "environmental variables" that influ-
ence the efficiency  of the production process. 
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The most important of these  variables  is  the 
level of education of the producer. 
It should be realized that in this model the 
level of health of an individual is not exogenous 
but depends, at least in part, on the resources 
allocated to its production. Health is demanded 
by consumers for two reasons. As a consump-
tion commodity it directly enters their prefer-
ence functions, or, put differently, sick days are 
a source of disutility.  As  an  investment com-
modity it determines the total amount of time 
available for market and nonmprket activities; 
that is,  an increase in the stock of health re-
duces  the time lost from  these  activities,  and 
the monetary value of this reduction is an index 
of the return to an investment in health. 
Figure II-I illustrates the  determination of 
the optimal stock of health capital at any age, i. 
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Figure  II-1 
The demand curve, MEC, shows the relation-
ship between the stock of health (Hi)  and the 
rate of return on an investment in health or the 
marginal efficiency of r.ealth capital  (Yi)' The 
marginal  efficiency  of  capital  is  defined  as 
WG/n·, where W is the wage rate, G is the mar-
ginal product of health capital-the increase in 
healthy time caused by  a one-unit increase in 
the stock of health-and 7r is  the marginal cost 
of gross investment. Since the output produced 
by health capital has a finite upper limit of 365 
healthy days,  diminishing marginal productiv-
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ity is  assumed.  Therefore, the MEC schedule 
slopes downward. The supply curve, S,  shows 
the  relationship  between  the  stock  of  health 
and  the  cost  of  capital.  The  latter  variable 
equals the sum of the real-own rate of interest 
(r!-7r')  and the rate of depreciation (8 i). Since the 
cost of capital is  independent of the stock of 
health, the supply curve is infinitely elastic. The 
equilibrium stock is  given  by Hi*, where the 
demand and supply curves intersect.  1 
Two novel features of the model are the roles 
it assigns to age and education. The interpreta-
tion of the effects of these two variables on the 
demand for  health and medical care follows. 
1.  An increase  in  the  rate  of  depreciation 
with age would increase the cost of capital and 
reduce  the  demand  for  health  over  the  life 
cycle. At the same time, if the elasticity of the 
demand curve  in  Figure  II-I  were  less  than 
unity, medical expenditures would tend to rise 
with age.  Put differently,  with  a relatively in-
elastic demand curve for health, older persons 
would have an incentive to offset part of the 
reduction in health caused by an increase in the 
rate of depreciation by increasing their medical 
outlays. 
2.  It is well-documented that more-educated 
persons are more efficient producers of money 
earnings  than  their  less-educated  colleagues. 
Since education improves market productivity, 
it may be expected to improve nonmarket pro-
ductivity as well. This implies a positive corre-
lation between education and the efficiency of 
the  gross  investment  production  process.  In 
other words,  an increase  in  education would 
increase the amount of health capital obtained 
from given amounts of medical care and other 
inputs, lower the marginal cost of gross invest-
ment, and shift the MEC schedule to the right. 
With the wage rate and the cost of capital held 
constant, the more-educated would demand a 
larger optimal stock of health. If the demand 
curve  were  relatively  inelastic,  however,  the 
correlation  between  expenditures  on  medical 
1 The above presentation assumes that the marginal 
disutility  of sick  time  equals  zero.  This  analysis  is 
modified in the study to take account of the consump-
tion aspects of the demand for health. care and education would be negative. 
The empirical sections of the study estimate 
demand curves for health and medical care and 
gross  investment  production  functions.  The 
demand  curves  are  fitted  by  ordinary  least 
squares, and the production functions by two-
stage least squares. The principal data source 
is the 1963 health iriterview survey conducted 
by the National Opinion Research Center and 
the Center for Health Administration Studies 
of the University of Chicago. Healthy time, the 
output produced by health capital, is measured 
either by the complement of the number of re-
stricted-activity days  due to illness  and injury 
or by the complement of the number of work-
loss days. 
The most important regression results follow. 
1.  Education has a positive and statistically 
significant  coefficient  in  the  health  demand 
curve.  The marginal cost  of producing gross 
additions  to health capital is  roughly  7.1  per 
cent  lower  for  consumers  with,  say,  eleven 
years of formal schooling than for those with 
ten years. 
2.  An  increase  in  age  simultaneously  re-
duces  health  and  increases  medical  expendi-
tures.  Computations based on  the  age  coeffi-
cients  reveal  that  the  continuously  com-
pounded  rate  of  growth  of  the  depreciation 
rate is 2.1 per cent per year over the life cycle. 
3.  The best estimate of the elasticity of the 
demand curve in Figure II-I is 0.5. 
4.  Estimates of the elasticity of health with 
respect to medical care range from 0.1  to 0.3. 
The  empirical  analysis  also  explores  the 
~ffects of changes in wage rates and property 
Income on the demand for health and medical 
care. In addition, the impact of disability insur-
ance-insurance that finances earnings lost due 
to illness-on work-loss is  assessed.  Moreover, 
to check the results obtained when ill-health is 
measured by sick time, variations in death rates 
across states of the United States are studied. 
This  analysis reveals a remarkable qualitative 
and quantitative agreement between the mor-
tality and sick time regression coefficients. 
Michael Grossman 
An  Economic Analysis of Accidents 
Accidents impose significant losses on property 
and  persons-for example,  accidents  are  ex-
ceeded only by heart disease and cancer as  a 
cause  of  death  in  the  United  States.  So  far, 
there has been little systematic economic anal-
ysis of accidents, yet, they can be viewed as an 
economic problem in the sense that inputs of 
scarce resources can reduce both the probabili-
ties  of and the losses  from  accidents.  In  this 
study a model is first developed which identifies 
those factors that determine the level of one's 
resource  inputs  to  reduce  expected  accident 
losses. These factors include (1) the initial prob-
ability and loss from an accident, (2)  the indi-
vidual's  wealth,  (3)  the productivity and cost 
of safety devices,  (4)  the availability of insur-
ance,  (5)  attitudes toward risk,  and (6)  legal 
liability rules. 
The  second  part of  the  study  will  be  an 
empirical analysis of accidents. Data are avail-
able  by  states  on  deaths  in  1960  from  all 
accidents  by color  and by  sex.  Cross-section 
regressions will be estimated with independent 
variables, such  as  income, years of schooling, 
medical service inputs, population density, and 
industrial and occupational characteristics.  A 
cross-section  analysis  of  deaths  from  specific 
types  of  accidents-for  example,  automobile 
accidents-will also be undertaken. 
A striking feature of the accident data being 
TABLE 11-3 
Deaths from Accidents per 
100,000 Persons, U.S., 1959-61 
Whites  Nonwhites 
Age 
Group  Males  Females  Males  Females 
All Ages  70.2  25.1  98.6  34.9 
(age-adjusted) 
15-24  92.4  19.3  95.8  19.9 
25-34  67.4  14.0  103.8  24.3 
35-44  60.3  15.5  110.3  29.1 
45-54  71.4  21.5  122.7  32.9 
55-64  83.8  29.2  130.8  45.8 
Source:  Iskrant  and  Joliet,  Accidents and Homi-
cides. 
95 studied is the higher rates for nonwhites than 
for whites in the United States. In Table II-3, 
nonwhite accident deaths are more than 30 per 
cent greater than for whites, and similar differ-
ences exist in every region of the country. It is 
interesting to  note further the pattern of acci-
dent deaths by age for whites and nonwhites. 
For white males accidents peak at ages  15-24 
and decline  continuously down to the  45-54 
age group,  while for nonwhites accident rates 
rise continuously as age increases. An attempt 
will be made to explain not only the difference 
in over-all rates between whites and nonwhites 
but also the widening differential with age. 
William M. Landes 
Expenditures for Physicians' Services 
This study,  which is being undertaken at the 
request of the National Center for Health Serv-
ices  Research and Development (Department 
of H.E.W.), is concerned with expenditures for 
physicians' services in the United States in the 
post-World War II period. These expenditures 
rosefrom $2.6 billion in 1948 to $11.6 billion 
in 1968. The rate of increase was substantially 
more  rapid than that recorded for  the  gross 
national  product,  personal  consumption  ex-
penditures, or expenditures on other services. 
Moreover, the gap has been widening in recent 
years. 
The purpose of our study is twofold: first, we 
will identify  the  "sources"  of growth  in  ex-
penditures  for  the  entire  period  and signifi-
cant subperiods. These sources include changes 
in  population  (size  and  composition),  price 
(several variants  will  be considered),  number 
of  visits,  quantity  of  service  per visit  (tests, 
X-rays, etc.), and quality of service (specializa-
tion, length of training). 
The second part of the study will be an anal-
ysis of the behavior of physicians and patients. 
Supply  and  demand  elasticities  will  be  esti-
mated from time series and cross-section data. 
We hope to shed some light on the growth of 
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specialization,  the  simultaneous  existence  of 
excess demand (in general practice) and excess 
supply  (in  surgery),  and the growth of  insur-
ance and prepayment. 
Victor R. Fuchs 
Marcia J. Kramer 
Socioeconomic Determinants of 
Hospital Use 
In rewriting a portion of my manuscript, I be-
came aware of the need to formulate explicit 
models.  New  models  have  been  constructed 
and, to test them, it has become necessary to 
run a few  more regressions.  I plan to rewrite 
my  paper as  soon as  I get the results.  In the 
meantime, I am working on a short paper with 
Richard Auster entitled "Income and the Con-
sumption of Hospital Services." 
The Ownership Income 
of Management 
K. K. Ro 
I have revised my study and it has been sent to 
the  Board for  review  under  the  title,  "The 
Ownership  Income  of  Management."  The 
Table of Contents is  as follows: 
1.  Introduction 
2.  Methodology and the Data 
3.  Executive Compensation Patterns 
4.  Study:  Stock  Ownership  and  Income: 
Large Manufacturers 
5.  Study:  Stock  Ownership  and  Income: 
Retail Trade 
6.  Study:  Stock  Ownership  and  Income: 
Small Manufacturers 
7.  Summary and Evaluation 
Appendixes 
A. Numerical  Example  of  Compensation 
Calculation 
----------------.-. B. Corporations in the Three Samples 
C. Sample  Sizes  by  Year  and  Executive 
Rank 
D. Ownership  Income  and  Compensation 
Within the Large Manufacturing Sample: 
Adjusted for Extreme Values 
E. Ownership  Income  and  Compensation 
Within  the  Retail  Trade  Sample:  Ad-
justed for Extreme Values 
F. Ownership  Income  and  Compensation 
Within the Small Manufacturing Sample: 
Adjusted for Extreme Values 
Wilbur G. Lewellen 
Diversification in American  Industry 
Our work has  been focused  until recently on 
developing the necessary basic data for  anal-
ysis.  Future work will  proceed in  two  direc-
tions. 
First, we have completed the compilation of 
data on the diffusion of thirteen product inno-
vations  as  measured by  the number of firms 
producing the products at successive points in 
time  in  the  1920-68  period.  These  products 
are spread over a broad spectrum of industries. 
We are now examining the identity of early and 
later entrants into production in terms of their 
asset size.  The next step will be an attempt to 
"explain" the rate of diffusion or entry by the 
rate of change in sales, price movements, and 
major technical modifications in these products 
subsequent to  their introduction.  Thus far,  it 
appears there is  at least one fairly consistent 
pattern: the number of producers does not re-
main at a plateau after reaching its maximum 
but rather the rise is followed by a marked de-
cline. The interval from innovation to peak in 
number of producers varies considerably. One 
of our objectives is to explain this variation. 
The second direction taken by our work in-
volves  the  analysis  of  product diversification 
patterns for a large number of individual firms. 
We now have a reliable record for 1968 of the 
activities  of  roughly  350 manufacturing  and 
140  nonmanufacturing  firms.  This  record, 
based on Dun and Bradstreet data, shows for 
each  firm  the  breakdown  of  employment  by 
4-digit industry  classified  on the basis  of the 
primary activity of each plant. For each firm, 
the entire "compustat" record of financial data, 
covering a considerable span of years, is  also 
available. The sample was  selected after tests 
were carried out to ensure that both the "com-
pus  tat" and the Dun and Bradstreet data re-
ferred to the same configurations of parent and 
subsidiary companies.  We  now  intend to  ex-
amine two interrelated questions with the help 
of these data: 
1.  What is the nature of the linkages between 
the  primary  and  the  secondary  activities  of 
companies? For example, do these linkages ap-
pear to be in the production or in the marketing 
characteristics of the activities? To what extent 
can the spectrum of activities be explained by 
vertical integration? 
2.  What is  the relative importance of indi-
vidual company versus industry characteristics 
in  explaining  diversification?  Among individ-
ual company characteristics, one would include 
past profitability,  growth  rates,  and expendi-
tures on research and development and on ad-
vertising.  Among the industry characteristics, 
one would include capital intensiveness,  mar-
keting costs, the composition of labor and other 
attributes  of  the  production processes  of  the 
primary  industries  by  which  the  companies 
are classified, as well as the growth and profita-
bility of these industries. 
In addition to the problems discussed above, 
our manuscript will also contain some descrip-
tion  and  analysis  of  trends  in  diversification 
since 1954, based on aggregative census data. 
I  expect to complete a manuscript for  this 
study by early fall of 1970. Robert McGuckin, 
a  graduate student at the State University  of 
New York at Buffalo, is collaborating with me 
in the project. The study is financed by the Na-
tional  Bureau  of  Economic  Research  with 
some  supplemental financirig  by  the  General 
Electric Foundation. 
Michael Gort 
97 8.  INTERNATIONAL  STUDIES 
Introduction 
Several projects in the international area have 
matured during the past year.  The largest in 
terms of the amount of new  information col-
lected and analyzed is the study of "Price Com-
petitiveness  in  World  Trade,"  by  Irving  B. 
Kravis and Robert E. Lipsey, which will soon 
go  to press. This study serves a dual purpose, 
providing both a contribution toward improved 
methods of  international price collection and 
comparison and an analysis  of  relative  price 
levels  and trends in the international trade of 
the United States and its leading competitors. 
Further work that makes use of the data col-
lected  and  other  price  series  is  reported  on 
below by Kravis and Lipsey under the heading 
"The Role of  Prices in International Trade." 
Another  study  now  in  press  is  Michael 
Michaely's  "The Responsiveness  of  Demand 
Policies to the Balance of Payments:  Postwar 
Patterns." Michaely's objective is  to examine 
the behavior of monetary and fiscal policy vari-
ables  in  the  United States  and other leading 
countries and to try to determine, by systematic 
statistical investigation, to what extent the di-
rection  of  movement  in  these  variables  has 
been  consistent with  changes  in  the  interna-
tional  payments  positions  of these  countries. 
The analysis is pursued both on a comparative 
basis and in detail for each of nine countries. 
A  monograph on "Measuring International 
Capital Movements," by Walther P. Michael, 
undertaken much earlier as part of a project on 
the structure of world trade and payments,l  has 
been sent to the Board. It is  a unique attempt 
to construct detailed matrices of different types 
of capital movements by drawing on data from 
both  capital-exporting  and  capital-importing 
countries. 
Among the work completed, mention should 
also be made of the conference volume on The 
Technology  Factor  in  International  Trade, 
1 See  Herbert B.  Woolley, Measuring Transactions 
Between World Areas, New York, NBER, 1966. 
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edited  by  Raymond  Vernon,  which  was  re-
cently published. The proceedings of the Con-
ference  on  the  International  Mobility  and 
Movement  of  Capital,  held in  January  1970 
under the chairmanship of Fritz Machlup, are 
being  edited  for  publication. 
The major new  research endeavor recently 
undertaken as part of the international studies 
program concerns  exchange controls  and lib-
eralization in developing countries. This proj-
ect,  for  which financing  is  being provided by 
the Agency for  International Development, is 
under the joint direction of J agdish Bhagwati 
and Anne Krueger, and will entail the partici-
pation of  a number of  other leading scholars 
having  first-hand  knowledge  of the  problems 
to  be studied.  Plans for  the study  are  given 
below in the report by Bhagwati and Krueger. 
Further support to another major project has 
been received from the National Science Foun-
dation in the form  of  a second grant for  the 
Robert Lipsey and Merle Yahr Weiss study of 
the  relation  between  U.S.  manufacturing 
abroad and U.S. exports. This is one of several 
international  projects  originally  undertaken 
with the support of a grant by the Ford Foun-
dation. Others in this group are the Michaely 
study  and the  conference  on technology  and 
trade,  mentioned  above,  the  Furth-Mikesell 
study reported on below, and my own volume 
published in 1968 on Imports of Manufactures 
from  Less Developed Countries.  Research in 
this last area is being carried on by Seiji Naya, 
who  is  continuing  his  work  on  the  striking 
growth in the foreign trade of Korea. 
The  project  on  determinants  of  rates  of 
intracountry  diffusion  of  new  technological 
processes, in which the National Bureau is co-
operating with several European research insti-
tutes, is  now well under way and beginning to 
yield  questionnaire  returns  with  the  data 
needed for analysis.  Alfred H. Conrad gives  a 
detailed report below on the statistical design 
for the study of the basic oxygen process, for 
which  the National Bureau has particular re-sponsibility  as  its  part  in  this  cooperative 
research venture. 
Among  the  international studies  on which 
separate  reports  follow  is  that  by  George 
Garvy on money and banking systems  in  the 
Soviet Union and Eastern Europe. 
HaIB. Lary 
Th'e Relation of U.S. Manufacturing 
Abroad to U.S. Exports 
This study of interrelationships between man-
ufacturing abroad by affiliates of U.S.  compa-
nies and the export trade of the United States 
has been devoted mainly to data collection dur-
ing the past year. The Office of Business Eco-
nomics  has  completed  its  re-editing  of  data 
from several years of voluntary returns relating 
to  trade  between  U.S.  companies  and  their 
foreign  affiliates.  The  only  government  data 
we are still waiting for are those of the Office of 
Foreign Direct Investments, covering the loca-
tion  and size  of all foreign  affiliates  of  U.S. 
companies and the exports of a large sample of 
U.S.  parent companies.  Both of  these sets  of 
data, after they are combined with information 
supplied  by  the  National  Bureau,  are  to  be 
processed by the Bureau of the Census in such 
a  way  as  to  insure  the confidentiality  of  the 
government records. 
Of the data to be provided by the National 
Bureau, those on exports of the United States 
and  its  main  competitors,  by  detailed  com-
modity class  and destination,  have now been 
collected and processed. For many of the main 
countries  in  which  U.S.  direct  investment  is 
located, the affiliates  of U.S.  firms  have been 
classified by industry and main product group. 
We expect to complete this aspect of the work 
soon.  Data have  also  been  collected  on  the 
sales,  assets,  and other characteristics  of the 
parent  companies.  Of particular  interest  for 
this  study is  the information on the distribu-
tion, by SIC group, of parent companies' em-
ployment in the United States.  The company 
identifications have been matched with those 
used by government agencies in order to permit 
the assembly of a single unified file. 
A description of the plans for the study, the 
data to  be  used,  and the  relationships  to be 
measured was read at the 1969 Annual Meet-
ing  of  the  American  Statistical  Association. 
The paper, entitled "The Relation of U.S. Man-
ufacturing Abroad to U.S. Exports: A Frame-
work for Analysis," was published in the 1969 
Proceedings  of the  Business  and Economics 
Section, American Statistical Association. 
The study has been financed by grants from 
the Ford Foundation and the National Science 
Foundation. Marianne Lloris and Susan Teb-
betts have been the research assistants responsi-
ble for most of the data collection  and com-
puter processing. 
The Role of Prices 
in International Trade 
Robert E. Lipsey 
Merle Yahr Weiss 
The new  indexes  of international price  com-
petitiveness  compiled  in  our  study,  "Price 
Competitiveness in World Trade," that is now 
being read1ed for publication, offer opportuni-
ties  to  test the  role  of price levels  and price 
changes in determining the level and direction 
of trade. Chapter 6 of that study includes some 
experiments along that line,  but these did not 
take into account any of the factors other than 
prices that we might expect to influence trade 
flows.  The present study is  an attempt to ex-
ploit the data and the methods developed in the 
earlier study. 
The first aspect of this work is  an examina-
tion of the asymmetry between increases and 
decreases in U.S. price competitiveness during 
the  period  covered  by  the  indexes,  1953  to 
1964,  for  which  we  found  that decreases  in 
U.S.  price  competitiveness, produced  much 
stronger effects  on trade than increases.  One 
hypothesis we  are testing is  that the elasticity 
of substitution is sensitive to the initial share of 
each exporter in the market for a product. Pre-
99 liminary results suggest that this is  indeed the 
case. 
A  second  question  we  are  investigating  is 
whether the price level difference between two 
countries influences subsequent shifts in trade. 
If it does,  the  implication  would  be  that the 
response to price changes is slow, and that this 
year's  changes  in  trade  shares  may  be  a  re-
sponse to price changes in past periods. If the 
price level difference is not a significant factor, 
the implication would be that the adjustment is 
fairly rapid and that the trade pattern of each 
period already reflects  recent price levels. 
A further step in the analysis, for which the 
data collection is  now complete,  will  involve 
a  disaggregation  of  the  trade  data by  major 
markets. In this way we will eliminate the influ-
ence  of  each  country's  domestic  market  on 
the results  and take account of the possibility 
that substitution elasticities differ  significantly 
among markets. 
In addition to these analyses, which will be 
conducted using price data from the price com-
petitiveness study, we plan to construct whole-
sale price indexes for the main trading countries 
on  the  same  principles  used  for  the  inter-
national price indexes; that is, with a common 
weighting system based on international trade 
weights.  These  indexes  will  then  be  used  to 
interpolate and extend our international price 
indexes  and  also,  by  themselves,  to  study 
changes  in trade.  We  will  make  use  of these 
wholesale price data despite their serious defi-
ciencies, which we discussed in the Price Com-
petitiveness volume, because our own interna-
tional price indexes  are not available beyond 
1964 and there is no immediate prospect of any 
official program to bring them up to date. For 
the near future, therefore, current analyses will 
have to rely on wholesale prices and other less 
suitable series. 
We  have  now collected  all  the  basic price 
data  needed  for  the  calculation  of  these  in-
dexes, to cover the period 1953 through 1968 
for  the  United  States,  the  United  Kingdom, 
Germany, and Japan. We have also assembled 
trade <data for the period since 1964 in addition 
to  that collected earlier.  Christine  Mortensen 
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and Eva Wyler have been assisting us with the 
price collection and data processing. 
The first  results  of this  project,  based  en-
tirely on the international price indexes, were 
presented in a paper at the Conference on Re-
search in Income and Wealth in May 1970. 
Irving B.  Kravis 
Robert E. Lipsey 
The Diffusion of New Technologies 
During the second full year of the New Tech-
nology  Project,  the  European  group  drafted 
and  distributed  questionnaires  on  special 
presses  in  paper-making  (Industriens  Utred-
ningsinstitut,  Stockholm), shuttleless looms in 
textiles  (National Institute for  Economic and 
Social  Research,  London),  numerically  con-
trolled machine tools (Institut fUr  Wirtschafts-
forschung, Munich), and continuous- or strand-
casting in steel manufacture (Osterreichisches 
Institut fUr  Wirtschaftsforschung, Vienna). At 
the National Bureau, in addition to the rework-
ing of some of the questionnaire materials to 
fit  American practices more closely,  and their 
subsequent distribution among American firms, 
a  second,  company-level  questionnaire  was 
prepared for the basic oxygen process in steel. 
Secondly, in the face of the reluctance of many 
European firms  to reveal capacity figures  and 
the refusal of American manufacturers to re-
port  capacities  after  1960,  Wharton  School 
capacity series  were prepared here from steel 
output data for each of the participating coun-
tries. In addition, financial data were gathered 
by us  at the European Economic Community 
and the High Authority of the European Iron 
and Steel Community to  supplement the lim-
ited availability of balance sheets and income 
statements by European steelmakers. Finally, 
work has gone forward on the two-stage statis-
tical design for the steel study,  based upon a 
partial-adjustment investment function  of the 
Koyck-Nerlove type (and similar to John Lint-
ner's dividend model). 
The second-stage questionnaire in steel asks 
for  information  on  (1)  the  technological  en-
,I 
Ij  1 
! I.  , vironment  at the plant level,  (2)  managerial 
patterns, or style, and (3) research and devel-
opment activity by the companies.  Following 
the  emphasis  in  the  NBER design  upon the 
technological  background  to the cost  advan-
tages  of the innovation,  the new inquiry con-
centrates on scrap balance, hot metal capacity, 
and  operating  improvements  in  existing  fur-
naces.  Management  style  is  approached  in 
terms of educational backgrounds, patterns of 
executive compensation, and turnover rates in 
the executive group.  The research and devel-
opment questions include specific chronologies 
as  well  as  information  on  expenditures  and 
personnel. 
The  Wharton  capacity-utilization  indexes 
were prepared from national data on steel pro-
duction and investment. In addition to the ob-
vious  test of  comparison with the period for 
which independent series are available for the 
United States from the American Iron and Steel 
Institute, the European series were sent to the 
participating institutes  to be checked  against 
unpublished  indicators  (or  even  more  infor-
mally  within  the  industry);  the  results  have 
been generally reassuring on the usefulness of 
this crucial set of estimates for the "accelera-
tion-principle" part of the diffusion model. 
The empirical model starts from a compari-
son  between  the  desired  or optimal  level  of 
diffusion  at time  t,  and the  actual level.  Let 
Y t  stand for  the  actual  level  of  diffusion  at 
time  t,  measured as  the relative share  of  the 
new-technique  capacity  in  the  total  capacity 
of the industry.  Yt*, similarly,  is  the  desired 
or optimal level of diffusion at time t.  We can 
then write 
where  a  is  the partial adjustment coefficient, 
measuring the degree to which the actual rate 
of diffusion, Y t - Yt-l> approaches the desired 
(or "desirable") rate of diffusion.l  The desired 
1 In this  deterministic  form,  the adjustment func-
tion  does  not  include  a  random  disturbance  term, 
U"  say. In the stochastic estimating form of the equa-
tion, such a term should of course be included. 
rate is defined by 
(2)  Yt* = a + blXlt_ 1 + 
b2X 2t- l + ... + b"Xkt _ l 
where Xl, X2,  etc., are the profitability, output 
growth,  capacity  utilization,  and  other  (na-
tionallevel, i.e., average or aggregate) market 
and technical variables mentioned earlier. 
Combining (1) and (2), we have 
(3)  Y t = aa + a:b l  Xlt_ l +  a:b2X 2t_ 1 + ... + 
abkXkt_ l  + (l-a)Yt _ 1 
which relates the actual level of diffusion to the 
postulated  economic  determinants.  The  sto-
chastic form of equation 3  (equation 3.1) in-
cludes  the  addition  of  a  random disturbance 
term, Ut. By applying ordinary least squares to 
(3.1)  we  can,  in theory,  get  direct estimates 
of the parameters, a, a, bI ,  bQ,  etc. Returning to 
equation 2,  the e"stimated  {j  and b i  should en-
able  us  to  define  the  optimal  diffusion  level 
}'t*. (The limits of inference, in addition to the 
problem of the adequacy of the sample, require 
that the  equation be  fitted  to  the  full  set of 
international observations. An alternative pro-
cedure is to derive the parameters, bi,  extrane-
ously from engineering estimates.) 
We rl.ow have two ways of specifying"the de-
pendent variable  in  the  second  stage.  If the 
managerial variables can be operationally de-
fined over time, then the expression Yt* - Yt = 
(Yt - Y t- 1)  - (Yt* - Y t - l )  may be regressed 
upon time series of the management-style vari-
ables.  But management style  as  we  have  dis-
cussed it is likely to be a long-run stable char-
acteristic  of  firms  within  a  country,  perhaps 
even without regard to industry or sector,  so 
that a,  the adjustment or response coefficient, 
would itself provide a more plausible second-
stage dependent variable.  The analysis  of  co-
variance  analogue  to  the  pooled  regression 
procedure suggested for (3.1) will deliver a set 
of  a's  as  country  constants,  but  a  simpler, 
though  crude,  procedure  is  also  available. 
Given the estimates i h, we can use the raw data 
on Y t  and Xit in equation 3, country by coun-
101 try, to estimate the individual national a'S. 
Up to  this  point,  we  have  dealt  with  the 
profit-maximizing  aspect  of  the  decision  to 
adopt a new technique. By introducing the ad-
justment factor,  which  is  obviously  intended 
here to be something more than a random error 
term,  we  are able to go  beyond the maximiz-
ing decision to consider questions of innovating 
style.  The technique suggested earlier was  to 
relate the optimal-actual difference, or the ad-
justment coefficient itself, to a set of variables 
specified  to  approximate  both  financial  be-
havior and the availability of funds, as well as 
management style  and attitudes toward inno-
vative behavior. 
The explanation of observed diffusion  pat-
terns, then, is broken into two parts. The first 
part is  derived from an orthodox profit-maxi-
mization model,  applied to a specific kind of 
investment  decision:  the  adoption  of  a  new 
process.  The second part 'of  the theory is  an 
attempt to relate the observed rates of response 
to  the  technological  opportunity,  on  the  one 
hand, with variations in management motiva-
tion  and style,  on the other.  Because  the in-
novating  spirit is  a  value-loaded concept,  we 
are attempting to go  beyond stated attitudes, 
which may express desirable images  as  much 
as actual behavior, and consider such evidence 
of motivation as can be found in varying poli-
cies toward liquidity, research budget practice, 
and the executive structure of the firm. 
In view  of the severity of our specification 
and data problems, how are we proceeding to 
implement the empirical model of diffusion? 
First, in order to generate a series of Y* for 
each country for the given industry, it is neces-
sary to have estimates of the hi for those vari-
ables which enter the cost-saving relationship. 
Cost  differences  between  the  new  processes 
and existing  techniques will  be  a function  of 
the scale of operations,  the relative  prices  of 
primary inputs,  and the  other technical  eco-
nomic variables observed in the first-stage ques-
tionnaires.  The problem is  how we  can most 
effectively incorporate the cost-advantage vari-
able into the diffusion model. 
Two approaches have been considered. The 
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first  would  be  to  derive  a  measure  of  cost-
advantage  directly,  which  (let  us  call  it  the 
y variable) then becomes one of the arguments 
on the  right-hand side  of  equation 2,  which, 
in turn, determines the desired rate of diffusion. 
But, in order to predict the y values-since that 
is how the cost advantage enters the investment 
decision-we must have estimates of the elas-
ticities of total cost with respect to the technical 
conditions mentioned in the paragraph above. 
As was suggested earlier, it may be most con-
venient  to  estimate  these  elasticities  directly 
from  best-practice engineering data. We  have 
engineering  cost  comparisons  under  varying 
conditions for  steelmaking.  Again, recall that 
the purpose of these elasticities is to make pos-
sible a set of y estimates which are indicative of 
the technical conditions specific to each coun-
try. Ideally, and where there are sufficient time 
series, we should generate a series of such ob-
servations on y. I have discussed previously the 
simultaneity problem involved at this stage of 
the analysis,  where the conditions themselves 
may change in anticipation of or in response to 
the adoption of the new technique. The prob-
lem is  equally grave at the next step, the esti-
mation  of  the  h coefficients  in  equation  3.1 
for subsequent use in (2). 
The second approach would be to enter the 
cost-advantage  variables  directly  into  equa-
tion 2. However, while it is possible to estimate 
the  cost-saving  elasticities  extraneously  in 
order to use the cost-advantage in (2), it is not 
obvious how we  could identify any  direct re-
lationships between the cost-determining vari-
ables and the desired diffusion rate. In general, 
the estimation of the h coefficients,  either di-
rectly or in terms of the y  variables,  depends 
upon the significance we  are able to attach to 
the a estimates in equation 3.1. 
In addition to the cost-advantage variables, 
the first-stage  analysis  must take  account  of 
product specifications  (the proportion of spe-
cial steels, essentially) which directly condition 
the appropriateness of the new technique. An-
other conditioning variable is  the presence of 
a sufficient  supply  of hot metal for  the basic 
oxygen  converter.  Preliminary  investigation suggests  that the  necessity  to  construct  new 
blast  furnace  capacity,  which  would  in  any 
event not be required in order to introduce an 
electric steelmaking furnace,  would be an al-
most  entirely  dominant negative  influence  in 
the decision with respect to the basic oxygen 
process. 
The final group of first-stage variables in the 
model is drawn from the theory underlying the 
acceleration principle,  rather than from  mar-
ginal  theories  of  the  capital  decision.  If the 
productive capacity is  increasing in an indus-
try, the possibility of increasing the share of a 
new technology in the total is obviously greater 
than when adoption of the new  technique in-
volves  a  decision  to  retire  (replace)  existing 
active capacity. Similarly, if the stock of capital 
is of relatively early vintage-in calendar terms, 
not simply technologically-so that a large pro-
portion of the stock is  approaching the age  of 
physical retirement and has been written off, 
then the new capital decision  is  a choice be-
tween  techniques,  essentially,  and not a deci-
sion to  replace active capacity. The variables 
measuring the rate of growth of output in the 
given industry within each country and, where 
it is  available,  a measure of the vintage of the 
capital  stock,  are  entered  directly  into equa-
tion  3.  In  addition,  the  capacity-utilization 
series mentioned earlier are part of the set of 
acceleration  variables. 
These variables seem to me to be sufficient 
to generate the  "desired" diffusion  rates,  Y*. 
In those cases especially where a complete time 
series  is  not possible  because of gaps  in  the 
basic data, we will try to redesign the first stage 
to provide an optimal "prediction" of new tech-
nique proportions at a pair of dates, e.g., two 
and seven years from the data of first commer-
cial application. 
Since  the  optimal  rate  is  a  manufactured 
measure, rather than an observed datum, it can 
in no way be tested for statistical significance. 
(I  omit  discussion  of  the  obvious  Bayesian 
argument with  regard to the decision-making 
significance of the y* measure, beyond observ-
ing that the Bayesian approach may be more 
relevant than classical significance for a theory 
derived from the investment decision.)  There 
is  still the possibility  of  testing  a  single-stage 
model  in the  general form  of  equation  3.  In 
that event, of course, the managerial variables 
must be added to equation 3.1, in which case 
we shall quickly run into problems of statistical 
degrees of freedom and the more serious inter-
dependence difficulties  already discussed with 
respect to the b  estimates. It  may be possible to 
avoid this by careful grouping and the  use  of 
binary  dummy  variables  or  other  nonpara-
metric techniques; but in the grouping case,  I 
would be anxious about heteroscedasticity, and 
in the use of dummies, I  would regret the in-
evitable loss of richness. 
The  first-stage  national  data  series  are  in 
hand now. The second-stage company-level re-
sponses are beginning to come in. The group's 
timetable is now aimed toward a final editorial 
meeting in June 1971. 
During the past year, the project staff at the 
National  Bureau  has  included,  for  varying 
lengths  of  time,  Guy Herregat,  concentrating 
on the steel questionnaires; Mansing Lee and 
Neville Beharie on the textile, paper, and ma-
chine-tool questionnaires; Pamela Mash on the 
capacity  utilization  series  and  textile  trade 
statistics;  and  Jae  Won  Lee  on  statistical 
problems. 
Alfred H. Conrad 
Exchange Control, Liberalization, 
and Economic Development 
This study is concerned with the exchange con-
trol systems applied in most of the developing 
countries, the effects of these controls upon eco-
nomic growth, and ways in which liberalization 
of restrictionist regimes can be accomplished. 
Quantitative controls in the developing  coun-
tries  affect virtually every aspect of economic 
activity:  production levels  are  frequently  de-
termined  by  the  availability  of  imports;  the 
implicit protection afforded to import-compet-
ing producers leads to high-cost import substi-
tution and, frequently,  to domestic monopoly 
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overvaluation of the exchange rate. Liberaliza-
tion is not easily achieved, however, and little 
is  known  about  how  it  can  be  successfully 
carried out. 
In the course of the project, the experience 
of a number of developing countries with  ex-
change control and liberalization efforts will be 
carefully and systematically examined. Each of 
t~e country studies  will be undertaken by  an 
economist already familiar with  that country, 
and  coordination  of  the  individual  research 
projects will be sought through a basic "ana-
lytic framework"  prepared by  us  in consulta-
tion  with  the  other  participants  and  through 
periodic meetings of the group. On the basis of 
the individual studies, which will be carried on 
over the next year and a half, the project direc-
tors will prepare an over-all synthesis with the 
aim of providing better answers than are now 
available concerning the effects of controls and 
the most promising means of liberalization. It 
is  anticipated that the systematic and parallel 
investigation of a number of cases will provide, 
among other things, new insights into the costs 
of exchange control systems,  in terms  of the 
effects on the growth rates of developing coun-
tries and the viability of their economic devel-
opment. 
Countries  whose  experience  will  be  sub-
jected  to  detailed  examination  will  probably 
include Brazil, Chile, Colombia, Egypt, Ghana, 
India,  Israel,  Pakistan,  Philippine  Islands, 
South Korea,  Turkey,  and several  others yet 
to be determined. The initial meeting of econo-
mists  participating in the project was  held at 
the National Bureau on May 28 and 29. 
J  agdish N.  Bhagwati 
Anne O. Krueger 
The Pattern of Exports and 
Import-Substitution in an 
Outward-Looking Economy: Korea 
In continuation of a study of Korea's trade pat-
tern, my research during the past year has been 
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primarily concerned with the extent to which 
the country's tariff structure affords protection 
to value added by production, as distinguished 
from the gross value of production, of its indus-
tries. In measuring this "effective rate of pro-
tection," 158 manufacturing sectors have been 
selected from 299 interindustry sectors for the 
year 1966. Nominal tariffs and special customs 
duties  are  combined  as  tariff measures  (with 
both  import-weighted  and  output-weighted 
tariffs employed for different computations). 
One result of the various computations made 
is  that the pattern of effective rates across in-
dustries,  measured  under  the  assumption  of 
fixed  input  coefficients,  closely  reflects  that 
obtained when substitution between inputs  is 
allowed.  In testing  for  possible  distortion  of 
effective rates when measured with fixed input 
coefficients,  I  have  computed  proportionate 
changes  in  the  price  of value-added  inputs 
based on the CES production function and an 
assumed value of 0.5 for the elasticity of sub-
stitution between value-added and intermediate 
inputs. Under the fixed coefficients assumption, 
both  the  average  rate  and the  coefficient  of 
variation are found to be more than 50 per cent 
larger than under the substitution assumption. 
Yet the pattern given by these two sets of esti-
mates is virtually identical (the correlation be-
tween them being .9919). 
Since the above finding is based on assump-
tions  with  respect to  the production function 
and the elasticity of substitution, two more sets 
of  effective  rates  have  been computed as  an 
additional test.  These are based on 1963 and 
1966 input coefficients but use the same 1965 
tariffs. A close similarity in the pattern of effec-
tive rates is again disclosed, despite the use of 
different input coefficients. 
My  work  on the  export  performance  and 
trade structure of Korea is now being extended 
to other Asian countries. This work, which em-
ploys  Lary's  value-added-per-employee  as  a 
proxy for capital intensity, is being financed by 
a grant from the  Southe~st Asia Development 
Advisory Group. 
SeijiNaya Foreign Holdings of Liquid 
Dollar Assets 
The purpose of the study is to analyze the be-
havior of foreign holdings of liquid dollar assets 
over the period 1957-69 in order to improve 
our understanding  of  the  international  func-
tions  of the dollar and of the position of the 
United  States  as  an  international  financial 
center. 
The study focuses on the different types  of 
liquid dollar holders, i.e., foreign official agen-
cies,  foreign  commercial  banks,  foreign 
branches of U.S.  banks, and other foreigners. 
The published breakdown by types of holders 
of direct foreign  dollar claims  on the United 
States  ("American  dollars")  is  unsatisfactory 
for the purpose of the study because the data 
do  not reflect  the  impact  of  the  Eurodollar 
market on both the  size  and the  distribution 
of total liquid dollar assets held by foreigners. 
Similarly,  the  published  Eurodollar  statistics 
of the Bank for International Settlements need 
to be modified for the purpose of the study in 
order to eliminate double counting. The inte-
gration of American dollar and Eurodollar sta-
tistics presents many conceptual and statistical 
difficulties  but is  essential for  estimating  and 
analyzing the behavior of foreign holdings  of 
liquid dollar assets. 
On the basis of our estimates, the changes in 
foreign-held  dollar  assets  will  be  compared 
with  the  corresponding  changes  in  foreign-
owed dollar liabilities,  again including liabili-
ties both to U.S. residents and to other foreign-
ers, so as to arrive at estimates of foreign "net" 
dollar holdings by type of holder. We also plan 
to analyze the foreign demand for liquid dollar 
assets  by  category of  holder,  in  terms  of the 
major determinants of foreign  demand which 
have been dealt with in the literature on inter-
national short-term capital movements. These 
determinants include:  (a)  interest rates or in-
terest rate differentials; (b) trade flows  or total 
transactions  involving  dollars;  (c)  exchange 
rate expectations; (d) various measures of for-
eign  confidence  in U.S.  dollars;  (e)  portfolio 
balance prescripts; and (f) institutional factors. 
We believe the previous analyses of these de-
terminants of foreign dollar balances have been 
inadequate because of their failure to dis~ggre­
gate balances by type and by category of holder. 
A complete analysis of the foreign demand 
for liquid dollar assets would require the for-
mulation and testing of a comprehensive econ-
ometric  model,  which  would  include  among 
the  variables  all  liquid  assets  that serve  as  a 
substitute  for  liquid  dollar  assets  and  those 
transactions  governing  the  supply  of  liquid 
dollar assets. Our purpose is the more modest 
one of providing the conceptual and statistical 
basis  for  such  an  analysis.  However,  we  do 
plan to undertake a preliminary study of varia-
tions  in  categories  of  foreign  liquid  dollar 
assets  in  relation  to  the  determinants  noted 
above. This study will provide the basis for  a 
critical review of several models that have been 
formulated (and tested) in the literature relat-
ing foreign dollar balances to central bank asset 
preferences, the transactions demand for  dol-
lar balances,  and balanced portfolio  hypoth-
eses. 
Our initial work has  consisted of bringing 
up to date the data contained in an earlier draft 
of this study prepared by Herbert Furth, and 
subjecting the data to some tentative statistical 
tests.  Readjustment of the "net" value of the 
Eurodollar market has resulted in a figure con-
siderably lower than that used by the Bank for 
International Settlements but still large enough 
to influence decisively the aggregate amount of 
foreign  dollar holdings. The data confirm our 
suspicion that, on balance, only foreign official 
agencies are holders of sizable net liquid dol-
lar assets, while foreign commercial banks tend 
to maintain a zero net position, and other for-
eigners  are  on balance substantial net dollar 
debtors.  The data also  show how closely the 
rise in foreign net dollar holdings is associated 
with the increase in the net value of the Euro-
dollar  market,  and  how  the  participation  of 
foreign  official  agencies  in  that  market  has 
caused, on occasion, the paradox of a U.S. pay-
ments surplus on "official reserve transactions" 
account  at  a  time  of  record  deficits  on  the 
"liquidity"  account.  Similarly,  disaggregation 
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by foreign  branches  of U.S.  banks,  together 
with further disaggregation by regions, brings 
to light the differences in the behavior of for-
eign  banks in Western Europe (where banks 
have been substituting Eurodollars for Ameri-
can dollar holdings) and in the rest of the world 
(where banks have continued to expand work-
ing balances in American dollars in line with 
the growth in international commerce). 
J. Herbert Furth 
Raymond F. Mikesell 
Credit, Banking, and  Financial  Flows 
in Eastern  Europe 
The main objective of my project is to analyze 
the functioning of the banking and credit sys-
tems  in  the  socialist  countries  of  Eastern 
Europe and their relation to central planning. 
Because money and credit are largely imple-
mentary rather than dynamic elements of the 
socialist economies, and fiscal rather than mon-
etary policy is  relied upon to achieve macro-
economic equilibrium, a full evaluation of the 
contribution of monetary policy  to economic 
stability and growth will not be attempted. 
The monograph will  cover all the socialist 
countries of Europe with the exception of Al-
bania. The Soviet system was introduced in the 
other countries of Eastern Europe about thirty 
years  after  the  Bolshevik  Revolution,  in  the 
course of which the old Russian monetary and 
banking system had been liquidated and, after 
a series of experiments, replaced by the present 
system.  The  smaller  countries  of  Eastern 
Europe  did  not  start  de  novo,  they  merely 
copied an existing system. Thus, the main part 
of the project will deal with what I have called 
the "standard system" developed in the Soviet 
Union after the credit reform of  1930-32. In 
carrying out this project the role of money and 
credit in a centrally directed economy will be 
explored, as well as the structure and function-
ing of the banking system, which I have called 
the "monobank." 
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Part I of the monograph will provide a gen-
eral historical introduction.  It will  first  trace 
some elements of the standard system to the 
deep involvement of the Czarist State Bank in 
creating  the  Russian  banking  system  and  in 
using it to achieve specific goals of government 
policy. A second chapter will show that some 
of the ideas embodied in the standard system 
were,  in fact,  developed by several academic 
and financial  economists  of  prerevolutionary 
Russia.  In  another  chapter  the  sources  of 
Lenin's views that the banking system should 
be used as  a means for the socialist transfor-
mation of the Russian economy will be traced. 
As  it happened,  partly  because  of  the  Civil 
War, the money and banking system collapsed, 
and  the  blueprint  proved  inapplicable.  The 
nationalization  and  liquidation  of  the  pre-
revolutionary banking system will be the sub-
ject of the final chapter of the historical part. 
The "standard system" emerged in the Soviet 
Union in the early 1930's, and has undergone 
little change since then. Since all the elements 
of  the  socialist  monetary  and  credit  system 
adopted by the countries of Eastern Europe in 
the late  1940's derive from the Soviet proto-
type, the latter will be examined in some detail 
in Part II. Successive chapters will describe the 
monetary system structured to serve a centrally 
directed economy, the role of credit in such an 
economy, the structure and functioning of the 
banking system,  the various  instruments and 
processes of "socialist credit," and finally,  the 
nature of financial flows and the financial plan-
ning designed to project and to control these 
flows. 
The proposed plan for Part II  will permit an 
analytical  treatment  of  the  "standard  case," 
while  the  institutional  and policy  differences 
which emerged in the other countries will  be 
reserved for Part III. In the smaller countries, 
the Soviet credit system was introduced against 
the background of a financial structure which, 
in most cases, was much more developed than 
in Russia at the time of the Revolution,  and 
more of the traditional elements of their respec-
tive  banking structures  were carried into  the 
standard  system.  Other  differences  in  the smaller  countries  compared  with  the  Soviet 
system relate to the greater relative importance 
of the financing of foreign  trade and the pro-
vision of credit to households and to the non-
socialized  sector  of  the  economy.  Soon  after 
its  adoption, the Russian system began to be 
modified to fit  the particular needs of each of 
the  smaller  countries  embarked  upon  a  pro-
gram of economic reforms. Credit became one 
of the main instruments for channeling funds 
into investment and for  achieving a more de-
centralized and flexible  system  of  production 
and  distribution  responding  to  demands  by 
ultimate consumers.  Part III,  then,  will  be  a 
comparative study of the credit systems of the 
smaller socialist countries. It will show signifi-
cant  differences  in  policies  and  techniques 
among these countries,  as  well  as  the  way  in 
which the standard system had been adapted 
and in some cases developed beyond the Soviet 
example.  A  separate  chapter  will  deal  with 
foreign  monetary  relations  and  operations, 
including the role of the International Bank for 
Economic  Cooperation  and  the  "transferable 
ruble." 
Yugoslavia,  which originally had also slav-
ishly copied the Russian system, has gradually 
evolved a system which is geared to a competi-
tive  socialist  market  economy.  It  pioneered 
some of the ideas embodied in the economic re-
forms now being undertaken by its neighbors. 
Because banking and credit in Yugoslavia can 
no  longer  be  adequately  described  as  just  a 
variant of the Soviet protoype, a separate chap-
ter on Yugoslavia will conclude Part III. 
Part IV will discuss the role of credit in the 
economic  reforms  in  Eastern Europe.  A  sig-
nificant part of these reforms concerns the use 
of financial incentives and the rechanneling of 
financial  flows  through  the  use  of  credit  in 
preference  to  the  financing  of investment  by 
nonreturnable grants. Developments up to the 
end of 1969 will be covered. 
George Garvy 
9.  ECONOMETRICS  AND  MEASUREMENT  METHODS 
Analysis of Long-Run  Dependence 
in Time Series: The R/S Technique 
This  study is  concerned with  testing out and 
improving R/S analysis,l a new and extremely 
promising  statistical  technique  that  can  be 
used either to test for the presence of very long-
run  nonperiodic  statistical  dependence,  or to 
define  and estimate  the  intensity  of  such  de-
pendence. Very long-run nonperiodic depend-
ence  manifesls  itself  by  the  presence  of  "cy-
cles,"  clear  cut  but  of  variable  periodicity, 
superimposed  upon  a  variety  of  "variable 
trends,"  "slow  cycles,"  and  "long  swings"; 
where  the slowest swing  period is  roughly of 
the order of magnitude of the  total  available 
record.  Such  behavior  is  well-known  to  be 
characteristic of many economic records. 
1 RIS symbolizes cumulative range divided by the 
standard deviation. 
Since the sources of the R/S analysis are not 
readily  accessible,2  the  basic  definitions  must 
be  repeated. Let X(t) be a stationary random 
t 
function with  L  X(u) denoted by X*(t). For 
11=1 
every value of d (called the lag) one defines 
R(t, a; = max  ) X*(t+u) - X*(t)-
OS.us.d 
and 
(ul d)[X*(t+d) - X"'(t)] r -
min  ) X*(t+u) -X*(t)-
OSuSd 
(ul d)[X*(t+a; - X*(t)] r 
2 Two articles by myself and J. R. Wallis: "Robust-
ness of the Rescaled Range RIS in the Measurement 
of  Noncyclic  Long-Run  Sfatistical  Dependence," 
Water  Resources Research,  October  1969,  pp.  967-
988;  and  "Computer  Experiments  with  Fractional 
Gaussian  Noises,"  Water  Resources  Research,  Feb-
ruary 1969, pp. 228-267. 
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S2(t, d)  =  d-1  ~  X2 (t+u) -
u=1 
d 
d-2 [  ~ X(t+U)]2 
u=1 
and one forms the expression 
Ros(d) =  E[R(t, d)/  S(t, d)]. 
R/S is a very useful statistic because the de-
pendence  of the  function  Ros(d)  on the  lag 
happens to separate the effects due to the mar-
ginal distribution of X(t) and the effects due to 
the presence or the absence of long-run statis-
tical dependence. 
When the variables X(t) are statistically in-
dependent, one has Ros(d)- CdH , with H = 0.5 
and C a constant; - designates a relation valid 
asymptotically.  When  X(t)  is  a  Markov pro-
cess  or  a  more  general  finite  autoregressive 
process, the relation Ros(d)  - CdO. 5 still holds 
asymptotically, but the value of C is  different 
and  the  asymptotic  behavior  is  more  slowly 
attained than in the case of independence. In-
dependent,  Markov,  and finite  autoregressive 
processes  are  all  such that their values  at in-
stants sufficiently apart in time are near inde-
pendent.  For  all  those  processes  one  has: 
Ros(d) - CdO. 5, where C is affected by the pre-
cise  rule  of  interdependences,  but the  expo-
nent is  H  =  0.5  irrespective  of the  marginal 
distribution of X(t). H is the same whether X(t) 
is  Gaussian or long tailed, including the cases 
where X(t) has infinite variance.3 
But the law Ros(d) - CdO. 5 fails for random 
processes that generate sample functions char-
acterized  by  slow  swings,  because  for  such 
processes  the  interdependence  of values  very 
far apart cannot be neglected. In the simplest 
cases, one has Ros(d) - CdH ,  where H lies be-
tween 0.5 and 1.  In such cases, the value of H 
can be used to measure the intensity of long-run 
dependence,  namely,  the degree  of "tendency 
to slow swinging." 
3  B. Mandelbrot, "The Variation of Certain Specu-
lative  Prices,"  Journal  of  Business,  October  1963, 
pp.394-419. 
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When  X(t)  is  an  empirical  time  series  of 
length T, the definitions of R(t, d) and S(t, d) re-
main meaningful and the expression Ros  (d) = 
T·s 
(T-s)  ~  R(t, d)/S(t, d) can be considered an 
1=1 
estimate of Ros(d). R/S testing consists in test-
ing  whether  or not the  departure  of  Ros(d) 
from Ros' (d) - Cd  0.5 is statistically significant. 
R/S  estimation  consists  in  estimating  from 
Ros  (d) the value of the exponent H that best 
represents Ros' (d) in the form CdH . 
One of the main weaknesses of conventional 
econometrics has been that its tools lose part 
or all  of their validity  when  applied to  time 
series whose variance is very large or infinite. 
The robustness of the statistic Ros(d) with re-
spect to the marginal distribution is  therefore 
extremely  valuable.  The  main  thrust  of  this 
study is to perfect R/S analysis for small sam-
ples and to apply it to an increasing variety of 
time series. 
Benoit B. Mandelbrot 
Analysis of Time Series 
During the first few months of my tenure as a 
postdoctoral Research Fellow at the Bureau, I 
have  completed two  papers dealing  with  the 
analysis  of  economic time  series.  The first  is 
"Spectral Analysis and the Detection of Lead-
Lag Relations." This paper is  concerned with 
invalid attempts by some economists  to infer 
timing relationships between pairs of economic 
series  directly from phase statistics calculated 
from the cross spectrum of the series. The pa-
per  points  out  fundamental  differences  be-
tween the engineering and economic definitions 
of lead and lag that have caused some confu-
sion in the economist's interpretation of phase 
statistics.  Assumptions about the model link-
ing the time series play an essential role in the 
correct interpretation of phase statistics.  This 
conclusion  is  illustrated  with  several  explicit models.  The stringent conditions required for 
the existence of a simple relationship between 
phase statistics and the economist's concept of 
lead and lag are briefly discussed. 
The second paper is  "Dynamic Equivalents 
of Distributed Lags." Much econometric work 
using distributed lags starts with loose qualita-
tive notions that, in some manner, the effect of 
one  variable  on  another is  spread over  time. 
Without  further  development,  this  approach 
sometimes leads economists to estimate lagged 
structures without much attention to dynamic 
considerations  that  make  theoretical  sense. 
This  paper argues  that qualitative  character-
istics  of  distributed lags  can  often  be  repre-
sented  by  functions  that  are  mathematically 
equivalent  to  simple  dynamic  mechanisms 
(such  as  linear  differential  equations).  These 
may  be  more  fruitful  for  further  theoretical 
and empirical work than the initial distributed 
lag formulation.  Hence  a  careful  analysis  of 
distributed lags  and  equivalent dynamic  sys-
tems may be a useful approach to developing 
better dynamic models in economics. After an 
introductory  section,  the  paper  discusses  the 
formal  relationship  between  distributed  lags 
and other linear dynamic systems. A third sec-
tion makes use of a simple example to illustrate 
theoretical  advantages  that  may  arise  from 
analyzing a distributed lag system by some dy-
namically equivalent system.  In the final  sec-
tion,  several  examples  are further  developed 
to indicate the usefulness of this approach. If 
distributed lags are constructed from exponen-
tials  (possibly  complex)  and  polynomials  of 
time,  the equivalent dynamic forms reduce to 
differential  equations  (difference  equations  in 
discrete time)  that may have relatively simple 
theoretical interpretations.  Lags generated by 
so-called "rational polynomial generating func-
tions" are equivalent to this class.  Hence this 
analysis  has  some  important implications  for 
interpreting distributed lag coefficients  of dy-
namic structures estimated from completely ad 
hoc rational polynomial generating functions. 
John C. Hause 
Papers on Statistical and 
Economic Methodology 
Provisional plans have been made  to  publish 
as NBER Technical Papers two collections of 
papers which I wrote while a Research Fellow 
at the Bureau. The first  collection will  be  on 
multicollinearity and measurement errors and 
will include the following papers (two of which 
have  been  previously  published  as  journal 
articles) : 
1.  "Multicollinearity  in  Regression  Anal-
ysis:  An Experimental Evaluation of Alterna-
tive  Procedures," read at the Joint Statistical 
Meetings of the American Statistical Associa-
tion  (Section  on  Physical  and  Engineering 
Sciences) and the Biometric Society in August 
1969  . 
2.  "On  Multicollinearity  in  Regression 
Analysis:  A Comment," published in  Review 
of Economics and Statistics,  September  1969 
3.  "On the Correlations Between Estimated 
Parameters in Linear Regression" 
4.  "A  Note  on  Regression  on  Principal 
Components,"  published  in  The  American 
Statistician, October 1966 
5.  "A  Note  on  Regression  on  Principal 
Components and Constrained Least Squares" 
6.  "On Errors of Measurements in Regres-
sion AnjUysis" 
The second Technical Paper will be devoted 
to  missing  observations in regression analysis 
and will include:  (1) a modified and expanded 
version of my paper in the Journal of the Royal 
Statistical Society,  No.1, 1968,  (2)  "Estima-
tion of Regression Equations when a Block of 
Observations  is  Missing,"  1968  Proceedings 
of the Business and Economic Statistics  Sec-
tion  of  the  American  Statistical  Association; 
and a third paper entitled "On the Use of Aux-
iliary Information for Estimating Missing Ob-
servations  in  Regression,"  prepared  jointly 
with  Neil Wallace.  Most of  the theory in the 
last paper has  been  developed,  but modifica-
tions are necessary in light. of some results ob-
tained  by  a  Monte  Carlo  study  designed  to 
evaluate  the  small-sample  properties  of  our 
suggested estimators. 
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study of the comparative properties of forecast-
ing arid estimation of time series models with 
the  first  difference  transformation  vs.  "zero 
difference transformation."  This  is  being car-
ried on jointly with Professor P. J. Verdoorn 
of  the  Netherlands  Central  Planning Bureau 
and Rotterdam University. We plan to have it 
ready for  publication by  the  end of the  aca-
demicyear. 
Finally,  a  computer  program  for  Monte 
Carlo  studies  entitled  "REGEN-Computer 
Program  to  Generate  Multivariate  Observa-
tions  for  Linear Regression  Equations," pre-
pared jointly with  Sidney Jacobs of the Data 
Processing Unit, has been reviewed by a staff 
reading  committee.  After  revision,  it will  be 
submitted for publication as a Technical Paper. 
Y  oel Haitovsky 
Experimentation with  Nonlinear 
Regression Programs 
Available  programs  to  estimate  a  nonlinear 
equation of the form 
have  proven  unsatisfactory  in  two  respects: 
they use too much machine time, and some of 
the estimated coefficient values are unrealistic. 
We  have found  it preferable to program our 
own method for estimating this equation. Our 
progr~m computes  the  two  modified  Cobb-
Douglas terms at points in a grid of parameter 
values for the parameters 'I)!,  r!, '1)2,  and r2.  At 
each  grid  point  selected,  the  two  nonlinear 
terms enter into  a linear regression in which 
a  and  f3  are estimated;  this  determines  what 
area of the grid is to be searched more closely. 
The search procedure converges to a best grid 
point.  Substantial  computer time  is  saved by 
tailoring the program to the specific  equation 
at hand. 
In principle,  the method could be general-
ized to handle any nonlinear equation, but this 
110 
would  reduce the saving  of machine time.  A 
more  promising  approach  to  a  general  non-
linear regression program proceeds by making 
a first-order  approximation of  the regression, 
using  the  first  partials  of  the  equation  with 
respect  to  the  parameters  to  be  estimated. 
A  linear  regression  in  these  partials  is  run, 
obtaining a  correction  to  the initial  guess  of 
the  parameters.  By  successive  approxima-
tions,  convergence  to  parameter  estimates  is 
achieved.! If any  of the  estimated values  lie 
outside of their expected range, one should re-
peat the regression with boundary constraints 
on  the  parameters.  Even  if the  results  fall 
within  the  expected range,  it may  be  worth-
while  to experiment with alternative boundry 
constraints. 
While this method is  used in some existing 
nonlinear regression  programs,  we  are incor-
porating several innovations: 
1.  The  nonlinear  regression  equation  will 
usually be  analytic  in  the parameters. Hence 
the variance-covariance matrix of partials can 
be computed by first-order approximation for-
mulas  applied to the variance-covariance ma-
trix  of  the  original  variables.2  The  original 
matrix is computed just once, at the beginning 
of the program; thereafter the program need no 
longer  refer  to  the  individual  observations. 
When the number of observations is large, this 
procedure will result in substantial savings of 
computer time. It may be desirable, however, 
to recompute the exact matrix from the original 
observations  periodically,  after  a  specified 
number of iterations, to prevent the procedure 
from going astray. 
2.  The  program  operates  in  a  thoroughly 
conversational manner, via keyboard terminal. 
It requests  data as  needed,  offers  alternative 
modes of operation, and asks what to do next-
all in plain English. Thus the program explains 
itself to the user as it runs, and requires no pre-
vious study of instruction manuals. In the con-
1 E.  I.  Williams,  Regression  Analysis,  1967,  pp. 
60-62. 
2 M.  G.  Kendall  and  A.  Stuart,  The  Advanced 
Theory of Statistics, Vol. 1, 1963, pp. 231-232. versational mode, the user sees his answers al-
most immediately and can decide on the spot 
what further equations he may want to run on 
the same or other data. 
3.  The  program  language  used  is  APL, 
which  is  particularly  suited  to  the  conversa-
tional  mode  and  which  offers  a  highly  con-
densed notation for  mathematical operations. 
A typical sixty-line page of FORTRAN state-
ments can usually be expressed in two or three 
lines of APL statements. 
Parts  of the  above  innovations  have  been 
successfully tested in a prototype APL regres-
sion program written for the IBM-1130. 
Sidney Jacobs 
A Study of the Properties 
of the Minimum-Sum-of-Absolute-
Errors Estimator 
In this study, an attempt is being made to de-
termine the sampling distribution of the mini-
mum-sum-of-absolute-errors  (MSAE)  estima-
tor of  the parameters  of  a  linear  regression. 
The  estimator  is  known  to  out-perform  the 
least-squares  estimator in applications  where 
disturbances  are characterized by very  dense 
extreme tails,  as,  for  example,  where the dis-
turbances follow the symmetric stable distribu-
tions  with  characteristic  parameter  a  very 
much  less  than  two.  Mandelbrot has  argued 
persuasively  that such  fat-tailed  distributions 
are the appropriate model for many economic 
processes, which suggests that MSAE may  be 
a good estimator for economists to employ. 
Developing a sampling theory for MSAE is 
made difficult  by  the fact that there exists  no 
analytic  expression for  the  MSAE  estimator. 
Instead,  it is  calculated via  a linear-program-
ming  algorithm.  However,  by  utilizing  some 
results on the distributions of order statistics, 
it  should  be  possible  to  characterize  the 
asymptotic  distribution of the  MSAE estima-
tor.  Monte  Carlo  experiments  can  then  be 
used to supplement the asymptotic results and 
enable  us  to  assess  how  seriously  the  small-
sample distributions seem  to  depart from  the 
asymptotic distributions. 
Reports  on some  preliminary work on this 
topic  are contained in last year's Annual Re-
port,  as  well  as  in  a forthcoming  volume  of 
Econometrica.  The study  is  being  conducted 
jointly with Robert Blattberg of the University 
of Chicago. 
Thomas J. Sargent 
10.  ELECTRONIC  COMPUTER  SERVICES  IN  SUPPORT 
OF  ECONOMIC  RESEARCH 
Introduction 
The  Bureau's  electronic  data  processing  op-
erations  encompass  a large  variety  of  activi-
ties,  such  as  programming,  consulting,  and 
other  services  connected  with  individual  re-
search projects; improvement of data storage 
and retrieval; and development of programmed 
approaches to statistical problems. While major 
services  are  provided in response  to  internal 
demands,  we  are  increasingly  attempting  to 
make our resources available to outsiders. 
In the supporting operations there are three 
developments worth pointing out: (1) with the 
increasing size and complexity of data sets re-
ceived  from  government  agencies  and  other 
sources, data retrieval has become more impor-
tant and more difficult;  (2)  the fact that pro-
gramming is taught in schools and universities 
has led to an increase in the importance of our 
consulting  functions  as  compared  with  our 
programming  activities;  (3)  easier  access  to 
various computer systems, via remote terminals 
and time-sharing,  has  increased the  necessity 
for system selection, job ,channeling, and simi-
lar  operations.  These  changes  are  described 
below  in  the  report  on  the  activities  of  the 
E.D.P. unit. 
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of statistical data requires the development of 
efficient methods for data retrieval and manip-
ulation,  as  well  as  of  the  documentation de-
scribing the meaning, the coverage, and other 
characteristics  of  the  data.  New  methods  of 
storage, retrieval, presentation, and documen-
tation  are  described  by  Richard  and Nancy 
Ruggles  in their report on project RIPP. Our 
effort to facilitate the accessibility and manipu-
lation of the Bureau's time series collection is 
described  in my  report on the  National Bu-
reau's data bank. A third approach to develop-
ing  more efficient methods is  that pursued in 
the newly organized Universities-National Bu-
reau  Conference  on  the  Application  of  the 
Computer to Economic Research, reported on 
in Part III of this report. 
Several new programs and improvements of 
old programs were developed during the report 
period,  particularly  in  reference  to  business 
cycle analysis.  A description of our efforts in 
this area is found below. 
Another effort is aimed at the improvement 
of  nonlinear  regression  programs.  A  major 
shortcoming  of  existing  programs  is  that the 
accommodation of nonlinear relationships  in-
volves large expenditure of effort and machine 
time.  Our attempts  to  remedy  this  condition 
are described by Sidney Jacobs in Section 9 of 
this report. 
Operations of the Data 
Processing Unit 
Charlotte Boschan 
The use of electronic computers in the Bureau's 
research operations continues to increase. Our 
small  IBM-I130 computer  is  being used for 
at least two  shifts.  In addition,  we  are using 
computing facilities  of  Yale,  Columbia,  vari-
ous  other universities,  and some  commercial 
service bureaus. The most important of these 
operations, those at Yale, are described below 
by Sanford Berg. Access to some of these fa-
cilities is  via remote terminal.  In view  of the 
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increasing importance of time-sharing arrange-
ments,  particularly  in  connection  with  data 
bank operations, we are always experimenting 
with  new  systems  in order to establish  their 
relative efficiency and cost. These experiments 
are helping us to select the systems most appro-
priate for our operations. 
A significant change in the operations of the 
E.D.P.  unit  has  been  brought  about  by  the 
trend towards large data sets. Much of the work 
done in the Bureau's research projects requires 
retrieval of data from magnetic tapes  and in-
volves various storing and merging operations. 
These tapes are originally generated by a large 
number of different systems with different char-
acteristics; the lack of standardization, or even 
compatibility,  makes  merging  information 
from  two  different  sources  a somewhat com-
plicated  undertaking,  particularly  if  neither 
source is  compatible with  our own computer 
system.  These conditions emphasize the need 
for  standardization  and  documentation, 
planned for the future by Richard and Nancy 
Ruggles.  At present, however,  a large part of 
our time  is  spent in writing  tape  utility  pro-
grams for various machines and in helping re-
searchers  to  handle  heterogeneous  data sets. 
Because many research projects now  have 
their  own  programmers,  whose  skills  range 
from  simple coding to  sophisticated program-
ming,  our central programming staff,  instead 
of writing ad hoc programs for  one-time use, 
spends considerable time in teaching, advising, 
and  assisting.  Among  our  supporting  opera-
tions is electronic charting on a Calcomp Plot-
ter attached to the IBM-I130. This operation 
is  increasingly  replacing  hand charting,  both 
for analysis and for publications. 
In principle,  all  members  of the  data pro-
cessing unit are taking part in all its operations. 
To the extent that there is specialization, Lora 
Weinstein  and  Susan  Crayne  do  counseling; 
mathematical and complicated statistical mat-
ters are handled by Sidney Jacobs; Antonette 
Delak takes care of charting operations includ-
ing  some programming; and Irene Abramson 
helps with operations, programming, and main-
tenance  of  the  1130.  Assistance  and  advice concerning the operation of the IBM-I130 is 
given by Martha Jones, who also handles the 
unit-record  equipment,  and Dora Thompson 
takes  care of card and  paper-tape punching. 
Charlotte Boschan 
NBER Computer Operations 
at New Haven 
The NBER computer operations at New Haven 
consist of three parts:  (1) development of ad-
ministrative  information  processing,  ADMIN 
(2) development of research information proc-
essing,  RIPP,  and (3)  support of  current re-
search activities. 
In the  ADMIN project,  we  are  exploring 
ways  to computerize administrative tasks and 
information  dissemination  processes.  At the 
present stage  of  development,  computer pro-
grams exist to create labels for mass mailings 
to specified classes  of NBER subscribers and 
to facilitate  budgeting  operations.  A  descrip-
tion of the RIPP project is contained in the re-
port by Richard and Nancy Ruggles. 
The use of Yale computer facilities by NBER 
research projects has increased.  Daily United 
Parcel delivery service is connecting New York 
and New Haven operations. While we have not 
the  staff  to  handle  substantial  debugging  of 
programs, all output is examined so that minor 
changes might be made if it appears that this 
will result in a successful run. A series of semi-
nars  has  been initiated in  order to  introduce 
NBER staff members in New York to Yale's 
IBM-360/50.  Warren  Sanderson  presented 
the first  seminar on the  general principles  of 
this system. Later seminars will  examine pro-
gramming  techniques  and  research  strategy 
within  the framework  of  an interactive  com-
puter system. 
Sanford Berg 
Progress Report on Project RIPP 
The Research Information Processing Project 
(RIPP) has been set up by the National Bureau 
to develop computer techniques for large scale 
storing and retrieving of information useful in 
economic research. The function of the project 
is  to provide for the long-run development of 
computer capabilities rather than to  assist  in 
the  day-to-day problems encountered by  spe-
cific research programs. 
A major portion of the project is focused on 
the  development  and  utilization  of  machine 
readable documentation systems. These docu-
mentation  systems  are  concerned  with  han-
dling three kinds of information. First, the time 
series which the National Bureau has on hand 
are  being documented in such  a manner that 
they can be processed and retrieved by stand-
ard  programs  and  used  in  conjunction  with 
existing statistical packages designed for  ana-
lyzing time series. Second, methods of generat-
ing worksheets and tables in machine readable 
form are being developed so that the research 
analyst can call on such information and pro-
duce tabulations suitable for  further research 
or publication. Finally, work is  under way on 
the  development  of  machine  readable  docu-
mentation describing the organization and con-
tent of magnetic tape and disk files so that they 
can be  accessed  and operated upon by stan-
dard programs. 
The project is  considered to be part of the 
develop,ment  work  underlying  the  National 
Bureau's effort  to  create a  machine  readable 
data library for research  purposes.  Although 
the  problems involved are basic to any com-
puter configuration and to the statistical pro-
cessing of any body of research data, the work 
is  geared  to  random  access  third  generation 
computers,  in particular the  IBM-360/50 at 
Yale University. 
Richard Ruggles 
Nancy D. Ruggles 
The National Bureau Data Bank 
The National Bureau makes a part of its collec-
tion of time series  available in  the form  of a 
machine readable data bank. Users may be out-
113 siders as well as members of the Bureau's staff. 
At present this data bank contains about 1 000  , 
monthly and quarterly time series. We plan to 
increase the collection to about 1,500 series by 
the end of 1970. Series are updated and revised 
as soon as the data become available. A list of 
the available series can be provided. 
Typically,  the  outside  user  belongs  to  a 
group  centered  around  a  computer  system; 
access to the data base is  obtained via remote 
terminals or other means. This arrangement is 
advantageous for  the  outside  user  as  well  as 
for the Bureau. For the user it permits the shar-
ing of transmission cost, storage cost, software 
development,  and so forth; for the Bureau it 
reduces the effort involved in the mechanical 
transmission of updating. At present, only one 
user organization (Project Economics,  on the 
Rapidata System)  uses the NBER data bank; 
the  Information Service Department of Gen-
eral  Electric  has  about  completed  arrange-
ments for  a similar relationship  on their own 
computer system,  and other user groups have 
approached  the  Bureau.  Some  outsiders  use 
the  data bank as  individual subscribers,  e.g., 
the Department of Economic Research of IBM. 
The National Bureau is compensated for its 
services  through  a fee  paid by the individual 
user;  each user must agree  to  a  set of speci-
fied terms of cooperation. Academic users pay 
a  nominal fee  for once-a-month tape service. 
These fees do not include any costs incurred by 
users  in  connection with the services  of  their 
computer system. 
Day-to-day operations of the data bank are 
supervised  by  Peggy  Cahn.  Hanna  Stern  is 
working on source material and data documen-
tation.  Others  involved  in  the  project  are 
Constance Lim, Young Lee and Wan-Lee Hsu 
(updating  and  revisions),  Dorothy  O'Brien 
(seasonal adjustments, checking for compara-




Programmed Determination of 
Cyclical Turning Point 
and Timing Measures 
Determination  of  turning  points.  The  pro-
gram for the determination of specific cyclical 
turns  in  individual  time  series,  developed  by 
Gerhard Bry and myself, has been used in vari-
ous Bureau projects and stands up rather welI.1 
There are, however, a few shortcomings which 
should be known to prospective users, although 
they show up infrequently. 
The program may designate shallow fluctu-
ations as  cyclical, even in series that typically 
exhibit steep cycles. On occasion, this might be 
undesirable.  However,  we  hesitate  to  modify 
the program, since shallow fluctuations might 
well  have become a characteristic of  present-
day economic developments. 
Another problem arises in connection with 
the use of the program for the analysis of cur-
rent business  conditions; the program reflects 
considerable caution in recognizing turns close 
to the end of a series. In order to avoid recog-
nizing temporary reversals as cyclical, the pro-
gram requires  at least six months of reversed 
direction. This conflicts with the need for early 
recognition  of  cyclical  changes  in  individual 
series and in the economy as  a whole. Rather 
than change! criteria, we shall provide options 
to the user for varying the duration of reversals 
required for recognizing turns. 
Finally,  in excluding  turns  associated with 
"short"  phases  (less  than  five  months),  the 
alternative peak selected by the program may 
be lower than the eliminated one, or the alter-
native  trough  may  be  higher.  This  result  is 
justified if the eliminated turn is randomly ex-
treme but not if it reflects  a cyclical reversal. 
Further experience with this problem may lead 
to program modification. 
Timing  relationships.  Timing  comparisons 
describe the relationship among cyclical turn-
ing  points  in  different  economic  time  series. 
1 The  program  is  described  in  the  forthcoming 
book  by  Gerhard  Bry  and  Charlotte  Boschan  on 
"Cyclical· Analysis  of Time Series:  Selected  Proce-




These  comparisons  are carried out by  deter-
mining leads, lags, and coincidences of cyclical 
turns  in specific  time  series  relative to refer-
ence  turning  points  (which  may  be  turns  in 
business conditions at large or turns in a desig-
nated reference activity). 
It might  appear  that the  determination  of 
timing measures is simple, once the specific and 
reference turns are established. This is  indeed 
the case, if the series is identified as positively 
or inversely conforming, if every specific turn 
can be matched with a reference turn, and vice 
versa, and if no opposite turns occur between 
matching peaks and between matching troughs. 
However, a number of difficulties occur when 
these conditions are not met; these, in fact, led 
to  the  prediction  that  tImmg  comparisons 
would prove intractable to a programmed ap-
proach. The primary problem is  to determine 
which specific turn should be related to which 
reference turn. This decision may involve many 
considerations, such as proximity, typical tim-
ing behavior at other turns, and amplitudes. In 
the present program, which is still in the early 
stages of development, we  restricted the deci-
sion  rules  to  proximity  and  typical  timing, 
but we shall consider other criteria if this proves 
necessary. We  are fairly confident that timing 
comparisons can be successfully programmed. 
Charlotte Boschan 
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