The Held-Karp lower bound (HK) provides a very good problem-specific estimate of optimal tour length for the travelling salesman problem (TSP). This measure, which is relatively quick and easy to compute, has enormous practical value when evaluating the quality of near optimal solutions for large problems where the true optima are not known. Although HK can be evaluated exactly by Linear Programming techniques, code for doing this efficiently for problems larger than a few hundred cities is not readily available or easy to produce. In addition Linear Programming implementations (even efficient ones) do not scale well and rapidly become impractical for problems with many thousands of cities. In this study we concentrate on the iterative estimation approach proposed by Held and Karp in their original papers. Our paper provides implementation details for two iterative schemes which both use the subgraph speed-up technique.
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Introduction.
The Held-Karp lower bound (HK) is the solution to the linear programming (LP) relaxation of the standard integer programming formulation of the travelling salesman problem (TSP) (see [Reinelt 1994 ] page 175, or [Johnson 1996 ] for further details). Unfortunately LP code for evaluating HK for problems larger than a few hundred cities is not readily available or easy to produce. In addition Linear Programming implementations (even efficient ones) do not scale well and rapidly become impractical for problems with many thousands of cities. For the reason outlined above we concentrate here on the iterative estimation approach proposed by Held and Karp in their original papers.
The iterative approach pioneered by Held and Karp [Held 1970 ], [Held 1971 ], uses a technique called Lagrangian relaxation to produce a sequence of connected graphs which increasingly resemble tours. This technique, based on the notion of a 1-tree has been used extensively as a basis for many successful branch and bound procedures to solve the travelling salesman problem (TSP), (see Balas and Toth for a survey [Balas 1985] ). The approach, now generally known in the literature as subgradient optimization [Held 1974 ], bounds the TSP from below by solving its Lagrangian (pseudo) dual. Branch and bound methods based on subgradient optimisation proceed in two stages. The first stage, called the initial ascent, computes a lower bound to the TSP.
The second stage incorporates a branch and bound procedure into the relaxation process to produce feasible solutions to the TSP via a general ascent. The product of the initial ascent has subsequently become known in the literature as the Held-Karp lower bound (or strictly speaking an estimate of it).
Gerhard Reinelt [Reinelt 1994 ] has dedicated a chapter in his book (chapter 10) to the computation of various lower bounds for the TSP. His results clearly establish that Lagrangian Relaxation based on 1-trees produces the best results of all the iterative schemes he tried. Reinelt's approach to estimating HK combines different features obtained from several key studies with some ideas of his own. Our study differs from (and complements) Reinelt's in several ways:
• We look at two approaches to evaluating the bound, both of which are different to Reinelt's.
• We do not deviate significantly from the techniques as they appear in the original papers.
• We consider random Euclidean instances as well as problems from TSPLIB [Reinelt 1995 ] (a library of TSP problems which includes many with pathological distributions of cities).
Lagrangian relaxation methods based on 1-trees evaluate HK by iteratively perturbing a set of weights allocated to the vertices of a complete graph. These weights augment the edge costs and the process attempts to force all the vertex degrees of a minimum 1-tree to a value of 2, where a minimum 1-tree is a minimum spanning tree (MST) on the vertices 2, 3,..., n together with the two lowest cost edges incident with city 1. In other words the algorithms produce weighted minimum 1-trees which increasingly resemble tours. Although practical implementations of this scheme usually fall short of evaluating the true value of HK, suitable applications of the iterative process usually produce very good estimates as can be seen in the results section of the present paper.
The Held-Karp lower bound, which is relatively quick and easy to compute using the above techniques, has enormous practical value when evaluating the quality of near optimal solutions for large problems where the true optima are not known. Many real applications of the TSP exist with as many as 10,000 or even 100,000 cities (example problems from x-ray crystallography and printed circuit board drilling problems are available in TSPLIB [Reinelt 1995]) . Unfortunately the largest non-trivial TSP instance to be solved to optimality involves only 7,397 cities, and the computation took many CPU-years [Applegate 1995] .
A result obtained by Wolsey [Wolsey 1980 ] and later rediscovered by Shmoys and Williamson [Shmoys 1990] states that the HK is never less than 2/3 of the cost of the optimum tour when the triangle inequality is satisfied.
This worse-case analysis, however, fails to capture the efficiency of the bound in practice. Various authors quote the results of computational experiments which demonstrate the gap to be considerably less than 1% for problems up to several hundred cities, (see Christofides [Christofides 1979 ], Volgenant and Jonker [Volgenant 1982] ).
David Johnson and his colleagues [Johnson 1990 and 1996] have found that the Held-Karp lower bound is on average within 0.8% of the optimum for random Euclidean instances with many thousands of cities.
Goemans and Bertsimas [Goemans 1991] give a probabilistic analysis of the behaviour of the Held-Karp lower bound. In particular they prove that for uniformly identically independently distributed points in a unit square there exists a constant c 2 > 0 such that almost surely, where HK(I n ) is the Held-Karp lower bound for problem instance I n .
(1) lim
In a recent paper Johnson, McGeogh and Rothberg have estimated c 2 to be 0.70805 + _ 0.00007. Our estimate of c 2 is extremely close to this figure, even though it is based on significantly less data. The close agreement of these independent estimates simultaneously support the figure obtained by Johnson and his team and lend credibility to the bounds computed by our own computer programs.
Having established a requirement for a reliable lower bound, a number of questions arise as a consequence:
• How can it be implemented?
• Which iteration and step length formulae are most appropriate?
• How can the iteration sequence length be established?
• What are the execution time issues?
• How reliable an estimate is it in practice, especially as n gets large?
The last of these questions is significantly more difficult than the other four, since the answer depends on information concerning the expected value of the minimal tour length (in particular the value of the constant c 1 described in the next section).
Questions like these arose as a consequence of our work on Evolutionary Divide And Conquer (EDAC), in which we use genetic algorithms to produce approximate solutions to TSP problems of several thousand cities, [Valenzuela 1994 [Valenzuela , 1995a [Valenzuela and 1995b . The TSP problems themselves were generated as uniformly distributed random points on a square in the Euclidean plane. The areas of these squares were adjusted in relation to n, the problem size, so as to produce expected minimum tour lengths of 100 units, based on Stein's constant (see below). As we tuned the EDAC algorithms to produce increasingly better solutions, however, it soon became apparent that Stein's estimate of the constant c 1 was much too large, and the need for reliable estimates of the optima became paramount. The shortage of implementation details for HK in the literature at the time (early 1993) together with the lack of published experimental work on the calculation of the Held-Karp lower bound for problems of more than a few hundred cities motivated the work of this paper.
Geometric TSP problems in the unit square region.
For a uniformly random distribution of cities the classic work by Beardwood, Halton and Hammersley (BHH) [Beardwood 1959] obtains an asymptotic best possible upper bound for the minimum tour length for large n. Let {X i }, 1 ≤ i < ∞, be independent random variables uniformly distributed over the unit square, and let L n denote the shortest closed path which connects all the elements of {X 1 ,...,X n }. In the case of the unit square they proved, for example, that there is a constant c 1 > 0 such that, with probability 1,
In general c 1 depends on the geometry of the region considered. The Goemans and Bertsimas [Goemans 1991] result (1) is closely related to the BHH theorem, and they show that c 2 ≤ c 1 . Our own experiments suggest a value c 2 ≈ 0.708 (see Table 9 ). Estimating c 1 empirically as n becomes large is much harder and is not attempted here.
The Held-Karp Lower Bound.
The Held-Karp lower bound is evaluated as a 1-tree relaxation, where a 1-tree on an n city problem is defined as follows:
• A 1-tree is a connected graph with vertices 1, 2,..., n consisting of a tree on the vertices 2, 3,..., n together with two edges incident with city 1.
Evaluation of a Held-Karp lower bound requires the computation of a sequence of Minimum 1-trees, where:
• A Minimum 1-tree is a Minimum Spanning Tree (MST) on the vertices 2, 3,..., n together with the two lowest cost edges incident with city 1.
A tour is simply a 1-tree in which each vertex has degree 2. If a minimum 1-tree is a tour, then it is a tour of minimum cost. A Minimum 1-tree is illustrated in Figure 1 .
We attach to the ith city an arbitrary weight π i . Let e ij be the length of the edge joining the ith and jth city of the geometric TSP, i.e. the edge costs of the original problem. Suppose we now perturb the edge costs according to the transformation and compute a second minimum 1-tree with respect to the new edge costs c ij . The new minimum 1-tree will, in general, differ from the first minimum 1-tree. However, the ordering of tour lengths with respect to this (4) c ij e ij π i π j transformation is not affected, since the transformation of edge lengths adds 2 π i to every tour length. We write L(c ij , T) for the cost of a 1-tree or tour T with respect to the edge costs c ij .
Let U be the set of 1-trees with the given vertices and V be the set of tours. Then V ⊆ U, because a tour is a 1-tree in which every vertex has degree 2. Hence
T is the degree of vertex i in the 1-tree or tour T. If T is a tour then d i T = 2 for 1 ≤ i ≤ n and then
If the RHS of (5) is attained for a minimal tour T * we have for any π = (π 1 , ..., π n )
Now write c * = L(e ij , T * ) for the optimal tour length of the original problem, and c T = L(e ij , T) for the cost of a 1-tree with respect to the e ij . Then together (7) and (8) yield, for any π
Hence for any π Write (10) min
Then each w(π) is a lower bound for c * and we can define the Held-Karp lower bound as
In general HK is not equal to the minimum tour length but it is usually very close.
Now given π we can easily find the corresponding minimum 1-tree using Kruskal's algorithm (see Horowitz and Sahni [Horowitz 1978] ). Suppose the minimum in (11) is attained at a 1-tree T = T(π). Let
Held and Karp provided a theoretical framework which supports an iterative improvement scheme for w(π). If π becomes π then and if w(π) ≥ w(π) then subtracting (13) from (14) we obtain
This establishes
Lemma HK-1. Let π and π be such that w(π) ≥ w(π). Then
Hence the hyperplane through π having v T(π) as normal determines a closed halfplane containing all points π having w(π) ≥ w(π). As Held and Karp observed, this halfplane includes any point where w(.) assumes its maximum value, and a sufficiently small step produces a point closer than π to any such maximum point. These observations form the basis of subgradient optimization; although we do not know the exact direction for gradient ascent we do know a direction which moves into the correct halfplane, viz. v T(π) . It remains to determine suitable step sizes. However, it is important to note that the objective function values w(π) are not monotonic as π approaches a value π * in the optimal set.
Lagrangian relaxation on the minimum 1-tree involves the iterative improvement of the π vector, producing weighted minimum 1-trees which increasingly resemble tours, having more vertices of degree 2 as the process progresses. A successful scheme is illustrated for a 30 city problem in Figure 2 -Figure 4 .
In practice a tour of minimum cost is rarely attained by Lagrangian relaxation alone, and there is usually a gap between the Held-Karp lower bound and the length of the optimum tour. Attempts to close this duality gap (and thus solve the TSP problems) can be made by using one of the branch and bound algorithms which employ
Lagrangian relaxation. Like all exact methods applied to NP-hard/complete problems, however, the required execution time for branch and bound algorithms on travelling salesman problems grows in an exponential fashion with increasing n, making branch and bound generally unsuitable for problems larger than a few hundred cities.
Fortunately the evaluation of the Held-Karp lower bound via subgradient optimization does not have such a large computational overhead. A single MST evaluation has complexity O(n 2 ) but, of course, the overall complexity depends on the iterative sequence length.
Iteration Formulae and step length.
Held and Karp's ascent method is based on updating formula for the multipliers, π
, where m is a sequence number,
), at the mth iteration and t (m) is the "step length". For a particular vertex, i,
the associated cost, π i , is increased if d i > 2, and decreased if d i < 2. Such adjustments to the cost vector, π, result in changes in the transformed edge costs, c ij + π i + π j , decreasing or increasing their chances of being included in the next minimum 1-tree to be evaluated. Thus the iteration attempts to force all the vertices to
Some theoretical results are now outlined. These establish convergence of the ascent scheme and suggest suitable step sizes for the algorithm.
The most general result [Polyak 1967 ] guarantees that w(π) will converge to its maximum max w(π) under the sufficient conditions Held and Karp [Held 1971 ] state and prove three lemmas which provide the theoretical foundations upon which ∞ specific calculation formulae can be devised for t (m) . The first lemma, which we have already outlined, established the rationale for the iteration. The second lemma indicates the limits on appropriate step sizes:
Lemma HK-2. If w(π) > w(π) and where denotes the Euclidean norm, then
Thus if t is in the indicated range, then the point π + t v T(π) is closer to π than π.
The third lemma proved by Held and Karp, further guides the choice of t values. Let P(w) denote the polyhedron of feasible solutions to w ≤ c T + π.v T(π) then Lemma HK-3. We assume that w < max w(π). Let {π (m) } be a sequence of points obtained by the process of equation (17), where
Case 1. If, for some ε, 0 < ε < λ m ≤ 2 for all m, then {π (m) } either includes a point π (l)
∈ P(w), or converges to a point on the boundary of P(w). ∈ P(w).
Note that if a value of w(π (m) ) > w is obtained then t becomes negative. As a result of this the iteration formula, (17), will temporarily adjust the weights, π, in the wrong direction. However, Lemma HK-3 guarantees convergence even for cases such as these as long as the λ m are in the prescribed range.
Obviously the best choice for w in (21) would be max w(π), ensuring convergence either to max w(π) or to a point on the boundary. Of course the exact value of max w(π) is unknown, since it is precisely this value which we wish to determine. Therefore we must use either an underestimate or an overestimate in an iterative approximation scheme based on this equation.
Although many variations on the above iterative schemes have been suggested in the literature (see [Balas 1985] for a survey) we concentrate here on just two of these, one is very firmly based on equation (21) and the other is not. We believe that the similarity in the results obtained using these two different schemes (see below)
illustrate the robustness of the general approach.
Method 1. Held, Wolfe and Crowder [Held 1974 ] suggest using an overestimate in place of the underestimate w, because a good value for the latter is not easy to find. If we denote the overestimate by U then (21) becomes with 0 < λ m ≤ 2. They use a scheme which sets λ m = 2 for 2n iterations (where n is the problem size), and then (18), hence it is possible to converge to a point not in the optimal set (although they report that this almost never happened).
Held, Wolfe and Crowder use the original updating formula (17) for π (m) with π (0) = (0, 0,..., 0). , m and M only. The explicit solution is actually required for implementation and we therefore give a derivation in Appendix 1. The required formula that finally emerges is
Volgenant and Jonker suggest a starting value of t (1) = 0.01*L(e ij , T), with the subsequent updating of t (1) as better values become available. In our experiments we used values of t (1) proportional to L(e ij , T)/n, where n is the number of cities in the TSP. Thus we related our multipliers to average edge lengths. After some experimentation we settled on
We updated t (1) each time a better value for w(π) and an associated T = T(π), was obtained.
L(e ij , T)
Volgenant and Jonker use a modified updating formula for π (m) They comment that the addition of a term in (d i (m-1) -2) has a damping effect on the observed degree
2) otherwise oscillations during the progress of the iteration scheme. In the modified updating formula (25) π (0) = (0, 0, ..., 0).
In their account Volgenant and Jonker set the maximum number of steps, M, for the Held-Karp iteration to a quadratic polynomial in n. The experimental results reported herein suggest that acceptable estimates can be obtained using a number of steps sublinearly related to n. Although it is difficult to relate the techniques of Volgenant and Jonker directly to the convergence conditions of Polyak in (18), our experiments demonstrate their utility in practice.
1-Tree Evaluations.
The calculation of the Held-Karp lower bound is dominated by M minimum spanning tree (MST) evaluations, where M is the sequence length. For a complete graph each MST calculation has time complexity O(n 2 ).
According to Johnson [Johnson 1988] , it is possible to get a good result for random points in the Euclidean plane by considering a subgraph containing edges to the 20 nearest neighbours instead of the complete graph. Using
Kruskal's algorithm [Horowitz 1978 ] it is then possible to considerably reduce the time spent evaluating MSTs.
A good implementation of Kruskal's algorithm has time complexity O(eloge), where e denotes the number of edges in the subgraph. As e = 20n for a single MST with 20 nearest neighbours, the time complexity for MST evaluation is reduced from O(n 2 ) to O(nlogn). The final value for the Held-Karp lower bound is obtained from a single O(n 2 ) 1-tree evaluation on the complete graph using the π vector for the best w(π) found in the iteration scheme. This final step is necessary because all the theory is based on the notion of a complete graph.
Our experiments also indicate that 20 near neighbours are enough for such TSP problems. When applying subgraph techniques to problems obtained from TSPLIB (a public domain source of many TSP problems), however, 20 near neighbours for each city frequently proved insufficient to give a good estimate and sometimes this approach failed even to produce a subgraph that was connected (see also [Reinelt 1994 ] and ). The difficulties with TSPLIB problems proved to be at their most acute when cities tended to be concentrated in 'clusters'.
The generic algorithm used for the experiments described in this paper is given in Algorithm 1.
Algorithm 1 Pseudo-code description of the generic Held-Karp procedure. , where 1 ≤ i < j ≤ n. use Kruskal's algorithm find MST (say S) on complete graph. compute c 1j = e 1j + π 1 (M+1) + π j (M+1) , for all 2 ≤ j ≤ n {N.B. π 1 = 0 always}. find the two least c 1j over all 2 ≤ j ≤ n (say c 1a , c 1b ) . add the edges {1, a}, {1, b} to the MST S to obtain a graph (T say). add the costs of these edges to obtain L(c ij , T) {the cost of the minimum 1-tree T wrt the augmented edge costs c ij }.
w(π) = L(c ij , T) -2∑π i (M+1) = HK(completegraph). return[HK(subgraph), HK(completegraph)] end.
Experimental Results for HK
In our experiments we use the triple pseudo-random number generator of Wichmann and Hill [Wichmann 1982] (period 3 x 10 13 approx.) to produce all our instances of random points in the unit square. For the random points problems 64 bit reals are used to store coordinate pairs and the distance, d, between a pair of cities with coordinates (x 1 ,y 1 ) and (x 2 ,y 2 ) is computed as:
i.e. normal Euclidean distance. For the instances from TSPLIB, the distance formulae specified in the library itself have been used.
How Many Near Neighbours Should be Stored?
We used the Volgenant-Jonker formula for experiments to determine how many near neighbours of each city should be stored for random points in the unit square. The idea is to minimize the number of edges required in the subgraph for the main iteration scheme, whilst still getting a good estimate of the Held-Karp lower bound.
Ideally the best value obtained from the iteration sequence on the subgraph should equal the final value from the O(n 2 ) 1-tree calculation.
We experimented with storing 8, 10, 15, 20 and 25 near neighbours for each city in various problems, using short iteration sequences of M = 100. The results (for single examples of each problem size) are given in Table 1 .
The results presented in Table 1 indicate that 20 near neighbours are probably sufficient for random points in Table 1 Comparison with the final MST when the number of nearest neighbours is varied. the unit square, certainly for problem sizes up to n = 10,000.
For problems from TSPLIB experiments using subgraphs constructed from edges to the 20 nearest neighbours out of each city frequently produced poor results, and with several problems (for example dsj1000, fl3795 and p654) the resulting subgraph was not even connected. Closer examination reveals that many of the problems causing difficulties have pathological distributions of cities, typically in clusters.
Better results for TSPLIB instances were eventually obtained, firstly by extending the number of edges out of each city in the subgraph to more near neighbours, and secondly by ensuring that the corresponding lists of near neighbours for each city included representatives from each of the four surrounding quadrants (upper left, lower left, upper right and lower right), as long as cities were present in each quadrant. The idea for including cities from surrounding quadrants was first suggested by Johnson and McGeoch [Johnson 1995a ]. In our implementation surrounding cities with vertical or horizontal coordinates identical to the reference city were not included as quadrant representatives, and to ensure that such cities were not excluded from near neighbours lists, we only reserved part of each list for quadrant representatives.
We ran some experiments with neighbours lists 30 cities long and 5 places reserved on each list for cities in each of the four surrounding quadrant, when such cities were present (5 x 4 = 20 cities (maximum), leaving 10 places for closest cities wherever they might be). Then we ran some more experiments with 40 neighbours and 7 places reserved for each quadrant, and finally we tried 50 near neighbours and 10 places for each quadrant. Trials using 40 near neighbours gave better results for some problems than those with 30 near neighbours, but extending to 50 near neighbours did not seem to improve the situation any further. We therefore settled on 40 near neighbours with 7 places reserved for each quadrant for subsequent experiments on TSPLIB problems.
Which Iteration Formula?
We implemented two iterative schemes for evaluating the Held-Karp lower bound, and most of the experiments described in this section were designed to determine which of these two approaches are the best. In addition, however, we also include some results which indicate how our implementations compare to Reinelt's Lagrangian relaxation for 1-trees [Reinelt 1994 ].
In our first set of experiments we compare Held, Wolfe and Crowder's formula (HWC) with that of Volgenant and Jonker's (VJ), for various sized uniform Euclidean TSPs in the unit square.
For the HWC method U, the upper bound, was obtained from the best value produced by repeated runs of a 3-Opt algorithm. In order to obtain good upper bounds, the 3-Opt algorithm was executed on populations of nearest neighbour tours [Johnson 1990 ].
The number of iterations used in each experiment was based on the geometric formula used by Held, Wolfe and Crowder. Polyak [Polyak 1969 ] has shown that if (21) is used with the underestimate w replaced by max w(π), the unknown maximum, then geometric convergence is obtained.
We experimented with HWC approach (Method 1), using the HWC evaluation formula setting z = 10, and halting the iteration scheme when λ = 0.000002. We determined the threshold using λ rather than t because it was more convenient. It simplified the task of maintaining comparability with the work of HWC, i.e. setting up similar sequence lengths for similar sized problems. The HWC experiments were run first and the sequence lengths were noted and the same values used for the VJ experiments. A summary of the results for 8 different instances in the range 100 to 20000 cities appears in Table 2 .
The results of Table 2 indicate that the two iterative schemes, due to Held, Wolfe, Crowder (Method 1), and Volgenant, Jonker (Method 2), respectively, yield almost identical results for the sequence lengths used. Table 3 extends the above comparisons to examples selected from TSPLIB. The upper bounds used for the HWC formula for the TSPLIB instances was obtained by adding 6 % to the best upper bound known for each particular problem. (Best upper bounds recorded for TSPLIB instances are especially good, often optimal. In general it would be unwise to assume the availability of upper bounds of this quality). Table 3 does not produce conclusive evidence favouring one formula or the other for TSPLIB instances. However, our chosen formula for future experiments is the Volgenant-Jonker formula because the need to estimate an upper bound is eliminated.
The percentage figures in columns 5 and 7 of Table 3 indicate the gaps between our estimated values for HK and the exact values computed by [Johnson 1995b ] (also see [Reinelt 1994] for exact values for selected TSPLIB instances). Clearly these gaps are very small indeed for most of the TSPLIB instances listed in the table. Our evaluations for dsj1000 and fl3795 are, relative to the other instances in the table, exceptionally wide of the mark, (by almost 1% and 2% respectively). Instances such as this are also discussed in [Johnson 1996 ].
Having failed to establish any significant differences in performance between the two techniques we implemented, we set up some experiments to compare our results with those obtained by Reinelt. We ran our VJ code on the 24 instances from TSPLIB selected by Reinelt for similar experiments. He used these instances to validate his sparse subgraph speed-up technique for Lagrangian relaxation technique based on 1-trees (Table   10 .9, page 178). Like Reinelt we used an (arbitrary) sequence length of 300 iterations on our subgraphs followed by a final iteration on the complete graph. Our results were better than Reinelt's for 14 instances and worse for the other 10. However Reinelt's results were better on average than ours. He obtained a percentage deviation from the best known upper bound that averaged 1.98 over the 24 problems, whilst our experiments produced an average figure of 2.28 %. Table 4 summarises the results of these experiments.
How Many Iterations?
The experiments documented in the previous section demonstrate a remarkable robustness in the 1-tree relaxation scheme and the question naturally arises as to whether the long sequence lengths suggested in the original papers are really necessary. The excellent results obtained by us and by Reinelt for many of the 24 TSPLIB instances under test in the previous section suggest that sequences as short as 300 can be sufficient for many problems up to and including those with about 5000 cities. The next set of experiments strongly suggests that relatively short iteration sequences are sufficient for random points in the unit square.
The results presented in Table 5 These iteration sequences of increasing length are tried in turn until the "goal" has been reached for that instance. Table 5 records averages and 95% confidence limits for the sets of 10 instances. (The 95% confidence limits assume a Gaussian distribution and represent iteration sequence lengths expected to succeed in 95% of cases).
It is clear from Table 5 that the long sequences used on the larger problems in the previous experiments are not necessary.
A least-squares line on the logarithms of problem size, n, versus mean sequence length from Table 5 yields the following rough guide for the choice of M, the sequence length.
(27) M 28n 0.62 Extrapolating from this formula would suggest that about 17,000 iterations would be required for a 30,000 city problem and about 147,000 for a million cities. However such estimates are highly speculative, and the rough guide given for M above is only valid within the range 100 -5000 cities.
From other experiments we deduced that very good approximations can be obtained by using very short sequences indeed (of about 100 iterations). This point is illustrated in Figure 5 which shows the application of the Volgenant and Jonker scheme for three different sequence lengths, M. The results produced from short sequences on seven problem instances in the range 100 -10,000 cities are presented in Table 6 . These instances are all uniform random points. Clearly excellent results can be obtained using very short sequence lengths. Experiments with instances from TSPLIB indicate a less straight-forward relationship between problem size and sequence length, instances with pathologically distributed cities generally requiring longer iteration sequences than typical instances of similar size. In such cases a self-adjusting sequence length may be more appropriate.
Such a scheme has been described by Helbig-Hansen and Krarup [Helbig-Hansen 1974] .
What are the run-time issues?
As previously noted a good implementation of Kruskal's algorithm has a time complexity of O(eloge), where e is the number of edges in the minimum spanning tree calculation. As the evaluation of a single 1-tree for a
Held-Karp iteration scheme is dominated by Kruskal's algorithm, then it would also be expected to have a time complexity of O(eloge). In our implementations e = 20n for the main iteration loop, making O(nlogn) the time complexity for a single minimum 1-tree evaluation.
Execution times were measured for Held-Karp Table 7 gives a summary of run-times for our code obtained on a SPARC 10 workstation for problems in the range 100 -5000 cities. Iteration sequence lengths were obtained from equation (27) . Estimating HK on a 100 city problem takes less than five seconds whilst running the same code on 5000 cities requires about one and a half hours. Applying our code to problems with 10,000 cities or more proved problematic due to the memory requirements of the final MST calculation. However, the fact that our final value for HK(subgraph) always equals HK(completegraph) in all our experiments with random points in the unit square (with 20 nearest neighbours and sequence length guided by equation (27)), suggests that it may be possible to leave out the final MST for practical purposes. Table 8 gives some measurements of HK/√n for uniform random points, with distances evaluated as 64 bit floating point reals. The stated confidence intervals assume that samples are taken from Gaussian distributions, and the histogram in Figure 6 indicates that this would seem to be a reasonable assumption. The results of Table 8 for 100-20,000 cities were fitted to the three equations where y = HK/√n. This was done using Mathematica ™ 'FindMinimum' for the squared error of (28) over the eight data points. According to [Goemans 1991 ] the variance of HK/√n decreases rapidly with increasing n. This reduction can be observed in column 4 of Table 8 , and justifies the use of smaller numbers of data points as the problem size, n, increases. The best fit is illconditioned, the values of the later coefficients being sensitively dependent upon the value of a (the asymptotic value we are trying to estimate). Table 9 shows the fitted coefficients and the total sum squared error between the resulting curve and the experimental data. It would appear that the best fit is obtained using the third equation of (28). Figure 7 shows the best-fit curve against the experimental estimates.
Estimating the Goemans and Bertsimas Constant
Our best estimate of c 2 ≈ 0.70787 + _ 0.0008 resulted from applying the 95% confidence interval to the third equation of (28). This value is very close to the estimate of 0.70805 + _ 0.00007 obtained by [Johnson 1996 ], fitting the same equation. Although it is interesting to note that the values we obtained for the coefficients labelled c and d in our third equation differed significantly from those obtained by Johnson et al, it is perhaps to be expected given the wide confidence intervals of our results and the illconditioned nature of the fit.
Conclusion.
The main aim of this paper was to provide some practical guidelines regarding the iterative estimation of the Held-Karp lower bound for large TSP problems.
The extreme robustness of the iteration schemes based on subgradient optimization are now self-evident. We have demonstrated that in most instances our implementation produces estimates for HK within a very small fraction of a percent of the true (LP) value on a range of problems from TSPLIB (the largest deviations were about 2% on problems with extreme pathological distributions of cities).
We compared the performance of implementations using two different iteration formulae and failed to produce significant evidence strongly endorsing either one over the other. In addition we ran some experiments to compare the performance of our iterative schemes with those of Reinhelt [Reinhelt 1994 ] on a selection of TSPLIB instances using short iterative sequences. Once again the results were very similar, thus supplying further evidence of the extreme robustness of these schemes. However our favoured formula is that of Volgenant and Jonker, because an estimate for an upper bound is not needed with this method.
It seems that it is not necessary to use a full n 2 matrix of intercity distances for evaluating the minimum 1-trees.
Strictly speaking a final O(n 2 ) evaluation on the complete graph should be carried out, but in all our experiments on random points in the unit square where at least 20 edges to each city are used in our subgraph computations, HK(subgraph) = HK(completegraph). Thus it would appear that this final step can be omitted for practical purposes.
If the edges between each city and its' 20 nearest neighbours are measured and recorded, Kruskal's algorithm can be used for evaluating the minimum 1-trees and a time complexity of O(nlogn) for each evaluation achieved.
The number of iterations required, M, appears to be sublinearly related to n, the problem size, and it would appear that in most instances sequence lengths of about 100 -300 are sufficient for a good estimate of HK for problems in the range 100 -10,000 cities. For instances from TSPLIB 40 near neighbours were required in order to get good results and we had to take steps to ensure that problems with pathological distributions of cities produced reasonably balanced subgraphs for the purposes of computing the MST values.
Run-times for our iterative schemes currently scale approximately O(n 2 ), but this could be improved by using more efficient algorithms for producing the nearest neighbour lists and by eliminating the final MST. Actual runtimes varied between about 5 seconds for a 100 city problem to about 1.5 hours for a 5000 city problem on a SPARC 10 workstation using the generous sequence lengths suggested by equation (27) . Very slightly inferior estimates can be obtained very much more quickly using iteration sequences 100 -300 long.
Our estimate of c 2 ≈ 0.70787 + _ 0.0008 is very close to that obtained by [Johnson 1996 ].
Estimating c 1 empirically poses severe computational problems, but knowing this value more accurately is important in algorithm evaluation. It may be possible to refine the BHH approach to produce a more precise theoretical estimate for c 1 and this would certainly be desirable, particularly because such an analysis may give more information regarding the distribution of minimal tour lengths for random problems on the unit square, which itself remains an intractable problem.
Finally there remains the question (which we have hitherto studiously avoided) of whether c 1 = c 2 . Given our own and other experimental estimates this seems increasingly unlikely. 
