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Abstract: The real-time control of plasma position, shape and current in a tokamak has to be
ensured by a number of electrical circuits consisting of voltage suppliers and axisymmetric coils.
Finding good target voltages/currents for the control systems is a very laborious, non-trivial task
due to non-linear effects of plasma evolution. We introduce here an optimal control formulation
to tackle this task and present in detail the main ingredients for finding numerical solutions:
the finite element discretization, accurate linearizations and Sequential Quadratic Programming.
Case studies for the tokamaks WEST and HL-2M highlight the flexibility and broad scope of the
proposed optimal control formulation.
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Automatisation de la conception des scénarios d’expériences
Tokamak
Résumé : Le contrôle en temps réel de la position, de la forme et du courant du plasma
dans un tokamak doit être assuré par un certain nombre de circuits électriques composés de
fournisseurs de tension et de bobines axisymétriques. Trouver de bonnes tensions / courants
cibles pour les systèmes de commande est une tâche très laborieuse et non triviale en raison des
effets non linéaires de l’évolution du plasma. Nous présentons ici une formulation de contrôle
optimal pour aborder cette tâche et présentons en détail les principaux ingrédients permettant de
trouver des solutions numériques: la discrétisation par éléments finis, des linéarisations précises
et la programmation séquentielle quadratique. Des études de cas sur les tokamaks WEST et HL-
2M soulignent la flexibilité et le large champ d’application de la formulation de contrôle optimal
proposée.
Mots-clés : contrôle optimal, optimisation sous contrainte EDP, équilibre du plasma, tokamak
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Abstract. The real-time control of plasma position, shape and current in a
tokamak has to be ensured by a number of electrical circuits consisting of volt-
age suppliers and axisymmetric coils. Finding good target voltages/currents
for the control systems is a very laborious, non-trivial task due to non-linear
e↵ects of plasma evolution. We introduce here an optimal control formulation
to tackle this task and present in detail the main ingredients for finding nu-
merical solutions: the finite element discretization, accurate linearizations and
Sequential Quadratic Programming. Case studies for the tokamaks WEST
and HL-2M highlight the flexibility and broad scope of the proposed optimal
control formulation.
1. Introduction
Nuclear fusion is a highly exothermic reaction in which two light atomic nuclei
fuse to form a heavier nucleus. The peaceful use of such reactions for energy
production on earth is a multinational research e↵ort with high impact on the
long-term perspective of energy production and consumption. The most promising
technology to achieve this goal is currently the tokamak, a torus shaped reactor that
uses strong magnetic fields to confine plasma and to achieve the extreme conditions
to start the fusion reaction.
The mathematical modeling of nuclear fusion physics in such complicated devices
is very diverse (see [17] for an detailed introduction, or [6] and [16] for a recent
overview). We have an extreme range of spatial and temporal scales. Spatial scales
range from 10 5 meters for the electron orbit radius to 102 meters which is the
length of the magnetic field lines in between the reactor walls. The temporal scales
range from 10 11 seconds for one period of the electron orbit to 102 seconds for the
resistive di↵usion time, that describes plasma evolution at the timescale of resistive
di↵usion. We are dealing here with multi-scale problems and strong anisotropy.
So, the modeling in nuclear fusion ranges from high dimensional kinetic models
to completely di↵erent kind of fluid models with various levels of model reductions
steps that reduce the high dimensionality but increase the complexity of the models.
The reduced-order models are very non-standard and include to a very high degree
empirical intuition.
Nevertheless, the operation of thermonuclear fusion experiments relies heavily
on such reduced-order models as first principles approaches are far too expensive
to address the many interesting and important questions in tokamak engineering:
identification of plasma characteristics in real-time, fast pre-shot simulations within
virtual tokamak frameworks, fast post-shot simulations within the same framework
augmented by measurement data, development of experimental scenarios, design of
Date: December 18, 2018.
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new devices, improvement of heat load mitigation or assessing novel strategies to
improve stability, to name just a few.
In this work we will give a contribution to the development of experimental
scenarios. Besides many others an experimental scenario in a tokamak requires
prescribed time series of voltages applied in the so-called poloidal field coils that
have an axisymmetric geometry and control form and shape of the plasma inside the
tokamak. The basis for designing such voltage time series is the numerical solution
of the free-boundary equilibrium evolution problem (FBEE). The FBEE problem,
as it will be detailed in Section 2, combines the classical Grad-Shafranov equation,
describing the magnetohydrodynamic equilibrium in axisymmetric systems, with
circuit and induction equations for the poloidal field coils and other passive struc-
tures inside the tokamak. For a given time series of voltages ~V (t) = (V1(t) . . . Vn(t))
of n suppliers it allows to predict the evolution the plasma and to check whether
a specific choice of voltages can ensure a certain scenario. For example, it can be
checked if the voltages enable the transition from limiter to divertor configuration
and how much current is accumulated in passive structures and coils, and whether
this violates certain technological constraints or not. Hence, the design of voltage
trajectories can be regarded as the inverse FBEE problem: We have a certain de-
sired evolution of the plasma in a tokamak in mind and ask to find the voltage
trajectories that ensure this. Solving inverse problems is challenging in general.
Here, the choice of correct voltages in the FBEE problem is by no means trivial,
and can be a very laborious task. The huge variety of realizations of voltage times
series and the non-linear nature of the problem make it very di cult to guess the
correct voltages. Moreover, a plain trial and error approach is not possible as the
plasma equilibria of interest are often unstable, and small variations of the voltages
~V (t) can lead to entirely di↵erent results.
We therefore introduce an optimal control approach to scenario design. As the
primal unknown of the FBEE problem is the poloidal magnetic flux  we encode
the design goal in an objective functional C[ (t), ~V (t)] that is large when the design
goal is violated and small otherwise. We define a convex regularization functional




C[ (t), ~V (t)] +R[~V (t)]
subject to  (t), ~V (t) verify the FBEE problem (see Section 2).
Candidates for objective and regularization functionals are























with the weights w(t) non-negative and D positive definite. This choice of the
objective functional forces  (r, z, t) to be constant on a prescribed set of Ndesi + 1
points (ri(t), zi(t)) at each instant t and hence can be used to encode a certain
desired evolution of the plasma. Other choices of objective functionals could include
penalization of induced currents, voltages in suppliers or loop voltages or any other
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design goal that can be quantified in terms of the poloidal flux  and the voltages
Vi(t). The regularization term R[V (t)] enables to work with a well-posed problem,
i.e. a problem that is stable to perturbations on the data.
The optimal control formulation (1) alone is only the basis for a powerful tool
for scenario design. To put this into practice it is of paramount importance to
specify appropriate discretization methods, leading to non-linear algebraic finite-
dimensional problems, that are then solved by appropriate iteration schemes. Sim-
ple gradient descent (see Appendix A), for example, will su↵er from the same
di culties as a trial-and-error approach, as it requires to solve repetitively the non-
linear FBEE problem for a varying choice of voltages Vi(t). For that reason, a
sequential quadratic programming (SQP) approach (see Appendix A) is here the
most appropriate choice. Moreover, it is important to formulate SQP for the dis-
cretized version of (1) in order to avoid convergence problems due to inaccurate
derivatives. The discretization of (1) and the SQP formulation are outlined in
Sections 3.1-3.3.
This work does not claim that (2) and (3) are the exclusive and optimal choices
for scenario design but should highlight how di↵erent choices of objective functions
in (1) can be useful to tackle di↵erent tasks in scenario design. We are convinced
that robust and easily accessible implementations of (1) will become invaluable
tools for designing and improving control for tokamaks. The optimal solutions
 ⇤(t) and ~V⇤(t) of the optimal control problem (1) are not only solutions of the
FBEE, but for a reasonable choice of the objective functional, the solutions are
also close to the design goals. So, if these design goals strongly penalize unstable
behavior (e.g. vertical displacement event, strong induced currents), then we have
found a voltage times series ~V⇤(t) that provides a plasma equilibrium evolution,
even though the equilibrium might pass through physical unstable states. So with
this optimal control approach (1) we can separate the problem of finding good
feedforward control from the problem of designing e↵ective feedback control as we
do not need to include feedback control into our simulation tool to avoid physical
instabilities during the simulation. We will illustrate this line of thought with
extensive numerical examples in detail in Section 5.
Even though we can get in principle solutions for any kind of objective functional
C[ (t), ~V (t)], we would like to stress that the whole power of the approach is
hidden in an appropriate choice of the objective functional: an objective functional
encoding two competing goals will lead to disappointing solutions and an objective
functional not penalizing unstable behavior can lead to unstable optimal solutions.
But clearly, deciding whether a cost functional encodes competing goals or whether
it penalizes su ciently strong unstable behavior is not easy and requires a good
knowledge in both the physical background and the mathematics of optimal control.
Optimal control is not an auto pilot, but is capable to leverage considerably the
tokamak physicists intuition.
To illustrate the power of the proposed optimal control approach to scenario
design we developed an extension of the MATLAB/Octave library FEEQS.M. This
library is based on the methods for axisymmetric free boundary plasma equilibria
that where described in [3] and [10] and utilizes in large parts vectorization. There-
fore, the running time is comparable to C/C++ implementations. FEEQS.M is
publicly available1 and a forthcoming release will contain the methods introduced
1
http://www-sop.inria.fr/members/Holger.Heumann/Software.html
4 JACQUES BLUM, HOLGER HEUMANN, ERIC NARDON, AND XIAO SONG
in this work. The Section 4 contains validation and verification results for these
new developments and the Section 5 presents applications for the tokamaks WEST
[5] in Cadarache, France and HL-2M [13] in Chengdu, China. We can also refer the
related [14], where the same approach was used to identify for WEST configurations
with regions of low magnetic fields as it is required for a successful start-up.
2. Free-Boundary Plasma Equilibrium Evolution
The essential equations for describing plasma equilibrium in a tokamak are force
balance, the solenoidal condition and Ampère’s law that read respectively
(4) grad p = J⇥B , divB = 0 , curl
1
µ
B = J ,
where p is the plasma kinetic pressure, B is the magnetic field, J is the current
density and µ the magnetic permeability. In the quasi-static approximation these
equations are augmented by Faraday’s law in all other conducting structures, and
by Ohm’s laws in coils and passive structures. Hence for the resistive timescale the
plasma is in equilibrium and (4) holds at each instant of time [8].
Under the assumption of perfect axial symmetry, it is convenient to put (4) in
a cylindrical coordinate system (r,', z) and to consider only a meridian section of
the tokamak. The primal unknowns are the poloidal magnetic flux  =  (r, z), the
pressure p = p( ) and the poloidal current flux f = f( ). The poloidal magnetic
flux  := rA · e' is the scaled toroidal component of the vector potential A, i.e.
B = curlA and e' the unit vector for '. The poloidal current flux f = rB · e'
is the scaled toroidal component of the magnetic field. We introduce H = [0,1]⇥
[ 1,1], the positive half plane, to denote the meridian plane that contains the
cross section of the tokamak device. The geometry of the tokamak determines the
various subdomains (see Figure 1):
• the domain F ⇢ H corresponds to those parts that are made of the ferro-
magnetic circuit,i.e. the iron core and return limbs;
• the domain Ci ⇢ H corresponds to the M poloidal field coils, where each
coil Ci has ni wire turns, total resistance Ri and cross section |Ci|, the coils
are part of an electric circuit, that contains also N voltage suppliers;
• the domain S ⇢ H corresponds to the passive structures, with conductivity
 ;
• the domain L ⇢ H, bounded by the limiter, corresponds to the domain that
is accessible by the plasma.
Then (see [3] or [12]), the equilibrium of plasma in a tokamak has to satisfy at each
instant the following non-linear initial value problem:
(5)
L (r, z, t) = j(r, (r, z, t), t) in ⌦ ;
 (0, z, t) = 0 ;
lim
k(r,z)k!+1
 (r, z, t) = 0 ;
 (r, z, 0) =  0(r, z) ,
where L is a non-linear second-order elliptic di↵erential operator
































Figure 1. Left: Geometric description of the poloidal cross sec-
tion of the tokamak device. Right: Sketch for characteristic plasma
shapes during the so-called ramp-up phase. The  -isolines are in-
dicated by black lines. In the beginning (first three pictures) the
plasma touches the limiter and becomes more and more elongated
(limiter configuration) while finally, it moves into the divertor con-
figuration, where the plasma boundary contains an X-point of the
poloidal flux.
with
(7) µ[ ](r, z) = µf(|r (r, z)|2r 2)
(
  µ0 in F
= µ0 elsewhere.
Here, r is the 2D gradient in the (r, z)-plane. The current density j is a non-linear
function of  :




rp0( (t), t) + 1µ0rff
0( (t), t) in P[ (t)] ;
Ii
|Ci| in Ci ;
  r
@ (t)
@t in S ;
0 elsewhere ,
where the plasma section P[ (t)] is the domain bounded by the last closed poloidal
magnetic flux line inside L and containing the magnetic axis (rax, zax). The domain
L itself is bounded by the limiter and defines the domain that is accessible to
the plasma. The magnetic axis is the point (rax, zax) = (rax[ ], zax[ ]), where  
has its global maximum in L. For convenience, we introduce also the coordinates
(rbd, zbd) = (rbd[ ], zbd[ ]) of the point that determines the plasma boundary.
(rbd, zbd) is either a hyperbolic point of  (in the case of a divertor configuration)
or the contact point with the limiter @L (in the case of a limiter configuration).
The di↵erent characteristic shapes of P( ) are illustrated in Figure 1 (right): the
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boundary of P( ) either touches the boundary of L, the limiter, or the boundary
contains one or more hyperbolic points (X-points of  ).
The current density j is non-linear in  due to the non-linear functions p0, ff 0
as well as the definition of the plasma domain P( ).
















dr dz , 1  i  m,
via electric circuit equations. In the case of simple electrical circuits, e.g. circuits
where each coil is connected to only one voltage supplier, we have
Rij =
(
0 i 6= j
ni
Ri|Ci| i = j
and Sij =
(




Ri|Ci|2 i = j
and we refer to the Appendix B for the general case.
3. Numerical Methods
There are two di↵erent approaches to arrive at finite dimensional SQP formula-
tions for the constrained optimization problem (1). In the first one, the optimize-
then-discretize approach, one computes first the optimality conditions for the con-
tinuous optimization problem, and then discretizes them. The second approach,
the discretize-then-optimize approach, discretizes directly the optimization prob-
lems. This yields a finite dimensional constrained optimization problem for which
a SQP formulation follows immediately from the literature [15, 4, 11] (see also the
Appendix A).
We prefer to work with the discretize-then-optimize approach for the following
reasons: the discretize-then-optimize approach yields the exact gradient of the dis-
crete objective function, while the optimize-then-discretize approach yields only
an approximation. Both approaches involve approximation, but the optimize-then-
discretize approach does not yield the exact gradient of either the continuous objec-
tive in (1), or the discretized objective [10]. Therefore, the optimize-then-discretize
approach may result in inconsistent gradients, which, in turn, may cause serious
convergence di culties in the optimization process.
Hence, it remains to specify the discretization of non-linear constraints (5), (8)
and (9) and the discretization of the cost functionals. Moreover, as we use SQP,
we will also have to provide some details on first and second order derivatives of
the discretized cost functionals and constraints. The implementation itself is kept
flexible, so that cost functionals can be easily changed and modified. Adding new
cost functionals encoding new design goals is simple.
For the discretization in time we introduce NT + 1 not necessarily equidistant
collocation points T0  ts  T1, 0  s  NT . The discretization in space is
based on the finite element method. Further details on the discretization of the
constraints and the objective functional of (1) follow in Sections 3.1 and 3.2. The
Section 3.3 bundles these two parts and presents the SQP formulation.
3.1. Free-Boundary Plasma Equilibrium Evolution. The current density j in
(8) is non-linear in  due to the non-linear functions p0 and ff 0 and the definition
of the plasma domain P( ). While P( ) is fully determined for a given  , the
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two functions p0 and ff 0 are not determined by the model (5)-(8). The model
(5)-(8) needs to be augmented by the so-called transport and di↵usion equations,
that determine p0 and ff 0. In this work, we will assume that, up to some scaling
coe cient  , the functions p0 and ff 0 are known. But, the domain of p0 and ff 0 is
the interval [ bd, ax] with the scalar values  ax and  bd being the flux values at
the magnetic axis and at the boundary of the plasma:
(10)  ax[ ] :=  (rax[ ], zax[ ]) ,  bd[ ] :=  (rbd[ ], zbd[ ]) .
So, since the domain of p0 and ff 0 depends on the poloidal magnetic flux itself, it
is more practical to supply those profiles as functions of the normalized poloidal
flux  (r, z):
(11)  (r, z) :=
 (r, z)   ax[ ]
 bd[ ]   ax[ ]
.
These two functions, subsequently termed Sp0 and Sff 0 , have, independently of  ,
a fixed domain [0, 1]. The functions Sp0 and Sff 0 are usually given as polynomial
functions or piecewise polynomial functions. The scaling coe cients  (t) are deter-
mined by fixing the total plasma currents
R





rSp0( (r, z, t), t) +
1
µ0r
Sff 0( (r, z, t), t) drdz = Ip(t) .
Let ⌦ ⇢ H be a su ciently large semi-circle of radius ⇢ , that is centered at
the origin and contains the geometry of the tokamak. The boundary @⌦ splits into
 r=0 := {(r, z) , r = 0} and   = @⌦ \ r=0. We introduce a triangulation ⌦h of the
domain ⌦ that resolves the subdomains L,F , Ci,S and use standard H1-conforming
Lagrangian finite elements with nodal degrees of freedom.
Let bk(r, z) denote the Lagrangian basis functions associated to the vertices of the
mesh, e.g. bk vanishes at all mesh vertices except one. Basis functions associated
to vertices at r = 0 are excluded from this finite element space Xh, as, due to
axisymmetry  (0, z) = 0. The finite element approximation  h of  at t = ts is:
(12)  sh(r, z) =
|Xh|
k=1
 ksbk(r, z) with  ks 2 R, 1  k  |Xh|, 0  s  NT .
The domain of the plasma P( h) of a finite element function  h is bounded by
a continuous, piecewise straight, closed line. The critical points (rax( h), zax( h))
and (rbd( h), zbd( h)) are the coordinates of certain vertices of the mesh. The
saddle point of a piecewise linear function  h is some vertex (r0, z0) with the fol-
lowing property: if (r1, z1), (r2, z2) . . . (rN , zN ), denote the counterclockwise ordered
neighboring vertices the sequence of discrete gradients  0  1,  0  2 . . . 0  N
changes at least four times the sign.
We get the following discretized version (modulo quadrature) of the free-boundary
plasma equilibrium evolution: For given evolution ~V (t) = (V1(t), . . . Vm(t)) and
Ip(t) of the voltages and the total plasma current and for given initial conditions
 0h(r, z) =
P|Xh|
k=1  k0bk(r, z) we find for 1  s  NT the coe cients  ks 2 R, 1 
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h, ts) drdz = I
s
P .
The bilinear form c : V ⇥ V on  , accounts for the boundary conditions at infinity
[1]:
(14)







































r21 + (z1   ⇢ )2 ,
where Pi = (ri, zi) and K and E are the complete elliptic integrals of first and




(rj + rk)2 + (zj   zk)2
.
We refer to [9, Chapter 2.4] for the details of the derivation. Alternative approaches,
that incorporate the boundary conditions at infinity were recently presented in [7].
Quadrature rules. The integration over the domain ⌦ is split into a sum of inte-
grals over the triangles T of the mesh and we use the barycenter quadrature rule to
approximate these integrals: For a triangle with vertex coordinates ai,aj ,ak 2 R2
the quadrature point is the barycenter bT :=
1
3 (ai + aj + ak) and the quadrature
weight !T is the size |T | of the triangle.
Besides the integrals over ⌦, the weak formulation (13) involves also integrals
over the plasma domain P( h). As the mesh does not resolve the boundary of the
plasma domain P( h), we need to specify also the quadrature rule that is used
to approximate integrals over intersections T \ P( h) of triangles with the plasma
domain. We use again barycenter quadrature, but here the quadrature point and
weight will depend non-linearly on  h, which needs to be taken into account when
we use linearizations of (13), e.g. in Newton or SQP iterations. The technical
details of such linearizations can be found in [10].
The line integrals over   in the definition of c(·, ·) are split into line integrals
over edges on triangles whose vertices are on  . Then, the trapezoidal quadrature
rule yields an approximation of su cient accuracy.
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3.2. Cost- and Regularization Functionals. As we already specified the ap-
proximation of  there is not much left to explain on the discretization of cost
functionals that involve the poloidal flux and the voltages.
Here, the same barycentric quadrature rule as in 3.1 is used to approximate
area integrals, while time integrals are approximated by the composite trapezoidal
rule. This yields expressions that are algebraic in the principal unknowns  ks, 1 
k  |Xh|, 1  s  NT and Iis, 1  i  m, 1  s  NT . So, computation and
implementation of first and second order derivatives of such functionals become a
mechanical iterated application of the usual rules of di↵erential calculus.
The discretization of the regularization functionals likewise uses composite trape-




VijBj(t), 1  i  n ,
where the Bj(t) are the basis functions of a polynomial or spline space over [0, T ].
So again this yields expressions that are algebraic in the unknowns Vij , 1  i  n,
1  j  Nc.
3.3. SQP Formulation. Combining the discretized free-boundary plasma equi-
librium evolution (13) with discretized objective and regularization functionals we
arrive at discretized versions of the optimal control formulation (1) that is of the
general form
(15) minu,y
J(y,u) s.t. b(y,u) = 0 .
The state variable y contains the unknowns  ks 1  k  |Xh|, 1  s  NT of the
poloidal flux and the scaling parameter  s, 1  s  NT , hence y 2 R(|Xh|+1)NT .
Likewise the constraint b(y,u) = 0 corresponds to (|Xh|+1)NT coupled non-linear
equations as the unknowns for the currents Iis, 1  i  m, 1  s  NT have been
eliminated from the formulation (13). The control variable u contains a subset of
the expansion coe cients Vij , 1  i  n, 1  j  Nc for the voltages. One could
for example prescribe the voltage of a few suppliers and treat only the voltages
of the remaining suppliers as unknowns. Another possibility would be to treat
only certain coe cients as unknown. E.g. if one works with an expansion in a
hierarchical basis, it would be beneficial to prescribe the coe cients for low order
terms and keep only coe cients of higher order polynomials. So, in general u 2 RN
with 1  N  Ncn.
The SQP formulation for the constrained optimization problem (15) involves
first and second order derivatives of b(y,u) and J(y,u). But, as we presented in
Sections 3.1 and 3.2 explicit expressions for b(y,u) and J(y,u) that are algebraic
in u and y, we can also provide explicit expressions for the first and second order
derivatives. An inspection of (13) shows that the constraint b(y,u) is a ne in
the control unknown u, hence has vanishing second order derivatives. Moreover,
to avoid the expensive assembling of second order derivatives of b(y,u) we neglect
those in the SQP iterations. In the terminology of Newton methods we use rather a
quasi SQP method, than an exact SQP method. It is known that such modifications
are prone to convergence issues [4], but this doesn’t seem to be an issue for our
specific application. The Algorithm 1 summarizes the quasi SQP formulation, and
should be compared to the exact SQP in Algorithm 4 (see Appendix A). We want to
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stress that the size of Y in Algorithm 4 scales at least linearly (and quadratically
if Nc = O(NT )) with the number of time steps NT , which causes memory to
be the limiting factor for computations with a very large number of time steps.
Nevertheless, with the current implementation we can go easily beyond 200 and
more time steps, which is su cient for the applications in mind. Moreover, we
avoid the introduction of additional parameters due to iterative solver and make
use of fast methods for linear systems with multiple righthand sides.
Algorithm 1 SQP (quasi) with direct solver
1:  u 1,  y 1, y y0, u u0
2: while k uk/kuk > tol, k yk/kyk > tol do
3: ( y,Y)  b 1y (y,u)(b(y,u),bu(y,u))
4: m01  JTu (y,u), m10  YTJTy (y,u)
5: M02  Juu(y,u)
6: m11  Juy(y,u) y, M11  Juy(y,u)Y
7: m20  YTJyy(y,u) y, M20  YTJyy(y,u)Y
8: m m01 +m10 +m11 +m20
9: M M02 +M11 +MT11 +M20
10:  u  M 1m
11: y y + y +Y u
12: u u+ u
13: end while
4. Numerical Validation Tests
We present di↵erent numerical tests, that verify that the implementation of
derivatives of the non-linear constraints (13) in FEEQS.M is correct. These deriva-
tives are the cornerstone of the proposed optimal control approach and appear
through by(y,u) in SQP (see Algorithm 1).
The following calculations are based on a ITER-like geometry and an equlibrium
plasma (see Fig. 2) that corresponds to the currents in the table of Figure 2. The
total plasma current is IP = 15 ⇥ 106A and the two profiles Sp0 and Sff 0 in the




((1  y)↵)  , Sff 0(y) = (1   )µ0r0(1  y↵)  ,
with the four parameters r0 = 6.2m , ↵ = 2.0,   = 0.5978 and   = 1.395.
4.1. Derivatives due to the free-boundary. Let DJh( h) 2 R|Xh|⇥|Xh| denote
the derivative of the discretization Jh( h, bm) (via quadrature from Section 3.1) of
the non-linear mapping







Sff 0( h, ts)
 
bm drdz 1  m  |Xh| .
This mapping involves the non-linearity due to the free plasma boundary. The
linearization is non-standard [10]. In this first test it is verified that for given














Figure 2. Left: The plasma (flux lines and flux intensity) that
correspond to the currents in the table. Center: The triangulation
of the ITER-geometry. Right: Data for coils. Coils U1-U3 and
L1-L3 are upper and lower central solinoid coils. Coils P1-P6 are
the poloidal field coils.
 h(r, z) =
P|Xh|
k=1  kbk(r, z) and perturbation  h(r, z) =
P|Xh|
k=1  kbk(r, z) the imple-




Jh( h + " h, ·)  Jh( h, ·)
 
 DJh( h) ·  
  
kDJh( h) ·  k
= O(").
The perturbation increment   is randomly chosen. In Table 1 we monitor this
relative error and observe, as expected, first order convergence.
4.2. Convergence of the Sensitivities. Another way to validate the implemen-
tation of the derivatives appearing in by(y,u) would consist in solving the non-
linear constraint b(y,u) for y and monitor the convergence. For an accurate imple-
mentation of the derivatives the convergence will be quadratic. On the other hand,
since in many cases also with inaccurate derivatives one will observe super-linear
convergence, this test could fail as indicator for accurate derivatives. The following
test is more appropriate: We consider a control u" that is parametrized by " 2 R
and suppose we know y0 that verifies b(y0,u0). Then it holds
(19) y1"   y" = O("2) ,
where y1" is the first Newton iteration for the problem b(y",u") = 0 with initial
guess y0:
(20) by(y0,u") · (y1"   y0) =  b(y0,u")
The result (19) follows from y" = y0+y00"+O("
2) and 0 = b(y0,u")+"by(y0,u")y00+
O("2). When the exact derivative by(y0,u") in (20) is replaced by some approxi-
mation A:
A · (y1"   y0) = f(u")  a(y0) .
then y1" will be at most first order approximation of y".
The first test of this kind is for the static free-boundary plasma equilibrium
(FBE) problem with the following Galerkin formulation: For given currents I1, . . . IM :
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drdz = IP .
The discretization and linearization follow as described in Section 3.1 and 3.3.
Then the unperturbed control data u0 is the data given in the table in Figure 2
and perturbation is a random incremental current for each coil scaled with " =
0.50, . . . 0.514. In Table 1 (4th column) the error EDN(") = ky" y1"k is monitored.
We observe second order convergence, which shows that we use accurate derivatives.
In contrast, the result ECN(") = ky"   y1"k for a Newton-type iteration method
(see 6th column in Table 1) that follows from the discretization of derivatives of
the continuous problem [3, 9] yields only first order convergence.
Repeating the same test for the implementation for FBEE problem (13), based
on the discretization and linarization described in Section 3.1 and 3.3 we observe
the expected second order convergence (see Table 1, 8th and 9th column). This
reassures that the implementation in FEEQS.M is correct.
5. Applications for tokamaks WEST and HL-2M
5.1. Fast limiter to divertor transition for the WEST tokamak. In this sec-
tion we give tests with di↵erent objective functions and regularization terms for the
WEST tokamak [5], which is a new tokamak in CEA Cadarache that aims at testing
the ITER-like technology for tungsten (W) plasma facing components. Exploring
scenarios which can handle fast transitions from limiter to divertor configuration
within the engineering limits, such as the maximum and minimum voltages (in
Table 2) that can be handled by the coils power supply systems may be a way of
reducing plasma pollution by W and will be our goal in the following simulations.
The Figure 3 shows the geometrical setting of WEST. All the results are based
on a mesh with 52210 triangles and 27763 vertices. We use NT = 10 time steps with
equidistant time step length of 5ms, the voltage in A coil is fixed to its maximum
value of 1400V in all the following cases to provide energy for flux consumption,
and the degree of the polynomial representation of the voltage is 8. The evolution
of the total plasma current Ip(t) and the parameters ↵(t),  (t) and  (t) for the
current density profiles Sp0 and Sff 0 in (16) are based on experimental data of Tore
Supra, the predecessor of WEST.
5.1.1. Prescribed level sets at all time steps. As a first approach to the problem, we
solve the discretized inverse evolution problem (15) with J(y,u) := C(y) +R1(u),





J in (17) FBE in (21) FBEE in (13)
i EFD("i) rate EDN("i) rate ECN("i) rate EDN("i) rate
0 0.0198034 11647.2 2928.07 645.401
1 0.0113253 0.81 5485.42 1.09 1125.83 1.38 450.549 0.52
2 0.0061465 0.88 3362.31 0.70 1182.56  0.07 31.6012 3.83
3 0.0032184 0.93 1936.28 0.80 846.373 0.50 36.9223  0.22
4 0.0016494 0.96 694.294 1.48 149.343 2.50 10.7593 1.78
5 0.0008353 0.98 4.26942 7.35 268.207  0.84 2.66903 2.01
6 0.0004204 0.99 9.65561  1.18 145.894 0.88 0.66434 2.01
7 0.0002109 1.00 2.39544 2.01 70.5145 1.05 0.16571 2.00
8 0.0001056 1.00 0.60127 1.99 34.6608 1.02 0.04138 2.00
9 0.0000528 1.00 0.15064 2.00 17.1804 1.01 0.01034 2.00
10 0.0000264 1.00 0.03770 2.00 8.55259 1.01 0.00258 2.00
11 0.0000132 1.00 0.00943 2.00 4.26687 1.00 0.00064 2.00
12 0.0000066 1.00 0.00236 2.00 2.13108 1.00 0.00016 2.00
13 0.0000033 1.00 0.00059 2.00 1.06495 1.00 0.00004 2.00
14 0.0000016 1.00 0.00015 2.00 0.53233 1.00 0.00001 2.00
Table 1. Convergence of the errors E... and the convergence rate
( log(E...("i+1)) log(E...("i))log("i+1) log("i) ): 1.) the finite di↵erence error EFD (18);
2.) the error EDN using the derivatives outlined in Sections 3.1 and
3.3 for the FBE problem (21); 3.) the error ECN using derivatives
in [3, 9] for the FBE problem (21); 4.) the error EDN using the
derivatives outlined in Sections 3.1 and 3.3 for the FBEE problem
(13).





































14 JACQUES BLUM, HOLGER HEUMANN, ERIC NARDON, AND XIAO SONG
R (m)





























   
Figure 3. Cross-section of the WEST tokamak, red rectangles
are the poloidal coils Ci and iron areas F are in purple, the dark
grey areas are the vacuum vessels, the divertor (X) coils casings
and the passive plates S .
Here, C(y) is the discretization of the cost function (2) introduced in Section 1,
and has the purpose to prescribe a desired level set for every time step, and the
weights are wi = 1, 1  i  NT . The weight of the regularization term R1(u) is
fixed as wR1 = 1⇥ 10 11 during this calculation.
The results (see Figure 4) show that the prescribed level sets coincide fairly well
with level sets of the numerical solution at all times, with a tiny discrepancy when
the plasma evolves from limiter to divertor configuration. The evolution of the
voltages can be seen in Figure 5, which shows that the voltage limits (the dashed
lines) at some time steps are violated.
5.1.2. Prescribed level sets at all times and constraint penalization term. Secondly,
we add two regularization terms to the objective function to penalize the violation
of the voltage limits. E.g. we solve now the constrained optimization problem (15)
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Figure 4. Prescribed level sets at all time steps (see 5.1.1): the
magenta contour is the plasma boundary and the blue lines are
the  level sets inside the plasma, the red points are the desired
boundaries.






















































Figure 5. Prescribed level sets at all time steps (see 5.1.1): The
voltage evolution, dashed lines are the limits.



















max(Vi,min   Vi(ts), 0)3 ,
where the weights are wR2,i = wR3,i = 1⇥ 10 16.
The level sets of the flux inside and near the plasma are found to be almost the
same as in the previous case (shown in Figure 4). But the evolution of the voltages,
shown in Figure 6, is slightly di↵erent and almost all voltages remain within their
limits.
5.1.3. Prescribed level sets at start and end. Assuming that level sets are prescribed
at every time step is not very relevant in practical applications, where one aims to
solve problems that require a few hundred or thousands of time steps. Providing
level sets a each time step is a humongous amount of work that moreover confines
16 JACQUES BLUM, HOLGER HEUMANN, ERIC NARDON, AND XIAO SONG






















































Figure 6. Prescribed level sets at all time steps and constraint
penalization term (see 5.1.2): The voltage evolution, dashed lines
are the limits.
the plasma evolution fairly strictly and could prevent from finding the best sce-
narios. The more relevant task asks to find reasonable trajectories of the flux for
prescribed level sets at the beginning and end only. Therefore, we use in this third
case the prescribed boundaries only on some of the time steps, meaning we set in
the objective function C(y) in (22) the weights w1, w2, w3 and w10 to one but the









 sh(ri, zi)   sh(r0, z0)
 2
for brevity, we solve hence here the optimization problem (15) with J(y,u) :=
C0(y) + R1(u) + R2(u) + R3(u), where the weights in the regularization terms
R1(u), R2(u) and R3(u) are as in the previous case.
The plasma trajectory of the numerical solution is shown in Figure 7. It is
found that the boundaries of the plasma match with the prescribed level sets in
the beginning and end. But in between, when there is no prescribed level set, the
plasma position and shape is changing drastically. The evolution of the voltages
are presented in Figure 8, which shows that the voltages in the time steps without
prescribed boundaries are within the bounds and the voltages in the divertor coils
are violating the limits only during the last time step.
We obtained a solution that is reasonable for this particular formulation of the
optimal control problem for scenario design: As the formulation does not contain
any objective for the flux in between the start and the end, we risk in computing
solutions with fast changes of plasma position and shape. On the other hand,
scenarios with such fast changes are highly undesirable as they are very di cult to
control in the experiment. The formulation in the next section is more adequate.
5.1.4. Prescribed level sets at start and end with penalization term on induced cur-
rents. Fast changes of the shape and position of the plasma lead to large induced
currents in passive structures S. In order to avoid the fast changes obtained in the







 s+1h (r, z)   sh(r, z)
ts+1   ts
dr dz 1  s  NT
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Figure 7. Prescribed level sets at start and end (see 5.1.3): the
magenta contour is the plasma boundary and the blue lines are the
 level set inside plasma, the red points are the desired boundaries.


























































Figure 8. Prescribed level sets at start and end (see 5.1.3): The
voltage evolution, dashed lines are the limits.
in passive structures S with conductivity  . We solve the optimization problem








where wC1 = 1⇥ 10 6.
The results, shown in Fig. 9 are quite satisfying: the plasma stays near to the
equatorial plane even during the time steps when the level set is not prescribed and
evolves in a smooth fashion to its final shape. This shows that the penalization term
on induced currents allows finding slowly moving solutions even if we prescribed
level sets only in the beginning and end. The evolution of the voltages is shown in
Figure 10 and we highlight that all the voltages remain within the limits.
These tests show that with di↵erent objective functions and regularization terms,
we can get a reliable plasma limiter to divertor transition while respecting the
engineering limits (only maximum and minimum voltages where considered in this
case).
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Figure 9. Prescribed level sets at start and end with penalization
term on induced currents (see 5.1.4): the magenta contour is the
plasma boundary and the blue lines are the  level sets inside the
plasma, the red points are the desired boundaries.






















































Figure 10. Prescribed level sets at start and end with penaliza-
tion term on induced currents (see 5.1.4): The voltage evolution,
dashed lines are the limits.
5.2. Full scenario computation for HL-2M tokamak. We give in this section
a calculation for a full scenario, which includes the plasma current ramp up, flat
top and ramp down phases, for the new tokamak of HL-2M [13] (see Figure 11 for
the cross-section) in China. A major objective of this machine is the exploration
of ITER related physical issues.
The settings for the computations are the following: The parameters Ip, ↵,  
and   are prescribed as in Figure 12. The length of time steps in the ramp up phase
(from 0.1s to 2s) and ramp down phase(from 8.1s to 10s) is 0.1s, while in the flat
top phase (from 2.3s to 8s) it is 0.3s. In total we have 60 time steps. The objective
function is J(y,u) = C(y) + R(u), with C(y) the discretization of (2) and R(u)
the discretization of (3). Plasma boundaries are prescribed for every time step and
the weights w and Dii are 1 and 1⇥ 10 10 and zero otherwise. The computational
mesh is divided into 30583 triangles, and the total number of vertices is 15367, and
the degree of polynomial to fit the voltage is again fixed as 8.





























Figure 11. Cross-section of the HL-2M tokamak, red rectangles
are the poloidal coils Ci, the grey areas are the two layers vacuum
vessel, and the black line is the limiter L.
Altogether we end up with a constrained optimization problem that has almost
one million unknowns of which approximately a hundred correspond to control
unknowns u. We solve this problem in 15 iterations and the computing time is less
than 350 s on standard notebook with a 4⇥2.7GHz processor and 32GB memory.
In Figure 13 we show plasma boundaries at some selected time steps. As can
be seen, the plasma follows well with reference boundary in the whole time in-
terval. The voltages are shown in Figure 14. This example is a showcase that
the presented approach can construct a full operation scenario for tokamaks with
reasonable amount of computational power.
6. Conclusions and Perspectives
The models that describe the evolution of plasma in tokamak devices are highly
non-linear. Alone the direct simulation, meaning a simulation that shows only
how the plasma will evolve for certain given control inputs is a demanding task.
Moreover, the corresponding inverse problem the much more relevant problem when
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Figure 12. The prescribed Ip, and the parameters of the plasma
profile for the full scenario simulation of HL-2M.
experimenting with tokamaks: what are the control parameters that ensure that
the plasma evolves through certain prescribed states? From the engineering point
of view it would be beneficial to provide the majority of control as feed-forward
control that can be determined a priori, and to minimize the amount of feed-
back control that needs to be calculated during the operation. Until today, the
calculation of the feed-forward control is mainly tackled by ODE models that have
the flavor of electrical circuits [2]. These ODE models determine the coil voltages
that correspond to coil currents of precomputed static equilibria. Particular feed-
back controllers are then necessary to ensure that the currents in the system are
indeed close to the precomputed ones.
In this work we formulated an optimal control problem, that uses the force
balance (4) and Maxwell’s equations as constraints, to compute directly the optimal
feed-forward control. The approach is more consistent, as it uses the full nonlinear
model of partial di↵erential equations. Then, in the solution of the optimization
problem, it is Newton’s method that determines consistently the linearization of
this non-linear model.
We presented here the two basic ingredients, the finite element method and se-
quential quadratic programming, to set up such an optimal control approach for
plasma evolution in tokamaks. The finite element method allows for an easy treat-
ment of free plasma boundary and the decaying conditions at infinity. Further,
we can, almost automatically, compute linearizations and the adjoint operators
that are required for the optimization with sequential quadratic programming. We
highlighted that existing implementations of Newton’s methods for the direct sim-
ulation can be easily extended to an implementation of SQP-type methods for the
corresponding inverse or optimal control problems. In the future we will have to
augment the non-linear model (5)-(8) with further equations, namely the resistive
di↵usion and transport equations, that provide a more complete description.
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Figure 13. Level lines (blue) of the magnetic flux inside the
plasma at selected times for the calculation of a full scenario (ramp
up, flat top, ramp down) for HL-2M based on 60 timesteps with
prescribed boundaries (green dots) at each time step.
22 JACQUES BLUM, HOLGER HEUMANN, ERIC NARDON, AND XIAO SONG
Time (s)































Figure 14. The voltages of the inverse evolution calculation for
HL-2M.
Appendix A. Fast Algorithms for Optimal Control Problems
The following section is a short summary on algorithms for general optimal
control problems, where we focus on finite dimensional optimal control problems.
This simplifies considerably the presentation, and is also more relevant for this work
as we always work with discretized versions of (1). While most of the subsequent
methods are well-known and can be found in excellent text books such as [15, 4, 11],
we prefer to include this discussion to keep the presentation self-consistent.
We consider the following generic version of an optimal control problem
(25) minu,y
J(y,u) s.t. b(y,u) = 0 ,
where y 2 Rn and u 2 Rm are the so-called state and control variables. The
constraint b(y,u) = 0 with b(y,u) 2 Rn is the discretization (in space and time)
of (5), (8) and (9).
The optimization problem (25) is a constrained optimization problem that can
be recast as an unconstrained optimization problem. For this we introduce the
reduced objective function bJ(u) := J(y(u),u), with y(u) such that b(y(u),u) = 0.
The gradient of bJ(u) is
bJu(u) = Ju(y(u),u) + Jy(y(u),u)yu(u) .
Some control u⇤ is called the stationary point of the reduced objective function if
and only if
(26) bJu(u⇤) = 0 .
An iterative approach to the solution of (26) faces two major challenges. First, in
each iteration we have to solve the full non-linear problem b(y(u),u) = 0 for y(u)
and second, we also need to compute the sensitivities yu(u). The second challenge
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is addressed by the definition of the adjoint state p(u) 2 Rn via
(27) p(u) =  b Ty (y(u))JTy (y(u),u) .
We see
0 =pT (u) (bu(y(u),u) + by(y(u),u)yu(u))
=pT (u)bu(y(u),u)  Jy(y(u),u)yu(u) ,
so the gradient of bJ(u) can also be expressed as
(28) bJu(u) = Ju(y(u),u) + pT (u)bu(y(u),u) .
The Algorithm 2 sketches the gradient descent. Still, this algorithm requires in each
Algorithm 2 Gradient descent
1:  u 0, y y0, u u0
2: while k uk > 0 do
3:  y 0
4: while k yk > 0 do
5:  y  b 1y (y,u)b(y,u)
6: y y + y
7: end while
8: p  b Ty (y,u)JTy (y,u)
9:  u JTu (y,u) + bTu (y,u)p
10: u u+ u
11: end while
iteration the solution of the non-linear constraint problem b(y(u),u) = 0 and the
solution of the linear adjoint problem (27) for the evaluation of the reduced gradient
bJ(u). Moreover, the speed of convergence of the gradient descent algorithm is very
slow. Fast convergence could be achieved in including second order terms, e.g. the

























but the requirement of solving repetitively the non-linear constraints b(y(u),u) = 0
remains a big drawback.
Sequential Quadratic Programming (SQP) is an entirely di↵erent approach that
avoids this drawback and incorporates at the same time second order information.
SQP is one of the most e↵ective methods for non-linear constrained optimization
with significant non-linearities in the constraints [15, Chapter 18]. To motivate SQP
we recall that the previous discussion shows that the control u⇤ is a stationary point
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of the reduced objective function if and only if there exist states y⇤ and adjoint
states p⇤ such that
(30)
JTy (y
⇤,u⇤) + bTy (y
⇤,u⇤)p⇤ = 0 ,
JTu (y
⇤,u⇤) + bTu (y
⇤,u⇤)p⇤ = 0 ,
b(y⇤,u⇤) = 0 ,




























































































s.t b(yk,uk) + by(y
k,uk)(yk+1   yk) + bu(yk,uk)(uk+1   uk) = 0 .
This sequence of quadratic optimization problems is at the origin of the name
sequential quadratic programming.
If the linear systems in (31) become too large, it is the common practice to



















k+1   uk) +Ykb(yk,uk)
and find the following linear system for the increment uk+1   uk

































It is insightful to compare the expressions involved in the reduced formulation (34)
of SQP to the gradient (28) and the Hessian (29) of the reduced objective function:
the gradient and Hessian of the reduced objective are equal to m(y,u) and M(y,u)
only when the state y and control u verify the non-linear direct problem.
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In general, iterative methods, such as the conjugate gradient (CG) methods, are
used to solve (34). Within each iteration step two linear systems corresponding
to b 1y (y
k,uk) and b Ty (y
k,uk) (see Algorithm 3) need to be inverted. The CG
algorithm (Algorithm 3) appears di↵erent than standard formulations, as we update
within the CG-iterations not only the control but also the state unknown. This
avoids solving one additional non-linear direct problem after each CG call.
Algorithm 3 SQP with CG iterative solver (less memory intensive)
1:  u 1,  y 1, y y0, u u0, p p0
2: while k uk > 0, k yk > 0 do
3:  u 0,  y  b 1y (y,u)b(y,u)
4:  p  b Ty (y,u)(JTy (y,u) +Hyy(y,u,p) y)
5: r JTu (y,u) +Huy(y,u,p) y + bTu (y,u) p
6: s  r
7: while krk > 0 do
8: a  b 1y (y,u)bu(y,u)s
9: b  b Ty (y,u)(Hyu(y,u,p)s+Hyy(y,u,p)a)




12:  u  u+ ↵s,  y  y + ↵a,  p  p+ ↵b
13: er r+ ↵es
14:    er
Ter
rT r
15: s  er+  s
16: r er
17: end while
18: u u+ u, y y + y, p  p
19: end while
Alternatively, if we have su cient memory to store M(·, ·), we can compute
M(·, ·) explicitly. We never compute neither b 1y (yk,uk) nor b Ty (yk,uk) explicitly.
This alternative approach is summarized in Algorithm 4.
Algorithm 4 SQP with direct solver (memory intensive)
1:  u 1,  y 1, y y0, u u0, p p0
2: while k uk > 0, k yk > 0 do
3: ( y,Y)  b 1y (y,u)(b(y,u),bu(y,u))
4: m JTu (y,u) +YTJTy (y,u) +Huy(y,u,p) y +YTHyy(y,u,p) y
5: M Huu(y,u,p)+YTHyu(y,u,p)+Huy(y,u,p)Y+YTHyy(y,u,p)Y
6:  u  M 1m
7:  y  y +Y u
8: p  b Ty (y,u)(JTy (y,u) +Hyy(y,u,p) y +Hyu(y,u,p) u)
9: u u+ u
10: y y + y
11: end while
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Appendix B. Circuit Equations
The external circuit of poloidal field coils and suppliers is represented by a di-
rected graph with nodes and directed edges between nodes. We assign to each
directed edge s = (i, j) between two nodes with index i and j a (directed) voltage
Vs and current Is. For an edge s representing a coil C we have
















where Rs and ns are the total resistance and the wire turns of the coil.
Then we introduce the incidence matrix G that has entry Gs,i = 0 when the
node with index i is not contained in the edge with index s = (i, j), or entry
Gs,i = 1( 1) when the node with index i is contained in the edge with index
s = (i, j) and induced orientation coincides (coincides not) with the orientation of
the edge. Likewise we can introduce oriented polygons, whose boundaries are the
edges of the graph and an incidence matrix C for edges and polygons. Then we
have CG = 0 and the Kirchho↵ current and voltage laws are:
GT ~I = 0 and C~V = 0 ,
where the components of ~V and ~I are the voltages and currents associated to the
edges.
In the following we assume that the edges of the circuit correspond either to a
coil or to an external voltage supplier/source. We introduce the subscripts S and
C to distinguish between edges corresponding to supplies and edges corresponding
to coils, e.g. GT ~I = GTS ~IS +G
T
C
~IC = 0. Moreover we introduce a (node) potential


































































Well-posedness requires to fix ~U at one node and to remove the Kircho↵ current
equation for the same node. We choose an arbitrary node and fix ~U to zero at
this point. This is equivalent to cancel a column (row) in G (GT ), hence in the
subsequent lines G· (GT· ) always refers to the reduced matrices.
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and
S =  ZGCKGTSM , T =  GCKGTSM ,
where K 1 =  GTCZGC , and M 1 =  GSKGTS .
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