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1. Introduction 
The word synergetics has been used in the sciences recently in several ways. H. Haken in these 
proceedings discusses his view of interactions of competitive physical processes which give rise to 
long-lived patterns or ‘coherent’ structures. I use the term in the spirit advanced by Ulam [55] of 
a catalytic effect arising from a reinforced symbiosis between theory, analysis and experiment via 
computation. This enhancement of the creative process, as Von Neumann [56] realized, has 
shattered barriers to progress in nonlinear dynamics and revitalized studies in nonlinear wave 
propagation and fluid dynamics [62,63,24]. To demonstrate the quickening time scale, one should 
consider historical, philosophical and cognitive questions. I will address these aspects whenever 
my experiences and views seem applicable. For the most part, I will show how computation and 
visualization have aided the ‘prepared’ investigator to make reasonable choices. 
The four modes of working-theory, analysis, computation and experiment-may be consid- 
ered manipulative processes. To put things in sharp relief, I propose that we consider: 
_ theory as concept manipulation, 
_ analysis as symbol manipulation, 
_ computation as number and image manipulation, 
experiment as object manipulation. 
(Of course there is an overlap of processes among the modes). The theoretical, analytical and 
experimental modes go back to the beginnings of the scientific approach. By theory I mean the 
process of hierarchical modeling in which concepts are described by mathematical equations. By 
analysis I mean both rigorous (theorem-proving) and asymptotical derivations. In the experimen- 
tal and observational modes we have recently taken great strides with the development of 
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accurate and noninvasive diagnostics, as exemplified by the laser scattering and remote sensing 
of emitted electromagnetic radiation. 
More profoundly, the computer has provided us with the opportunity to do controlled and 
diagnosed numerical experiments on discrete representations of subsets of the real world. As the 
speed and rapid access memory of computers has increased, so have the ranges of length-and-time 
scales and degrees of freedom increased. Thus we are being confronted with enormous quantities 
of information to process and assimilate. The key to understanding is to construct the most 
information-laden diagnostic images; that is, to visualize the discrete mathematics of large-scale 
computation with images that efficiently relate to the concepts and analytical symbols as well as 
the forms we recognize in experiments at present. An example is the beautiful and informative 
computer-generated color cinema of flows associated with the Lorenz equations, produced by 
Stewart [52]. 
How does one propose to create an appropriate computational synergetic environment? In my 
1981 and 1984 reviews [62,63], I discussed the role of computation in the discovery of the soliton. 
I indicated that one can divide progress in areas of nonlinear science into three time periods: 
early; heroic; and generalization, abstraction and application. During the first, experimental 
information raises the awareness of the investigator. It can be observational, as in astrophysics or 
geophysical fluid dynamics, or laboratory based, where parameter regions and initial and 
boundary conditions can be better controlled, i.e., where the complexity of the environment can 
be minimized. During the second phase, one person or a small group of people, focuses on an 
effect in a laboratory experiment or computer simulation. The persistence of this effect under 
variations and perturbations is a signal of the presence of something new. Finally, in the third 
period, a solution of a model equation or equations provides the analytic bridge to substantial 
progress. In the next section, I will discuss this framework in recent developments in vortex 
dynamics of two-dimensional, incompressible, very high Reynolds number flows. In Section 3, I 
will present some ideas about visualizing the mathematics of evolving flows. 
2. Computational vortex dynamics in two and three dimensions 
2.1. Introduction 
Although nature is three-dimensional, many situations have two dimensional aspects that 
provide valuable insights. One- and two-layer two-dimensional continuum models provide 
insights and motivations for the geophysical and ionospheric fluid dynamics community. As I 
indicated in an earlier review [61] the evolution and interaction of vertical structures in physical 
space is the key to understanding the intermediate and long-time evolution of incompressible, 
high Reynolds number free shear layer, jet, and wake flows. However, the pursuit of the problem 
of homogeneous isotropic turbulence via statistical methods requiring closure approximations 
has not been fruitful in this area. (The situation of compressible vortex dynamics is in its 
infancy!) 
Recently, there have been several reviews of the analytical and computational status of 
problems in two-dimensional and three-dimensional incompressible high-Reynolds number and 
inviscid flows [2,4,29,30,45]. 
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2.2. Three-dimensional vortex dynamics 
Most studies of three-dimensional vortex dynamics employ the Biot-Savart integral (BSI) to 
obtain the velocity field from one or more finite core vortex filaments. These cores are assumed 
to be circular, small, and time-varying and are introduced in and ad-hoc manner to regularize 
integrals as described by Leonard [30]. An important quantitative linkage was made when 
Hasimoto [26] derived the nonlinear Schrodinger equation (an integrable dynamical system) from 
the local induction approximation (LIA) to the BSI. The velocity of a point on the filament is 
proportional to the local curvature of the filament and is in the direction of the binormal 
(x, a I&). Arms and Hama [3] used this equation and found that a near-periodic solution is 
obtained if the initial shape of the filament was an ellipse with small eccentricity. Dhanak and de 
Bernardinis [15] used the BSI with a regularized core and found similar results. Near-periodic 
solutions are properties of the nonlinear Schriidinger equation [19]. 
For larger eccentricities, Dhanak and de Bernardinis found that regions of the filament with 
oppositely directed circulation approach closely. Siggia [50] with a BSI code and different initial 
conditions obtained a similar effect. He was able to follow the binding processes for very long 
times by utilizing a spatial resealing procedure. (He suggested that two-dimensional concepts 
may be used to understand aspects of the local dynamics.) Recently, Shariff, Ferziger, and 
Leonard have been studying two-dimensional axisymmetric flows with a contour dynamical 
algorithm. Their results indicate that the binding process in three-dimensions may be qualita- 
tively different than in two-dimensions. That is, oppositely signed vortex regions approach more 
closely causing larger core deformations. The ad-hoc treatment of the core in regularized BSI 
models has impeded our understanding of the development of strong deformations and small-scale 
structures in cores when vortex stretching is occurring. I believe such processes may have been 
observed in the visualization of laboratory experiments by Dimotakis et al. [16] and Freymuth, et 
al. [20,21]. Recently, Chorin [ll], Shirayama et al. [49] have presented computational results for 
new models. Beale and Majda [5] and Novikov [38] have presented new algorithms. It is too early 
to tell which, if any, will be useful for intermediate and long-time three-dimensional computa- 
tions of the stretching, binding, and core deformation processes. 
2.3. Two-dimensional vortex dynamics 
The situation in two dimensions is much better. The continuum or partial differential 
equations used to model one-layer geophysical flows are 
a,K + J(lr/, K> = -& + y A”(W), (la> 
A$++= -K, (lb) 
where Ic, is the streamfunction and K is the potential vorticity. The three constant parameters 
are: y-l, a length scale (the horizontal radius of deformation) which mimics three-dimensional 
effects; p, proportional to the northward horizontal derivative of the Coriolis frequency; and Y, 
introduces dissipation. If y = p = Y = 0 we have the two-dimensional Euler equations. If y = p = O- 
and p = 1, we have the Navier-Stokes equations. And if p > 1 we have the superviscosity 
models. (These models allow one to compute at a higher effective Reynolds numbers for 
moderate times. The differences at late times between these models and the Navier-Stokes 
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equation is under investigation.) The presence of p introduces large-scale dispersion which leads 
to Rossby waves and other interesting phenomena. 
Consider the incompressible Euler equations in the unbounded domain, 
K,++,b, K) =o, A$= -K, (20) 
known since the 18th century. Analytical understanding has been obtained mainly through: 
existence and uniqueness proofs for all time if K(X, y, 0) is smooth [57,27] or piecewise-constant 
[60]; and linear stability analyses yielding spectra of eigenfrequencies and growth rates as 
exemplified by Chandrasekhar [lo]. As seen in [28], there aren’t not time-dependent solutions of 
(2a, b) if K is initially at least Cr. 
To broaden the class of tractable time-dependent problems, the concept of point or rectilinear 
vortices was introduced by Kirchhoff and the ‘singularized’ Euler equations were represented by 
a Hamiltonian system of N degrees of freedom 
K,ia = aH/ay,, Kaja = -aH/ax,, a= 1, 2,. . ., N, (3a,b) 
where 
H= -(47)-r ;’ K,KP log, I xa - xp I > (4) 
CX,fl= 1
is the Hamiltonian (the constant kinetic energy) of interaction and 1 x, - xp 1 is the intervortex 
distance. By singularizing the continuum, mathematical tractability was enhanced. This allowed 
one to study new, steady-state configurations like the two-dimensional asymmetric array of 
opposite signed vorticity used by von K&-man to model aspects of wakes; new time-dependent 
configurations, like Love’s analysis of the coaxial four vortex problem (two pairs with a common 
axis) which can have exact periodic overtaking ‘leap-frogging’ solutions, as occurs with coaxial 
smoke rings. Also, solutions of the arbitrarily placed three vortex problem were obtained by 
Grbbli [22] and rediscovered and refined by H. Aref and E.A. Novikov. Novikov and Sedov [37] 
have also found configurations of three, four and five vortices which collapse to a point in a 
finite time while following a spiral motion. (See [2] for references). 
Similarly, vortex sheets,i.e., singular distributions of vorticity along planar curves were 
introduced and a new model equation was presented by Birkhoff [8]. Computational studies of 
the properties of such models were begun by Birkhoff and Fisher [7] and continued by many 
others. Moore [36] has given a convincing (but nonrigorous) asymptotical derivation that 
singularities in curvature develop on vortex sheets after a finite time. Sulem et al. [54] claim 
global existence of a weak solution of the two-dimensional Euler equations with analytical initial 
data along the sheet. 
Yet the essential problems in two-dimensional hydrodynamics were not posed until computer 
simulations showed: filamentation of nonaxisymmetric distributions of vorticity; merger of 
like-signed vorticity; and binding of opposite-signed vorticity. Four key questions in evolving two 
dimensional flows are: 
(1) What are the mechanisms by which smooth nonaxisymmetric distributions of vorticity 
approach axisymmetry? 
(2) What are the mechanisms by which two like (opposite) signed regions of vorticity merge 
(bind)? 
(3) How does dissipation compete with strain, etc., to produce filament or ‘pools’ of vorticity? 
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(4) How are merger or binding affected by imposing strain fields? 
The second may be considered the fundamental two-body interactions in two-dimensional 
turbulent flow and correspond, in spectral jargon, to ‘upward’ energy cascade. The third 
corresponds to enstrophy cascade to higher wave numbers. 
Hardin et al. [23], Roberts and Christiansen [44] and Christiansen and Zabusky [13] observed 
all three processes. Hardin et al. used a finite-difference code to simulate the Navier-Stokes 
equation (on 64 x 64 mesh). They initialized an unstable jet-like profile with periodic boundary 
conditions (see [64] for details) and observed a fast shear instability yield a fluctuating 
asymmetric vortex street. After some time, a secondary subharmonic instability arose leading to 
merger of like-signed vertical regions. Christiansen and Roberts [12] used a vortex-in-cell code to 
simulate the Euler equations. They initialized approximations to two piecewise constant regions 
of vorticity on a periodic domain and observed merger and filamentation. Christiansen and 
Zabusky [13] used the same code and examined the evolution of an asymmetric wake-like 
configuration. They initialized an asymmetric array of with two positive and two negative 
localized regions of vorticity on a periodic domain and observed: apparent stabilization of the 
wake when the Von Karman ratio (tranverse-to-longitudinal separation of centers) was 0.281; 
and instability, merger and filamentation when the Von K&man ratio was 0.6. Aref and Siggia 
[l] repeated some of these studies with a vortex-in-cell code and in addition observed nearly 
symmetric binding. McWilliams [32] used a pseudo-spectral code on a periodic domain with 
128 X 128 modes with p = 0, y = 0 and p = 2. He initialized a power-law distribution of the 
energy spectrum (E(k) a kp3) with random phases. He observed that the evolution of the 
enstrophy (mean-squared vorticity) were far from Gaussian. That is, isolated vertical structures 
emerge from the random initial condition and dominate the evolution. 
Zabusky, Hughes and Roberts [65] introduced the contour dynamics (CD) model for the Euler 
equations (a generalization of the waterbag model) in an attempt to quantify the results. In CD 
the evolution of plane curves describes the nonlocal and nonlinear dynamics of two-dimensional 
fluid and plasma systems. Contour dynamics is a free-boundary-integral evolutionary method 
that is ideally suitable for incompressible, inviscid (or nearly-inviscid) two-dimensional flows. 
The contours are the boundaries of constant density (e.g., of the vorticity regions) that are the 
sources of the flow. The velocities of the contours are obtained from integrals or integral 
equations on the contours. It is a natural technique for flows in unbounded media because the 
Green’s function has a simple form. 
Deem, Overman, Wu and Zabusky [14,39-42,58,59,66,67,68], Pierrehumbert [43], Saffman, 
Meiron and colleagues [46-481 and Dritschel [18] have investigated stationary configurations of 
the Euler equations with piecewise-constant finite area vortex regions (which we call a FAVOR). 
Deem and Zabusky [14] have designated this generic class of steady-state solutions of the Euler 
equation as ‘V-states’. Wu, Overman and Zabusky [59] have developed more accurate and faster 
evolutionary algorithms. These CD algorithms have been applied to study the merger of two 
like-signed FAVOR’s and corotating V-states [40,18] and the coaxial scattering of translating 
‘dipolar’ V-states [40]. In the former investigation, merger was shown to follow a linear 
instability. (Note, the CD approach has been applied by other investigators to the incom- 
pressible, stratified media problem namely shallow and deep water waves and the Rayleigh-Taylor 
instability; to the porous media flow problem (e.g., [31]); and to the plasma cloud or deformable 
dielectric problem by [41]). 
As a result of the insights obtained from CD and spectral simulations, Melander, McWilliams 
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and Zabusky [34] presented a quantitative kinematic approach to explain axisymmetrization of 
isolated vortex structures. In order to quantify these phenomena Overman developed a set of 
diagnostic algorithms [42]. Melander, McWilliams and Zabusky [34] applied these algorithms to 
the evolution of an isolated elliptical vertical region and showed that axisymmetrization is the 
result of an inviscid vortex shedding in about one eddy rotation time that is associated with the 
location of critical points of the corotating streamfunction. They found that the rate of change of 
aspect ratio satisfies 
where & = & - $, is the difference between the major axis angles of diagnostic ellipses fitted to 
vorticity w and corotating stream function, #, 
where s2( t) is a measured instantaneous angular velocity. 
Melander, Styczek, and Zabusky [33,35] developed a model for the Euler equations ‘inter- 
mediate’ between CD and the point vortex description. They introduced a moment representa- 
tion for each FAVOR and a perturbation expansion in the variable 
FAVOR area 
6= 
(distance to nearest FAVOR)2 
and truncated it after second moments. This ‘elliptical’ desingularization endowed each center of 
vorticity with two additional degrees of freedom: aspect ratio and orientation, since area or 
circulation is conserved. The model also conserves total centroid, total moment of inertia and 
total energy and can be written as a Hamiltonian system of equations. They recovered isolated 
corotating and translating ‘elliptical’ v-states (EV-states) that were close to the v-states of the 
Euler equations when E << 1. Melander, McWilliams and Zabusky [34] applied this model to the 
merger of a pair of identical corotating regions and were able to reduce the problem to a phase 
plane analysis. The existence of saddle points in the phase plane gives rise to possible chaotic 
behavior associated with the pulsating solutions first observed by Zabusky, Hughes and Roberts 
(1979). In the spirit of von Neumann, the latter analyses constitutes a significant analytical 
penetration into the two-dimensional turbulence problem. 
Since there is no algorithm for all seasons, much work is needed to determine the suitability of 
algorithms for different configurations, particularly at intermediate and long times. For example, 
Spalart, Leonard and Baganoff (1983) investigated the effects of boundaries in a near inviscid 
flow of invariant core vortices; and Dritschel (1985) is developing contour ‘surgery’ algorithms 
that automate topology changes in CD and permit longtime calculations. 
3. Visualization via interactive graphics and diagnostics 
The scientist working in a proper synergetic environment should have quick access to the 
evolving functions in a simulation. The coherent and statistical properties of small regions of the 
field will be quantified with diagnostic and graphical procedures and an automated record 
keeping system will operate in a background mode to provide a diary of essential transactions 
[9]. This will facilitate the retention, assimilation and decision-making process. 
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Generally, we are interested in the centroid motion and deformation of coherent entities like 
wave packets, shock and solitary waves, FAVORS and, charged or neutral particle aggregations. 
These effects result from external forces, self- and mutual-interactions, radiation and dissipation, 
etc. In three dimensions, we are interested in the motion and deformation of: volumes 
surrounding extrema; surfaces where variables are nearly discontinuous; and filamentary volumes 
(FV’s). The last are similar to the stick figures used to represent molecular structure, except that 
for FV’s we are interested in the location, tangent, normal, binormal, curvature and torsion of 
some centroidal axis. As FV’s merge, split, and entangle, as they probably do in nearly inviscid 
flows, the bookkeeping will stress available computation facilities. The ‘core’ region surrounding 
these axes can be characterized by diagnostic ellipses. If lines or surfaces seem to have 
near-periodic or fractal properties, one can measure their power spectral density (and its index or 
indices) or their fractal dimension. Stereo images, viewed from different vantage points, will give 
one a true feel and deeper retention of the evolving complicated topologies. 
Consider some two-dimensional diagnostics. The global contour quantities are their centroids 
and moments. In some cases, second-order moments suffice and may be diagonalized to yield 
diagnostic ellipses with area, aspect ratio and orientation. Such programs are being used 
routinely by us in the batch mode to uncover new linkages between critical dynamical variables. 
For local quantities, we record location and values of the maxima and minima of curvature and 
maximum gradients of the original function orthogonal to the contour. The location may be 
made with respect to the coordinate system defined by the major and minor axes of a diagnostic 
ellipse. Next, the option of taking cross-sections of the original function could be exercised to 
determine steepening mechanisms. Note, trajectories of curvature extrema will give precursor 
information on pinching (e.g., of vortex filaments) or splitting (e.g., of ion density fingers or 
‘striations’ of plasma clouds [41]). The presence of grid-scale oscillations of curvature also signals 
local regions of inadequate resolution. 
This information should be viewed on a high resolution color screen capable of being operated 
in a multiwindow mode. In three dimensional problems different windows could contain 
intersections of planes near to the extrema or the ‘same’ plane through the extreme at different 
times. If a subregion is undergoing interesting dynamical evolutions, it should be targeted for 
quantification, as described above and a particular contour or diagnostic ellipse moved to 
another window. Thus, one builds a history file of subsets of the total information and 
undoubtedly new combinations of formats will suggest themselves when they are viewed from a 
global gestalt. By comparing parts of the same variable or different variables, we facilitate 
assimilation and retention. 
Such a facility will require rapid access to very large amounts of information of lower 
precision (or ‘graphical words’). Thus an intelligent data manager is required to control the flow 
of information into the local and smaller very high speed real time memory from the more 
remote very large and slower speed memory. This manager will not only compactify the 
information into smaller words for graphical display, but will attempt to look ahead and pull in 
information on the basis of recent requests of the scientist. Also, it will control standard 
cinematic modes where one or more variables are sequenced on the screen. The cinema presents 
unique opportunities to see correlations among diverse aspects. Small-amplitude coherent entities 
in a fluctuating or noisy background will stand out because their characteristic temporal 
behavior differs from the time scale of the fluctuations and because of near-symmetries in certain 
degrees of freedom. 
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Also, the eye can be primed with tracer particles which move with the flow X, = u(x, t), just as 
dye or hydrogen-bubbles are used to visualize fluid dynamical experiments. However, we have a 
variety of ways to code these particles to enhance perception. For example, they may be colored, 
shaded or sized according to their initial location in the flow, their age or the amplitude of a 
particular variable. They may be injected at certain locations at a uniform rate and removed after 
a fixed time or after they have traversed a fixed distance. They may be grouped initially in 
patterns like triangles or ellipses and one will obtain a feel for the relative translation, rotation 
and straining of neighboring regions. Other modes of presentation and interaction should be 
investigated. Perhaps the association of audio or musical attributes with evolving data may 
stimulate better retentive and associative modes in some investigators. Can we hear weak 
periodic signals better than we can see them? 
The aspects of cognition, correlation, retention and communication have been drawn from my 
experience during the last twenty five years. We are dealing with a process of computer-assisted 
enhancement of the creative process in computational mathematics and physics. 
There is a feeling of joy when viewing, for the first time, the solutions of nonlinear evolution 
equations. 
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Note added in proof 
Since this paper was submitted, a more comprehensive review of vortex dynamics was 
published 1691. In particular, this referred to recent progress in contour dynamics by D.G. 
Dritschel [70-721 and his development of a ‘surgery’ algorithm for automatically introducing 
topological reconnections. Furthermore, the visualization aspect has been documented by K.-H. 
Winkler, et al. [73,74] in papers that abound with numerous beautiful color representations of the 
dynamical variables arising in compressible jet and vertical flows. 
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