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A SIMPLE TOPOLOGICAL QUANTUM FIELD THEORY FOR
MANIFOLDS WITH TRIANGULATED BOUNDARY
S.I. BEL’KOV, I.G. KOREPANOV, E.V. MARTYUSHEV
Abstract. We construct a simple finite-dimensional topological quantum field
theory for compact 3-manifolds with triangulated boundary.
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1. Introduction
1.1. Atiyah’s axioms for TQFT. The concept of a topological quantum field
theory (TQFT) has its physical and mathematical aspects. In theoretical physics,
its role is mainly seen as a theory of quantum gravity, although such or similar
theory may be relevant also for some other physical “gauge” fields. And mathe-
matically, a TQFT deals with topological invariants of a tensor or similar nature
attributed to manifolds with boundary. These invariants must satisfy some prop-
erties formalized as axioms in works of M. Atiyah [1, 2].
The main idea in Atiyah’s axioms is that, if manifolds are glued together over
some components of their boundaries, a composition of the corresponding invari-
ants, such as tensor convolution, is taken for the result of gluing. This comes natu-
rally from physics and reflects, in a general form, properties of quantum scattering
amplitudes.
Here we describe a simple finite-dimensional (involving no functional integrals)
TQFT of such kind for compact 3-dimensional manifolds with boundary. Our
theory deals with anticommuting (Grassmann) variables attributed to edges of a
manifold triangulation. We note that this corresponds to a modification of Atiyah’s
axioms explicitly mentioned by himself1.
1.2. Pachner moves and manifold invariants. The topological invariants in
our theory are calculated out of a given manifold triangulation. If the boundary of
a manifold is empty, then, to ensure that some value is a topological invariant2, it
is enough to prove its invariance under Pachner moves. Recall that there are four
Pachner moves in three dimensions: 2↔ 3 and 1↔ 4, see, for instance, [10].
The most interesting is, however, the case of a manifold with boundary. A
triangulation of such manifold induces then a triangulation of the boundary. Our
invariants will be constructed for a given boundary triangulation, i.e., they do not
depend oh a manifold triangulation provided it induces the given fixed triangulation
of the boundary. In this case, the transition between different triangulations of the
interior is achieved by relative Pachner moves — moves not involving the boundary.
This has been explained in detail in [4]; the specific sort of boundary dealt with
in [4] (specially triangulated torus) plays practically no role for the reasoning, which
is directly generalized to the case of a general boundary.
1.3. Organization. Below, in section 2 we present a simple solution to pentagon
equation (an algebraic relation corresponding to Pachner move 2→ 3) built of anti-
commuting variables. This already provides a set of topological invariants in some
simple cases. The general situation requires, however, a more profound approach,
based on algebraic (chain) complexes. So we give first, in section 3, the direct
description of these complexes with all formulas needed for calculations, and then,
we explain in section 4 the ideas behind these formulas.
The resulting invariants are defined in section 5, and then we explain in section 6
how they are united in a “generating function” of anticommuting variables.
As we stated already, our invariants are constructed for a given boundary tri-
angulation. So, in section 7 we provide formulas answering the natural question of
how they are changed under a change of boundary triangulation. We also prove
in this section a lemma showing in which exactly cases the simplest invariants of
section 2 work and how they are related to our more general approach.
The next section 8 is central for justifying the name “TQFT” for our theory: in
it, we give the formula for composition of our generating functions under the gluing
1“the vector spaces . . . may be mod 2 graded with appropriate signs then inserted” — [1, § 2]
2which is in three dimensions the same as piecewise-linear invariant [11]
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of manifolds over a component of their boundaries. As a simple application of this,
we study invariants for connected sums of manifolds in section 9.
In section 10 we provide some example calculations. Finally, we discuss our
results in section 11.
2. Solution to pentagon equation with anticommuting variables
2.1. Grassmann algebras and Berezin integral. Recall [3] that Grassmann
algebra over field R or C is an associative algebra with unity, having generators ai
and relations
aiaj = −ajai, including a
2
i = 0.
Thus, any element of a Grassmann algebra is a polynomial of degree ≤ 1 in each ai.
The Berezin integral [3] in a Grassmann algebra is defined by equalities∫
dai = 0,
∫
ai dai = 1,
∫
gh dai = g
∫
h dai, (1)
if g does not depend on ai (that is, generator ai does not enter the expression for g);
multiple integral is understood as iterated one.
2.2. Solution to pentagon equation. Consider a tetrahedron with vertices i1, i2,
i3, i4, and let also this order of vertices (taken up to even permutations) determine
its orientation. We will call such oriented tetrahedron simply “tetrahedron i1i2i3i4”.
Pentagon equation is the name used by us, in a slightly informal way, for any
algebraic relation which can be said to correspond naturally to a Pachner move 2→
3. If such quantities are put in correspondence to the simplices in its l.h.s. and r.h.s.
that this relation holds true, we say that a solution to pentagon equation has been
found.
We introduce a complex parameter ζi for every vertex i, called its “coordinate”.
These parameters are arbitrary, with the only condition that any two different
vertices i 6= j have different coordinates ζi 6= ζj . We will also use the notation
ζij
def
= ζi − ζj .
Then, we put in correspondence to any unoriented edge ij a Grassmann genera-
tor aij = aji, and to an oriented tetrahedron i1i2i3i4 — its generating function
fi1i2i3i4
def
= ζi1i2ζi3i4(ai1i2 + ai3i4)− ζi1i3ζi2i4 (ai1i3 + ai2i4)
+ ζi1i4ζi2i3(ai1i4 + ai2i3) (2)
The reason for the name generating function will be seen in section 6. We could also
write fi1i2i3i4 = fi1i2i3i4(ai1i2 , ai1i3 , ai1i4 , ai2i3 , ai2i4 , ai3i4) to emphasize that fi1i2i3i4
depends on these Grassmann variables.
Theorem 1. The function fi1i2i3i4 defined by (2) satisfies the following pentagon
equation (dealing with two tetrahedra 1234 and 5123 in its l.h.s. and three tetrahedra
1254, 2354 and 3154 in its r.h.s.):
f1234f5123 =
1
ζ245
∫
f1254f2354f3154 da45. (3)
Proof. Formula (3) can be proven, e.g., by a computer calculation. 
Remark 1. The special role of edge 45 in (3), manifested in the factor 1/ζ245 and
integration in da45, corresponds obviously to the fact that 45 is the only inner edge
among the ten edges of the r.h.s. tetrahedra.
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2.3. A tentative state-sum invariant and the need for renormalization. If
there is a triangulated oriented manifold M with boundary, then one can construct
the following function of anticommuting variables aij living on boundary edges (and
parameters ζi in vertices):
1∏′ ζ2ij
∫ ∏
fklmn
∏′
daij , (4)
where each of the two dashed products goes over all inner edges ij, while the
remaining product — over all oriented tetrahedra klmn. As no preferred order of
functions fklmn or differentials daij is fixed, the expression (4) is determined up to
an overall sign. It is a quite obvious consequence from theorem 1 and remark 1 that
(4) is at least invariant under all Pachner moves 2↔ 3 not changing the boundary.
It turns out that (4) is already, in some cases, a working multicomponent (that is,
incorporating many coefficients at various monomials in anticommuting variables)
invariant. We will call it in this paper the state sum for manifoldM ; from a physical
viewpoint, the anticommuting variables mean that this is a state sum of fermionic
nature. There turn out to be, however, two difficulties with direct application
of (4):
• if the triangulation has at least one inner (not boundary) vertex, (4) yields
zero,
• if the boundary of a connected manifold has more than one connected
component, (4) also yields zero,
as we will show in lemma 8.
It turns out that the renormalization of state sum (4), leading to richer results,
is achieved by introducing new variables, united in an algebraic (chain) complex.
3. Algebraic complexes: explicit formulas for calculations
We consider a three-dimensional compact oriented manifold M with bound-
ary ∂M . Let it also be connected; otherwise, the following constructions can be
done for each of its components separately. Our aim is to present (below in sec-
tion 5) a set of invariants, constructed for the given boundary triangulation and
depending on complex variables ζi assigned to each boundary vertex i; every indi-
vidual invariant from the set corresponds to an ordered set D of “marked” boundary
edges. We also assume the following technical condition: the number of triangu-
lation vertices in any connected component of ∂M is ≥ 4, unless the contrary is
stated explicitly.
In this section, we present the formulas defining our algebraic complexes in the
explicit form: essentially, as a sequence of five matrices f1, . . . , f5. These formulas
are well suited for computer calculations, although their form can hardly explain
how they were found and for what reason our sequence (5) of vector spaces and
linear mappings is indeed an algebraic complex. This is explained in the next
section 4.
Our invariants come out from algebraic (chain) complexes of the following form3:
0→ C3
f1
→ CN
′
0+3m
f2
→ CN3
f3
→ CN
′
0+N3
f4
→ C2N
′
0+3m
f5
→ C3 → 0. (5)
Here N ′0 is the number of inner vertices in the triangulation; N3 is the number
of all tetrahedra; m is the number of connected components in ∂M . We consider
each vector space in (5) as consisting of column vectors of the height equal to the
exponent at C; all vector spaces have thus natural distinguished bases consisting of
3Some algebraic complexes of such kind have been already written out in [5, formulas (29),
(32), (49)]. The main new feature of our complex (45) is that it works also for multicomponent
boundary, which is due to introducing new quantities — boundary component sways.
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vectors with one coordinate unity and all other — zero (e.g., basis in C3 consists
of
(
1
0
0
)
,
(
0
1
0
)
and
(
0
0
1
)
). We define linear mappings f1, . . . , f5 — which we identify
with their matrices — as follows.
Matrix f1. We denote a typical vector in the first nonzero space, C
3, as
(
da
db
dc
)
; here
and below the differential sign d is due to the differential nature of our vectors
explained below in section 4. A typical vector in the next space, CN
′
0+3m, is a
column consisting of differentials dzi living in each inner triangulation vertex i, and
also subcolumns
(
ds(a)κ
ds(b)κ
ds(c)κ
)
living on each connected component κ of ∂M — we call
such subcolumn (infinitesimal) sway of component k, see explanation in section 4.
The action of matrix f1 gives, by definition:
dzi =
(
2ζi 1 −ζ
2
i
)dadb
dc

 ;

ds
(a)
κ
ds
(b)
κ
ds
(c)
κ

 =

dadb
dc

 . (6)
In other words, f3 consists of submatrices
(
2ζi 1 −ζ
2
i
)
and
(
1 0 0
0 1 0
0 0 1
)
.
Matrix f2. A typical vector in the next (third nonzero from the left in (5)) space,
CN3 , is a column consisting of differentials dyijkl living in each (oriented) tetra-
hedron ijkl. If all vertices i, j, k, l are inner, the action of matrix f2 gives, by
definition:
dyijkl =
(
− 1ζijζikζil −
1
ζijζjkζjl
− 1ζikζjkζkl −
1
ζilζjlζkl
)
dzi
dzj
dzk
dzl

 . (7)
If some of the vertices i, j, k, l is/are boundary, formula (7) still holds, with ev-
ery dzm for a boundary vertex m belonging to boundary component κ (recall that
dzm is absent from the vector columns in C
N ′0+3m; it is just some auxiliary quantity)
defined as follows:
dzm
def
=
(
2ζm 1 −ζ
2
m
)ds
(a)
κ
ds
(b)
κ
ds
(c)
κ

 . (8)
Remark 2. There may well be several tetrahedra in the triangulation having the
same vertices i, j, k, l. In this case, each of them has, of course, its own quantity dy,
so, in practical calculations, we will have to use more complicated notations for
tetrahedra than just ijkl. We think, however, that when we focus on just one
tetrahedron, like in formula (7), our notations are perfectly justified.
The same will apply below to our notations like “ij” for edges.
Matrix f3. A typical vector in the fourth nonzero space in (5), C
N ′0+N3 , is a column
consisting of differentials dϕij = dϕji for the set of edges ij including all inner edges
— we denote their number as N ′1 — and also a set D of “marked” boundary edges.
The total number N ′0+N3 of such edges is determined by the condition of vanishing
of the Euler characteristics (the alternated sum of dimensions of vector spaces) of
complex (5). This can work due to the following lemma.
Lemma 1. Let Ni denote the number of i-dimensional simplexes in a triangulation
of manifold M , and N ′i — the number of inner (not lying entirely in the boundary)
i-dimensional simplexes. Then
N ′1 ≤ N
′
0 +N3 ≤ N1. (9)
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Moreover, if ∂M is nonempty, both inequalities (9) become strict, while for the
empty ∂M they turn into equalities.
Proof. Consider first some closed three-dimensional triangulated manifold M˜ with
N˜i the number of simplexes of dimension i. As is known, its Euler characteristics
N˜0 − N˜1 + N˜3 = 0 (here the l.h.s. can be written in this form because N˜2 = 2N˜3).
We apply this to M˜ being the doubled M (i.e., two oppositely oriented copies of M
glued naturally over their whole boundaries):
2N ′0 + n0 − 2N
′
1 − n1 + 2N3 = 0,
where n0 = N0 − N
′
0 and n1 = N1 − N
′
1 are the numbers of vertices and edges in
the boundary. Hence, N ′0 +N3 −N
′
1 =
1
2 (n1 − n0), and (9) reduces to
− n0 − n1 ≤ 0 ≤ n1 − n0. (10)
The first inequality (10) is evident, as well as all lemma statement concerning it.
To prove the second inequality (10), we note that the Euler characteristics of ∂M
(which is a closed triangulated two-dimensional manifold) can be written, without
using the number of two-dimensional cells, as χ∂M = n0 −
1
3n1, i.e., n1 − n0 =
2n0−3χ∂M . It remains to recall that the contribution of each boundary component
in n0, as we agreed in the beginning of this section, is not less than 4, while in χ∂M
— not greater than 2. 
The action of matrix f3 gives, by definition:
dϕij = ζij
∑
edges kl
ζkl dyijkl, (11)
where “edges kl” are those edges belonging to the link of ij which are either inner
or belong to the set D; the order of vertices ijkl must correspond to the orientation
of this tetrahedron induced by the orientation of M .
Matrix f4. A typical vector in the fourth nonzero space in (5), C
2N ′0+3m, is a column
consisting of differentials dαi and dβi for each inner vertex i, and also subcolumns(
dt(a)κ
dt(b)κ
dt(c)κ
)
for each boundary component κ; we call these subcolumns conjugate sways.
The action of matrix f4 gives for dαi and dβi, by definition:(
dαi
dβi
)
=
∑
edges ij
(
1
1/ζij
)
dϕij , (12)
where the sum is taken over all edges ij starting at i.
We also define the differentials dαi and dβi for each boundary vertex i — just as
auxiliary quantities entering the following formula (13) — by the same formula (12),
where the sum is now taken over all inner edges ij starting at i. The action of
matrix f4 gives for the conjugate sways, by definition:
dt
(a)
κ
dt
(b)
κ
dt
(c)
κ

 =∑
i

−1 2ζi0 1
ζi −ζ
2
i

(dαi
dβi
)
, (13)
where the sum is taken over all vertices i belonging to boundary component κ.
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Matrix f5. We write a typical vector in the last nonzero space in (5), C
3, as
(
da∗
db∗
dc∗
)
.
The action of matrix f5 gives, by definition:
da∗db∗
dc∗

 =∑
i

−1 2ζi0 1
ζi −ζ
2
i

(dαi
dβi
)
+
∑
κ

dt
(a)
κ
dt
(b)
κ
dt
(c)
κ

 , (14)
where the first sum in the r.h.s. is taken over all inner vertices i, while the second
— over all boundary components κ.
Theorem 2. The sequence (5) is indeed an algebraic complex, i.e.:
f2 ◦ f1 = 0, f3 ◦ f2 = 0, f4 ◦ f3 = 0, f5 ◦ f4 = 0. (15)
Proof. The equalities (15) can be proved using directly the definitions of f1, . . . , f5
given in this section.
We do not give here the details of these direct calculations, because a different
proof of theorem 2 will follow from our further reasoning, see remarks 4 and 5. 
4. Algebraic complexes: the mathematical origins
The presented direct proof of theorem 2 does not make clear the mathematical
reasons ensuring that (5) is a complex. To understand these reasons is also desirable
for proving theorem 6 below in section 5. So, this section is devoted to explain-
ing the mathematical origins of complex (5). We mainly follow sections 2 and 3
from [5], modifying them in such way as to include the case of a multi-component
boundary ∂M .
4.1. The left-hand half of the complex. Recall that we are considering a three-
dimensional closed oriented connected manifold M with boundary ∂M . We attach
a complex number ζi to every vertex i of its given triangulation; ζi will be called,
from now on, the unperturbed, or initial, coordinate4 of vertex i. Recall also that
Ni is the number of i-dimensional simplexes in the triangulation, and m is the
number of connected components in ∂M .
We are going to define the following chain of spaces and (nonlinear) mappings:
0 −→ PSL(2,C)
F1−→
(
inner vertex
coordinates
z
)
⊕
(
boundary
component
sways s
)
F2−→
(
triples
x, 1−1/x, 1/(1−x)
in tetrahedra
)
F3−→
(
total
angles ω
around edges
)
. (16)
The leftmost arrow sends, by definition, the zero into the unit of group PSL(2,C).
Mapping F1 sends an element of group PSL(2,C) represented by matrix
(
α β
γ δ
)
into the direct sum of two column vectors. The first of them is of height N ′0 and
consists of complex numbers zi called “perturbed coordinates” of all inner vertices i.
By definition, F1 builds from the mentioned matrix the numbers
zi =
αζi + β
γζi + δ
. (17)
The second column vector in the mentioned direct sum is of height m, and each
of its entries is just a copy of the same group PSL(2,C) which we put in correspon-
dence to each boundary component and call its sway. By definition, each of these
m components of F1 takes any element of PSL(2,C) into itself (thus resulting in m
identical sways of boundary components).
4as opposed to “perturbed” coordinates zi below
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Remark 3. By “sway” we mean, speaking less formally, a motion of the whole
boundary component as a rigid body, in contrast with inner vertices which are al-
lowed to move independently, as will be seen in the coming definition of mapping F2.
This applies as well to the sways t∗ below in subsection 4.2.
The next mapping F2 sends the pair (column vector of N
′
0 arbitrary values zi,
column vector of m arbitrary elements of PSL(2,C)) into the column vector of
heightN3, whose each entry corresponds to a tetrahedron in the triangulation and is
described as follows. First, we introduce the perturbed coordinates of the boundary
vertices — just as auxiliary quantities, not entering directly our sequence (16). By
definition, they are given by the same formula (17) as for inner vertices.
Let now there be a tetrahedron ijkl, whose orientation (given by this order of
its vertices) corresponds to the given orientation of M . The entry of the men-
tioned vector, corresponding5 to tetrahedron ijkl, consists of three complex values
corresponding to its six unoriented edges and related as follows:
• the same value corresponds to any of two opposite edges: if x corresponds
to edge ik, it also corresponds to edge jl;
• if x corresponds to edges ik and jl, then the first of the values
1−
1
x
,
1
1− x
(18)
corresponds to any of the edges il and jk, while the second — to the edges
ij and kl.
By definition, the x obtained by applying F2 to given z’s is the cross-ratio
x =
zijzkl
zilzkj
, (19)
where
zij = zi − zj (20)
(and zi for inner and boundary vertices are on equal footing in (19)). One can check
that expressions (18) are in accordance with how the cross-ratio (19) transforms
under permutations of vertices.
Finally, to describe mapping F3, we choose a set D of “marked” boundary edges
of such cardinality #D that
N ′1 +#D = N
′
0 +N3
in the same way as in section 3; recall that this can be done due to lemma 1.
Mapping F3 sends a column vector of height N3 consisting of triples
(
x, 1 − 1/x,
1/(1− x)
)
into a column vector of complex numbers ωij of height N
′
1+#D, where
ij denotes an edge joining vertices i and j. Consider the star of ij; it consists of
all tetrahedra having ij as an edge. By definition, F3 yields
ωij =
∏
x, (21)
where all values x in the product correspond to all tetrahedra in the star of ij
and to the edge ij in each such tetrahedron. We call ωij obtained according to
formula (21) total angle around edge ij.
For inner edges, the total angle is of course the same as the “deficit angle” of
paper [5].
Theorem 3. The composition of any two successive arrows in (16) is a constant
mapping.
5Recall that, according to remark 2, the situation where there are several tetrahedra having the
same vertices i, j, k, l is perfectly acceptable; we will just have to use more complicated notations
to distinguish them; the same applies to edges denoted like “ij”.
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Proof. To show that F2 ◦F1 = const, it is enough to say that the cross-ratio of four
complex numbers is invariant under the action of the same element of PSL(2,C)
on all of them.
To show that F3 ◦ F2 = const, we denote the successive vertices in the link of
edge ij as 1, . . . , r, so that the oriented tetrahedra around ij are ij12, . . ., ij(r−1)r,
ijr1 in the case if ij is an inner edge or just ij12, . . ., ij(r − 1)r in the case if ij is
a boundary edge. Then the product (21) of values (19) is
ωij =
zi2zj1
zj2zi1
· · ·
zirzj(r−1)
zjrzi(r−1)
zi1zjr
zj1zir
= 1
for the inner ij or
ωij =
zi2zj1
zj2zi1
· · ·
zirzj(r−1)
zjrzi(r−1)
=
zj1zir
zi1zjr
(22)
for the boundary ij. The “inner” case is obvious, while in the “boundary” case it
remains to note that all vertices i, j, 1, r lie in the boundary, so neither changes of
inner zk nor action of PSL(2,C) due to boundary sways can affect the (rightmost)
cross-ratio (22). 
We sometimes call the chain (16) a “macroscopic” complex, in contrast to its
differential, or “microscopic” version which we are going to produce from it and
which will coincide with the left-hand half of (5) (including the arrow f3). Roughly
speaking, it will consist of differentials of mappings F1, F2 and F3.
This makes no difficulty when taking the differential
f1 = dF1 : psl(2,C)→ (dz)⊕ (ds),
where psl(2,C) is the Lie algebra, (dz) denotes the vector space of column vectors
of differentials of quantities zi, (more formally, (dz) is just a vector space over C
whose basis consists of all the vertices of triangulation) and (ds) denotes the the
vector space which is the direct sum ofm copies of psl(2,C). To be exact, we choose
the natural basis of three matrices(
1 0
0 −1
)
,
(
0 1
0 0
)
and
(
0 0
1 0
)
(23)
in psl(2,C), denote the coordinates with respect to it as da, db, dc in the algebra to
the left of arrow f1 and ds
(a)
k , ds
(b)
k , ds
(c)
k in the sways of kth boundary component,
and then a simple differentiation gives the already written formula (6) for f1.
For the next mapping, we would like to produce just one symmetric differential
out of three “macroscopic” quantities (19) and (18), namely
dyijkl =
d lnx
ζikζlj
=
d ln(1− 1x )
ζilζjk
=
d ln 11−x
ζijζkl
. (24)
Our “microscopic” mapping
f2 : (dz)⊕ (ds)→ (dy)
is defined by differentiating formula (19); here (dy) is the space of column vectors
whose coordinates are dyijkl for all tetrahedra ijkl in the triangulation (more for-
mally — the vector space over C whose basis consists of all the tetrahedra). The
formulas for f2 are the already written formulas (7) and (8).
Finally, we introduce variables ϕi = lnωi in our definition of “microscopic”
mapping
f3 : (dy)→ (dϕ),
where (dϕ) is again the obvious vector space, whose basis vectors are inner edges
and edges from set D. The differential of F3 gives, in terms of these variables, the
already written formula (11).
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Hence, our resulting sequence of vector spaces and linear mappings is:
0 −→ psl(2,C)
f1
−→ (dz)⊕ (ds)
f2
−→ (dy)
f3
−→ (dϕ) (25)
Remark 4. We have thus obtained a different proof of one-half of theorem 2, re-
flecting really the ideas behind it. Indeed, the equalities f3 ◦ f2 = 0 and f2 ◦ f1 = 0
follow immediately by differentiation from theorem 3.
4.2. The right-hand half of the complex. We define also one more “macro-
scopic” sequence of spaces and (nonlinear) mappings:
0 −→ SO(3,C)
G1−→
(
isotropic
vectors
in inner vertices
)
⊕
(
boundary
component
sways t∗
)
G2−→
(
squared
edge
lengths
)
G3−→
(
discrepancies
Ω
in tetrahedra
)
. (26)
Here are the details. The first arrow just maps the zero into the unity of the
group SO(3,C). Note that this group is isomorphic to PSL(2,C) with which we
were dealing in subsection 4.1.
To move further, we have to consider a complex Euclidean space of column
vectors of height 3 with the scalar product given by the matrix
 0 0 −10 2 0
−1 0 0

 . (27)
We realize the group SO(3,C) as the group of matrices representing linear trans-
formations of this space preserving the scalar product (27).
This time, we associate two complex parameters with each vertex i of our man-
ifold triangulation: ζi which is the same as in subsection 4.1, and a new parameter
called κi. These parameterize the following “initial”, or unperturbed, isotropic
vectors :
~e initiali =

κiζ2iκiζi
κi

 . (28)
The space called “
(
isotropic
vectors
in inner vertices
)
” in (26) consists of isotropic vectors ~ei in all
inner vertices i of the form (28), but with all ζi and κi replaced by arbitrary
complex values zi and hi:
~ei =

hiz2ihizi
hi

 (29)
As for the space “
(
boundary
component
sways t∗
)
”, it consists of m copies of the same group SO(3,C).
By definition, our mapping G1 builds the following vectors (29), for all inner
vertices i, out of an element T ∈ SO(3,C):
G1 : T 7→ {vectors ~ei = T~e
initial
i for all i}, (30)
and also gives m identical boundary component sways6: t∗κ = T , κ = 1, . . . ,m.
The next space called “
(
squared
edge
lengths
)
” in (26) consists of complex numbers living
on all inner edges and boundary edges in the set D. We assume that our isotropic
vectors come out of the origin of coordinates. The mapG2 produces then for edge ij,
by definition, the squared distance Lij between the ends of ~ei and ~ej. The sways t
∗
6The star in our notation t∗ and other notations below reflects the “conjugation” which will
be done soon with the microscopic version of complex (26).
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play here their usual role: if i (or/and j) belongs to boundary component κ, the
“perturbed” vector (29) is used for it also, calculated according to
~ei = t
∗
κ~e
initial
i .
Note the following relation between Lij and the scalar product:
Lij = −2~ei~ej . (31)
Finally, our space “
(
discrepancies
Ω
in tetrahedra
)
” consists of complex numbers Ωijkl put in
correspondence to all tetrahedra ijkl. By definition, the Ω’s produced by G3 from
the given L’s are the following determinants:
Ωijkl =
∣∣∣∣∣∣∣∣
0 Lij Lik Lil
Lji 0 Ljk Ljl
Lki Lkj 0 Lkl
Lli Llj Llk 0
∣∣∣∣∣∣∣∣
, (32)
where of course Lij = Lji and so on. Here Lij is regarded as an independent
complex variable if the edge ij is either inner of in the set D; otherwise, Lij is
a constant, namely the distance between the ends of corresponding unperturbed
vectors.
Theorem 4. The composition of any two successive arrows in (26) is a constant
mapping.
Proof. The relation G2 ◦ G1 = const holds simply because distances are invariant
under the action of SO(3,C).
The relation G3 ◦ G2 = const (= 0) holds because Ω vanishes when the L’s are
produced from three-dimensional vectors according to (31). 
Now we pass on to “microscopic” values similarly to subsection 4.1: we produce
linear mappings g1, g2 and g3 as differentials dG1, dG2 and dG3 multiplied by some
simple factors.
We choose the basis of three following matrices in the Lie algebra so(3,C):
A =

2 0 00 0 0
0 0 −2

 , B =

0 2 00 0 1
0 0 0

 , C =

0 0 01 0 0
0 2 0

 . (33)
Let da∗, db∗, dc∗ be infinitesimal numbers; we also denote
dα∗i =
dhi
2κi
, dβ∗i = dzi. (34)
If we calculate the change of hi and zi under the action of matrix da
∗A+db∗B+dc∗C
on vector ~ei (29) and then substitute the initial values hi = κi and zi = ζi into the
resulting Jacobian matrix, we get, taking also (34) into account:(
dα∗i
dβ∗i
)
=
(
−1 0 ζi
2ζi 1 −ζ
2
i
)da∗db∗
dc∗

 . (35)
By definition, linear mapping g1 sends a vector column
(
da∗
db∗
dc∗
)
into the set of dif-
ferentials (35) for all inner vertices i and to the columns
dt
(a)∗
κ
dt
(b)∗
κ
dt
(c)∗
κ

 =

da∗db∗
dc∗

 (36)
for each boundary component κ.
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Next, we introduce “normalized” squared edge lengths in the following way:
ϕ∗ij =
Lij
4κiκj(ζi − ζj)2
.
Thus, when ϕ∗ij is obtained according to G2, it is
ϕ∗ij =
1
2
hihj(zi − zj)
2
κiκj(ζi − ζj)2
. (37)
This yields
∂ϕ∗ij
∂α∗i
= 1,
∂ϕ∗ij
∂β∗i
=
1
ζi − ζj
. (38)
By definition, formula (38) gives matrix elements for linear mapping g2, together
with the following analogue of formula (35) which must be used for calculating the
differentials dα∗i and dβ
∗
i for boundary vertices:(
dα∗i
dβ∗i
)
=
(
−1 0 ζi
2ζi 1 −ζ
2
i
)dt
(a)∗
κ
dt
(b)∗
κ
dt
(c)∗
κ

 . (39)
Finally, if Ωijkl is obtained according to G3 and we calculate the derivative
∂Ωijkl/∂ϕ
∗
ij at the point where Lij = −2~ei~ej = 2κiκi(ζi − ζj)
2 and similarly for
L’s with other indices, we get
∂Ωijkl
∂ϕ∗ij
= −128(ζi − ζj)(ζk − ζl)
∏
r<s
(ζr − ζs),
where in the product both r and s take values i, j, k, l, and “<” in “r < s” means
just the alphabetic order. This suggests us to denote
dy∗ijkl = −
dΩijkl
128
∏
r<s(ζr − ζs)
,
which yields
∂y∗ijkl
∂ϕ∗ij
=
1
ζijζkl
. (40)
By definition, (40) gives matrix elements for linear mapping g3.
Hence, the resulting “microscopic” sequence is
0 −→ so(3,C)
g1
−→ (dα∗)⊕ (dβ∗)⊕ (dt∗)
g2
−→ (dϕ∗)
g3
−→ (dy∗), (41)
with obvious notations for linear spaces.
4.3. Gluing the halves together. Comparing (40) with (11), we see that f3
and g3 are related by matrix transposing:
g3 = f
T
3 . (42)
This remarkable observation is the key for joining together our complexes (25)
and (41). Moreover, comparing the formulas (12) and (13) with (38) and (39), and
also (14) with (35) and (36), we find that f4 and f5 are nothing else than g2 and
g1 transposed :
f4 = g
T
2 , f5 = g
T
1 . (43)
We can thus write our complex (5) in a slightly less formal way:
0 −→ psl(2,C)
f1
−→ (dz)⊕ (ds)
f2
−→ (dy)
f3
−→ (dϕ)
f4
−→ (dα) ⊕ (dβ) ⊕ (dt)
f5
−→ so(3,C)∗ −→ 0. (44)
Here, (dα), (dβ), (dt) and so(3,C)∗ can be considered just as convenient notations
for some spaces of column vectors which are in an obvious sense dual to our spaces
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(dα∗), (dβ∗) (dt∗) and so(3,C) respectively; instead of so(3,C)∗, we could also write
psl(2,C)∗, because of the well-known isomorphism between these Lie algebras.
Remark 5. We have thus finished the different proof of theorem 2: the equalities
f4 ◦ f3 = 0 and f5 ◦ f4 = 0 follow by differentiation from theorem 4, using (42) and
the definitions (43).
To finish this section, we think it reasonable to write our complex (5) and (44)
in a still more informal and informative way:
0→ psl(2,C)
f1
→


inner vertex
coordinate
differentials dz
and boundary
component
sways ds

 f2→ ( differentials dyin all tetrahedra )
f3
→
(
differentials dϕ
for all inner edges
and some
boundary edges
)
f4
→

 inner vertex“conjugate coordinatedifferentials” dα and dβ
and boundary component
“conjugate sways” dt

 f5→ so(3,C)∗ → 0 . (45)
5. Torsion and a set of invariants
The vector spaces in our complex (5) (which we write also in the form (44)
or (45)) are spaces of column vectors, which means that they have chosen preferred
bases; they are called thus based vector spaces. Basis vectors correspond to ei-
ther triangulation simplexes (vertices, edges, tetrahedra) or some naturally chosen
generators of the Lie algebra (formulas (23) and (33)).
Remark 6. As stated in the beginning of section 3, we are constructing a set of
invariants where every individual invariant corresponds to an ordered set D of
“marked” boundary edges. Note though that we do not specify the order of basis
vectors corresponding to other triangulation simplexes, which will soon result in
our invariants being defined up to an overall sign.
We say that a τ-chain is chosen in a complex C = (0 → V0
f1
→ V1
f2
→ . . . ) of
based vector spaces Vi if a collection αi of basis vectors is chosen in each Vi; the
complement of this collection is denoted αi. To a τ -chain, a collection of submatrices
of fi corresponds in the following way: the rows for the submatrix of fi correspond
to αi, while the columns — to αi−1. The τ -chain is called nondegenerate if all these
submatrices are square and nondegenerate.
Lemma 2. A chain complex over a field admits a nondegenerate τ-chain if and
only if it is acyclic, i.e., all its homologies are zero. 
The proof of this lemma, as well as theorem 5 below, can be found e.g. in the
monograph [12].
For an acyclic complex C, its (Reidemeister) torsion is the following alternated
product:
τ(C)
def
=
∏
i
(minor fi)
i+1, (46)
where the minors are determinants of the submatrices in a nondegenerate τ -chain.
This makes sense due to the following classical theorem:
Theorem 5. Up to a sign, τ(C) does not depend on the choice of a nondegenerate
τ-chain. 
Thus, the torsion of our complex (5) written for a certain set D, defined up to a
sign, is
τD =
minor f1 minor f3 minor f5
minor f2 minor f4
, (47)
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if (5) has a nondegenerate τ -chain. Actually, a typical situation is that it has such
chain for some sets D while does not for other D. The aim of the following theorem
is to provide the most uniform approach to the complexes for all D, and to extend
the definition of torsion to the case where a nondegenerate τ -chain does not exist.
Theorem 6. A τ-chain for complex (5) can be chosen in such way that all minors,
except maybe minor f3, will be nonzero. Moreover, these four minors can be chosen
in such way that they do not depend on D.
Proof. We will use the notations of formula (44). Consider first the case where ∂M
is nonempty.
For minor f1, we choose the three basis vectors in space (ds) corresponding to
the sways of one — call it “first” — boundary component, which gives at once
minor f1 = 1.
Then, the subspace of (dz) ⊕ (ds) corresponding to the sways of other bound-
ary components and all inner coordinate differentials remains for the columns
of minor f2, and we note that the restriction of f2 on this subspace is injective:
as the first boundary component is fixed, and dyijkl = 0 in every tetrahedron
means that if three of its vertex coordinates are fixed, the fourth one is fixed as
well, it follows that the preimage of zero, for the remaining part of f2, is only zero.
This remaining part of f2 is a rectangular matrix (f2 minus three its columns),
and as it gives an injective linear mapping, we can choose a minimal subset of its
rows such that that the submatrix with only these rows left is still injective. It is
quite easy to see that such submatrix must be square and nondegenerate, so we
choose it as the submatrix corresponding to minor f2.
Going now to the right end of the complex, we will argue in terms of the conjugate
matrices g1 = f
T
5 and g2 = f
T
4 . For minor g1, we choose again the three basis
vectors in space (dt∗) corresponding to the sways of the first boundary component.
Then, not only the remaining part of g2 — without the three columns — gives an
injective linear mapping, but also we can leave in it only the rows corresponding to
inner edges: fixing the lengths of just inner edges, together with the immobility of
the first boundary component, is obviously enough for the immobility of all inner
vertices and all other (rigid!) boundary components. So we can choose here again,
like we did for minor g2, a minimal subset of rows, but this time with the additional
requirement that they are inner — and thus we can choose minor g2, or equivalently
minor f4 not depending on the chosen set D of boundary edges.
Note that we have chosen the other three minors, not dealing with edges at all,
in an obviously independent from D way.
It remains to note that if ∂M is empty, then the previous reasoning is still
valid if we choose, for instance, for minor f1 the three basis vectors in space (dz)
corresponding to the coordinates of three vertices of some two-dimensional face in
the triangulation, and for minor g1 — the three basis vectors in space (dα
∗)⊕ (dβ∗)
corresponding to, say dα∗i , dβ
∗
i and dα
∗
i for some edge ij. 
Due to theorem 6, we can — and will — assume that, for a given triangulated
manifold M , the minors of f1, f2, f4 and f5 are always calculated in one standard
way. This fixes also the basis vectors corresponding to the columns of minor f3,
namely those not used for the rows of minor f2, as well as the basis vectors corre-
sponding to the rows of minor f3, namely those not used for the columns of minor f4.
The thus obtained minor f3 is the only one to depend on D, and it can turn into
zero, which is equivalent (as one can easily see) to complex (44) being not acyclic.
Even in this case, we define the torsion by formula (47).
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Theorem 7. The quantity
ID =
τD
2
∏′
ζ2ij
, (48)
where the dashed product goes over all inner edges7, is an invariant of manifold M
with the fixed boundary triangulation and given set D of marked boundary edges.
Proof. As we already mentioned in subsection 1.2, the transition between different
triangulations of the interior of M , given a fixed triangulation of ∂M , is achieved
by a sequence of relative Pachner moves — moves not changing the boundary trian-
gulation. The proof of this for one specific sort of boundary (specially triangulated
torus) has been presented in [4, Theorem 1], and it is an easy exercise to make
obvious changes so that it will work in the general case.
On the other hand, the proof that (48) does not change under relative Pachner
moves just repeats the proof of [5, Theorem 7]. 
Remark 7. The invariant (48) is determined up to a sign depending on the ordering
of vertices, edges and tetrahedra used when calculating the minors in (47). One
can see, however, that if, for a given M and its boundary triangulation,
• a fixed ordering of boundary edges is given, and every set D inherits, by
definition, this ordering, and
• in the ordering of all edges, boundary edges by definition precede inner
edges,
then the collection of invariants (48), for all D, is determined up to one overall
sign.
Remark 8. We introduced the factor 1/2 in (48)8 so as to make the invariant of
sphere S3 (closed manifold, so D = ∅) equal to 1. This invariant can be calculated
directly from formula (48) using, e.g., the simplest triangulation of two tetrahedra.
6. Generating functions of Grassmann variables
6.1. Generating functions for a rectangular matrix. Here we develop a ver-
sion9 of our construction of a generating function of anticommuting variables put in
correspondence to a matrix A. In this subsection, A is an arbitrary matrix whose
entries are complex-valued expressions, with the only condition that the number of
rows is not smaller than the number of columns.
With each row k of A, we associate a Grassmann generator ak, while with the
whole matrix A — the generating function defined as
fA =
∑
C
detA|C
∏
k∈C
ak, (49)
where C runs over all subsets of the set of rows of the cardinality equal to the
number of columns; A|C is the square submatrix of A containing all rows in C; the
order of ak in the product is the same as the order of rows in A|C (e.g., the most
natural — increasing — order of k’s in both).
7Note that our definition (48) slightly differs from [5, formula (50)], where also ζ2ij correspond-
ing to boundary edges outside D were included in the product. Our present definition is more
convenient for uniting all ID in a “generating function”, see section 6.
8which was not done in paper [5]
9This is a simplified construction as compared to paper [9] where we were dealing with sums of
matrices (extended if necessary by additional rows and/or columns of zeros), while in the present
paper, we are dealing just with their concatenations.
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Lemma 3. Let C be the concatenation of matrices A and B having the equal
number of rows: C =
(
A B
)
. Then
fC = fAfB.
Proof. The lemma easily follows from the expansion of the form
minorC =
∑
±minorA minorB, (50)
known from linear algebra, for every minor of C having the full number of columns.

Let there be now a subset I of “marked” rows of A. We call the rows in I inner,
while the rest of rows — outer, and we define the generating function of matrix A
with the set I of inner edges as
IfA =
∑
C⊃I
det′A|C
∏
k∈C\I
ak. (51)
Here det′ means that, unlike in (49), we are changing the order of A’s rows in the
following way: all inner rows are brought to the bottom of the matrix; the order
of rows within the set I and its complement is conserved; the order of ak’s in the
product (where k belongs to the mentioned complement) is the same as the order
of rows k.
Lemma 4. The generating function of matrix A with the set I of inner edges is
the following Berezin integral of the usual generating function:
IfA =
∫
fA
←∏
l∈I
dal, (52)
the arrow above the product means that the differentials are written in the reverse
(with respect to the order of rows in A) order.
Proof. First, we note that only those terms in fA survive the integration in the
r.h.s. of (52) which contain all the ak for k ∈ I. We take the function fA as defined
in (49), leave only the mentioned terms in it, and note that none of them is changed
if we bring both the rows k in A for all k ∈ I to the bottom of the matrix and
the corresponding generators ak to the right in the product
10, neither changing the
order within I nor within its complement. Then, the integration in (52) just takes
away the ak for k ∈ I, as required. 
6.2. Generating function for invariants of a manifold with triangulated
boundary. To produce a generating function whose coefficients are the invari-
ants (48), we take the following matrix:
A =
1
2
∏′
ζ2ij
minor f1 minor f5
minor f2 minor f4
f˜3 , (53)
where f˜3 is the submatrix of the Jacobian matrix (∂ϕij/∂ya) containing the columns
and rows corresponding to tetrahedra a and edges ij not used in minor f2 and
minor f4 respectively. In particular, f˜3 contains the rows corresponding to all
boundary edges.
Looking at the dimensions in formula (5), one can deduce that f˜3 has (N1 −
2N ′0 − 3m+ 3) rows and (N3 −N
′
0 − 3m+ 3) columns. Hence, the fact that A has
not less rows than columns follows from lemma 1.
10because any elementary permutation of rows brings a minus sign which cancels out with the
minus brought by the corresponding permutation of ak ’s
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As the rows of (53) correspond to triangulation edges, so do the Grassmann
variables on which fA depends.
We want a function depending only on boundary Grassmann variables, so we
pass on to function IfA where I is the set of those inner edges that correspond to
the rows of f˜3; we call it the generating function for invariants of manifold M with
triangulated boundary and denote as
IM
def
= IfA =
∫
fA
←∏
edges in I
daij . (54)
According to remark 7, our generating functions are determined up to a sign.
Remark 9. One can see now that the expression (2) is nothing but 2 IM for M
being a single tetrahedron considered as a manifold with boundary. Moreover, it
will become clear soon (remark 10) that the l.h.s. and r.h.s. of (3) are the 2 IM for
M being the l.h.s. and r.h.s. respectively of Pachner move 2→ 3.
In this paper, we reserve the name “tetrahedron function” for the expression (2)
— the doubled generating function of invariants for a single tetrahedron.
7. Changing the boundary triangulation, and a lemma about the
state sum
If we change the boundary triangulation of manifold M , the new function IM
can be expressed in terms of the old one. Any boundary triangulation change can
be achieved using a sequence of two-dimensional Pacher moves. Namely, there are
moves 1 → 3, 2 → 2 and 3 → 1, which correspond to gluing a new tetrahedron to
the boundary by one, two or three of its faces respectively11.
Lemma 5. A move 1→ 3 corresponds to multiplying IM by the tetrahedron func-
tion (2).
Proof. Neither new inner vertices nor new inner edges appear in this case. So, first,
only f full3 changes in formula (53). Second, the change of f
full
3 can be described as
adding to it the (6× 1)-matrix Aa = (∂ϕij/∂ya) written for the new tetrahedron a,
with both matrices first extended by zeros in rows and columns corresponding to
“missing” edges and tetrahedra (the new f full3 will have, of course, three new rows
and one column with respect to the old one). Calculating explicitly matrix Aa and
using lemma 3, we see that fA is multiplied by the tetrahedron function. As IM ,
both before and after the move, is the integral (54) of corresponding fA, and the
tetrahedron function plays the role of constant with respect to the integration, one
comes to the statement of the lemma. 
Lemma 6. A move 2→ 2 corresponds to multiplying IM by the tetrahedron func-
tion (2) and then integration in the Grassmann variable living on the edge which
becomes inner.
Proof. Again, as in the proof of lemma 5, only f full3 changes in formula (53), and this
change can be described as adding to it the (6× 1)-matrix Aa (although, this time,
the new f full3 will have just one new row and one column with respect to the old
one). As one boundary edge becomes inner under the move, the multiplication made
according to lemma 3 must be followed by integration according to lemma 4. 
Remark 10. With lemmas 5 and 6 proved, one can construct the generating func-
tions for the clusters of tetrahedra in l.h.s. and r.h.s. of Pachner move 2 → 3,
starting from one tetrahedron and adding more of them. Equation (3) follows now
11and the faces on the boundary to which the tetrahedron is glued must form a star of a 2-,
1- or 0-simplex respectively
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from theorem 7. Note, however, that we have proved (3) in this way only up to a
sign.
The remaining Pachner move on boundary is 3→ 1.
Lemma 7. Let a Pachner move 3 → 1 on boundary be done by gluing a tetra-
hedron jkli to the boundary in such way that vertex i becomes inner. Then the
new IM is obtained from the old one by any of the following ways:
InewM =
1
ζijζkl
∫
IoldM daij =
1
ζikζlj
∫
IoldM daik =
1
ζilζjk
∫
IoldM dail . (55)
Proof. A move 3 → 1 is the (two-sided) inverse of 1 → 3, and in our case 1 → 3
means gluing a tetrahedron ijkl (oppositely oriented to jkli) by its face jkl. So, it
follows from lemma 5 that the coefficient at aij in IM before the move 3→ 1 must
be ζijζkl times the whole IM after the move 3 → 1, and the integration in daij
in (55) singles out exactly this coefficient. Other equalities in (55) appear if we
take edge ik or il instead of ij. 
To finish this section, we use the technique developed here in proving the follow-
ing lemma.
Lemma 8. The state sum (4) of a triangulated closed oriented connected man-
ifold M is the doubled generating function IM if the triangulation has no inner
vertices and ∂M has exactly one connected component; otherwise, it vanishes.
Proof. It is an easy exercise to show, using the same kind of reasoning as in lemmas
5 and 6, that
(the generating function for matrix f full3 ) =
∫ ∏
fklmn
∏′
daij ,
where f full3 = (∂ϕij/∂ya) is the Jacobian matrix involving all tetrahedra a and all
edges ij; the first product goes over all tetrahedra klmn, and the dashed product
— over all inner edges ij.
If now the triangulation has no inner vertices and ∂M has exactly one connected
component, the minors of f1, f2, f4 and f5, chosen as in the proof of theorem 6, are
all equal to unity; in the case of f2 and f4 — because they are of zero size. This
also implies f˜3 = f
full
3 for the function f˜3 defined in subsection 6.2. Substituting
this all into (53) and using the definition (54) of IM proves the lemma for this case.
If the triangulation does have inner vertices or there are more than one boundary
components, a nontrivial minor f2 appears, which implies that the rank of f
full
3 is
less than N3 — the number of all tetrahedra, and the generating function for
matrix f full3 is the identical zero. 
8. Gluing manifolds over a boundary component
Our theory deserves the name TQFT if it provides a means to express the gen-
erating function of invariants of the result of gluing two manifolds in terms of the
generating function of two those manifolds. In this section, we consider this prob-
lem for manifolds M1 and M2 glued over one component of their boundaries; the
result of gluing is denoted M ; the mentioned boundary component — closed con-
nected triangulated surface — is denoted Γ; if it is desirable to emphasize that it
belongs, specifically, to M1 or M2, we also denote it (or its copies) as Γ1 ⊂ M1
and Γ2 ⊂M2.
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8.1. Maximal tree of triangles in Γ, virtual tetrahedra and virtual edges.
We will adopt the following condition on the triangulation of Γ: there exists such
ordering i1, . . . , in of all vertices in Γ that:
• i1i2i3 is one of the triangles in the triangulation of Γ, we call this trian-
gle ∆1;
• there exist also such triangles ∆2, . . . ,∆n−2 in the triangulation of Γ that,
for every m = 4, . . . , n, triangle ∆m−2 has im as one of its vertices, and
also ∆m−2 has a common edge with one of the “previous” triangles ∆1, . . . ,
∆m−3.
This technical condition is just for making our work in this section easier; there
exist of course plenty of triangulations of any closed orientable two-dimensional Γ
satisfying this condition, and we will use some of them in section 10.
We define a maximal tree of triangles in Γ as the collection of such triangles
∆1, . . . ,∆n−2. We are also going to construct a sequence of virtual tetrahedra
t1, . . . , tn−3 in the following way. By definition, t1 has ∆1 and ∆2 as two of its
faces; two other faces are new — not present in Γ; as t1 has six edges, while ∆1
and ∆2 together — only five, one edge in t1 is also new.
Then we proceed by induction: for any m = 2, . . . , n − 3, two of the faces of
tetrahedron tm are, by definition, ∆m+1 and that triangle ∆
′
m in the common
boundary of the already constructed tetrahedra but not belonging to Γ:
∆′m ⊂ ∂(t1 ∪ · · · ∪ tm−1) \ Γ,
which has a common edge with ∆m+1; two other faces, and one edge, are new.
Exactly one such triangle ∆′m exists, of course, at any step m; note also that exactly
half of (the two-dimensional faces in) the boundary of t1 ∪ · · · ∪ tm−1 belongs to Γ.
After the last step m = n − 3, we obtain a cluster of tetrahedra having ∆1 ∪
· · · ∪∆n−2 as half of its boundary.
According to our construction, while adding every new virtual tetrahedron, we
added also a new edge. We have thus obtained a collection of n− 2 such edges, and
we call them virtual edges.
Our idea is to express the algebraic complex (45) for M in terms of algebraic
complexes for M1, M2 and Γ. We expect all these complexes to be of the same
nature as (45); but Γ is just a surface, containing no tetrahedra. So what we do is
inflating Γ with two (oppositely oriented copies of) clusters of “virtual tetrahedra”
described above: we take two copies Γ1 and Γ2 of Γ, glue one cluster to Γ1 and the
other to Γ2, then glue the other halves of boundaries of these clusters together, and
also identify the triangles in Γ1 and Γ2 not belonging to our maximal tree. We call
the result “inflated Γ” and denote as Γˆ.
Note that we have thus identified the two copies of each virtual edge, so their
number remains n− 2.
The manifold obtained by gluing M1 and M2 to the two sides of Γˆ is of course
again the same M , but with two additional clusters of tetrahedra in its triangula-
tion. We call this triangulated manifold “inflated M” and denote as Mˆ .
8.2. Enlarged complex: description. We consider the following algebraic com-
plex, which is the complex (45) for Mˆ with additional direct summands in some
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terms:
0→ 3× psl(2,C)
f1
→


dz for inner
vertices of Mˆ,
boundary
component
sways ds for Mˆ
and
2×(sways ds of Γ)

 f2→
(
differentials
dy
in all tetrahedra
)
f3
→

 differentialsdϕfor all inner
and some boundary
edges of Mˆ

 f4→


dα and dβ for inner
vertices of Mˆ,
boundary component
conjugate sways dt for Mˆ
and
2×(conjugate sways dt of Γ)

 f5→ 3× so(3,C)∗ → 0 .
(56)
Because of the additional direct summands in (56), we must give new definitions
for the mappings f1, . . . , f5.
To begin, it is convenient and relevant to assign subscripts to the three copies
of psl(2,C) (coming after the left zero), denoting them as psl(2,C)Mˆ , psl(2,C)M1
and psl(2,C)M2 . Similarly, we denote dsΓ1 and dsΓ2 two copies of sways of surface Γ
in the second nonzero term from the left in (56). We also denote dtΓ1 and dtΓ2 two
copies of surface Γ conjugate sways in the second nonzero term from the right, and
so(3,C)∗
Mˆ
, so(3,C)∗M1 and so(3,C)
∗
M2
— the three copies of so(3,C)∗ in the term
before the right zero.
By definition, f1 acts as follows:
• psl(2,C)Mˆ acts naturally — according to (6) — on dzi for all inner ver-
tices i of Mˆ (including vertices in Γ), and on the sways dsκ of boundary
components κ of Mˆ (where Γ does not enter);
• psl(2,C)M1 acts naturally on dzi for all inner vertices i of M1 (but not M2
and not Γ), sways of boundary components of M1 without Γ, and the first
copy dsΓ1 of sways of Γ;
• psl(2,C)M2 acts naturally on dzi for all inner vertices i of M2, sways of
boundary components of M2 without Γ, and the second copy dsΓ2 of sways
of Γ.
Mapping f2 acts, by definition, as follows:
• dzi, for all inner vertices i in Mˆ (including those in Γ), act naturally on dya
in the adjoining tetrahedra a, that is, according to formula (7);
• the same applies to the sways dsκ of boundary components κ of Mˆ , which
act according to (7) and (8);
• sways dsΓ1 act only on dya in tetrahedra a belonging to M1 (but neither
tetrahedra in M2 nor virtual tetrahedra);
• sways dsΓ2 act only on dya in tetrahedra a belonging to M2.
Mapping f3 just acts in the same way as in (45), i.e., according to (11).
Mapping f4 acts, by definition, as follows:
• all differentials dϕij in the space before arrow f4 act according to (12) on
dαi and dβi for all inner vertices i of Mˆ and according to (12) and (13) —
on conjugate sways dtκ of boundary components κ of Mˆ ;
• the differentials dϕij for edges ij belonging to M1 act also, according to
(12) and (13), on conjugate sways dtκ of boundary components κ of M1;
• similarly, the differentials dϕij for edges ij belonging to M2 act also on
conjugate sways dtκ of boundary components κ of M2.
Finally, mapping f5 acts in the following way, symmetric to f1:
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• contributions to so(3,C)∗
Mˆ
, namely in the sums according to (14), are made
by dαi and dβi for all inner vertices i of Mˆ , and conjugate sways dtκ of
boundary components κ of Mˆ ;
• contributions to so(3,C)∗M1 are made by dαi and dβi for all inner vertices i
of M1 (but not M2 and not Γ), conjugate sways of boundary components
of M1 without Γ, and the first copy dtΓ1 of conjugate sways of Γ;
• contributions to so(3,C)∗M2 are made by dαi and dβi for all inner vertices i
of M2, conjugate sways of boundary components of M2 without Γ, and the
second copy dtΓ2 of conjugate sways of Γ.
8.3. Enlarged complex in terms of M . We want to compare the torsion of
complex (56) with the torsion of the usual complex (45) written for Mˆ . To do
so, we calculate the torsion of (56) choosing minor f1 in the following special way:
we take the minor f1 which we would use for complex (45), assume that psl(2,C)
in (45) will correspond to psl(2,C)Mˆ in (56), and extend this minor f1 by the rows
corresponding to dsΓ1 and dsΓ2 and, of course, by the columns corresponding to
psl(2,C)M1 and psl(2,C)M2 . The appearing “large” minor f1, if written in the most
natural way, has a triangular block structure with two of three diagonal blocks being
3×3 identity matrices; it is thus evident that it is simly equal to the original “small”
minor f1.
We also choose the “large” minor f5 in a perfectly symmetric way (here, of course,
rows are interchanged with columns) and come to the conclusion that it is also equal
to the “small” minor f5.
Lemma 9. The torsion of complex (56) is equal to the torsion of complex (45)
written for Mˆ .
Proof. It remains to choose the very same minors of f2, f3 and f4 for (56) as have
been chosen for (45). 
8.4. Enlarged complex in terms of M1 and M2. Here we start from given
minors (used in formula (47) for torsion) chosen for complexes (45) written for M1
and M2. Recall that, according to theorem 6, all minors except minor f3 can be
chosen once and for all, not depending on the choice of marked boundary edges.
From now on, we supply minors belonging to M1 and M2 with superscripts,
writing them as minor f
(1)
i or minor f
(2)
i respectively, i = 1, . . . , 5. We are going
to build minors for complex (56) — for which we reserve the notation minor fi
— extending the direct sums of these minors12 belonging to M1 and M2 by new
rows and columns. These “enlarged” minors may coincide or not with those in
subsection 8.3.
So, we include in minor f1 the rows
13 corresponding to dzi1 , dzi2 and dzi3 , where
vertices i1, i2 and i3 have been defined in subsection 8.1. This gives
minor f1 = minor f
(1)
1 minor f
(2)
1
dzi1 ∧ dzi2 ∧ dzi3
da ∧ db ∧ dc
, (57)
where da, db and dc belong to psl(2,C)Mˆ and correspond to the three columns
which must also be included in minor f1.
Then, we include in minor f2 the rows corresponding to dya in all tetrahedra a
belonging to one of the clusters by which we inflate Γ as described in subsection 8.1.
12To be exact, the direct sum of corresponding submatrices is, of course, taken. It is considered
as a submatrix of the corresponding fi belonging to Mˆ .
13in addition, of course, to the rows in minor f
(1)
1 and minor f
(2)
2
22 S.I. BEL’KOV, I.G. KOREPANOV, E.V. MARTYUSHEV
We must also include there the columns corresponding to the rest of vertices in Γ,
so this gives:
minor f2 = minor f
(1)
2 minor f
(2)
2
∧
cluster 1 dya
dzi4 ∧ · · · ∧ dzin
, (58)
where
∧
cluster 1 means, of course, the exterior product over one cluster — we will
call this cluster “first”.
Now we switch to the other end of complex (56) and consider minor f5. We
include in it the columns corresponding to (say) dαi1 , dβi1 and dαi2 . This gives
minor f5 = minor f
(1)
5 minor f
(2)
5
da∗ ∧ db∗ ∧ dc∗
dαi1 ∧ dβi1 ∧ dαi2
, (59)
where da∗, db∗ and dc∗ belong to so(3,C)∗
Mˆ
.
Then, we include in minor f4 the columns corresponding to dϕij for all edges ij
in the maximal tree in Γ1. This gives
minor f4 = minor f
(1)
4 minor f
(2)
4
dβi2 ∧ dαi3 ∧ dβi3 ∧ · · · ∧ dαin ∧ dβin∧
tree 1 dϕij
, (60)
where
∧
tree 1 corresponds to the mentioned maximal tree in Γ1.
We look now at what remains for minor f3. Its columns, besides those in
minor f
(1)
3 and minor f
(2)
3 , must correspond to dya for the tetrahedra a in the second
cluster of inflated Γ. The number of these tetrahedra is the same as the number of
virtual edges and, moreover, these tetrahedra are the only remaining tetrahedra14
containing the virtual edges. This leads to a triangular structure of the remaining
part of minor f3 and to the formula
minor f3 = minor f
(1,2)
3
∧
virtual dϕij∧
cluster 2 dya
, (61)
where minor f
(1,2)
3 , in contrast with formulas (57)–(60), is not just a product of
two minors belonging to M1 and M2 separately. It is rather the determinant of the
submatrix of f3 whose columns correspond to all tetrahedra in M1 and M2 except
those involved in minor f
(1)
2 and minor f
(2)
2 , and whose rows correspond to some
inner edges of M1 and M2 (those not involved in minor f
(1)
4 and minor f
(2)
4 ) and all
boundary edges ofM1 andM2 except those in the maximal tree of triangles in Γ1 (as
they work already in the rightmost factor in (60)). We denote this submatrix B. It
is thus the concatenation of its two parts: B =
(
B1 B2
)
, belonging to M1 and M2
respectively.
8.5. The final formula for generating functions. We introduce now some more
notations. The set of edges in Γ not belonging to the maximal tree of triangles is
denoted F . As we, according to subsection 8.1, identify the triangles in Γ1 and Γ2
not belonging to the maximal trees, F is not duplicated when gluing together
Γ1, Γ2 and the virtual tetrahedra between them. And the set of inner edges in
the maximal tree of triangles, considered as two-dimensional triangulated manifold
with boundary, is denoted G. To be exact, there are two copies of this set, lying
one in Γ1 and the other in Γ2, so we denote them G1 and G2 respectively.
Lemma 10. The alternated product of the rightmost factors in the five formulas
(57)–(61) (with the factors corresponding to minors with odd subscripts taken in
the power +1, and with even subscripts — in the power −1) is equal to
dzi1 ∧ dzi2 ∧ dzi3
da ∧ db ∧ dc
· · ·
da∗ ∧ db∗ ∧ dc∗
dαi1 ∧ dβi1 ∧ dαi2
= ±2
∏
tree 1
ζ2ij , (62)
14as the first cluster of virtual tetrahedra is already involved in minor f2
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where the product is taken over all edges in one — first, for instance — maximal
tree of triangles.
Proof. It is convenient to represent the product in the l.h.s. of (62) as the torsion of
the following acyclic complex corresponding to the part of Γˆ consisting of the two
clusters of tetrahedra, with each edge in G1 identified with the corresponding edge
in G2. We denote by S the manifold obtained by gluing together the two copies
of the maximal tree of triangles, which is of course homeomorphic to S3, and by
fS1 , . . . , f
S
5 — the mappings f1, . . . , f5 acting in the standard way in the complex
written for S:
0→ psl(2,C)
fS1→ (dz)
fS2→ (dy)
fS3→ (dϕ)
fS4→ (dα)⊕ (dβ)
fS5→ so(3,C)∗ → 0 . (63)
It is quite easy to see that the l.h.s. of (62) is nothing but the torsion of (63), after
which (62) follows from formula (48) and remark 8. 
Theorem 8. The generating function of invariants for manifold M — the result
of gluing M1 and M2 over boundary component Γ — can be expressed as follows:
IM =
4∏
F∪G ζ
2
ij
∫
IM1IM2
∏
F∪G2
daij . (64)
It is assumed in the Berezin integral in (64) that the anticommuting variables living
on G1 and G2 are different, while the rest of anticommuting variables are identified.
Proof. The coefficients of IM = IMˆ at various monomials corresponding to various
choices of set D of marked edges in ∂M are invariants calculated according to (48),
with the torsion τD calculated according to (47). So, the proof of the theorem
consists in gathering together:
• the factors for minors according to (57)–(61),
• the factors of the type ζ±2ij according to which inner edges in Mˆ are new
with respect to those in M1 and M2, and to formula (62),
• and the degrees of number 2 appearing in the definition (48) of the invariant
and in (62).
Except for minor f3, we obtain thus just numerical factors not depending on D.
The only special situation appears for minor f3: as explained after formula (61),
it is the determinant of the concatenation of two matrices, so an expansion of the
form (50) holds for it. As also some new edges are declared inner, the result, in
terms of generating functions, is obtained according to lemmas 3 and 4, which leads
exactly to (64). 
Remark 11. The asymmetry of formula (64) with respect toM1 and M2 shows that
(64) can be written also in other forms. Recall that even for gluing one tetrahedron
to the boundary in the way corresponding to a Pachner move 3→ 1, we could write
formula (55) in three different ways.
Remark 12. The general case of gluing several manifolds by some of their boundary
components is reducible to a chain of the following two operations:
• gluing two connected manifolds over one boundary component and
• gluing two identical but oppositely oriented boundary components of one
connected manifold.
In this section, we have considered the first operation. As for the second one, the
most straightforward approach to it gives identical zero for the generating function
of the result of gluing, in the same way as in the “Euclidean” case, see [9, section 4].
The problem of defining the generating function for such cases in a less trivial way
appears to be related with the problem of the invariant for Σ × S1, where Σ is a
closed surface, and S1 — a circle, for one approach to it see [9, Lemma 3].
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9. Boundary components of genus zero and connected sums of
manifolds
We are going to investigate how our generating functions behave when a con-
nected sum is taken. To make a connected sum of two manifolds, one has first
to remove the interior of a ball within each of them, and then glue together the
spheres — boundaries of these balls. As we have studied in section 8 what happens
under the gluing, it remains to study what happens when we remove the interior
of a ball. It is natural to represent this ball as one of the triagulation tetrahedra.
Lemma 11. The generating function of invariants for manifold M without the in-
terior of one (inner) tetrahedron a = ijkl — we call the thus obtained manifold M ′
— is
IM ′ = IM Ia, (65)
where Ia is the generating function
15 for tetrahedron a considered as a manifold
with boundary.
Proof. First, we prove that the generating function for M ′ is of degree one in the
anticommuting variables at the edges of a. Stepping away for a moment from the
agreement in the beginning of section 3 that the number of vertices in each boundary
component should be ≥ 4, we can regard the surface of tetrahedron a as obtained
from just two triangles ijk (with identified edges of the same names) by a two-
dimensional Pachner move 1→ 3. It follows then from lemma 5 that IM ′ has degree
one in the totality of Grassmann generators ail, ajl and akl and, moreover, the
coefficients at these three generators differ only in nonvanishing numerical factors
— namely, ζijζkl, ζikζlj and ζilζjk respectively.
As all the vertices i, j, k, l are here on the equal footing, it follows easily that
IM ′ has in fact degree one in the totality of all Grassmann generators for the six
edges of a, that the coefficients at these generators are proportional to those in
the tetrahedron function (2), and there cannot be any term in IM ′ containing no
Grassmann generators corresponding to edges of a. This means that
IM ′ = FIa
for some function F of Grassmann generators living on other (than the surface of a)
components of ∂M ′.
To find F, we glue back tetrahedron a to M ′ and use formula (64), which imme-
diately gives F = IM . 
Theorem 9. The generating function of invariants of a connected sum M =
M1#M2 of manifolds is the product of generating functions for M1 and M2.
Proof. We take one inner tetrahedron in the triangulation of M1 and one inner
tetrahedron in the triangulation of M2, remove their interiors and glue together
their boundaries. Then we use lemma 11 and formula (64). 
10. Examples of calculations
10.1. Sphere S3. According to what we have already said in remark 8,
IS3 = 1.
10.2. Solid torus. We consider a solid torus with the boundary triangulation
whose development is shown in figure 1. In it, bigger numbers correspond to
vertices, while smaller numbers denote edges and serve as subscripts at the cor-
responding anticommuting variables. The meridian of the torus goes along edges 5
and 6 (or 7 and 8).
15Recall that Ia is, according to remark 9, one-half of the tetrahedron function (2).
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Figure 1. Development of the triangulation of a solid torus
The generating function can be calculated, e.g., using the triangulation of the
solid torus of six tetrahedra described in [8, Subsection 6.1] and using formula (4)
and lemma 8. The answer can be written as
Isolid torus =
1
2
ζ213ζ
2
24(a5 − a6)(a7 − a8)
(
ζ12ζ34(a1 + a3)− ζ13ζ24(a5 + a7)
+ ζ14ζ23(a9 + a11)
)(
ζ12ζ34(a2 + a4)− ζ13ζ24(a5 + a7) + ζ14ζ23(a10 + a12)
)
. (66)
The function (66) is, for instance, efficient enough as to detect the meridians of
the torus: if we substitute in (66) either a6 = a5 or a8 = a7, it turns into zero, but
this by no means happens if we put, say, a12 = a9 or a2 = a1. This is due to factors
(a5 − a6) and (a7 − a8) in (66), and the following lemma shows that they are not
accidental.
Lemma 12. If ∂M has exactly one connected component16, a triangulation of ∂M
is such that there are two edges p and q forming a circle, and this circle is con-
tractible into a point within M , then the factor (ap − aq) can be singled out in IM .
Proof. Contract the circle of edges p and q into the single edge p. Manifold M will
thus become singular in the neighborhood of p; nevertheless, we can consider its
state sum (4) for this singular manifold M ′. To return back to M , we can glue
to M ′ two tetrahedra a and b in such way that a is glued by two of its faces to two
triangles adjoining p, while b — to the two remaining faces of a.
If now we calculate first the state sum just for the two tetrahedra a and b glued
together this way, we find that it is ζ2ij(ap− aq), where i and j are the ends of both
p and q. To finish the proof, it remains to use lemma 8. 
10.3. Solid pretzel. Solid pretzel can be obtained, for instance, by gluing two
solid tori of subsection 10.2 over one boundary triangle. Thus, the state sum for
the solid pretzel is just the product of two state sums for tori — (66) without the
factor 1/2, with the three Grassmann variables at the edges forming the boundary
of the mentioned triangle identified.
One can check, in the same way as in subsection 10.2, that this state sum is also
efficient enough to distinguish between the contractible circles in the boundary of
solid torus and, say, its parallels (the parallels of the glued tori).
10.4. S3 without tubular neighborhoods of two unknots: unlinked and
linked. In the case of two unlinked unknots, this manifold is homeomorphic to the
connected sum of two solid tori. Its generating function of invariants is, according
16most likely, this condition is superfluous for the lemma
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to theorem 9, the product of two expressions (66) for tori, but this time with
no identification of variables. We can thus again single out the meridians of the
mentioned tori in the same way as in subsections 10.2 and 10.3.
On the other hand, S3 without tubular neighborhoods of two linked unknots is
homeomorphic to T 2 × I, where T 2 is the two-dimensional torus, and I = [0, 1].
In this case, obviously, no special “meridian” can be indicated in any way. In
particular, this is reflected in our generating function, which is thus different from
the case of unlinked unknots. We do not write out here the quite cumbersome
expression for this function.
10.5. Lens spaces without tubular neighborhoods of unknots. There exist
also very interesting manifolds with toric boundary — lens spaces without tubular
neighborhoods of unknots — where we were able to calculate at least some invari-
ants — components of our generating function. The results look very nontrivial
and need further investigation. We refer the reader to [5, Subsection 6.2] for some
explicit formulas.
11. Discussion
11.1. Renormalization and chain complexes. As we noted in subsection 2.3,
the “na¨ıve” state-sum invariant (4) turns in many cases into zero — in other words,
becomes infinitely small — and needs a renormalization. It this paper, we performed
this renormalization by means of introducing new variables, united into an algebraic
(acyclic in many cases) complex. In physics, such new variables may correspond to
new physical entities.
An interesting question is: can algebraic complexes be of use in other cases when
a renormalization is needed in a physical theory?
11.2. Less simple models. What we have considered in this paper is a “scalar
model” in the sense that scalar — complex — quantities were assigned to tetrahedra
and vertices. There exist, however, models where elements of an associative algebra,
e.g., matrices, play similar roles. Our next aim is to investigate such models, which
can be called, due to the noncommutativity of matrix algebras, “more quantum”
than the one considered in this paper.
One more intriguing area is to study such models over finite fields.
11.3. Multidimensional generalizations. An attractive feature of our theory is
that it is not limited to three-dimensional manifolds. For instance, the generaliza-
tion of (a solution to) pentagon equation onto four dimensions must correspond
to the Pachner move 3 → 3, and it does not make much difficulty to write such
algebraic relations, again it terms of anticommuting variables, starting, e.g., from
formulas already written in [6] or [7]. We plan to present many such relations in
our further works.
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