We study how to estimate a nearly low-rank Toeplitz covariance matrix T from compressed measurements. Recent work of Qiao and Pal addresses this problem by combining sparse rulers (sparse linear arrays) with frequency finding (sparse Fourier transform) algorithms applied to the Vandermonde decomposition of T . Analytical bounds on the sample complexity are shown, under the assumption of sufficiently large gaps between the frequencies in this decomposition.
Introduction
We study the problem of estimating the d × d covariance matrix T ∈ R d×d of a distribution D over d-dimensional vectors given independent samples x (1) , x (2) , . . . , x (n) ∈ R d drawn from D. In particular, we focus on the case when the covariance matrix T is Toeplitz, which arises when the vectors are wide-sense stationary: the covariance t |j−k| between the j th and k th entries only depends on the distance |j − k|. We let t s denote the covariance at distance s for s ∈ {0, . . . , d − 1}.
Toeplitz covariance estimation arises in a range of applications, including direction of arrival (DOA) estimation [1] [2] [3] , spectrum-sensing for cognitive radio [4, 5] , medical and radar imaging [6] [7] [8] , [9] [10] [11] and Gaussian process regression (kriging) and kernel machine learning [12, 13] . We focus on estimation methods with low sample complexity, can be measured in two ways [14] :
Entry Sample Complexity. How many entries of each sample x (i) ∼ D must be read? Minimizing entry sample complexity typically corresponds to minimizing sensor cost, as, in many applications, each entry of x (i) is measured with a different sensor in a spatial grid. We consider algorithms where the same entries are read in each x (i) (i.e., the active sensors remain fixed).
Vector Sample Complexity. How many d-dimensional samples x (i) must be drawn from D? Vector sample complexity corresponds to minimizing acquisition time or measurement cost and is the classic notion of sample complexity in statistics and machine learning.
Typically there is a trade-off between these two measures. In this work, we seek to minimize entry sample complexity, while keeping vector sample complexity reasonably low.
Sparse Ruler Based Sampling
Our work centers on the powerful idea of sparse rulers (also known as sparse linear arrays), which let one perform covariance estimation with significantly reduced entry sample complexity. A sparse ruler is a subset of indices R ⊆ {1, . . . , d}, such that for every distance s ∈ {0, 1, . . . , d − 1}, there is some pair i, j ∈ R with distance |i − j| = s. The set of distances measured by R is R's difference coarray or difference set [15] [16] [17] [18] [19] . It is clear that to represent d distances, we must have |R| ≥ √ d so that R 2 ≥ d and it is well known that for any d, there exists a sparse ruler matching this optimal size up to constants. A large body of work has studied the design of sparse rulers under various additional objectives [20] [21] [22] . We note that in some cases, which will arise later in this work, we may allow R to be any set of integers, including those outside {1, . . . , d}.
Sparse rulers have received significant attention in covariance estimation applications [14, [23] [24] [25] [26] . Given a sample x ∼ D with Toeplitz covariance matrix T , if we read the |R| entries of x corresponding to indices in a ruler R, we obtain an estimate of the covariance t s at every distance s. So in principle, with enough samples, x (1) , . . . , x (n) ∼ D we can accurately estimate T while measuring just |R| = O( √ d) entries in each sample (i.e., with O( √ d) entry sample complexity). In fact, recent work has shown that, with sparse ruler measurements,Õ(d/ 2 ) vector samples suffice to recover any Toeplitz matrix to accuracy in the spectral norm [14] .
Improved Bounds for Low-Rank Matrices
For general Toeplitz covariance matrices it is impossible to improve on the entry sample complexity achieved by sparse rulers: without reading at least O( √ d) entries, we can never estimate the covariance at some distances. However in many applications, such as DOA estimation, when the number of sources is smaller than the number of sensors, the Toeplitz covariance matrix of the received signal snapshots is low-rank, or close to low-rank. This additional structure can be leveraged to recover T with a smaller subset of its entries [27, 28] . Recent work of Qiao and Pal [29] shows that, if T is approximately rank k for any k < d, an entry sample complexity of just O( √ k) can be achieved using sparse rulers. The high-level idea is easily understood: if T is exactly rank-k, then it can be decomposed uniquely using the Carathéodory-Fejér-Pisarenko decomposition (the Vandermonde decomposition) [30] as T = F T DF * T , where D ∈ R k×k is a diagonal matrix and F T ∈ C d×k is a Fourier matrix, with F T (m, ) = e 2πif ·(m−1) for some set of frequencies f 1 , . . . , f k ∈ [0, 1].
We can see immediately that the top left k +1×k +1 principal submatrix of T , denoted T k+1,k+1 (which is also Toeplitz, positive semidefinite, and rank k) admits a Vandermonde decomposition with the same frequencies -obtained by simply restricting F to its first k + 1 rows. Further, it can be shown that this decomposition is unique. Thus, we can recover the frequencies f 1 , . . . , f k and their weights D just from a decomposition of T k+1,k+1 . Thus, from this small submatrix, we can recover all of T ! With this observation in hand, Qiao and Pal apply sparse ruler methods to T k+1,k+1 to obtain entry sample complexity just O( √ k). The key difficulty is that the Vandermonde decomposition is notoriously unstable: noise in approximating T k+1,k+1 and any deviation of T from being exactly rank-k (i.e., truly having just k frequencies in its Vandermonde decomposition) can entirely change the frequency content of this decomposition. Nevertheless, Qiao and Pal prove a bound on reconstruction error, under the assumption that f 1 , . . . , f k have spacing at least Θ(1/k) and that the underlying MUSIC frequency-finding routine [31, 32] is exact. They give a vector sample complexity bound of roughly O d 4 /k 2 2 to approximate all entries of T up to error · t 0 , where t 0 is covariance at distance 0 (and therefore the largest entry of T since it is positive semidefinite).
Our Contributions
We propose the idea of random ultra-sparse rulers to avoid the frequency gap assumption of Qiao and Pal, while simultaneously giving much lower vector sample complexity with similar entry sample complexity. In the special case when T is circulant (corresponding to frequencies in its Vandermonde decomposition being 'on-grid' multiples of 1/d), we prove a sample complexity bound that depends only logarithmically on the ambient dimension d, and polynomially on the rank k and error parameter . Broadly, our random ultra-sparse rulers open the door to achieving low entrywise sample complexity for circulant Toeplitz covariance estimation via a wider class of randomized sparse FFTs, providing more robust frequency recovery than deterministic techniques.
Theorem 1 (Circulant Covariance Estimation). Algorithm 1 takesÕ(k/ 2 ) 1 independent samples from any sub-Gaussian distribution D on R d with circulant covariance matrix T . The algorithm readsÕ( √ k) entries from each sample and returns with probability at least 2/3,T ∈ R d×d satisfying:
Throughout, · F denotes the Frobenius norm.
Random Hashing for Ruler Design. Algorithm 1 (Section 3) is inspired by work on random hashing based sparse Fourier transform methods [33, 34] . The idea is to transform T in way that is equivalent to applying a random hash function h :
When T is nearly rank-k, there may be up to d such frequencies, but 1Õ (·) hides log factors in the input parameters. For more precise bounds see Section 3.
only k will significantly contribute to the decomposition. After hashing, we expect the k dominant frequencies to be well separated (without small gaps), and thus recoverable via a frequency finding approach like that proposed by Qiao and Pal. Even if some small gaps remain, by applying repeated random hash functions we can eventually recover all k significant frequencies.
As utilized in sparse Fourier transform methods, when all frequencies f 1 , . . . , f d are on-grid integer multiples of 1/d (i.e., T is circulant), it suffices to chose h from the family of random hash functions h a,b (x) = a(x − b) mod d, where a, b are randomly chosen integers [34, 35] . h a,b (x) is applied to x = f d when f is an on-grid frequency in {0, 1/d, . . . , (d − 1)/d}, and the hashed frequency is taken as One can check that T 's Vandermonde decomposition can be obtained by setting
and D = PD where P is diagonal with j th entry e 2πiacf j .
Accordingly, estimating T reduces to estimating T a,b,c , which we will do by estimating T a,b,c 's top O(k) × O(k) submatrix and applying a strategy similar to [29] . Naively, if the permutation g a,c (·) were truly random, it would destroy the possibility of using a sparse ruler to measure this top submatrix of T a,b,c : a general ruler construction is not known for a ruler with the arbitrary difference set a random permutation would require. However, by leveraging g a,c (·)'s simple structure, we show that we can still construct a ruler to read this submatrix. The ruler is 1) random: based on randomly chosen a, c and 2) ultra-sparse: measuring the covariance at O(k) random distances using just O( √ k) entry sample complexity.
Random Ultra-Sparse Rulers
We start with a simple random ultra-sparse ruler construction that will suffice for circulant matrix estimation.
Definition 1 (Random Ultra-Sparse Ruler -Type 1). For any d and k ≤ d, let a, c ∈ Z be chosen randomly such that a is coprime to d. Let Q a,c = {q 1 , q 2 , . . . , q m } be any ruler for the distance set {a(0 − c), a(1 − c), . . . , a(k − c)} and let R a,c = {r 1 , . . . , r m } where r i = q i mod d. We call R a,c a random ultra-sparse ruler.
Lemma 2. Let R a,c be constructed from any valid Q a,c as in Definition 1 and g a,c (x) = a(x − c) mod d be the random permutation corresponding to a, c. Then the following hold:
1. R a,c is a cyclic ruler for {g a,c (0), g a,c (1), . . . , g a,c (k)}. I.e., for any s ∈ {0, . . . , k} there are r i , r j ∈ R a,c with either
2. There exists Q a,c , a ruler for the difference set {a(0 − c),
Proof. Since For the second claim, set Q a,c = {0, a, . . . , Figure 1 . We can see that |Q a,c | = |R a,c | ≤ 2 √ k + 1. Just considering distances between the first and second halves of the ruler, Q a,c 's difference coarray includes as − ac for all nonnegative s ≤ √ k 2 . So Q a,c is an ultra-sparse ruler for the distance set {a(0 − c), a(1 − c), . . . , a(k − c)}, as required. 
Considering pairwise distances between red and blue markers demonstrates that the difference set of Q a,c is as claimed. Note that the elements of Q a,c may be far greater than d, and they may even be negative (for simplicity, in this illustration we assume k > c). The bottom line visualizes R a,c , which is Q a,c "wrapped around" mod d.
Note that in a circulant matrix T , we have t i = t d−i . Thus a cyclic ruler of the form guaranteed by Lemma 2 suffices to measure the covariance at the full set of random distances {g a (0), . . . , g a (k)}. In Section 3, we will show how this precise structure of difference set is just what's needed by an efficient existing sparse FFT for on-grid frequencies, and we derive corresponding error guarantees for circulant covariance estimation. However, for general Toeplitz matrices (i.e., not cyclically symmetric), we require a true ruler. In this case, we can restrict the range of a to prevent wrap around. For simplicity, in the following definition we also do not implement a random shift c.
Definition 2 (Random Ultra-Sparse Ruler -Type 2). For any dimension d and k ≤ d, let a ∈ Z be chosen randomly such that a is coprime to d and a ≤ bd/k for some b ≤ 1. Let R a = {r 1 , r 2 , . . . , r m } be any ruler for {0, a, 2a, . . . , ka}.
Again, it is clear that we can find R a with m = O( √ k). While in this manuscript we do not fully cover how to recover a non-circulant T from a Type 2 ultra-sparse ruler, we give a short sketch here. If we set k = O(k) and estimate the k × k principal submatrix of T indexed by {0, a, . . . , k a mod d}, we are equivalently measuring the top-left k × k submatrix of a transformed matrixT whose Vandermonde decomposition frequencies are {f 1 , . . . ,f d } wheref j = a · f j mod 1. Ideally, we would estimate the frequencies ofT , which are separated by larger gaps, and use them to recover the frequencies of T . However, this cannot be done directly because there is ambiguity in inverting eachf j : there are up to a different solutions f j ∈ [0, 1] to the equation f j ≡ af j mod 1, as shown in Figure 2 .
Fortunately, this issue can be combated with simple repetition. Each time we draw a different random a, we collect potential candidate dominant frequencies for T 's Vandermonde decomposition. Since we restrict a ≤ bd/k, there will be a · k ≤ b · d such candidates: k will be the true dominant frequencies in T 's Vandermonde decomposition and the remainder will be nearly random. Roughly, any frequency outside the set of dominant frequencies will appear in the set with probability b < 1. Thus, setting b small enough, after roughly O(log d) repetitions, by observing which frequencies appear as candidates the largest number of times, we can determine the true dominant k frequencies with high probability. 
Analysis for Circulant Covariance
We now apply the random ultra-sparse ruler construction of Definition 1 to circulant covariance matrix estimation. For the remainder of the section let F ∈ C d×d be the discrete Fourier transform matrix with F (j, k) =
. For x ∈ R d let F * x =x denote its Fourier transform. Let diag(x) be the diagonal matrix with x on its diagonal, and let Toep(x) be the symmetric Toeplitz matrices with first column x. Our algorithm makes blackbox use of a random hashing based sparse Fourier transform (SFT, or sparse FFT), with output guarantees as follows: By Lemma 2, the sparse Fourier transform algorithm of Theorem 3 can be implemented via random ultra-sparse rulers with low entry sample complexity in the covariance estimation setting:
elements measuring all distances required for the algorithm of Theorem 3 to be applied to the first column of any circulant matrix T .
Proof. Let R be the union of random ultra-sparse rulers R a,c , each of which measures the entries in a permuted block read by the algorithm of Theorem 3 [33] . By Lemma 2, each R a,c is guaranteed to exist with just O( k log d δ ) entries and there are O(log
With Corollary 4 in place, we present our main algorithm (Algorithm 1). Note that in this algorithm,t s is only estimated at theÕ(k) positions represented by the ruler R (i.e. in the difference set of R). Since SF T (t) only requires readingt at these positions, its output does not depend on the other positions. We have:
Lemma 5. Consider circulant covariance matrix T ∈ R d×d for a sub-Gaussian distribution D. Let t ∈ R d be the first column of T andt ∈ R d be the estimate computed by Algorithm 1 (line 2). Let w ∈ R d matcht on all entries read by SFT and match t elsewhere. Letting m = O k · log , we have with probability at least 2/3, t − w 2 ≤ T 2 and further, Algorithm 1 outputsẑ with:
Note that Algorithm 1 has entry sample complexityÕ( k log output:T ∈ R d×d approximating T . 
Again noting that by positive semidefiniteness, t 0 is the largest entry in t, we have √
This gives ẑ −ŵ 2 ≤ 4 t 0 + 2 min k-sparse y ||t − y|| 2 . The claim follows by applying the triangle inequality one more time to bound ẑ −t 2 ≤ ẑ −ŵ 2 + ŵ −t 2 ≤ ẑ −ŵ 2 + t 0 .
Finally, we prove Theorem 1 by using the above bound on ẑ −t 2 to bound T −T F = Toep(t) − Toep(z) F . 
. Thus:
where the last bound follows from Lemma 5. We can see that
Further, the best rank-k approximation of T is given by projecting onto its top k-eigenvectors (equivalently, setting to zero all but the largest k entries of D to obtain D k , or approximatingt with its best k-sparse approximation, t k ). We thus have:
completing the proof.
Experimental Validation
We conclude by experimentally evaluating the driving intuition behind random ultra-sparse rulers: when there is a small frequency gap in T 's Vandermonde decomposition, it can be very advantageous to randomly permute the frequencies to remove this gap. To do so, we generate a low-rank, positive semidefinite real Toeplitz matrix with on-grid but clustered frequencies, add entrywise noise η ∼ N (0, ν) and apply the following simple reconstruction procedure. Given a subset of noise-corrupted measurements of T 's first column t, we use the pmusic and findpeaks functions in Matlab to identify k estimated frequenciesf 1 , . . . ,f k , and solve the appropriate linear regression problem to recover diagonalD so that T is approximated byT =FDF * , whereF is the n×k Fourier matrix corresponding tof 1 , . . . ,f k . We note that this simple reconstruction approach matches that of [29] up to a preliminary denoising step. This step could be applied to all sampling schemes and should preserve their relative performance. The sampling schemes compared are:
1. First O(k) samples: Input to pmusic 4k noisy estimates of t 0 , . . . , t 4k−1 , which can be measured from samples x (i) ∼ D via existing ruler constructions with entrywise sample complexity O( √ k). This corresponds to the approach of [29] . , where g a,c is as described in Section 1.3. For simplicity we take c = 0. These samples can be obtained with entrywise sample complexityÕ( √ k) using a random ultra-sparse ruler by Lemma 2.
3. All samples: As a baseline, input to pmusic all d noisy measurements of t 0 , . . . , t d−1 .
Experimental results and validation are shown in Figure 2 . As expected, sampling scheme (3) (which requires O( √ d) entrywise sample complexity) performs best, but is closely followed by our proposed permutation-based sampling method. More elaborate reconstructions following the full algorithm of [33] would likely improve further on this simple algorithm. Nonetheless, it is clear that when T is circulant with some frequencies clustered, the permutation approach enabled by random ultra-sparse rulers can vastly improve robustness to noise while retaining low,Õ( √ k) entrywise sample complexity. (c) , we demonstrate for a single iteration at ν = 0.5 how nearby frequencies are conflated without permutation, but likely to be separated and accurately identified with a permutation. As the frequencies are symmetric (to ensure T is real), only the first k 2 = 3 are shown.
