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Abstract—Recently, in the context of covariance matrix es-
timation, in order to improve as well as to regularize the
performance of the Tyler’s estimator [1] also called the Fixed-
Point Estimator (FPE) [2], a "shrinkage" fixed-point estimator
has been originally introduced in [3]. First, this work extends
the results of [4], [5] by giving the general solution of the
"shrinkage" fixed-point algorithm. Secondly, by analyzing this
solution, called the generalized robust shrinkage estimator, we
prove that this solution converges to a unique solution when the
shrinkage parameter β (losing factor) tends to 0. This solution
is exactly the FPE with the trace of its inverse equal to the
dimension of the problem. This general result allows one to give
another interpretation of the FPE and more generally, on the
Maximum Likelihood approach for covariance matrix estimation
when constraints are added. Then, some simulations illustrate
our theoretical results as well as the way to choose an optimal
shrinkage factor. Finally, this work is applied to a Space-Time
Adaptive Processing (STAP) detection problem on real STAP
data.
Index Terms—Covariance matrix estimation, robust shrinkage
estimation, Fixed Point Estimator, Tyler’s Estimator
I. INTRODUCTION
In the statistical signal processing area, the problem of
covariance matrix estimation is an active topic of research
[2], [4]–[11]. From an application point of view, a better
accuracy in terms of covariance matrix estimation directly
involves an improvement of the system performance in
terms of estimation, detection and/or classification, as shown
in radar applications or in Direction-Of-Arrival estimation
problems (see e.g. [8], [9] and references therein). Until
recent years, the classical assumption used for data modelling
was the Gaussian model that provides the well-known
Sample Covariance Matrix (SCM) estimator as the Maximum
Likelihood (ML) estimator for the data covariance matrix.
However, in many practical cases, the SCM suffers from
major drawbacks, as for instance in adaptive radar and
sonar processing [12] since its performance can be strongly
degraded. This is also the case in the presence of non-
Gaussian, impulsive and/or heterogeneous noise as well as
in the presence of outliers (see e.g. [13] and references
therein). To fill these gaps, a general framework on robust
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estimation theory has been extensively studied in the statistical
community in the 1970s following the seminal works of
Huber, Hampel and Maronna [14]–[17]. The multivariate
real case introduced by Maronna in [17] has been recently
extended by Ollila to the complex case [2], [8], [9] more
adapted for signal processing applications.
Under this robust theory framework, most of recent works
in covariance matrix estimation considers the broader class
of Complex Elliptically Symmetric (CES) distributions,
originally introduced by Kelker [18], which encompasses
the Spherically Invariant Random Vectors (SIRV) [19] as
well as the Multivariate Generalized Gaussian Distributions
(MGGD) [20]. [9] provides a complete review on CES
applied to array processing. We will refer to this paper for
main results on CES. From a signal processing point of view,
an important contribution of this class of distributions is that
the covariance matrix does not necessary exist, which is
the case for instance in the multivariate Cauchy distribution
whose variance is infinite. Thus, one can always consider the
so-called scatter matrix that is always well defined, contrary
to the covariance matrix. In the case of finite second-order
moment, the covariance matrix is equal to the scatter matrix,
up to a scale factor (see [9] for more details). One important
consequence is that one can always estimate the scatter matrix
instead of the covariance matrix. Moreover, for applications
that are invariant to a scale factor, like for instance DOA
estimation with the MUltiple SIgnal Classification (MUSIC)
[21] or detection using the Adaptive Normalized Matched
Filter (ANMF), firstly introduced by [22] and analyzed in
[23]–[26], the resulting performance is the same.
In this context of covariance matrix estimation, to improve
the estimator performance as well as to deal with under-
sampling cases (i.e. when the number of sample is less than
the dimension of the data), a common regularization approach
has been widely studied, the diagonally loaded approach
originally introduced by [27], [28] and applied to the SCM.
More recently, a shrinkage has been proposed in [29] but also
applied to the SCM. To deal with non-Gaussian models and
to have a robust approach, this shrinkage has been applied to
the Tyler’s estimator [1] to obtain a "shrinkage" fixed-point
estimator (FPE), originally introduced by [3] for the case
where the number of samples is less than the dimension.
A rigorous proof of existence, uniqueness and convergence
of the associated recursive algorithm has been given by [4]
in the case where a trace normalization has been added.
Moreover, in [5], a similar shrinkage fixed-point estimator has
been analyzed by including a penalized term on the trace of
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the inverse. Then, in [30]–[32], this estimator has been used
with the Expected Likelihood approach. However, in all these
work, no general proof for the existence and the uniqueness
of this "shrinkage" FPE is provided. Only the particular case
where the trace of the estimator is fixed is analyzed.
To fill this gap, this work provides the general solution of
this FP problem, even in the case of under sampling, i.e. when
the number N of samples is less than the dimension m of the
observations. Moreover, this "shrinkage" FPE is compared
to the classical FPE and interestingly, it provides a simple
way to built a unique FPE of the covariance matrix. Finally,
the proof relies on the analysis of a continuous function that
can be seen as a Likelihood Function (LF) that generalizes
the LF of the so-called Angular-Complex Gaussian (ACG)
distributions.
The second part of this paper is devoted to the analysis of
the "shrinkage" FPE in a Space-Time Adaptive Processing
(STAP) context [33], [34]. For that purpose, the shrinkage
parameter is studied in order to provide the better detection
performance. Regarding the work of [31], this paper
considers the so-called over-sampled case, which means that
the number N of samples is greater than the dimension m of
the observations. However, some preliminary results on the
under-sampled case will be provided when applying proposed
approach on STAP data. These results are linked with those
of [32] that also considers the under-sampled case, i.e. where
the number N of samples is less than the dimension m of
the observations.
The paper is organized as follows: section II presents
the estimation context while section III contains the main
contribution of this work, i.e. the derivation of the Shrinkage
FPE in a general context. First part of section IV is devoted
to the analysis of the Shrinkage FPE through Monte Carlo
simulations, and then this estimate is applied to a STAP
detection problem on a real set of data. Section V draws the
conclusions and gives some outlines for further work. For
the clarity of the presentation, some parts of the proofs are
postponed in the Appendix section.
The following convention is adopted: italic indicates a scalar
quantity, lower case boldface indicates a vector quantity and
upper case boldface a matrix. T denotes the transpose operator
and H the transpose conjugate. E[.] is the expected value
operator and Tr(.) denotes the trace operator. CN (a,M) is
a complex Gaussian distribution with a mean vector a and a
covariance matrix M. I is the identity matrix with appropriate
dimension.
II. BACKGROUND
In the context of covariance matrix estimation, this paper
focuses on two particular estimators: the FPE or Tyler’s
estimator and the shrinkage fixed point estimator also called
the diagonally loaded fixed point estimator. Let us consider
a N -sample (x1, . . . ,xN ) of independent and identically
distributed (i.i.d.) m-variate random vectors with covariance
matrix Σ0 if it exists, else Σ0 is the scatter matrix. The FPE
or Tyler’s estimator [1], [2] which is defined as the solution
of the following fixed-point equation:
Σ = f(Σ), (1)
where the map f is defined over the positive definite hermitian
matrices of size m by
f(Σ) =
m
N
N∑
n=1
xnx
H
n
xHn Σ
−1xn
. (2)
As shown in [2] for the complex case, the solution exists and is
unique up to a scale factor. Moreover, the associated recursive
algorithm defined by
Σ˜(k+1) =
m
N
N∑
n=1
xnx
H
n
xHn Σ̂
−1
(k)xn
Σ̂(k+1) =
m
Tr
(
Σ˜(k+1)
) Σ˜(k+1) (3)
converges towards the solution which respects the constraints
that its trace is equal to m, whatever the initialization matrix
Σ(0).
It is important to notice that the constraint on the trace,
used here for identifiability considerations, is only considered
in the recursive algorithm to obtain a unique solution.
However, this solution is not the general solution of Eq.
(1), since this general solution is not unique but is defined
up to a scale constant as shown in [2]. More precisely,
under the constraint Tr(Σ) = m, it is proved in [2] that
a particular solution exists, is unique and can be achieved
by using the recursive algorithm defined in Eq. (3). In the
following, this point will be more detailed concerning the
shrinkage fixed point estimator, since it is proved in this
work that no additional constraint is required to obtain the
uniqueness of a solution of the shrinkage fixed point equation.
Let us consider now the shrinkage (diagonally loaded) fixed
point originally introduced in [3], fully analyzed in [4] and
defined as the solution of the following fixed point equation,
for β ∈ [0, 1]
Σ(β) = (1− β) m
N
N∑
n=1
xnx
H
n
xHn Σ(β)
−1xn
+ β I. (4)
Notice that no proof of existence and uniqueness of a solution
of Eq. (4) is given in [4] as stated by Theorem 1 of [4].
Actually, it is proved that the following recursive algorithm
converges to a unique solution whatever the initialization:
Σ˜(k+1) = (1− β)
m
N
N∑
n=1
xnx
H
n
xHn Σ̂
−1
(k)xn
+ β I
Σ̂(k+1) =
m
Tr
(
Σ˜(k+1)
) Σ˜(k+1) (5)
PASCAL et al.: COVARIANCE MATRIX ESTIMATION: GENERALIZED ROBUST SHRINKAGE ESTIMATOR VERSUS TYLER ESTIMATOR 3
In [5], a similar shrinkage fixed point has been proposed
and is defined by
Σ˜(β) = (1−β) m
N
N∑
n=1
xnx
H
n
xHn Σ˜(β)
−1xn
+β
m
Tr(Σ˜(β)−1)
I. (6)
The aim of this paper is to analyze the fixed-point scheme
defined by Eq.(4). This is the purpose of the next section.
III. MAIN CONTRIBUTION
One of the main contributions of this paper is to prove that
Eq. (4) admits a unique solution for β ∈ (β¯, 1], where β¯ :=
max(0, 1−N/m) and that this solution can be achieved by a
similar algorithm to (5) but without the step that imposes the
trace of the solution equal to m. Before turning into the proof
of such a result, let us notice that, interestingly, we have the
next proposition.
Proposition III.1 If Eq. (4) admits a solution Σ for some
β ∈ (0, 1], thus Σ verifies the following constraint:
Tr
(
Σ−1
)
= m. (7)
Proof: Let us whiten Eq. (4) by Σ−1:
I = (1− β) m
N
N∑
n=1
Σ−1/2xnxHn Σ
−1/2
xHn Σ
−1xn
+ βΣ−1.
By setting zn = Σ−1/2xn/
√
xHn Σ
−1xn, which is of unit
norm, one obtains
I = (1− β) m
N
N∑
n=1
znz
H
n + βΣ
−1, (8)
and by taking the trace, one has
m = (1− β) m
N
N∑
n=1
Tr
(
znz
H
n
)
+ β Tr
(
Σ−1
)
.
Since each zn is of unit norm, one has Tr
(
znz
H
n
)
= 1 and
the above equation reduces to
m = (1− β)m+ β Tr (Σ−1) ,
which concludes the proof for any β different from 0.
Consequently, there is no reason for a solution to
simultaneously verify Tr
(
Σ−1
)
= m and Tr (Σ) = m
as it is provided by the algorithm of [4], recalled in Eq. (5).
Moreover, the way proposed by [5] that penalizes on the
trace of the inverse is not necessary since this constraint is
naturally satisfied.
The second contribution of this paper consists in showing,
when m/N < 1, that the map β 7→ Σ(β) defined on (0, 1]
admits a limit as β tends to zero and thus converges to the
unique fixed point of Eq. (1) whose inverse has its trace
equal to m. The following theorem proves the existence and
the uniqueness of a solution of the fixed point Eq. (4) for
any β between 0 and 1 (bounds are included) when N > m,
but also in the case where N ≤ m for particular values of β.
On the other hand, a simpler recursive algorithm is provided,
whose convergence to the solution is ensured.
We use D to denote the set of Positive Definite Symmetric
(PDS) matrices of size m.
Theorem III.1 The following fixed point equation
Σ = (1− β) m
N
N∑
n=1
xnx
H
n
xHn Σ
−1xn
+ β I, (Σ, β) ∈ D × (0, 1],
(9)
admits a solution if and only if β ∈ (β¯, 1], where β¯ :=
max(0, 1 − N/m), and in that case, the solution is unique
and denoted Σ(β).
Moreover, when m/N < 1, limβ→0 Σ(β) exists and is equal
to the unique fixed point of Eq.(1) whose inverse has a trace
equal to m.
Let us notice that Theorem III.1 provides the main result
of this work. It directly implies that the unique solution of
Eq. (4) tends to a particular Tyler’s estimator as β tends to
0, i.e. the unique estimator that verifies that the trace of its
inverse is equal to m.
In the course of the argument of Theorem III.1, we will
be considering the functions F : D × [0, 1] → (R+)∗ and
f : D × [0, 1]→ D given by
F (Σ, β) :=
exp(−Nβ Tr(Σ−1))
det(Σ)N
N∏
n=1
(x>nΣ
−1xn)−m(1−β)
(10)
f(Σ, β) := (1− β) m
N
N∑
n=1
xn x
>
n
x>nΣ
−1 xn
+ β I. (11)
The extension to the complex numbers follows
straightforwardly, as proved in [2]. In the above functions,
β appears as an argument but it will be fixed (β ∈ (β¯, 1])
in the proof. These notations will allow one to maximize
the function F (·, β), that can be assimilated as a Likelihood
function, with respect to (w.r.t.) Σ. As mentioned in [31],
[32], an important challenge when dealing with the shrinkage
estimator is to find a "good" shrinkage parameter. Discussions
on the theorem results are provided after the proof in remark
III.1.
Proof: The proof is divided into two parts according to
the value of the ratio m/N .
A. Case where m/N < 1
The proof strategy is similar to that of [11]. More precisely,
we will first prove that, for every β ∈ (0, 1], Eq. (4) has
solutions by combining two facts: (a) solutions of Eq. (4) are
exactly the critical points of F (·, β) and (b) F (·, β) admits
a unique strict global maximum on D. In a second step, we
will show that every critical point F (·, β) in D must be a
strict local maximum and we hence conclude the first part of
Theorem III.1 relying on a topological argument. As for the
second one, this will result the study of the map β 7→ Σ(β)
as β tends to zero.
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In the sequel, we use Fβ and fβ to denote respectively
the maps over D given by F (·, β) and f(·, β). Note that the
maps F0 and f0 have been studied in detail in [2]. Let us now
consider the "log-likelihood function"
log(Fβ)(Σ) = −N log(det(Σ))−Nβ Tr(Σ−1)
−m(1− β)
N∑
n=1
log(x>nΣ
−1xn).
By differentiation w.r.t Σ, one obtains
∇ log(Fβ)(Σ) = −NΣ−1
(
Σ− fβ(Σ)
)
Σ−1, (12)
where ∇ log(Fβ)(Σ) is the unique symmetric matrix such
that dFβ(Σ)(Q) = Tr(∇ log(Fβ)(Σ)Q) for every symmetric
matrix Q. We therefore trivially conclude that the fixed points
of f(·, β) are exactly the critical points of Fβ .
We next state the following proposition.
Proposition III.2 Assume that m/N < 1. For every (Σ, β) ∈
D× [0, 1], one has that (a) Fβ can be extended by continuity
on the boundary of D by zero; (b) Fβ(Σ) tends to zero as
‖Σ‖ tends to infinity. Hence, Fβ admits a global maximum in
D.
Proof: The proof has been postponed in Appendix A.
We next prove that every critical point of Fβ in D must
be a local strict maximum. We then immediately conclude the
argument for the existence of a solution of Eq. (4).
Proposition III.3 For every β ∈ (0, 1], if Σ ∈ D is a critical
point of Fβ , then
Hessβ(Σ)(Q)
NβFβ(Σ)
≤ −β Tr(QΣ−2QΣ−2), (13)
where Hessβ(Σ) is the Hessian of Fβ at Σ. One deduces at
once that Σ must be a local strict maximum.
Proof: The proof has been postponed in Appendix B.
As for the uniqueness of the solution of Eq. (4), we argue
by contradiction. Assuming that two such solutions Σ1 and
Σ2 exist in D, we can apply the mountain-pass theorem to
the functional 1/Fβ ( [35]) since the latter functional tends
to infinity as one approaches the boundary of D. We thus
obtain the existence of a saddle point of Fβ in D, which is
not possible according to Proposition III.3.
We now turn to the second statement in Theorem III.1,
namely the fact that limβ→0 Σ(β) exists and belongs to D.
First notice that if Σ̂ is an accumulation point of Σ(β) as
β tends to zero such that Σ̂ ∈ D, then Σ̂ must be a fixed
point of f0 whose inverse has trace equal to m. According to
Theorem IV.1 of [2], the latter is unique. To prove the thesis,
it is therefore sufficient to prove that Σ(β) is lower bounded,
for β small enough, by a element of D. That last statement
would follow from an upper bound for det(Σ(β)), for β small
enough, since Tr(Σ(β)−1) = m implies that Σ(β) ≥ 1/m I.
This is the object of the following proposition.
Proposition III.4 There exists C0 > 0 such that, for every
β ∈ (0, 1), det(Σ(β)) ≤ C0.
Proof: The proof has been postponed in Appendix C.
The proof of Theorem III.1 when m/N < 1 is then
complete. Let us now turn to the case where m/N ≥ 1.
B. Case where m/N ≥ 1
We have the following result.
Proposition III.5 The fixed point equation (9) admits a
unique solution if and only if (1− β)m/N < 1.
Proof: The proof has been postponed in Appendix D.
This concludes the proof of Theorem III.1.
Some comments on the results of Theorem III.1 are given
in the following remark.
Remark III.1 Two main points are involved by Theorem III.1:
• First, when m/N > 1, the parameter β should be greater
than 1−N/m, which is a very intuitive condition. Indeed,
the greater the ratio of m/N, the more a priori information
is needed or equivalently, the stronger the regularization
has to be. This implies for this shrinkage FP algorithm
that the weight applied on the identity matrix has to be
higher.
• Then, the proposed shrinkage FPE is unique, which
differs from the one defined by Eq. (6) that is unique
only up to a scaling factor. Actually, the consequence of
the penalization function used in [5] is to removed the
natural trace constraint.
• Moreover, the approach used to prove Theorem III.1
relies on the analysis of a likelihood function (LF), which
can be seen as a generalization of the complex angular
Gaussian (AG) distributions detailed in [9], due to the
parameter β. Of course, when β = 0, one retrieves the
classical AG distribution. Interestingly, this LF can now
be maximized w.r.t the CM but also w.r.t to β, to obtain
a way to optimally set the β parameter. Unfortunately,
as shown in the Appendix by Proposition E.1, the Log-
likelihood function is convex and so the maximum is
obtained for β = 0 or β = 1.
• Following previous remark, a way to find an optimal (in
the sense of minimizing the Mean Square Error) value of
β has been recently proposed in [36] by means of large
Random Matrix Theory.
IV. SIMULATIONS
This section is divided into two parts. First, the algorithm
behaviour of the Shrinkage estimate is analysed and compared
to the FPE, only for estimation purposes. Moreover, the
convergence of the Shrinkage estimate towards the particular
FPE that verified Tr(Σ̂
−1
) = m, proved by Theorem III.1, is
illustrated when the shrinkage parameter β tends to 0.
Then, the Shrinkage estimate is used in a STAP application
and its performance is compared to the one of the FPE, the
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Fig. 1. Normalized mean square error of Mˆ estimated by the FPE and the
shrinkage FPE versus the parameter β of the shrinkage FPE and for different
covariance matrices, i.e. for different values of the correlation coefficient ρ,
where N = 24 samples and the dimension of the data is m = 12 for Gaussian
noise.
standard Sample Covariance Matrix (SCM) and the Diagonally
Loaded-SCM (DL-SCM).
A. Shrinkage FPE algorithm analysis
In these simulations, the true covariance matrix Σ = αM
is defined through a correlation coefficient ρ as follows:
Mij = ρ
|i−j|, for ρ ∈ (0, 1) (14)
where α is a scalar that ensures Tr(Σ−1) = m, i.e. α =
Tr(M−1)/m, to be coherent with the theoretical results and
the discussions on the trace constraint. Consequently, the
particular FPE that is studied is the one whose trace of
its inverse is equal to m. But, of course, for application
purposes with a priori knowledge on this coefficient, the
recursive algorithm can be modified without changing the
results (convergence to a unique solution) as it is proved
in Theorem III.1. This definition allows to use covariance
matrices close to the identity matrix (for ρ close to 0) as well as
bad conditioned covariance matrices when ρ is close to 1. The
samples are zero-mean generated from Gaussian distribution
with covariance matrix Σ. Let us notice that the result are still
valid for any Spherically Invariant Random Vectors (SIRV)
since, in the definition of both estimators (Shrinkage estimator
and FPE), they do not depend on a scalar factor that multiplies
the samples xn.
Furthermore, the dimension m of the data is settled to be
equal to 12, the number N of samples is equal to 24, 48 or
200 and to assess estimates performances, the Normalized
Mean Square Error (NMSE) is used.
Figures 1(a), 1(b) and 1(c) show the NMSE versus the
regularized parameter β for the Shrinkage estimator as
well as for the FPE, for different values of the correlation
coefficient, i.e. ρ = 0.01, 0.5 and 0.99 and for a number
of samples N equal to 24, i.e. twice the dimension of the
observations. Let us first notice that in all scenarios, the
Shrinkage estimator outperforms the FPE, particularly when
ρ is closed to 0, since the regularization enforces to provide
an estimate close to the identity matrix. But, even for large
values of ρ, the NMSE of the Shrinkage estimator is lower
than the one of the FPE. Another interesting result is that
the optimal1 regularized parameter changes according to the
true covariance matrix: larger is the correlation coefficient
ρ, smaller is the optimal regularized parameter, and conversely.
This behavior is also present on Figures 2(a), 2(b) and
2(c) where the number of samples is equal to N = 48. But
interestingly, for a larger N , the Shrinkage estimator does
not always outperform the FPE. Moreover, when N increases,
the optimal value of β will be equal to 0, i.e. the Shrinkage
estimator will be reduced to the FPE, as illustrated on Figure 3
for ρ = 0.5 and 0.99 and N = 200. This can be explained by
the fact that the FPE is a consistent ML estimator, as shown in
[9], [37] associated to a particular distribution of the sample
while, as shown by equation (10), the Shrinkage estimator
does not result from any known distribution. Furthermore,
this confirms what has been shown previously, which is that
maximizing the LF associated to the Shrinkage estimate on
both Σ and β is not a good way for optimizing on the
regularized parameter β since the optimization will provide
β = 0 or β = 1.
Conversely, when the number of samples N is small, the
regularization of the estimator plays an important role (as it
is designed for it) and allows to significantly improve the
performance, again in the sense of the NMSE. Besides, as
shown in the following application, the regularization also
allows one to deal with problem where N is smaller than the
dimension m, which is impossible by using the FPE since it
1in the sense of the particular criterion used in this work, i.e. the NMSE
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Fig. 2. Normalized mean square error of Mˆ estimated by the FPE and the
shrinkage FPE versus the parameter β of the shrinkage FPE and for different
covariance matrices, i.e. for different values of the correlation coefficient ρ,
where N = 48 samples and the dimension of the data is m = 12 for Gaussian
noise.
requires a matrix inversion in its definition.
Finally, Figure 4 illustrates the convergence of the Shrinkage
estimator towards the FPE when β tends to 0, by plotting the
following criterion: C1(β) = ‖Σ(β)−ΣFP ‖F /‖ΣFP ‖F for
different values of ρ and for m = 3 and N = 12.
B. Application to real STAP data
This section is devoted to the analysis of the Shrinkage
estimator performance on a real STAP data set. This
performance are analyzed through the target detection
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Fig. 3. Normalized mean square error of Mˆ estimated by the FPE and the
shrinkage FPE versus the parameter β of the shrinkage FPE and for different
covariance matrices, i.e. for different values of the correlation coefficient ρ,
where N = 200 samples and the dimension of the data is m = 12 for
Gaussian noise.
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Fig. 4. Convergence of Σ(β) towards ΣFP (that verifies Tr(Σ
−1
FP ) = m)
when β → 0 for N = 12, m = 3. The criterion used is C1(β) = ‖Σ(β)−
ΣFP ‖F /‖ΣFP ‖F .
problem. STAP [33], [34] is a recent technique used
in airborne phased array radar to detect moving targets
embedded in an interference background such as jamming
or strong clutter. While conventional radars are capable of
detecting targets both in the time domain related to target
range and in the frequency domain related to target velocity,
STAP uses an additional domain (space or information
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collected by an antennas array) related to the target angular
localization. The joint processing of these space-time data,
by appropriate two-dimensional adaptive filtering methods,
allows stronger interference/clutter rejection and therefore
improved target detection.
The STAP data are provided by the French agency
DGA/MI2: the clutter is real but the targets are synthetic.
The number of sensors is S = 4 and the number of coherent
pulses can be up to M = 64. The centre frequency and
the bandwidth are respectively equal to f0 = 10 GHz and
B = 5 MHz. The radar velocity is given by V = 100 m/s. The
inter-element spacing is d = 0.3 m and the pulse repetition
frequency is fr = 1 kHz. The Clutter to Noise Ratio (CNR)
is equal to 20 dB. The maximum number of samples available
for all scenarios is N = 408. In the different scenarios, targets
with a Signal to Clutter Ratio (SCR) of -5 dB are present.
Speed (m/s)
A
n
g
le
 (
d
e
g
)
 (Trial 10, beta= 0.5, 400 secondary data)
 
 
−5 0 5
−2
0
2
−30
−20
−10
Speed (m/s)
A
n
g
le
 (
d
e
g
)
 (Trial 10, beta= 0.6, 400 secondary data)
 
 
−5 0 5
−2
0
2
−30
−20
−10
Speed (m/s)
A
n
g
le
 (
d
e
g
)
 (Trial 10, beta= 0.7, 400 secondary data)
 
 
−5 0 5
−2
0
2
−30
−20
−10
Speed (m/s)
A
n
g
le
 (
d
e
g
)
 (Trial 10, beta= 0.8, 400 secondary data)
 
 
−5 0 5
−2
0
2
−30
−20
−10
Speed (m/s)
A
n
g
le
 (
d
e
g
)
 (Trial 10, beta= 0.9, 400 secondary data)
 
 
−5 0 5
−2
0
2
−30
−20
−10
Speed (m/s)
A
n
g
le
 (
d
e
g
)
 (Trial 10, beta= 1, 400 secondary data)
 
 
−5 0 5
−2
0
2
−30
−20
−10
Fig. 5. log10(Λ̂S−FPE) for different values of β: angle/speed map with
parameters m = 256, N = 400. The colour scale is in dB with a dynamic
of 30 dB from the maximum value of log10(Λ̂S−FPE)
The data under study contains 3 synthetic targets (4 m/s,
0 deg, cell 216), (4 m/s, 0 deg, cell 256) and (−4 m/s, 0 deg,
cell 296). We consider the range cell 256 under test. Moreover,
2The authors are grateful to DGA/MI for providing them this set of real
data
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Fig. 6. log10(Λ̂S−FPE−W ) for different values of β: angle/speed map with
parameters m = 256, N = 400. The colour scale is in dB with a dynamic
of 30 dB from the maximum value of log10(Λ̂S−FPE−W )
the range cells 216 and 296 are kept in the set of secondary
data to illustrate the robustness the shrinkage algorithm in case
of contaminated secondary data. For both algorithms under
study, four guard cells are removed around the range cell
256. To detect the target and to analyze the performance of
the Shrinkage FPE, we use the Adaptive Normalized Matched
Filter (ANMF) introduced by [22] and analyzed in [23]–[26].
It is given by:
Λ̂(M̂) =
|pHM̂−1y|2
|pHM̂−1p| |yHM̂−1y|
, (15)
where p is the so-called STAP steering vector, y is the
observation under test, i.e. in this case the range cell 256
and M̂ is the covariance matrix estimator built on the set
of secondary data, i.e. data that are assumed to be signal-
free and i.i.d. The ANMF presents some properties of in-
variance: it is invariant to a multiplicative scale factor on
the CM estimator. This implies that there is no need to
impose any trace constraint to the other CM estimators. Let
us recall that the Shrinkage FPE has, by construction, a trace
constraint on its inverse. Now, let us denote Λ̂SCM−DL =
Λ̂
(
M̂SCM−DL(β)
)
, Λ̂S−FPE = Λ̂
(
M̂S−FPE(β)
)
and
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Λ̂S−FPE−W = Λ̂
(
M̂S−FPE−W (β)
)
, where
M̂SCM−DL(β) =
1− β
N
N∑
n=1
xHn xn + β I,
M̂S−FPE(β) is the unique solution of equation (4) and
M̂S−FPE−W (β) is a solution of equation (6). Moreover, let
us denote Λ̂SCM the ANMF built with the classical SCM
that will play the role of a benchmark.
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Fig. 7. log10(Λ̂SCM−DL) for different values of β: angle/speed map with
parameters m = 256, N = 400. The colour scale is in dB with a dynamic
of 30 dB from the maximum value of log10(Λ̂SCM )
Figure 5 (resp. figure 6) depicts the detection results ob-
tained with Λ̂S−FPE (resp. Λ̂S−FPE−W ) while on figure 7
for different speeds and different azimuths, the results for
Λ̂SCM−DL are given. More precisely, figures 5, 6 and 7
represent the detection results for the range cell 256 in colour
scale; the y-axis corresponds to the target angle (in degree)
while the x-axis corresponds for the target velocity (in m.s−1).
These two figures have been obtained for N = 400 secondary
data, which means that it is a classical over-sampled case.
Finally, for each case, results are given for 6 different values
of the Shrinkage parameter β, to highlight the impact of this
parameter onto the detection performance.
The first comment is that the well-known diagonal loading
techniques allows one to improve the clutter rejection except
for the SCM-DL on the clutter ridge. More interestingly, one
can notice that the result for the SCM-DL is the same for all
values of β, which means that there is no adaptive whitening
(clutter cancellation) with the covariance matrix estimate.
The result is the same as when plugging the identity matrix
(β = 1) in the ANMF instead of an estimate. The clutter
which is mainly on the diagonal is not removed. On the
opposite, the S-FPE provides very interesting results since,
according to the values of β, the clutter is more or less totally
removed. The cases where β equals 0.7 and 0.8 provide the
best clutter rejection. On the other hand, one can notice that
the bad results of the SCM-DL are due to the presence of
targets in the secondary data while the performance of the
S-FPE, due to the robustness of the Tyler’s estimator, are
not affected by these contaminated data. Finally, the S-FPE
and the S-FPE-W seem to provide very similar results (the
differences are of order 10−5) which could be explained by
the fact that the resulting covariance matrix estimators are
equal up to a scaling constant.
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Fig. 8. log10(Λ̂S−FPE) for different values of β: angle/speed map with
parameters m = 256, N = 200. The colour scale is in dB with a dynamic
of 30 dB from the maximum value of log10(Λ̂S−FPE)
Then, since in a STAP context, the ground clutter has
been shown to be low-rank [38], it is possible to estimate
the covariance matrix with less secondary data by using
DL techniques. For this dataset, the estimated clutter rank,
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Fig. 9. log10(Λ̂S−FPE−W ) for different values of β: angle/speed map with
parameters m = 256, N = 200. The colour scale is in dB with a dynamic
of 30 dB from the maximum value of log10(Λ̂S−FPE−W )
obtained from the Brennan rule [38] is then equal to r = 45.
This value is small in comparison to the full size of clutter
covariance matrix, m = SM = 256.
This is the purpose of figures 8, 9 and 10 where the number
of secondary data used to estimate the CM is N = 200,
which is less than the data dimension. Thus, without any
DL techniques, the CM estimate is not invertible. First, one
can notice that the result for the DL-SCM are very similar
as previous ones, due to the fact that the term with the
identity matrix is prevailing on the SCM. More importantly,
concerning the S-FPE, the DL approach, for β large enough,
allows to compute the FP algorithm which requires a matrix
inversion. Let us recall that, according to Theorem III.1, β
has to be greater than 1 − N/m, i.e. approximately 0.22.
Moreover, this leads to good results in terms of clutter
rejection as well as of target detection. Moreover, the
"optimal"3 value of β has changed and is now closer to 0.8.
Finally, previous comments concerning the robustness of the
S-FPE to the contaminated data are still valid, as well as the
similar results between S-FPE and S-FPE-W.
Now, to highlight the improvement brought by the shrinkage
3optimal in the sense that there is a good clutter cancellation
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Fig. 10. log10(Λ̂SCM−DL) for different values of β: angle/speed map with
parameters m = 256, N = 200. The colour scale is in dB with a dynamic
of 30 dB from the maximum value of log10(Λ̂SCM )
techniques, figure 11 depicts the results obtained by the
"classical" ANMF built with the SCM, Λ̂SCM , in the same
context as for other detectors, for N = 400 and N = 200. As
expected, when N = 400, the performance are degraded in
comparison of the performance of other detectors. However,
the target can be detected but with a strong clutter level. Then,
for a smaller number of secondary data, i.e. N = 200, Λ̂SCM
is not able anymore to detect the target .
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Fig. 11. log10(Λ̂SCM ): angle/speed map with parameters m = 256 for the
range bin 268 and for different values of N . The colour scale is in dB with
a dynamic of 30 dB from the maximum value of log10(Λ̂SCM )
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V. CONCLUSION
In the context of covariance matrix estimation, this paper
presents the derivation, namely the proofs of existence and
uniqueness, of the shrinkage Fixed Point estimator. Contrary
to the results presented in [4], this proof does not require any
additional constraint on the trace of the shrinkage FP. However,
this more general case has some limitations since it is proved
that the existence and uniqueness of the Shrinkage FP are
only valid for certain values of the shrinkage parameter. More
precisely, the results is true for m/N < 1 and when m/N ≥
1, β has to be greater than 1 − N/m, which seems to be
a realistic constraint. One the other hand, the performance
of the Shrinkage FP has been analyzed through Monte-Carlo
simulations, and then, it has been applied on STAP data for
target detection purposes. These results show the interest of
using such a shrinkage method since it improves the detection
performance and presents the main advantage of being able to
deal with problems where the number of samples is less than
the dimension of the observations.
APPENDIX A
PROOF OF PROPOSITION III.2
Define on D the functional L by
L(Σ) =
exp(−Tr(Σ−1))
det(Σ)
. (16)
Then, one trivially has
Fβ(Σ) = L(Σ)
NβF0(Σ)
(1−β). (17)
Moreover, note that the real-valued function x 7→ x exp(−x)
defined on (R+)∗ is upper bounded by one and tends to zero
as x tends either to zero or to +∞. Therefore, L(Σ) tends to
zero as soon as one of the eigenvalues of Σ tends to zero or
+∞. By the properties of F0 proved in Theorem IV.1 of [2],
F0 is bounded over D if m/N < 1 and one deduces at once
Items (a) and (b).
APPENDIX B
PROOF OF PROPOSITION III.3
By a trivial computation, one has, for every β ∈ (0, 1) and
symmetric matrix Q, that
Hessβ(Σ)(Q)
βFβ(Σ)
= 〈Q, d∇ logFβ(Σ)(Q)〉
= −N〈Q,Σ−1V (Σ, Q, β)Σ−1〉,
where
V (Σ, Q, β) := Q− (1− β)m
N
N∑
n=1
x>nΣ
−1QΣ−1xn
(x>nΣ
−1 xn)2
xn x
>
n .
Setting R := Σ−1/2QΣ−1/2 and using the vectors zn defined
in Eq. (8), one rewrites the above equation as
Hessβ(Σ)(Q)
NβFβ(Σ)
= −[Tr(R2)− (1− β)m
N
N∑
n=1
(z>nR zn)
2
]
.
Multiplying Eq. (8) on the left and on the right by R, then
taking the trace, one gets an expression for Tr(R2) which is
reported in the above equation. One therefore obtains that
Hessβ(Σ)(Q)
NβFβ(Σ)
= −[β Tr(RΣ−1R)
+
(1− β)m
N
N∑
n=1
(‖Rzn‖2 − (z>nR zn)2)
]
.
Since the vectors zn have unit length, one deduces at once
from Cauchy-Schwarz’s inequality, that the summation term
in the above equality is non negative. Hence Eq. (13).
Therefore, if Σ ∈ D is a critical point of Fβ , Hessβ(Σ) is
negative definite, implying that Σ is a local strict maximum
for F .
APPENDIX C
PROOF OF PROPOSITION III.4
Let P be the unique fixed point of F0 such that Tr(P ) = m.
Then, for every β ∈ (0, 1), one has Fβ(Σ(β)) ≥ Fβ(P ) and
F0(Σ(β)) ≤ F0(P ). We multiply the two inequalities and,
after using Eq. (17) and the fact that Tr(Σ(β)−1) = m, we
deduce that, for every β ∈ (0, 1),
det(Σ(β)) ≤ exp(−m)
L(P )
.
APPENDIX D
PROOF OF PROPOSITION III.5
Set γ := (1 − β)m/N and assume first that Eq. (9)
admits a solution Σ in D. Set d1 := xT1 Σ−1x1 and
Σ1 := Σ − γd1 x1xT1 . Since Σ1 ≥ βI, one gets that Σ1 is
positive definite and d¯1 := xT1 Σ
−1
1 x1 is strictly positive. By
a standard computation, one gets that d1 = (1− γ)d¯1, which
implies that γ < 1.
Conversely, assume that γ < 1. A careful examination
of the proof of Theorem III.1 reveals that the assumption
m/N < 1 is required only to get that the functional F0 can
be extended by continuity on the boundary of D by zero
and bounded over D. It turns out that, under the relaxed
condition γ < 1, one can show that Fβ can be extended by
continuity on the boundary of D by zero and Fβ(Σ) tends to
zero as ‖Σ‖ tends to +∞. To proceed, one can also suppose
without loss of generality that N ≤ m and the (xi)1≤i≤N are
linearly independent. For Σ ∈ D, set Gβ(Σ) := Fβ(Σ)1/N .
If 0 < λ1(Σ) ≤ · · · ≤ λm(Σ) are used to denote the m-th
ordered eigenvalues of Σ, we define on D the following
functional for ρ > 0
Hρ(Σ) :=
( N∏
n=1
exp(−ρ/λn(Σ))
λn(Σ)1−γ
)
·
( m∏
n=N+1
exp(−ρ/λn(Σ))
λn(Σ)
)
. (18)
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Moreover, complete orthogonally the (xi)1≤i≤N by an or-
thonormal set (yk)N+1≤i≤m and let Z be the m×m matrix
whose columns are the (xi)1≤i≤N and then the (yk)N+1≤i≤m.
Finally note Σ˜ := Z−1Σ(Z−1)T for every Σ ∈ D. Then one
has
Gβ(Σ) =
exp(−β Tr((ZTZ)−1Σ˜)
det(Z−2) det(Σ˜)
N∏
n=1
(
Σ˜
−1)−γ
nn
.
We finally need the following lemma before estimating Gβ .
Lemma D.1 (i) If A,B are two symmetric positive
definite m×m matrices, then there exist two positive
constants a1, a2 only depending on A such that
a1 Tr(B) ≤ Tr(AB) ≤ a2 Tr(B).
(ii) If A is a symmetric positive definite m×m matrix,
then
N∏
j=1
Ajj ≥
N∏
j=1
λj(A).
Proof: The right inequality in Item (i) follows with from
Von Neuman’s theorem (cf. Theorem 7.4.11 in [39]) and the
the left inequality as a application of the right inequality
with A−1 and A1/2BA1/2 instead of A and B. As for
Item (ii), first consider AN = (Aij)1≤i,j≤N . According to
Hadamard’s inequality, one gets
N∏
j=1
Ajj ≥ det(AN ). Then
one concludes by using Theorem 4.3.28 in [39] stating that
λj(AN ) ≥ λj(A) for 1 ≤ j ≤ N .
Now, we deduce at once from the previous lemma and Eq.
(18) that Gβ(Σ) ≤ C0Haβ(Σ˜), where the constants C0 and
a only depend on Z.
Note that the real-valued function x 7→ x exp(−aβx)
defined on (R+)∗ is upper bounded and tends to zero as x
tends either to zero or to +∞. The same result holds true
for x 7→ x1−γ since γ < 1. One gets immediately that Haβ
(and then Gβ) admits a global maximum on D and one
concludes the proof of Proposition III.5 by using the rest of
the argument of Theorem III.1.
APPENDIX E
ANALYSIS OF THE GLOBAL MAXIMUM
In this section, we investigate the more general question
of maximizing F over the full state space [0, 1] × D. Taking
into account the previous results, it is enough to maximize
over [0, 1] the function M(β) := logF (β,Σ(β)). We get the
following.
Proposition E.1 The maximum of F over [0, 1]×D is reached
for β equal to zero or one and, therefore, the set of maximizers
is either Idm or the half-line R+∗ P , where P is the unique
fixed point of F0 such that Tr(P ) = m.
Proof: We will derivate the function M(·) and for that,
we next prove that M(·) is of class C2 over (0, 1]. To show
that, it amounts to prove that the function β 7→ Σ(β) is itself
of class C2 over (0, 1]. To see the latter, notice that Σ(β) is
defined implicitly by the equation
∂ logF
∂Σ
(β,Σ(β)) = 0, (19)
for β ∈ (0, 1]. Since F is real-analytic with respect to its
arguments, if one is able to apply the implicit function theorem
to the above equation, then at once one gets the desired
regularity for β 7→ Σ(β) over (0, 1]. In turn, to meet the
conditions of the implicit function theorem, one must get
the invertibility of the map ∂
2 logF
∂Σ2
(β,Σ(β)), i.e. that of
Hessβ(Σ(β)), which is established in Proposition III.3.
For β ∈ (0, 1], one has Eq. (19) and one deduces that
M ′(β) =
∂ logF
∂β
(β,Σ(β)) (20)
= −Nm+m
N∑
n=1
log(x>nΣ
−1(β)xn). (21)
We next prove that M ′′(β) > 0 for β ∈ (0, 1]. First, taking
the derivative with respect to β in Eqs. (19) and (21) yields
that, for β ∈ (0, 1],
∂2 logF
∂β∂Σ
(β,Σ(β)) +
∂2 logF
∂Σ2
(Σ′(β), ·) = 0,
and on the other hand
M ′′(β) =
∂2 logF
∂β∂Σ
(β,Σ(β))(Σ′(β).
One immediately deduces that, for β ∈ (0, 1],
M ′′(β) = −Hessβ(Σ′(β)) > 0.
We deduce that M is convex on [0, 1] and, therefore, achieves
its maximum at β equal to zero or one.
Remark E.1 According to the above proposition, one must
compare one with
N∏
n=1
(x>nΣ
−1xn) to decide whether the
maximum is reached for β = 0 or β = 1.
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