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Resumen En este trabajo se presentan dos modelos de aproximacio´n
para la determinacio´n de la relacio´n de pe´rdidas de cuadros de la te´cnica
de paralelizacio´n Alternate Frame Rendering en un sistema de rende-
rizacio´n de mejor esfuerzo. El primero de los modelos considera que la
velocidad de cuadros por nodo es constante en el tiempo, mientras que
en el segundo, la velocidad de cuadros por nodo var´ıa en el tiempo pero,
la velocidad de cuadros promedio es constante entre todos los nodos. Fi-
nalmente, se presentan resultados de desempen˜o teo´rico simulados hasta
512 nodos y se concluye que, para ambos modelos, el sistema posee una
buen desempen˜o para menos de 16 nodos.
Keywords: AFR · Volume Rendering · PD-Rend · Best Effort Compu-
ting.
1. Introduccio´n y Trabajos Relacionados
Un modelo 3D es una representacio´n de un objeto, el cual puede ser descripto
mediante un volumen compuesto de voxels. La medicina moderna trabaja con
modelos 3D, los cuales se obtienen a trave´s de la tomograf´ıa computada (CT)
o ima´genes por resonancia magne´tica (MRI). Para la visualizacio´n por compu-
tadora de estos modelos se debe realizar un procesamiento gra´fico denominado
renderizacio´n. Existen aplicaciones tales como el entrenamiento me´dico y las
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pra´cticas pre-quiru´rgicas donde se requiere la renderizacio´n de volu´menes con
extremo nivel de realismo. Por ello el proceso debe cumplir con dos caracter´ısti-
cas fundamentales: el foto-realismo y el cine-realismo [18]. Tanto el foto-realismo
como el cine-realismo demandan gran capacidad de co´mputo, no so´lo para ob-
tener ima´genes quasi-reales (foto-realismo), sino tambie´n en tiempo real y con
fluidez temporal (cine-realismo).
Las te´cnicas de computacio´n paralela y distribuida permiten desarrollar un
sistema de renderizacio´n de volumen escalable con un buen rendimiento, el cual
produce resultados foto y cine realistas. De esta forma, los datos se pueden
distribuir en p´ıxeles, objetos 3D o cuadros temporales. La taxonomı´a de Molnar
es aplicable a p´ıxeles y objetos 3D [13], mientras que para cuadros completos se
utiliza renderizacio´n de cuadros alternativos (AFR) [10].
En este caso particular, el enfoque de la problema´tica esta´ aplicado a la
utilizacio´n de la te´cnica de distribucio´n AFR en un sistema de renderizacio´n
de volu´menes en tiempo real y de mejor esfuerzo computacional denominado
PD-Rend. Una caracter´ıstica clave en AFR es que procesa mu´ltiples cuadros
simulta´neamente usando mu´ltiples nodos GPU / CPU. Cada Nodo Procesador
procesa la escena completa para diferentes cuadros temporales, seguido de una
clasificacio´n de cuadros en la secuencia correcta para la visualizacio´n. Aunque
la latencia es inevitable entre la etapa de renderizado y la visualizacio´n final
[14], AFR presenta una escalabilidad o´ptima y se usa comu´nmente en entornos
con mu´ltiples GPU alojadas en una sola computadora [3]. Adema´s, el me´todo se
puede implementar en la mayor´ıa de las te´cnicas de iluminacio´n volume´trica[7],
como las te´cnicas basadas en la regio´n local [11] , isosuperficies [1], rebanadas
[20], funciones base [9], enrejados [19], iluminacio´n espacial [6] y trazado de rayos
[8]. AFR tambie´n esta´ integrado en el framework Equalizer [4].
En este estudio se presentan dos modelos aproximados de ana´lisis para la
determinacio´n de la relacio´n de pe´rdidas de cuadros y para la obtencio´n de la
eficiencia en la utilizacio´n de PD-Rend en la resolucio´n de la problema´tica antes
expuesta. En publicaciones previas de los autores se ha trabajado principalmente
con el primero de los modelos, como all´ı se detalla ampliamente la fundamenta-
cio´n teo´rica de la relacio´n de pe´rdidas de cuadros global, en e´ste introducimos
el estudio del segundo modelo y realizamos una comparacio´n entre ambos.
El trabajo esta´ organizado de la siguiente manera. En la seccio´n 2 se presenta
el sistema de renderizacio´n utilizado, en la seccio´n 3 se proponen los modelos
de ana´lisis que son utilizados, en la seccio´n 4 se presentan los resultados, y
finalmente en la seccio´n 5 se detallan los alcances de cada modelo de ana´lisis,
desempen˜o del sistema y trabajos futuros.
2. PD-Rend: Sistema de Renderizacio´n de mejor esfuerzo
El trabajo es analizado sobre PD-Rend, un sistema de renderizacio´n de
volu´menes paralelo y heteroge´neo, el cual esta´ compuesto de m nodos proce-
sadores que trabajan paralelamente para renderizar una escena. En la Figura 1
se presenta un esquema del sistema utilizado. Si bien el presente trabajo esta´
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aplicado a su utilizacio´n con AFR, demostrado en [17], tambie´n es posible utilizar
otras te´cnicas de paralelizacio´n tal como 2DR [16] y MFR[18].
Figura 1. Sistema Pd-Rend.
Como parte de sus para´metros de entrada, el Nodo Administrador recopila
la ubicacio´n del espectador, la ca´mara y las luces en la escena virtual. Esta
informacio´n se env´ıa, junto a un nu´mero de secuencia de tarea, a los Nodos
Procesadores por cada per´ıodo de tiempo Ta. Mientras que cada Nodo Procesador
esta´ ocupado renderizando un cuadro, tambie´n escucha al Nodo Administrador
y almacena las tareas recibidas. Una vez que cada Nodo Procesador termina de
procesar un cuadro y env´ıa los resultados junto al nu´mero de secuencia al Nodo
Integrador, recupera la tarea recibida ma´s reciente y descarta todas las dema´s
tareas. Por lo tanto, la siguiente tarea puede comenzar inmediatamente sin tener
que esperar un per´ıodo de Ta para recibir otra tarea. El Nodo Integrador recibe
todos los cuadros representados por los Nodos Procesadores y crea la animacio´n
final.
El Nodo Administrador difunde una lista detallada de tareas temporales a los
Nodos Procesadores. Tan pronto como cada Nodo Procesador finaliza una tarea,
selecciona otra tarea de la lista. Este es un enfoque de mejor esfuerzo, ya que no
todas las tareas pueden ser procesadas por los Nodos Procesadores disponibles.
Por lo tanto, si se incrementa el nu´mero de Nodos Procesadores, la resolucio´n
temporal de la animacio´n tambie´n aumenta.
Otra caracter´ıstica importante de PD-Rend es la ausencia de barreras de
sincronizacio´n entre los Nodos Procesadores. Cada Nodo Procesador hace su
mejor esfuerzo para renderizar tantos cuadros como sea posible. Debido a este
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enfoque de mejor esfuerzo, PD-Rend puede ejecutarse en entornos heteroge´neos,
combinando CPU y GPU de diferentes generaciones de hardware.
Esto permite crear clu´steres de visualizacio´n utilizando el hardware disponi-
ble y lograr un rendimiento razonable.
Figura 2. Ejemplo de Imagen renderizada
del Volumen Manix [21] con te´cnica de ren-
derizacio´n basada en ray-tracing [8].
La Figura 2 muestra una renderi-
zacio´n de un conjunto de datos de to-
mograf´ıa computarizada me´dica con
trazado de rayos de Monte Carlo. PD-
Rend produce ima´genes fotorrealistas
de alta calidad utilizando el trazado
de rayos de Monte Carlo con una ver-
sio´n modificada de Exposure Rende-
rer [8]. Como se explico´ anteriormen-
te, cada Nodo Procesador aplica n ite-
raciones de Monte Carlo por cuadro
renderizado [16] y env´ıa los cuadros
completos a trave´s de la red.
AFR permite crear animaciones
suaves cuando la ca´mara o el espec-
tador cambian sus posiciones. Adema´s, si la ca´mara no se mueve, los Nodos
Procesadores tienen la posibilidad de completar ma´s iteraciones de Monte Carlo
mediante la te´cnica MFR (Monte Carlo Frame Rendering)[18], lo que aumenta
la relacio´n sen˜al-ruido determinada por m ∗ n iteraciones de Monte Carlo en el
mismo cuadro de la escena. Ma´s alla´ de AFR y MFR, PD-Rend tambie´n puede
usar otras te´cnicas paralelas simulta´neamente.
3. Modelos de Ana´lisis para las pe´rdidas de
procesamiento con AFR
Cada Nodo Procesador le toma un per´ıodo de tiempo Tp para renderizar
un cuadro. Tp esta´ determinado por dos factores: el poder computacional y las
caracter´ısticas de la escena. En consecuencia, Tp generalmente var´ıa de nodo a
nodo y de cuadro a cuadro renderizado en el tiempo.
Cada Nodo Procesador, apenas se desocupa de una tarea anterior, realiza
una tarea de las recibidas del Nodo Administrador. Al finalizarla, env´ıa la tarea
procesada (en este caso un cuadro renderizado) al Nodo Integrador junto a un
nu´mero de secuencia de la tarea obtenido desde el Nodo Administrador. La co-
municacio´n entre el Nodo Procesador y el Nodo Integrador requiere de mucho
ancho de banda y genera un tiempo adicional Tc. A diferencia de Tp , Tc es cons-
tante y depende de la resolucio´n del cuadro y del ancho de banda de red. Por
todo ello, el tiempo total de renderizado de cada Nodo Procesador de PD-Rend
puede ser expresado de la siguiente manera:
Tt = Tp + Tc . (1)
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Sin embargo, este tiempo de transmisio´n se solapa con el per´ıodo de tiempo
de procesamiento del siguiente cuadro (el Nodo Procesador procesa un nuevo
cuadro mientras esta´ transmitiendo el anterior hacia el Nodo Integrador). Por lo
tanto, Tt puede ser reformulada considerando u´nicamente Tp (Tc es despreciada),
tal como indica la ecuacio´n 2.
Tt ≈ Tp . (2)
Dado que Tt es diferente entre Nodos Procesadores, existe la posibilidad que
el Nodo Integrador reciba cuadros fuera de secuencia desde los Nodos Procesa-
dores. Para una correcta visualizacio´n, estos cuadros deben ser descartados. Si
se quisiera evitar descartar dichos cuadros, una posible solucio´n sera´ almacenar
los cuadros recibidos en un periodo de tiempo determinado y ordenarlos para
visualizarlos en el orden correcto. Por desgracia, dicha solucio´n incrementa la
latencia del sistema [5] [2], lo cual es indeseable en aplicaciones tales como reali-
dad virtual [12]. De esta forma para conseguir una mı´nima latencia, PD-Rend
descarta todos los cuadros fuera de secuencia. Como resultado de esto, hay una
pe´rdida de procesamiento. Determinar esta pe´rdida y la relacio´n de pe´rdida con
respecto al total de co´mputo procesado es de vital importancia para estimar la
eficiencia y speedup del sistema [15].
Dada la complejidad de obtencio´n de una solucio´n para la determinacio´n de
las pe´rdidas se han planteado dos modelos aproximados para estimarlas en un
sistema real. Estos modelos se denominan Re´gimen Esta´tico y Re´gimen Dina´mi-
co y se detallan a continuacio´n.
3.1. Modelo de Re´gimen Esta´tico
En el modelo esta´tico consideramos la aproximacio´n de que el per´ıodo de
renderizado de cada Nodo Procesador no var´ıa en el tiempo. Cada Nodo Pro-
cesador tiene un per´ıodo de renderizacio´n constante en el tiempo, diferente del
resto y comprendido dentro de un rango de variacio´n.
Considerando de que hay m Nodos Procesadores, es posible determinar las
pe´rdidas teniendo en cuenta la aproximacio´n de que cada Nodo Procesador tiene
un per´ıodo Tt diferente pero constante en el tiempo. De esta manera, es posible
ordenarlos en forma creciente:
T1 < T2 < ... < Tm−1 < Tm . (3)
A partir de ello, se determino´ en [17] que es posible obtener la relacio´n de




























El estudio de la determinacio´n de distribucio´n de Tx que hacen ma´xima a Rt
es de especial importancia para la obtencio´n de la eficiencia mı´nima del sistema.
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Si bien posee una complejidad elevada del que au´n no se han obtenido soluciones
anal´ıticas exactas, pudo ser resuelto mediante Monte Carlo mediante el muestreo
aleatorio para la bu´squeda de distribucio´n de Tx en el rango entre T1 y Tm que
hace ma´ximo a Rt. La utilizacio´n de Monte Carlo por aproximaciones sucesivas
incremento´ la eficiencia de la bu´squeda de la distribucio´n ma´xima [17]. La Rt
media tambie´n pueden obtenerse por Monte Carlo promediando una cantidad
considerable de muestras, utilizando el mismo rango anterior. Para la obtencio´n
de Rt ma´xima y Rt media se utilizo´, para la caracter´ızacio´n de la distribucio´n
de los Txs, un para´metro denominado ı´ndice de invariabilidad z [17]. El mismo





3.2. Modelo de Re´gimen Dina´mico
En el modelo dina´mico se considera la aproximacio´n de que el tiempo de
renderizado Tx medio es igual entre Nodos Procesadores. Adema´s el rango de
variacio´n en el tiempo es el mismo para todos los Nodos Procesadores, definido
por z y comprendido entre T1 y Tm. Cada Nodo Procesador var´ıa, en el tiempo,
su Tx instanta´nea independientemente del resto, pero todos ellos dentro de un
rango de variacio´n dado tambie´n por z.
Para el caso de la obtencio´n de una solucio´n anal´ıtica del valor ma´ximo de
Rt para Re´gimen Dina´mico se requiere un ana´lisis de elevada complejidad, in-
cluso mayor al Re´gimen Esta´tico, lo cual excede el alcance de este trabajo y esta´
en proceso de investigacio´n. Igualmente, como en el caso de Re´gimen Esta´ti-
co es posible determinar una solucio´n aproximada en base a aproximaciones
con Monte Carlo. Sin embargo, debido al gran nu´mero de grados de libertad y
el procesamiento necesario para determinar soluciones con un error aceptable-
mente pequen˜o, au´n esta´ en proceso de determinacio´n. En el siguiente trabajo se
determina una cota ma´xima, la cual es fundamentalmente superior al ma´ximo de
re´gimen dina´mico y que, al usar un modelo de Nodos Procesadores homoge´neos,
puede determinarse fa´cilmente. Este caso hipote´tico representa la peor condi-
cio´n, para la cual arriban cuadros de todos los Nodos Procesadores, pero con
una distribucio´n tal que, al variar en el tiempo, permite que los cuadros de un
solo Nodo Procesador sean renderizados y el resto descartados.
As´ı, la relacio´n de pe´rdidas ma´xima para re´gimen dina´mico sera´ por ende





Si bien este caso puede resultar en pe´rdidas muy elevadas cuando el nu´mero
de Nodos Procesadores m aumenta (produciendo un sistema muy ineficiente) la
distribucio´n temporal que determina esta condicio´n es poco probable. De esta
forma, en te´rminos pra´cticos, lo realmente importante es la determinacio´n de
la Rt media para re´gimen dina´mico. La variabilidad temporal por cada Nodo
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Procesador determina gran cantidad de grados de libertad. La Rt media para
re´gimen dina´mico, a diferencia de re´gimen esta´tico, no puede ser determinada
fa´cilmente usando Monte Carlo dada la gran cantidad de grados de libertad.
Por ello, la resolucio´n se realiza con simulaciones matema´ticas en tiempos de
ejecucio´n lo suficientemente largos.
4. Resultados
Dado que el ana´lisis requiere de una cantidad de nodos muy superior a la
disponible, se han realizado simulaciones matema´ticas para la obtencio´n de los
resultados, con las consideraciones de cada caso anteriormente expuestas. Dichas
simulaciones han sido validadas con los resultados de sistemas reales con pocos
nodos.
En dichas simulaciones se ha estimado la relacio´n de pe´rdida de cuadros
descartados por fuera de secuencia con respecto a la cantidad de cuadros total
generado por el sistema, considerando variaciones estoca´sticas en los tiempos de
procesamiento. Para el caso de re´gimen esta´tico se asignan per´ıodos constantes
en el tiempo por cada nodo y dentro del rango estipulado por z. Por el contrario,
para re´gimen dina´mico, se asignan per´ıodos variables en el tiempo pero tambie´n
acotados por el rango estipulado por z.
Los resultados de re´gimen esta´tico para pe´rdidas de cuadros ma´ximas y me-
dias pueden observarse en la Figura 3 mientras que los resultados para re´gimen
dina´mico se muestran en la Figura 4.
Figura 3. Relacio´n de Pe´rdidas de cuadros Ma´xima y Media para Re´gimen Esta´tico.
Como es posible observar en la Figura 5, el error en la determinacio´n del
valor medio de Rt mediante la aproximacio´n de re´gimen dina´mico y esta´tico
es pequen˜o, levemente superior en la estimacio´n para re´gimen dina´mico y en
cualquier caso inferior al 3%.
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Figura 4. Relacio´n de Pe´rdidas de cuadros Ma´xima y Media para Re´gimen Dina´mico.
Figura 5. Diferencia entre la estimacio´n de pe´rdida media de Re´gimen Dina´mico y
Esta´tico.
5. Conclusiones y Trabajos Futuros
En este trabajo se utilizo´ el sistema PD-Rend aplicando la te´cnica de parale-
lizacio´n AFR a fin de observar el comportamiento del sistema para el modelo de
re´gimen esta´tico y dina´mico. De los resultados obtenidos, se observa que, para
ambos casos, Rt se encuentra limitada y permite la utilizacio´n del sistema para
una cantidad de Nodos Procesadores m menor o igual a 16, permitiendo as´ı una
relacio´n de pe´rdidas menor al 50%. Si bien ambos modelos expuestos pueden
utilizarse para la determinacio´n de la eficiencia global del sistema, cada uno de
ellos son apropiados para modos de funcionamiento espec´ıficos, ellos son:
Modelo de Re´gimen Esta´tico: Es apropiado para la determinacio´n de la Rt
debida a las diferencias de capacidad de co´mputo entre los diferentes Nodos
Procesadores. Esto resulta de importancia en un sistema que esta´ planteado
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para ser heteroge´neo permitiendo el uso de Nodos Procesadores con diferente
arquitectura y capacidad computacional.
Modelo de Re´gimen Dina´mico: Es apropiado para la determinacio´n de la
Rt ocasionada por las diferencias de tiempo de renderizado debidas a las
caracter´ısticas cambiantes de la escena, pero considerando la aproximacio´n
de que todos los Nodos Procesadores son homoge´neos.
En un futuro se plantea la realizacio´n de un modelo global exacto mediante
la utilizacio´n de los dos modelos aproximados de re´gimen esta´tico y re´gimen
dina´mico para una determinacio´n anal´ıtica exacta de la Rt.
Adema´s, actualmente se esta´n desarrollando me´todos de compensacio´n para
reducir la Rt y, por ende, incrementar la eficiencia del sistema de forma de
permitir a PD-Rend funcionar con una eficiencia aceptable para m ≥ 16.
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