Previous studies of the Iterated Prisoner's Dilemma Game (IPDG) focus on the optimal strategies for accumulating points against another player or the evolution of cooperation. Instead, this paper expands upon the possible complexity in interactions by using a Cellular Automaton (CA) model to simulate large numbers of players competing within a limited space. Unlike previous works, we introduce a method for creating a wide variety of deterministic rules by mapping each possible interaction to a binary number. We then prove the computational universality of the resulting IPDG CA. An analysis of the number of interactions leads to the discovery of interesting properties when allowing only enough iterations for a strategy to use its "transient" instructions. The implications of universal computation (UC) are also discussed.
Introduction
Studies about cooperation and optimal strategies abound for the Prisoner's Dilemma Game (PDG) . As an approximation of interactions found in nature these studies impact our understanding of biology; however, to date few studies focus on the computational potential for the PDG when implemented in a cellular automaton (CA). Furthermore, none of the studies known presently provide a proof of universal computation in the aggregate interactions of players when situated in a lattice. In this paper, we introduce a memory based labeling scheme for strategies that allows 2 15 different strategies to compete with each other. We report on the surprising effect of iterations on interactions and strategy. We then show interesting examples of self organization and a proof for Turing Universality in the iterated PDG CA.
The PDG [1] gets its name from the following scenario: Players A and B recently robbed a store, but the police do not quite have enough evidence to prove it. Players A and B know that they will both receive minor sentences of two months if they do not confess. Aware of this, the police put A and B in separate interrogation rooms and offer them each a deal. If A (or B) gives evidence on the other to the interrogators, A (or B) will get to leave without receiving any charges, but the person who does not confess will receive a harsher sentence of five months. If both provide evidence on each other, both will spend at least four months in prison. This scenario creates the rewards in Table 1 . 
In addition to the basic scenario, the PDG includes any interactions between two players creating Table 1 with the rewards T, R, P, and S ∈ R having the properties T > R > P > S and R > (S + T ) /2 [2].
Previous works have implemented multiple iteration PDG (IPDG) simulations in CA. CA allow for the study of simple nearest neighbor interactions in a lattice on a discrete set of states [3] . Studies of the IPDG CA use strategies for playing the game as states, while the choice to cooperate or defect, along with a replacement rule, allows the states to interact.
Axelrod [2] was the first to use CA to study the IPDG, finding that a strategy called Tit for Tat did not perform as well as other strategies in CA despite Tit for Tat's dominance in other computer tournaments he designed. Nowak et al. [12] , implemented an IPDG with memory of each player's points on a Moore lattice; however, though he found gliders, he did not find universal computation in his simulations. Finally, Pereira and Martinez [13] studied the IPDG on a 1D lattice. They also found emergent complexity in their random simulations with objects such as gliders [14] and "fingers".
In Sect. 2 we introduce a scheme for memory and interaction in the IPDG CA, while Sect. 3 reveals interesting results of our scheme. The paper concludes with a proof of Turing Universality in Sect. 4 and a short discussion in Sect. 5.
Implementation of the Prisoner's Dilemma Game
For a detailed explanation of the CA, one can refer to the original thesis [15] .
The IPDG CA used in this paper creates strategies that can remember the past three iterations of an opponent. A strategy is described using binary by assigning cooperation the value 1, and defection 0. Using binary, we can define a unique history of three iterations from least recent (left bit) to most recent
