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Résumé
Les systèmes d’imagerie médicale ultrasonore ont considérablement amélioré le
diagnostic clinique par une meilleure qualité des images grâce à des systèmes plus
sensibles et des post-traitements. La communauté scientifique de l’imagerie ultra-
sonore a consenti à un très grand effort de recherche sur les post-traitements et sur le
codage de l’excitation sans s’intéresser, outre mesure, aux méthodes de commande
optimale. Ce travail s’est donc légitimement tourné vers les méthodes optimales
basées sur l’utilisation d’une rétroaction de la sortie sur l’entrée. Pour rendre appli-
cable ces méthodes, ce problème complexe de commande optimale a été transformé
en un problème d’optimisation paramétrique sous-optimal et plus simple. Nous avons
appliqué ce principe au domaine de l’imagerie ultrasonore : l’échographie, l’imagerie
harmonique native et l’imagerie harmonique de contraste avec ou sans codage de la
commande.
La simplicité de l’approche nous a permis, par une modification de la fonction de
coût, de l’adapter à l’imagerie harmonique. Cette adaptation montre que la méthode
peut être appliquée à l’imagerie ultrasonore en générale.
Aujourd’hui, les enjeux de l’imagerie ultrasonore portent non seulement sur les
traitements des excitations ou des images mais aussi sur les capteurs. Ce point
nous a conduit naturellement à rechercher la commande optimale des transducteurs
capacitifs (cMUT) afin de les adapter à une utilisation plus large en imagerie ultra-
sonore codée. Nos méthodes de compensation et de codage par commande optimale
procurent des résultats très prometteurs qui vont au delà de nos espérances.
Le champ d’applications de nos méthodes de codage optimal est large et nous n’en
voyons pas forcément encore toutes les limites. L’atout majeur de nos approches
est leur simplicité d’utilisation et d’implémentation. En effet, elles ne nécessitent
pas d’informations a priori difficilement accessibles sur les outils utilisés ou milieux
explorés. Notre système s’adapte automatiquement aux variations qui peuvent être
liées au vieillissement du capteur ou à la modification du milieu exploré.
Mots clés : Boucle fermée, commande optimale, optimisation, imagerie ultrasonore,
système adaptatif.
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Abstract
Medical ultrasound imaging systems have greatly improved the clinical diag-
nosis by improving the image quality thanks to more sensitive systems and post-
processings. The scientific community has made a great effort of research on post-
processing and on encoding the excitation. The methods of the optimal control have
been neglected. Our work has focused on the optimal methods based on the feedback
from output to input. We have transformed the complex problem of optimal control
into an easier suboptimal parametric problem. We apply the principle of optimal
control to the ultrasound imaging, the ultrasound harmonic imaging and to the
constrast harmonic imaging with or without encoding.
The simplicity of the method has allowed us to adapt it to harmonic imaging by a
change in the cost function. This adaptation shows that our method can usually be
applied to the ultrasound imaging.
Nowadays, the stakes of the ultrasound imaging focus not only on the excitation
processings or image processings but also on the sensors. This point naturally leads
us to seek the optimal control of the capacitive transducers (cMUT) in order to adapt
them to the encoded ultrasound imaging. Our compensation and encoding methods
by optimal control provide very promising results that go beyond our expectations.
The application scope of our methods of optimal control is large and we do not see
all the limits yet. The main advantage of our approaches is the easiness of their use
and of their implementation. Indeed, our approaches do not require any a priori
knowledge on system and medium explored. Our system automatically adapts itself
to the changes which may be related to sensor ageing or to the medium change.
Keywords : Adaptive system, closed-loop, optimal control, optimization, ultra-
sound imaging.
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Introduction
D
epuis la présentation du premier échographe par J. J. Wild et J. Reid en
1951 [Wild et Neal, 1951], les systèmes d’imagerie médicale ultrasonore
n’ont cessé de progresser pour offrir aux médecins des images de meilleure
qualité [Newman et Rozycki, 1998]. L’échographie est devenue l’une des modalités
majeures de l’imagerie pour son aide aux diagnostics précoces et aux suivis de
maladies.
Émission
Tx Milieu
Réception
Rx Image
Post-traitement
Excitation
Figure 1 – Schéma fonctionnel d’un système d’imagerie ultrasonore non optimisé.
Chaque sous-processus du système a subi d’importantes améliorations que ce
soit au niveau des capteurs, de l’électronique, du traitement des signaux ou de la
formation de faisceau. Les systèmes sont ainsi plus sensibles. Mais le principe général
de l’échographie [Szabo, 2004] reste le même (figure 1) :
1. un signal de forme donné excite la sonde ultrasonore ;
2. la sonde ultrasonore constituée de nombreux éléments transducteurs convertit
le signal électrique en une onde ultrasonore. Chaque signal associé à un élément
de la sonde est plus ou moins retardé, selon la formation de faisceau choisie
[Lingvall, 2004], afin que l’onde focalise en un point du milieu à imager ;
3. l’onde ultrasonore se propage dans les tissus ;
4. Les échos sont recueillis par la sonde en appliquant les règles de la formation de
faisceau. Une ligne de l’image est reconstituée par l’enveloppe du signal. Son
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amplitude informe sur la nature du point sondé tandis que le temps informe
sur la profondeur du point sondé ;
5. les quatre premières opérations sont répétées avec une focalisation sur un point
voisin. L’image est réalisée ligne par ligne.
Les principales problématiques de l’imagerie ultrasonore sur lesquelles portent
les efforts de la recherche concernent trois sujets interdépendants : le contraste, le
rapport signal à bruit et la résolution. La majorité des améliorations de l’image ont
porté soit sur la formation de faisceau [Misaridis, 2001, Synnevag et al., 2007], soit
sur les post-traitements des signaux reçus [Szabo, 2004, Idier, 2008]. Dans tous les
cas, le signal reçu dépend des transducteurs en émission et en réception et de l’onde
acoustique émise.
De notre point de vue, les systèmes d’imagerie en boucle ouverte ne peuvent
offrir les conditions optimales de fonctionnement qu’à la condition de pré-régler cor-
rectement la commande du système. Toutefois de telles connaissances sont difficiles
à identifier avec précision, sachant que d’un patient à l’autre, les caractéristiques
physiques des tissus diffèrent légèrement. De plus, les non-linéarités du système et
du milieu exploré rendent difficile la résolution analytique du problème.
La difficulté est donc de trouver une méthode qui optimise le critère souhaité par
un réglage optimal de la commande du système et sans connaissance a priori de ce
système. Pour trouver automatiquement les réglages optimaux de fonctionnement du
système, nous proposons d’utiliser les informations du signal en sortie, c’est-à-dire
les signaux formant l’image ultrasonore finale. Le système d’imagerie boucle ouverte
est transformé en un système d’imagerie boucle fermée, mais dont les propriétés sont
conservées (bande passante, propriétés physiques, etc.).
Pour valider ce concept de commande optimale en imagerie ultrasonore, le ma-
nuscrit est découpé en trois parties. La première partie est dédiée à une introduction
de la problématique générale de la commande optimale en imagerie ultrasonore.
Dans la deuxième partie, constituée des chapitres 2 à 4, notre concept est appliqué à
l’imagerie ultrasonore harmonique native ou de contraste. Les modèles de simulations
seront d’abord présentés, puis les expériences et enfin les approches qui nous ont
semblé adaptées à l’imagerie temps-réelle. Nous présenterons au chapitre 3 des
méthodes sous-optimales paramétriques utilisant des familles connues de signaux.
Au contraire, dans le chapitre 4, nous présenterons des méthodes sous-optimales
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non-paramétriques maximisant une forme d’onde, bien que nous modifierons les
paramètres d’un filtre. Enfin, dans la dernière partie de cette thèse, nous présenterons
notre vision de la commande optimale en imagerie codée en utilisant des cMUTs.
Finalement, nous conclurons et nous proposerons plusieurs perspectives à donner à
ce travail de recherche.
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Chapitre 1
Introductions aux systèmes
d’imagerie ultrasonore optimisés
D
epuis l’avènement des premiers systèmes d’imagerie ultrasonore, leur amé-
lioration n’a porté principalement que sur des post-traitements du signal
reçu. Cependant ces méthodes ne peuvent être pleinement efficaces en
présence d’un signal de mauvaise qualité. L’amélioration des images échographiques
passent donc par un choix adapté de la commande des systèmes.
Dans ce chapitre, nous expliquerons succinctement le fonctionnement d’un sys-
tème d’imagerie ultrasonore optimisé par boucle fermée. Ensuite, nous ferons un état
de l’art des commandes optimales existantes. Enfin, nous introduirons le concept
d’optimisation paramétrique.
1.1 Rétroaction et boucle fermée
Émission
Tx Milieu
Réception
Rx Image
Post-traitement
Optimisation
Figure 1.1 – Schéma fonctionnel d’un système d’imagerie ultrasonore optimisé par rétroaction.
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L’optimisation par boucle fermée consiste à rechercher les meilleurs réglages d’un
système qui maximise une fonction de coût J . Dans notre cas, les paramètres de
l’excitation (ou de la commande) sont recherchés pour maximiser un critère en sortie
du système étudié. Un tel système est optimisé à l’aide d’une rétroaction de la sortie
sur l’entrée (figure 1.1).
1.2 Optimisation acoustique
Depuis les années 1990, quelques rares méthodes en boucle fermée ont été pro-
posées pour optimiser le rapport signal à bruit (SNR) et la résolution. Elles sont
basées sur des propriétés d’invariance comme la méthode du retournement temporel
[Fink, 1992].
1.2.1 Retournement temporel
Le retournement temporel est une méthode de focalisation adaptative à travers
un milieu aberrateur utilisant les propriétés physiques du milieu. L’objectif est
double. Il s’agit d’une part, d’augmenter la résolution en réduisant la taille de la
tâche focale et d’autre part, de maximiser le rapport signal à bruit à la tâche focale
tout en minimisant l’énergie autour de cette tâche focale. L’écho provenant des
diffuseurs à la tâche focale est plus important que les échos provenant des autres
diffuseurs.
Si le système se comporte linéairement, il est possible d’utiliser le formalisme de
la convolution tel que :
y(t) = h(t) ∗ x(t), (1.1)
où ∗ est l’opérateur de la convolution, t est le temps, h(t) la réponse impulsion-
nelle du système et x(t) l’entrée du système. Maximiser la sortie y(t) du système
revient à réaliser une autocorrélation en fixant la commande, ou s’il s’agit d’un
post-traitement, à régler la réponse impulsionnelle du filtre en fixant x(t) = h(−t).
Pour réaliser cette autocorrélation, la méthode du retournement temporel (figure
1.2) propose, dans un premier temps, d’envoyer une onde et de recevoir son écho
(interrupteur en position 1). Dans un second temps, l’écho est retourné temporelle-
ment et renvoyé dans le milieu (interrupteur en position 2). L’onde suit exactement
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Figure 1.2 – Schéma fonctionnel de l’imagerie par retournement temporel.
le chemin inverse et focalise à la position d’émission des échos. Le signal yopt en
sortie du système après optimisation s’écrit alors :
yopt(t) = h(t) ∗ y(−t) = h(t) ∗ h(−t) ∗ x(−t). (1.2)
Ce principe a été généralisé dans le cas de l’utilisation d’une sonde ultrasonore
multi-élément [Prada et Fink, 1994] :
yj(t) =
Nél∑
i=1
hji(t) ∗ xi(t), (1.3)
où yj est la rétrodiffusion pour l’élément j de la sonde ultrasonore à Nél éléments
utilisés pour la focalisation de l’onde.
Cependant pour trouver la commande optimale lorsque le système est non-
linéaire, il faudrait prendre en compte la non-linéarité du système. Si nous souhaitons
faire un parallèle entre nos approches et le retournement temporel, il faudrait pro-
poser un formalisme qui prenne en compte les non-linéarités comme par exemple en
utilisant les séries de Volterra [Lacoume et al., 1997] :
yj(t) =
Nél∑
i=1
(∑
k1
hj1(k1) · x(t− k1) +
∑
k1,k2
hj2(k1, k2) · x(t− k1) · x(t− k2)
+ · · ·+
+
∑
k1,...,kK
hjK(k1, . . . , kK) · x(t− k1) . . . x(t− kK)
)
,
(1.4)
oùK est l’ordre de la décomposition. Notez que le premier terme de la décomposition
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correspond à la convolution. Lorsque la décomposition est d’ordre un, l’équation 1.4
décrit le retournement temporel décrit par l’équation 1.2.
Trouver la commande optimale d’un système non-linéaire est sans doute possible.
Dans le cas d’une ligne échographique, le problème d’optimisation de la sortie y(t)
peut s’écrire par l’équation suivante :
argmax
x(t)
(y(t)) = max
x(t)
(
h1(t) ∗ x(t) + h2(t1, t2) ∗
2
x(t) + · · ·
)
(1.5)
où ∗
N
est le symbole de la convolution N -dimensionnelle.
Une première approche sous-optimale pourrait être d’optimiser chacun des termes
de la décomposition tels que :
argmax
x(t)
(y(t))⇔ max
x(t)
(
h1(t) ∗ x(t)
)
+max
x(t)
(
h2(t1, t2) ∗
2
x(t)
)
+ · · · (1.6)
Cette optimisation revient donc à rechercher la commande x(t) qui satisfasse la
maximisation de chacun des termes. Mais ce problème n’est pas simple, puisque le
problème passe d’une fonction de coût à plusieurs fonctions de coût simultanées ; et
donc d’une optimisation « mono-objectif » à une optimisation « multi-objectif ».
Dans ce travail de thèse, le problème de maximisation est plutôt résolu en
utilisant une décomposition par modèle autorégressif non-linéaire. Pour compléter
la liste des techniques existantes en commande optimale, nous devons mentionner
celle de la maximisation de l’énergie topologique.
1.2.2 Énergie topologique dans le domaine temporel
L’énergie topologique dans le domaine temporel est une méthode d’imagerie issue
de l’optimisation de l’énergie topologique sous la contrainte de l’équation d’onde. De
notre point de vu, ce problème est conceptuellement plus proche de notre approche
que ne l’est le retournement temporel, dans le sens où la fonction de coût à maximiser
sous une contrainte (les équations différentielles de propagation et d’oscillation du
produit de contraste ultrasonore) est explicitée mathématiquement.
Ici, le problème inverse a pour but de retrouver les propriétés topologiques du
milieu observé. Née pour le contrôle non-destructif [Dominguez et al., 2005], elle est
aussi appliquée aux tissus biologiques [Sahuguet et al., 2010]. Cependant, dans ce
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cas, le processus a besoin d’une quantification de la distribution des impédances
acoustiques.
Figure 1.3 – Schéma fonctionnel de l’énergie topologique dans le domaine temporel.
Cette méthode, décrite en figure 1.3, évalue la corrélation entre les réponses d’un
milieu virtuel Ω et d’un milieu inconnu à imager Ωm. L’optimisation topologique
consiste alors à minimiser la différence entre la réponse ultrasonore ym de Ωm et la
réponse ultrasonore y de Ω telle que :
J(Ω) =
1
2
∫ Tobs
0
(∫
Γm
|y − ym|
2d−→r
)
dt, (1.7)
où Tobs est la durée de l’observation. En pratique, pour initialiser l’optimisation,
les propriétés physiques du milieu Ω sont choisies homogènes et aussi proches que
possibles du milieu Ωm. En partant du milieu de référence Ω dans lequel sont intro-
duits virtuellement et progressivement des « trous » a infinitésimaux, l’optimisation
itérative en déduit la topologique du milieu.
Pour calculer l’énergie topologique, il est nécessaire de résoudre deux problèmes :
le problème direct et le problème adjoint.
Le problème direct consiste à simuler le champ ultrasonore y engendré par la
propagation d’une onde ultrasonore dans le milieu Ω. La sensibilité de la variation
dΩ du milieu Ω est déterminée à partir du développement asymptotique d’ordre un :
J(Ω+ dΩ) = J(Ω) + f(dΩ)g(−→r ) + o(f(dΩ)), (1.8)
où ∀ dΩ, les conditions limites sont f(dΩ) > 0, lim
dΩ→0
f(dΩ) = 0 et la fonction g(−→r )
est le gradient topologique.
a. Zone présentant un fort contraste des propriétés par rapport au reste du milieu.
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Le problème adjoint est le second problème numérique de la propagation ultra-
sonore de la différence renversée temporellement v entre la réponse y du milieu Ω et
la réponse ym du milieu Ωm.
Le gradient topologique peut s’exprimer à partir de y et v tel que :
g(−→r ) =
∫ Tobs
0
y(−→r , t) · v(−→r , t)dt, (1.9)
où −→r ∈ Ω. Les positions où le gradient topologique est négatif correspondent aux
positions où il faut insérer les trous infinitésimaux. La topologie tend alors vers le
milieu exploré.
Enfin, pour visualiser le résultat, il est possible de calculer l’énergie topologique
ET telle que :
ET(−→r ) =
∫ Tobs
0
||y(−→r , t)||2 · ||v(−→r , t)||2dt. (1.10)
1.3 Commande optimale pour les systèmes d’ima-
gerie
La commande optimale est née dans les années 1960 dans le domaine de l’aéronau-
tique [Åström et Wittenmark, 1994]. L’objectif était de déterminer les paramètres
optimaux pour le pilotage automatique.
1.3.1 Problème de commande optimale sous contrainte
La théorie de la commande optimale est issue du calcul des variations [Kirk, 2004].
En utilisant les multiplicateurs de Lagrange, le problème de commande optimale
sous contrainte peut se réécrire sans contrainte. La fonction de coût à minimiser de
la commande optimale sous contrainte peut alors s’écrire :
J(x(t)) =
∫ Tobs
0
x2(t)−
∫ Tobs
0
λ(t)G(t)dt, (1.11)
où λ(t) est le multiplicateur de Lagrange et G l’équation différentielle qui décrit
le système dynamique. Dans le cas des systèmes d’imagerie, la fonction G doit
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prendre en compte de nombreux phénomènes non-linéaires, comme la propagation
non-linéaire, la présence de produits de contraste ou encore les non-linéarités du
capteur. Si nous souhaitons prendre en compte le plus grand nombre possible de
phénomènes, la résolution de ce problème n’a pas de solution analytique. Il sera
alors plus aisé d’appréhender un problème d’optimisation paramétrique plutôt qu’un
problème d’optimisation de forme [Girault, 2010].
1.3.2 Vers un problème paramétrique
Nous proposons sur le principe des systèmes bouclés d’appliquer une commande
optimale qui optimise la sortie en réglant la commande du système. Cependant, les
algorithmes existants qui déterminent la commande étant point à point, il n’est pas
toujours possible d’appliquer cette résolution en imagerie ultrasonore. En effet, dans
le cas de l’imagerie ultrasonore où nous souhaitons optimiser un critère de qualité
de l’image, celle-ci doit être calculée avant de déterminer les nouvelles valeurs des
paramètres de la commande. Dans ces conditions, nous cherchons à appliquer des
méthodes « signal à signal » et non plus point à point. Ce dernier point constitue
l’une des bases les plus importantes de notre concept, par une adaptation
des techniques connues en filtrage adaptatif au domaine de l’imagerie
ultrasonore.
Pour valider ce concept, nous avons testé la faisabilité à travers une première ex-
périence [Ménigot et al., 2010] où il s’agissait d’optimiser le contraste entre l’énergie
Eagents provenant du produit de contraste et l’énergie Etissu provenant du milieu res-
tant. Pour simplifier l’expérience, nous nous sommes d’abord concentrés sur l’énergie
rétrodiffusée par le produit de contraste telle que :
max
w
(Eagents) (1.12)
où w correspond aux paramètres d’un filtre.
Le principe est décrit par le schéma 1.4 et consiste à :
1. envoyer un train d’onde sinusoïdal x(t) à travers le milieu à l’aide d’un trans-
ducteur PZT mono-élément (Sofranel, Sartrouville, France) centré à 2,25 MHz
et avec 74% de bande passante ;
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Figure 1.4 – Schéma fonctionnel de l’imagerie par filtre adapté.
2. mesurer le signal rétrodiffusé par le produit de contraste y(t) à l’aide d’un
transducteur PZT mono-élément centré à 3,5 MHz et avec 63% de bande
passante (Sofranel, Sartrouville, France) ;
3. identifier le signal y(t) par yˆ(t) à l’aide d’un filtre autorégressif d’ordre quatre
[Michaut, 1992] :
yˆ(t) =
4∑
i=1
wiy(t− i). (1.13)
Les paramètres w du filtre sont déterminés par la méthode des moindres carrés
récursifs (en anglais RLS pour Recursive Least Squares) ;
4. normaliser l’amplitude du signal yˆ(t) afin que son énergie Eyˆ soit identique à
l’énergie Ex du signal émis x(t). Ce signal est appelé y∗(t) ;
5. la nouvelle excitation devient y∗(t) et retour à l’étape 2.
La figure 1.5 représente le gain de l’énergie rétrodiffusée lorsque l’excitation du
système est y∗(t) par rapport à l’énergie rétrodiffusée lorsque l’excitation est x(t).
Notez que le filtre adapté ne prend pas en compte l’étape 3 avec yˆ = y.
L’idée majeure de notre approche est d’identifier lors d’une étape d’apprentissage
(interrupteur en position 1) le signal y(t) = h(t)∗x(t) du système d’imagerie (trans-
ducteurs et milieu). Puis lorsque l’étape d’apprentissage est terminée (interrupteur
en position 2), le signal yˆ(t) est retourné et envoyé à la place de x(t).
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Figure 1.5 – Expérience réalisée avec un signal sinusoïdal initial et avec un niveau de pression A0 de 137 kPa.
Cette technique pose les fondements de notre principe de commande optimale
puisque le principal avantage est qu’aucune information a priori n’est nécessaire pour
proposer une commande optimale du système. Cependant, dans ce cas, l’hypothèse
de l’optimisation du contraste par la seul maximisation de l’énergie rétrodiffusée par
les microbulles est une hypothèse trop restrictive, puisqu’elle ne prend pas en compte
la minimisation de l’énergie rétrodiffusée par le tissu environnant. À l’inverse, la
suppression de la contribution harmonique du tissu [Couture et al., 2008] augmente
le contraste, sans toutefois atteindre avec certitude le maximum global du contraste.
De plus, sachant que le filtre adapté ne laisse pas le libre choix de la fonction de
coût, il faut imaginer d’autres pistes pour optimiser notre fonction de coût ; ce que
nous proposons dans la prochaine partie.
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1.4 Conclusion
Jusqu’à présent dans le domaine de l’imagerie ultrasonore, les recherches en
commande optimale en imagerie ultrasonore sont peu nombreuses, voire inexis-
tantes. Seuls quelques travaux font références [Fink, 1992, Reddy et Szeri, 2002,
Dominguez et al., 2005, Mleczko et al., 2007]. Le retournement temporel, bien que
beaucoup utilisé, ne fait pas vraiment partie des techniques de commande optimale
puisqu’aucune fonction de coût explicite n’est optimisée. Nos travaux de recherche
sur la commande optimale montrent clairement de façon explicite les différents types
de fonction de coût à optimiser. Ils se démarquent des travaux existant, puisqu’ils
s’appuient fortement sur les techniques de filtrage optimal adaptatif. Pour l’ins-
tant, nous ne pensons percevoir qu’une partie du fort potentiel de telles méthodes.
D’ailleurs, les résultats préliminaires présentés précédement confirment partiellement
ce potentiel. Nous nous proposons donc de persévérer dans cette direction avec en
ligne de mire l’applicabilité de la méthode à l’imagerie ultrasonore en particulier
pour le domaine médicale.
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Chapitre 2
Imagerie harmonique ultrasonore de
contraste et modèles de simulation
A
u cours des deux dernières décennies, l’amélioration de la sensibilité des
systèmes d’imagerie ultrasonore a permis un meilleur diagnostic médi-
cal grâce à l’injection intraveineuse de produits de contraste à base de
microbulles. L’imagerie de perfusion obtenue, comme par exemple celle du myocarde
ou de tumeurs, rend accessible des informations physiologiques et pathologiques
[Frinking et al., 2000]. Initialement, seules les interactions linéaires entre les micro-
bulles et les ondes ultrasonores étaient exploitées en mode B pour augmenter le
contraste entre le tissu et les microbulles. Toutefois, lorsque l’interaction non-linéaire
entre les microbulles et les ondes ultrasonores fut prise en compte, l’utilisation
de l’imagerie de contraste ultrasonore en clinique en fut révolutionnée. La non-
linéarité de la réponse du produit de contraste devint alors un des principaux
vecteurs de recherche pour obtenir le meilleur contraste. En effet, les tissus mous
sont connus pour être essentiellement des réflecteurs linéaires [Borsboom et al., 2009]
alors que les microbulles présentent un comportement fortement non-linéaire lors de
l’interaction avec les ultrasons. Malheureusement, l’espoir d’obtenir une méthode
idéale en fut limité par deux éléments. Tout d’abord, une bonne séparation des
composantes harmoniques nécessite une excitation de bande passante restreinte
[Averkiou, 2000], ce qui réduit la résolution axiale comme en imagerie du second
harmonique [Burns, 2002]. Ensuite, les effets de propagation de l’onde ultrasonore
limite le contraste à cause de la présence de composantes tissulaires non-linéaires
générées [Frinking et al., 2000].
Plusieurs méthodes d’imagerie ont été proposées pour essayer d’améliorer le
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contraste et/ou la résolution. Les plus connues sont des techniques de codage discret
ou continu de l’amplitude, de la phase ou encore de la fréquence de l’onde ultrasonore
transmise. Tandis que les techniques non codées utilisent des post-traitements tels
que des filtres, les autres utilisent une combinaison d’excitations pour extraire les
non-linéarités.
Dans ce chapitre, nous expliquerons le dispositif d’imagerie harmonique de
contraste dont nous disposons, ainsi que les méthodes d’imagerie mises en œuvre. Un
échographe piloté par un ordinateur réalise l’image d’un fantôme imitant le tissu dans
lequel circule un produit de contraste. Nous expliquerons tout d’abord notre modèle
de simulation imitant notre dispositif expérimental. Puis, nous présenterons ensuite
ce dispositif expérimental. Enfin nous détaillerons différentes méthodes d’imagerie.
2.1 Dispositif d’imagerie
Le dispositif d’imagerie mis en œuvre suit le principe décrit dans le schéma 2.1.
Un signal numérique calculé par l’ordinateur est transmis à un échographe disposant
d’émetteurs analogiques programmables. La sonde convertit ce signal en une onde
ultrasonore. Celle-ci se propage dans un milieu traversé par un tuyau où circule du
produit de contraste. Le signal est enfin recueilli par la même sonde pour y subir
d’éventuels traitements.
Pompe
Solution
de
microbulles
Fantôme
Échographe PCSonde
ultrasonore
USB
Figure 2.1 – Schéma de montage du dispositif expérimental
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2.1.1 Modèle de simulation
Le modèle de simulation suit le même processus que le dispositif expérimental
(figure 2.2). Nous avons réunifié plusieurs modèles existants (propagation et micro-
bulle), afin de constituer un modèle complet capable de simuler le processus de
l’imagerie de contraste.
Figure 2.2 – Schéma du principe du modèle de simulation.
2.1.1.1 Excitation
Un signal est calculé numériquement à l’aide de Matlab R© (Mathworks, Natick,
Massachusetts, États-Unis d’Amérique). Ce signal constitue l’onde transmise au mi-
lieu. Toutefois, dans le but de se rapprocher le plus possible d’un système d’imagerie
réel, il convient d’ajouter une étape de formation de faisceau de type balayage linéaire
[Szabo, 2004]. Chaque ligne d’une image est réalisée à partir de huit éléments (Nél)
de la sonde afin que l’onde focalise à 15 mm et un angle de zéro degré. Le signal est
ainsi dupliqué huit fois avec les différents retards.
Les signaux sont ainsi transmis à la sonde ultrasonore centrée à 3,5 MHz avec
une bande passante de 63% à −3 dB. Notez que la fréquence centrale fc de la sonde
est volontairement choisie plus faible que celle du dispositif expérimental afin de
restreindre le temps de calcul.
2.1.1.2 Propagation non-linéaire et milieu exploré
L’onde se propage alors non-linéairement dans un milieu dont les propriétés ont
été réglées pour imiter le foie. Ce milieu est défini par deux grilles (figure 2.3) :
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l’une pour la célérité c de l’onde et l’autre pour la masse volumique ρ du milieu.
La grille possède les propriétés du foie de masse volumique ρ1 et où la célérité de
l’onde est notée c1. Cette grille est traversée par une artère de 10 mm de diamètre,
à 15 mm de profondeur où la masse volumique ρ2 est celle du sang et où la célérité
de l’onde est notée c2. Chaque point de la grille possède des propriétés physiques
choisies aléatoirement suivant les distributions gaussiennes présentées dans la table
2.1. Toutefois, le coefficient de non-linéarité B/A est constant dans toute la grille et
est fixé à 6,7.
Foie
ρ1 N (1050 kg/m3, 30 kg
2/m6)
c1 N (1578m/s, 30 : m2/s2)
Sang
ρ2 N (1060 kg/m3, 2.5 kg2/m6)
c2 N (1584 : m/s, 2.5 : m2/s2)
Table 2.1 – Propriétés mécaniques du milieu exploré [Szabo, 2004].
La propagation de l’onde dans ce milieu (équation 2.1 et 2.2) est résolue par un
modèle développé par Anderson [Anderson, 2000].
ρ
δ2u
δt2
= −∇p, (2.1)
p = −K
(
∇ · u+
1
2
B
A
(∇ · u)2
)
(2.2)
où K = ρc2.
La résolution utilise une méthode pseudo-spectrale pour calculer les dérivées
spatiales de la pression et de la vitesse. De plus, l’équation de la propagation 2.1 est
résolue à l’aide de la méthode d’Adams-Bashforth à l’ordre 4 [Ghrist et al., 2001].
Les valeurs de la pression et la vitesse sont actualisées à chaque demi-pas de temps
pour tous les points de l’espace. Cependant le calcul des dérivées dans le domaine de
Fourier peut entraîner des phénomènes de Gibbs [Wojcik et al., 1997]. Ils sont
grandement éliminés par l’application d’une « couche parfaitement adaptée aux
frontières »(Perfectly-Matched boundary Layer). Cette couche a pour effet de simuler
un espace infini.
Afin d’introduire du produit de contraste ultrasonore dans la zone simulant
le sang, deux passes du calcul de la propagation sont nécessaires. La première
identifie l’onde incidente pour chaque microbulle. Dix microbulles sont réparties
58
2.1. DISPOSITIF D’IMAGERIE
30
25
20
15
10
5
0
Pr
of
on
de
ur
 d
’e
xp
lo
ra
tio
n 
(m
m)
c1,ρ1
c1,ρ1
c2,ρ2
Distance focale
Paroi de l’artère
Paroi de l’artère
Sang
Foie
Foie
Figure 2.3 – Représentation des grilles de célérité c de l’onde et de masse volumique ρ qui définissent le milieu
exploré. La sonde ultrasonore est située à la profondeur 0 en haut de la représentation.
aléatoirement selon une statistique gaussienne à proximité de la tâche focale et dans
la zone ayant les propriétés du sang. Notez que pour chaque simulation d’une ligne
de l’image, dix microbulles sont toujours placées dans le milieu afin de garantir
une diffusion de type Rayleigh. La seconde, après la résolution de l’oscillation de
chaque microbulle, injecte l’onde des microbulles. Les signaux sont enregistrés dans
cette deuxième résolution au niveau des capteurs.
2.1.1.3 Microbulles
Le produit de contraste ultrasonore simulé correspond à des microbulles encap-
sulées de SonoVueTM (Bracco Research SpA, Genève, Suisse). Une monocouche
phospholipidique emprisonne du gaz d’hexafluoride de sulfure (SF6) [Greis, 2004]
dont l’exposant polytropique κ est de 1,095. Les microbulles utilisées avaient les
propriétés suivantes :
– leurs diamètres sont choisis aléatoirement selon la distribution présentée en
figure 2.4 avec un diamètre moyen de 2,5 µm [Greis, 2004] ;
– leur fréquence de résonance moyenne est de 2,6MHz [van der Meer et al., 2004].
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Figure 2.4 – Histogramme de la distribution des diamètres des microbulles.
La réponse acoustique du produit de contraste est calculée pour une seule micro-
bulle par le modèle de Marmottant [Marmottant et al., 2005] basé sur l’équa-
tion modifiée de Rayleigh-Plesset [Plesset, 1949] et la transformation polytropique.
L’hypothèse d’une symétrie sphérique permet de ne considérer qu’une oscillation
radiale. Ce modèle a l’avantage d’avoir été validé avec des observations optiques de
l’oscillation de microbulles de SonovueTM. De plus, il prend en compte les phéno-
mènes de flambage et de rupture de coque. Pour se faire, la tension de surface varie
selon trois états en fonction de la surface de la microbulle (figure 2.5) :
– flambage : en dessous d’une valeur seuil Sflambage de la surface de la microbulle,
la microbulle ne peut rester sphérique et se déforme. La tension de surface σ
tend vers zéro ;
– rupture : inversement, lors de l’expansion de la microbulle, la surface disponible
par molécule augmente et la tension de surface σ augmente ;
– comportement élastique : entre ces deux cas extrêmes, dans le régime linéaire,
la tension de surface s’exprime à l’aide du module élastique de la coque et de
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la surface de la bulle [Pauzin, 2009].
Figure 2.5 – Modélisation de la tension de surface effective d’une monocouche phospholipidique d’une microbulle.
La tension de surface exprimant ces trois états est décrite par l’équation 2.3 :
σ(R) =


0 if R 6 Rflambage
χ
(
R2
R2flambage − 1
)
if Rflambage 6 R 6 Rrupture
σsang if R > Rrupture
, (2.3)
où χ = 0,38 N/m, σsang = 0,058 N/m, Rflambage = R0 et Rrupture = 2R0.
Le modèle dynamique de la bulle est décrit par l’équation suivante :
ρ2
(
RR¨ +
3
2
R˙2
)
=
[
p0 +
2σ(R0)
R0
](
R
R0
)−3κ(
1−
3κ
c2
R˙
)
−
2σ(R)
R
−
4η2R˙
R
−
4κSR˙
R2
− p∞(t),
(2.4)
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où les dérivées sont notées avec la notation de Newton, κs = 2dsηlipid = 2,4 · 10−9
N et p∞(t) la somme des pressions p0 et pincidente(t).
La résolution de ce modèle est réalisée par la méthode de Runge-Kutta à
l’ordre quatre pour les dix microbulles étudiées. À partir des équations de Navier-
Stockes, la pression à la surface de la microbulle est déduite :
pbulle(R) = ρ2
(
RR¨ +
3
2
R˙2
)
. (2.5)
Cette pression est transmise vers la position de la microbulle dans la grille du modèle
de propagation.
2.1.2 Dispositif expérimental
Le dispositif expérimental est décrit par les schémas 2.1 et 2.6. Le signal à
transmettre est tout d’abord généré numériquement par un ordinateur. Puis, il est
envoyé vers l’échographe. La chaîne d’émission de l’échographe transmet le signal au
milieu à l’aide d’une sonde ultrasonore. Cette onde parcourt le milieu constitué du
tissu et de microbulles. La chaîne de réception recueille les signaux et calcule une
ligne de l’image échographique à afficher.
Détaillons maintenant les différentes fonctions importantes du dispositif expéri-
mental.
Figure 2.6 – Schéma du principe du dispositif expérimental.
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2.1.2.1 Échographe et Transducteurs
Le signal d’excitation est envoyé à un échographe « ouvert »(MultiX WM, M2M,
Les Ulis, France) par liaison USB. L’échographe duplique automatiquement le si-
gnal pour chaque élément de la sonde ultrasonore. Il applique automatiquement les
retards nécessaires pour avoir une formation de faisceau native de type « phased-
array »[Szabo, 2004]. Les signaux sont enfin transmis à une barrette linéaire à 128
éléments (Vermon SA, Tours, France) centrée à 4 MHz avec une bande passante de
53% à −3 dB. L’onde focalise alors à 28 mm de la surface.
Le temps de transfert de l’excitation pour une focalisation est conséquent puis-
qu’il nécessite environ deux secondes par ligne radiofréquence (RF). Dans le but
de se rapprocher d’un temps d’examen réel, nous nous proposons de réaliser nos
expériences uniquement sur une image échographique de cinq lignes balayant un
angle de 0˚ 25′. Nous voulons ainsi limiter la destruction de microbulles par une
réduction du temps de l’expérience.
2.1.2.2 Milieu exploré
L’onde se propage à travers un fantôme imitant le tissu (modèle 524, fantôme
Doppler de flux vasculaire périphérique, ATS Laboratories Inc, Bridgeport, CT,
États-Unis d’Amérique). Le fantôme est traversé par un tube de 4 mm de diamètre
dans lequel circule une solution de SonoVueTM diluée au 1/2 000ème.
2.2 Techniques d’imagerie de contraste
Plusieurs méthodes d’imagerie ont été développées dans le but de réhausser
le contraste. Elles suivent, toutes, le principe décrit par le schéma 2.7 commun à
l’imagerie ultrasonore. Certaines nécessitent une étape avant la propagation dans le
milieu. D’autres ne sont que des post-traitements. Enfin certaines sont une combi-
naison des deux.
Figure 2.7 – Schéma fonctionnel de l’imagerie ultrasonore.
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Les méthodes non codées sont les plus simples conceptuellement, puisqu’elles ne
nécessitent qu’une seule excitation pour extraire les composantes harmoniques en
post-traitement, dont voici une liste non exhaustive :
– l’imagerie du second harmonique [Frinking et al., 2000] ;
– l’imagerie par filtrage autorégressif non-linéaire [Phukpattaranont et Ebbini, 2003] ;
– l’imagerie sous-harmonique [Forsberg et al., 2000] ;
– l’imagerie superharmonique [Bouakaz et al., 2002].
Les autres méthodes sont des techniques de codage. Elles utilisent les différences
des signatures acoustiques non-linéaires des microbulles et du tissu, comme par
exemple :
– l’inversion d’impulsions [Simpson et al., 1999] ;
– la modulation d’amplitude [Brock-fisher et al., 1996] ;
– la modulation de phase et d’amplitude [Phillips et Gardner, 2004] ;
– la soustraction d’impulsions [Borsboom et al., 2009] ;
– l’imagerie harmonique par chirp a [Borsboom et al., 2005].
– le retournement de chirps [Bouakaz, 2008].
Dans cette thèse, nous faisons le choix d’implémenter quelques méthodes d’ima-
gerie que nous expliquons ; comme par exemple : l’imagerie par filtrage autorégressif
non-linéaire, l’imagerie par inversion d’impulsions, l’imagerie par modulation de
phase et d’amplitude ainsi que l’imagerie par inversion de chirps.
2.2.1 Imagerie harmonique par filtrage autorégressif non-linéaire
Figure 2.8 – Schéma fonctionnel de l’imagerie harmonique par filtrage autorégressif non-linéaire.
a. ou imagerie harmonique par modulation de fréquence.
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L’imagerie harmonique par filtrage fréquentiel est la méthode non-codée la plus
utilisée. Nous avons implémenté l’imagerie harmonique par filtrage autorégressif
non-linéaire [Phukpattaranont et Ebbini, 2003] parce qu’elle présente de meilleurs
résultats par rapport à un simple filtrage fréquentiel. Le principe de l’imagerie
harmonique qui consiste en une extraction post-traitement est le même quel que
soit la méthode (figure 2.8), excepté pour l’extraction des harmoniques par filtrage
elle-même.
Dans le cas de l’imagerie harmonique, l’onde incidente se propage à la fréquence
f0. L’image est reconstruite à partir de signaux qui sont dans la bande passante
autour de la fréquence 2f0. La difficulté de ces méthodes tient dans le fait que la
composante fréquentielle à 2f0 doit provenir seulement des composantes harmoniques
et non à la transmission directe. Ceci est assuré en transmettant des signaux à bande
fréquentielle étroite (figure 2.9) mais évidemment aux dépens de la résolution axiale
du système d’imagerie.
f0 2f0
Fréquence
Sensibilité
Bande passante du transducteur
Bande passante
de transmission
Bande passante
de réception
chevauchement
Figure 2.9 – Bande passante du transducteur démontrant le chevauchement entre la bande passante de transmission
et la bande passante de réception pour l’imagerie harmonique.
De plus, la propagation des ultrasons est accompagnée de la génération de com-
posantes fréquentielles harmoniques pour des pressions acoustiques suffisamment
élevées. Ces composantes non-linéaires sont réfléchies de façon linéaire par les micro-
bulles et les tissus. Elles viennent contaminer ou masquer la composante non-linéaire
à 2f0 générée par les microbulles. Ainsi, toutes les méthodes d’imagerie de contraste
basées sur la non-linéarité des microbulles se trouvent dégradées en raison de la
composante harmonique résiduelle provenant des tissus. Par conséquent, l’amplitude
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acoustique transmise doit être réduite pour minimiser cette influence. Bien que le
processus de propagation non-linéaire soit indésirable en imagerie échographique
de contraste, il s’est avéré que l’imagerie des tissus en mode harmonique soit très
intéressante. L’imagerie harmonique des tissus, appelée imagerie harmonique native,
améliore considérablement la qualité de l’image comparée à la méthode d’imagerie
fondamentale.
L’extraction des composantes quadratiques du signal rétrodiffusé y(t) est réalisée
à l’aide d’un filtre autorégressif non-linéaire d’ordre deux et de mémoireM = 2 b. La
première étape consiste à décrire un modèle synthétique yˆ(t) du signal rétrodiffusé
y(t) à partir de ses échantillons passés :
yˆ(t)=zL(t) + zQ(t)
=
M−1∑
i=0
hL(i)y(t− i) +
M−1∑
j=0
M−1∑
k=j
hQ(j, k)y(t− j)y(t− k),
(2.6)
où hL et hQ sont les coefficients linéaires et quadratiques respectivement, zL et zQ les
signaux exprimant les composantes linéaires et quadratiques respectivement. Pour
plus de commodité, écrivons le filtre sous forme matricielle :
yˆ(t) = ψT (t)h(t), (2.7)
avec
ψTn = [y(t), y(t− 1), . . . , y(t−m+ 1), y
2(t), y(t)y(t− 1), . . . , y2(t−m+ 1)],
h = [hL(0), hL(1), . . . , hL(m− 1), hQ(0, 0), hQ(0, 1), . . . , hQ(m− 1, m− 1)]
T .
Le vecteur optimal des paramètres h peut simplement s’exprimer à l’aide d’une
inversion matricielle [Golub et van Loan, 1989] telle que :
hopt = Θ
−1
Gy, (2.8)
avec
Gy = [y(t+ 1), y(t+ 2), . . . , y(t+N)]
T ,
b. Cette mémoire est choisie pour permettre un traitement rapide des données et son application
expérimentale.
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Θ = [ψ(t), ψ(t+ l), . . . , ψ(t+N − 1)]T ,
où N est le nombre de paramètres égal à
K∑
i=1
(M + i− 1)!
(M − 1)!i!
avec K l’ordre du filtre
et M la mémoire du filtre. Notez que pour augmenter la robustesse de l’inversion
matricielle, une décomposition en valeur singulière peut être réalisée. Toutefois dans
les cas où la matrice n’est plus inversible, il faut prévoir une étape de régularisation.
L’identification des coefficients du filtre h peut aussi être réalisée par moindre
carré, c’est-à-dire la minimisation de l’erreur quadratique moyenne MSE entre la
sortie y(t) et son estimée yˆ(t) telle que :
hopt = min
h
MSE = min
h
E
[
(y(t)− yˆ(t))2
]
. (2.9)
Le vecteur optimal des paramètres s’exprime alors :
hopt =
(
ΘΘT
)−1
ΘGy. (2.10)
Enfin, dans le cas de l’imagerie harmonique par filtrage autorégressif non-linéaire,
le signal utilisé pour reconstruire l’image est le signal zQ reconstruit à partir des
coefficients des composantes quadratiques. Notez que le signal zQ exprime davantage
les non-linéarités que le signal zL, puisque zQ est reconstruit à partir de x2(t) qui ne
contient donc plus la composante fondamentale.
2.2.2 Imagerie par inversion d’impulsions
Figure 2.10 – Schéma fonctionnel de l’imagerie par inversion d’impulsions.
L’imagerie par inversion d’impulsions [Simpson et al., 1999] (ou par inversion de
phases) est l’une des méthodes les plus utilisées pour augmenter le contraste tout
en garantissant une bonne résolution spatiale. Son principe est décrit dans la figure
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2.10. Cette technique est basée sur l’asymétrie des oscillations des microbulles entre
la phase de compression et la phase de dilatation.
Une séquence de deux excitations x1(t) et x2(t) successives est transmise. La
deuxième onde x2(t), transmise après un délai approprié, est une réplique mais
en opposition de phase de la première onde x1(t). Lorsque le milieu se comporte
linéairement, la somme des deux échos est nulle, ce qui n’est plus vrai si les non-
linéarités du milieu sont composées des composantes paires (figure 2.11).
+
Transmission
Réception
avec réflecteur linéaire
+
Réception
avec réflecteur non−linéaire
Figure 2.11 – Principe de l’imagerie par inversion d’impulsions.
La méthode détecte ainsi les composantes harmoniques paires. Pour le démontrer,
imaginons un système non-linéaire dont la sortie y(t) peut s’écrire comme une
décomposition en série de puissance à partir du signal d’entrée x(t) telle que :
y(t) = echo (x(t)) =
+∞∑
p=1
wpx
p(t) = w1x(t) + w2x
2(t) + w3x
3(t) + . . . , (2.11)
où wp sont des coefficients d’amplitudes. Calculons maintenant la somme des échos
pour des excitations en opposition de phase :
S(t) = echo (x(t)) + echo(−x(t)) =
+∞∑
p=1
wpx
p(t) +
+∞∑
p=1
wp (−x(t))
p
S(t) = w1x(t) + w2x
2(t) + w3x
3(t) + · · · − w1x(t) + w2x
2(t)− w3x
3(t) + . . .
= 2w2x
2(t) + 2w4x
4(t) + . . .
(2.12)
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Suivant le même principe, la différence des échos D(t) pour des excitations en
opposition de phase extrait uniquement les harmoniques impaires. De plus, pour
démontrer que l’inversion d’impulsions ne conserve que les non-linéarités générées
par le système, il est possible de poser l’hypothèse suivante : le signal x(t) contenant
plusieurs harmoniques peut se décomposer en plusieurs composantes ; par exemple
x(t) = a1x1(t) + a2x21(t). Dans ce cas, la somme ne contient que des termes issus
d’une transformation non-linéaire du système (équation 2.13). Les composantes
quadratiques de x(t) ayant subi une transformation linéaire sont éliminés.
S(t) = 2w1x
2(t) + 2w4x
4(t) + . . .
= 2w2
[
a1x1(t) + a2x
2
1(t)
]2
+ . . .
= 2w2a1x
2
1(t) + 4w2a1a2x
3
1(t) + 2w2a2x
4
1(t) + . . .
(2.13)
L’imagerie par inversion d’impulsions a donc pour objectif d’augmenter la détec-
tion des échos des microbulles, tout en minimisant les échos provenant des autres
structures telles que le tissu. Elle a l’avantage d’opérer sur toute la bande fréquen-
tielle du transducteur, ce qui ne détériore pas la résolution. Mais le prix à payer
est la réduction du rafraîchissement des images, ce qui rend la méthode sensible au
mouvement.
2.2.3 Imagerie par modulation de phase et d’amplitude
L’imagerie par modulation de phase et d’amplitude [Phillips et Gardner, 2004],
connue sous le nom « Contrast Pulse Sequence », est une méthode qui combine
l’inversion d’impulsions (présentée précédemment) et la modulation d’amplitude
[Brock-fisher et al., 1996]. Elle fait appel à une séquence d’excitations variant à la
fois en amplitude et en phase (figure 2.12).
Figure 2.12 – Schéma fonctionnel de l’imagerie par modulation de phase et d’amplitude.
69
CHAPITRE 2. IMAGERIE HARMONIQUE ULTRASONORE DE
CONTRASTE ET MODÈLES DE SIMULATION
Plusieurs séquences possibles existent. La plus simple est composée de deux exci-
tations x1(t) et x2(t). La deuxième onde x2(t), transmise après un temps approprié,
est une réplique de x1(t) en opposition de phase et dont l’amplitude est deux fois
plus grande. Dans cet exemple, l’écho de la première excitation x1(t) est multiplié
par deux puis ajouté à l’écho de la deuxième excitation x2(t). Lorsque le milieu se
comporte linéairement, cette somme s’annule ; ce qui n’est souvent plus le cas dans
le cas d’un réflecteur non-linéaire comme les microbulles. La modulation de phase et
d’amplitude élimine seulement la fréquence fondamentale contrairement à l’inversion
d’impulsions où seules les composantes paires ou impaires sont conservées. Pour le
démontrer, reprenons notre hypothèse décrite par l’équation 2.11. Ainsi la somme
des deux échos élimine la contribution à la fréquence fondamentale :
S(t) = 2echo (x(t)) + echo (−2x(t)) = 2
+∞∑
p=1
wpx
p(t) +
+∞∑
p=1
wp (−2x(t))
p
= 2w1x(t) + 2w2x
2(t) + 2w3x
3(t) + · · · − 2w1x(t) + 4w2x
2(t)− 8w3x
3(t) + . . .
= 6w2x
2(t)− 6w3x
3(t) + . . .
(2.14)
La méthode a l’avantage d’être peu sensible aux faibles mouvements, et d’autant
plus que le nombre d’impulsions dans la séquence est élevé mais au détriment de la
cadence d’images [Tranquart et al., 2007a].
2.2.4 Imagerie par modulation de fréquences
Ces dernières années ont vu apparaître des méthodes d’imagerie mettant en jeu
des excitations avec modulation de fréquences aussi appelée chirp c. Ces méthodes
d’imagerie ont l’avantage de pouvoir réduire considérablement le niveau de pression,
puisque l’énergie est répartie temporellement. L’intérêt principal est la réduction
du niveau de pression, ce qui augmente la durée de vie du produit de contraste.
Cependant pour conserver une résolution axiale, il est nécessaire d’ajouter une
étape dite de « compression » sur le signal en réception développée pour les sys-
tèmes radars [Klauder et al., 1960] et adaptée à l’imagerie ultrasonore [Rao, 1994,
Misaridis et Jensen, 2005].
c. Mot d’origine anglaise signifiant « gazouillis ».
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Trois méthodes d’imagerie qui utilisent la modulation de fréquence ont été déve-
loppées :
– l’imagerie harmonique par chirp [Borsboom et al., 2003] ;
– l’imagerie par inversion de chirps [Chiao et Hao, 2005] ;
– l’imagerie par retournement de chirps [Bouakaz, 2008].
La première, l’imagerie harmonique par chirp, est la plus simple. L’excitation
des microbulles est une sinusoïde modulée en fréquence par une loi telle que f(t) =
f0 + β1t. Enfin, l’écho est compressé par un filtre adapté autour de 2f0. Cette
étape consiste à appliquer un filtre ayant pour réponse impulsionnelle également une
sinusoïde modulée en fréquence mais de loi f(t) = 2f0−2β1t. Pour de faibles niveaux
de pression, la modulation en fréquence permet d’augmenter considérablement les
non-linéarités par rapport à une excitation de même bande passante mais sans
modulation.
La seconde méthode, l’imagerie par inversion de chirps , combine la modulation
de fréquence et l’imagerie par inversion d’impulsions. Elle a déjà été appliquée à
l’imagerie des tissus, mais pas à l’imagerie de contraste. Le principe est identique
à celui présenté pour l’inversion d’impulsions. La première onde x1 est modulée en
fréquence et transmise au milieu. Puis une seconde onde x2 est modulée avec la
même loi, mais en opposition de phase par rapport à x1. Chacun des échos respectifs
y1 et y2 est compressé avec un filtre adapté pour obtenir respectivement y1,c et y2,c.
L’image est réalisée à partir de la somme des signaux compressés y1,c et y2,c.
La troisième, l’imagerie par retournement de chirps , utilise aussi des excitations
codées. Une première excitation x1(t) est modulée avec une loi telle que f(t) =
f0+β1t. Une seconde excitation x2(t) est modulée mais avec une pente opposée telle
que f(t) = f0 − β1t et transmise après un délai approprié. Chacun des signaux est
compressé avec le filtre adapté qui lui convient pour obtenir y1,c et y2,c respectivement
pour le premier et le second échos. L’image est réalisée à partir de la différence des
signaux compressés y1,c et y2,c.
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Chapitre 3
Commande optimale par familles de
signaux
L
’imagerie harmonique de contraste ultrasonore dispose d’un grand nombre
de méthodes pour réhausser le contraste. Cependant, ces techniques ont
des difficultés à assurer à la fois une bonne résolution spatiale et un
bon contraste. Selon l’application médicale, ce compromis peut être à l’avantage du
contraste ou de la résolution. Par exemple, en échocardiographie de contraste, le
contraste est préféré même si la résolution diminue [Burns, 2002].
En tout état de cause, les paramètres de réglages du système sont déterminants,
parce qu’ils nécessitent des connaissances a priori du milieu, du système et du
transducteur. En effet, il existe de nombreuses inconnues telles que :
– le niveau de pression qui n’est pas accessible dans les tissus, puisque les effets
de la diffraction et de l’atténuation varient d’un patient à un autre ;
– le niveau et le nombre de composantes non-linéaires créés lors de la propagation
dans les tissus sont inconnus selon la profondeur, puisqu’ils varient avec la
profondeur d’exploration.
De plus, la plupart des techniques ne permettent pas au cours de l’examen clinique
de s’adapter aux variations de :
– la concentration effective des microbulles qui évolue durant l’examen et qui
reste inaccessible, donc inconnue [Becher et Burns, 2000] ;
– la distribution des tailles de microbulles qui n’est pas connue avec précision et
qui change au cours de l’examen [Soetanto et Chan, 2000].
Pour résoudre ce problème, de nouvelles méthodes d’imagerie innovantes doivent
ainsi pouvoir garantir un contraste optimal automatiquement durant toute la durée
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de l’examen. Dans ce chapitre, nous nous proposons de relever ce challenge.
Dans ce chapitre, nous proposons un système d’imagerie qui optimise le CTR
(Contrast-to-Tissue Ratio) et qui sélectionne les paramètres w du système automa-
tiquement parmi une famille de solution :
max
w
(CTR) , (3.1)
Le CTR est défini comme le rapport de la puissance rétrodiffusée du milieu perfusé
par les microbulles et celle du milieu non perfusé [Phukpattaranont et Ebbini, 2003]
tel que :
CTRk =
1
Nl·t1
Nl∑
l=1
t1∑
t=t0
zk,l(t)
2
1
Nl·t3
Nl∑
l=1
t3∑
t=t2
zk,l(t)
2
, (3.2)
où Nl est le nombre de ligne de l’image, zk,l(t) la ligne l de l’image après post-
traitement (incluant les techniques d’imagerie) à l’itération k de l’optimisation. Les
deux zones sont délimitées par les bornes [t0, t1] axialement pour le milieu perfusé
par les microbulles, et les bornes [t2, t3] pour le milieu non-perfusé.
Nous faisons l’hypothèse qu’il existe un choix adapté des paramètres d’excitation
(fréquence, amplitude, phase, durée, énergie, etc.) qui optimise le contraste sans
connaissance préalable du milieu, du transducteur et des paramètres d’excitation
[Ménigot et al., 2009]. De plus, nous faisons également l’hypothèse que la région
perfusée par les microbulles est déjà identifiée. Nous avons détecté les zones ma-
nuellement. Mais cette détection pourrait, par exemple, être automatisée par une
méthode de segmentation adaptée à l’échographie [Tauber, 2005]. Enfin, la méthode
doit être, en absolue, indépendante du modèle de simulations ou des expériences
réalisées.
3.1 Méthodes
Notre méthode suit le principe décrit par le schéma 3.1 où nous avons ajouté
une rétroaction pour boucler le système d’imagerie ultrasonore. De plus, nous nous
plaçons dans le contexte de l’imagerie ultrasonore de contraste. Cette configuration
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Figure 3.1 – Schéma fonctionnel de l’imagerie ultrasonore en boucle fermée.
a l’avantage de pouvoir identifier facilement un critère de qualité de l’image (par
exemple le contraste). En effet, la région d’intérêt contenant les microbulles est
facilement identifiable. Cependant ce principe reste vrai en dehors du contexte de
l’imagerie de contraste ultrasonore.
Nous avons restreint notre choix à deux familles de signaux. Ces choix nous
semblent les plus pertinents compte tenu des résultats présentés dans la littérature.
La première famille est constituée de demi-sinusoïdes tronquées et la seconde est
une famille de sinusoïdes modulées en fréquence.
3.2 Commande optimale par une famille de demi-
sinusoïdes tronquées
Le point de départ de notre étude trouve son origine dans le travail de l’opti-
misation analytique du contraste en inversion d’impulsions [Reddy et Szeri, 2002].
Cette solution étant analytique, nous avons appréhendé cette solution d’un point
de vu sous-optimal. Pour approcher la forme d’onde analytique (figure 3.2), nous
proposons de découper une période de l’onde en deux demi-sinusoïdes tronquées
d’amplitudes respectives A1 et A2 et de durées respectives T1 et T2.
La commande du système est calculée numériquement et itérativement. Les
paramètres qui décrivent les demi-sinusoïdes tronquées sont déterminés à chaque
itération k. Le signal est constitué de plusieurs cycles d’une onde sous-optimale
(comme par exemple, la courbe en pointillé vert en figure 3.2) et est modulée par
une gaussienne [Tranquart et al., 2007b] tel que :
x′k,ϕ(t) = exp
[
−
(
2(f1,k + f2,k)t
Nc
)2]
ξk,ϕ(t), (3.3)
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Figure 3.2 – Solution optimale calculée analytiquement [Reddy et Szeri, 2002] et exemple de solution sous-optimale
définie pour notre famille de demi-sinusoïdes tronquées.
où k est l’itération de l’optimisation, t le temps et f1,k = 1/T1,k, respectivement f2,k =
1/T1,k, sont les fréquences de la première demi-sinusoïde tronquée, respectivement
de la seconde demi-sinusoïde tronquée, à l’itération k. Le nombre de cycles de
l’excitation Nc est choisi en fonction de la méthode d’imagerie. Ainsi pour une
méthode non codée comme l’imagerie harmonique par filtrage autorégressif non-
linéaire, à cause du besoin d’une bande passante restreinte, le nombre de cycle Nc
est égal à quatre, soit 50% de bande passante relative a à la fréquence centrale fc du
transducteur. Dans les méthodes codées, le nombre de cycle est fixé à 2,3, soit 100%
de la bande passante relative à la fréquence centrale fc du transducteur.
Le signal ξk(t) représente le signal composé des deux demi-sinusoïdes tronquées
non modulées par la gaussienne et définies par l’équation 3.4 :
ξk,ϕ(t) = ξ1,k,ϕ(t)− ξ2,k,ϕ(t), (3.4)
a. La bande passante relative est définie comme le pourcentage de la bande passante du signal
dans la bande passante du transducteur.
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où ξ1,k,ϕ(t), respectivement ξ2,k,ϕ(t) sont les deux demi-sinusoïdes tronquées décrites
dans les équations 3.5 et 3.6.


ξ1,k,ϕ = sin
(
2πt
T1,k
+ φϕ
) +∞∑
i=−∞
Rect T
1,k
2
[
t− i
T1,k
4
]
, (3.5)
ξ2,k,ϕ = αk sin
(
2π(t−
T1,k
2
)
T2,k
+ φϕ
)
+∞∑
i=−∞
RectT
2,k
2
[
t− i
(
T1,k
2
+
T2,k
4
)]
, (3.6)
où αk = A1,k/A2,k, RectTl (t− Tc) est une fonction rectangle centrée en Tc et de
largeur Tl, la phase φϕ est nulle si ϕ = 1 et φϕ = 180˚ si ϕ = 2. Toutefois, pour les
méthodes non codées, φϕ est toujours nulle (ou ϕ = 1).
Ensuite, le niveau de pression A est fixé afin que l’énergie de l’excitation xk(t)
soit constante tel que :
Ak · A1,k =
√
A20 · Pxref
Px′
k,ϕ
, (3.7)
où A0 est le niveau de pression du signal de référence xref. Ce signal xref est calculé
à la fréquence centrale fc du transducteur. Sa puissance Pxref constitue la puissance
de référence. La puissance de l’onde transmise est alors constante en ajustant l’am-
plitude du signal :
xk,ϕ(t) = Ak · A1,k · x
′
k,ϕ(t). (3.8)
Ce signal xk(t) constitue l’excitation du système d’imagerie pour optimiser le CTR
(équation 3.2).
Dans cette section, nous présentons nos résultats obtenus en commande optimale
empirique et automatique pour des simulations et des expérimentations. Nous avons
regroupé les résultats par méthodes d’imagerie. Nous commençons tout d’abord
par l’imagerie harmonique obtenue par filtrage autorégressif non-linéaire, ensuite
par l’imagerie par inversion d’impulsions et enfin par l’imagerie par modulation de
phase et d’amplitude.
Pour montrer la faisabilité de notre approche, nous commençons par présenter la
méthode la plus simple à savoir l’imagerie harmonique par filtrage autorégressif non-
linéaire. Nous explorons plus en profondeur les possibilités de l’optimisation avec la
deuxième méthode d’imagerie. Enfin la dernière méthode d’imagerie nous permet de
démontrer que notre méthode peut s’adapter à toutes les méthodes d’imagerie. Les
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différentes optimisations sont résumées dans le tableau suivant :
Paramètres
d’optimisation
HI-NAR PI CPS
f0 empirique et
automatique
empirique et
automatique
empirique et
automatique
f1, f2 empirique et
automatique
empirique et
automatique
empirique et
automatique
α avec f1,opt et
f2,opt
empirique et
automatique
empirique et
automatique
empirique et
automatique
f1,f2 et α automatique automatique automatique
Table 3.1 – Optimisations pour la famille de sinusoïdes tronquées (HI-NAR : imagerie harmonique par filtrage
autorégressif non-linéaire ; PI : imagerie par inversion d’impulsions ; CPS : imagerie par modulation de phase et
d’amplitude).
3.2.1 Imagerie harmonique par filtrage autorégressif non-linéaire
Pour démontrer la faisabilité de notre méthode, nous proposons d’effectuer une
série de simulations et une expérimentation. Nous démontrons, au travers de simu-
lations, l’optimalité de notre système boucle fermée en deux étapes :
1. nous vérifions empiriquement que la fonction de coût (le CTR) possède bien
un maximum global ;
2. nous vérifions que le système recherche bien automatiquement les paramètres
de l’excitation.
Pour comparer avec l’imagerie non-optimisée, nous avons choisi deux valeurs de fré-
quences d’excitation f0 habituellement choisies empiriquement : la fréquence centrale
fc du transducteur et les deux-tiers de cette même fréquence [Hossack et al., 2000].
Enfin, nous validons notre concept à travers des mesures expérimentales.
3.2.1.1 Réglage de la fréquence d’excitation
Cette première optimisation est le cas le plus simple, puisque nous faisons l’hypo-
thèse que le CTR est une fonction de la fréquence d’excitation f0 avec f0 = f1 = f2
et α = 1. L’expression du signal d’excitation est donc défini par l’équation suivante :
xk,ϕ(t) = A · exp
[
−
πf0,kt
Nc
]
sin (2πf0,kt+ φϕ) , (3.9)
78
3.2. COMMANDE OPTIMALE PAR UNE FAMILLE DE DEMI-SINUSOÏDES
TRONQUÉES
avec, pour cette méthode d’imagerie, ϕ = 1 et donc φϕ = 0.
Nous commençons par présenter nos résultats de simulations, puis nos résultats
expérimentaux.
La figure 3.3 présente les optimisations empiriques et automatiques de la fré-
quence d’excitation f0,k pour différents niveaux de pression A0.
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Figure 3.3 – Simulations des optimisations à l’aide de la fréquence d’excitation f0 en imagerie harmonique par
filtre non-linéaire autorégressif pour différents niveaux de pression A0. (a) Recherches empiriques des maxima du
CTR en fonction de la fréquence d’excitation f0,k . Le chemin d’optimisation automatique pour le niveau de pression
A0 = 400 kPa est noté en noir. (b) Recherches automatiques du CTR à l’aide de la fréquence d’excitation f0,k par
un algorithme utilisant le gradient.
Dans un premier temps, une première simulation, représentée en figure 3.3a re-
cherche empiriquement la fréquence d’excitation qui optimise le CTR pour différents
niveaux de pression A0 (de 200 à 400 kPa). Nous observons les points suivants :
– premièrement, le CTR possèdent un maximum global quel que soit le niveau
de pression. Cette propriété est intéressante puisqu’elle facilite une recherche
automatique par un algorithme basé sur le gradient ;
– deuxièmement, la fréquence de ce maximum globale change légèrement avec le
niveau de pression. Nous imputons cette variation à la fréquence de résonance
des microbulles qui dépend du niveau de pression. Cependant les effets de
la bande passante du transducteur limite la mesure des non-linéarités, ce qui
provoque une légère variation de la fréquence optimale f0,opt ;
– troisièmement, les différents niveaux de pression A0 procurent un CTR équi-
valent. En effet, pour un niveau de pression plus faible, les non-linéarités des
microbulles et du tissu sont faibles. Lorsque le niveau de pression est plus
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élevé, les non-linéarités du tissu augmente au détriment des non-linéarités
des microbulles, ce qui ne permet pas d’augmenter le CTR. Ainsi, les valeurs
maximales du CTR sont comprises entre 32,2 dB et 34,5 dB, pour des niveaux
de pression A0 de 200 à 400 kPa. Les gains correspondants sont d’environ 2,35
dB par rapport au CTR obtenu au deux-tiers de la fréquence centrale fc.
Dans un second temps, une recherche automatique de ce maximum est menée par
l’algorithme du gradient décrit en annexe A.1. Les résultats sont présentés en figure
3.3b. Nous y avons reporté en bas le CTR évalué à chaque itération k. En haut de la
figure 3.3b, nous avons reporté l’évolution de la fréquence d’excitation f0,k au cours
des itérations k. L’optimisation automatique retrouve bien le maximum du CTR. La
fréquence d’excitation f0,k converge vers une valeur stable au bout de six itérations,
quel que soit le niveau de pression A0. D’ailleurs, à titre d’illustration, nous avons
reporté en figure 3.3a les vingt itérations qui confirment bien la convergence au bout
des six premières itérations. De même, le CTR a atteint son maximum lorsque la
fréquence d’excitation a convergé. Notez que les valeurs du CTR et du gain obte-
nues automatiquement ne présentent pas de « biais » par rapport à celles obtenues
empiriquement lors de la première simulation.
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Figure 3.4 – Images synthétiques en imagerie harmonique par filtre non-linéaire autorégressif pour un niveau de
pression de A0 = 400 kPa où la fréquence d’excitation f0 est (a) la fréquence centrale fc du transducteur (fc = 3,5
MHz), (b) les deux tiers de la fréquence centrale fc du transducteur (2/3fc = 2,33 MHz), (c) la fréquence optimale
(f0,opt = 2,28 MHz).
En résumé, ces résultats nous confirment la présence d’un CTR maximum d’envi-
ron 34 dB qu’il est possible de retrouver automatiquement. Le point fort de notre mé-
thode est qu’aucune connaissance a priori n’est nécessaire, exceptée pour le choix des
trois premières fréquences qui conditionnent la rapidité de la convergence. À notre
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grande suprise, l’optimum obtenu n’est pas aux fréquences empiriques conseillées (la
fréquence centrale fc du transducteur et les deux-tiers de cette fréquence).
À titre d’illustration, nous avons reporté en figure 3.4 des images synthétiques
pour les trois fréquences : la fréquence centrale fc du transducteur, les deux-tiers de
la fréquence centrale fc du transducteur et la fréquence optimale f0,opt pour un niveau
de pression A0 de 400 kPa. Notez que toutes les images présentées ont également
subi une compression logarithmique.
Dans la première image à la fréquence fc, le tissu est fortement visible, rédui-
sant le contraste. Les deux dernières (aux fréquences 2/3fc et f0,opt) réduisent la
contribution du tissu tout en réhaussant le signal provenant des microbulles. La
troisième image à f0,opt augmente légèrement le contraste en réduisant un peu plus
la contribution du tissu (parties haute et basse de l’image).
Pour confirmer les bons résultats de simulations, nous présentons les résultats
expérimentaux. L’excitation est choisie avec un niveau de pression A0 de 400 kPa à
la focale.
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Figure 3.5 – Expérience d’optimisation automatique à l’aide de la fréquence d’excitation f0 en imagerie harmonique
par filtre non-linéaire autorégressif par un algorithme du gradient.
Les résultats de l’expérience, présentés en figure 3.5, nous montrent l’évolution
de la fréquence d’excitation f0,k et du CTR au cours des itérations. Le CTR converge
vers sa valeur optimale après six itérations pour une fréquence d’excitation f0,k de
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2,38MHz. Le CTR moyen après convergence est d’environ 23 dB, soit un gain moyen
de 2 dB par rapport aux deux-tiers de la fréquence centrale fc du transducteur.
3.2.1.2 Réglage des fréquences des demi-sinusoïdes tronquées
Nous nous proposons maintenant d’ajouter un degré de liberté supplémentaire en
introduisant la recherche simultanée des fréquences f1 et f2 des deux demi-sinusoïdes
tronquées. Nous commençons par une recherche empirique, puis par une recherche
automatique. Nous observons les performances sur des images synthétiques.
La figure 3.6 présente une recherche empirique du CTR en fonction des fréquences
des demi-sinusoïdes tronquées f1,k et f2,k pour un niveau de pression A0 de 400 kPa.
La fonction présente de nombreux maxima locaux, ce qui ne facilite pas une recherche
automatique robuste. L’optimum empirique est calculé pour f1,opt = 2,89 MHz et
f2,opt = 2,26 MHz. Ce maximum du CTR est plus important de 5,4 dB par rapport
à celui obtenu par la seule optimisation de la fréquence f0,opt.
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Figure 3.6 – Simulation de la recherche empirique du maximum du CTR en fonction des fréquences f1 et f2 des
demi-sinusoïdes tronquées en imagerie harmonique par filtre non-linéaire autorégressif pour un niveau de pression
A0 = 400 kPa. Les recherches automatiques sont reportées en noir pour l’algorithme du gradient et en blanc pour
l’algorithme de Nelder-Mead.
La figure 3.7 présente les optimisations automatiques pour différents niveaux de
pression A0 par l’algorithme du gradient (annexe A.1) et l’algorithme de Nelder-
Mead (annexe A.2). Ces algorithmes retrouvent le maximum identifié lors de la
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Figure 3.7 – Simulations des optimisations automatiques à l’aide des fréquences f1 et f2 des demi-sinusoïdes
tronquées en imagerie harmonique par filtre non-linéaire autorégressif pour différents niveaux de pression A0 par
l’algorithme basé sur le gradient (a) et par l’algorithme de Nelder-Mead (b). Les fréquences f1 sont notées en
traits pleins, tandis que les fréquences f2 sont en pointillés.
recherche empirique. Cependant il est nécessaire de correctement initialiser les al-
gorithmes et en particulier l’algorithme du gradient, afin de retrouver le maximum
global. Notez que nous avons reporté en figure 3.6 les optimisations automatiques
par une ligne noire pour l’algorithme du gradient, et par une ligne blanche pour
l’algorithme de Nelder-Mead.
À partir de ces résultats, nous calculons une nouvelle image synthétique sous-
optimale (figure 3.8).
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Figure 3.8 – Image synthétique en imagerie harmonique par filtre non-linéaire autorégressif pour un niveau de
pression de A0 = 400 kPa et avec les valeurs optimales de f1,opt et f2,opt.
Malheureusement, nous n’avons pas pu tester expérimentalement cette configu-
ration et les suivantes en raison des limitations de notre dispositif expérimental. En
effet, ces optimisations nécessitent plusieurs mesures du CTR par itérations, ce qui
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Figure 3.9 – Simulations des optimisations à l’aide du rapport α des amplitudes en imagerie harmonique par filtre
non-linéaire autorégressif pour différents niveaux de pression A0. (a) Recherches empiriques des maxima du CTR
en fonction de α. Le chemin d’optimisation automatique pour le niveau de pression A0 = 400 kPa est noté en noir.
(b) Recherches automatiques du CTR à l’aide de α par un algorithme utilisant le gradient.
augmente la durée de l’expérience. Le dispositif expérimental que nous avons à notre
disposition ne nous permet pas de réaliser des mesures en temps-réel.
3.2.1.3 Réglage du rapport des amplitudes des demi-sinusoïdes tron-
quées
Tout comme les autres configurations, l’hypothèse sur laquelle repose notre étude
est qu’il existe un maximum global de la fonction de coût, ici le CTR. Notre travail
consiste à vérifier cette hypothèse.
Cette configuration consiste donc à rechercher le coefficient α qui règle le rapport
des amplitudes des demi-sinusoïdes tronquées, tout en conservant en mémoire les
valeurs optimales des fréquences f1,opt et f2,opt de la précédente optimisation. Ainsi
lorsque α est inférieur à 1, A1 est supérieure à A2 ; et réciproquement lorsque α est
supérieur à 1.
Nous commençons par une recherche empirique du rapport α qui maximise le
CTR. La figure 3.9 présente les optimisations empiriques et automatiques du rapport
α des amplitudes pour différents niveaux de pression A0.
Sur la figure 3.9a, nous observons que le CTR possède bien un maximum global
quel que soit le niveau de pression A0 (de 200 à 400 kPa).
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La recherche automatique de ce maximum est menée par l’algorithme du gradient
et est présentée en figure 3.9b. Nous avons reporté en bas de la figure 3.9b le
CTR évalué à chaque itération k. En haut de la figure 3.9b, nous avons reporté
l’évolution de αk au cours des itérations k. L’optimisation automatique retrouve bien
le maximum du CTR. À titre d’illustration, nous avons reporté en figure 3.9a les
vingt premières itérations. Le gain obtenu en optimisant le rapport des amplitudes
varie de 1,31 dB à 0,74 dB pour des niveaux de pression A0 respectifs de 200 à 400
kPa.
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Figure 3.10 – Image synthétique en imagerie harmonique par filtre non-linéaire autorégressif pour un niveau de
pression de A0 = 400 kPa et avec les valeurs optimales de f1,opt et f2,opt et après optimisation de α.
Compte tenu du faible gain du CTR obtenu avec une optimisation des amplitudes
par rapport à une optimisation sans amplitude, l’image synthétique 3.10 est très
proche de l’image présentée en figure 3.8.
3.2.1.4 Réglage des fréquences et du rapport des amplitudes des demi-
sinusoïdes tronquées
Ce réglage automatique peut également être déterminé simultanément. Nous
réalisons cette simulation à partir de l’algorithme de Nelder-Mead. La figure 3.11
représente le CTR en fonction des itérations k en bas et les paramètres dans les
deux figures du haut. En seulement quinze itérations environ, cette optimisation est
capable de déterminer les paramètres optimaux qui maximisent le CTR.
Les résultats montrent qu’il est encore possible de maximiser le CTR en réglant
simultanément les fréquences f1, f2 et le rapport α des amplitudes. Remarquez que
contrairement aux cas présentés en figure 3.7, la fréquence f1 est plus faible que la
fréquence f2.
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Figure 3.11 – Simulations des optimisations automatiques à l’aide des fréquences f1 et f2, ainsi que du rapport α
des amplitudes en imagerie harmonique par filtre non-linéaire autorégressif pour différents niveaux de pression A0.
Les fréquences f1 sont notées en traits pleins, tandis que les fréquences f2 sont en pointillés.
L’image synthétique associée à ce maximum est présentée en figure 3.12.
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Figure 3.12 – Image synthétique en imagerie harmonique par filtre non-linéaire autorégressif pour un niveau de
pression de A0 = 400 kPa après optimisation de f1, f2 et α.
3.2.1.5 Discussions
Le réglage des paramètres des demi-sinusoïdes tronquées en imagerie harmonique
par filtrage autorégressif non-linéaire est réalisé automatiquement et sans prendre en
compte de connaissances a priori du système (tissu, microbulles ou transducteur).
Il optimise le CTR tout en assurant un réglage optimal du filtre autorégressif non-
linéaire (table 3.2).
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Paramètres
d’optimisation
f0 f1, f2 α avec
f1,opt et f2,opt
f1,f2 et α
CTR (dB) 34,49 39,92 40,72 41,75
Table 3.2 – CTR optimaux des simulations en imagerie harmonique par filtre non-linéaire autorégressif selon
différents réglages optimaux pour un niveau de pression A0 de 400 kPa.
Conventionnellement, seul un réglage empirique de la fréquence est réalisé et
basé sur la connaissance des propriétés du transducteur (fréquence centrale fc et
bande passante). Cependant les réglages empiriques ne prennent jamais en compte les
imperfections du transducteur. De plus, les propriétés du milieu exploré sont ignorées
dans le choix du réglage. Notre méthode de réglage automatique s’accommode de ces
inconnues. Elle est réalisée à partir de mesures objectives pour optimiser un critère
de l’image, comme le contraste. Elle trouve le réglage optimal qui est difficilement
prévisible analytiquement.
Un ou plusieurs paramètres peuvent être réglés. Le choix optimal des fréquences
f1 et f2 semble être le plus efficace en comparaison de la complexité de l’optimisation.
Le réglage des amplitudes n’apportent pas un gain aussi important, compte tenu de
la bande passante restreinte des transducteurs.
Finalement une implémentation temps-réelle est envisageable à la vue du faible
temps de calcul de l’optimisation. Toutefois, il existe plusieurs inconvénients. Premièrement,
il faut disposer d’un émetteur analogique programmable. Deuxièmement, bien que
notre technique puisse proposer des paramètres optimaux pour chaque ligne de
l’image, il est préférable d’effectuer l’optimisation sur l’ensemble de l’image. L’image
est ainsi plus homogène avec une unique résolution.
3.2.2 Imagerie par inversion d’impulsions
Cette deuxième méthode d’imagerie est la technique la plus utilisée. Il est donc
important de confirmer les résultats précédents. De plus, une première étude mon-
trait l’intérêt de l’utiliser en commande optimale [Mleczko et al., 2007].
Pour démontrer la faisabilité et les intérêts de notre méthode, nous nous propo-
sons d’effectuer une série de simulations et une expérimentation. Nous démontrerons,
aux travers de simulations, l’optimalité et l’adaptativité de notre système boucle
fermée en trois étapes :
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1. nous vérifions empiriquement que la fonction de coût (le CTR) possède bien
un maximum global ;
2. nous vérifions que le système recherche bien automatiquement les paramètres
optimaux de l’excitation ;
3. nous vérifions qu’avec une variation de la population de microbulles, notre
système adaptatif procure automatiquement le meilleur CTR durant toute la
durée de l’examen.
Enfin, nous validons notre concept à travers des mesures expérimentales.
3.2.2.1 Réglage de la fréquence d’excitation
Cette première optimisation, la plus simple, reprend le même principe que pré-
cédemment lors de l’optimisation en imagerie harmonique par filtrage autorégressif
non-linéaire. Notez toutefois que le CTR que nous voulons maximiser opère sur le
signal de sommation de l’inversion d’impulsions. Tout d’abord, nous commençerons
par confirmer l’existence d’un maximum et sa recherche automatique. Ensuite, nous
vérifierons le caractère adaptatif de notre méthode. Enfin, nous intégrerons une
contrainte de résolution axiale.
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Figure 3.13 – Simulations des optimisations à l’aide de la fréquence d’excitation f0 en imagerie par inversion
d’impulsions pour différents niveaux de pression A0. (a) Recherches empiriquse des maxima du CTR en fonction
de f0,k . Le chemin d’optimisation automatique pour le niveau de pression A0 = 400 kPa est noté en noir. (b)
Recherches automatiques du CTR à l’aide de f0,k par un algorithme utilisant le gradient.
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3.2.2.1.1 Cas 1 : Pour ce premier cas, nous avons représenté, en figure 3.13a,
le CTR en fonction de la fréquence d’excitation f0. Le maximum du CTR atteint
32,73 dB pour une fréquence optimale de 1,75 MHz dans le cas où le niveau de
pression A0 est de 400 kPa. Ensuite, une optimisation automatique par l’algorithme
du gradient est présentée en figure 3.13b. La figure 3.13b en haut montre l’évolution
de la fréquence f0,k en fonction des itérations k, tandis que la figure 3.13b en bas
montre le CTR correspondant. Notez que l’optimisation pour un niveau de pression
A0 de 400 kPa est également reportée en 3.13a par une ligne noire.
Les résultats sont proches de ceux observés en imagerie harmonique par filtrage
autorégressif non-linéaire. Cependant les valeurs des fréquences optimales sont très
différentes, ainsi que les CTR correspondants. La méthode d’imagerie a donc une
forte influence dans le choix des paramètres d’excitation pour optimiser le CTR.
Nous avons représenté comme précédemment, en figure 3.14, trois images syn-
thétiques pour les trois fréquences : la fréquence centrale fc du transducteur, les
deux-tiers de la fréquence centrale fc du transducteur et la fréquence optimale f0,opt
pour un niveau de pression A0 de 400 kPa. Nous pouvons faire les mêmes remarques
que précédemment, à savoir que la meilleure image est celle obtenue pour la fréquence
optimale f0,opt.
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Figure 3.14 – Images synthétiques en imagerie par inversion d’impulsions pour un niveau de pression de A0 = 400
kPa, où la fréquence de l’excitation est (a) la fréquence centrale fc du transducteur (f0 = 3,5 MHz), (b) les deux
tiers de la fréquence centrale fc du transducteur (f0 = 2,33 MHz), (c) la fréquence optimale (f0,opt = 1,77 MHz).
Sur la figure 3.15, nous présentons les résultats expérimentaux qui montrent
l’évolution de la fréquence f0,k au cours des itérations, ainsi que les mesures du
CTR correspondantes. L’optimisation converge après environ six itérations. Notez
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que les fortes variations du CTR sont dues au mouvement des microbulles, ainsi que
l’évolution de la population insonifiée.
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Figure 3.15 – Expérience d’optimisation automatique à l’aide de la fréquence d’excitation f0 en imagerie par
inversion d’impulsions par un algorithme du gradient.
3.2.2.1.2 Cas 2 : Ce deuxième cas présente une nouvelle propriété de notre
méthode : la capacité de s’adapter au milieu de manière à offrir toujours le meilleur
CTR durant l’examen. Dans le but de vérifier que notre méthode propose des
valeurs optimales et adaptatives des paramètres d’excitation, nous réalisons trois
simulations. Sur la figure 3.16, nous avons reporté l’évolution du CTR et l’évolution
de la fréquence d’excitation f0 en fonction des différentes itérations k et ceci lorsque :
1. dix microbulles de rayon R0 sont présentes ;
2. cinq microbulles de rayon 2R0 sont présentes ;
3. le nombre de microbulles est de dix avec un rayon R0 jusqu’à la dixième
itération, puis il n’en reste plus que cinq avec un rayon de 2R0. Ce choix
s’apparentent à une destruction de microbulles. Dans ce cas, les plus petites
disparaissent prioritairement.
Les résultats indiqués en figure 3.16 montrent que pour chaque population de micro-
bulles, la fréquence et le CTR convergent vers une valeur stable. Lorsque la po-
pulation de microbulles change pendant l’examen, la technique s’adapte sans biais.
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Nous vérifions que le rayon a un impact sur la fréquence optimale et sur le CTR,
puisqu’il influe sur la fréquence de résonance de la microbulle. La fréquence optimale
est ainsi différente pour chaque type de microbulles. Il en est de même pour l’énergie
rétrodiffusée.
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Figure 3.16 – Simulations des optimisations du CTR pour un niveau de pression A0 de 400 kPa en présence d’une
évolution des propriétés de la microbulle au cours de l’optimisation. La première optimisation est réalisée avec dix
microbulles de rayon R0 ; la seconde avec cinq microbulles de rayon 2R0. La troisième optimisation commence avec
dix microbulles de rayon R0 jusqu’à l’itération 10, puis avec cinq microbulles de rayon 2R0.
3.2.2.1.3 Cas 3 : Enfin pour la dernière configuration, nous souhaitons prendre
en compte la modification de la résolution axiale de l’image. En effet, lorsque la
fréquence proposée est plus faible que la fréquence centrale fc du transducteur alors
la résolution est dégradée au profit du contraste. Toutefois, nous pouvons appliquer
une contrainte qui fixe la résolution. Pour cela, le nombre de cycles Nck devient
dépendant de l’itération et donc de la fréquence f0,k afin que la durée de l’excitation
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soit constante quelle que soit la fréquence f0,k :
Nc(k)
2f0,k
= 2Ttot(k)
2 = cte, (3.10)
où 2Ttot(k)2 est la longueur temporelle de l’excitation à l’itération k. Dans ce cas,
Nc(k) diminue lorsque f0,k diminue.
La figure 3.17 présente l’optimisation du CTR par la fréquence f0,k en appliquant
la contrainte d’une résolution axiale constante. La figure 3.17a montre la recherche
empirique du maximum du CTR en fonction de la fréquence d’excitation f0 et de
la bande passante à l’émission. La figure 3.17b montre l’optimisation automatique
par l’algorithme du gradient de la fréquence d’excitation f0. Notez que les CTR et
les gains sont moins importants dans cette configuration, puisque le faible nombre
de cycles Nc réduit la bonne séparation des composantes harmoniques. Enfin, le
système converge vers le CTRmaximum avec la même vitesse que dans la simulation
présentée en figure 3.13b.
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Figure 3.17 – Simulations des optimisations à l’aide de la fréquence d’excitation f0 en imagerie par inversion
d’impulsions pour différents niveaux de pression A0 et avec une résolution axiale constante. (a) Recherches empiriques
des maxima du CTR en fonction de la fréquence d’excitation f0,k pour différentes bandes passantes à l’émission. (b)
Recherches automatiques du CTR à l’aide de la fréquence d’excitation f0,k pour une bande passante à l’émission de
100%, soit une résolution axiale constante de de 0,43 mm.
Deux nouvelles images synthétiques sont calculées. La première est calculée
lorsque la fréquence de l’excitation est aux deux-tiers de la fréquence centrale fc
avec une résolution axiale de 0,43 mm, tandis que la seconde est à la fréquence
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optimale f0,opt obtenue précédemment. Notez que l’image à la fréquence centrale fc
du transducteur a déjà été calculée et présentée en figure 3.14a.
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Figure 3.18 – Images synthétiques en imagerie par inversion d’impulsions pour un niveau de pression de A0 = 400
kPa et avec une résolution axiale constante de 0,43 mm, où la fréquence de l’excitation est (a) les deux tiers de la
fréquence centrale fc du transducteur (f0 = 2,33 MHz), (b) la fréquence optimale (f0,opt = 1,38 MHz).
Nous avons testé l’imagerie par inversion d’impulsions de la même façon que
l’imagerie harmonique par filtre autorégressif non-linéaire. Les résultats détaillés
sont présentés en annexe B (p. 147). Nous avons reporté dans le tableau 3.3 les
CTR correspondants. Nous vérifions qu’en augmentant le degré de liberté, le CTR
optimisé augmente.
3.2.2.2 Discussions
L’optimisation du CTR en imagerie par inversion d’impulsions est réalisée auto-
matiquement et simplement, sans prendre en compte de connaissances a priori du
milieu et du transducteur b. Les performances sont résumées dans la table 3.3. Notre
méthode est simple pour deux raisons. Tout d’abord, l’optimisation est réalisée ité-
rativement à l’aide d’algorithmes simples d’implémentation. Ensuite, l’optimisation
n’est réalisée qu’avec un nombre réduit de paramètres (au maximum trois). Elle
propose un choix adapté des paramètres en seulement quelques itérations.
L’optimisation est obtenue par rétroaction. Ce système en boucle fermée trouve
le meilleur compromis entre la bande passante du transducteur et la réponse fré-
quentielle des microbulles et du tissu. Habituellement, ce compromis était réalisé
b. Sauf les trois premières valeurs de la fréquence, mais leurs choix n’ont d’impact que sur la
vitesse de convergence.
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Paramètres
d’optimisation
f0 f1, f2 α avec
f1,opt et f2,opt
f1,f2 et α
CTR (dB) 32,73 34,32 34,36 34,84
Table 3.3 – CTR optimaux des simulations en imagerie par inversion d’impulsions selon différents réglages optimaux
pour un niveau de pression A0 de 400 kPa. Le CTR augmente avec le nombre de paramètres de l’optimisation.
empiriquement. Toutefois, l’obtention de ce compromis suppose la connaissance la
plus précise possible du produit de contraste, du tissu et du transducteur. Avec
notre algorithme d’optimisation, aucune connaissance préalable n’est nécessaire.
L’algorithme adapte lui-même les paramètres d’excitation de manière à maximiser
l’énergie rétrodiffusée par les microbulles en minimisant celle rétrodiffusée par le
tissu, dans la bande passante du transducteur. D’autres techniques proposent la
seule maximisation de la contribution des microbulles ou la seule minimisation de la
contribution du tissu [Couture et al., 2008]. Notre méthode a l’avantage de réaliser
les deux simultanément. Plusieurs remarques peuvent être faites.
Premièrement, la fréquence optimale pour le CTR n’est ni la fréquence centrale
fc du transducteur, ni la fréquence de résonance des microbulles.
Deuxièmement, le contraste est réalisé sur les composantes harmoniques du signal
rétrodiffusé en imagerie par inversion d’impulsions. Il convient donc de trouver une
excitation qui permette la réception de ces harmoniques sur la plus grande largeur
de bande.
Troisièmement, notre méthode d’optimisation adapte la fréquence tout au long
de l’examen, c’est-à-dire en prenant en compte les modifications des propriétés
de la microbulle. Expérimentalement, même si le produit de contraste est non-
stationnaire, l’optimisation propose de nouveaux paramètres optimaux pour s’adap-
ter à la population de microbulles restantes. Si le produit de contraste ne change
pas, le CTR ne change pas. Cette adaptabilité est aussi valable si le tissu ou le
transducteur varient. Notez que la rapidité de convergence peut nous permettre
de réinitialiser le paramètre µk de l’algorithme d’optimisation si le milieu évolue
beaucoup.
Par exemple, notre méthode peut particulièrement bien s’adapter à l’échocar-
diographie de contraste. Dans ce cas, notre optimisation avec une résolution liée au
choix de la fréquence propose le meilleur compromis entre le CTR et la résolution,
ce qui privilégie le CTR au détriment de la résolution. Dans les deux cas du choix
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de la résolution, une augmentation du CTR conduit à une amélioration du contraste
de l’image. Cette amélioration peut aider le médecin à proposer un meilleur diag-
nostique.
3.2.3 Imagerie par modulation de phase et d’amplitude
Cette dernière méthode d’imagerie est également très utilisée. Elle nous permet
de valider définitivement notre concept en imagerie de contraste, ainsi que de pou-
voir observer l’influence de la méthode d’imagerie sur les valeurs des paramètres
optimaux.
L’imagerie par modulation de phase et d’amplitude a été testée de la même
manière que les autres méthodes d’imagerie. Pour ne pas alourdir la lecture de cette
thèse, les résultats détaillés sont déplacés en annexe C (p. 153). Seul le tableau 3.4
synthétisant les résultats est présenté ci-après.
Pour cette dernière méthode d’imagerie, l’optimisation des paramètres nous a
conduit à maximiser le contraste sans connaissance a priori du milieu, des transduc-
teurs et plus généralement du système. Les performances qui sont résumées dans la
table 3.4 confirme que plus le nombre de paramètres d’optimisation augmente, plus
le CTR augmente.
Paramètres
d’optimisation
f0 f1, f2 α avec f1,opt
et f2,opt
f1,f2 et α
CTR (dB) 32,17 32,58 32,95 34,92
Table 3.4 – CTR optimaux des simulations en imagerie par modulation de phase et d’amplitude selon différents
réglages optimaux pour un niveau de pression A0 de 400 kPa. Le CTR augmente avec le nombre de paramètres de
l’optimisation.
3.2.4 Application à l’imagerie harmonique des tissus
Ce dernier cas montre la souplesse de la méthode. Nous nous sommes placés dans
un contexte d’imagerie harmonique native, c’est-à-dire sans microbulle. L’objectif est
alors de maximiser l’énergie harmonique rétrodiffusée. Il suffit, pour cela, de modifier
seulement la fonction de coût. Pour garantir l’optimisation de l’énergie harmonique
en réduisant l’énergie fondamentale, nous proposons de maximiser le rapport CTHF
(« Contrast to Tissue Harmonic and Fundamental ») entre l’énergie harmonique
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rétrodiffusée et l’énergie fondamentale rétrodiffusée :
max
w
(CTHF) = max
w
(
E2H(w)
EF (w)
)
, (3.11)
où E2H est l’énergie harmonique du signal rétrodiffusé et EF l’énergie du fondamen-
tal. Nous nous focalisons uniquement sur le réglage de la fréquence d’excitation f0
avec w = f0.
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Figure 3.19 – Simulation des optimisations à l’aide de la fréquence d’excitation f0 en imagerie harmonique des
tissus pour différents niveaux de pression A0 à l’aide de la fréquence d’excitation fk par un algorithme utilisant le
gradient.
La figure 3.19 représente l’optimisation automatique du rapport CTHF au cours
des itérations k en bas ; tandis qu’en haut, la fréquence d’excitation f0 associée
est notée au cours des itérations k. Tout comme l’optimisation du CTR, l’éner-
gie harmonique par rapport à l’énergie fondamentale est maximisée en seulement
quelques itérations. La fréquence optimale est là encore différente de celle proposée
habituellement.
Tout d’abord, nous pouvons remarquer que l’optimisation converge vers diffé-
rentes fréquences optimales en fonction du niveau de pression A0, ce qui n’est pas
pris en compte dans le choix empirique habituel. Ensuite, la fréquence optimale f0,opt
ne correspond pas aux choix empiriques habituels. De plus, le choix optimal de la
fréquence procure une meilleure réception des harmoniques que le choix habituel.
Nous pouvons observer ces résultats sur des images synthétiques. Nous calculons
ici plusieurs cas : le premier où l’excitation est à la fréquence centrale fc du trans-
ducteur, le second aux deux-tiers de cette fréquence et la dernière à la fréquence
optimale f0,opt pour un niveau de pression A0 de 400 kPa.
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Figure 3.20 – Images synthétiques en imagerie harmonique des tissus pour un niveau de pression de A0 = 400 kPa,
où la fréquence de l’excitation est (a) la fréquence centrale fc du transducteur (f0 = 3,5 MHz), (b) les deux tiers de
la fréquence centrale fc du transducteur (f0 = 2,33 MHz), (b) la fréquence optimale (f0,opt = 2,79 MHz).
L’objectif était de réhausser l’énergie harmonique provenant des tissus. Les fi-
gures 3.20b et 3.20c montrent la réponse tissulaire (au-dessus du tuyau) que nous
voulions réhausser. L’image calculée avec une excitation à la fréquence optimale
(figure 3.20c) permet de distinguer des zones du tissu qui n’étaient pas visibles dans
les autres images.
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Figure 3.21 – Expérience d’optimisation automatique à l’aide de la fréquence d’excitation f0 en imagerie harmonique
des tissus par un algorithme du gradient.
Pour valider le concept, une première expérience a été menée dans les mêmes
conditions que la précédente simulation. Des images de soixante lignes ont été
réalisées sur un fantôme tissulaire (modèle 054GS « General Purpose Ultrasound
Phantom », CIRS, Norfolk, VA, États-Unis d’Amérique) où une inclusion hyper-
échogène d’un diamètre de 8 mm est présente à une profondeur de 4 cm. La figure
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3.21 représente l’optimisation automatique du rapport CTHF au cours des itérations
k en bas ; tandis qu’en haut, la fréquence d’excitation f0 associée est notée au cours
des itérations k. Ces résultats confirment ceux présentées précédemment. À titre
d’illustration, nous présentons en figure 3.22 les images non-optimisées et l’image
optimisée. Cette dernière possède un meilleur contraste grâce à une plus faible
énergie du tissu environnant par rapport à l’inclusion hyperéchogène.
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Figure 3.22 – Images expérimentales en imagerie harmonique des tissus, où la fréquence de l’excitation est (a) la
fréquence centrale fc du transducteur (f0 = 4 MHz), (b) les deux tiers de la fréquence centrale fc du transducteur
(f0 = 2,67 MHz), (b) la fréquence optimale (f0,opt = 2,02 MHz).
Dans une seconde expérience, nous souhaitons augmenter le nombre de para-
mètres d’entrée de la commande. Pour répondre à ce problème et démontrer la facilité
d’adaptation à différentes techniques d’imagerie, nous choisissons de rechercher la
commande en imagerie par inversion d’impulsions (voir page 67). Le nombre de
paramètres est augmenté à trois, c’est-à-dire f1 , f2 et α. La figure 3.23a représente
le CTHF en fonction des itérations k en bas et les paramètres dans les deux figures du
haut. À titre d’illustration, nous présentons en figures 3.23b et 3.23c une image non-
optimisée et l’image optimisée. Ces résultats nous confirment le bon fonctionnement
de notre méthode pour un grand nombre de cas de l’imagerie ultrasonore.
3.2.5 Conclusion
L’optimisation d’un critère de qualité de l’image peut être réalisée en règlant
correctement des paramètres d’excitation. Cette méthode est simple puisqu’elle règle
un nombre restreint de paramètres qui décrivent l’excitation. Le choix habituel dé-
terminé empiriquement s’avère ne fournir qu’exceptionnellement le maximum global
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Figure 3.23 – (a) Expérience d’optimisation automatique à l’aide de la fréquence d’excitation f0 par l’algorithme
de Nelder-Mead en imagerie des tissus par inversion d’impulsions par un algorithme du gradient. Les fréquences
f1 sont notées en traits pleins, tandis que les fréquences f2 sont en pointillés. Images expérimentales associées, où
la fréquence de l’excitation (b) les deux tiers de la fréquence centrale fc du transducteur (f0 = 2,67 MHz) et (c) la
fréquence optimale (f0,opt = 2,02 MHz).
du CTR. Cependant nous ne préconisons aucune valeur de réglage, puisque ce rôle
appartient à notre méthode. Elle a l’avantage de prendre en compte les spécificités
des microbulles, du tissu, des transducteurs et de la méthode d’imagerie. À titre
indicatif, nous avons résumé dans la table 3.5 les différents réglages de l’excitation
selon différentes méthodes d’imagerie pour un niveau de pression A0 de 400 kPa.
Alors qu’il était courant d’utiliser les mêmes paramètres d’excitation quelle que
soit la méthode d’imagerie, nos simulations et nos expériences montrent qu’il est
important de faire la distinction. Mais il devient alors très difficile de déterminer ce
choix empiriquement en tenant compte d’un maximum d’informations. Notre mé-
thode propose, elle, de s’affranchir de toutes les informations a priori inaccessibles en
pratique pour déterminer le maximum de la fonction de coût (ici CTR ou CTHF). De
plus, bien que certains paramètres n’aient pas apporté un gain important, d’autres
méthodes d’imagerie pourraient avoir un autre comportement. Par exemple, de
récentes études montrent que la phase de compression est la phase la plus importante
pour qu’une microbulle génère des sous-harmoniques [de Jong et al., 2007]. Dans ce
cas, le rapport α aurait toute son importance.
De plus, notre méthode est adaptative. Elle peut s’adapter aux changements du
milieu à imager, comme par exemple l’évolution de la population de microbulles ou
vieillissement du capteur.
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Paramètres
d’optimisation
HI-NAR PI CPS
f0 (MHz) 2,28 1,75 1,69
f1 (MHz) 2,89 1,86 1,73
f2 (MHz) 2,26 1,67 1,69
α avec f1,opt et
f2,opt
0,72 0,99 0,93
f1 3,22 1,4 1,31
f2 1,99 2,23 2,15
α 0,52 0,4 0,45
Table 3.5 – Paramètres optimaux des simulations selon les différentes optimisations pour un niveau de pression
A0 de 400 kPa (HI-NAR : imagerie harmonique par filtrage autorégressif non-linéaire ; PI : imagerie par inversion
d’impulsions ; CPS : imagerie par modulation de phase et d’amplitude).
Nous n’avons pas souhaité comparer les performances entre les différentes tech-
niques. Les résultats entre les différentes techniques sont difficilement comparables
puisque de nombreux critères dans l’image changent. Ainsi l’imagerie harmonique
par filtrage autorégressif non-linéaire propose certe un meilleur contraste, mais il est
au détriment de la résolution que peuvent proposer les autres techniques.
Enfin, notre méthode peut également s’appliquer à l’ensemble des techniques de
l’imagerie ultrasonore et non pas uniquement à l’imagerie de contraste. Il suffit de
trouver une fonction de coût adaptée aux critères que nous souhaitons optimiser. Ce
pourrait être, par exemple, un critère sur la résolution. Nous avons montré par nos
simulations que cette adaptation était possible.
3.3 Commande optimale par une famille de sinu-
soïdes modulées en fréquences
La deuxième famille est constituée de sinusoïdes modulées en fréquence. Des
modèles analytiques de microbulles ont montré que le choix des paramètres de la loi
de modulation était important pour trouver la solution optimale de rétrodiffusion de
la microbulle [Barlow et al., 2011]. Cependant ce travail n’utilise qu’une loi linéaire.
Une étude en imagerie harmonique du tissu a montré son intérêt dans la recherche
d’une loi de modulation non-linéaire [Song et al., 2011]. Nous proposons donc de
rechercher les paramètres d’une loi. Nous faisons le choix d’une loi polynomiale telle
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que :
fk(t) = f0,k + β1,kt+ β2,kt
2 + β3,kt
3 (3.12)
Le signal est une sinusoïde modulée en fréquence dont l’enveloppe est gaussienne
[Wilhjelm, 1993] tel que :
xk,ϕ(t) = A · exp
[
−2
(
̟(tp− t0)
tm
)2]
sin
(
2π
(
f0,k + β1,kt+ β2,kt
2 + β3,kt
3
)
t+ φϕ
)
,
(3.13)
où tm = 5,7 µs et ̟ = 3. Notez que pour l’étape de compression, le filtre c(t) s’écrit :
ck,ϕ(t) = A · exp
[
−2
(
α(tp− t0)
tm
)2]
sin
(
4π
(
f0,k − β1,kt− β2,kt
2 − β3,kt
3
)
t+ φϕ
)
(3.14)
Dans une étude préliminaire, nous cherchions les paramètres de la loi de modula-
tion f(t) = f0+β1t qui maximisent l’énergie rétrodiffusée par une microbulle non en-
capsulée de 2,5 µm de rayon sans tenir compte de la propagation. L’énergie transmise
à la microbulle est normalisée de telle sorte qu’elle soit constante. Nous avons observé
que l’imagerie par inversion de chirps obtenait de meilleures performances en terme
d’énergie harmonique rétrodiffusée par les microbulles que l’imagerie harmonique
par chirp (table 3.6).
CHI CPI
Énergie rétrodiffusée (dB) −36,2 −31,6
f0 (MHz) 3,6 2,9
β1 (THz/s) 37,5 −1,6
Table 3.6 – Simulations des maxima globaux d’énergie rétrodiffusée par une microbulle non encapsulée de 2,5 µm
de rayon lorsque l’excitation est un chirp et paramètres associés de la loi de modulation (CHI : imagerie harmonique
par chirp ; CPI : imagerie par inversion de chirps).
Nous avons donc fait le choix d’utiliser l’imagerie par inversion de chirps.
De plus, nous avons mis en évidence que l’augmentation de l’ordre du polynôme
pouvait augmenter l’énergie rétrodiffusée par la microbulle (table 3.7). Ces résultats
prometteurs nous ont conduit à tester cette méthode avec une fonction de coût plus
évoluée : le CTR.
Nous distinguons plusieurs optimisations possibles. Dans un premier temps, nous
considérons une loi de modulation linéaire. Ensuite nous complexifions cette loi en
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Ordre polynômial de la loi de modulation 1 2
Énergie maximale rétrodiffusée (dB) −31,6 −29,2
Table 3.7 – Simulations des maxima globaux d’énergie rétrodiffusée par une microbulle non encapsulée de 2,5 µm
de rayon pour différents ordres du polynôme de la loi de modulation, dans le cas de l’imagerie par inversion de
chirps.
augmentant l’ordre du polynôme de deux à trois.
3.3.1 Réglage d’une loi de modulation linéaire
Ce premier cas considère une loi de modulation linéaire telle que :
fk(t) = f0,k + β1,kt (3.15)
La figure 3.24 présente l’optimisation de f0 et de β1. La figure 3.24a représente
l’optimisation empirique du CTR en fonction de f0 et de β1, tandis que la figure 3.24b
présente l’optimisation automatique par l’algorithme de Nelder-Mead où en bas
le CTR est en fonction des itérations k, au milieu β1 et en haut f0. Notez que nous
avons reporté par une ligne blanche sur la figure 3.24a l’optimisation automatique.
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Figure 3.24 – Simulations des optimisations de la loi de modulation linéaire en imagerie par inversion de chirps
pour un niveau de pression A0 de 50 kPa. (a) Recherche empirique du maximum du CTR en fonction de f0 et β1.
Le chemin d’optimisation automatique est noté en noir. (b) Recherche automatique du CTR à l’aide de f0 et β1 par
l’algorithme de Nelder-Mead.
Ces résultats montrent tout d’abord que le CTR possède un maximum lorsque le
signal est modulé (β1 6= 0) et qu’il peut être retrouvé automatiquement en quelques
itérations k.
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3.3.2 Réglage d’une loi de modulation quadratique
Ce second cas considère un terme quadratique supplémentaire à la première loi
tel que :
fk(t) = f0,k + β1,kt+ β2,kt
2 (3.16)
La figure 3.25 présente l’optimisation de f0, de β1 et de β2. La figure 3.25a représente
l’optimisation empirique du CTR en fonction de β1 et de β2 où f0 est réglée à la valeur
optimale lors de l’optimisation de la loi linéaire. La figure 3.25 présente l’optimisation
automatique du CTR en fonction des itérations k, β1 et β2 (au milieu) et enfin f0
(en haut).
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Figure 3.25 – Simulations des optimisations de la loi de modulation quadratique en imagerie par inversion de chirps
pour un niveau de pression A0 de 50 kPa. (a) Recherche empirique du maximum du CTR en fonction de f0 β1 et
β2. Le chemin d’optimisation automatique est noté en noir. (b) Recherche automatique du CTR à l’aide de f0, β1
et β2 par l’algorithme de Nelder-Mead.
Ces résultats montrent tout d’abord que le CTR possède un maximum lorsque la
loi possède un terme quadratique non nul (β2 6= 0). Cependant le gain par rapport à
la loi linéaire est faible, sans doute à cause de la bande passante restreinte des trans-
ducteurs. De plus, l’optimisation empirique révèle la présence de plusieurs maxima
locaux. La recherche automatique peut trouver le maximum global à condition de
choisir convenablement l’initialisation de l’algorithme.
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3.3.3 Réglage d’une loi de modulation cubique
Ce troisième et dernier cas ajoute un terme cubique à la loi comme défini par
l’équation 3.12. La figure 3.26 présente l’optimisation automatique où le CTR (en
bas) est en fonction des itérations k, β2 et β3 (au milieu), enfin f0 et β1 (en haut).
Ces résultats montrent tout d’abord que le CTR possède un maximum lorsque
la loi possède un terme cubique non nul (β3 6= 0). Cependant le gain par rapport à
la loi quadratique est faible, sans doute à cause de la bande passante restreinte des
transducteurs.
4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
1.85
1.9
1.95
f 0
 
(M
Hz
)
Itérations
8
10
12
14
β 1
 
(G
Hz
/s)
4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
−52
−50
−48
−46
β 2
 
(G
Hz
2 /s
2 )
Itérations
−18
−16
−14
β 3
 
(G
Hz
3 /s
3 )
4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
38.5
38.75
39
39.25
39.5
Itérations
CT
R 
(d
B)
Figure 3.26 – Simulation de l’optimisation automatique de la loi de modulation cubique en imagerie par inversion
de chirps pour un niveau de pression A0 de 50 kPa à l’aide de f0, β1, β2 et β3 par l’algorithme de Nelder-Mead.
3.3.4 Discussions
L’optimisation avec cette deuxième famille de signaux montre qu’il est possible
d’optimiser une fonction de coût comme le CTR par différentes familles de signaux.
Ce choix s’effectue à partir de connaissances a priori. Cependant une fois effectuée,
aucune autre information n’est nécessaire pour atteindre le maximum.
Le choix de la loi de modulation permet d’améliorer les performances. Nous nous
sommes arrêtés à l’ordre trois. Toutefois, l’augmentation de l’ordre a toujours permis
d’atteindre un maximum plus important lorsque l’ordre était plus grand (table 3.8).
De plus, les valeurs des paramètres ne changent pas beaucoup avec l’augmentation
de l’ordre. Cette observation pourrait permettre de faire une première optimisation
de f0 et β1, suivi d’optimisations d’un seul paramètre jusqu’à l’ordre voulu.
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loi linéaire quadratique cubique
CTR (dB) 39 39,2 39,3
f0 (MHz/s) 1,89 1,88 1,91
β1 (GHz/s) 14,95 10,5 10,3
β2 (GHz2/s2) - −47,2 −47
β3 (GHz3/s3) - - −16,8
Table 3.8 – Paramètres optimaux de simulation selon les différentes optimisations pour un niveau de pression A0
de 400 kPa en imagerie par inversion de chirps.
Remarquez toutefois que l’optimisation du CTR n’est pas aussi importante que
pouvait le montrer la recherche empirique de l’énergie rétrodiffusée pour la micro-
bulle non encapsulée. Ceci peut s’expliquer, d’une part par le fait que le CTR prend
en compte le comportement du tissu et d’autre part, parce que les propriétés de
microbulles testées n’étaient pas les mêmes. L’optimisation des paramètres d’une loi
polynomiale est donc fortement dépendante du produit de contraste utilisé. Notre
méthode a l’avantage de toujours proposer le maximum du CTR.
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Chapitre 4
Commande optimale de la forme
d’excitation
D
ans le chapitre précédent, nous avons imposé une forme d’onde sous-
optimale déterminée à partir d’une famille de signaux paramétrés. Cette
technique a le désavantage d’imposer la connaissance préalable d’infor-
mations a priori pour choisir la famille de signaux, mais l’avantage de permettre
l’évaluation simple de paramètres. Nous investiguons donc une nouvelle technique
qui s’affranchisse de toutes connaissances a priori. La méthode doit, en outre, fournir
des performances au moins similaires à une optimisation par famille de signaux.
Nous commencerons donc par expliquer le principe de notre méthode. Pour com-
prendre son fonctionnement, nous traiterons le problème de la commande optimale
dans le cas où le milieu est linéaire. Enfin, nous optimiserons le contraste dans la
même condition que pour le chapitre précédent.
4.1 Méthode
Le principe de la commande optimale de la forme de signaux suit le schéma 4.1.
L’idée consiste à exciter un filtre, du type autorégressif non-linéaire à paramètres
variables, par un signal (sinusoïdal ou aléatoire) a priori quelconque. Ici, le signal
d’excitation à a priori simplement pour rôle d’envoyer de l’énergie dans le système
à étudier. Les paramètres du filtre qui garantissent le critère maximum sont ensuite
optimisés de façon itérative. Le signal ainsi créé converge vers une solution optimale.
107
CHAPITRE 4. COMMANDE OPTIMALE DE LA FORME D’EXCITATION
Milieu RéceptionRx Image
Émission
Tx
Technique
d’imagerie
Technique
d’imagerie
Optimisation
w
Reconstruction
du signal
x
Figure 4.1 – Schéma fonctionnel de la commande optimale de forme pour un milieu linéaire avec une excitation
sinusoïdale.
Les paramètres d’optimisation sont les paramètres w d’un filtre autorégressif
non-linéaire décrit par l’équation suivante :
xˆk(t) = x
T
t wk, (4.1)
où T est le symbole de la transposée et
xt = [xt, xt−1, . . . , xt−M+1, x
2
t , xtxt−1, . . . , x
2
t−m+1, x
3
t , x
2
txx−1, . . . , x
3
t−M+1]
T ,
w = [w1(0), w1(1), . . . , wM+1,w2(0, 0), w2(0, 1), . . . , w2(M − 1,M − 1),
w3(0, 0, 0), w3(0, 0, 1), . . . , w3(M − 1,M − 1,M − 1)]
T .
La mémoire M du filtre est choisie à trois, de manière à réduire le nombre de
paramètres à dix-neuf.
Ce signal constitue l’excitation du système où les paramètres sont recherchés à
l’aide de l’algorithme de Nelder-Mead.
4.2 Commande optimale de forme pour un milieu
linéaire
Dans le but de comprendre le principe de notre méthode, nous commençons par
optimiser l’énergie rétrodiffusée Ebulle d’un système en fonctionnement linéaire :
max
w
(Ebulle) . (4.2)
Nous utilisons le modèle de microbulles sans propagation avec un faible niveau de
pression. Le signal x(t) est choisi comme le signal de référence décrit par l’équation
3.8 à la fréquence centrale du transducteur, c’est-à-dire un signal sinusoïdal apodisé
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par une fonction gaussienne. À la première itération, les paramètres du filtres sont
initialisés et le signal x(t) est transmis au milieu étudié. Puis, à partir du signal
rétrodiffusé par la microbulle et de la fonction de coût choisie, le processus d’opti-
misation des paramètres est activé. À la seconde itération, le signal x est modifié
par un filtre composé de nouveaux paramètres. Le processus d’optimisation est alors
réitéré jusqu’à convergence d’une solution.
La figure 4.2 représente le signal de commande optimisé lorsque le processus a
convergé. La forme de ce signal correspond, comme attendu, au signal rétrodiffusé
par la microbulle retourné temporellement. Nous avons également décomposé le
signal rétrodiffusé en composante linéaire et quadratique à l’aide d’un filtre auto-
régressif non-linéaire. Nous comparons la décomposition du signal d’entrée avec le
signal de sortie.
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Figure 4.2 – Comparaison entre l’excitation après optimisation et le signal rétrodiffusé pour un système linéaire (en
haut le signal d’excitation et le signal rétrodiffusé ; au milieu leurs expressions par des composantes linéaires d’un
filtre autorégressif non-linéaire ; en bas leurs expressions par des composantes quadratiques d’un filtre autorégressif
non-linéaire). L’axe des ordonnées correspond à des valeurs normalisées de pression.
Les résultats de la figure 4.2 montrent que la commande optimale propose une
excitation qui correspond au retourné temporel du signal rétrodiffusé. Chaque com-
posante de l’excitation est également le retourné temporel des composantes du signal
rétrodiffusé. Ce résultat confirme les résultats bien connus du filtrage adapté (ou du
retournement temporel).
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4.3 Commande optimale de forme pour un milieu
non-linéaire
Avant d’appliquer la méthode aux systèmes d’imagerie complet, nous continuons
notre analyse.
4.3.1 Commande optimale de la rétrodiffusion
Nous remplaçons le système linéaire par un système non-linéaire. Ce système est
toujours composé d’une microbulle sans tenir compte de la propagation. Cependant
le niveau de pression incident excitant la microbulle est beaucoup plus élevé.
La figure 4.3 représente les mêmes signaux que la figure 4.2, mais en considérant
ce système non-linéaire.
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Figure 4.3 – Comparaison entre l’excitation après optimisation et le signal rétrodiffusé pour un système non-
linéaire(en haut le signal d’excitation et le signal rétrodiffusé ; au milieu leurs expressions par des composantes
linéaires d’un filtre autorégressif non-linéaire ; en bas leurs expressions par des composantes quadratiques d’un filtre
autorégressif non-linéaire). L’axe des ordonnées correspond à des valeurs normalisées de pression.
Les résultats montrent qu’il est beaucoup plus difficile de les interpréter lorsque
le système est non-linéaire. La composante linéaire de la décomposition nous montre
que le signal d’excitation est exactement l’opposé de la composante linéaire de la
rétrodiffusion. Si l’on compare avec le retournement temporel, notre méthode tente
de prendre en compte des non-linéarités. Alors que le retournement temporel ne
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considère qu’une simple convolution décrite par l’équation 1.1, notre méthode étend
ce concept par une décomposition telle que :
y(t) =
M∑
i=1
w1(i)x(t− i) +
M∑
i=1
M∑
j=i
w2(i, j)x(t− i)x(t− j) + . . . (4.3)
Finalement, notre approche adaptative indique que le signal optimal ne cor-
respond pas aux signaux d’ordres supérieurs retournés. Ce concept est vérifié à
l’ordre un, mais pour les ordres supérieurs. Une façon de détecter le degré de non-
linéarités pourrait être de quantifier le critère de non-retournement temporel des
ordres supérieurs.
4.3.2 Commande optimale de forme en imagerie par inversion
d’impulsions
Nous nous plaçons maintenant dans un contexte d’imagerie harmonique de
contraste où la fonction de coût à optimiser est le CTR. Le principe est décrit
par le schéma 4.4. Pour s’affranchir du choix du signal x, nous proposons d’exciter
le système par un bruit. Le modèle de simulation que nous utilisons est un modèle
simplifié qui ne prend pas en compte la propagation et qui assimile le comportement
du tissu à des diffuseurs graisseux. Ce dernier choix a été opéré pour avoir une
référence.
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Figure 4.4 – Schéma fonctionnel de la commande optimale de forme en imagerie par inversion d’impulsions.
Nous répétons cette opération dix mille fois pour noter les valeurs de CTR
obtenues sans optimisation. La figure 4.5 représente l’histogramme des mesures du
CTR lorsque l’excitation est un bruit. Si la distribution des CTR est approchée par
une distribution gaussienne de moyenne 26,7 dB et de variance 2 dB2. Notez que
lorsque l’excitation est une sinusoïde modulée par une gaussienne à la fréquence
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optimale f0,opt de 2,5 MHz, le CTR atteint son maximum de 30,44 dB (pour une
excitation sinusoïdale). Lorsque l’entrée du système est une excitation sinusoïdale à
la fréquence centrale fc du transducteur (soit 3,5 MHz), alors le CTR atteint 26,18
dB.
À partir de l’histogramme, nous déduisons par la méthode de Monte-Carlo
qu’il est nécessaire de tester une centaine de bruits pour en trouver au moins un
qui donne un CTR supérieur ou égal au CTR maximum obtenu par une excitation
sinusoïdale (interrupteurs en position 1). Ce bruit « optimal » constitue le signal x.
À partir de ce bruit « optimal », l’optimisation des paramètres w est conduite
en boucle fermée par l’algorithme de Nelder-Mead pour maximiser le CTR (in-
terrupteurs en position 2). La figure 4.6 représente cette optimisation où nous avons
noté le CTR et les paramètres w en fonction des itérations k.
Le CTR atteint un maximum de 31,25 dB. Ce maximum est supérieur au CTR
obtenu avec le bruit seul (30,47 dB), au CTR obtenu lorsque l’excitation sinusoïdale
est à la fréquence optimale f0,opt et au CTR obtenu lorsque l’excitation est à la
fréquence centrale fc du transducteur. Le transducteur filtre le bruit autour de la
fréquence fc de 3,5 MHz. Alors qu’une excitation sinusoïdale de fréquence fc ne
permet d’obtenir qu’un CTR de 26,4 dB, notre méthode peut améliorer le CTR de
4,85 dB. Notez qu’à partir de tous les bruits (une centaine) qui maximisent un CTR
supérieur à 30,47 dB, nous n’avons pas encore trouvé de facteurs communs temporels
ou fréquentiels. Ce travail est en cours.
4.3.3 Conclusion
Notre technique permet de s’affranchir du choix de la famille de signaux. Il est
alors possible de trouver une excitation aléatoire filtrée sous-optimale qui maximise
le CTR sans aucune connaissance a priori difficilement accessible. Notez cependant
qu’il est nécessaire de tester une centaine de signaux aléatoires pour en trouver un
qui optimise fortement le CTR, soit une centaine pour dix mille signaux testés. Nous
espérons réduire fortement ce nombre en identifiant des caractéristiques communes
aux différents bruits qui ont maximisé le CTR.
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Figure 4.5 – Histogramme des mesures de CTR lorsque l’excitation est un bruit.
25 50 75 100 125
29
29.25
29.5
29.75
30
30.25
30.5
30.75
31
31.25
31.5
Itérations
CT
R 
(d
B)
−2
−1.5
−1
−0.5
0
0.5
1
1.5
2x 10
18
Pa
ra
m
èt
re
s
Figure 4.6 – Optimisation du CTR par la recherche de paramètres w qui décrivent la forme de l’excitation.
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Chapitre 5
Commande optimale d’un
transducteur ultrasonore capacitif
micro-usiné
D
epuis une vingtaine d’années, des alternatives à la piézoélectricité en
matière de transduction sont apparues. L’une des technologies les plus
prometteuses sont les transducteurs ultrasonores capacitifs micro-usinés
[Haller et Khuri-Yakub, 1996, Sénégond, 2010], connus sous le nom de cMUT pour
capacitive Micromachined Ultrasound Transducers. Ces dispositifs appartiennent à
la famille des micro-systèmes et plus particulièrement celle des MEMS pour Micro
Electro Mechanical Systems. Ils sont fabriqués à partir des procédés de la micro-
électronique.
Le cMUT est constitué de plusieurs centaines (voir milliers) de micromembranes
partiellement métallisées (de quelques dizaines de micromètres de diamètre) suspen-
dues au dessus de cavités sous vide (figure 5.1).
15 mm
200 µm
20 µm
200 nm
Barette échographique Elément de barrette Cellule unitaire
Figure 5.1 – Structure d’un cMUT à différente échelle.
En émission, l’application d’une tension alternative produit une force électrosta-
tique engendrant le déplacement des membranes. L’ensemble des membranes produit
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alors une onde ultrasonore se propageant en face avant du capteur. À l’inverse, en
réception, lorsqu’une onde ultrasonore arrive en face avant du capteur, celle-ci met
en mouvement les membranes qui produisent une variation de charges aux bornes
du capteur lorsqu’une tension de polarisation lui est appliquée.
Les potentiels d’innovation de ces capteurs par rapport aux technologies piézo-
électriques classiques sont nombreux : fiabilité, production en masse, miniaturisation
et intégration de l’électronique. Outre les avantages de fabrications, les cMUTs
présentent de plus larges bandes passantes que les transducteurs piézoélectriques.
L’une des principales difficultés du cMUT est que la force électrostatique est
proportionnelle au carré de la tension et au carré du déplacement des membranes.
Celui-ci a donc un comportement fortement non-linéaire, ce qui se traduit par une
apparition d’harmoniques dans l’onde ultrasonore générée. L’imagerie harmonique
est ainsi compromise. Dans ce chapitre, nous cherchons donc à réduire la non-
linéarité au niveau du déplacement d’une seule cellule dans le contexte de l’imagerie
harmonique par commande optimale (figure 5.2).
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Figure 5.2 – Schéma fonctionnelle de la commande optimale du cMUT dans le contexte de l’imagerie harmonique.
Quelques méthodes [Zhou et al., 2004, Novell et al., 2009] ont été proposées pour
réduire le deuxième harmonique à la sortie du cMUT. Les deux méthodes consistent à
envoyer la somme de deux sinusoïdes de fréquences différentes dont leurs amplitudes
et leurs phases sont correctement choisies. La première méthode excite le cMUT
avec deux composantes à f0 et 2f0, alors que pour la seconde méthode, les deux
composantes sont à f0 et 3f0. Le second harmonique à la sortie du cMUT est réduit
pour un choix des amplitudes et de la phase du signal déterminées empiriquement.
La détermination empirique des paramètres du signal émis est un handicap majeur
lorsqu’il s’agit de transmettre des signaux codés (en phase ou en fréquence) plus
compliqués que de simples sinusoïdes. Pour remplacer à terme les transducteurs
piézoélectriques par des transducteurs cMUT, il faut pouvoir proposer aux différents
constructeurs de systèmes d’imagerie toute la panoplie de codages existants que ce
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soit en imagerie tissulaire ou de produit de contraste. Aujourd’hui, ce n’est pas le cas
puisque la compensation des non-linéarités du cMUT est réalisée empiriquement. Le
challenge que nous souhaitons relever ici est de pouvoir proposer des excitations ca-
pables de compenser les effets indésirables pour les techniques de codage existantes.
Pour atteindre cette objectif, il nous faut pouvoir compenser automatiquement et
adaptativement l’excitation, c’est-à-dire la commande.
Dans ce chapitre, nous proposerons une méthode qui recherche la commande
optimale du cMUT pour que la sortie atteigne un signal cible. Nous avons développé
deux approches : une méthode récursive et une méthode itérative. Nous commen-
çerons par décrire le cMUT, puis nos différentes méthodes. Enfin nous présenterons
nos résultats de simulation que nous discuterons.
5.1 Matériel : simulation d’un cMUT
L’un des modèles développé au laboratoire par Nicolas Sénégond et Dominique
Certon [Sénégond, 2010] consiste en une approximation de la cellule par un système
masse-ressort amorti ayant les caractéristiques d’un condensateur plan à espace inter-
électrode variable (figure 5.3) [Lohfink et Eccardt, 2005].
Figure 5.3 – Schéma équivalent du premier ordre d’un transducteur capacitif
Dans le but d’éviter les court-circuits, l’électrode supérieure est déposée sur la
membrane de nitrure de silicium (SiN) dont la permittivité électrique relative est
εmb. La hauteur équivalente du condensateur est décrite par l’équation suivante :
heq = hGAP +
hmb
εmb
. (5.1)
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Le déplacement de la membrane est traduit à partir du principe fondamental de
la dynamique :
mmb ¨umb = Félec + Ffluide − 2ζ ˙umb − kraideur (umb − heq) . (5.2)
où la force électrostatique Félec est proportionnelle au carré de la tension et au carré
du déplacement umb de la membrane telle que :
Félec = −
1
2
ε0SV 2
2u2mb
. (5.3)
La force du fluide Ffluide découle du rayonnement sur lui-même d’un piston à baﬄe
rigide dans un espace semi-infini par l’intégrale de Rayleigh [Stepanishen, 1978,
Lingvall, 2004]. Cette équation est résolue temporellement par la méthode deRunge-
Kutta à l’ordre quatre avec les paramètres suivants pour avoir un comportement
réaliste d’une membrane :

hGAP = 200 nm
hmb = 400 nm
ε0 = 8,85 · 10−12 F ·m−1
εmb = 7,5
S = 10−10 m2
et


mmb = 15 · 10−13 kg
kraideur = 1900 N ·m−1
ζ = 7 · 10−9
paramètres mesurés paramètres estimés
Pour ces paramètres de fonctionnement, la fréquence de résonance frés théorique de
la membrane est identifiée à 5,6 MHz.
Bien que ce modèle exprime davantage le comportement moyen de la cellule,
il n’en présente pas moins les caractéristiques non-linéaires du cMUT ainsi que le
phénomène de collapse. Le collapse consiste en l’effondrement de la membrane sur
le fond de la cavité du fait d’un équilibre instable entre les forces de raideurs de la
membrane et la force électrostatique.
Compte tenu que la force électrostatique Félec soit proportionnelle à la tension
électrique au carré, une tension de polarisation continue est ajoutée à la tension aux
bornes du cMUT. Cette tension continue permet ainsi de limiter les non-linéarités
du système. Nous avons choisi une tension de polarisation à 65% de la tension de
collapse pour offrir le meilleur compromis entre le déplacement umb de la membrane
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et le taux d’harmoniques générées [Sénégond, 2010, p. 164].
Cette étude se situe dans le contexte d’une imagerie harmonique. Compte tenu
de la largeur de la bande passante en réception, il est d’usage d’utiliser une excitation
dont la fréquence est inférieure à la fréquence centrale fc du transducteur et donc
inférieure à la fréquence de résonance frés du cMUT. Dans ce cadre, deux comporte-
ments du cMUT ont été identifiés : un régime forcé où la fréquence d’excitation est
très inférieure à la fréquence de résonance frés du cMUT et un régime dit intermé-
diaire à la moitié de la fréquence de résonance frés du cMUT. Ces comportements
sont résumés dans la figure 5.4.
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Figure 5.4 – Commande du cMUT pour différentes fréquences et différentes tensions (20% en rouge, 40% en vert et
60% en bleu de la tension de collapse), sur la première ligne. Déplacement umb associé de la membrane par rapport
à la taille de la cavité, sur la deuxième ligne. Spectre du déplacement umb des membranes sur la troisième ligne.
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5.2 Méthodes
Le principe de la commande optimale est décrit en figure 5.5 où l’objectif est de
minimiser l’erreur quadratique e2 entre le signal cible et la sortie y du cMUT :
min
h
(e2) = min
h
[
(x− y)2
]
(5.4)
Il s’agit donc d’un pré-réglage effectué chez le constructeur avant toute utilisation
clinique.
Émission
Tx cMUT
Optimisation
e(t)
y(t)
x(t)
x(t)
Figure 5.5 – Schéma fonctionnel de la commande optimale du cMUT pour atteindre un signal cible x en sortie.
La commande optimale reprend le principe d’un modèle autorégressif non-linéaire
d’ordre trois et de mémoire M . Le signal d’entrée xˆ du cMUT est construit à partir
de paramètres et du signal cible à atteindre tel que :
xˆ(t) =
M∑
i=1
h1(i)x(t− i) +
M∑
i=1
M∑
j=i
h2(i, j)x(t− i)x(t− j)
+
M∑
i=1
M∑
j=i
M∑
k=j
h3(i, j, k)x(t− i)x(t− j)x(t− k)
(5.5)
Afin de réduire le nombre de degrés de liberté de la commande, nous nous
restreignons à la mémoire trois, ce qui se traduit par une optimisation à dix-neuf
paramètres en considérant que les noyaux h sont symétriques [Lacoume et al., 1997].
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5.2.1 Commande optimale récursive
La méthode récursive utilise l’algorithme des moindres carrés récursifs (en anglais
RLS pour Recursive Least Squares). Le filtre minimise l’erreur e entre le signal cible
x et la sortie y du cMUT telle que :
et = xt − yt, (5.6)
où y est la réponse du cMUT à l’excitation xˆ. Le signal xˆ d’entrée est décrit
matriciellement par l’équation suivante :
xˆt = x
T
t ht−1, (5.7)
où T est le symbole de la transposée et
xt = [xt, xt−1, . . . , xt−M+1, x
2
t , xtxt−1, . . . , x
2
t−m+1, x
3
t , x
2
txx−1, . . . , x
3
t−M+1]
T ,
h = [h1(0), h1(1), . . . , hM+1,h2(0, 0), h2(0, 2), . . . , h2(M − 1,M − 1),
h3(0, 0, 0), h3(0, 0, 1), . . . , h3(M − 1,M − 1,M − 1)]
T .
Nous obtenons les coefficients du filtre h [Michaut, 1992] par l’équation suivante :
ht = ht−1 +Ktetxt, (5.8)
avec 

Kt=
1
λo
(
Kt−1 − s(vtvTt )
)
s = 1
λo+xTt vt
vt= Kt−1xt
(5.9)
où λo = 0,999 est le facteur d’oubli qui offre les meilleures performances.
5.2.2 Commande optimale itérative
Cette deuxième méthode calcule une erreur quadratique moyenne MSE pour
l’ensemble d’un signal
MSE = E
(
(x− y)2
)
(5.10)
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À l’aide de l’algorithme de Nelder-Mead, le réglage des dix-neuf paramètres
minimise l’erreur quadratique moyenne MSE à chaque nouvelle itération. Ainsi lors
d’une itération, l’algorithme propose des nouvelles valeurs pour les paramètres. Cette
solution est envoyée dans le cMUT afin de mesurer l’erreur quadratique moyenne
MSE. À partir de cette mesure, l’algorithme propose de nouvelles valeurs.
5.3 Commande optimale de l’excitation codée pour
les cMUTs
Nous nous plaçons dans le contexte de l’imagerie harmonique. Puisqu’il existe
de nombreuses techniques d’imagerie avec des excitations codées, nous restreignons
volontairement les techniques d’imagerie au nombre de trois : l’imagerie du second
harmonique, l’imagerie par inversion d’impulsions et l’imagerie par retournement de
chirps. Ces différents cas seront analysés en simulation.
5.3.1 Commande optimale pour l’imagerie du second harmo-
nique
Nous nous plaçons dans le contexte de l’imagerie de second harmonique. Compte
tenu de la bande passante en réception, la fréquence de l’excitation est inférieure à
la fréquence centrale fc du transducteur.
Dans le cadre de la commande optimale récursive, nous nous proposons d’at-
teindre un point cible issu d’un signal de fréquence de 1 MHz et dont l’amplitude
représente un déplacement umb de la membrane de ±10% de la taille de la cavité. La
figure 5.6 représente, à gauche, le signal d’excitation en haut et la sortie du cMUT
comparé au signal cible en bas ; à droite, nous avons représenté les spectres de ces
signaux, ainsi que le spectre de la sortie du cMUT en absence d’optimisation.
Après optimisation, la sortie n’a pas tout à fait atteint le signal cible, mais
le résultat est quand même satisfaisant. Il existe encore une erreur spectrale non
négligeable surtout pour les composantes harmoniques. Nous proposons deux expli-
cations. La première est sans doute liée à un choix de mémoire trop faible du filtre ; la
seconde est probablement liée au fait qu’il n’y ait pas assez d’informations disponibles
pour réaliser l’optimisation point à point. Pour corriger cet effet, nous proposons
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Figure 5.6 – Simulation de l’optimisation de la sortie de cMUT lorsque le signal cible à atteindre est un signal
sinusoïdal de 1 MHz et d’amplitude représentant un déplacement umb de la membrane de ±10% de la taille de la
cavité. (a) Commande du cMUT en haut. Sortie du cMUT normalisée par rapport à la taille de la cavité, signal cible
et erreur en bas. (b) Spectre de la commande du cMUT en haut. Spectre du signal cible et de la sortie du cMUT
avant et après optimisation en bas.
une méthode qui calcule le signal de commande dans son ensemble (commande
optimale itérative). Une optimisation sera réalisée en transmettant un signal complet
au cMUT et en recherchant un signal cible et non plus une cible composée d’un seul
point.
La figure 5.7 présente les résultats de l’optimisation itérative lorsque le signal
cible est un cosinus modulé par une gaussienne de fréquence 1 MHz et dont l’am-
plitude représente un déplacement umb de la membrane de ±10% de la taille de la
cavité. La figure 5.7 (gauche) représente l’erreur quadratique moyenne MSE au cours
des itérations k et les paramètres qui décrivent le signal d’excitation. La figure 5.7
(au centre) représente le signal d’excitation (en haut) et la sortie du cMUT et sa
cible (en bas). Enfin la figure 5.7 (droite) représente les spectres de ces signaux ainsi
que la sortie du cMUT en absence d’optimisation.
Cette méthode d’optimisation permet d’atteindre beaucoup plus fidèlement le
signal cible au regard des résultats obtenus par la commande optimale récursive.
L’erreur atteint −25 dB après mille itérations. La commande est asymétrique en
amplitude puisque les amplitudes positives sont plus petites que les amplitudes
négatives. Ceci correspond au fait que la membrane est tirée vers le fond de la
cavité, sachant qu’il est plus difficile de pousser la membrane vers l’extérieur que
vers l’intérieur. L’algorithme propose alors des tensions très inférieures à la tension
de polarisation. Ce phénomène se traduit spectralement par une excitation du cMUT
comportant du deuxième et du troisième harmonique. En sortie du cMUT, les
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Figure 5.7 – Simulation de l’optimisation de la sortie de cMUT lorsque le signal cible à atteindre est un signal
sinusoïdal de 1 MHz et d’amplitude représentant un déplacement umb de la membrane de ±10% de la taille de
la cavité. (a) Erreur quadratique moyenne MSE entre le signal cible et le déplacement umb de la membrane au
cours des itérations k avec les paramètres d’entrée du système. (b) Commande du cMUT en haut. Sortie du cMUT
normalisée par rapport à la taille de la cavité, signal cible et erreur en bas. (c) Spectre de la commande du cMUT
en haut. Spectre du signal cible et de la sortie du cMUT avant et après optimisation en bas.
composantes harmoniques sont fortement réduites de 25 dB pour l’harmonique deux.
Les performances sont alors similaires aux techniques de compensation existantes.
Cependant notre méthode est automatique et ne comprend pas de réglages très
précis des paramètres. En effet, leurs valeurs peuvent légèrement changer sans com-
promettre un grand changement de l’erreur quadratique moyenne MSE. Notez que la
solution de l’excitation proposée a la même forme que la solution qui optimise l’erreur
entre un signal cible et la pression proposée par Oguz et al. [Oguz et al., 2010].
Le second objectif de la commande optimale est d’atteindre un signal cible avec
l’amplitude maximale. En effet, plus l’amplitude est importante et plus la pression
acoustique de l’onde générée pourra être importante tout en limitant le nombre de
cellules constituant le cMUT. Le nouveau signal cible est donc à la même fréquence
de 1 MHz, mais son amplitude représente un déplacement umb de la membrane de
±15% de la taille de la cavité. La figure 5.8 répresente les résultats de cette nouvelle
commande optimale.
La sortie du cMUT est dans ce cas fidèle à l’exception de la plus forte amplitude
positive qui est écrêtée. En effet, il devient alors physiquement impossible d’obtenir
un déplacement umb de la membrane vers l’extérieur avec cette amplitude. Cependant
spectralement, même si les performances sont moins bonnes, la réduction du second
harmonique est tout de même de 10 dB.
Nous avons également calculé la commande optimale pour un signal cible de
fréquence égale à la moitié de la fréquence de résonance frés. Les performances sont
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Figure 5.8 – Simulation de l’optimisation de la sortie de cMUT lorsque le signal cible à atteindre est un signal
sinusoïdal de 1 MHz et d’amplitude représentant un déplacement umb de la membrane de ±15% de la taille de
la cavité. (a) Erreur quadratique moyenne MSE entre le signal cible et le déplacement umb de la membrane au
cours des itérations k avec les paramètres d’entrée du système. (b) Commande du cMUT en haut. Sortie du cMUT
normalisée par rapport à la taille de la cavité, signal cible et erreur en bas. (c) Spectre de la commande du cMUT
en haut. Spectre du signal cible et de la sortie du cMUT avant et après optimisation en bas.
similaires. Les résultats sont déplacés en annexe D (p. 161).
5.3.2 Commande optimale pour l’imagerie par inversion d’im-
pulsions
Dans un contexte d’imagerie par inversion d’impulsions, il est important de
pouvoir proposer deux commandes optimales pour les deux excitations nécessaires
à l’inversion d’impulsions. La première commande optimale ayant été calculée pré-
cédemment, nous reproduisons la recherche de la commande optimale mais avec un
signal cible déphasé de 180˚ .
Les résultats sont présentés de la même manière en figure 5.9.
Le signal cible est de nouveau correctement atteint, mais avec une erreur légère-
ment plus grande. La commande optimale est réalisée par une méthode non-linéaire
qui nécessiterait peut-être davantage d’itérations. Cependant l’algorithme propose
tout de même une excitation différente de la solution proposée en figure 5.7, ce
qui laisse la possibilité d’utiliser le cMUT avec des excitations codées. Chacune des
commandes optimales est mémorisée dans le système échographique pour ensuite
être utilisée en imagerie par inversion d’impulsions avec les cMUTs.
Lorsque le signal cible a une fréquence correspondante à la moitié de la fréquence
de résonance frés, les performances sont similaires et déplacées en annexe D (p. 161).
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Figure 5.9 – Simulation de l’optimisation de la sortie de cMUT, lorsque le signal cible à atteindre est un signal
sinusoïdal de 1 MHz, en opposition de phase par rapport au signal cible présenté en figure 5.7b, et d’amplitude
représentant un déplacement umb de la membrane de ±10% de la taille de la cavité. (a) Erreur quadratique moyenne
MSE entre le signal cible et le déplacement umb de la membrane au cours des itérations k avec les paramètres d’entrée
du système. (b) Commande du cMUT en haut. Sortie du cMUT normalisée par rapport à la taille de la cavité, signal
cible et erreur en bas. (c) Spectre de la commande du cMUT en haut. Spectre du signal cible et de la sortie du
cMUT avant et après optimisation en bas.
5.3.3 Commande optimale pour l’imagerie par retournement
de chirps
Dans le but de montrer que notre méthode peut fonctionner avec un signal cible
de notre choix, nous proposons une méthode d’imagerie où le signal cible est plus
compliqué avec une sinusoïde modulée en fréquence. Nous nous plaçons alors dans
le contexte de l’imagerie par retournement de chirps [Bouakaz, 2008].
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Figure 5.10 – Simulation de l’optimisation de la sortie de cMUT, lorsque le signal cible à atteindre est un signal
sinusoïdal modulé en fréquence où f0 = 1 MHz et β1 = 20 GHz/s, et d’amplitude représentant un déplacement umb
de la membrane de ±10% de la taille de la cavité. (a) Erreur quadratique moyenne MSE entre le signal cible et le
déplacement umb de la membrane au cours des itérations k avec les paramètres d’entrée du système. (b) Commande
du cMUT en haut. Sortie du cMUT normalisée par rapport à la taille de la cavité, signal cible et erreur en bas.
(c) Spectre de la commande du cMUT en haut. Spectre du signal cible et de la sortie du cMUT avant et après
optimisation en bas.
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Le premier signal cible est centré à la fréquence de 1 MHz et modulé avec un
coefficient de modulation linéaire de 20 GHz/s, ce qui correspond à un fort coefficient
de modulation. Le deuxième signal cible a un coefficient de modulation opposé.
Cette optimisation est présentée en figure 5.10 de la même manière que les autres
cas, mais où le signal cible est modulé en fréquence.
L’erreur quadratique moyenne MSE atteint −25 dB avec une sortie du cMUT qui
atteint correctement le signal cible. Spectralement la commande optimale permet de
réduire considérablement les fréquences harmoniques.
Pour obtenir les deux commandes optimales nécessaires à la méthode d’imagerie,
nous optimisons avec le signal cible de coefficient de modulation opposé. Là encore,
la méthode propose une solution qui atteint correctement le signal cible.
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Figure 5.11 – Simulation de l’optimisation de la sortie de cMUT, lorsque le signal cible à atteindre est un signal
sinusoïdal modulé en fréquence où f0 = 1 MHz et β1 = −20 GHz/s, et d’amplitude représentant un déplacement
umb de la membrane de ±10% de la taille de la cavité. (b) Commande du cMUT en haut. Sortie du cMUT normalisée
par rapport à la taille de la cavité, signal cible et erreur en bas.(a) Erreur quadratique moyenne MSE entre le signal
cible et le déplacement umb de la membrane au cours des itérations k avec les paramètres d’entrée du système.
(c) Spectre de la commande du cMUT en haut. Spectre du signal cible et de la sortie du cMUT avant et après
optimisation en bas.
La recherche itérative de la commande optimale peut fonctionner avec les mé-
thodes d’imagerie utilisant la modulation de fréquence. Si l’objectif est de faire de
l’imagerie harmonique par chirp, la commande optimale n’est constituée que de
l’excitation proposée dans la figure 5.10b. Si l’objectif est de faire de l’imagerie
par renversement de signaux modulés en fréquence, il suffit de mémoriser les deux
commandes optimales que nous avons présentées dans cette section.
Lorsque le signal cible a une fréquence centrée correspondant à la moitié de la
fréquence de résonance et est de même coefficient de modulation, les performances
sont proches (annexe D, p. 161).
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5.4 Conclusion
Notre méthode permet d’atteindre un signal cible à la sortie d’un système,
comme le cMUT, en choisissant correctement le signal d’entrée. Cette cible peut
être librement choisie sans altérer les performances. L’avantage de notre méthode est
d’offrir une solution déterminée automatiquement à partir d’un nombre restreint de
paramètres. L’excitation optimale compense les non-linéarités du cMUT à sa sortie.
Toutefois l’amplitude du signal cible ne peut dépasser un seuil. Le comportement
de la membrane semble être la cause principale des non-linéarités. Si la membrane
du cMUT ne peut physiquement pas atteindre le déplacement umb souhaité, il n’est
plus possible de proposer une excitation qui corrige les non-linéarités.
L’étape suivante consistera à tester notre méthode avec plusieurs membranes
cMUT tant en simulation qu’expérimentalement. Cependant les résultats sont en-
courageants.
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L
es systèmes d’imagerie médicale ultrasonore existants ont, jusqu’à pré-
sent, pu progresser et présenter des images de meilleures qualités grâce
à une meilleure sensibilité des systèmes et à des post-traitements.
Dans cette thèse, nous nous sommes focalisés non pas sur ces post-traitements
mais plutôt sur la commande optimale de l’excitation du système d’imagerie. L’objectif
ambitieux, que nous nous sommes fixés, était de rechercher cette commande qui
optimise un critère dans le système (le contraste par exemple) à l’aide d’une rétro-
action. Jusqu’à présent, il n’existait pas ou peu de solutions adaptées à l’imagerie
ultrasonore. Les rares méthodes proposées amélioraient seulement un critère sans
toutefois atteindre l’optimale. De plus, il n’était possible d’atteindre l’optimum que
de manière empirique.
Notre première contribution majeure a été de simplifier la complexité du pro-
blème standard de la commande optimale en proposant plutôt des approches paramé-
triques sous-optimales réalistes. Désormais nos méthodes ont l’avantage de proposer
l’optimum et de manière automatique. L’ubiquité potentielle de nos méthodes de
commande optimale porte également sur quelques propriétés avantageuses dont voici
une liste non exhaustive :
1. le réglage de la commande n’est plus un choix manuel et difficile pour le
constructeur ou le médecin puisque la méthode propose d’elle-même un réglage
optimal garantissant les meilleures conditions d’utilisation ;
2. aucune connaissance du système ou du milieu exploré n’est nécessaire puisque
la méthode s’adapte d’elle-même aux conditions d’utilisation, aux variations
du système ou du milieu durant l’examen ;
3. l’optimisation d’un critère est garantie à tout moment de l’examen.
131
CONCLUSION
Trois étapes de la mise en œuvre du bouclage constitue l’essentiel de la difficulté
et la réussite de la recherche de la commande optimale :
1. la fonction de coût J(θ) doit décrire correctement l’objectif ;
2. les variables θ qui définissent la commande doivent influencer la fonction de
coût ;
3. l’algorithme doit être suffisamment robuste pour trouver le maximum global
et il doit être suffisamment rapide.
En répondant correctement à ces trois points, le principe de la commande optimale
peut s’appliquer dans un grand nombre de cas. En effet, la fonction de coût est,
en absolue, indépendante du modèle de simulation ou de l’expérience, puisque elle
ne prend en compte, de façon itérative, que les mesures des signaux en entrée et en
sortie de la chaîne d’imagerie. Nous avons d’abord appliqué ce principe aux systèmes
d’imagerie harmonique. Ensuite, un autre résultat majeur de notre approche est
qu’elle lève un verrou technologique d’une importance considérable. En effet, nos
méthodes vont permettre une utilisation plus large des transducteurs capacitifs
cMUTs en imagerie ultrasonore codée qui était encore inaccessible aujourd’hui.
Enfin, nous imaginons une application dans l’ensemble de l’imagerie et en particulier
pour l’imagerie Doppler.
Une implémentation immédiate dans les imageurs du commerce n’est pas directe-
ment exploitable, puisqu’il est nécessaire de disposer d’un générateur de signaux ana-
logique programmable. Cependant, grâce au développent croissant de l’électronique,
l’exploitation de nos techniques dans de nouveaux systèmes d’imagerie ultrasonore
sera un défi majeur pour les entreprises innovantes pour la prochaine décennie.
Pour notre part, nous envisageons également l’utilisation d’algorithmes qui per-
mettront une vitesse de convergence plus rapide. Dans le même objectif, nous pro-
poserons une réduction du nombre de paramètres sans réduire le degré de liberté de
la forme de la commande. Ce point permettra de réduire le nombre de mesures par
itération.
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Annexe A
Algorithme d’optimisation
L
es algorithmes d’optimisation sont nombreux. Mais tous ont pour ob-
jectif de minimiser une fonction de coût a à l’aide de paramètres que
l’algorithme doit déterminer. Certains algorithmes offrent une meilleure
robustesse et d’autres une meilleure rapidité de convergence. Par exemple, dans le cas
d’optimisations très complexes, les métaheuristiques, comme le recuit simulé, sont
une classe d’algorithmes d’optimisation qui tentent d’obtenir une valeur approchée
de l’optimum global. Cependant, ces derniers étant relativement complexes, nous
avons fait le fait choix d’algorithmes plus simples d’implémentation.
Dans cette thèse, nous avons utilisé deux algorithmes différents : la méthode
basée sur le gradient et la méthode de Nelder-Mead. Le premier algorithme est
réputé pour être simple, tandis que le second offre une meilleure robustesse.
A.1 Algorithme basé sur le gradient
La rétroaction de nos systèmes en boucle fermée correspond à notre algorithme
d’optimisation. L’algorithme optimise une fonction de coût J(w) de manière itéra-
tive. L’algorithme est basé sur le principe de la descente de gradient définie par la
relation de récurrence suivante [Widrow et Stearns, 1985] :
wk+1 = wk + µk(∇J), (A.1)
a. Maximiser revient à minimiser l’opposé de la fonction.
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où wk = [w1,k · · · wN,k]T est le vecteur des N paramètres d’optimisation à l’itération
k b. Le vecteur de coefficient µk = [µ1,k · · · µN,k]
T gouverne le sens et la vitesse de
convergence. Enfin, le gradient à l’itération k et pour le paramètre wi s’exprime selon
l’équation suivante :
∇i,k(J) =
∂J
∂wi
=
J(wj,k, wi,k)− J(wj,k−1, wi,k)
wi,k − wi,k−1
. (A.2)
Cependant, le gradient étant un rapport de deux grandeurs de dimensions diffé-
rents, nous modifions la relation de récurrence telle que :
wk+1 = wk + µk ·∆w, (A.3)
où ∆w = [∆w1 · · · ∆wN ]T . Lorsque la dimension de wi est une fréquence, ∆wi vaut
50 kHz ; tandis que si wi exprime le rapport α (dans le chapitre 3), alors ∆wi vaut
5/100.
Le sens de convergence est appliqué au coefficient µk. Ce coefficient est initialisé
avec wi = 2 et est défini par l’équation A.4 :
µi,k =
{
µi,k−1 si sign [∇i,k(J)] = sign [∇i,k−1(J)]
−
µi,k−1
2
si sign [∇i,k(J)] 6= sign [∇i,k−1(J)]
, (A.4)
où sign(t) est la fonction signe qui est égale à 1 si t > 0, 0 si t = 0 et −1 si t < 0.
Notez qu’une phase d’initialisation de 3N mesures est nécessaires pour démarrer
l’optimisation.
A.2 Algorithme de Nelder-Mead
La méthode de Nelder-Mead est un algorithme d’optimisation non-linéaire
[Nelder et Mead, 1965], réputé pour être plus robuste que la méthode du gradient.
Elle est parfois appelée méthode du simplexe ou « simplex downhill » et est basée
sur le concept de simplexe. Le simplexe est une généralisation du triangle à une
dimension quelconque. Ainsi l’algorithme cherche le maximum de la fonction de
coût J en l’encadrant progressivement dans le simplexe.
b. T est le symbole de la transposée.
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Tout d’abord, une phase d’initialisation est nécessaire pour définir les coordon-
nées w′ = [w′1, . . . , w
′
N+1] des N +1 sommets du premier simplexe où N est le degré
de liberté de la fonction de coût J . La fonction de coût est évaluée en tous les
sommets du simplexe.
Ensuite l’algorithme commence la phase itérative qui recherche le minimum de
la fonction de coût J :
1. les mesures de la fonction de coût pour les N + 1 sommets du simplexe sont
triées dans l’ordre croissant et réindexées telles que :
J(w1) 6 J(w2) 6 · · · 6 J(wN+1);
2. le centre de gravité du simplexe wG des w est calculé pour en déduire la
fonction de coût en ces coordonnées ;
3. la fonction de coût est évaluée au point de réflexion de wN+1 :
wR = wG + µR(wG − wN+1).
Ces coordonnées correspondent au point de réflexion du maximum de la fonc-
tion de coût par rapport au centre de gravité wG. Si le point de réflexion
wR est meilleur que l’avant-dernier point wN et supérieur au premier point w1
(J(w1) 6 J(wR) 6 J(wN)) alors un nouveau simplexe est formé en remplaçant
le plus mauvais point par wN+1 par le point de réflexion, et retour à l’étape 1 ;
4. si le point de réflexion wR est meilleur que le premier point w1, alors le simplexe
ne contient pas le minimum de la fonction de coût J . Un point d’extension est
alors déterminé tel que :
wE = wG + µE (wG − wN+1) .
Si le point d’extension wE est meilleur que le point de réflexion wR (J(wE) <
J(wR)), alors un nouveau simplexe est formé en remplaçant le plus mau-
vais point wN+1 par le point d’extension wE. Sinon un nouveau simplexe est
construit en remplaçant wN+1 par wR. Retour à l’étape 1 ;
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5. si le point de réflexion wR est supérieur à l’avant-dernier point wN (J(wR) >
J(wN)), alors un point de contraction wC est déterminé tel que :
wC = wN+1 + µC(wG − wN+1).
Si le point de contraction est meilleur que le plus mauvais point (J(wC) <
J(wN+1)), alors un nouveau simplexe est déterminé en remplaçant le plus
mauvais point wN+1 avec le point de contraction wC et retour à l’étape 1.
6. si le point de contraction wC est supérieur au plus mauvais point wN+1 (J(wC) >
J(wN+1)), alors le simplexe est réduit en remplaçant tous les points tels que
wi = w1 + µ (wi − w1) ,
et retour à l’étape 1.
Les coefficients de réflexion µR, d’extension µE, de contraction µC et de réduction
µς sont habituellement choisis tels que :

µR = 1,
µE = 2,
µC =
1
2
,
µς =
1
2
,
Il est à noter qu’il est parfois nécessaire de normaliser le vecteur w afin que tous les
paramètres aient le même ordre de grandeur pour une bonne optimisation.
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Annexe B
Commande optimale en imagerie par
inversion d’impulsions
C
ette annexe présente les résultats de la commande optimale en imagerie par
inversion d’impulsions à l’aide de la famille de demi-sinusoïdes tronquées,
présentées dans la section 3.2.2 (p. 87).
B.1 Réglage des fréquences des demi-sinusoïdes tron-
quées
Ici nous montrons que le réglage simultané des fréquences de deux demi-sinusoïdes
permet d’augmenter encore le CTR par rapport à la seule optimisation de la fré-
quence f0. Tout d’abord, nous vérifions l’existence de ce maximum. De plus, nous
vérifions qu’il n’est pas à la position f1 = f2. La figure B.1 présente la recherche
empirique des fréquences f1 et f2 pour un niveau de pression A0 de 400 kPa. Nous
reportons également les recherches automatiques par l’algorithme du gradient en
ligne noire et par l’algorithme de Nelder-Mead.
L’optimisation automatique du CTR par les fréquences f1 et f2 est présentée en
figure B.2. La figure B.2a présente l’optimisation par l’algorithme du gradient tandis
que la figure B.2b présente l’optimisation par l’algorithme de Nelder-Mead en
ligne blanche.
147
ANNEXE B. COMMANDE OPTIMALE EN IMAGERIE PAR INVERSION
D’IMPULSIONS
1 1.5 2 2.5 3 3.5 4
1
1.5
2
2.5
3
3.5
4  
4
Fréquence de f1 (MHz)
5
6
2
1
6
5
3
4
2020
 
Fr
éq
ue
nc
e 
de
 f 2
 
(M
Hz
)
0
5
10
15
20
25
30
CTR (dB) Gradient Nelder−Mead
Figure B.1 – Simulation de la recherche empirique du maximum du CTR en fonction des fréquences f1 et f2
des demi-sinusoïdes tronquées en imagerie par inversion d’impulsions pour un niveau de pression A0 = 400 kPa.
Les recherches automatiques sont reportées en noir pour l’algorithme du gradient et en blanc pour l’algorithme de
Nelder-Mead.
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Figure B.2 – Simulations des optimisations automatiques à l’aide des fréquences f1 et f2 des demi-sinusoïdes
tronquées en imagerie par inversion d’impulsions pour différents niveaux de pression A0 par l’algorithme basé sur
le gradient (a) et par l’algorithme de Nelder-Mead (b). Les fréquences f1 sont notées en traits pleins, tandis que
les fréquences f2 sont en pointillés.
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DEMI-SINUSOÏDES TRONQUÉES
Enfin nous présentons l’image synthétique avec l’excitation sous-optimale que
nous avons calculée précédemment.
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Figure B.3 – Image synthétique en imagerie par inversion d’impulsions pour un niveau de pression de A0 = 400
kPa et avec les valeurs optimales de f1 et f2.
B.2 Réglage du rapport des amplitudes des demi-
sinusoïdes tronquées
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Figure B.4 – Simulations des optimisations à l’aide du rapport α des amplitudes en imagerie par inversion
d’impulsions pour différents niveaux de pression A0. (a) Recherches empiriques des maxima du CTR en fonction de
α. Le chemin d’optimisation automatique pour le niveau de pression A0 = 400 kPa est noté en noir. (b) Recherches
automatiques du CTR à l’aide de α par un algorithme du gradient.
Cette troisième optimisation en imagerie par inversion d’impulsions règle le
rapport α en considérant les valeurs des fréquences f1,opt et f2,opt obtenues dans
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l’optimisation précédente. La figure B.4a représente le CTR en fonction du rapport
α et pour différents niveaux de pression A0. En haut de la figure B.4b, le CTR est
représenté au cours des itérations k, tandis qu’en bas de la figure la paramètre αk
associé est représenté. Le rapport α optimal est très légèrement différent de 1.
L’image obtenue pour ce rapport α est reportée en figure B.5.
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Figure B.5 – Image synthétique en imagerie par inversion d’impulsions pour un niveau de pression de A0 = 400
kPa et avec les valeurs optimales de f1,opt et f2,opt et après optimisation de α.
B.3 Réglage des fréquences et du rapport des am-
plitudes des demi-sinusoïdes tronquées
Cette dernière proposition de paramètres pour l’imagerie par inversion d’impul-
sions se propose d’optimiser simultanément les fréquences f1, f2 et le rapport α
des amplitudes des demi-sinusoïdes tronquées. La figure B.6 représente le CTR en
fonction des itérations k en bas, les fréquences des demi-sinusoïdes tronquées en
haut suivies du rapport α qui règle les amplitudes. Tout d’abord, cette optimisation
propose un CTR plus élevé que la précédente optimisation. Ensuite la vitesse de
convergence n’a pas changée. Enfin, remarquez que cette fois f1 est plus petite que
f2.
Nous calculons l’image synthétique représentée en figure B.7 pour une excitation
avec ces paramètres optimaux.
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Figure B.6 – Simulations des optimisations automatiques à l’aide des fréquences f1 et f2, ainsi que du rapport α
des amplitudes en imagerie par inversion d’impulsions pour différents niveaux de pression A0. Les fréquences f1 sont
notées en traits pleins, tandis que les fréquences f2 sont en pointillés.
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Figure B.7 – Image synthétique en imagerie par inversion d’impulsions pour un niveau de pression de A0 = 400
kPa et avec les valeurs optimales de f1,opt et f2,opt et après optimisation de α.
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Annexe C
Commande optimale en imagerie par
modulation de phase et d’amplitude
C
ette annexe présente les résultats de la commande optimale en imagerie par
modulation de phase et d’amplitude à l’aide de la famille de demi-sinusoïdes
tronquées, présentées dans la section 3.2.3 (p. 95).
C.1 Réglage de la fréquence d’excitation
Nous commençons tout d’abord par l’optimisation à un seul paramètre. La figure
C.1 présente l’optimisation du CTR en fonction de la fréquence d’excitation f0. La
figure C.1a présente en haut la recherche empirique du maximum du CTR, tandis
que l’optimisation automatique est présentée en bas.
Tout d’abord, nous retrouvons comme pour les autres méthodes d’imagerie la
présence d’un seul maximum dans la fonction CTR. Toutefois, la fréquence optimale
est différente par rapport à celles des autres méthodes d’imagerie. Le niveau de
pression A0 influence le maximum du CTR et sa fréquence optimale. Lorsque le
niveau de pression est plus faible, les non-linéarités dans le tissu sont plus faibles, ce
qui ne détériore pas le CTR. L’optimisation automatique de la fréquence retrouve la
fréquence qui permet d’obtenir le CTR maximal. À titre d’illustration, nous avons
superposé notre optimisation pour le niveau de pression A0 (ligne noire) à la courbe
de recherche empirique en figure C.1a.
Comme pour les autres méthodes d’imagerie, nous observons ce résultat sur
des images synthétiques. Les deux premières sont des références (la première à la
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Figure C.1 – Simulations des optimisations à l’aide de la fréquence d’excitation f0 en imagerie par modulation
de phase et d’amplitude pour différents niveaux de pression A0. (a) Recherches empiriques des maxima du CTR
en fonction de la fréquence d’excitation f0,k. Le chemin d’optimisation automatique pour le niveau de pression
A0 = 400 kPa est noté en noir. (b) Recherches automatiques du CTR à l’aide de la fréquence d’excitation f0,k par
un algorithme utilisant le gradient.
fréquence centrale fc, la seconde aux deux-tiers de la fréquence centrale fc), tandis
que la dernière présente les résultats après notre optimisation.
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Figure C.2 – Images synthétiques en imagerie par modulation de phase et d’amplitude pour un niveau de pression
de A0 = 400 kPa où la fréquence d’excitation f0 est (a) la fréquence centrale fc du transducteur (f0 = 3,5 MHz), (b)
les deux tiers de la fréquence centrale fc du transducteur (f0 = 2,33 MHz), (b) la fréquence optimale (f0,opt = 2,28
MHz).
Enfin nous avons testé ce principe expérimentalement. Après quelques itérations,
l’algorithme converge vers le maximum du CTR.
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Figure C.3 – Expérience d’optimisation automatique à l’aide de la fréquence d’excitation f0 en imagerie par
modulation de phase et d’amplitude par un algorithme du gradient.
C.2 Réglage des fréquences des demi-sinusoïdes tron-
quées
Cette deuxième optimisation consiste à augmenter d’un degré de liberté par la
recherche d’un réglage optimale de f1 et f2.
La figure C.4 représente le CTR en fonction des fréquences f1 et f2. Le CTR
maximum est obtenu lorsque les fréquences f1 et f2 sont proches.
La deuxième étape consiste à rechercher ce maximum par l’un de nos algorithmes
d’optimisation. La figure C.5a présente l’optimisation automatique à l’aide de notre
algorithme du gradient, tandis que la figure C.5b présente l’optimisation par l’algo-
rithme de Nelder-Mead. Dans ces deux figures, le CTR est représenté en fonction
des itérations k en bas, les fréquences associées en haut.
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Figure C.4 – Simulation de la recherche empirique du maximum du CTR en fonction des fréquences f1 et f2 des
demi-sinusoïdes tronquées en imagerie par modulation de phase et d’amplitude pour un niveau de pression A0 = 400
kPa.
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Figure C.5 – Simulation des optimisations automatiques à l’aide des fréquences f1 et f2 des demi-sinusoïdes
tronquées en imagerie par modulation de phase et d’amplitude pour différents niveaux de pression A0 par l’algorithme
basé sur le gradient (a) et par l’algorithme de Nelder-Mead (b). Les fréquences f1 sont notées en traits pleins,
tandis que les fréquences f2 sont en pointillés.
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Ce résultat est observé sur une image synthétique en figure C.6.
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Figure C.6 – Image synthétique en imagerie par modulation de phase et d’amplitude pour un niveau de pression
de A0 = 400 kPa et avec les valeurs optimales de f1 et f2.
C.3 Réglage du rapport des amplitudes des demi-
sinusoïdes tronquées
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Figure C.7 – Simulations des optimisations à l’aide du rapport α des amplitudes en imagerie par modulation de
phase et d’amplitude pour différents niveaux de pression A0. (a) Recherches empiriques des maxima du CTR en
fonction de α. Le chemin d’optimisation automatique pour le niveau de pression A0 = 400 kPa est noté en noir. (b)
Recherche automatique du CTR à l’aide de α par un algorithme utilisant le gradient.
Cette troisième optimisation reprend le résultat précédent, mais optimise le
rapport α qui règle les amplitudes des demi-sinusoïdes tronquées. La figure C.7a
représente le CTR en fonction du rapport α pour différents niveaux de pression
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A0. Ce paramètre permet d’atteindre un nouveau maximum du CTR lorsque α est
légèrement différent de 1. La figure C.7b présente l’optimisation automatique qui est
associée.
À titre d’illustration, observons l’image synthétique (figure C.8) qui offre le CTR
optimal dans ce cas.
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Figure C.8 – Image synthétique en imagerie par modulation de phase et d’amplitude pour un niveau de pression
de A0 = 400 kPa et avec les valeurs optimales de f1,opt et f2,opt et après optimisation de α.
C.4 Réglage des fréquences et du rapport des am-
plitudes des demi-sinusoïdes tronquées
Pour finir, cette dernière optimisation, représentée en figure C.9, propose un
réglage simultané des fréquences f1, f2 et du rapport α des amplitudes des demi-
sinusoïdes tronquées.
Nous calculons l’image synthétique (figure C.10) où l’excitation est déterminée
avec les paramètres optimaux.
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Figure C.9 – Simulation des optimisations automatiques à l’aide des fréquences f1 et f2, ainsi que du rapport α
des amplitudes en imagerie par modulation de phase et d’amplitude pour différents niveaux de pression A0. Les
fréquences f1 sont notées en traits pleins, tandis que les fréquences f2 sont en pointillés.
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Figure C.10 – Image synthétique en imagerie par modulation de phase et d’amplitude pour un niveau de pression
de A0 = 400 kPa et avec les valeurs optimales de f1,opt et f2,opt et après optimisation de α.
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Annexe D
Commande optimale d’excitation
codée pour les cMUTs
C
ette annexe présente les résultats de la commande optimale des excitations
codées pour les cMUTs présentées dans la section 5.3 (p. 124).
D.1 Commande optimale pour l’imagerie du second
harmonique
La commande que nous proposons consiste à se placer à la moitié de la fréquence
de résonance, comme le montrait la figure 5.4. La commande optimale est recherchée
par un signal cible avec cette nouvelle fréquence.
La figure D.1 réprésente la commande optimale à la moitié de la fréquence de
résonance sous la même forme que précédemment.
Le signal cible est correctement atteint avec une erreur quadratique moyenne
MSE de −21 dB. Spectralement le second harmonique est réduit de 20 dB. Il
est important de remarquer que notre méthode réduit le second harmonique, mais
également le troisième harmonique ; ce que les méthodes existantes ne peuvent pas
faire.
Nous présentons également une optimisation où la sortie du cMUT ne suit plus
visiblement le signal cible. Dans ce cas, l’amplitude du signal cible était de ±17,5%.
L’erreur quadratique moyenne MSE atteint tout de même −17 dB. Contrairement
au cas du régime forcé, la sortie du cMUT n’est pas écrêtée, mais la membrane
n’arrive pas à osciller aussi « lentement » que le signal cible. Spectralement, le second
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Figure D.1 – Simulation de l’optimisation de la sortie de cMUT, lorsque le signal cible à atteindre est un signal
sinusoïdal de fréquence frés/2 et d’amplitude représentant un déplacement umb de la membrane de ±10% de la taille
de la cavité. (a) Erreur quadratique moyenne MSE entre le signal cible et le déplacement umb de la membrane au
cours des itérations k avec les paramètres d’entrée du système. (b) Commande du cMUT en haut. Sortie du cMUT
normalisée par rapport à la taille de la cavité, signal cible et erreur en bas.(c) Spectre de la commande du cMUT
en haut. Spectre du signal cible et de la sortie du cMUT avant et après optimisation en bas.
harmonique est tout de même réduit de 10 dB, mais avec une hausse du troisième
harmonique.
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Figure D.2 – Simulation de l’optimisation de la sortie de cMUT, lorsque le signal cible à atteindre est un signal
sinusoïdal de fréquence frés/2 modulé par une gaussienne, et d’amplitude représentant un déplacement umb de la
membrane de ±17,5% de la taille de la cavité. (a) Erreur quadratique moyenne MSE entre le signal cible et le
déplacement umb de la membrane au cours des itérations k avec les paramètres d’entrée du système. (b) Commande
du cMUT en haut. Sortie du cMUT normalisée par rapport à la taille de la cavité, signal cible et erreur en bas.
(c) Spectre de la commande du cMUT en haut. Spectre du signal cible et de la sortie du cMUT avant et après
optimisation en bas.
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D.2. COMMANDE OPTIMALE POUR L’IMAGERIE PAR INVERSION
D’IMPULSIONS
D.2 Commande optimale pour l’imagerie par inver-
sion d’impulsions
Comme pour le régime forcé, nous optimisons avec une cible en opposition
de phase présentée en figure D.3. La commande optimale atteint encore une fois
correctement le signal cible.
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Figure D.3 – Simulation de l’optimisation de la sortie de cMUT, lorsque le signal cible à atteindre est un signal
sinusoïdal de fréquence frés/2, en opposition de phase par rapport au signal cible présenté en figure D.1b, et
d’amplitude représentant un déplacement umb de la membrane de ±10% de la taille de la cavité. (a) Erreur
quadratique moyenne MSE entre le signal cible et le déplacement umb de la membrane au cours des itérations
k avec les paramètres d’entrée du système. (b) Commande du cMUT en haut. Sortie du cMUT normalisée par
rapport à la taille de la cavité, signal cible et erreur en bas. (c) Spectre de la commande du cMUT en haut. Spectre
du signal cible et de la sortie du cMUT avant et après optimisation en bas.
D.3 Commande optimale pour l’imagerie par re-
tournement de chirps
Dans le contexte de l’imagerie par retournement de chirps, nous avons également
testé le cas où le signal modulé en fréquence (20 GHz/s) est centré à la moitié de la
fréquence de résonance.
Les figures D.4 et D.5 représentent les optimisations avec des cibles où les pentes
des modulations sont inversées.
Les cibles sont correctement atteintes. Nous pouvons remarquer que l’erreur est
un peu plus importante pour les fréquences les plus faibles due à des phénomènes
transitoires entre le régime forcé et le régime résonant.
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ANNEXE D. COMMANDE OPTIMALE D’EXCITATION CODÉE POUR LES
CMUTS
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Figure D.4 – Simulation de l’optimisation de la sortie de cMUT, lorsque le signal cible à atteindre est un signal
sinusoïdal modulé en fréquence où f0 = frés/2 et β1 = 20 GHz/s, et d’amplitude représentant un déplacement umb
de la membrane de ±10% de la taille de la cavité. (a) Erreur quadratique moyenne MSE entre le signal cible et le
déplacement umb de la membrane au cours des itérations k avec les paramètres d’entrée du système. (b) Commande
du cMUT en haut. Sortie du cMUT normalisée par rapport à la taille de la cavité, signal cible et erreur en bas.
(c) Spectre de la commande du cMUT en haut. Spectre du signal cible et de la sortie du cMUT avant et après
optimisation en bas.
100 200 300 400 500 600 700 800 900 1000
−1600
−1400
−1200
−1000
−800
−600
−400
−200
0
200
400
600
800
1000
1200
Itérations
Pa
ra
m
èt
re
s
−27
−24
−21
−18
−15
−12
−9
−6
−3
0
3
Er
re
ur
 q
ua
dr
at
iq
ue
 m
oy
en
ne
 (d
B)
(a)
0 1 2 3 4 5 6 7 8 9 10
20
40
60
80
100
Temps (µs)
Te
ns
io
n 
(V
)
0 1 2 3 4 5 6 7 8 9 10
−0.1
−0.05
0
0.05
0.1
Temps (µs)
D
ép
la
ce
m
en
t (
%)
 
 
cible membrane erreur
(b)
0 1 2 3 4 5 6 7 8 9 10
−30
−20
−10
0
Fréquence (MHz)
A
m
pl
itu
de
 (d
B)
0 1 2 3 4 5 6 7 8 9 10
−85
−70
−55
Fréquence (MHz)
A
m
pl
itu
de
 (d
B)
 
 
cible membrane sans correction
(c)
Figure D.5 – Simulation de l’optimisation de la sortie de cMUT, lorsque le signal cible à atteindre est un signal
sinusoïdal modulé en fréquence où f0 = frés/2 et β1 = −20 GHz/s, et d’amplitude représentant un déplacement umb
de la membrane de ±10% de la taille de la cavité. (a) Erreur quadratique moyenne MSE entre le signal cible et le
déplacement umb de la membrane au cours des itérations k avec les paramètres d’entrée du système. (b) Commande
du cMUT en haut. Sortie du cMUT normalisée par rapport à la taille de la cavité, signal cible et erreur en bas.
(c) Spectre de la commande du cMUT en haut. Spectre du signal cible et de la sortie du cMUT avant et après
optimisation en bas.
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Sébastien Ménigot
Commande optimale appliquée aux systèmes
d’imagerie ultrasonore
Résumé : Les systèmes d’imagerie médicale ultrasonore ont considérablement amélioré le diagnostic
clinique par une meilleure qualité des images grâce à des systèmes plus sensibles et des post-traitements. La
communauté scientifique de l’imagerie ultrasonore a consenti à un très grand effort de recherche sur les post-
traitements et sur le codage de l’excitation sans s’intéresser, outre mesure, aux méthodes de commande
optimale. Ce travail s’est donc légitimement tourné vers les méthodes optimales basées sur l’utilisation
d’une rétroaction de la sortie sur l’entrée. Pour rendre applicable ces méthodes, ce problème complexe de
commande optimale a été transformé en un problème d’optimisation paramétrique sous-optimal et plus
simple. Nous avons appliqué ce principe au domaine de l’imagerie ultrasonore : l’échographie, l’imagerie
harmonique native et l’imagerie harmonique de contraste avec ou sans codage de la commande.
La simplicité de l’approche nous a permis, par une modification de la fonction de coût, de l’adapter à
l’imagerie harmonique. Cette adaptation montre que la méthode peut être appliquée à l’imagerie ultrasonore
en générale.
Aujourd’hui, les enjeux de l’imagerie ultrasonore portent non seulement sur les traitements des excitations
ou des images mais aussi sur les capteurs. Ce point nous a conduit naturellement à rechercher la commande
optimale des transducteurs capacitifs (cMUT) afin de les adapter à une utilisation plus large en imagerie
ultrasonore codée. Nos méthodes de compensation et de codage par commande optimale procurent des
résultats très prometteurs qui vont au delà de nos espérances.
Le champ d’applications de nos méthodes de codage optimal est large et nous n’en voyons pas
forcément encore toutes les limites. L’atout majeur de nos approches est leur simplicité d’utilisation et
d’implémentation. En effet, elles ne nécessitent pas d’informations a priori difficilement accessibles sur les
outils utilisés ou milieux explorés. Notre système s’adapte automatiquement aux variations qui peuvent
être liées au vieillissement du capteur ou à la modification du milieu exploré.
Mots clés : Boucle fermée, commande optimale, optimisation, imagerie ultrasonore, système adaptatif.
Abstract : Medical ultrasound imaging systems have greatly improved the clinical diagnosis by improving
the image quality thanks to more sensitive systems and post-processings. The scientific community has made
a great effort of research on post-processing and on encoding the excitation. The methods of the optimal
control have been neglected. Our work has focused on the optimal methods based on the feedback from
output to input. We have transformed the complex problem of optimal control into an easier suboptimal
parametric problem. We apply the principle of optimal control to the ultrasound imaging, the ultrasound
harmonic imaging and to the constrast harmonic imaging with or without encoding.
The simplicity of the method has allowed us to adapt it to harmonic imaging by a change in the cost
function. This adaptation shows that our method can usually be applied to the ultrasound imaging.
Nowadays, the stakes of the ultrasound imaging focus not only on the excitation processings or image
processings but also on the sensors. This point naturally leads us to seek the optimal control of the capacitive
transducers (cMUT) in order to adapt them to the encoded ultrasound imaging. Our compensation and
encoding methods by optimal control provide very promising results that go beyond our expectations.
The application scope of our methods of optimal control is large and we do not see all the limits yet.
The main advantage of our approaches is the easiness of their use and of their implementation. Indeed,
our approaches do not require any a priori knowledge on system and medium explored. Our system
automatically adapts itself to the changes which may be related to sensor ageing or to the medium change.
Keywords : Adaptive system, closed-loop, optimal control, optimization, ultrasound imaging.
