This paper studies the spatial autoregressive (SAR) model for cross sectional data when the true spatial e¤ect parameter is near unity. We decompose the data generating process (DGP) into an unstable component and a stable component and then establish asymptotic properties of QMLE, 2SLSE and linearized QMLE. The spatial e¤ect estimator has a higher rate of convergence and other parameters have the regular p n rate. The higher rate of convergence re ‡ects how fast the spatial root converges to unity. In contrast to near unit root time series, the estimators are all asymptotically normal. Similarly to the regular SAR model, QMLE and linearized QMLE are more e¢ cient than 2SLSE.
Introduction
Spatial autoregressive (SAR) models study autocorrelation among cross sectional units and have wide applications 1 . To estimate the SAR model, Kelejian and Prucha (1998) proposed a two stage least squares (2SLS) method which uses instrumental variables (IVs) constructed from exogenous variables and the spatial weights matrix . Lee (2003) chose some speci…c IVs and got the best two stage least square (B2SLS) estimators. Lee (2004) studies the asymptotic properties of the maximum likelihood (ML) and quasi-maximum likelihood (QML) estimators of the SAR model. For the SAR model, the spatial correlation can provide nonlinear moment conditions in addition to linear moments of IV's in the general method of moment (GMM) setting. Lee (2007) established asymptotic properties of GMM estimators, which can be more e¢ cient than the 2SLS estimators. The best GMM can be as e¢ cient as the ML estimators (MLEs) when the true disturbances are normal. Liu et al. (2006) showed that carefully designed linear and quadratic moment functions can generate a GMM estimator which is more e¢ cient relative to the QML estimate when the disturbances are not normal.
For the above methods, there are restrictions on the spatial weights matrix and the spatial e¤ect coe¢ cient such that the spatial dependence across units are controlled to a limited degree. With a spatial weights matrix being row-normalized, the spatial e¤ect can not be equal or larger than one (Ord 1975) . If the true spatial e¤ect is near unity, the spatial dependence across units will be very strong and the variances of the dependent variables can become very large even though we assume row sum and column sum boundedness of the spatial weights matrix. In this paper, we derive the asymptotic properties of the IV and QML estimators 2 when the true spatial e¤ect can go to unity at any rate. We call this a "near unit root"case because a SAR model has sometimes been regarded as a generalization of an autoregressive model in time series to the spatial setting.
The near unit root model in time series has been extensively used in the univariate literature to study the test statistics under local alternatives, starting with Chan and Wei (1987) and Phillips (1987 Phillips ( , 1988 . Also, the estimation of the autoregressive roots near unity are studied both in time series (Phillips et al. 2001) and in the panel data setting Phillips 2000, 2004) . For the near unit root in time series, the basic idea is to study an intermediate case between unit root and stationary processes. In the SAR model, there is a spatial weights matrix which represents the interactions of di¤erent spatial units. In practice, the spatial weighs matrix is usually row-normalized so that the in ‡uence of neighbors can be represented in terms of averages. The SAR model is an equilibrium model. The unit root case where the spatial coe¢ cient is equal 1 Early development in estimation and testing for cross section data can be found in Anselin (1988 Anselin ( , 1992 , Kelejian and Robinson (1993) , Cressie (1993) , Anselin and Florax (1995) , Anselin and Rey (1997) , and Anselin and Bera (1998) , among others. 2 We expect that similar features of the estimates from a GMM approach will hold.
to 1 is not allowed (otherwise, it will not be an equilibrium model). Hence, we can only study the near unit root case in SAR model by local alternative, but not the unit root case itself 3 . Therefore, in the near unit root for spatial data, the story may be di¤erent from time series. What's more, the nonlinearity nature in the reduced form equation of the SAR model distinguishes the near unit root case here from the time series counterpart, where only the linear regression is considered in typical settings.
The paper is organized as follows. Section 2 introduces the model and decomposes the DGP into a stable part and an unstable part when the true spatial e¤ect is near unity. Section 3 establishes the identi…cation, consistency and asymptotic distribution of QML estimates. Section 4 gives asymptotic properties of 2SLSE, and of linearized QMLE where the initial estimates from 2SLS are used. Monte Carlo results are provided in Section 5 to compare the …nite sample performance of various estimators. Conclusion is made in Section 6 and proofs are provided in Appendices.
Model
Consider the cross sectional (…rst order) SAR model
where Y n is n 1 vector of dependent variables, X n is an n k nonstochastic exogenous variables, W n is a nonstochastic spatial weights matrix and the disturbance ni , i = 1; 2; ; n, of the n-dimensional vector n are i.i.d. (0; 2 0 ). Here, W n Y n is usually referred to as a spatial lag of Y n . Suppose that W n is diagonalizable 4 with eigenvalues d in such that either d in = 1 or jd in j < 1 5 . Furthermore, suppose that there are m n unit eigenvalues, and the remaining (n m n ) eigenvalues are all bounded away from 1 in absolute value for all n. The near unit root case refers to the situation that for the true spatial e¤ect parameter,
where n goes to in…nity as n goes to in…nity. Thus, as n goes to in…nity, n0 tends to 1. The n speci…es, in its general form, how fast that n0 tends to unity as the sample size n increases 6 . Note that because the SAR model is speci…ed to be an equilibrium model, it is not meaningful to assume that n0 = 1. With our speci…cation of the near unit root case, as n0 < 1, this model is still an equilibrium model for any …nite n. This is so because (I n n0 W n ) is invertible. With W n being diagonalizable, let R n be the eigenvector matrix. Then, we have
where D n = diagf1 mn ; d mn+1 ; ; d n g is the diagonal eigenvalue matrix and 1 mn is 1 m n vector of ones.
This implies that (I n n0 W n ) = R n (I n n0 D n )R 1 n . As j n0 j < 1 and jd in j 1 for all i, (I n n0 D n ) is invertible and, so is (I n n0 W n ).
Decomposition of Y n
For the eigenvalue matrix D n , it can be decomposed into two parts as D n = J n +D n where J n = diagf1 mn ; 0; ; 0g andD n = diagf0; ; 0; d mn+1 ; ; d n g. The J n consists of all the m n unit eigenvalues andD n consists of all the eigenvalues with their absolute values less than one. Denote S n ( ) = I n W n , from (1), the equilibrium vector Y n is
Hence,
the eigenvector matrix R n is determined by W n from (3) and n depends on n0 and W n . Hence, when n0 is near unity, S n ( n0 ) is ill conditioned and its inverse has the large factor n .
Therefore, from (4) and (5), we have,
This equation is revealing in that the …rst term on the right hand side is an unstable component and the second term is a stable component. The implied variance of Y n can be large because the …rst component has n , which is explosive. Also, because W n R n = R n D n and D n J n = J n , one has
Comparing (8) and (9), we can see that for Y n and W n Y n , they have the same unstable component such that
Assumptions of the Model
To analyze the model, we make the following assumptions.
where n is an increasing function of n.
Assumption 2 W n is diagonalizable, row sum and column sum bounded 7 , and has m n unit roots, and the remaining eigenvalues d nj , j = m n + 1; ; n, are bounded away from 1 in absolute value for all n and j.
Assumption 3 The disturbances f ni g, i = 1; 2; :::; n are i:i:d with zero mean, variance 2 0 and E j ni j 4+ < 1 for some > 0.
Assumption 4 The elements of X n are nonstochastic and bounded, uniformly in n, and lim n!1 1 n X 0 n X n exists and is nonsingular.
Assumption 5 R n (I n n0Dn ) 1 R 1 n and R n J n R 1 n are uniformly bounded in row sum and column sum norms.
Assumption 1 speci…es that the true spatial e¤ect is near unity and how close it is near unity. Assumption 2 says that W n is diagonalizable so that we can decompose the process into a stable part and an unstable part under Assumption 1. As an example, a weights matrix row-normalized from a symmetric matrix is diagonalizable. All its eigenvalues are real, less than or equal to one in absolute value and its largest 7 We say a (sequence of n n) matrix Pn is uniformly bounded in row and column sum norms if sup n 1 kPnk 1 < 1 and sup n 1 kPnk 1 < 1, where kPnk 1 sup 1 i n P n j=1 jp ij;n j is the row sum norm and kPnk 1 = sup 1 j n P n i=1 jp ij;n j is the column sum norm. eigenvalue always 1 (see Ord (1975) ). Assumption 3 and 4 are the standard assumptions. The higher than the fourth moment condition in Assumption 3 is needed to apply the central limit theorem in Kelejian and Prucha (2001) . The nonstochastic X n and its uniform boundedness are assumed for convenience. If X n is stochastic, Assumption 4 can be replaced by some moment restrictions. Assumption 5 is to guarantee that the stable and unstable parts of S 1 n ( n0 ) in (5), after being rescaled, are row sum and column sum bounded. In the standard case with the true 0 strictly less than one, an important assumption due to Kelejian and Prucha (1998) is that S 1 n ( 0 ) is uniformly bounded in both row and column sum norms. For the near unit root case, S 1 n ( n0 ) will not be uniformly bounded in either row or column sum norms due to the explosive factor n in (5) for the unstable component. By taking out the n factor, the remaining matrix will not grow with n. Assumption 5 maintains the remaining components to be spatially stable.
QMLE

Consistency
For (1), we can write the likelihood function as
where n ( ) = Y n W n Y n X n . As we might have di¤erent rates of convergence for di¤erent components of the vector of estimates, it is desirable to consider the concentrated likelihood function at . From (10),
given , the QMLE of is^
and the QMLE of 2 is^
The range of parameter values of is known to be the interval ( 1 dmin;n ; 1) in order that the determinant of S n ( ) is positive (Anselin 1988) , where d min;n = minfd ni ji = 1;
; ng is the smallest eigenvalue of W n .
Note that, for the case that W n is row-normalized and has zero diagonal, the trace of W n is zero and, hence, d min;n < 0 and the largest eigenvalue is 1; also, jd ni j 1 for all i, which implies that d ni are bounded from both below and above. Hence, we will consider the parameter spaces of n0 as = ( 1; 1). The lower bound is set to 1 for convenience which is often speci…ed in the spatial literature. This is so because with a row-normalized spatial weights matrix, j j < 1 implies that S 1 n ( ) can be expanded as a power series of W n ( Horn and Johnson 1985) . The QMLE^ n maximizes (13) on the parameter space and the QMLE of
Correspondingly, we have
where
The presence of X n in (1) is a distinctive feature of the mixed regressive SAR model. From (1) and (4), the reduced form equation of Y n can be represented as
It is noted that while the regressors in X n are bounded, the generated regressor G n X n 0 is explosive as it has the explosive factor n from (6). This has the implication that an estimate of n0 may have a higher rate of convergence than that of 0 .
For our analysis for QMLE, the following additional assumptions are made.
Assumption 6 (1) and (2) speci…es that we have a signi…cant number 8 of unit roots in W n . Assumption 8 When mn n ! 0, the unstable component might be dominated by the stable component unless n is large enough. From (7), the contribution of the unstable component might depend on n mn n . Here, larger value of n is to increase the contribution of the unstable component and smaller value of mn n has the e¤ect of reducing the in ‡uence of the unstable component. As we are interested in the case where the stable component is dominated, we make the assumption that n ! 1 and limn!1 mn n 6 = 0. For the case limn!1 n mn n is …nite or zero, the rate of convergence for estimators would be the same as the regular case. The case with limn!1 mn n 6 = 0 is expected to provide the relevant approximation in practice with a …nite sample with size n. 6 (3) might not be satis…ed if R n J n R 1 n were approximately equal to I n up to a scalar for large n. If J n = I n for large enough n, the limit in Assumption 6 (3) would be zero by taking c = 1. As the nonzero elements of J n are the diagonal elements consisting of unit eigenvalues of W n , this assumption has implicitly ruled out the possibility that lim n!1 mn n = 1. This becomes clearer for the special case when W n is symmetric. In that case, R n is an orthonormal matrix and we have
, which is positive when 0 < mn n < 1 for any c. If mn n goes to 1, the limit will be zero at c = 1. Assumption 7 is an identi…cation condition, which speci…es that for the generated spatial regressor G n X n 0 , its unstable component is not multicollinear with X n .
Theorem 1 Under Assumptions 1-5, 6 and 7, the QMLE^ n is n -consistent such that
As n goes to in…nity, the n -consistency of^ n implies the consistency of^ n . Establishing n -consistency for^ n is needed as the …rst step in order to derive the asymptotic distribution of^ n and the consistency and asymptotic distribution of other estimates. As we shall see, the^ n is not only n -consistent, it is p n n -consistent.
Our analysis in the preceding theorem relies on the identi…cation condition in Assumption 7. This condition would obviously not be satis…ed when 0 = 0, i.e., no relevant exogenous variables in the model.
More generally, Assumption 7 will fail if R n J n R 1 n X n 0 is multicollinear with X n in the limit. If this happens, the identi…cation uniqueness condition can rely on the following assumption. This situation is corresponding to the model identi…cation via the reduced form disturbances of Y n , which forms a pure SAR process.
It is noted that when W n is symmetric,
This occurs because, when W n is symmetric, R n is an orthonormal matrix and
Identi…cation condition in the second part of Assumption 8 will be satis…ed regardless whether the value of mn n is less than 1=2 or not. The symmetric W n occurs in some social interactions models with group interactions.
Theorem 2 Under Assumptions 1-5, 6 and 8, the QMLE^ n is n -consistent such that
Hence, from either Theorem 1 or Theorem 2,^ n has a higher rate of convergence than other parameters. This is so due to the unstable component in W n Y n , which has an explosive factor n in its mean equation G n X n 0 ; and has also an explosive variance of G n n . As compared with a unit root time series with a drift term, the time series will have a time trend as its mean function and random walk disturbances. As time increases, the mean value of the sample observation increases and the variance will also increase. For the SAR model, spatial units are not ordered, and the mean values of W n Y n and its variances for each spatial unit have the same order. Their magnitudes are larger for populations with larger spatial units. These are apparently the di¤erences between our near unit scenario and the time series scenario. They have some common but also di¤erent features. The asymptotics for^ n in Theorems 2 and 3, which include the results for a pure SAR process (with 0 = 0), is observed to be di¤erent from the non-normal weak convergence results in Phillips (1987) .
Asymptotic Distribution
From (10), the …rst order derivative are
where n is symmetric and 3 , 4 are, respectively, the third and fourth moments of ni .
Using Lemma 2, we have
and n have di¤erent orders because G n has a higher order of n speci…ed in (6). This implies that we need a rescaling matrix
Assumption 9
is nonsingular.
Assumption 9 is a local identi…cation condition. The global identi…cation condition in Assumption 7 implies apparently that is nonsingular. The Assumption 9 is added to supplement the identi…cation situation of Assumption 8. If n0 is a regular point (Rothenberg 1971) , as Assumption 8 is a global identi…cation condition which implies local identi…cation, the limiting average Hessian matrix will be nonsingular. In the presence of Assumption 8, Assumption 9 can be guaranteed by the condition that lim n!1
2 n ] 6 = 0, which is similar to the regular SAR case but with rescaling (see Lee (2004) for the regular SAR model).
where~ n lies between^ n and n0 . Hence, using the central limit theorem for linear and quadratic form of n and convergence of
;n to by using ;n (^ n n0 ) = o p (1), we have the following theorem.
Theorem 3 Under Assumptions 1-5, 6 and 9,
Proof. See Appendix B.3
Two Stage Least Squares Estimators
To estimate the SAR model (1), we can use IVs. Denote n = ( 0 ; n ) 0 and Z n = (X n ; W n Y n ), (1) can be rewritten as
Denote the n p matrix H n where p k + 1 as the possible instruments and we can use H n to instrument Kelejian and Prucha (1998) use H n that is generated from W n and X n , for example,
1 X n~ n ) as the feasible optimal instruments where~ n and~ n are initial consistent estimators.
From (8) and (9), elements of W n Y n have the order of n . Thus, denote
2SLS
The SAR model may be estimated by the 2SLS method. Let H n be an IV matrix generated from X n and W n , e.g., H n = (X n ; W n X n ; W 2 n X n ), and
Assumption 10 (1) The instrument matrices H n have full column rank p k + 1 (for all n large enough);
(2) lim n!1 1 n H 0 n H n is …nite and of full rank.; (3) plim
;n is …nite and of full rank.
Since the number of variables is equal to k + 1, the number of IVs must be at least k + 1, as is speci…ed in Assumption 10 (1). Assumption 10 (2) is standard for IVs and Assumption 10 (3) is similar to the rank condition for identi…cation in a linear simultaneous equation system. As the IV matrix is generated as functions of W n and X n , it rules out the case when the exogenous variables are irrelevant.
From (21),
Using Lemma 2, we will get the asymptotic properties of 2SLS estimators of n0 and 0 . With^ n;2sls and n;2sls available, we can also get the estimator^
Theorem 4 Under Assumptions 1-5 and 10,^ n;2sls is consistent and
This shows that the 2SLS estimate^ n;2sls of n0 is p n n -consistent. The rate is higher than the p n rate in Kelejian and Prucha (1998) and Lee (2003) . For the 2SLS estimate^ n;2sls of 0 , it is at the usual p n rate of convergence.
Best 2SLS
The above 2SLS estimate might not be asymptotically optimal. The optimal IV is H n = E(X n ; W n Y n jX n ) = (X n ; G n X n 0 ) where
To construct the optimal IV, Lee (2003) uses an initial estimator
Assumption 11 lim n!1
;n exists and is nonsingular.
Assumption 11 is similar to Assumption 10 (2). The nonsingular matrix properties in Assumption 4 and 7 will imply Assumption 11 from the partition matrix inversion formulae. As G n = W n S 1 n ( n0 ) in H n has the higher order of n , we need to standardize H n by 1 ;n . Assumption 12 requires that we need initial ;n -consistent estimators~ n to approximate H n . A natural candidate would be the 2SLS from (21). Let
Then, ;n p n^ n;b2sls = (
which implies that
;n p n(^ n;b2sls n0 ) = (
We can show that plim n!1
;n and plim n!1 1 n 1 ;nH 0 n n = 0, which will give us consistency. After showing
;n ), we can get the following theorem.
Theorem 5 Under Assumptions 1-5, 11 and 12,^ n;b2sls is consistent and
The variance of the best 2SLS estimate is b2sls = ;n H 0 n , we can see that b2sls 2sls is negative semi-de…nite using generalized Schwartz inequality.
Linearized QMLE
A computationally convenient way to increase the e¢ ciency is to use the Newton-Raphson method to get the linearized QMLE. Assume that we have an initial estimator available (e.g., the two stage least square estimators in Theorem 4) where ;n (^ n1 n0 ) = o p (1). The linearized QMLE is to set
where ln L n ( ) is the log likelihood function in (10).
Theorem 6 Under Assumptions 1-5, 9 and
Proof. See Appendix B.6.
From Theorems 3 and 6, we see that the linearized QMLE has the same limiting distribution as the QMLE.
For a regular likelihood function, this is a familiar result in econometrics (Ruud 2000) . The linearized QMLE is a second round estimator, which can be computationally simpler than the iterative maximum likelihood approach. But, there is evidence that its …nite sample properties might not be better than the iterative one. However, it may have an improvement on the asymptotic e¢ ciency of the 2SLSE when the disturbances are normally distributed. For the initial 2SLS estimators, the variance of^ n;2sls is equal to
. For the linearized MLE when the disturbance is normally distributed, we have the variance of the estimates of n0 as
is sum of two positive semi-de…nite matrices, the variance of linearized MLE is smaller than that of 2SLSE.
Monte Carlo Results
The model in the Monte Carlo study is speci…ed as
where x i1 , x i2 and x i3 are three independently generated standard normal variables and are i.i.d. for all i, and ni 's are also drawn independently from the standard normal distribution. We choose n = 49 and 1. 01 = 1, 02 = 0 and 03 = 1, rep=1000. 2. We only report the estimates where the estimated^ n is smaller than 1 in absolute value. For the B2SLS and LMLE which use initial estimates from 2SLS, we use only those initial estimates that are smaller than 1. 3. For n0 = 0:6, the numbers of estimates^ n that are smaller than 1 are, respectively, 992, 983, 1000, 992 for 2SLS, B2SLS, MLE and LMLE. 4. For n0 = 0:9, the numbers of estimates^ n that are smaller than 1 are, respectively, 884, 849, 1000, 884 for 2SLS, B2SLS, MLE and LMLE. 5. For n0 = 0:99, the numbers of estimates^ n that are smaller than 1 are, respectively, 729, 684, 998, 729 for 2SLS, B2SLS, MLE and LMLE. 6. For n0 = 0:999, the numbers of estimates^ n that are smaller than 1 are, respectively, 749, 704, 989, 949 for 2SLS, B2SLS, MLE and LMLE 2. We only report the estimates where the estimated^ n is smaller than 1. For the B2SLS and LMLE which use initial estimates from 2SLS, we use only those initial estimates that are smaller than 1. 3. For n0 = 0:6, all the 1000 estimate of^ n for each case are smaller than 1. 4. For n0 = 0:9, all the 1000 estimate of^ n for each case are smaller than 1 except for one estimate in B2SLS. 5. For n0 = 0:99, the numbers of estimates^ n that are smaller than 1 are, respectively, 956, 950, 1000, 956 for 2SLS, B2SLS, MLE and LMLE. 6. For n0 = 0:999, the numbers of estimates^ n that are smaller than 1 are, respectively, 937, 931, 1000, 937 for 2SLS, B2SLS, MLE and LMLE. (1) 2SLS-the 2SLS method with IV's X n , W n X n and W 2 n X n ; (2) B2SLS-the best 2SLS method with IV's G n (~ n )X n~ n and X n where~ n and~ n are initial consistent estimators. In the simulation, we use the 2SLS estimators are the initial estimators; (3) MLE-the ML approach; (4) LMLE-the Newton-Raphson method using (23). In the simulation, we use the 2SLS estimates as the initial estimates.
The number of repetition is 1000 for each case. In each case, we report the mean (Mean), empirical standard deviation (SD) and empirical root mean square error (RMSE) of the estimates. The true n0 takes the value 0:6; 0:9; 0:99; 0:999 and the true 01 ; 02 ; 03 are 1; 0; 1 respectively. Table 1 is the result when n = 49 and Table 2 is the result when n = 245. To check whether the estimates under (24) are normally distributed, Table 3 and Table 4 plot the quantile-quantile diagram of MLE of n0 and 01 under di¤erent values of n0 and n.
We can see that all the estimates have small biases under di¤erent values of n0 . When n0 is closer to 1, the SD of^ n decreases and the SD of does not change in the order of magnitude, which is consistent with our theoretical prediction. In terms of …nite sample performance, the ML estimates are better than the IV estimates in terms of smaller variances. The B2SLSEs turn out worse than the simpler 2SLSEs in terms of variances for these two sample sizes. Numerically, the ML approach is also more stable than the IV Table 6 : Q-Q Plot of^ n : Exogenous variable excluded-MLE n = 49 n = 245 Note: 1. From 1st row to fourth row are n0 = 0:6; 0:9; 0:99; 0:999. 2. Only the estimates with^ n smaller than 1 are plotted. approach as it rarely produces estimates of n0 greater than 1. From the quantile-quantile plot, we can see that the estimators have large proportions lying in a straight line. This is more obvious for the estimates of 0 than the estimates of n0 . These indicate that the distribution of the estimates of can be better approximated than that of the estimates of n0 by the normal distribution.
We also report the result of the pure SAR model without exogenous variables
The weights matrices are the same and we have n = 49, n = 245. The results are reported in Table 5 . We can see that the estimates of n0 have some downward biases for n0 = 0:6, or 0:9 when n = 49. The biases become small with n = 245. When n0 is closer to 1, the SD of^ n decreases, which is consistent with our theoretical prediction. In time series, when there is no exogenous variables included, the near unit root case is analyzed in terms of the weak convergence. According to Theorem 3, for the near unit root case in SAR model when there is no exogenous variables included, the estimate is still normally distributed. To check that, we plot the quantile-quantile diagram for this case in Table 6 . From the quantile-quantile plot, we can see that the estimator of n0 can be approximated by the normal distribution similar to those in Table 3 .
Conclusion
In this paper, asymptotic properties of estimates from various estimation methods (namely, QML, 2SLS
and linearized QML) for the near unit root case in the SAR model are investigated. The estimates of the spatial e¤ect parameter have a higher rate of convergence and other parameters have regular p n rate.
Similarly to the regular SAR model, QMLE and linearized QMLE are more e¢ cient than 2SLSE.
The SAR model considered in this paper has a row-normalized spatial weights matrix W n . The near unit root for this SAR model refers to the case where the spatial e¤ect of the spatial lag W n Y n is close to unity. Similarly to the time series literature (Phillips 1987) , this concept is modeled with a sequence n , which converges to the unity as the sample increases. This situation generates an irregularity in that the inverse of the spatial transformation matrix (I n n W n ) will not satisfy the uniform boundedness in both row and column sum norms property. The uniform boundedness property originated in Prucha (1998, 2001 ) is one of the essential regularity conditions in order to establish the asymptotic properties of various estimators, e.g., IV estimates in Kelejian and Prucha (1998) and Lee (2004) for the QMLE. This paper investigates the possible asymptotic implications on those estimators when the uniform boundedness property on (I n n W n ) 1 is violated.
With a near unit root n , the outcome of Y n for each spatial unit can be decomposed into two components -one represents an unstable component which contains explosive elements for large n, and the remaining component is stable. Accordingly, the spatial lag W n Y n will also contain an explosive component, which turns out to be exactly the same unstable component of Y n . The consequence is that the IV and QMLE of n have a faster rate of convergence, while the estimates of the other remaining regression coe¢ cients and the variance of disturbances have the usual rate of convergence. The fast rate of convergence of n re ‡ects the rate of convergence of n to the unity.
Contrary to the near unit root model of an autoregressive process in time series, the asymptotic distributions of the estimates remain to be asymptotically normal. This di¤erence in the asymptotic distribution may be due to di¤erences in structures of the SAR model and the autoregressive time series process. With a near unit n , the variance of Y n conditional on exogenous variables can be very large, which is a feature for a time series with a unit root or near unit root. However, there are apparent di¤erences between a SAR model and an autoregressive model in time series. A SAR model is an equilibrium model as the dependent variables for all the spatial units are equilibria determined by the exogenous variables and the disturbances, and there is not an initial value problem which can be important in a time series or a panel dynamic model. For the typical SAR model with a row-normalized weights matrix, the coe¢ cient of W n Y n can not be the unity; otherwise, the model is not complete. The simplest SAR process which resembles the autoregressive process of a time series is the spatial process where spatial units lie in a circular world. In a circular world, there is neither a beginning nor an end. Thus, contrary to the time series with a starting period, the variances of all the outcomes of spatial units in the presence of a near unit root have the same large order of magnitudes.
These di¤erent features may explain the di¤erent asymptotics obtained in this paper as compared with the nonstandard asymptotics via stochastic integral representation in Phillips (1987) .
We have also compared the performance of the IV estimator with the ML estimator for the SAR model and the pure SAR process by asymptotic e¢ ciency as well as …nite sample performance via Monte Carlo experiments. In terms of …nite sample performance, both the ML and IV type estimates have small biases, but the ML estimates are better than the IV estimates in terms of smaller variances. Numerically, the ML approach is also more stable than the IV approach.
While this paper has clari…ed the asymptotic implications on the near unit root case for the SAR model and its estimates, there are other related issues that have not been investigated in this paper. As in Fingleton (1999) , there might be implications on spurious regression and co-integration in the spatial context. Those issues have not been addressed in this paper but they may be worthy of investigation in future research. (1)
Lemma 2 Under Assumptions 1-5, for any n n nonstochastic matrix B n which is uniformly bounded in row sum and column sum norms,
Consider the parameter space of n0 : = ( 1; 1). Also, let M be a …nite constant such that M is greater than 1 and . Denote
Note that as n0 = 1
Lemma 3 (Uniform convergence of variance) Under Assumptions 1-5, for^ 2 n ( ) in (12) and 2 n ( ) in (16), we have
Lemma 4 (Boundedness of variance) Denote
. Under Assumptions 1-5, for large enough n, (ii)
n ( ) is bounded away from zero and bounded from above, uniformly in 2
, where is a small positive number. For any > 0, consists of parameters bounded away from 1 with a …xed distance .
Lemma 5 Under Assumptions 1-5,
where the convergence is uniformly in and the limit is bounded away from zero on in under Assumption 6 (2).
Lemma 6 Under Assumptions 1-5,
uniformly in 2 .
Proof of Lemma 1: We note that Assumptions 2 and 5 on the uniform boundedness conditions will guarantee that 1 n S 1 n ( n0 ) and 1 n G n are uniformly bounded in both row and column sum norms. The results follow from some basic law of large numbers and central limit theorems for linear and quadratic forms (e.g., Kelejian and Prucha (1998) and Lee (2004) ). The remaining order follows from the order of G n , and
1) are also of order O(
The items (1)- (6) are those consequences. The item (7) is also straightforward. It follows from
For (8) and (9), as
we have
; because the eigenvalues iñ D n is bounded away from 1 in absolute value (by Assumption 2). Also, tr(G
Proof of Lemma 2: For (26), using the central limit theorem for linear and quadratic forms in Kelejian and Prucha (2001), we can get the result.
. By Assumption 5, n is row sum and column sum bounded. Hence,
, which proves (27).
For (29), as
n is row sum and column sum bounded from Assumption 5, lim n!1
Similarly, we can establish (28) and (30).
Proof of Lemma 3: By expansion,
Also, H 2n ( ) 2 n ( ) = T 2n;1 ( ) + T 2n;2 ( ), where
n : By Lemma 1, we have
uniformly in when j n ( n0 )j M. Hence, we conclude^
and
by Lemma 1, uniformly in 2
Proof of Lemma 4: By Lemma 1 and Assumption 6, the limits of 
is bounded from above on (M) n . The 2 n ( ) can be bounded away from zero on (M) n as follows. Let n be a sequence in
Because n n is bounded, without loss of generality, suppose that n n ! c .
we have,
which is positive by Assumption 6 (3). That is, 2 n ( ) is bounded away from zero on
(ii) On
, for large enough n, ) M, one has, for large enough n,
; which is bounded from above.
Proof of Lemma 5: Because
, it is su¢ cient to investigate tr(G n ) and tr(G
because n = 1
Proof of Lemma 6: As S n ( ) = R n (I n D n ) 1 R 1 n and there are m n roots of unity, jS n ( n0 )j =
where d nj 's are bounded away from 1. Thus,
is bounded away from 0 on and 1 n ln jS n ( )j is O(1) when is bounded away from the unity.
B Proofs for Theorems B.1 Proof for Theorem 1
We would consider the n -consistency of the QMLE as the rate n plays an important role in the analysis of its asymptotic distribution. Denote^ n the QMLE. The QML approach is theoretically de…ned as max 2 ln L n ( ). To prove that^ n is n -consistent, a su¢ cient condition for consistency of an extremum estimator in Wu (1981, Lemma 1) can be extended. For any > 0, we would like to show that
This is a su¢ cient condition which guarantees that j n (^ n n0 )j
The concentrated log likelihood of our model is ln L n ( ) in (13) and the corresponding concentrated expected log likelihood is Q n ( ) in (15). As
we shall investigate the behavior of each term. We are going to show that
n M n n . By the law of large numbers for independent variables and the continuity mapping theorem, 
By the information inequality for a pure SAR process as in Lee (2004) (31) and
is de…ned as
Lemma 3 provides the uniform convergence of
c for all n and 2
. By combining this and the preceding uniform convergence, it follows that
2 n ( ) is bounded away from zero in probability uniformly in 2
. This establishes (ii) on
For (iii), Lemma 4 and Assumption 7 imply that
is strictly positive and bounded away from zero in the limit. It follows that lim n!1 sup 2
Hence, lim inf n!1 inf 2
Lemma 3 implies the uniform convergence of (^ 
n . This establishes (ii).
From Lemma 1 and under
is greater than zero in the limit. The 2 n ( ) is bounded from above by Lemma 4, and, on
Thus the identi…cation uniqueness condition is satis…ed on 2
With all the above arguments together, we have established the property in (36), which is a su¢ cient condition to guarantee that j n (^ n n0 )j p ! 0. This is so, if^ n is not n -consistent, then there would exist
Thus, we have shown that^ n is a n -consistent estimate of n0 .
Using (11), we havê
As^ n is n -consistent,^ n is consistent. Also, from (12), we have^
Using Lemma 2 and the consistency rates of^ n , the consistency of^ 2 n follows.
B.2 Proof for Theorem 2
When Assumption 7 fails, (37) and (38) still hold. However, the identi…cation uniqueness condition (39), will rely on the behavior of d n1 ( ) with 2 such that j n ( n0 )j for any > 0, instead of d n2 ( ),
When Assumption 7 fails, we need to show that the limit of d n1 ( ) is bounded away from zero. We can show that when 0 < lim n!1 mn n 1=2 or lim n!1 mn n
First, we can divide the situations into two cases.
Situation 1: Consider sequence n such that n ! where is a point less than 1, i.e., the sequence n is bounded away from one. For this case, from the proof of Lemma 6, we can show that
will be dominated by the other terms in d n1 ( n ). Using Lemma 5 and Lemma 6, d n1 ( n ) is negative and bounded away from zero. These mean that no sequences which can converge to a limit value less than 1 can not be distinguished from the true sequence n in terms of the identi…cation uniqueness.
Situation 2: Consider a sequence n which converges to 1 such that j n ( n0 n )j for some > 0.
We want to see under what conditions that d n1 ( n ) is bounded away from 0 (strictly negative).
For this case, …rst we can show that converge to 1 uniformly in j. That is, for any c > 0, we want to show that for large enough n,
for all j. The (44) 
where q n1 = mn n and
By denoting s n = n ( n0 n ), we see that the identi…cation uniqueness condition can be stated as "there does not exist a positive sequence s n bounded away from zero such that 2q n1 ln(1 + s n ) ln(1 + 2q 1n s n + q 2n s n ) ! 0 as n ! 1". So, in particular, we will not have identi…cation uniqueness if there exists an s > 0, which can be either a …nite or the positive in…nity value, such that 2q 1 ln(1 + s ) ln(1 + 2q 1 s + q 2 s 2 ) = 0, where q 1 = lim n!1 q n1 and q 2 = lim n!1 q n2 , equivalently, (1 + s ) 2q1 = (1 + 2q 1 s + q 2 s 2 ). De…ne the functions R(s) = 1 + 2q 1 s + q 2 s 2 and L(s) = (1 + s) 2q1 for s 2 [0; 1). So if these two functions interact at a point di¤erent to zero or they have the same asymptotic value, then the identi…cation uniqueness condition will not hold. Otherwise, identi…cation uniqueness condition will be satis…ed.
At s = 0, R(0) = L(0) = 1, so the two curves have the same starting value. As 2 , R(s) will dominate L(s) and they can not interact at any point of s rather than s = 0. So, we can conclude that if q 1 1 2 , the identi…cation uniqueness condition will be satis…ed 9 .
(2) q 1 q 2 :
The di¤erence R(s) and L(s) is R(s) L(s) = (1 + 2q 1 s + q 2 s 2 ) (1 + s) 2q1 and its derivative is is increasing so they are not convergent together at the in…nity too.
Hence, lim n!1 d n1 ( n ) < 0 under situation 1; and it will also hold under situation 2 if 0 < lim n!1 mn n 1=2 or lim n!1 mn n lim n!1 1 n tr(R 0 1 n J n R 0 n R n J n R 1 n ). Therefore, the identi…cation uniqueness condition (39) is proved. Combined with (37) and (38), we get the result.
B.3 Proof for Theorem 3
Similarly as Lee (2004) , we have ;n and = lim n!1 1 ;n n 1 ;n . Assumption 9 guarantees that is nonsingular, hence, the distribution of^ n n0 comes from the Taylor expansion p n ;n (^ n n0 ) =
such that p n ;n (^ n n0 < q 1 1, L(s) will also be an increasing convex function as 2q 1 > 1. Even though the curvature of L(s) with 2q 1 < 2 is smaller than that of the quadratic function R(s), when q 2 is smaller than q 1 , these two curves might intersect at some small positive value of s. The identi…cation uniqueness condition might fail if 1 2 < q 1 1. Whether R(s) and L(s) will intersect with each other at a point di¤erent from s = 0 will depend on speci…c values of q 1 and q 2 when q 2 < q 1 .
B.4 Proof for Theorem 4
p n(^ n;2sls 0 ) p n n (^ n;2sls n0 ) = " 1 n n n , we can get the result for^ n;2sls . For the distribution of^ 2 n;2sls , we have^ 2 n;2sls = 1 n (Y n Z n^ n ) 0 (Y n Z n^ n ) where^ n = (Z 0 n P Hn Z n ) 1 Z 0 n P Hn Y n . As Y n = Z n n0 + n , we have,^ 2 n;2sls = 1 n (Z n ( n0 ^ n ) + n ) 0 (Z n ( n0 ^ n ) + n ). Hence, 
B.5 Proof for Theorem 5
This is similar as the proof of Theorem 1 in Lee (2003) .
B.6 Proof for Theorem 6
From Taylor expansion, 
@
, we havê
Using Proposition 2.4 in Lee (2001) ,
As ;n (^ n1 n0 ) = o p (1), we have p n ;n (^ n2 n0 ) = 1 n 
