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Glossaire
AES : Advanced Encryption Standard
CPA : Correlation Power Analysis - Analyse de la consommation par corrélation
DBA : Diﬀerential Behavior Analysis - Analyse diﬀérentielle du comportement
DFF : D Flip ﬂop - Bascule D
DPA : Diﬀerential Power Analysis - Analyse diﬀérentielle de la consommation
DPL : Dual rail Precharged Logic - Logique duale préchargée
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SCA : Side Channel Analysis - Analyse par canal auxiliaire
SHW : Signed Hamming Weight - Poids de Hamming signé
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TDC : Time to Digital Convertor - Convertisseur temporel vers numérique

Introduction générale
Aujourd'hui, la plupart des composants électroniques communicants ou d'iden-
tiﬁcation (smart cards, téléphones mobiles, télévision à péage, passeport) embar-
quent des systèmes cryptographiques. Ces systèmes permettent à leurs utilisateurs
de bénéﬁcier de services de conﬁdentialité, d'authenticité et d'assurer l'intégrité de
leurs données personnelles. Le dispositif le plus répandu aujourd'hui implémentant
des algorithmes cryptographiques est la carte à puce. Ces circuits manipulant des
données sensibles peuvent être la cible d'attaquants tentant d'extraire ces informa-
tions conﬁdentielles. En eﬀet, si un algorithme cryptographique est réputé mathéma-
tiquement robuste, son implémentation matérielle peut être vulnérable aux attaques
physiques. Il existe aujourd'hui un très large panel d'attaques visant l'intégrité de
ces systèmes. La caractérisation du niveau de sécurité de tels circuits est une tâche
qui peut s'avérer particulièrement diﬃcile.
Il existe trois diﬀérentes techniques pour mener ce genre d'attaques physiques :
 La première consiste à obtenir des informations sur la conception du circuit
par analyse directe de son implémentation matérielle.
 La seconde consiste à observer les variations comportementales du circuit (con-
sommation électrique, radiations électromagnétiques, temps de réponse, etc.)
qui peuvent dépendre dans une certaine mesure des données sensibles manip-
ulées.
 La troisième consiste à perturber le fonctionnement du circuit aﬁn d'obtenir
une erreur qui peut, dans certains cas, permettre de retrouver les informations
secrètes.
Aussi, l'étude des mécanismes d'injection de fautes pouvant permettre une crypt-
analyse physique des circuits sécurisés d'une part et la conception de contre-mesures
matérielles eﬃcaces pour empêcher ou détecter ces injections d'autre part, est un
vaste sujet de recherche.
L'objectif de cette thèse est d'étudier dans un premier temps les moyens d'in-
jection de fautes pouvant conduire à des violations de contraintes temporelles et
permettant une cryptanalyse physique des circuits sécurisés. Dans un second temps,
d'étudier l'eﬃcacité d'un détecteur conçu pour protéger les circuits contre les injec-
tions de fautes par violation des contraintes temporelles et également d'étudier la
possibilité d'apparition de nouveaux chemins d'attaque liés à ce détecteur.
6 Introduction générale
Le premier chapitre de ce manuscrit présente succinctement le contexte général
de cette thèse. Ensuite, l'algorithme de chiﬀrement AES qui sert de cible est détaillé.
Les techniques de cryptanalyse physique par perturbation et par observation les
plus classiques sont présentées. Enﬁn le fonctionnement des circuits synchrones et
les contraintes temporelles qui leurs sont associées sont rappelés.
Dans le second chapitre, nous nous concentrons sur l'étude de l'injection de
fautes par violation de ces contraintes temporelles. D'une part, la cible matérielle
sur laquelle est implémenté l'algorithme de chiﬀrement AES est présentée. D'autre
part, les bancs d'injection de fautes utilisés sont décrits. Enﬁn, les implémentations
matérielles d'un voltmètre intégré et d'un détecteur visant à prévenir les violations
de contraintes temporelles sont présentées.
Dans le chapitre 3, les techniques d'injection de fautes par violation de con-
traintes temporelles sont eﬀectivement mise en ÷uvre. Dans un premier temps des
attaques statiques (permanentes) sont menées : par augmentation de la fréquence
ou de la température et par diminution de la tension d'alimentation. Les résultats
ainsi obtenus sont comparés pour conﬁrmer qu'il s'agit bien de violations de con-
traintes temporelles relatives au temps de setup. Dans un second temps des attaques
dynamiques (transitoires) sont menées : par augmentation de la fréquence et vari-
ations transitoires de la tension (positives et négatives). Les résultats obtenus sont
à nouveau comparés pour conﬁrmer qu'il s'agit encore de violations de contraintes
sur le temps de setup. Enﬁn le voltmètre intégré décrit dans le chapitre 2 est utilisé
pour observer les perturbations eﬀectivement injectées, dans le circuit soumis à des
variations transitoires (glitchs) de tension.
Le chapitre 4 présente l'étude de l'eﬃcacité du détecteur d'injection de fautes
par violation de contraintes temporelles soumis à des attaques électromagnétiques.
L'objectif est de démontrer l'existence d'un eﬀet local lié à ces impulsions électro-
magnétiques. Cet eﬀet local pourrait mettre en défaut le détecteur. Une méthode
d'amélioration de la protection consistant à implémenter une matrice de détecteurs
est ensuite proposée.
Le dernier chapitre met en évidence l'existence d'un nouveau canal auxiliaire lié
au couplage électrique entre blocs logiques indépendants. Il est illustré par l'étude
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La cryptographie est la science relative à la transmission d'informations de façon
secrète. L'objectif est de rendre un message incompréhensible aux personnes ne
disposant pas du secret cryptographique, une clé le plus souvent. Lui est opposée la
cryptanalyse qui est l'art de retrouver par l'analyse mathématique ou physique toute
information inintelligible ou secret cryptographique. Ces deux disciplines forment
ensemble la cryptologie ou la science du secret.
1.1 Algorithmes de chiﬀrement
1.1.1 Introduction historique
Un des premiers exemples de communication se voulant sécurisé est celui des Scy-
tales. Cette technique de chiﬀrement par transposition utilise un bâton de diamètre
8 Chapitre 1. État de l'art
choisi (le secret cryptographique) appelé scytale. Une bandelette de cuir s'enroule
autour de la scytale et un message y est inscrit. Le principe de cette technique
est donc de changer la position des lettres dans le message. Une fois la bandelette
déroulée, il faut posséder une scytale de diamètre identique et y enrouler la ban-
delette pour pouvoir déchiﬀrer le message. Une autre technique très connue est le
chiﬀre de César [Kahn 2008]. Il s'agit de la méthode cryptographique par substi-
tution mono-alphabétique la plus ancienne (Ier siècle av. J.C.). Le principe est de
remplacer chaque lettre d'un message clair par la neme lettre suivante de l'alphabet.
D'autres algorithmes de chiﬀrement sont apparus plus tard. Cependant, la première
guerre mondiale marque l'avènement de l'usage de la cryptographie. En eﬀet une
bonne maîtrise de la cryptanalyse permettait d'avoir un avantage considérable sur
l'ennemi. La seconde guerre mondiale, à travers l'utilisation de machines mécaniques
à chiﬀrer (la machine Enigma) marque les débuts de l'automatisation de la cryp-
tographie. La machine Enigma est une machine à chiﬀrer électromécanique inventée
en 1919 par un ingénieur allemand. Aujourd'hui les algorithmes de chiﬀrement sont
utilisés dans de nombreuses applications souvent critiques et notamment dans de
nombreux systèmes électroniques embarqués. Ces algorithmes permettent l'échange
d'informations chiﬀrées via un canal non sécurisé et répondent à des propriétés de
conﬁdentialité, intégrité, authentiﬁcation et non répudiation.
1.1.2 Algorithmes de chiﬀrement symétriques
Pour les algorithmes symétriques, la clé publique et la clé privée sont identiques
(voir la ﬁgure 1.1). Cette clé unique et secrète est connue seulement du destinataire
et de l'expéditeur des données conﬁdentielles. Elle doit évidemment rester inconnue
pour les tiers.
Figure 1.1  Principe d'un protocole de chiﬀrement symétrique
Ces algorithmes se déclinent en deux catégories principales : les chiﬀrements
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par ﬂot et les chiﬀrements par blocs. Les chiﬀrements par ﬂot tel que A5/1, E0 ou
encore RC4 arrivent à traiter les données de longueur quelconque. Dans le cadre d'un
chiﬀrement par blocs les données sont d'abord séparées en blocs de n bits (le plus
souvent 32, 64, 128 ou 512 bits). Ensuite chacun de ces blocs est chiﬀré séparément
par l'algorithme puis sont rechaînés pour former le message chiﬀré. Certains de ces
algorithmes largement répandus tels que DES [NIST 1999] ou AES [NIST 2001] sont
des standards de chiﬀrement déﬁnis par le NIST (National Institute of Standards
and Technology).
1.1.3 Algorithmes de chiﬀrement asymétriques
Le principe de chiﬀrement/déchiﬀrement asymétrique, illustré par la ﬁgure
1.2, a été introduit en 1976 par Diﬃe et Hellman [Diﬃe 1976]. La cryptographie
asymétrique repose sur l'existence de fonctions mathématiques à sens unique qui
une fois appliquées à un message le rendent extrêmement diﬃcile à déchiﬀrer. Les
algorithmes asymétriques reposent sur l'utilisation de deux clés distinctes liées math-
ématiquement entre-elles : une pour le chiﬀrement et une pour le déchiﬀrement. La
clé de chiﬀrement est appelée clé publique et n'importe qui peut l'utiliser pour
générer un message chiﬀré. La clé de déchiﬀrement dite privée, quant à elle, n'est
connu que du destinataire. Seul ce dernier peut déchiﬀrer le message.
Figure 1.2  Principe d'un protocole de chiﬀrement asymétrique
Les algorithmes asymétriques sont le plus souvent utilisés pour échanger des
clés à usage unique qui seront ensuite utilisées pour des chiﬀrements symétriques.
Aujourd'hui le RSA [Rivest 1978] est l'algorithme asymétrique le plus connu.
1.1.4 Description du standard de chiﬀrement symétrique AES
AES est le standard de chiﬀrement symétrique actuel recommandé par le NIST.
Dans ce travail, une implémentation matérielle de cet algorithme servira de cible
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pour comparer diﬀérents moyens d'injection de fautes. Il s'agit d'un réseau d'opéra-
tions de substitutions et de permutations [Stinson 2005] basé sur 4 opérations de
base appelées : subbyte, shiftrows, mixcolumn, addroundkey. Ces 4 étapes
sont utilisées de façon itérative sous forme de "rondes" comme illustré dans la ﬁgure
1.3. Le nombre de rondes de cet algorithme (10, 12 ou 14 après une ronde initiale)
dépend de la taille de clé (respectivement, 128, 192 ou 256 bits). Dans le cadre de
cette thèse seules des clés de 128 bits ont été utilisées. Les données manipulées sont























(clé de ronde 10)
Figure 1.3  Algorithme de chiﬀrement AES-128
Mi est la matrice d'état à la ﬁn de la ieme ronde de l'AES.
M est le texte clair en début de chiﬀrement
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C est le résultat du chiﬀrement.
K est la clé de chiﬀrement.
Ki est la sous-clé utilisée à la ieme ronde de l'AES dérivée de la clé K. (voir la ﬁgure
1.3).
 L'opération subbyte est une transformation non linéaire appliquée à chacun
des octets de la matrice d'état. Cette opération de substitution utilise une
table de substitution appelée S-Box transformant un octet en un autre.
 L'opération shiftrows est un décalage à gauche des octets de chaque ligne
d'une matrice d'état. La première ligne n'est pas aﬀectée, la deuxième ligne
est décalée d'un rang vers la gauche, la troisième ligne de deux rangs et enﬁn
la dernière ligne de la matrice d'état est décalée de trois rangs.
 La transformation mixcolumn réalise une multiplication matricielle dans le
corps de Galois GF (28) de la matrice d'état. Chaque colonne de la matrice
d'état est multipliée par la matrice donnée ﬁgure 1.4 :

02 03 01 01
01 02 03 01
01 01 02 03
03 01 01 02

Figure 1.4  Matrice de multiplication du MixColumn
 L'opération addroundkey est un "ou exclusif" eﬀectué octet par octet entre
la matrice d'état et la clé de ronde.
Les sous-clés de ronde sont calculées à partir de la clé principale par un module
appelé key expander de la façon suivante :
K0, la sous-clé de la ronde 0 représente la clé principale. Pour les autres sous-
clés, Ki avec i ∈ [1..10], plusieurs opérations sont utilisées. La première est une
rotation de bas en haut de la dernière colonne des sous-clés. L'opération subbyte
précédemment introduite est réutilisée. Si est la valeur en sortie de la table de
substitution (S-Box) pour une entrée Ki. Et enﬁn, un "ou exclusif" eﬀectué octet
par octet est aussi utilisé avec la matrice RCON (constante de ronde déﬁnie par le
standard) présentée dans la ﬁgure 1.5.
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(
01 02 04 08 10 20 40 80 1B 36
)
Figure 1.5  Matrice RCON pour un AES-128
Le 4 premiers octets de la ieme sous-clé (i ∈ [1..10]) sont calculés comme suit :
Ki1 = K(i− 1)1 ⊕ S(i− 1)14 ⊕RCON(i)
Ki2 = K(i− 1)2 ⊕ S(i− 1)15
Ki3 = K(i− 1)3 ⊕ S(i− 1)16
Ki4 = K(i− 1)4 ⊕ S(i− 1)13
Et ensuite les 12 autres octets de la ieme sous-clé (notés Kij avec j ∈ [5..16]) sont
calculés comme suit :
Kij = K(i− 1)j ⊕Kij−4
1.2 Introduction aux techniques de cryptanalyse
physique à l'aide d'attaques non-invasives
Les algorithmes cryptographiques utilisés sont supposés sûrs mathématiquement.
Aussi, une cryptanalyse mathématique de ces algorithmes est a priori impossible avec
les puissances de calculs actuelles. Cependant leurs implémentations physiques, no-
tamment en technologie CMOS, génèrent des grandeurs observables et peuvent être
perturbées. Celles-ci permettent de réaliser des attaques avec pour objectif de retrou-
ver l'intégralité ou une partie des informations secrètes : elles sont appelées attaques
par canaux auxiliaires (Side Channels Analysis, SCA). Ces attaques physiques sont
généralement conduites en 2 étapes :
 Une étape d'extraction d'informations. Cette étape peut être menée à l'aide de
perturbations (attaques actives) ou à l'aide d'observations (attaques passives)
du circuit.
 Une étape de traitement des données pour en tirer des renseignements sur le
secret cryptographique, il s'agit alors de cryptanalyse physique.
Ces attaques sont classiﬁées en deux catégories :
 Non-invasives : ce sont des attaques ne nécessitant aucune préparation du
circuit. Il peut s'agir d'une simple observation de la consommation d'én-
ergie [Kocher 1999], de l'émanation électromagnétique [Gandolﬁ 2001] ou du
temps d'exécution [Koeune 2005] par exemple. On parlera dans ce cas d'at-
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taques passives. Il peut aussi s'agir d'attaques dites actives ou attaques en
fautes (fault attacks, FA) qui perturbent le fonctionnement normal du sys-
tème en utilisant, par exemple, des variations statiques ou transitoires (glitchs)
de la fréquence d'horloge [Agoyan 2010b], de la tension [Barenghi 2010]
[Selmane 2008] , de la température ou de l'environnement électromagnétique
[Dehbaoui 2012a]. Les deux types d'attaques, actives et passives, peuvent être
combinées [Roche 2011].
 Invasives ou semi-invasives : elles nécessitent des modiﬁcations plus ou moins
importantes du circuit. Ces modiﬁcations peuvent être partielles et non de-
structives permettant ensuite l'utilisation d'équipements de mesure (ou de
"probing") [Handschuh 1999] [Gammel 2010] donnant accès à des informa-
tions critiques (des valeurs intermédiaires de calcul par exemple). Elles peu-
vent être superﬁcielles ne nécessitant qu'une altération du boîtier protégeant
le circuit sans modiﬁer le circuit lui-même. L'ouverture du boîtier permet par
exemple l'injection de fautes par laser [Skorobogatov 2003] [Agoyan 2010a],
l'observation de points chauds ou d'émission de photons [Schlosser 2012] ou
d'améliorer l'eﬃcacité des injections de impulsions électromagnétiques ainsi
que les observations d'émissions électromagnétiques. Enﬁn, les modiﬁcations
peuvent être destructives avec pour objectif de caractériser l'implémentation
matérielle couche par couche (rétro-conception) [Kömmerling 1999].
Certaines attaques ne visent pas directement les algorithmes cryptographiques.
Une attaque peut avoir pour objectif de perturber le fonctionnement du système
plus globalement, en évitant une vériﬁcation de code Pin, en empêchant l'exécution
de certaines opérations [Moro 2013] ou encore en modiﬁant directement des infor-
mations en mémoire. Dans ce cas, il ne s'agit plus de cryptanalyse. Le "Reset Glitch
Hack" est un exemple récent d'attaque concrète ne visant pas un algorithme de
chiﬀrement mais la vériﬁcation de signature sur XBox permettant ainsi l'exécution
de jeux copiés [DeBusschere 2012].
Toutes ces attaques n'induisent pas les mêmes eﬀets sur le circuit cible. Dans le
cadre de cette thèse nous avons étudié les attaques pouvant entraîner des violations
de contraintes temporelles. Ces contraintes seront présentées section 1.3.
1.2.1 Cryptanalyse passive
Pour retrouver la clé suite à une observation passive, l'attaquant s'appuie sur les
fuites du système (radiations électromagnétiques, consommation de courant, chaleur,
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etc.) qui dépendent du secret cryptographique manipulé pendant le chiﬀrement. En
eﬀet, les portes logiques changeant d'état consomment plus que celles dont l'état
reste stable. Il existe donc une corrélation entre les données manipulées et la con-
sommation électrique. Dès lors, si un algorithme cryptographique est implémenté
en technologie CMOS, l'étude de la consommation de courant et/ou d'autres fuites
physiques peut permettre de retrouver le secret cryptographique ou une partie de
celui-ci.
La première attaque basée sur l'analyse de la consommation de courant a
été introduite par Kocher (Diﬀerential Power Analysis, DPA, [Kocher 1999]). L'é-
tude des radiations électromagnétiques peut être une alternative à l'observation
de la consommation de courant [Gandolﬁ 2001]. Plus tard, l'analyse d'une corréla-
tion entre la consommation réelle (mesures pratiques) et un modèle de fuite (hy-
pothèses théoriques) sera introduit (Correlation Power Analysis, CPA, [Brier 2004]).
En 2008, l'analyse de l'information mutuelle (Mutal Information Analysis, MIA,
[Gierlichs 2008]) a été présentée. Elle a l'avantage de mettre en évidence n'importe
quelle relation entre deux variables (les mesures et les hypothèses utilisées dans
une CPA par exemple) et donc ne nécessite pas une caractérisation préalable de la
fuite. Un autre type d'attaque (Template Attack, TA, [Chari 2003]) permet, sous
certaines conditions, de retrouver la clé avec un nombre limité de traces. Cependant
pour utiliser cette méthode l'attaquant doit posséder un système identique à celui
qu'il analyse sur lequel il a tous les accès aﬁn de pouvoir caractériser le bruit et
construire une bibliothèque de traces qu'il comparera ensuite au système qu'il veut
attaquer.
Des contre-mesures ont donc été conçues pour prévenir des attaques passives
telle que le dual-rail avec précharge de la logique (DPL). Le DPL a pour objectif
de rendre la consommation aussi uniforme que possible. D'autres contre-mesures
telles que le masquage qui a pour objectif de décorréler les données sensibles et
les grandeurs observables (consommation électrique, radiations électromagnétiques,
etc.) sont traitées plus en détail dans [Mangard 2010].
La DPA et la CPA étant évoquées dans la suite de cette thèse (voir le chapitre
5), ces attaques sont décrites plus en détail dans les sous-sections suivantes.
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1.2.1.1 Analyse diﬀérentielle de la consommation (Diﬀerential Power
Analysis, DPA)
La DPA [Kocher 1999] est une attaque par observation (passive). L'attaquant
doit observer le comportement du circuit pour en déduire des informations sur le
secret cryptographique. Dans le cadre d'une DPA, l'attaquant récupère dans un
premier temps des courbes de consommation de courant (appelées traces). Dans un
second temps l'attaquant fait l'hypothèse que la consommation de courant dépend,
dans une certaine mesure, des données manipulées par l'algorithme cryptographique.
Alors en triant les courbes selon une hypothèse faite sur le secret cryptographique
et en comparant les groupes obtenus après le tri, il est possible de vériﬁer si cette
hypothèse est correcte ou non. Ces dépendances ont tendance à être petites et sou-
vent indiscernables a priori parmi le bruit et les erreurs de mesures. Cependant si
dépendance il a, il est alors possible de retrouver des informations en considérant
des données statistiques obtenues avec un grand nombre d'observations.
Pour mener à bien une attaque par observation, il faut pouvoir récupérer une
observable (ici, la consommation de courant) pour des entrées diﬀérentes et un
secret cryptographique identique. Dans le cas de l'AES il faut pouvoir mesurer la
consommation de courant pour une même clé secrète K (inconnue de l'attaquant) et
plusieurs textes clairs (ou messages) Mn avec n ∈ [1..nmax] (connus de l'attaquant).
Il obtient donc nmax traces, T1..nmax [1..tmax] avec tmax le nombre d'échantillons de
mesure de la trace.
L'attaquant fait ensuite l'hypothèse que la consommation du circuit dépend à
un instant t donné de la valeur d'un bit particulier, V [b]. Dans l'équation 1.1, α est
la consommation de courant liée au bit considéré et β est la consommation liée à
tout le reste du circuit.
T [t] = α× V [b] + β (1.1)
L'attaquant doit alors simuler l'algorithme en utilisant les mêmes messages Mn
et en faisant des hypothèses, Kh, sur la clé secrète. Il obtient ainsi des valeurs in-
termédiaires de calcul dépendant de l'hypothèse faite sur la clé secrète. L'attaquant
peut alors utiliser la valeur hypothétique de V [b] et la comparer à la valeur ob-
servée T [t] pour conﬁrmer ou inﬁrmer la validité de ses hypothèses. Cette valeur
hypothétique est appelée la fonction de sélection.
Cette fonction de sélection, comme il s'agit de la valeur d'un bit dans le cas de
la DPA, peut valoir '0' ou '1' en fonction du message, Mn, et de l'hypothèse de clé,
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Kh. V [b](Mn,Kh) = 0 ou 1. Pour chaque hypothèse de clé, Kh, il est donc possible
de diviser les traces observées en deux "paquets" selon la valeur de la fonction de
sélection.
 Si V [b](Mn,Kh) = 0, alors Tn est dans le paquet "0"
 Si V [b](Mm,Kh) = 1, alors Tm est dans le paquet "1".
Enﬁn, pour chaque hypothèse de clé,Kh, la moyenne des traces de chaque paquet




n=1 (1− V [b](Mn,Kh))× Tn[t]∑nmax




n=1 (V [b](Mn,Kh))× Tn[t]∑nmax
n=1 (V [b](Mn,Kh))
(1.3)
∆moy[t]Kh = T1moy[t]Kh − T0moy[t]Kh (1.4)
Si l'hypothèse de clé est fausse, la valeur du bit calculé théoriquement ne corre-
spond pas à la valeur eﬀective du bit. Dans ce cas la diﬀérence des moyennes tends
vers zéro (voir l'équation 1.5) :
∀t ∈ [1..tmax], lim
nmax→∞
∆moy[t]Kincorrect ≈ 0 (1.5)
Par contre si l'hypothèse de clé est correcte le diﬀérences des moyennes sera diﬀérente
de zéro (voir l'équation 1.6) :
∃t ∈ [1..tmax], lim
nmax→∞
∆moy[t]Kcorrect 6= 0 (1.6)
La consommation de courant n'est pas dépendante de la valeur d'un bit en
particulier (b) tout au long du chiﬀrement. Aussi ∆moy[t]Kcorrect ne sera pas très
diﬀérent de zéro sur toute la durée des traces acquises. Le plus souvent, des "pics"
sont observées aux instants où les calculs internes de l'algorithme sont dépendants
du bit considéré dans la fonction de sélection.
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Figure 1.6  Traces de DPA, 1 correcte et 2 incorrectes, avec la référence de con-
sommation, image tirée de [Kocher 1999]
À titre d'exemple, la ﬁgure 1.6 tirée de [Kocher 1999] présente la moyenne de
la consommation pour l'ensemble des chiﬀrements eﬀectués (trace du haut). En
dessous la ﬁgure présente 3 diﬀérences des moyennes obtenues avec des messages
connus chiﬀrés par une implémentation de DES. Dans le premier cas, l'hypothèse
est correcte et dans les deux cas suivants les hypothèses sont incorrectes. Dans le
cas où l'hypothèse est correcte, des pics sont observés.
1.2.1.2 Analyse par corrélation de la consommation (Correlation Power
Analysis, CPA)
La corrélation de Pearson peut être utilisée comme une alternative à la DPA.
La corrélation de Pearson renvoie le taux de corrélation linéaire entre deux vari-
ables. Dans notre cas, nous nous intéressons au taux de corrélation linéaire entre les
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mesures (traces Tn) et la fonction de sélection qui dépend des hypothèses de clé Kh.
Cette attaque est très similaire à la DPA mais cette fois des fonctions de sélection
plus complexes peuvent être utilisées. Dans la CPA classique, c'est le poids de Ham-
ming (Hamming weight, HW) d'un octet, HW [o], qui est utilisé comme fonction de
sélection à la place de la valeur d'un seul bit. Le poids de Hamming représente le
nombre de bits à l'état haut d'un mot binaire considéré. Aussi l'équation 1.1 devient
l'équation 1.7 :
T [t] = α×HW [o] + β (1.7)
La CPA consiste à calculer pour chaque hypothèse de clé secrète Kh le co-
eﬃcient de la corrélation de Pearson entre la mesure à un instant t, et le
poids de Hamming de l'octet considéré, HW [o], prédit en fonction de l'hypothèse
Kh : ρ(Tn[t], HW [o](Mn,Kh)) (voir l'équation 1.8). Par soucis de simpliﬁcation




















Dans l'équation précédente 1.8
∑
est déﬁnit comme étant égal à
∑nmax
n=1 .
L'équation 1.8 représente ρKh , le coeﬃcient de corrélation entre les mesures et les
prédictions faites pour une hypothèse de clé, Kh. nmax est le nombre de messages
qui ont été chiﬀrés pour observer les traces Tn avec n ∈ [1..nmax]. Si la fonction
de sélection choisie est la valeur d'un seul bit, alors les résultats obtenus sont très
similaires à ceux obtenus avec une DPA.
1.2.2 Cryptanalyse active
Pour retrouver la clé secrète suite à une attaque active, l'attaquant exploite
les diﬀérences induites par l'attaque entre une sortie correcte et une sortie incor-
recte du système (Diﬀerential Fault Analysis, DFA, [Boneh 1997] [Biham 1997]).
Des contre-mesures telles que la redondance temporelle [Maistri 2007] ou spatiale
[Joye 2007], [Di Natale 2007] de l'algorithme ont été introduites pour prévenir des
attaques de type DFA. [Maistri 2011] récapitule la plupart de ces contre-mesures.
Par la suite de nouveaux chemins d'attaques sont apparus. Les attaques dites en
Safe Error [Yen 2000] [Blömer 2003] s'appuient sur le fait que la valeur d'un bit
puisse être forcée avec certitude sans nécessairement conduire à un résultat de cal-
cul fauté. L'attaquant peut alors déduire de l'absence de faute que la valeur forcée
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était la valeur de ce bit avant l'attaque. Les informations secrètes peuvent aussi être
extraites de la diﬀérence de comportement du circuit soumis à la perturbation (Dif-
ferential Behavior Analysis, DBA, [Robisson 2007]). Une application du principe de
la DBA, publiée récemment, repose sur l'analyse de la sensibilité du circuit soumis
à une attaque physique (Fault Sensitivity Analysis, FSA, [Li 2012]). Pour se pro-
téger de ce dernier type d'analyse, des contre-mesures ont été conçues de façon à
être logiquement indépendantes de l'algorithme qu'elles protègent [Selmane 2011],
[Endo 2012]. En d'autres termes, les données traitées par l'algorithme n'inﬂuent
théoriquement pas sur la détection ou non d'une attaque.
La DFA et la FSA étant évoquées dans la suite de cette thèse (voir respectivement
les chapitres 3 et 5), ces attaques sont décrites plus en détail dans les sous-sections
suivantes.
1.2.2.1 Analyse diﬀérentielle de fautes (Diﬀerential Fault Analysis,
DFA)
Depuis la publication de la DFA en 1997 [Boneh 1997] [Biham 1997] de nom-
breuses attaques utilisent cette méthode d'analyse. Le principe de la DFA est de
comparer un chiﬀré fauté, D, et un chiﬀré non fauté, C, aﬁn d'extraire des in-
formations sur le secret cryptographique. Pour réaliser ce type d'attaque, une très
bonne maîtrise de la perturbation injectée est nécessaire. Si la faute réellement in-
jectée correspond bien au modèle considéré, seul un certain nombre de clés sont
cohérentes avec l'erreur, e = D ⊕ C, obtenue en sortie. En reproduisant l'attaque
plusieurs fois le nombre de clés cohérentes avec les erreurs obtenues diminue. Parfois
les opérations de ronde telles que le subbytes [Giraud 2005] [Lashermes 2012] ou le
mixcolumns [Piret 2003] [Moradi 2006] sont ciblées, mais aussi, dans d'autres cas,
le calcul des sous-clés [Roche 2011] [Kim 2012] ou encore la réduction du nombre de
rondes [Tunstall 2005] [Dutertre 2012]. Les exemples suivants sont des applications
théoriques de la DFA. Ils sont présentés pour illustrer l'importance qu'une bonne
maîtrise de l'instant d'injection ainsi que la maîtrise de l'étendue des fautes (1 octet,
1bit) sont primordiales.
Dans les équations et les ﬁgures suivantes, les opérations de subbytes seront
notées SB, les opérations de shiftrow seront notées SR et les opérations de ad-
droundkey seront notées ARK.
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Attaque de Giraud
L'attaque décrite dans [Giraud 2005] utilise des fautes mono-bit devant être in-
jectées avant la transformation subbytes de la dernière ronde. Le modèle de fautes
de cette attaque est donc d'obtenir des fautes mono-bit sur un ou plusieurs octets
de la matrice d'état en début de dernière ronde. La ﬁgure 1.7 présente un schéma de
la dernière ronde de l'algorithme AES lorsqu'une faute, octet marqué en rouge, est
injectée sur un octet de la matrice d'état avant l'opération subbytes. On remarque
que la faute reste conﬁnée à un seul octet en raison de l'absence de la transforma-
tion mixcolumns durant la dernière ronde. Pour retrouver la valeur de l'octet de
K10 correspondant à la localisation de la faute injectée, on compare alors le chiﬀré
correct avec le chiﬀré fauté.
SB SR





Figure 1.7  Illustration de l'attaque Giraud mono-bit
L'équation 1.9 représente les diﬀérentes opérations de la dernière ronde de l'AES
non fauté :
C = SR ◦ SB(M9)⊕K10 (1.9)
Les opérations de la dernière ronde étant eﬀectuées octet par octet, pour plus
de simplicité, la transformation shiftrows peut être omise sans altérer la portée
de l'analyse. On obtient une équation simpliﬁée pour C (équation 1.10) :
C = SB(M9)⊕K10 (1.10)
Pour le chiﬀré fauté, D, on obtient (équation 1.11) :
D = SB(M9⊕ E9)⊕K10 (1.11)
En appliquant un ou-exclusif entre les équations 1.10 et 1.11, on obtient suc-
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cessivement les équations 1.12 et 1.13 :
∆ = C ⊕D (1.12)
∆ = SB(M9)⊕ SB(M9⊕ E9) (1.13)
L'attaque repose sur le fait que les fautes injectées sont mono-bit, dès lors il ex-
iste 2040 (255× 8) couples (M9, E9) possibles. Pour chaque couple possible, ∆ est
calculé puis comparé avec la valeur de ∆ trouvée expérimentalement pour le couple
de chiﬀrés correct/fauté. On obtient alors un ensemble de valeurs possibles pour
(M9, E9) contenant la valeur correcte pour M9. Si cet ensemble contient plusieurs
valeurs, on les teste alors de la même manière avec un second couple de chiﬀrés
correct/fauté. L'opération est recommencée avec d'autres couples de textes chiﬀrés
correct/fauté jusqu'à ce que l'ensemble des valeurs possibles pour (M9, E9) ne con-
tienne plus qu'une seule possibilité. Ayant trouvé la valeur de M9, l'équation 1.14
permet de calculer la valeur de K10.
K10 = SB(M9)⊕ C (1.14)
Une fois que tous les octets de K10 sont connus, pour retrouver la clé K, il suﬃt
alors de faire l'opération de calcul inverse des clés de ronde.
Selon [Giraud 2005], cette attaque est eﬃcace à 97% avec trois couples de chiﬀrés
correct-fauté (C, D) pour retrouver un octet de la sous-clé K10.
Attaque de Roche et al.
Cette attaque vise le module de calcul des clés de ronde de l'algorithme. Une
faute doit être injectée sur la clé de l'avant-dernière ronde (ronde 9) de sorte que
K9 et K10 soient aﬀectées par cette faute, on a alors :
K˜9 = K9⊕ E9 (1.15)
K˜10 = K10⊕ E10 (1.16)
où K˜9 et K˜10 sont les deux dernières clés de ronde fautées. E9 et E10 sont
les valeurs des fautes des deux dernières clés de ronde. L'attaque présentée en 2011
[Roche 2011] se déroule alors en plusieurs étapes. On commence par chiﬀrer N mes-
sages diﬀérents sans injection de fautes. On recommence ensuite avec les mêmes
messages mais cette fois-ci une faute est injectée lors du calcul de la sous-clé de
la ronde 9. On obtient N couples de chiﬀrés correct/fauté (C,D). L'analyse de ces
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couples chiﬀrés correct/fauté étant réalisée octet par octet, l'opération shiftrows
peut être omise. Les équations 1.17 et 1.18 représentent les calculs de la dernière
ronde pour C et D.
C = SB(M9)⊕K10 (1.17)
D = SB(M9⊕ E9)⊕K10⊕ E10 (1.18)
À partir des équations 1.17 et 1.18 on peut exprimer D avec l'équation 1.19 :
D = SB(SB−1(C ⊕K10)⊕ E9)⊕K10⊕ E10 (1.19)
Pour chaque hypothèse possible du triplet (E9, E10, K10) notée (e9, e10, k10),
un compteur T est associé à l'octet correspondant. Pour chaque couple de chiﬀrés
correct/fauté, on incrémente la valeur du compteur T associé à chaque triplet si
l'équation 1.20 est vériﬁée.
SB(SB−1(C ⊕ k)⊕ E9)⊕ k ⊕ e10 = D (1.20)
Si les fautes injectées sur la sous-clé de la ronde 9 sont reproductibles, les valeurs
de E9 et E10 sont constantes pour tous les couples de chiﬀrés correct/fauté. Il n'y a
alors qu'un seul triplet (e9, e10, k10) dont la valeur du compteur est N. Il correspond
aux valeurs correctes de (E9, E10, K10). Dans le cas où les fautes injectées sont
constantes, il faut alors trois couples de chiﬀrés correct/fauté pour obtenir un taux
de réussite de 90%. En revanche lorsque les fautes injectées ne sont pas constantes, le
nombre de couples chiﬀrés correct/fauté pour réaliser l'attaque va alors augmenter en
fonction de la variabilité des fautes injectées. Comme le montre la ﬁgure 1.8 extraite
de [Roche 2011], lorsque le taux de reproductibilité de la faute injectée décroit, le
nombre de couples de chiﬀrés correct/fauté nécessaires pour réussir l'attaque va alors
augmenter exponentiellement.
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Figure 1.8  Nombre de couples chiﬀrés correct/fauté nécessaires pour un taux de
réussite de 90% en fonction du taux de répétabilité des fautes injectées [Roche 2011].
Pour cette attaque, le modèle de fautes utilisé est diﬀérent de l'attaque de Giraud
présentée précédemment. Le modèle de fautes est donc d'obtenir une faute sur un
ou plusieurs octets lors du calcul de la sous-clé de la ronde 9. De plus, les fautes
injectées lors de plusieurs calculs de chiﬀrement doivent être d'une valeur la plus
constante possible, l'idéal étant d'avoir des valeurs de fautes constantes dans 100%
des cas. Cette dernière contrainte sur le modèle de fautes implique d'avoir une
certaine maîtrise sur les bits fautés.
Attaque de Piret
Cette attaque présentée en 2003 par Piret et al. [Piret 2003], impose des con-
traintes moins fortes sur le type de fautes que l'attaque sur le subbytes présentée
dans [Giraud 2005]. En eﬀet, la faute doit ici être mono-octet et injectée avant la
transformation mixcolumns de la ronde 9. Lorsqu'une faute est injectée en respec-
tant ces contraintes, on obtient un schéma de propagation de la faute à travers
l'algorithme de chiﬀrement similaire à la ﬁgure 1.9. L'octet fauté y est marqué en
rouge.











Figure 1.9  Schéma de l'attaque de Piret et al. [Piret 2003].
Cette attaque permet de retrouver quatre octets de la clé de ronde K10 avec
seulement un octet fauté. Cela est possible grâce à l'opération mixcolumns qui
propage la faute injectée sur tous les octets de la colonne de la matrice d'état,
comme on peut l'observer sur la ﬁgure 1.9.
La première partie de l'attaque consiste à créer une liste de toutes les valeurs
possibles des quatre octets fautés à la ﬁn de le 9ieme ronde. La colonne de la matrice
d'état fautée après le mixcolumns est connue par analyse de la position des quatre
octets fautés de D. Néanmoins, la position dans cette colonne de l'octet fauté avant
le mixcolumns est inconnue, on a donc 1020 (4× 255) possibilités dans cette liste.
On appelle cette liste G. Une seconde liste L contient toutes les valeurs possibles
des quatre octets de K10 correspondant aux quatre octets fautés. Cependant, pour
limiter la complexité des calculs, pour le début de l'analyse, on considère dans la
liste L seulement les valeurs possibles de deux octets de K10. La liste L contient
donc 216 valeurs possibles de deux octets de K10 (noté k). Avec C et D, on calcule
pour chaque hypothèse de L la valeur E de la faute en début de ronde 10 à partir
de l'équation 1.21 :
E = SB−1(C ⊕ k)⊕ SB−1(D ⊕ k) (1.21)
Si la valeur de E n'est pas contenue dans G, on retire la valeur k de L et on passe
à la valeur suivante. Une fois que toutes les valeurs de L ont été testées, la taille de
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l'ensemble L est signiﬁcativement réduite. On étend ensuite la liste avec le troisième
octet de K10 et on recommence. On fait ensuite de même avec le quatrième octet.
On obtient à la ﬁn les valeurs correctes pour les quatre octets de K10 correspondant
aux quatre octets fautés.
Pour avoir une eﬃcacité de 99%, deux couples de chiﬀrés correct/fauté sont
nécessaires. Avec cette attaque, on doit donc injecter une faute sur un octet de
chaque colonne de la matrice d'état pour pouvoir retrouver les 16 octets de la clé
secrète.
Dans ce même article, les auteurs proposent d'injecter une faute, une ronde plus
tôt dans le déroulement de l'algorithme. En eﬀet, si une faute est injectée avant la
transformation mixcolumns de la 8ieme ronde, elle va alors se propager sur toute
la colonne de la matrice d'état. On aura une faute sur un octet de chaque colonne
de la matrice d'état avant le dernier mixcolumns. A la ﬁn du chiﬀrement, les 16
octets seront fautés. En appliquant l'analyse présentée précédemment sur chaque
colonne, on retrouve alors les 16 octets de la clé de chiﬀrement.
En injectant une faute avant le mixcolumns de la 8ieme ronde, 2 couples de
chiﬀrés correct/fauté sont nécessaires pour atteindre un taux de réussite de 77%.
1.2.2.2 Analyse de la sensibilité à l'injection de fautes (Fault Sensitivity
Analysis, FSA)
La FSA est une attaque basée sur l'injection de fautes comme la DFA. Cependant
le principe de l'attaque est plutôt similaire à celui d'une CPA. Contrairement à une
DFA cette attaque ne repose pas sur l'exploitation de la faute injectée (la valeur du
chiﬀré fauté, D) mais sur la sensibilité du circuit à l'injection de fautes (le stress
limite à partir duquel la faute est injectée). Le stress appliqué à un circuit est
augmenté progressivement jusqu'à ce qu'une valeur critique soit détectée. Ensuite
cette valeur de stress critique est corrélée aux données sensibles manipulées par le
circuit selon le même protocole que celui utilisé dans une attaque par observation
classique.
La FSA se base sur le fait que les temps de propagation dans un arbre de
logique combinatoire dépendent des données manipulées. Les auteurs de [Li 2012]
proposent une simulation des temps de propagation dans une S-Box (PPRM1) pour
conﬁrmer cette dépendance. La ﬁgure 1.10 représente la valeur du temps critique de
l'opération de subbyte pour un octet (Tc(o)) en fonction du poids de Hamming
de cet octet (HW (o)). Ces résultats conﬁrment qu'il existe une corrélation entre ces
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deux grandeurs.
Figure 1.10  Temps critique Tc(o) en fonction de poids de Hamming HW (o) -
extrait de [Li 2012]
Le modèle proposé est donc le suivant : pour un message Mn le temps critique
dépend linéairement du poids de Hamming de l'octet considéré HWn(o), comme
présenté par l'équation 1.22.
Tcn = α×HWn(o) + β (1.22)
L'attaque se fait en trois étapes similaires à celles présentées pour la DPA : ob-
servations, hypothèses, corrélation. D'abord l'attaquant récupère une information
observable pour des entrées diﬀérentes et un secret cryptographique identique. Dans
le cas de la FSA, il ne s'agit pas vraiment d'une observation passive puisque l'at-
taquant augmente progressivement le stress appliqué au circuit jusqu'à ce qu'une
faute soit injectée. Il récupère ainsi la valeur du temps critique pour diﬀérentes en-
trées. L'attaquant obtient donc après cette première étape, des couples {Message
(Mn), Temps critique Tcn}. Ensuite ce dernier fait des hypothèses sur la clé se-
crète Kh et calcule des valeurs internes relatives à ces hypothèses de clé. Dans le
cas de la FSA présentée dans [Li 2012], la valeur interne considérée est le poids de
Hamming de l'octet en entrée du bloc de subbyte noté simplement dans cette sec-
tion HWn,h(o) qui dépend de l'hypothèse de clé Kh et du message considéré Mn.
L'attaquant obtient donc après cette seconde étape des triplets {Message Mn, Hy-
pothèse de clé Kh, Poids de Hamming HWn,h}. Finalement pour chaque hypothèse
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de clé, Kh, les couples {Message (Mn), Temps critique Tcn} et les couples {Message
Mn, Poids de Hamming HWn,h} sont corrélés en utilisant la corrélation de Pearson
ρKh(Tcn, HWn,h). La ﬁgure 1.11 illustre les résultats d'une FSA sur une implé-
mentation de l'AES pour 360 messages diﬀérents. Chaque sous-ﬁgure représente les
coeﬃcients de corrélation pour les 256 hypothèses de clé pour chacun des octets de
la clé secrète. Dans cet exemple, chaque octet de la clé a été retrouvé.
Figure 1.11  Coeﬃcient de corrélation ρKh(Tcn, HWn,h) en fonction des hy-
pothèses de clé Kh - extrait de [Li 2012]
1.3 Introduction aux injections de fautes par violation
de contraintes temporelles
1.3.1 Contraintes temporelles des circuits synchrones
Une majorité des circuits numériques sont implémentés de façon synchrone,
c'est-à-dire que leurs opérations sont cadencées par une horloge commune. Comme
présenté dans la ﬁgure 1.12, un circuit synchrone est constitué d'un ou plusieurs
blocs logiques (Σ) encadrés par des registres (DFF) cadencés par une horloge com-
mune (clk).
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Amont Aval
Figure 1.12  Architecture de principe des circuits synchrones
Sur un front montant de l'horloge, les données sont mises à jour à la sortie des
registres. Ensuite ces nouvelles données sont traitées par le bloc logique avant d'être
une nouvelle fois enregistrées dans les registres au front montant d'horloge suivant.
Aussi, il apparaît évident que la période d'horloge (Tclk) doit être plus longue que
le temps le plus long de propagation des données dans la logique (DpMax) pour
assurer un bon déroulement des calculs. Il s'agit donc d'écrire de façon précise les
contraintes temporelles que le circuit synchrone doit vériﬁer.
 Dclk2q est le délai après lequel les données sont eﬀectivement mises à jour en
sortie du registre après un front montant d'horloge.
 Tskew est la petite diﬀérence de phase qui peut exister entre deux signaux
d'horloges cadençant les registres. Cette petite diﬀérence est due aux temps
de propagation dans l'arbre d'horloge.
 Tsetup est le temps pendant lequel la donnée doit rester stable en entrée d'un
registre avant le coup d'horloge pour être échantillonnée correctement.
 Thold est le temps pendant lequel la donnée doit rester stable en entrée d'un
registre après le coup d'horloge pour être échantillonnée correctement.
 DpMax est le temps maximal après lequel a lieu le dernier changement de
valeur des données en entrée des registres avant d'être stable.
 DpMin est le temps auquel a lieu le premier changement de valeur des données
en entrée des registres après la mise à jour des données en entrée de la logique.
D'une part, l'équation 1.23 représente le temps de propagation le plus long.
Temps de propagation maximal des données : Dclk2q +DpMax (1.23)
D'autre part, l'équation 1.24 représente le temps maximal qu'ont les données pour
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être stables en entrée des registres.
Temps d'arrivée requis : Tclk − Tsetup + Tskew (1.24)
En prenant en compte les deux équations précédentes l'équation 1.25 relative aux
contraintes de temps de maintient (de setup), est obtenue :
Tclk > Dclk2q +DpMax + Tsetup − Tskew (1.25)
Il existe une seconde contrainte temporelle : il s'agit de la contrainte sur le temps
de hold. L'équation 1.26 illustre cette contrainte :
Dclk2q +DpMin > Thold (1.26)
La ﬁgure 1.13 représente l'évolution d'un bit dans le cas où les contraintes tem-
porelles sont respectées. On note que l'entrée du registre ﬁnal (Daval) subit de nom-
breux glitchs de logique avant de se stabiliser à sa valeur ﬁnale. Il existe une marge
temporelle (slack) entre la dernière transition de ce signal et le début du temps de
setup.
Figure 1.13  Contraintes temporelles respectées
La violation de ces contraintes temporelles est une façon assez fréquente d'in-
jecter des fautes dans un circuit. Deux étapes de ce mécanisme d'injection de fautes
sont représentées dans les ﬁgures 1.14 et 1.15. Dans ces ﬁgures, la période d'horloge
est diminuée progressivement jusqu'à ce que des violations de contraintes temporelles
apparaissent.
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Figure 1.14  Violation de la contrainte sur le temps de setup : état métastable
Figure 1.15  Échantillonnage prématuré dû à une augmentation de la fréquence
de fonctionnement du circuit
La zone encadrée autour du front montant d'horloge correspond à l'intervalle
de temps pendant laquelle un changement de valeur en entrée du registre entraîne
un comportement non déterministe de la sortie du registre, la métastabilité. Le
phénomène de métastabilité est décrit dans [Stephenson 2009] et [Horstmann 1989].
Cet intervalle correspond au temps de setup avant le coup d'horloge et au temps
de hold après le coup d'horloge. En cas de mauvais échantillonnage une faute est
injectée.
La ﬁgure 1.14 présente le fonctionnement du circuit quand la dernière transi-
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tion du signal d'entrée se trouve trop proche temporellement du front montant de
l'horloge. Dans ce cas le registre se trouve dans un état métastable : sa sortie peut
se stabiliser aussi bien à un état haut qu'à un état bas quelle que soit la valeur
du signal en entrée. Une faute peut être injectée, ou non. La ﬁgure 1.15 introduit
un autre comportement qui correspond à un échantillonnage prématuré. Dans ce
cas une valeur erronée est échantillonnée par le registre et une faute est injectée de
façon déterministe puisqu'il n'y a pas de transition du signal d'entrée dans la zone
encadrée.
1.3.2 Violation de contraintes temporelles sur le temps de setup
1.3.2.1 Diminution de la période d'horloge
La première méthode, la plus évidente, pour induire une violation de temps
de setup est d'augmenter la fréquence de fonctionnement du circuit (diminuer sa
période). Dans ce cas, le mécanisme d'injection de fautes est sans ambiguïté dû à
des violations de contraintes temporelles sur le temps de setup.
Cette technique n'est plus eﬃcace sur les circuits sécurisés mais dans cette thèse
elle permettra de construire des bibliothèques de référence qui seront ensuite utilisées
comme base de comparaison pour les autres moyens d'injection de fautes étudiés.
Cette méthode est illustrée ﬁgure 1.15. Dans ce cas, la période d'horloge a été
diminuée jusqu'à ce qu'une mauvaise valeur sur D_aval soit échantillonnée sur
Q_aval au front montant de l'horloge (clk).
1.3.2.2 Augmentation des temps de propagation
La seconde façon d'injecter des fautes par violation de contraintes sur le temps
de setup est d'augmenter les temps de propagations des données dans le circuit.
La ﬁgure 1.16 illustre un fonctionnement de circuit synchrone quand les temps
de propagation ont été allongés de façon à ce que les contraintes temporelles ne
soient plus respectées. Dans cette ﬁgure les temps de propagation ont augmentés, ce
qui a pour eﬀet de modiﬁer le chronogramme D_aval jusqu'à ce qu'une mauvaise
valeur soit échantillonnée sur Q_aval sur le front montant de l'horloge (clk).
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Figure 1.16  Échantillonnage prématuré dû à une augmentation des temps de
propagation dans le circuit
Pour identiﬁer les paramètres pouvant inﬂuer sur le temps de propagation dans
un circuit CMOS, l'équation des temps de propagation d'un inverseur est rappelée.
Les équations sont évidemment plus complexes pour des chemins de données plus
compliqués. Cependant, les tendances sont similaires. Le schéma de principe d'un
inverseur en technologie CMOS est illustré par la ﬁgure 1.17. tpLH et tpHL représen-
tent les temps de propagation pour un changement d'état de la sortie de l'inverseur
passant respectivement d'un état bas à un état haut et d'un état haut à un état bas.
CL
gnd










Figure 1.17  Schéma de principe d'un inverseur
Le temps de propagation, tpLH (équation 1.27), est obtenu avec une analyse de
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Avec VDD la tension d'alimentation, CL la capacité de charge, Vth,p la tension de
seuil des transistors pmos, µp la mobilité des trous, Cox la capacité d'oxyde de grille
et (Wp/Lp) le rapport largeur/longueur du transistor pmos. Une équation similaire
pour tpHL peut être dérivée de l'équation 1.27 en remplaçant les paramètres liés
au transistor pmos par les paramètres liés au transistor nmos (e.g. µn, (Wn/Ln),
Vth,n).
Diminution de la tension d'alimentation
A partir de l'équation 1.27 nous constatons que si la tension d'alimentation VDD
diminue alors les temps de propagation d'un inverseur augmentent. Par extension, les
temps de propagation au travers de blocs logiques en général seront augmentés avec
la diminution de la tension d'alimentation. En pratique les temps de propagation
augmentent de façon quasi-linéaire. De ce fait, sous-alimenter un circuit est un moyen
d'injection de fautes par violation de contraintes temporelles.
Augmentation de la température
Dans l'équation 1.27, la mobilité des porteurs de charge et la tension de seuil
des transistors sont les deux paramètres qui varient en fonction de la température.
Cependant, les variations des temps de propagation relatives à Vth sont négligeables
par rapport aux variations relatives à la mobilité des porteurs de charges µ. De
ce fait, au premier ordre, seule la dépendance à la température de la mobilité des
porteurs de charge µ est considérée [Ha 2011].






Avec T , la température et T0 et α des paramètres de mise en forme (ﬁtting). α varie
approximativement de −2.2 à −1.5 en fonction du niveau de dopage [Ha 2011]. Alors
en considérant les équations 1.27 et 1.28, les temps de propagation dans un circuit
augmentent avec la température.
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1.3.2.3 Variations transitoires de la tension
L'utilisation de variations dynamiques de tension (glitchs de tension) a été
décrite dans la bibliographie [BarEl 2006, Cho 2005, Tummeltshammer 2009,
Barenghi 2012] mais très peu d'articles ont véritablement traité le mécanisme
d'injection de fautes relatifs à ces glitchs. Dans [Djellid-Ouar 2006] les auteurs
montrent, sur la base de simulations, que les variations transitoires de tension
ne peuvent pas induire de fautes dans un registre. De plus, l'article explicite que
les fautes induites par une diminution de la tension sont liées à des violations de
contraintes temporelles. Cela dit, d'autres explications du mécanisme d'injection
de fautes lié aux glitchs de tension peuvent être trouvées dans la bibliographie.
Les auteurs de [Yanci 2009] suggèrent que les glitchs de tensions induisent des
diﬀérences de niveau de tension entre les sous-parties d'un circuit et que ce sont ces
diﬀérences qui sont à l'origine de l'injection de fautes.
1.3.2.4 Impulsions électromagnétiques
Au début des années 2000, les variations transitoires de l'environnement élec-
tromagnétique (glitchs électromagnétiques ou impulsions électromagnétiques) ont
été introduites par Quisquater et al. [Quisquater 2002]. Elles sont devenues par
la suite un moyen d'injection de fautes de plus en plus rependu [Schmidt 2007,
Dehbaoui 2012b, Dehbaoui 2013, Bayon 2012]. Ces travaux indiquent que le mé-
canisme d'injection de fautes peut être dans certains cas lié à des violations de
contraintes temporelles. Des violations de contraintes temporelles seraient induites
par des diminutions transitoires de la tension d'alimentation du circuit liées aux per-
turbations de l'environnement électromagnétiques. Ces eﬀets dépendent en grande
partie de la qualité du couplage électromagnétique qui existe entre le réseau d'ali-
mentation de la cible et les perturbations électromagnétiques. De plus, ces diminu-
tions de tension induites par les perturbations électromagnétiques semblent avoir un
eﬀet local.
1.3.3 Propriétés de l'injection par violation des contraintes tem-
porelles
Les fautes induites par des violations de contraintes temporelles se caractérisent
de la façon suivante :
 Les fautes injectées sont dépendantes des données traitées. Si les données en
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entrée changent, alors les temps de propagation de chaque ronde sont diﬀérents
et donc la perturbation qu'il faudra appliquer pour injecter une faute sera
diﬀérente.
 Un phénomène de métastabilité apparaît (comme illustré dans la ﬁgure 1.14),
dans un premier temps. Si la perturbation devient plus forte la sortie rede-
viendra alors déterministe (comme illustré dans la ﬁgure 1.15).
Comme présenté dans la ﬁgure 1.14 si les données ne sont pas stables assez tôt
avant le coup d'horloge (ou assez longtemps après), le registre concerné entre alors
dans un état métastable. Dans cet état la sortie du registre peut converger de façon
théoriquement équiprobable vers un état haut ou vers un état bas après un temps
indéterminé. Cependant cet état métastable est diﬃcilement observable puisque la
gigue d'horloge (instabilité de la période d'horloge autour de sa valeur nominale) doit
aussi être prise en compte dans les équations de contraintes temporelles. Ces deux
phénomènes peuvent être à l'origine du non-déterminisme d'un échantillonnage.
La ﬁgure 1.18 présente le taux d'occurrence de fautes injectées en fonction de
la fréquence de fonctionnement imposée au circuit. La plage de non-déterminisme
(taux d'injection diﬀérent de 0% ou 100%) peut être observée. Ces acquisitions ont
été faites sur les outils qui seront présentés dans le chapitre 2.
Figure 1.18  Taux d'occurrence de fautes par violation de contraintes temporelles
sur le temps de setup en fonction de la fréquence
La ﬁgure 1.19 est une acquisition faite à l'oscilloscope illustrant la gigue d'horloge
du générateur de fréquence utilisé dans cette thèse. Sur cette ﬁgure le signal d'horloge
délivré par le générateur est observé en mode persistance ce qui permet de distinguer
graphiquement la plage de variation d'une période d'horloge. La période nominale
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de cette horloge est de 10ns et la gigue d'environ 175ps.
Figure 1.19  Acquisition à l'oscilloscope de la gigue d'horloge du générateur de
fréquence
1.4 Conclusion
Dans un premier temps, diﬀérents algorithmes de chiﬀrement ont été présen-
tés avec un focus sur l'AES car une implémentation matérielle de ce standard de
chiﬀrement servira de cible dans la suite de ce travail.
Ensuite, un état de l'art des techniques de cryptanalyse physique passives (basées
sur l'observation du comportement du circuit) ou actives (basées sur l'injection de
fautes) a été proposé. Quelques méthodes de cryptanalyse active ont été explicitées
pour mettre en avant l'importance d'une bonne maîtrise du mécanisme d'injection
de fautes.
Dans le cadre de cette thèse, nous avons fait le choix de nous concentrer sur
l'étude des injections de fautes par violation de contraintes temporelles relatives
aux temps de setup. Ces contraintes et les méthodes qui seront mises en ÷uvre pour
les fauter ont donc été détaillées.
Dans la suite de ce document, les bancs d'injection pouvant entraîner des viola-
tions de contraintes temporelles ainsi que des outils d'analyse permettant d'étudier
ce mécanisme d'injection seront décrits.
Chapitre 2
Description des outils et bancs
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Dans ce chapitre, les outils et les bancs d'analyse utilisés dans le cadre de cette
thèse sont présentés. Il s'agit d'une part de la cible matérielle sur laquelle sera
implémenté l'algorithme de chiﬀrement AES et d'autre part des bancs d'injection
de fautes. Une implémentation matérielle d'un voltmètre intégré est aussi décrite
ainsi qu'un détecteur d'injection dont l'eﬃcacité sera étudiée dans les chapitres 4 et
5.
2.1 Implémentation matérielle de l'AES-128 sur FPGA
L'AES a été utilisé comme cible dans le cadre de cette thèse car il s'agit d'une
cible classique lors d'attaques sur circuits sécurisés.
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Figure 2.1  Implémentation de l'algorithme de chiﬀrement AES-128
Une version de l'AES-128 a été implémentée avec une architecture en boucle
sur un FPGA (Xilinx Spartan 3A) comme présentée dans la ﬁgure 2.1. Un bloc de
communication permet la communication RS-232 entre le FPGA et l'ordinateur.
Une machine d'état traite les commandes envoyées par l'ordinateur (modiﬁcation
de la clé secrète, modiﬁcation du message à chiﬀrer, exécution du chiﬀrement et
retour du message chiﬀré, etc.). Le bloc Key Expander gère le calcul "à la volé"
des diﬀérentes clés de ronde (K1 à K10). Ce bloc qui n'est pas présenté sur la ﬁgure
2.1 est décrit dans la section 1.1.4. L'implémentation de la cible sur FPGA permet
de reconﬁgurer facilement le matériel pour l'adapter aux besoins spéciﬁques d'une
attaque. Elle permet aussi l'ajout de contre-mesures dans un second temps.
Matériellement, les S-Box sont implémentées au moyen de tables d'allocation
(look-up table, lut).
Un signal de synchronisation est envoyé sur une sortie du FPGA pour faciliter
la synchronisation des bancs d'attaque. Il a été conçu pour être envoyé 30 ou 300ns
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avant le début du chiﬀrement.
Chaque ronde de l'AES s'exécute en une période d'horloge. Un chiﬀrement com-
plet se fait donc en 11 périodes d'horloge. Le système fonctionne avec une horloge
de 100MHz. Cette horloge peut être fournie soit par un quartz 50MHz présent sur la
maquette et remise en forme avec la PLL du FPGA soit elle peut être directement
récupérée via le port SMA de la maquette.
2.2 Bancs d'injection de fautes
2.2.1 Banc d'injection de fautes par modiﬁcation de la fréquence
Les perturbations de l'horloge interne d'un circuit peuvent se faire de façon
"statique", c'est-à-dire que l'augmentation de la fréquence de fonctionnement dur-
era tout au long du fonctionnement du circuit : "overclocking". Ces perturbations
peuvent aussi être transitoires et n'aﬀecter qu'un cycle d'horloge : glitchs d'horloge.
Aujourd'hui les circuits sécurisés sont relativement bien protégés contre ce genre
d'attaque (horloge interne remise en forme à l'aide de PLL par exemple). Cepen-
dant, même si les glitchs d'horloge ne peuvent plus être considérés comme une tech-
nique d'attaque actuelle, ils demeurent utiles pour la caractérisation et l'analyse des
vulnérabilités des circuits.
Les modiﬁcations statiques de la fréquence ont été eﬀectuées à l'aide d'un généra-
teur de d'horloge (Holzworth HS3001A) pilotable par USB.
Les modiﬁcations dynamiques de la fréquence ont été eﬀectuées à l'aide d'un
FPGA sur lequel un générateur de glitchs d'horloge a été implémenté comme in-
troduit par [Dutertre 2009, Fukunaga 2009, Agoyan 2010b, Endo 2011]. Cette tech-
nique permet de choisir précisément la perturbation appliquée au circuit cible (la
réduction de la période d'horloge) par pas de 35ps et de ce fait, de contrôler le nom-
bre de fautes injectées. Il est aussi possible de choisir précisément la ronde de l'AES
ciblée, ce qui est une propriété très importante pour mener à bien une attaque de
type DFA (voir section 1.2.2.1).






Figure 2.2  Glitch d'horloge théoriquement injecté
Dans le cadre de cette thèse une méthode similaire a été mise en ÷uvre. Ce banc
d'injection de glitch d'horloge est implémenté sur un FPGA Spartan Virtex 5. La
ﬁgure 2.2 présente le glitch théorique qui est formé par le FPGA. Cette implémen-
tation fournie une horloge de période nominale de 10ns (Tclk). Une période de ce
signal d'horloge peut être réduite par pas de 35ps, (T ′clk). Quand la période d'horloge
raccourcie devient trop courte, T ′clk = Tclk −∆T < DpMax + δu + (Dclk2q − Tskew),
des violations de contraintes temporelles sont injectées. La synchronisation avec un
signal de trig permet de viser la ronde du circuit cible désirée. D'autre part, la pre-
mière trace visualisée sur la capture d'oscilloscope présentée ﬁgure 2.3 est le signal
d'horloge non glitché, clk. Et la seconde trace représente le signal d'horloge glitché,
clk′, (dans le cas présenté sur la ﬁgure ∆T = 3,5ns).
Figure 2.3  Capture d'oscilloscope d'un glitch d'horloge
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Enﬁn, la ﬁgure 2.4 présente le banc d'injection de glitchs d'horloge. Le FPGA de
gauche (Virtex 5) génère l'horloge glitchée qui cadence le FPGA de droite (Spartan
3) sur lequel l'AES est implémenté. La synchronisation se fait avec le signal de
synchronisation (ﬁl rouge).
Figure 2.4  Banc d'injection de glitchs d'horloge / Banc de mesure des temps
critiques
2.2.2 Banc d'injection de fautes par modiﬁcation de la température
L'augmentation de la température entraîne une augmentation des temps de prop-
agation dans la logique implémentée sur silicium. L'étude de ce phénomène sera dé-
taillée dans le chapitre 3. La ﬁgure 2.5 représente le banc de chauﬀe qui est constitué
d'un soueur d'air. La température est réglée manuellement à l'aide d'un poten-
tiomètre. Une protection en alumine (blanche) conﬁne la chaleur autour du FPGA.
Le montage étant assez empirique et la température n'étant pas asservie de façon
précise, un thermomètre a été positionné sur le FPGA pour mesurer au mieux la
température eﬀective en surface du boiter au moment de l'injection.
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Figure 2.5  Banc de chauﬀe
2.2.3 Banc d'injection de fautes par modiﬁcation de la tension d'al-
imentation
La ﬁgure 2.6 représente le banc d'injection constitué de deux générateurs d'im-
pulsions de tension directement branchés sur l'alimentation externe du FPGA (ma-
quette retournée au premier plan). Les deux générateurs d'impulsion (Agilent 8114A
et Picosecond 10,300B) permettent la génération de signaux rectangulaires dont
l'amplitude, la durée, l'oﬀset continu et le moment d'injection après un signal de
synchronisation peuvent être réglés dans les plages indiquées par le tableau 2.1.
Du fait qu'un oﬀset statique puisse être ajouté, l'utilisation de T-bias n'est pas
nécessaire. Pour des raisons pratiques, un autre générateur d'alimentation stabilisée
(Hameg HMP2030) est utilisé pour les variations statiques de la tension.
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Figure 2.6  Banc d'injection de glitchs de tension
Lors d'une attaque statique la tension d'alimentation est diminuée pas à pas
jusqu'à l'apparition de fautes. Lors d'une attaque dynamique le même protocole est
appliqué mais une variation transitoire de tension est superposée au signal continu.
Table 2.1  Caractéristiques des
Ref. Plage Tps de Tps de Durée
d'amplitude monté descente d'impulsion
Agilent 8114A 1V ↔ 50V 10ns 10ns 10ns ↔ 100ms
Picosecond 10,300B -50V ↔ +50V ≤300ps ≤300ps 1ns ↔ 100ns
2.2.4 Banc d'injection de fautes par impulsions électromagnétiques
Le banc d'injection d'impulsions électromagnétiques est constitué d'une table
motorisée contrôlable par ordinateur et d'un générateur d'impulsions de tension
relié à une antenne qui servira d'injecteur. La forme du champ électromagnétique
généré par une même impulsion peut être modiﬁée en changeant les paramètres
de l'antenne (diamètre, nombre de spires, etc.) ou en changeant son orientation.
L'antenne peut ensuite être déplacée au dessus de la cible à l'aide de la table XYZ
contrôlable avec une précision de 10µm.
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Le générateur quant à lui est capable de générer des impulsions jusqu'à 200 V
(positives ou négatives) avec un fort courant (jusqu'à 4A). Ces impulsions de tension
sont envoyées dans l'antenne (50 Ω d'impédance) qui est constituée d'un ﬁl de cuivre
enroulé autour d'un noyau en ferrite. Quand le courant passe au travers de la bobine
de cuivre, un champ magnétique est généré. Il est ensuite concentré par le noyau en
ferrite de l'antenne. La durée de l'impulsion peut varier de 10ns à 200ns. Les temps
de montée et de descente des impulsions sont ﬁxées à 2ns.
La ﬁgure 2.7 représente le schéma du fonctionnement du banc d'injection de





Figure 2.7  Schéma de principe du banc d'injection de glitchs électromagnétiques
La ﬁgure 2.8 illustre à titre d'exemple plus spéciﬁquement une antenne proprié-
taire et la circuit cible.
Figure 2.8  Banc d'injection de glitchs électromagnétiques
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2.3 Voltmètre embarqué
Aﬁn d'observer l'eﬀet réel des injections de glitchs de tension sur la tension
interne du FPGA, un voltmètre intégré a été implémenté. Ce voltmètre permet de
construire une image de la tension interne du circuit plus précise que celle observée
avec un oscilloscope externe.
2.3.1 Principe
Mesurer des temps de propagation revient à mesurer la tension interne du circuit.
Ainsi, dans l'optique de mesurer cette tension interne quand le circuit est exposé
à des glitchs de tension, un délai-mètre (voltmètre basé sur la mesure des temps
de propagation) a été conçu. Nous nous sommes appuyé sur une technique déjà
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Poids de Hamming signé (Signed Hamming Weight, SHW)
Figure 2.9  Schéma de principe du fonctionnement du voltmètre intégré
La ﬁgure 2.9 représente l'architecture simpliﬁée du délai-mètre. Il est constitué
de deux blocs :
 Un bloc à retard dont le délai dépend de la tension interne,
 Un convertisseur "time-to-digital" (tdc [Dudek 2000]) utilisé pour trans-
former une diﬀérence de phase entre deux signaux en un code binaire.
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L'entrée du délai-mètre est le signal d'horloge du circuit, clk. Ce signal est re-
tardé à travers le bloc à retard. La nouvelle horloge, clkdelay(0), est retardée d'un
retard, delay(V dd), qui dépend de la tension d'alimentation V dd. Ensuite, le tdc
est utilisé pour convertir la diﬀérence de phase entre l'horloge clk et l'horloge re-
tardée clkdelay(0) en un code binaire. Cette diﬀérence de phase (égale à delay(V dd))
dépend linéairement de V dd. Le tdc est constitué d'une série de 8 éléments retar-
dant le signal d'un faible retard, δd. En entrée de ce tdc, clkdelay(0) est injectée
créant ainsi 8 sous-horloges avec des petits retards additionnels : n ∗ δd avec n le
nombre d'éléments retardants traversés par l'horloge. Ensuite, 8 registres échantil-
lonnent les horloges retardées sur le front montant de l'horloge principale, clk. La
nime sortie est à l'état bas si clkdelay(n) est en avance de phase par rapport à l'horloge
principale. Réciproquement, elle est à l'état haut si clkdelay(n) est en retard de phase.
Finalement les n sorties des dffs forment un vecteur de 8 bits qui dépend du re-
tard, delay(V dd), induit dans le bloc retardant ([Zick 2013, Dudek 2000]). La partie
droite de la ﬁgure 2.9 représente le vecteur de sortie obtenu pour diﬀérentes valeurs
de tension d'alimentation. Quand V dd varie, la diﬀérence de phase entre l'horloge
retardée et l'horloge principale varie et donc le vecteur de sortie varie aussi.
Figure 2.10  Chronogramme d'un convertisseur (TDC) pour une tension de 0.9V
Les ﬁgures 2.10, 2.11 et 2.12 représentent les chronogrammes relatifs au principe
de fonctionnement du convertisseur tdc pour diﬀérentes tensions. En fonction de
la tension d'alimentation le délai principal, noté Retard sur les ﬁgures, augmente à
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mesure que V dd diminue. En fonction de cette valeur de délai, les valeurs échantil-
lonnées sur le front montant de l'horloge principale sont diﬀérentes.
Figure 2.11  Chronogramme d'un convertisseur (TDC) pour une tension de 0.8V
Figure 2.12  Chronogramme d'un convertisseur (TDC) pour une tension de 0.7V
Le passage progressif de la tension de 0,9V à 0,8V puis à 0,7V, s'accompagne
d'une évolution du code binaire obtenu : 0001, 0011 puis 0111.
Ce code binaire obtenu est un code dit "thermomètre" : il est formé de deux
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blocs consécutifs de "0" et de "1". Les deux informations contenues dans ce code
sont :
 Son poids de Hamming (hw),
 L'ordre de ces deux blocs, pour diﬀérencier "000111" et "111000" par exemple.
Pour prendre en compte ces deux informations le poids de Hamming signé
(Signed Hamming Weight, shw) sera considéré. Par exemple "00000111" et
"11100000" seront respectivement notés "+3" et "-3" (voir la ﬁgure 2.9).
2.3.2 Implémentation
Comme l'illustre la ﬁgure 2.9, il existe une plage de tension pour laquelle le
tdc renvoie un vecteur nul (de 1,5V à 1,3V sur la ﬁgure). Cette plage de tension est
appelée "zone aveugle". Pour éliminer cette zone aveugle il existe plusieurs solutions :
 L'agrandissement du tdc, c'est à dire l'ajout de petits éléments retardants
pour passer de 8 à 32 par exemple.
 L'implémentation de plusieurs délai-mètres dont les zones aveugles sont dif-
férentes, c'est cette solution qui a été retenue.
Quatre instances du délai-mètre précédemment présenté ont donc été implé-
mentées sur le FPGA cible. Aﬁn que les 4 implémentations soient identiques, une
hardmacro du délai-mètre a été conçue et instanciée à 4 positions diﬀérentes sur le
FPGA. Une hardmacro est un bloc logique (une macro) enregistré après l'étape de
placement-routage. Ces étapes de placement et routage peuvent être faites avec pré-
cision à la main pour avoir un contrôle totalement maîtrisé sur les caractéristiques
du bloc logique. Ensuite une hardmacro peut être instanciée autant de fois que néces-
saire sur le FPGA et ces instances seront toutes matériellement identiques. Du fait
des variations de fabrication dans un même circuit, les 4 instances ont quand même
des retards, delay(V dd), légèrement diﬀérents. Les ﬁgures 2.13 et 2.14 représentent
les plages de fonctionnement de 2 instances de délai-mètre obtenues de façon expéri-
mentale après implémentation. La zone aveugle du second délai-mètre est légèrement
décalée par rapport à la celle du premier (environs 0,2V). Aussi quelle que soit la
plage de tension considérée, il existe un délai-mètre parmi les 4 fonctionnant hors
de sa zone aveugle.
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Figure 2.13  Sortie du premier délai-mètre


















Figure 2.14  Sortie du second délai-mètre
Finalement, en considérant la moyenne des 4 poids de Hamming signés, le volt-
mètre fonctionne sur une plage de tension allant de 0.7V à 2.4V avec une résolution
d'environ 20mV (la tension nominale du FPGA est de 1.2V). Évidemment cette
résolution dépend du nombre de délai-mètre fonctionnant hors de leur zone aveugle.
De fait, cette résolution n'est pas constante. La ﬁgure 2.15 représente la relation
entre la moyenne des SHW et la tension interne du circuit. Ces valeurs ont été
obtenues expérimentalement après implémentation du voltmètre sur le circuit. Il
s'agit de mesures faites en statique, c'est à dire obtenues pour une tension gardée
identique pendant toute l'acquisition. La même courbe de référence est ensuite util-
isée en dynamique pour faire correspondre un code SHW à une valeur de tension. En
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pratique, le code SHW est échantillonné dans un registre à décalage à une fréquence
de 200MHz.


















Figure 2.15  Moyenne des sorties des 4 délai-mètres
2.4 Détecteur d'injection de fautes par violation de con-
traintes temporelles, DVCT
Dans [Endo 2012] et [Selmane 2011], les auteurs proposent un détecteur de vi-
olation de contraintes temporelles. Ce détecteur a été étudiée aﬁn de vériﬁer son
eﬃcacité vis à vis d'injections électromagnétiques ainsi que les vulnérabilités qu'il
induit.
Le principe de fonctionnement du détecteur est basé sur l'insertion d'un délai de
garde (Dgarde) tel qu'illustré dans la ﬁgure 2.16.
Figure 2.16  Détecteur à délai de garde paramétrable
Ce délai de garde (Dgarde) doit être compris entre le temps critique du circuit
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(DpMax) et sa période d'horloge (Tclk), de telle sorte qu'il soit plus long que les
temps critiques de l'AES mais plus court que la période d'horloge. L'équation 2.1
et la ﬁgure 2.17 illustrent ces contraintes.










des rondes de l'AES
D << garde Période d'horloge
Figure 2.17  Positionnement temporel du délai de garde
Figure 2.18  Délai de garde paramétrable
Pour garantir que le délai de garde soit plus long que les chemins critiques de
l'AES, les temps critiques de l'AES sont mesurés pour un grand nombre de cou-
ples {Message, Clé secrète} aléatoires. Ensuite le délai de garde du détecteur est
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paramétré de façon à être supérieur aux temps critiques mesurés (auquel une marge
est ajoutée : slack). De plus, une autre marge temporelle doit exister entre le délai
de garde et la période d'horloge pour prévenir des faux positifs (détections inop-
portunes). La ﬁgure 2.18 illustre le fonctionnement du bloc à retard paramétrable.
Ce bloc est constitué de multiplexeurs en cascade. Un signal de contrôle permet de
déﬁnir le nombre de multiplexeurs que l'horloge (Clk) doit traverser pour former
l'horloge retardée (Clk∗)
Ainsi toute violation des contraintes temporelles est précédée d'une violation
du délai de garde qui déclenche une alarme. Ce détecteur a été conçu de façon à
répondre aux contraintes suivantes :
 Le registre DFF doit échantillonner un '1' quand le circuit fonctionne nor-
malement.
 Le registre DFF doit échantillonner un '0' quand le circuit subit une attaque
susceptible d'induire une faute.
La ﬁgure 2.19 représente les chronogrammes de fonctionnement du détecteur
soumis à une diminution dynamique de la fréquence. Quand l'horloge subit une
modiﬁcation d'une de ses périodes, Clkglitch, cette modiﬁcation se propage à travers
le bloc de délai du détecteur, Clk∗glitch. La diﬀérence de phase entre Clkglitch et
Clk∗glitch entraîne l'échantillonnage d'un '0' et le déclenchement d'un signal de dé-
tection.
Figure 2.19  Détecteur soumis à une injection de glitchs d'horloge
De plus, si le circuit est soumis à une attaque visant à induire des fautes basées
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sur les violations de contraintes temporelles, le détecteur est aussi aﬀecté. Son délai
de garde étant plus grand que celui de l'AES, une faute sera injectée sur chemin cri-
tique du détecteur avant d'être injectée sur l'algorithme cryptographique. La ﬁgure
2.20 illustre le fonctionnement de ce détecteur soumis à une perturbation visant à
augmenter les temps de propagation par diminution de la tension d'alimentation.
Figure 2.20  Détecteur soumis à une perturbation visant à augmenter les temps
de propagation
Grâce à l'utilisation de hardmacros, chaque instanciation du détecteur est
matériellement identique. Cependant, à cause des variations dans le processus de
fabrication à l'intérieur du circuit [Sedcole 2006], les diﬀérents détecteurs peuvent
avoir des délais de garde légèrement diﬀérents.
Ce détecteur a été conçu pour être indépendant de l'implémentation matérielle
du circuit qu'il protège. C'est à dire que son délai de garde ne dépend pas de l'état du
reste du circuit. Il protège donc théoriquement l'algorithme cryptographique contre
les attaques telles que la FSA ou la DBA.
2.5 Conclusion
Dans un premier temps, une implémentation matérielle de l'algorithme de chiﬀre-
ment AES a été décrite. Elle servira de cible aux injections de fautes par violation
de contraintes temporelles.
Ensuite, les bancs d'injections pouvant conduire à ce genre de violations ont été
présentés.
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Un voltmètre embarqué a aussi été décrit, celui-ci nous permettra, dans le
chapitre 3, d'eﬀectuer une analyse plus ﬁne des perturbations internes induites par
des variations transitoires de la tension d'alimentation du circuit.
Enﬁn, un détecteur conçu pour détecter les violations de contraintes temporelles
a été présenté. Son eﬃcacité face aux impulsions électromagnétiques sera discutée
dans le chapitre 4. Il servira aussi d'exemple pour illustrer les fuites d'information
entre blocs logiques indépendants dans le chapitre 5.
Chapitre 3
Résultats expérimentaux relatifs à
l'injection de fautes par violation
de contraintes temporelles
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Les techniques d'injection statiques présentées dans le chapitre 1 seront eﬀective-
ment mises en ÷uvre à l'aide des bancs d'injections pour prouver expérimentalement
qu'elles induisent des violations de contraintes temporelles. Ensuite, les glitchs né-
gatifs de tension seront injectés de façon empirique pour vériﬁer qu'ils induisent eux
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aussi des violations de contraintes temporelles. Enﬁn, le voltmètre intégré sera utilisé
pour observer les perturbations eﬀectivement injectées dans le circuit soumis à ces
glitchs de tension. Les résultats ainsi obtenus nous conduirons à étendre l'étude aux
glitchs positifs de tension et à l'injection de deux glitchs consécutifs aﬁn d'améliorer
notre compréhension du mécanisme d'injection.
L'implémentation matérielle de l'AES servira de cible d'étude.
3.1 Résultats d'injections statiques
Les augmentations de la fréquence induisent des injections de fautes par vio-
lations de contraintes temporelles. Elles seront donc utilisées comme références et
les fautes obtenues seront comparées à celles induites par les deux autres méthodes
d'injection statiques : diminution de la tension et augmentation de la température.
Ces trois méthodes ont un eﬀet global sur le circuit. Comme présenté dans la sec-
tion 1.3.1, une faute induite par violation des contraintes temporelles peut avoir
un comportement non-déterministe. Aussi, dans le cadre de cette étude, le stress
(en fréquence, en tension ou en température) est augmenté petit à petit jusqu'à
l'apparition de la première faute en sortie de l'AES.
3.1.1 Augmentation statique de la fréquence
Pour chaque couple {Message, Clé secrète}, la première faute obtenue par aug-
mentation de la fréquence correspond au chemin le plus critique de la cible pour
ces valeurs de message clair et de clé secrète considérées. Les temps de propagation
dans la logique combinatoire dépendent des données traitées.
Pour réaliser les expériences suivantes, 10 000 couples {Message, Clé secrète}
choisis aléatoirement ont été utilisés. Pour chaque couple la procédure suivante a
été appliquée (avec Nbcouple = 10000) :
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Algorithme 1 Procédure d'injection de faute en statique
Pour 0 à Nbcouple , faire :
Envoie du Message et de la clé secrète
Premier chiﬀrement dans les conditions nominales de fonctionnement
Récupération du chiﬀré correct (Ccorrect) qui servira de référence
Tauxfaute = 0
Tant que Tauxfaute 6= 0 , faire :
Augmentation du stress appliqué au circuit cible
Pour 0 à 100 , faire :
Chiﬀrement
Récupération du chiﬀré (Ctemp)
Si Ctemp 6= Ccorrect alors
Tauxfaute = Tauxfaute + 1
Fin de si
Fin de boucle pour
Fin de boucle tant que
Fin de boucle pour
Le pas d'incrémentation de la fréquence a été arbitrairement ﬁxé à 200 kHz.
Si le stress est assez important, le résultat obtenu en sortie de l'AES perturbé
peut être diﬀérent de celui obtenu en fonctionnement normal. Nous avons pour cela
présupposé que les fautes injectées par violations de contraintes temporelles étaient
injectées sur le chemin de calcul de l'AES et non pas sur le chemin de calcul des
sous-clés. En eﬀet, la structure implémentée pour les bloc de calcul de l'AES entraîne
des temps critiques assez important (environ 8ns) par rapport aux temps de calcul
des sous-clé (environs 4ns).
Ce résultat fauté peut être déchiﬀré théoriquement en utilisant la même clé
secrète. Ensuite, les états intermédiaires du chiﬀrement correct et du chiﬀrement
fauté sont comparés aﬁn de retrouver où a été injectée la faute.
L'élément : {Message (M), Clé secrète (K), Chiﬀré correct (C), Période d'horloge
(Tstress), Chiﬀré fauté (E), Ronde fautée (R), Bit fauté (B), Taux d'injection (%)}
est sauvegardé. La ﬁgure 3.1 représente un élément de la bibliothèque qui pourrait
être obtenu. Ici, la faute a été injectée lors de l'échantillonnage du bit 49 de la ronde
9 de l'AES.
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
M 32 43 F6 A8 88 5A 30 8d 31 31 ... 07 34
K 2b 7e 15 16 28 ae d2 a6 ab f7 ... 4f 3c
C 39 25 84 1d 02 dc 09 fb dc 11 ... 0b 32
T 7800ps





Figure 3.1  Élément de la bibliothèque de référence "statique"
Quand deux chemins critiques sont dans leur zone de non déterminisme pour
un stress identique, plusieurs fautes distinctes peuvent être injectées. Si plusieurs
fautes sont injectées pour un stress identique c'est que le chemin critique relatif à ce
couple {Message, Clé secrète} n'est pas beaucoup plus critique que d'autre chemins
sous-critiques. Autant d'éléments sont sauvegardés qu'il y a de fautes mono-bit
diﬀérentes injectées. Et un élément supplémentaire avec les données "Chiﬀré fauté"
et "Bit fauté" non déﬁnies est sauvegardé pour compter le nombre de fautes injectées
qui ne sont pas mono-bit.

M 32 43 F6 A8 88 5A 30 8d 31 31 ... 07 34
K 2b 7e 15 16 28 ae d2 a6 ab f7 ... 4f 3c
C 39 25 84 1d 02 dc 09 fb dc 11 ... 0b 32
Tclk 7800ps





Figure 3.2  Autre élément de la bibliothèque de référence "statique" (en cas de
double injection)
La ﬁgure 3.2 représente une seconde faute injectée pour le même stress et le
même couple {Message, Clé secrète} que ceux considérés dans la ﬁgure 3.1 mais
dans ce cas une autre faute a été injectée lors de l'échantillonnage du bit 1 de la
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ronde 9 de l'AES. Une observation du non-déterminisme est faite dans la section
3.1.5.
L'ensemble des éléments obtenus expérimentalement forment une bibliothèque
dite de référence "statique" qui servira de base de comparaison pour les méthodes
d'injection étudiées ensuite.
La bibliothèque a été construite pour 10 000 couples {Message, Clé secrète}. Les
premières fautes obtenues par augmentation progressive du stress ont été en grande
majorité des fautes mono-bit, à plus de 90%. La ﬁgure 3.3 présente la répartition de



























Figure 3.3  Répartition des fautes mono-bit selon les rondes de l'AES
3.1.2 Diminution statique de la tension d'alimentation
Pour vériﬁer l'hypothèse selon laquelle les diminutions de la tension d'alimen-
tation entraînent des violations des contraintes temporelles, des expériences ont été
conduites en diminuant progressivement la tension d'alimentation de façon statique.
Les résultats ainsi obtenus ont ensuite été comparés à ceux de la bibliothèque de
référence "statique" construite par des augmentations progressives de la fréquence
pour 10 000 couples {Message, Clé secrète}. Pour chaque couple une procédure
identique à celle proposée pour la construction de la bibliothèque de référence (cf.
algorithme 1) a été utilisée.
Si les fautes injectées avec ces deux moyens d'injection sont identiques, c'est que
le même chemin critique a été fauté quelle que soit la méthode (1 chance sur 128
répétée 10 000 fois). Il s'agit alors d'une démonstration expérimentale de l'unicité
du mécanisme d'injection.
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La tension d'alimentation du circuit a donc été diminuée de façon progressive
par pas de 2mV jusqu'à l'apparition d'une faute sur la sortie de l'AES. Ce protocole
d'injection est illustré avec la ﬁgure 3.4. La partie inférieure de la ﬁgure représente la
tension de c÷ur du circuit qui est diminuée de façon statique. La partie supérieure
de la ﬁgure représente qualitativement les eﬀets (en gris) de cette diminution sur
les chemins critiques de chacune des rondes de l'AES pour un couple {Message, clé













Figure 3.4  Chemins critiques de l'AES soumis à une diminution statique de la
tension pour un couple {Message, Clé secrète}
Pour chaque couple {Message, Clé secrète} la faute injectée (ou les fautes injec-
tées) par augmentation de la fréquence et la faute injectée (ou les fautes injectées)
par diminution de la tension d'alimentation ont été identiques : 100% des fautes
obtenues avec une méthode ont été retrouvées avec l'autre méthode. Les fautes ont
été induites pour des tensions statiques comprises entre 1,061V et 0,979V avec une
valeur moyenne de 1,02V.
En parallèle, le banc d'injection de fautes par augmentation de la fréquence
a été utilisé pour mesurer les chemins critiques relatifs à la tension appliquée au
circuit. En eﬀet, en diminuant la tension d'alimentation les temps de propagation
augmentent et donc les chemins critiques relatifs à chaque couple {Message, Clé
secrète} changent aussi. Diminuer (ou augmenter) la période d'horloge jusqu'à que
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la faute soit injectée permet de mesurer le slack (la marge entre la dernière transition
et la période nominale de l'horloge). La ﬁgure 3.5 représente le chemin critique en
fonction de la tension d'alimentation pour 3 couples {Message, Clé secrète} diﬀérents
(Couple 1, Couple 2 et Couple 3). Les résultats obtenus sur la plage de tension
considérée présentent une tendance linéaire de l'évolution des temps critiques en
fonction de la tension d'alimentation. Ces résultats illustrent aussi la dépendance
des temps critiques aux données manipulées par l'algorithme puisque les chemins
























Figure 3.5  Évolution des chemins critiques de l'AES en fonction de la tension
d'alimentation pour 3 couples choisis {Message, Clé secrète}
3.1.3 Augmentation statique de la température
Pour vériﬁer l'hypothèse selon laquelle les augmentations de la température en-
traînent des violations des contraintes temporelles, des expériences ont été conduites
en augmentant progressivement la température de façon statique suivant la même
procédure que l'algorithme 1 avec Nbcouple = 50. Une bibliothèque a été construite
de cette façon et comparée à la bibliothèque de référence "statique" obtenue par
augmentation statique de la fréquence.
Compte tenu du caractère empirique de ce banc d'injection, les acquisitions ont
été faites pour seulement 50 couples {Message, Clé secrète} diﬀérents.
Les températures considérées sont comprises entre 20C (la température am-
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biante) et 150C. Les fautes obtenues sur cette plage de température ont été dans
tous les cas identiques à celles obtenues par augmentation statique de la fréquence.
Nous avons donc conclu que conformément à nos attentes, une augmentation de
la température induit une augmentation des chemins critiques et ﬁnalement à des
violations de contraintes temporelles sur le temps de setup (pour des températures
supérieures à 110C).
En parallèle des attaques en température, la fréquence est augmentée jusqu'à
l'apparition d'une faute pour mesurer le slack et pouvoir tracer l'évolution des
chemins critiques en fonction de la température. La ﬁgure 3.6 présente l'évolution des
chemins critiques en fonction de la température pour les 3 mêmes couples {Message,























Figure 3.6  Évolution des chemins critiques de l'AES en fonction la température
pour 3 couples choisis {Message, Clé secrète}
3.1.4 Attaque combinée : tension et température
Dans la mesure où la diminution de la tension et l'augmentation de la tempéra-
ture induisent les mêmes eﬀets sur le circuit, elles peuvent être utilisées ensemble
pour réduire le slack séparant le chemin critique de l'AES de la période d'horloge.
Les acquisitions ont été faites pour les mêmes 50 couples {Message, Clé secrète}
diﬀérents qui ont été utilisés pour les attaques en température seule. Le protocole
suivant a été suivi :
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Algorithme 2 Procédure d'injection de faute par attaque combinée en statique
Pour 0 à Nbcouple , faire :
Envoie du Message et de la clé secrète
Premier chiﬀrement dans les conditions nominales de fonctionnement (T=25C et
Vdd=1,2V)
Récupération du chiﬀré correct (Ccorrect) qui servira de référence
Pour Température T = 25C à T=180C , faire :
Tauxfaute = 0
Augmentation du stress en température appliqué au circuit cible
Tant que Tauxfaute 6= 0 , faire :
Augmentation du stress en tension appliqué au circuit cible
Pour 0 à 100 , faire :
Chiﬀrement
Récupération du chiﬀré (Ctemp)
Si Ctemp 6= Ccorrect alors
Tauxfaute = Tauxfaute + 1
Fin de si
Fin de boucle pour
Fin de boucle tant que
Fin de boucle pour



















































Figure 3.7  Évolution d'un chemin critique de l'AES en fonction de la tension
d'alimentation et de la température
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Les fautes obtenues ont été identiques à celles obtenues pour chacune des méthodes
considérée séparément. La ﬁgure 3.7 présente l'évolution du chemin critique relatif
à un couple {Message, Clé secrète} en fonction de la température et de la tension
d'alimentation.
Ce type d'attaque peut être considéré quand des détecteurs individuels sont
présents sur le circuit pour surveiller indépendamment la tension et la température.
3.1.5 Observation de la zone de non-déterminisme
Comme introduit dans la section 1.3.3, l'injection de fautes en fonction du stress
appliqué n'est pas toujours déterministe. Pour observer ce phénomène 3 couples
{Message, Clé secrète} avec des chemins critiques assez diﬀérents ont été sélection-
nés. Le premier couple est celui ayant le chemin le plus critique (parmi les 10000
couples choisis de façon aléatoire). Le second a été choisi aléatoirement. Le troisième
a un chemin critique proche de la moyenne. Pour chacun de ces couples le stress a
été augmenté progressivement et pour chaque stress le chiﬀrement a été répété 100
fois pour détecter le non-déterminisme. La ﬁgure 3.8 représente le taux d'injection
de fautes sur le chemin critique de chacun de ces couples (Couple 1, Couple 2 et
Couple 3) en fonction du stress statique appliqué sur la période d'horloge du circuit.
Si l'on considère le couple 1 :
 Pour Tclk > 8,8ns, aucune faute n'est injectée.
 Pour Tclk = 8,7ns, le taux d'injection de fautes est de 28%.































Figure 3.8  Taux d'injection de fautes en fonction du stress appliqué sur 3 chemins
critiques diﬀérents
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Quand, pour un couple {Message, Clé secrète}, deux temps critiques sont
proches, ils peuvent se trouver dans un état non déterministe pour le même stress.
Alors, la première faute peut être injectée sur le chemin sous-critique avant d'être
injectée sur le chemin le plus critique. En répétant le chiﬀrement 100 fois pour un
stress donné et en mesurant les taux d'injection, l'ordre d'apparition des fautes a
pu être comparé de façon plus juste.
3.1.6 Taux de fautes mono-bit
Une augmentation progressive du stress appliqué à la puce a permis d'obtenir
un taux d'injection de fautes mono-bit supérieur à 90%. Sur les 10% restants ,
60% des fautes ne sont pas mono-bit, les autres 40% des ces fautes sont dues à
violations de contraintes de temps de setup sur deux chemins critiques appartenant
à deux rondes diﬀérentes de l'AES. Ce phénomène est illustré ﬁgure 3.9 où la partie
de gauche présente les temps critiques de chaque ronde de l'AES pour un couple
en l'absence de stress. La partie de droite présente l'eﬀet d'une augmentation de la
fréquence : injection d'une faute mono-bit sur la ronde 7 qui entraîne un changement
des temps critiques des rondes suivantes et une seconde injection de faute.
8 500
10 000
temps critiques (ps) temps critiques (ps)freq =
freq =
R0   R1 R2 R3 R4 R5 R6 R7 R8 R9R10 R0   R1 R2 R3 R4 R5 R6 R7 R8 R9R10
Ronde de l'AES Ronde de l'AES
Figure 3.9  Modiﬁcations du temps critique des rondes suivant l'injection d'une
faute
3.1.7 Synthèse
Les expériences précédentes menées à l'aide de perturbations statiques de la
fréquence, de la tension d'alimentation et de la température ont montré que ces
trois méthodes partagent le même mécanisme d'injection de fautes : des violations
des contraintes temporelles sur le temps de setup. De plus, ces méthodes ont un taux
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d'injection de fautes mono-bit supérieur à 90% et une très grande reproductibilité.
Cependant les perturbations statiques ne permettent pas un contrôle précis de la
ronde visée. Aussi pour cibler une ronde donnée, il faut changer le couple {Message,
Clé secret} jusqu'à ce que le chemin critique de l'AES soit sur cette ronde et que
l'injection d'une faute à cet instant n'en entraîne pas d'autres sur les suivantes pour
satisfaire ainsi le modèle de faute nécessaire à la réalisation d'une DFA.
3.2 Résultats d'injections dynamiques
Aﬁn d'améliorer la précision temporelle des injections et pouvoir viser la ronde
de l'AES souhaitée, la fréquence a été augmentée dynamiquement de façon à ce que
seule une période d'horloge soit diminuée. A l'aide du bancs d'injection de glitch
d'horloge, la période de fonctionnement du circuit peut être diminuée par pas de
35ps sur une seule ronde.
3.2.1 Augmentation transitoire de la fréquence
Pour rappel, dans la section précédente 3.1.1 traitant de l'augmentation statique
de la fréquence, seul le couple {Message, Clé secrète} était choisi. La ronde ainsi
fautée était retrouvée a posteriori par simulation théorique. Cette méthode statique
ne permet pas à l'attaquant de choisir une ronde en particulier. A l'inverse, dans
le cas d'injections dynamiques, la ronde visée peut être choisie. De ce fait, la bib-
liothèque de référence "dynamique" compte environ 10 fois plus d'éléments que la
bibliothèque de référence "statique" car pour chaque ronde visée, 1 ou plusieurs
éléments peuvent être sauvegardés en fonction du nombre de fautes injectées.
Pour construire cette bibliothèque de référence "dynamique" un protocole simi-
laire à celui utilisé pour construire la bibliothèque de référence "statique" (cf. algo-
rithme 1) est appliqué. Dans ce cas, toutes les rondes de l'AES sont visées succes-
sivement sauf la ronde 0 qui est très courte et dont le temps critique est plus court
que celui de la machine d'état.
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Algorithme 3 Procédure d'injection de faute en dynamique
Pour 0 à Nbcouple , faire :
Envoie du Message et de la clé secrète
Premier chiﬀrement dans les conditions nominales de fonctionnement
Récupération du chiﬀré correct (Ccorrect) qui servira de référence
Pour Ronde visée = R1 à R10 , faire :
Tauxfaute = 0
Tant que Tauxfaute 6= 0 , faire :
Augmentation du stress appliqué au circuit cible
Pour 0 à 100 , faire :
Chiﬀrement
Récupération du chiﬀré (Ctemp)
Si Ctemp 6= Ccorrect alors
Tauxfaute = Tauxfaute + 1
Fin de si
Fin de boucle pour
Fin de boucle tant que
Fin de boucle pour
Fin de boucle pour
Le pas de réduction de la période visée est imposé par le matériel d'injection utilisé,
il est de 35ps pour une période nominale de 10ns.
Dans ces conditions, 100% des injections ont aﬀecté la ronde visée pour un taux
d'injection de fautes mono-bit toujours supérieur à 95% (les autres fautes étant des
fautes multi-bits sur la même ronde dues à des temps sous critiques proches des
temps critiques).
3.2.2 Diminution transitoire de tension
3.2.2.1 Injections à l'aide d'un seul générateur de glitch
Dans un premier temps, un seul générateur de glitchs (Agilent 8114A) a été
utilisé aﬁn d'injecter une diminution transitoire de la tension interne du circuit. Un
glitch négatif de tension le plus court possible (10ns) a été considéré et le même
protocole que celui présenté pour les augmentations transitoires de la fréquence (cf.
algorithme 3) a été utilisé : l'injection du glitch est synchronisée avec la ronde visée
(dans cette étude les injections ont été limités à la ronde 3, 7 et 9) et l'amplitude
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du glitch injectée est augmentée progressivement jusqu'à l'apparition d'une faute.
Dans ces conditions d'injection, des fautes sont apparues pour des amplitudes
négatives supérieures à 40V. Cette grandeur peut paraître extravagante comparée à
la tension nominale de 1.2V mais en réalité les perturbations eﬀectivement induites
dans le circuit sont très atténuées (quelques centaines de millivolts). De plus, les
fautes ainsi injectées ne perturbent pas systématiquement la ronde visée :
 Le taux d'injection de fautes mono-bit sur la ronde 3 est d'environ 7%
 Le taux d'injection de fautes mono-bit sur la ronde 7 est d'environ 68%
 Le taux d'injection de fautes mono-bit sur la ronde 9 est d'environ 88%
Les résultats obtenus pour les rondes 3 et 7 sont très loin des 90% d'injections
mono-bit obtenu en statique. De plus, un grand nombre de fautes sont injectées
involontairement sur les rondes suivant la ronde visée. À parti de ces résultats, nous
avons donc émis l'hypothèse que les perturbations eﬀectivement injectées devaient
être ﬁltrées par les plots d'alimentation du FPGA et/ou les capacités internes du
circuit. Du fait de ce ﬁltrage, les perturbations aﬀecteraient potentiellement plusieurs
rondes comme présenté ﬁgure 3.10 sur laquelle le glitch de tension délivré par le
générateur est représenté en bleu, il dure 10ns et la perturbation interne supposée
est représentée en pointillés rouges.
(b) injection
Tension d’alimentation (V) (a) glitch
10 ns temps (ns)
Figure 3.10  Glitch envoyé et perturbation supposée être injectée dans le circuit
avec un seul générateur (vue hypothétique)
Pendant l'injection, la tension sur un plot d'alimentation externe a été mesurée
à l'aide l'oscilloscope (cf. ﬁgure 3.11). De nombreuses oscillations apparaissent dont
une partie pourrait être induite par des rebonds dus à une mauvaise adaptation
d'impédance entre le générateur et le circuit cible. L'autre partie pourrait être des
oscillations eﬀectivement présentes sur la tension de c÷ur du circuit.
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Une représentation du même signal ﬁltré par un ﬁltre passe-bas théorique est
aussi présentée (en pointillés sur la ﬁgure 3.11) pour donner une approximation du
comportement en basse fréquence du signal à l'intérieur du circuit. Il semble ef-
fectivement que la perturbation interne dure plus longtemps qu'une seule période
d'horloge. Cette observation conﬁrme donc que plusieurs rondes de l'AES sont af-
fectées par le glitch injecté car le signal ﬁltré (rouge) reste en-dessous de la tension














Figure 3.11  Perturbations observées à l'aide d'un oscilloscope pour 1 seul glitch
injecté
3.2.2.2 Injection à l'aide de deux générateurs de glitchs
Pour remédier au manque de précision temporelle constaté précédemment, un
second générateur de glitch (Picosecond 10,300B) a été utilisé pour accélérer la
remontée de la tension interne en délivrant un glitch positif de tension dès la ﬁn du
glitch négatif. Ainsi, les injections de fautes sur les rondes non visées sont évitées,
comme illustré ﬁgure 3.12.
Une phase d'essais/erreurs a permis de déterminer de façon empirique des
paramètres expérimentaux permettant d'obtenir la meilleure précision temporelle
possible (taux d'injection de fautes pendant la ronde eﬀectivement visée supérieur à
83%). Finalement, le glitch positif de "correction" retenu a une amplitude positive
de 20V, dure 100ns et doit être injecté exactement quand la première injection se
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Figure 3.12  Glitchs envoyés et perturbations réellement injectées dans le circuit
avec deux générateurs (vue hypothétique)
La ﬁgure 3.13 présente la tension d'alimentation mesurée sur le plot d'alimenta-
tion du FPGA à l'aide d'un oscilloscope pendant l'injection des perturbations. Cette
fois encore, de nombreuses oscillations peuvent être observées. Une représentation du
même signal ﬁltré permet à nouveau d'avoir une approximation du comportement
en basses fréquences de la tension de c÷ur du circuit. Il apparaît que la perturbation














Figure 3.13  Perturbations observées à l'aide d'un oscilloscope pour 2 glitchs
injectés
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3.2.2.3 Injection à l'aide de deux générateurs de glitchs et d'une diminu-
tion statique de la tension
Les chemins critiques de l'AES étant dépendants des données traitées, les
paramètres d'injection doivent être ajustés pour chaque couple {Message, Clé se-
crète} et pour chaque ronde attaquée aﬁn que le taux d'injection de fautes mono-bit
soit optimal. Cette étape manuelle de paramétrage étant très longue et fastidieuse
une approche plus systématique a été choisie à savoir une modiﬁcation statique a
été ajoutée aux perturbations dynamiques communes à toutes les injections.
Après une nouvelle phase d'essais/erreurs de nouveaux paramètres expérimen-
taux ont été sélectionnés empiriquement :
 Un glitch court d'injection (amplitude : -22V et durée : 10ns),
 Un glitch de "correction" (amplitude : +8V et durée : 100ns).
Ensuite la composante continue de ces glitchs a été diminuée progressivement
jusqu'à l'injection d'une faute en suivant le même protocole que celui utilisé pour
l'augmentation statique de la fréquence. Le pas de réduction de la composante con-













Figure 3.14  Superposition des eﬀets d'un glitch et d'une diminution statique de
la tension
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Cette protocole d'injection est illustrée ﬁgure 3.14 sur laquelle la partie légère-
ment grisée représente l'augmentation qualitative des temps critiques due à la
diminution statique de la tension. La partie gris foncé représente l'augmentation
qualitative des chemins critiques due aux glitchs injectés. Dans cet exemple une
faute a été injectée sur la ronde 6.
Avec l'utilisation d'un double glitch le taux de fautes mono-bit injectées sur la
ronde visée est supérieur à 83%.
 Les 83% de fautes injectées sur la ronde visée correspondent exactement aux
fautes injectées à l'aide de glitchs d'horloge,
 Environ 6% des fautes injectées aﬀectent des chemins sous-critiques de la ronde
visée (faute mono-bit sur le second ou troisième chemin le plus critique obtenu
par attaque en fréquence).
 7% sont des injections mono-bit aﬀectant les rondes voisines.
 Le reste des fautes ne sont pas mono-bit.
Les fautes observés sont dépendantes des données traitées par l'AES et présen-
tent un comportement non-déterministe. Nous avons donc conclu qu'il s'agit dans
les deux cas du même mécanisme d'injection lié aux violations de contraintes tem-
porelles sur le temps de setup. D'une part, la violation de chemins sous-critiques nous
laisse penser que l'injection de glitchs de tension n'aﬀecte pas tout le circuit exacte-
ment de la même façon et que certains sous domaines d'alimentation du FPGA sont
plus aﬀectés que d'autres, ce qui pourrait expliquer les diﬀérences avec les injections
par glitch d'horloge.
D'autre part, les injections sur les rondes voisines s'expliquent par la dépendance
aux données des temps de propagation (cf. ﬁgure 3.15). En eﬀet, il est possible que
le chemin critique de la ronde visée soit relativement court par rapport aux chemins
critiques de ses rondes voisines. Dans le même temps la perturbation eﬀective du
circuit est plus longue qu'une période d'horloge et n'aﬀecte pas seulement la ronde
visée. De ce fait, il se peut que dans certains cas, la première faute soit injectée sur la
mauvaise ronde. Dans l'exemple illustré ﬁgure 3.15, l'injection est synchronisée sur
la ronde 4 de l'AES mais les eﬀets de la perturbation entraînent une augmentation
des temps de calcul des rondes 3 et 5. L'augmentation du temps critique sur la
ronde 5 est suﬃsante pour qu'une faute soit injectée sur cette ronde plutôt que sur
la ronde 4.













Figure 3.15  Injection d'une faute dans une ronde voisine de la ronde ciblée (La
ronde 5 est fautée au lieu de la ronde 4)
3.3 Observations de la tension interne à l'aide du volt-
mètre intégré
Dans la section précédente des paramètres empiriques d'injection de fautes à
l'aide de variations transitoires de la tension d'alimentation ont été présentés. Dans
un soucis de compréhension et d'amélioration nous allons, dans cette sous section,
observer grâce à un voltmètre intégré la tension du c÷ur du FPGA soumis à dif-
férents glitchs de tension.
3.3.1 Analyse de l'eﬀet d'un glitch négatif de tension
Les eﬀets d'un glitch négatif sur la tension interne du FPGA ont été observés
à l'aide du voltmètre intégré présenté dans la section 2.3. Les paramètres du glitch
négatif de tension considéré son les suivants :
 Durée d'injection : 400ns
 Amplitude : -14V
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 Composante continue : 1,7V
La composante continue de ce glitch a été relevée de 1,2V à 1,7V aﬁn que l'ensemble
des perturbations induites sur la tension interne du circuit cible soit dans la plage
de fonctionnement optimale du voltmètre intégré.
Les résultats de cette observation sont illustrés ﬁgure 3.16 : la tension interne
mesurée par le voltmètre présente deux trains d'oscillations amorties dont la pseudo
période avoisine les 100ns. Ces oscillations amorties sont synchronisées avec les fronts
descendant et montant du glitch de tension injecté. L'intervalle de temps entre les
deux oscillations principales est de 400ns, ce qui correspond au temps d'injection
du glitch considéré. La première oscillation négative observée, induite par le front



























Figure 3.16  Perturbation de la tension interne du FPGA pour un glitch négatif :
(400ns , -14V)
Des proﬁls de tensions identiques ont été mesurés pour d'autres paramètres
d'injection. L'analyse de ces observations nous a permis de conclure qu'un front
descendant injecté par une générateur de tension induit des oscillations amorties
commençant par une oscillation négative sur la tension interne du circuit et qu'un
front montant injecté par une générateur de tension induit des oscillations amorties
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commençant par une oscillation positive sur la tension interne du circuit. Les per-
turbations internes sont observés à partir de 80ns après le signal de synchronisation
entre le voltmètre et le générateur de glitch : c'est le temps de réponse du générateur.
De nouvelles expériences ont été faites en utilisant exactement les mêmes
paramètres d'injection mais en visant cette fois l'implémentation de l'AES comme
illustré dans la ﬁgure 3.17. Le signal de synchronisation envoyé par le FPGA (330ns
avant le début du calcul) permet de synchroniser les calculs avec l'instant d'injection
des perturbations sur la tension interne du FPGA. De cette façon la première os-
cillation négative induite par le front descendant du glitch sur la tension interne du
FPGA a pu être synchronisée avec les diﬀérentes rondes de l'AES. L'instant d'injec-
tion a été incrémenté par pas de 5ns. Pour chaque instant d'injection la composante
continue du glitch a été progressivement diminuée à partir de 1.7V et jusqu'à ce
qu'une faute apparaisse.
Figure 3.17  Synchronisation de la première oscillation négative avec l'AES
 L'injecteur de glitch a un temps de réponse de 80ns après la réception du
signal de synchronisation envoyé par le FPGA,
 La perturbation négative maximale injectée sur la tension interne est 25ns
après le front descendant du glitch envoyé par le générateur (un quart de la
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pseudo période des oscillations amorties),
 Le signal de synchronisation du FPGA est envoyé 330ns avant la ronde 0 de
l'AES.
La ﬁgure 3.18 présente la composante continue à partir de laquelle une faute a été
injectée en fonction de l'instant d'injection pour un couple {Message, Clé secrète}
choisi aléatoirement. La couleur indique sur quelle ronde de l'AES la faute a été
injectée. Ici, seule la précision temporelle des injections est observée, la valeur de la















































Figure 3.18  Précision temporelle d'injection avec un glitch négatif : (400ns , -14V)
En tenant compte des temps de synchronisation entre le FPGA et le générateur
de glitch il apparaît que les injections sont synchronisées avec la perturbation néga-
tive maximale injectée sur la tension interne. De plus, les fautes injectées sur les
rondes visées étaient mono-bit et identiques à celles injectées par diminution de la
période d'horloge. Aussi nous avons conﬁrmé que les fautes étaient induites par des
violations de contraintes temporelles sur le temps de setup dues aux perturbations
négatives de la tension interne du circuit.
Pour le couple {Message, Clé secrète} considéré dans la ﬁgure 3.18, aucune faute
n'a été injectée sur la ronde 3 en utilisant un glitch (400ns , -14V). Ceci s'explique
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par le fait que les chemins critiques des rondes 2 et 4 peuvent être plus sensibles à
l'injection de fautes (temps critiques plus longs) que le chemin critique de la ronde
3 et que la perturbation interne aﬀecte plusieurs rondes de l'AES à la fois pouvant
induire une faute sur les rondes voisines comme illustré ﬁgure 3.15.
3.3.2 Analyse de l'eﬀet d'un glitch positif de tension
Les glitchs positifs de tension permettent aussi en pratique d'injecter des fautes
mais, à notre connaissance, aucune explication rigoureuse n'a été proposée dans la
littérature concernant les mécanismes associés. Une augmentation de la tension sta-
tique ne devrait pas permettre l'injection de fautes via la violation de contraintes
temporelles sur le temps de setup puisqu'une augmentation statique de la tension
réduit les temps de propagation des données. Cela dit, au vu des résultats précé-
dents, il semble possible que des glitchs positifs entraînent aussi des oscillations
négatives sur la tension de c÷ur du FPGA et puissent donc induire des violations
de contraintes sur le temps de setup.
Les eﬀets d'un glitch positif sur la tension interne du FPGA ont donc été observés
à l'aide du voltmètre intégré. Les paramètres du glitch positif de tension considéré
sont les suivants :
 Durée d'injection : 400ns
 Amplitude : +14V
 Composante continue : 1,7V
La ﬁgure 3.19 présente la tension interne du FPGA mesurée à l'aide du volt-
mètre intégré quand un glitch positif est injecté. Les perturbations induites par ce
glitch sont très similaires à celles induites par le glitch négatif présentées ﬁgure 3.16.
Dans le cas d'un glitch positif, les oscillations amorties commencent par une oscilla-
tion positive correspondant au front montant (contrairement à un glitch négatif qui
entraîne une première oscillation négative correspondant à son front descendant).
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Figure 3.19  Perturbation de la tension interne du FPGA pour un glitch positif :
(400ns , +14V)
Le résultat principal de cette expérience est donc que les glitchs positifs induisent
aussi des oscillations amorties sur la tension interne du circuit. Les oscillations néga-
tives peuvent donc potentiellement être utilisées pour l'injection de fautes par viola-
tion de contraintes temporelles sur le temps de setup. Pour vériﬁer ces hypothèses,
de nouvelles expériences ont été faites en utilisant exactement les mêmes paramètres
d'injection (400ns , +14V) mais en visant l'implémentation de l'AES.
Comme précédemment, l'instant d'injection a été incrémenté par pas de 5ns
et pour chacun de ces instants d'injection la composante continue du glitch a été
réduite progressivement jusqu'à l'apparition d'une faute.
La ﬁgure 3.20 présente la composante continue à partir de laquelle une faute a
été injectée en fonction de l'instant d'injection pour le même couple {Message, Clé
secrète} que celui étudié dans la section 3.3.1. La couleur indique sur quelle ronde de
l'AES la faute a été injectée. Cette fois encore les fautes injectées ont été identiques
à celles injectées par glitch d'horloge.














































Figure 3.20  Précision temporelle d'injection avec un glitch positif : (400ns , +14V)
En tenant compte des temps de synchronisation entre le FPGA et le générateur
de glitch il apparaît que les injections sont synchronisées avec la première oscillation
négative injectée sur la tension interne. Cette fois, la première oscillation négative
est 50ns plus tard que la première oscillation négative induite par le glitch négatif
étudié dans la section 3.3.1. De plus, les fautes injectées sur les rondes visées sont
mono-bit et identiques à celles injectées par diminution de la période d'horloge.
Pour le couple {Message, Clé secrète} considéré aucune faute n'a été injectée
sur la ronde 6 et les rondes 4 et 8 ont été fautées sur des plages de délai réduites.
Les diﬀérences entre les résultats obtenus avec le glitch négatif et le glitch positif
s'expliquent par la diﬀérence de forme des perturbations internes induites. Dans le
cas du glitch positif (400ns , +14V) l'oscillation négative est légèrement plus large
(45ns) que la première oscillation négative induite par le glitch négatif (400ns ,
-14V).
Ces résultats nous ont permis de conﬁrmer que les fautes injectées à l'aide d'un
glitch positif sont induites par des violations de contraintes temporelles sur le temps
de setup dues aux perturbations négatives sur la tension interne du circuit.
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3.3.3 Amélioration de la précision temporelle
Le paramètre principal pour faire varier la forme de la perturbation est l'am-
plitude du glitch et sa composante continue. Les temps de montée et descente des
glitchs injectés pourraient probablement être des paramètres inﬂuents sur la formes
des perturbations induites sur la tension interne du circuit mais ils ne sont pas
réglables sur les générateurs utilisés.
Cependant en choisissant bien la durée d'injection d'un glitch il est possible
de faire se superposer les trains d'oscillations dus respectivement à son front mon-
tant et à son front descendant. Cette superposition des deux trains d'oscillations
amorties peut permettre de compenser certaines oscillations négatives par des os-
cillations positives (ou inversement) ou encore de faire s'additionner les eﬀets de
deux oscillations négatives (ou positives). Trois types de superpositions que nous
avons étudiés (compensation, addition, et raccourcissement) sont décrits dans les
sous-parties suivantes.
3.3.3.1 Compensation
Ce phénomène de compensation a pour objectif de amoindrir l'amplitude de la
seconde oscillation négative du premier train d'oscillations de façon à ne conserver
qu'une seule oscillation négative signiﬁcative et d'éviter les injections de fautes non
désirées à d'autres instants du calcul ou de la communication.
Compte tenu de la pseudo période des oscillations amorties qui est égale à 100ns,
le choix d'une durée d'impulsion de 100ns permet de superposer la première oscil-
lation positive du second train d'oscillation (dû au front montant du glitch) avec la
seconde oscillation négative du premier train d'oscillation.
La ﬁgure 3.21 représente les perturbations injectées sur la tension interne du
circuit soumis à un glitch négatif : (100ns, -14V). Ces perturbations ont été observées
à l'aide du voltmètre intégré.
Pour un glitch d'amplitude -14V et de durée d'impulsion de 400ns, la première
oscillation négative induite par le front descendant est d'environ 400mv et la seconde
est d'environ 300mV (voir la ﬁgure 3.16). Avec une durée d'impulsion de 100ns, le
phénomène de compensation permet de transformer cette seconde oscillation néga-
tive de 300mV en oscillation positive de 150mV.


























Figure 3.21  Perturbation de la tension interne du FPGA pour un glitch négatif
injecté : (100ns , -14V)
3.3.3.2 Addition
Ce phénomène d'addition a pour but d'injecter une perturbation assez forte avec
une amplitude de glitch la plus faible possible en synchronisant deux oscillations
négatives. L'objectif est donc de synchroniser la première oscillation négative du
premier train d'oscillations amorties et du second train.
Compte tenu des observations précédentes et de la pseudo période des oscilla-
tions, le choix d'une impulsion positive d'une durée de 50ns permet de superposer
les deux premières oscillations négatives de chaque train d'oscillations.
La ﬁgure 3.22 représente les perturbations injectées sur la tension interne du
circuit soumis à un glitch positif : (50ns, +8V). Ces perturbations ont été observées
à l'aide du voltmètre intégré.
Dans l'exemple présenté (ﬁgure 3.22), l'oscillation négative la plus signiﬁcative
est de 400mV. Cette amplitude obtenue avec un glitch d'amplitude +8V est la même
que celle obtenue avec un glitch négatif d'amplitude -14V.
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3.3.3.3 Raccourcissement
Le raccourcissement a pour objectif d'injecter des perturbations plus courtes
et ainsi d'améliorer la précision temporelle des injections. L'objectif est donc de
raccourcir la première oscillation négative d'un train d'oscillation avec la première
oscillation positive du second train d'oscillations.
Le choix d'une impulsion négative d'une durée de 10ns permet de superposer
la première oscillations négatives induite par le front descendant du glitch avec la
première oscillation positive induite par le front montant du glitch.
Cela dit, l'oscillation signiﬁcative est raccourcie avant d'avoir atteint sa valeur
maximale. Du fait de ce raccourcissement, il faut que le glitch injecté ait une ampli-
tude plus importante pour que l'amplitude de la perturbation sur la tension interne
soit identique à celles obtenues avec les injections précédentes.
La ﬁgure 3.23 représente les perturbations injectées sur la tension interne du
circuit soumis à un glitch négatif : (10ns, -22V). Ces perturbations ont été observées
à l'aide du voltmètre intégré.
Dans l'exemple présenté (ﬁgure 3.23), la première oscillation négative d'ampli-
tude 350mV est raccourcie (environs 15ns). Cependant un glitch d'amplitude néga-
tive -22V est nécessaire pour obtenir une première oscillation d'amplitude compara-
ble celle obtenue avec un glitch d'amplitude négative de -14V . L'apparition d'une
seconde oscillation négative d'amplitude comparable 100ns après la première est à
noter car elle peut être la source d'injections de fautes non désirées.


























Figure 3.22  Perturbation de la tension interne du FPGA pour un glitch positif


























Figure 3.23  Perturbation de la tension interne du FPGA pour un glitch négatif
injecté : (10ns, -22V)
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3.3.3.4 Résolutions temporelles des injections de fautes
Dans la partie précédente il a été observé que la durée d'injection du glitch
pouvait être utilisée pour superposer les trains d'oscillations induits sur la tension
d'alimentation par les fronts montant et descendant du glitch. Pour caractériser leur
résolution temporelle, des fautes sur l'AES ont été injectées et comparées suivant
le même protocole que celui introduit précédemment. Les ﬁgures 3.24, 3.25 et 3.26
représentent les composantes continues minimales avant qu'une faute soit injectée
pour diﬀérent instants d'injection. Ces dernières ont été obtenues en considérant le
même couple {Message, Clé secrète} que celui de la section 3.3.1 et pour les 3 glitchs
présentés précédemment :
 Compensation : ﬁgure 3.24,
 Addition : ﬁgure 3.25,
 Raccourcissement : ﬁgure 3.26.
Les diﬀérentes couleurs représentent les rondes sur lesquelles une faute a été
injectée et donc la précision temporelle obtenues avec le glitch considéré.
Les ﬁgures 3.24 et 3.25 illustrent les précisions temporelles obtenues lors de
l'injection de fautes avec des glitchs ayant respectivement pour paramètres : (100ns
, -14V) et (50ns , +8V). Ces deux glitchs bien qu'étant diﬀérents conduisent à des
résultats en termes de précision temporelle identiques :
 Aucune faute n'a été injectée sur la ronde 6,
 Les rondes 4 et 8 ont été fautées pour un nombre réduit d'instants d'injection.
Ces résultats sont aussi très similaires à ceux obtenus pour un glitch positif ayant
pour paramètres (400ns , +14V) présenté ﬁgure 3.20.














































Figure 3.24  Précision temporelle d'injection par compensation avec un glitch














































Figure 3.25  Précision temporelle d'injection par addition avec un glitch positif :
(50ns , +8V)
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Figure 3.26  Précision temporelle d'injection par raccourcissement avec un glitch
négatif : (10ns , -22V)
La ﬁgure 3.26 illustre la précision temporelle obtenue lors de l'injection de fautes
avec un glitch négatif ayant pour paramètres : (10ns , -22V). Conformément à nos
hypothèses, l'oscillation raccourcie permet d'atteindre la meilleure résolution tem-
porelle en eﬀet, des fautes mono-bit ont été injectées dans toutes les rondes de l'AES.
Par contre la seconde oscillation négative induite par ce glitch court est assez impor-
tante et pourrait dans certains cas avoir des eﬀets non négligeables et indésirables
sur le fonctionnement du circuit (erreur sur la communication, mauvaises interpré-
tations des résultats).
3.3.4 Analyse a posteriori des paramètres d'injections empiriques
En analysant a posteriori les perturbations induites par le double glitch illustré
de façon hypothétique par la ﬁgure 3.12, nous avons en avons déduit le gabarit
suivant :
 Au temps t, glitch raccourci : (10ns, -22V),
 Au temps t+ 10ns, glitch compensé : (100ns, +8V).
Dans ces conditions, en nous basant sur les résultats précédemment obtenus dans
la section 3.3.3, les perturbations induites sur la tension interne du circuit par la
superposition de ces deux injections peuvent être extrapolées.
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Il doit s'agir d'une première oscillation négative raccourcie suivie d'une oscilla-
tion positive,induites par le premier glitch négatif court. Ensuite, le second glitch
entraîne un seul train d'oscillations qui compense les autres oscillations induites par
le premier glitch. Il ne reste donc, au ﬁnal, qu'une seule oscillation négative courte.
Nous pouvons donc en conclure, a posteriori, que les paramètres d'injection trou-
vés empiriquement étaient bien adaptés à l'injection de fautes.
3.4 Conclusion
Dans ce chapitre les injections de fautes à l'aide de perturbations statiques ont
été tout d'abord étudiées. Il a été démontré expérimentalement qu'une diminution
statique de la tension d'alimentation ou qu'une augmentation statique de la tem-
pérature induisent les mêmes fautes dans un circuit synchrone qu'une augmentation
statique de la fréquence de fonctionnement. Aussi, nous avons conclu que les mé-
canismes liés à ces diﬀérents moyens d'injection de fautes sont identique, il s'agit de
violations des contraintes de temps de setup.
De plus, nous avons aussi observé l'évolution des temps de propagation en fonc-
tion de la tension et de la température et déduit que ces deux paramètres ont, au
moins sur les plages de stress étudiées, une inﬂuence quasi-linéaire sur l'évolution
des temps de propagation.
Cependant, les attaques statiques ne permettent pas de viser systématiquement
une ronde de calcul choisie. Une bonne maîtrise de la précision temporelle est indis-
pensable pour la réalisation de certaines attaques. Aussi, dans un second temps, les
injections de fautes à l'aide de perturbations transitoires de tension et de fréquence
ont été étudiées.
Une phase d'essais/erreurs nous a permis de converger vers une double injection
(avec deux générateurs de glitchs de tension). Une autre phase de calibration nous a
permis de trouver des paramètres permettant une injection de fautes avec un bonne
précision temporelle. Les fautes induites par les diminutions dynamiques de tension
ont été une nouvelle fois identiques à celles induites par les variations de fréquence.
Nous avons donc pu en conclure qu'il s'agissait encore de violations des contraintes
de temps de setup.
Enﬁn, l'implémentation d'un voltmètre intégré sur le FPGA cible nous a permis
d'observer les perturbations réellement injectées sur la tension interne du circuit
et de mieux comprendre le mécanisme d'injection de fautes. Nous avons observé
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notamment qu'un glitch de tension entraîne des oscillations amorties sur la tension
d'alimentation interne du circuit. Ces oscillations sont dues aux fronts montant et
descendant du glitch injecté. De ce fait, les glitchs positifs comme les glitchs négatifs
induisent des perturbations négatives (et positives) sur la tension interne du circuit
attaqué. Les deux types de glitchs sont donc susceptibles d'induire des violations de
contraintes temporelles sur le temps de setup.
L'injection de fautes par violation de contraintes temporelles à l'aide d'un glitch
positif a part ailleurs été illustré expérimentalement avec un glitch positif (+8V ;
50ns) induisant des fautes identiques et une précision temporelle similaire à un glitch
négatif (-14 ; 100ns).
Suite à ces observations, nous avons aussi conclu a posteriori que les paramètres
trouvés empiriquement pour l'utilisation d'une double injection de glitchs étaient
adaptés et fournissaient une bonne résolution temporelle.
Tous les moyens d'injection connus (à l'exception du laser) peuvent induire
des violations de contraintes temporelles. Dans [Endo 2012] et [Selmane 2011] les
auteurs proposent un détecteur générique basé sur un délai de garde et pro-
tégeant le circuit contre les injections de fautes par violations de contraintes tem-
porelles. Cependant, dans le même temps, il a été évoqué dans [Poucheret 2011]
et [Dehbaoui 2012b] que les impulsions électromagnétiques pouvaient induire des
perturbations locales sur la tension d'alimentation interne du circuit. Aussi dans le
chapitre suivant, l'eﬃcacité d'un tel détecteur face à des injections électromagné-
tiques sera étudiée.
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Le détecteur DVCT a été proposé dans la littérature pour détecter des tentatives
d'injection de fautes par violation de contraintes temporelles. Son eﬃcacité a été
montré démontré dans [Gomina 2014] vis-à-vis de moyens d'injection dits "globaux"
(aﬀectant l'ensemble du circuit). Cependant, les fautes induites par des impulsions
électromagnétiques sont décrites comme étant localisées au voisinage de l'antenne
d'injection.
Ce chapitre a pour objectif d'étudier la vulnérabilité du détecteur DVCT vis-à-
vis des attaques électromagnétiques. Dans un premier temps, le détecteur sera réglé
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de façon à être eﬃcace contre les moyens d'injection "globaux". Ensuite le circuit
sera soumis à des impulsions électromagnétiques qui sont supposées "locales" et l'ef-
ﬁcacité du détecteur sera étudiée. Enﬁn, l'importance des caractéristiques physiques
de l'antenne d'injection sera abordée.
4.1 Réglage du détecteur
Dans le cas où le circuit est soumis à des attaques globales, un seul détecteur
correctement calibré est suﬃsant pour protéger l'ensemble du circuit. Dans un pre-
mier temps, l'AES et un seul détecteur DVCT ont été implémentés sur le circuit
cible.
Pour que le détecteur soit fonctionnel, son délai de garde doit être plus long que
le temps le plus critique de l'AES. Nous avons mesuré les temps critiques pour 10 000
couples {Message, Clé secrète} tirés aléatoirement. La ﬁgure 4.1 présente les chemins
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Figure 4.1  Mesure de 10000 chemins critiques de l'AES
La répartition statistique des temps critiques semble suivre une loi normale com-
plètement atténuée après 8,510ns. De ce fait, le délai de garde de la contre-mesure a
été calibré pour être supérieur à 8,530ns satisfaisant ainsi aux critères de fonction-
nement du détecteur.
Ensuite, le circuit cible a été soumis à des glitchs de tension et d'horloge visant
la ronde 9 de l'AES pour 10 000 couples {Message, Clé secrète}. Les ﬁgures 4.2 et
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4.3 reportent les résultats obtenus dans le cadre d'attaques statiques pour un seul
couple {Message, Clé secrète}. Le taux de déclenchement de l'alarme (en rouge)
et le taux d'injection de fautes (en bleu) sont représentés en fonction du stress
statique appliqué au circuit. La ﬁgure 4.2 représente les résultats pour une attaque
en fréquence et la ﬁgure 4.3 représente les résultats pour une attaque en tension
pour un couple {Message, Clé secrète}.
































injection de faute sur AES
Figure 4.2  Détection de glitchs d'horloge pour un couple {Message, Clé secrète}
































Figure 4.3  Détection de glitchs d'alimentation pour un couple {Message, Clé
secrète}
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La ﬁgure 4.2, illustre une détection systématique pour toutes les périodes d'hor-
loge inférieures 8,55ns et les premières injections de fautes pour des périodes d'hor-
loge inférieure à 8,11ns.
La ﬁgure 4.3, illustre une détection systématique pour toutes les amplitudes de
glitch supérieures à 20V et les premières injections de fautes pour les amplitudes de
glitch supérieures à 28V.
Pour tous les couples {Message, Clé secrète} considérés le détecteur a été eﬃcace
et aucune faute n'a été injectée sans que l'alarme ne soit active.
4.2 Eﬃcacité du détecteur vis-à-vis d'attaques électro-
magnétiques
Dans [Dehbaoui 2012b] les auteurs suggèrent que les impulsions électromagné-
tique ont pour eﬀet d'injecter des variations de tension conﬁnées au voisinage de
l'antenne. Ce caractère de localisation de l'injection nous laisse penser que des fautes
peuvent être injectées potentiellement assez loin du détecteur pour ne pas déclencher
d'alarme.
4.2.0.1 Analyse des limitations spatiales du détecteur vis-à-vis d'at-
taques électromagnétiques
Aﬁn d'étudier le comportement du circuit vis-à-vis des injections électromag-
nétiques, l'intégralité de la surface du circuit non décapsulé a été scannée (XY)
par pas de 100µm (position Z au dessus du circuit constante). Pour chacune des
positions de l'antenne (1mm de diamètre), l'amplitude du glitch de tension envoyé
a été augmentée progressivement de 0V à 200V par pas de 10V. Pour chacune de
ces amplitudes, l'attaque a été rejouée 100 fois consécutives. L'état du détecteur et
le message chiﬀré en sortie de l'AES sont relevés. Les ﬁgures 4.4 et 4.5 présentent
les taux de déclenchement de l'alarme du détecteur en fonction de la position de
l'antenne pour deux tensions d'injection diﬀérentes. La ﬁgure 4.4 a été obtenue en
injectant des impulsions de tension de 20ns et de 100V d'amplitude dans l'antenne.
La ﬁgure 4.5 a été obtenue en injectant des impulsions de tension de 20ns et de
200V d'amplitude dans l'antenne.
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Figure 4.4  Taux de détection de l'alarme en fonction de la position de l'antenne
au dessus de la puce : (20ns - 100V)
Figure 4.5  Taux de détection de l'alarme en fonction de la position de l'antenne
au dessus de la puce : (20ns - 200V)
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La zone de couverture du détecteur s'étend avec l'augmentation de la puissance
de l'impulsion électromagnétique : de 500µm × 200µm à 1500µm × 1500µm. Si
la perturbation injectée est plus intense, alors elle a une inﬂuence signiﬁcative sur
une plus grande zone du circuit. Dans ce cas, même si l'antenne est éloignée de
l'implémentation matérielle du détecteur, les eﬀets de l'impulsion peuvent entraîner
un déclenchement de l'alarme. En réduisant l'amplitude de l'injection électromag-
nétique la zone de détection diminue (mais la sensibilité aux fautes aussi).
Avec les paramètres d'injections considérés (durée de 20ns et impulsions élec-
triques comprises entre 0 et 200V), aucune faute n'a été injectée sur l'AES. Aussi,
l'eﬃcacité du détecteur n'est pas remise en cause. Cependant, les résultats obtenus
ont montré le caractère local de l'injection électromagnétique. De plus, si des alarmes
ont été déclenchées c'est que le délai de garde du détecteur a été modiﬁé, ce qui tend
à conﬁrmer que les impulsions électromagnétiques pourraient induire des violations
de contraintes temporelles.
4.2.0.2 Injection de fautes non-détectées à l'aide d'impulsions électro-
magnétiques
Dans la suite de l'étude la tension d'alimentation statique a été réduite à 1,1V
(au lieu de 1,2V) aﬁn de rendre les temps critiques de l'AES plus longs et donc
plus vulnérables. Il s'agit d'une attaque par diminution statique de la tension. Cette
réduction de la tension d'alimentation a aussi pour eﬀet de rendre le délai de garde
du détecteur plus long et donc le déclenchement plus sensible. Ensuite, le protocole
d'injection électromagnétique présenté précédemment a été utilisé.
Les ﬁgures 4.6 et 4.7 présentent les résultats obtenus pour des injections élec-
tromagnétiques synchronisées sur la ronde 9 de l'AES et pour un couple {Message,
Clé secrète} tiré au hasard avec les paramètres d'injection suivants :
 Amplitude du glitch de tension envoyé dans l'antenne d'injection : 150V
 Durée du glitch de tension envoyé dans l'antenne d'injection : 20ns
 Tension statique d'alimentation du circuit : 1,1V
La ﬁgure 4.6 représente le taux de déclenchement de l'alarme en fonction de la
position de l'antenne au dessus du boîtier. La diminution de la tension statique a
pour eﬀet une augmentation de la zone de déclenchement du détecteur qui couvre
cette fois une surface de 3500µm × 2500µm. La ﬁgure 4.7 représente le taux d'in-
jection de fautes sur l'AES pour diﬀérentes positions de l'antenne. Nous pouvons
observer qu'une faute a été injectée sur une petite zone (200µm × 200µm) sans que
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le détecteur ne se soit déclenché (autour des coordonnées X=38 Y=25).
Figure 4.6  Taux de détection de l'alarme en fonction de la position de l'antenne
au dessus de la puce : (20ns - 150V - Vdd = 1,1V)
Figure 4.7  Taux d'injection de fautes en fonction de la position de l'antenne au
dessus de la puce : (20ns - 150V - Vdd = 1,1V)
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Ces expériences montrent qu'une faute a été injectée avec un taux d'injection
maximal de 20% sur une zone non protégée par le détecteur. Cette fois l'eﬃcacité
du détecteur vis-à-vis de la précision spatiale des injections électromagnétiques est
remise en question. De plus, le comportement non déterministe de l'injection de
faute tend une nouvelle fois à conﬁrmer l'hypothèse d'injection par violations de
contraintes temporelles.
4.2.0.3 Analyse du mécanisme d'injection de fautes lié aux impulsions
électromagnétiques
Le détecteur, basé sur un délai de garde, a une eﬃcacité spatialement localisée
contre les attaques électromagnétiques. De plus un phénomène de non déterminisme
similaire à celui observé pour des injections de fautes par violation de contraintes
temporelles sur le temps de setup a été reproduit. Ces résultats tendent à conﬁrmer
l'hypothèse que les impulsions électromagnétiques induisent aussi des violations de
contraintes temporelles.
Pour vériﬁer cette hypothèse, de nouvelles injections électromagnétiques ont été
conduites aﬁn de retrouver les mêmes fautes que celles obtenues par glitchs de tension
et glitchs d'horloge.
Le même protocole que celui décrit précédemment a été utilisé avec, cette fois,
l'amplitude du glitch de tension envoyé dans l'antenne d'injection ﬁxée à 190V. Les
résultats ont été traités sans tenir compte du déclenchement ou non de l'alarme.
La ﬁgure 4.8 représente la zone d'injection de fautes sur le chemin critique de la
ronde 9 de l'AES (première faute injectée par glitch d'horloge) pour le même couple
{Message, Clé secrète} que celui utilisé dans la section 4.2.0.2.
D'une part, nous avons observé que des fautes injectées à l'aide de glitchs d'hor-
loge peuvent être retrouvées. D'autre part, le détecteur DVCT conçu pour détecter
des violations de contraintes temporelles est eﬃcace localement vis-à-vis des injec-
tions électromagnétiques. Aussi, nous en avons conclu que les impulsions électromag-
nétiques peuvent induire localement des violations de contraintes temporelles sur le
temps de setup. Cette conclusion n'exclue pas que d'autres mécanismes d'injection
puissent intervenir dans d'autres circonstances comme par exemple le basculement
d'état d'un registre.
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Figure 4.8  Taux d'injection de fautes sur le chemin critique en fonction de la
position de l'antenne au dessus de la puce : (20ns - 190V)
4.3 Augmentation de la surface de la zone de protection
Aﬁn d'étendre la surface du circuit protégée contre les violations de contraintes
temporelles plusieurs approches ont été proposées :
 Augmentation du délai de garde et de la période de fonctionnement nominale,
 Duplication du nombre de détecteurs.
4.3.1 Augmentation du délai de garde et de la période de fonction-
nement nominale
Augmenter le délai de garde au plus proche de la période nominale d'horloge
permettrait d'augmenter la sensibilité du détecteur aux petites variations de ten-
sion. De plus, augmenter la marge temporelle entre les temps critique de l'AES et la
période de fonctionnement nominale rend l'AES moins sensible à l'injection de per-
turbations. De cette façon, si une impulsion électromagnétique est assez importante
pour perturber les calculs de l'AES, ses eﬀets se propageront sur une plus grande
partie du circuit et auront une plus grande chance de déclencher le détecteur.
Plus la marge de sensibilité (Tmarge) entre le délai de garde du détecteur (Dgarde)
et les chemins critiques de l'AES (DpMax) sera grande, plus l'injection de fautes non-
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détectées sera limitée. Aussi l'équation à respecter lors du paramétrage du détecteur
était la suivante :
Tclk − Tsetup + Tskew > Dclk2q +Dgarde > Dclk2q +DpMax (4.1)
Et cette équation devient :
Tclk − Tsetup + Tskew > Dclk2q +Dgarde > Dclk2q +DpMax + Tmarge (4.2)
Cette méthode présente cependant le désavantage d'augmenter le temps de
"slack", Tslack (temps entre le chemin le plus critique de l'AES et la période d'hor-
loge). Généralement, ce temps Tslack est diminué le plus possible pour réduire les
temps de calcul au maximum. Le détecteur peut alors introduire un coût en termes
de rapidité de fonctionnement du circuit.
4.3.2 Duplication du nombre de détecteurs
Une autre piste pour étendre la zone de protection est de dupliquer un certain
nombre de fois le détecteur. De cette façon, chaque détecteur protège une zone
diﬀérente du circuit. Cette méthode quant à elle induit un surcoût surfacique de
l'ordre de 0,25% par détecteur ajouté.
Figure 4.9  (a) FPGA décapsulé pour localisation de la puce - (b) implémentations
de l'AES (bleu) et des détecteurs (carrés rouges)
Dans le cadre de cette étude, nous avons choisi d'implémenter 5 détecteurs iden-
tiques sur le FPGA cible pour augmenter la zone de détection. La ﬁgure 4.9-a est
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une image de la face active du circuit cible décapsulé chimiquement. La ﬁgure 4.9-
b représente le placement et le routage de l'AES ainsi que la position des les 5
détecteurs (carrés rouges) sur le FPGA.
4.4 Inﬂuence du choix de l'antenne sur l'aire d'eﬀet
d'une attaque électromagnétique
L'augmentation du nombre de détecteurs permet d'augmenter la zone protégée
pour une antenne donnée. Cependant la zone d'eﬃcacité d'un détecteur dépendrait
également du couplage électromagnétique avec le circuit et donc des paramètres
physiques de l'antenne d'injection utilisée. Pour vériﬁer cette dépendance, des in-
jections ont été réalisées à l'aide de 2 antennes propriétaires diﬀérentes présentées
ﬁgure 4.10. Ces antennes sont constituées d'un noyau en ferrite autour duquel un ﬁl
de cuivre est enroulé (4 à 5 spires). L'antenne notée 'G' a un diamètre de 3000µm
et un bout plat. La seconde antenne notée 'F' a un diamètre de 500µm et un bout
appointé de 300µm suivant les recommandations de [Omarouayache 2013].
Figure 4.10  Antennes d'injections électromagnétiques propriétaires
Un couple {Message, Clé secrète} a été choisi au hasard et l'implémentation
de l'AES protégée par 5 détecteurs a été attaquée en suivant le même protocole
que celui décrit précédemment en utilisant cette fois les deux antennes F et G. Le
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tableau 4.1 reporte les résultats obtenus avec les deux antennes pour 3 tensions de
glitch (75V, 100V et 200V). Chaque ligne du tableau représente 25530 injections :
1702 positions et 15 injections par position.
Table 4.1  Caractéristiques des injections
Antenne Tension Taux de détection Nb fautes Nb fautes non-détectées
des injections
G 200V 32% 1995 0
G 100V 21% 1052 8
F 100V 6% 133 12
F 75V 5,1% 115 5
En utilisant l'antenne 'G' et une tension maximale (200V), 1995 fautes ont été
injectées. Cependant, toutes ces injections de fautes ont été accompagnées d'un
déclenchement de l'alarme. En diminuant la tension d'injection (100V) moins de
fautes sont injectées mais dans le même temps moins d'attaques sont détectées.
Dans le cas considéré, 8 fautes ont pu être injectées sans déclenchement de la contre-
mesure.
En changeant d'antenne pour une version plus ﬁne 'F' et dont le champ mag-
nétique est concentré via le noyau en ferrite appointé, le nombre de fautes diminue
encore puisque les perturbations électromagnétiques aﬀectent de plus petites zones
du circuit. Du fait de cette plus grande précision spatiale d'injection, le taux d'injec-
tion de fautes non détectées augmente signiﬁcativement : pour une tension envoyée
dans l'antenne de 100V le taux d'injection de fautes non détectées passe de 0,8%
avec l'antenne 'G' à 9% avec l'antenne 'F'. Il apparaît alors sur cet exemple que le
nombre de détecteurs nécessaires pour protéger un circuit contre des perturbations
électromagnétiques dépend de l'antenne d'injection considérée. Ce qui rend le critère
de robustesse d'une telle protection très relative à la fois à la cible et au choix de
l'antenne.
4.5 Conclusion
Dans ce chapitre un détecteur d'injection de fautes par violations de contraintes
temporelles a été implémenté et son eﬃcacité vis-à-vis d'impulsions électromag-
nétiques a été étudiée. Des injections électromagnétiques réalisées pour diﬀérentes
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positions d'antenne au dessus du boîtier ont d'abord montré le caractère localisé des
injections électromagnétiques et la limitation spatiale du détecteur. Ensuite, en com-
binant des injections électromagnétiques et une diminution statique de la tension,
des fautes non détectées ont été injectées.
L'eﬃcacité locale du détecteur et le comportement non déterministe observé lors
des injections de fautes nous ont permis de conclure que les impulsions électromag-
nétiques entraînent des violations de contraintes temporelles sur le temps de setup.
Pour améliorer la protection fournie par le détecteur deux méthodes ont été
proposées.
 La première consiste à augmenter la marge temporelle entre le délai de garde et
le chemin le plus critique de l'AES pour contraindre l'attaquant à augmenter
la puissance des impulsions pouvant entraîner des injections de fautes. Ce
qui a pour conséquence d'augmenter la probabilité que ces injections soient
détectées.
 La seconde est de multiplier le nombre de détecteurs pour augmenter le nombre
de zones protégées contre les injections électromagnétiques.
Seule la seconde méthode basée sur la duplication du détecteur a été mise en
place et son eﬃcacité a été discutée. En eﬀet, si une matrice de détecteurs protège
le circuit pour une antenne donnée, il est possible que des fautes non détectées
soient injectées à l'aide d'autres antennes construites diﬀéremment qui auraient des
propriétés d'injection diﬀérentes (une meilleure précision spatiale notamment).
Malgré les limitations spatiales du détecteur vis-à-vis des injections électromag-
nétiques, une forte densité de détecteurs autour des blocs à sécuriser peut s'avérer
eﬃcace. De plus, le détecteur a été conçu de telle sorte que son seuil de déclenchement
ne dépende pas des données manipulées par le bloc qu'il protège. Cette indépendance
entre le détecteur et le reste du circuit n'est peut-être pas vériﬁée, a fortiori si les
implémentations matérielles de ces deux éléments sont proches.
Dans le prochain chapitre, nous proposons la mise en évidence d'un nouveau
canal auxiliaire en présence du détecteur DVCT.

Chapitre 5
Mise en évidence d'un nouveau
canal auxiliaire en présence du
détecteur DVCT
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Pour protéger les circuits des attaques en fautes des détecteurs mesurent des
informations relatives à l'état du système (éclairement, tension d'alimentation,
fréquence ou température, par exemple). Les limitations de tels détecteurs ont déjà
été abordées vis-à-vis des attaques électromagnétiques dans le chapitre 4. Il a été
montré que des fautes pouvaient, dans une certaines mesure, être injectées sur le
circuit sans activer le détecteur. La question abordée dans ce chapitre concerne les
nouvelles vulnérabilités induites par le détecteur lui-même.
La sensibilité (seuil de déclenchement) du détecteur est logiquement indépen-
dante des données traitées par l'AES : elle ne dépend que de la valeur du délai de
garde. En eﬀet, son seuil de déclenchement a été conçu pour être constant et ne pas
dépendre des données sensibles du circuit. Un tel détecteur devrait théoriquement
protéger le circuit d'attaques de type FSA. Cependant, le détecteur doit être implé-
menté physiquement proche de l'AES pour détecter les injections locales telles que
les impulsions électromagnétiques. Cette proximité matérielle peut alors induire un
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couplage physique (via la réseau d'alimentation notamment) entre le détecteur et
le circuit qu'il protège. En eﬀet, les calculs internes et les changement d'état des
registres entraînent des appels de courant perturbant l'environnement électrique du
détecteur [Shang 2002], [Zick 2013]. Ces perturbations peuvent avoir une inﬂuence
suﬃsante sur le seuil de déclenchement de ce détecteur pour qu'il puisse être corrélé
aux données manipulées par l'AES.
Dans ce chapitre, la fuite d'information due au couplage électrique existant entre
la contre-mesure et l'implémentation de l'AES-128 est étudié.
5.1 Mise en évidence d'une corrélation entre le détecteur
et l'AES
Pour déclencher l'alarme du détecteur plusieurs moyens d'injection de fautes
peuvent être utilisés : augmentation de la fréquence, diminution de la tension, impul-
sions électromagnétiques, etc. Dans le cadre de cette étude, seules des augmentations
dynamiques de la fréquence seront traitées pour illustrer cette attaque.
Le stress a été augmenté par pas de 35ps de façon à faire varier une péri-
ode d'horloge de 10ns (sa valeur nominale) à 7,9ns (∆t = 60 × 35ps). En-
suite pour chaque stress s ∈ [0..60] visant la ronde 1 de l'AES, chaque message
Mn a été chiﬀré mmax fois. Pour chaque chiﬀrement m ∈ [1..mmax] du mes-
sage Mn avec un stress s, l'attaquant enregistre l'état de l'alarme A[n,m, s] (ac-
tivée ou désactivée). À la ﬁn de l'expérience, une matrice des états de l'alarme
A[0..nmax, 1..mmax, 0..smax] est obtenue avec dans notre cas nmax = 255, mmax =
1000 et smax = 60. Cette matrice indique pour un stress, s, imposé au circuit pen-
dant le meme chiﬀrement du neme message si le détecteur a été déclenché ou non.
(A[message,itération,intensité du stress] ∈ [0, 1]).
La source d'information que nous voulons exploiter dans cette attaque est le taux
de détection du détecteur pour un stress donné en fonction du message en entrée de
l'AES. Le taux de déclenchement du détecteur pour les mmax chiﬀrements du neme
message soumis à un stress s est donné par l'équation 5.1 :
Tn[s] =
∑mmax
i=1 A[n, i, s]
mmax
(5.1)
La ﬁgure 5.1 représente le taux de détection du détecteur en fonction du stress
appliqué au circuit pour 3 messages Mn diﬀérents (n = 120, n = 139 et n = 169).
Bien que le seuil de détection du détecteur ait été conçu pour ne pas dépendre des
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données, des variations du seuil de détection sont observées pour les 3 messages
considérés dans cet exemple :
 T120[50] ≈ 60%,
 T139[50] ≈ 50%,
 T169[50] ≈ 30%.
Il s'agit ici d'une preuve expérimentale que les données traitées par l'AES ont























Figure 5.1  Sensibilité de la contre-mesure à la ronde 1 de l'AES pour 3 messages
diﬀérents
5.2 Exploitation du nouveau canal auxiliaire
L'inﬂuence des données traitées par l'AES sur le seuil de déclenchement a été
montré expérimentalement. Dans cette section, les techniques de corrélation clas-
siques utilisées dans les attaques de type CPA ou FSA vont être mises en ÷uvre pour
vériﬁer que l'inﬂuence observée ﬁgure 5.1 constitue un canal auxiliaire exploitable.
5.2.1 Description de l'attaque
Dans le chemin d'attaque considéré, l'attaque se base sur un eﬀet dérivé de la
consommation de courant plutôt que sur la consommation de courant elle-même.
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Cette attaque peut être assimilée à une FSA basée sur le seuil de détection du
détecteur plutôt que sur le seuil d'injection de fautes.
L'hypothèse est la suivante :
 Les calculs de l'AES ont un eﬀet sur la consommation de courant,
 La consommation de courant a un eﬀet sur le délai de garde du détecteur,
 Les variations du délai de garde peuvent être mesurées en augmentant le stress
progressivement jusqu'au déclenchement de l'alarme.
Ensuite, un protocole identique à celui utilisé pour une FSA ou une CPA peut être
appliqué pour observer la corrélation entre le seuil de détection du détecteur et les
données sensibles de l'AES.
Pour mettre en place l'attaque, la première ronde de l'AES a été visée de façon
à ce que les calculs des 16 octets soient encore indépendants. De fait, chaque octet
peut être étudié séparément des autres (diviser pour régner). Aussi dans la suite
de cette étude seuls les résultats obtenus pour le premier octet seront présentés en
détail.
L'objectif est de retrouver la clé secrète K de l'AES (inconnue de l'attaquant).
Pour cela l'attaquant peut commander à l'AES de chiﬀrer des messages Mn
autant de fois qu'il le souhaite (connu de l'attaquant).
L'attaquant va ensuite mesurer le taux de déclenchement du détecteur pour les
diﬀérents messages considérés quand le circuit est soumis à diﬀérents stress s ∈
[0..smax] (pour s = 0 le circuit fonctionne normalement).
T0..nmax [0..smax] est le taux de déclenchement du détecteur pour les chiﬀrements
du message Mn avec la clé K quand le circuit est soumis à un stress s : observable
par l'attaquant.
Pour que l'attaque puisse être mise en place l'attaquant doit pouvoir comparer
ses observations à des grandeurs calculées théoriquement en fonction d'hypothèses
faites sur la clé : la fonction de sélection. Dans le cas considéré, l'existence d'une
relation linéaire entre la valeur d'un bit, b, en sortie du premier SubBytes et le
taux de déclenchement du détecteur est supposée.
SB(b) est la valeur du bit b de l'octet considéré en sortie du premier SubBytes
de l'AES : inconnu de l'attaquant mais liée physiquement au taux de déclenchement
du détecteur. Le ieme octet de SB dépend uniquement du ieme octet de Mn et du
ieme octet de K.
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L'équation 5.2 explicite l'hypothèse de corrélation linéaire faite par l'attaquant :
∃s ∈ [1..smax] tel que ∀Mn avec n ∈ [1..nmax], T0..nmax [s] = α× SB[n,K](b) + β
(5.2)
L'attaquant simule ensuite l'algorithme en utilisant les mêmes messagesMn et en
faisant des hypothèses sur la clé secrèteKh. Il obtient ainsi des valeurs hypothétiques
en sortie du premier SubBytes.
 SB[0..nmax, 0..hmax](b) sont les hypothèses faites par l'attaquant.
Enﬁn, l'attaquant cherche la bonne hypothèse de clé en comparant les coeﬃcients
de corrélation de Pearson entre les hypothèses de clé et les mesures obtenues pour
un stress s donné :
 ρKh [s](SB[0..nmax, h](b), T0..nmax [s]) est coeﬃcients de corrélation : calculé par
l'attaquant pour validé ou non une hypothèse de clé.
Si l'hypothèse de clé Kh est fausse alors le coeﬃcient de corrélation sera proche
de zéro pour tout stress s (ρ < 0, 2). Par contre, si l'hypothèse de clé est correcte,
Kh = K, alors le coeﬃcient de corrélation sera diﬀérent de zéro pour au moins un
stress s (ρ > 0, 2).
5.2.2 Mise en ÷uvre de l'attaque
Pour vériﬁer l'existence d'une corrélation exploitable entre les déclenchements
du détecteur (observables) et les données manipulées par l'AES en sortie du premier
SubBytes (hypothèses), chaque message a été chiﬀré 1000 fois pour chacun des 60
stress diﬀérents. Ensuite le taux de déclenchement du détecteur, Tn[s], obtenu pour
chaque messageMn et pour chaque stress s a été corrélé avec la fonction de sélection
SB[n, h](b), pour toutes les hypothèses de clé, Kh.
La ﬁgure 5.2 représente le coeﬃcient de corrélation de Pearson, ρKh [s], pour
toutes les hypothèses de clé, Kh, avec SB[n, h](1) utilisé comme fonction de sélec-
tion. Dans ce cas la bonne hypothèse de clé (en rouge) ne ressort pas. C'est à dire
qu'il n'existe aucun stress s pour lequel la valeur absolue du coeﬃcient de corrélation
relatif à la bonne hypothèse de clé, ρKcorrect [s], est très supérieur à tous les autres
coeﬃcients ρKincorrect [s].
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Figure 5.2  Corrélation de Pearson, ρKh [s] pour les 256 hypothèses de clé Kh en


























Figure 5.3  Corrélation de Pearson, ρKh [s] pour les 256 hypothèses de clé Kh en
utilisant la fonction de sélection SB[n, h](4) pour les stress s ∈ [44..57]
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La ﬁgure 5.3 représente le coeﬃcient de corrélation de Pearson, ρKh [s], pour
toutes les hypothèses de clé, Kh, avec SB[n, h](4) utilisé comme fonction de sélec-
tion. Dans ce cas la bonne hypothèse de clé (en rouge) ressort. C'est à dire qu'il
existe au moins un stress s pour lequel la valeur absolue du coeﬃcient de corrélation
relatif à la bonne hypothèse de clé, ρKcorrect [s], est très supérieur à tous les autres
coeﬃcients ρKincorrect [s].
La ﬁgure 5.4 représente le coeﬃcient de corrélation de Pearson, ρKh [s], pour
toutes les hypothèses de clé, Kh, avec SB[n, h](8) utilisé comme fonction de sélec-
tion. Dans ce cas la bonne hypothèse de clé (en rouge) ressort légèrement notamment


























Figure 5.4  Corrélation de Pearson, ρKh [s] pour les 256 hypothèses de clé Kh en
utilisant la fonction de sélection SB[n, h](8) pour les stress s ∈ [44..57]
Ces résultats conﬁrment que le seuil de déclenchement du détecteur peut être une
source d'information exploitable pour retrouver la clé secrète. De plus, ils montrent
aussi que le taux de déclenchement n'est pas corrélé à un seul bit en sortie de
SubBytes mais que tous les bits n'ont pas la même inﬂuence sur la sensibilité du
détecteur.
Dans le cas décrit ici, l'attaque a été menée avec 15360000 injections de glitchs
d'horloge (256 messages × 60 stress × 1000 chiﬀrements) pour chaque octet. Dans la
sous-section suivante le nombre d'injections nécessaires est optimisé en n'appliquant
qu'un seul stress s.
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5.2.3 Optimisation pratique de l'attaque
La corrélation de Pearson ne peut être eﬃcace que pour des stress mettant le
détecteur dans son état non-déterministe. C'est à dire pour des stress s tels que
∀n ∈ [0..255], 0 < Tn[s] < 100. En eﬀet, si le taux de détection est nul quel que soit
le message Mn considéré (pour un stress trop faible), il n'y a aucune information à
corréler avec la fonction de sélection. De la même façon, si le taux de détection est
maximal quel que soit le message Mn considéré (pour un stress trop important), il
n'y a aucune information à corréler avec la fonction de sélection. De plus, n'appliquer
au circuit qu'un seul stress bien choisi peut être suﬃsant pour mener l'attaque.
Les eﬃcacités de diﬀérents stress ont été comparées en utilisant la guessing en-
tropy, GE(s). La GE est un outil d'évaluation [Standaert 2009] qui indique la po-
sition moyenne de la bonne hypothèse de clé après une attaque. Quand l'attaque
considérée est une attaque par observation telle que la CPA, la GE est habituelle-
ment tracée en fonction du nombre total d'observations. Dans le cas de l'attaque
présentée dans ce chapitre qui est une attaque par perturbation, la GE est tracée en
fonction du nombre total d'injections. De plus, dans ce cas précis, une alarme doit
être déclenchée pour permettre l'attaque et retrouver la clé secrète. Cependant, en
fonction de la capacité de l'attaquant à désactiver les eﬀets qu'aurait un déclenche-
ment de l'alarme, ce nombre de détections peut être très limitant. Alors la GE a
aussi été tracée en fonction du nombre d'injections ayant induit un déclenchement
du détecteur.
Pour obtenir la position moyenne de la bonne hypothèse de clé, l'attaque a été
répétée 200 fois et les résultats sont présentés sur les ﬁgures 5.5 et 5.6. La ﬁgure
5.5 représente la position moyenne de la bonne hypothèse de clé (GE(s)) pour 4
stress s = 45, s = 46, s = 49 et s = 55 en fonction du nombre total d'injections.
Dans cette ﬁgure il apparaît que la GE tend plus rapidement vers 1 quand le stress
considéré (48 ≤ s ≤ 53) entraîne un taux de détection compris entre 20% et 80%.
Dans le cas présenté dans ce chapitre, pour s = 49 il a fallu à peu près 7000
glitchs d'horloge injectés pour retrouver la bonne hypothèse de clé. Cependant le
nombre de déclenchements du détecteur peut être une limitation pratique à la mise
en place de cette attaque. La ﬁgure 5.6 présente les mêmes résultats en fonction du
nombre d'alarmes déclenchées. Cette ﬁgure montre qu'attaquer le circuit avec un
stress induisant un taux de déclenchement inférieur à 30% peut être une stratégie
intéressante pour minimiser le nombre de détections nécessaires aﬁn de retrouver la
bonne hypothèse de clé.
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Dans le cas présenté ici, un stress moyen s = 49 minimise le nombre total
d'injections (environ 7000) et un stress faible s = 46 minimise le nombre total













































































Figure 5.6  Nombre total de déclenchements
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5.2.4 Résultats obtenus pour l'ensemble des octets de la clé
La ﬁgure 5.7, illustre les résultats obtenus pour chaque octet de la clé secrète
avec un stress s = 49 et 1000 chiﬀrements pour chaque message considéré (soit un
total de 4081000 injections). Le nombre total de chiﬀrements pourrait être diminué
sans altérer le résultat mais cette section n'a pas pour objectif d'optimiser l'attaque
mais de montrer la similarité des résultats pour tous les octets de la clé.
















































































































































































































































Figure 5.7  Indice de corrélation pour chaque octet de la clé avec s = 49 et
mmax = 1000
Sur la ﬁgure 5.7, pour chaque octet, seul le bit ayant donné les meilleurs résultats
de corrélation est représenté. Il apparaît que le bit ayant la plus grosse inﬂuence
linéaire sur le seuil de déclenchement du détecteur n'est pas toujours le même (bit
4 pour les octets 1 et 2, bit 7 pour l'octet 3, etc.) et que la corrélation n'est pas
toujours positive.
5.3 Conclusion
Dans ce chapitre un nouveau chemin d'attaque a été mis en évidence. Cette
attaque exploite un couplage électrique entre blocs logiquement indépendants pour
retrouver des informations secrètes. Pour illustrer cette fuite d'informations, un AES
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a été implémenté sur un FPGA. Cet AES était protégé contre les injections de fautes
par un détecteur basé sur un délai de garde. Ce détecteur et l'AES étant supposés
être deux blocs logiquement indépendants, le seuil de déclenchement du détecteur
ne devrait pas dépendre des calculs de l'AES.
Cependant, les expériences ont montré qu'une corrélation entre la sensibilité
du détecteur et les données sensibles manipulées par l'AES existait. Cette fuite
d'information nous a permis de retrouver la clé secrète de l'AES.
Ce résultat est particulièrement intéressant parce qu'il met en avant une vul-
nérabilité du détecteur vis-à-vis d'une attaque de type FSA alors que celui-ci était
conçu pour empêcher ce genre d'attaques.
Néanmoins, ce chemin d'attaque implique que de nombreuses alarmes soient
déclenchées, ce qui peut être une limitation à son eﬃcacité pratique. Dans le cadre
de cette étude nous avons essayé de diminuer le nombre de détections en attaquant
le circuit avec un stress plus faible.
Il faut toutefois préciser que le déclenchement d'une alarme n'est pas systéma-
tiquement problématique. En eﬀet, la stratégie de sécurité du circuit peut être d'ef-
facer la clé secrète stockée dans une mémoire non volatile. Cette stratégie entraîne
une surconsommation d'énergie signiﬁcative pouvant être détectée par l'attaquant
qui peut alors couper l'alimentation du circuit avant que cet eﬀacement ne soit
eﬀectué.
Le canal auxiliaire présenté dans ce chapitre exploite donc un couplage électrique
entre blocs indépendants qui pourraient être applicable à d'autres capteurs.

Conclusion générale
L'objectif de cette thèse était d'étudier dans un premier temps les moyens d'in-
jection de fautes pouvant conduire à des violations de contraintes temporelles et
permettant la cryptanalyse physique de circuits sécurisés. Dans un second temps,
elle portait sur l'étude des vulnérabilités d'un détecteur conçu pour protéger le cir-
cuit cible des injections de fautes par violations des contraintes temporelles. En
eﬀet, si un algorithme cryptographique peut être mathématiquement sûr, son im-
plémentation matérielle quant à elle peut être la cible de nombreuses attaques et les
protections contre certaines d'entre-elles peuvent à leur tour être la source de nou-
velles vulnérabilités. La caractérisation du niveau de sécurité d'un circuit devient
donc une tache particulièrement diﬃcile.
Dans le premier chapitre, un état de l'art sur les attaques matérielles permettant
une cryptanalyse physique des circuits sécurisés a été présenté. Ce chapitre a permis
d'une part, d'orienter l'étude vers certains moyens d'injection supposés induire des
violations de contraintes temporelles et d'autre part, d'introduire diﬀérentes méth-
odes pour traiter les résultats obtenus dans la cadre d'une cryptanalyse physique.
Dans le chapitre 2, les bancs d'injections utilisés dans le cadre de cette thèse
(variations statiques ou dynamiques de la tension, de la fréquence, de la température
et de l'environnement électromagnétique) ont été présentés. Les implémentations
matérielles d'un AES-128 qui a servi de cible et d'un détecteur dont l'eﬃcacité a
été discutée ont aussi été décrits. Pour ﬁnir, un voltmètre embarqué qui a été utilisé
pour observer les perturbations internes du circuit cible a été introduit.
Dans le chapitre 3, les techniques d'injection de fautes statiques présentées dans
l'état de l'art (diminution de la tension, augmentation de la fréquence et augmenta-
tion de la température) ont été mises en pratique sur une implémentation de l'AES
sur FPGA. Il a été démontré expérimentalement qu'une diminution de la tension
d'alimentation ou qu'une augmentation de la température induisent les mêmes fautes
dans un circuit synchrone qu'une augmentation de la fréquence de fonctionnement.
Aussi nous avons conclu que ces trois moyens d'injection partagent le même mé-
canisme d'injection à savoir les violations des contraintes de temps de setup. Les
évolutions des temps critiques de l'AES en fonction de la tension d'alimentation
et de la température ont aussi été observées. Dans les plages de stress considérées,
c'est deux paramètres ont des inﬂuence quasi-linéaire sur l'évolution des temps de
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propagation. Cependant, les attaques statiques ne permettent pas de viser systé-
matiquement une ronde donnée de l'AES. Alors, les perturbations transitoires de
tension ont été étudiées et les fautes injectées de cette façon ont été comparées
aux fautes obtenues par variations dynamiques de la fréquence. D'abord, une phase
d'essais/erreurs a permis de converger vers une double injection (avec deux généra-
teurs de glitchs de tension) et de trouver des paramètres permettant une injection
de fautes avec une bonne précision temporelle. Les fautes induites par les diminu-
tions dynamiques de tension étant identiques aux fautes induites par les variations
de fréquence, nous avons conclu qu'il s'agissait encore dans ce cas de violations
des contraintes de temps de setup. Enﬁn, l'implémentation d'un voltmètre intégré
sur le FPGA cible nous a permis d'observer les perturbations réellement injectées
et de mieux comprendre le mécanisme d'injection de fautes. Nous avons constaté
notamment qu'un glitch de tension entraîne des oscillations amorties sur la ten-
sion d'alimentation du circuit synchronisées sur les fronts montant et descendant
du glitch. Il a été démontré expérimentalement que des glitchs positifs pouvaient
aussi induire des violations de contraintes de temps de setup. Enﬁn, les observations
faites à l'aide du voltmètre embarqué nous ont aussi permis de conclure a posteriori
que les paramètres trouvés empiriquement pour la double injection de glitchs étaient
bien adaptés à l'injection de fautes (bonne résolution temporelle).
L'eﬃcacité du détecteur basé sur un délai de garde et protégeant le circuit contre
les injections de fautes par violations de contraintes temporelles a été étudiée face
à des injections électromagnétiques a été étudié dans le chapitre 4. Les expériences
ont montré le caractère localisé des injections électromagnétiques et la limitation
spatiale de l'eﬃcacité du détecteur. De plus, nous avons montré que les impulsions
électromagnétiques induisent localement des violations de contraintes temporelles.
Pour améliorer la protection fournie par le détecteur, deux méthodes ont été pro-
posées. La première est d'augmenter la marge temporelle entre le délai de garde
et le chemin le plus critique de l'AES pour contraindre l'attaquant à augmenter
la puissance des injections pouvant entraîner une faute et donc la probabilité que
ces injections soient détectées. La seconde est de multiplier le nombre de détecteurs
pour augmenter le nombre de zones protégées contre les injections électromagné-
tiques. Seule la seconde méthode a été mise en place et son eﬃcacité a été discutée.
En eﬀet, si une matrice de détecteurs protège eﬃcacement le circuit pour une an-
tenne donnée, il se peut que des fautes non détectées puissent être injectées avec
d'autres antennes construites diﬀéremment de façon à avoir des eﬀets encore plus
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localisés.
Finalement, dans le chapitre 5, un nouveau canal auxiliaire exploitant les varia-
tions de la sensibilité du détecteur a été proposé et validé expérimentalement. Cette
attaque exploite le couplage électrique existant entre les données manipulées par
l'AES et la valeur du délai de garde du détecteur. À cause des variations électriques
induites par l'AES sur le réseau d'alimentation, la sensibilité de l'alarme varie suﬀ-
isamment pour que cette corrélation soit exploitable. Ce résultat est particulièrement
intéressant parce qu'il met en avant une vulnérabilité du détecteur vis-à-vis d'une
attaque de type FSA alors que celui-ci était conçu pour empêcher ce genre d'at-
taques. Néanmoins, ce chemin d'attaque implique que beaucoup d'alarmes soient
déclenchées, ce qui peut être une limitation à son eﬃcacité pratique.
En terme de perspective à ces diﬀérents résultats obtenus, le voltmètre embarqué
pourrait être utilisé pour observer des attaques électromagnétiques et mieux com-
prendre le mécanisme de propagation et ainsi améliorer la disposition des détecteurs.
Des techniques de masquage pourraient être utilisées pour décorréler les variations
de la sensibilité de ce dernier et les données sensibles. Ainsi l'attaque présentée
dans le chapitre 5 pourrait être reconduite pour vériﬁer l'eﬃcacité de cette méthode
de protection. Enﬁn, il est apparu que le seuil de détection d'un détecteur pouvait
dépendre de l'implémentation matérielle de l'algorithme. Aussi l'étude de ce seuil de
détection pourrait être utilisé dans le domaine de la détection de chevaux de Troie
matériels (modiﬁcations malveillantes du circuit). En eﬀet la présence de chevaux
de Troie peut avoir pour eﬀet d'augmenter la consommation locale de courant et de
ce fait modiﬁer les seuils de déclenchement des détecteurs.
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Résumé :
Si un algorithme cryptographique peut être mathématiquement sûr, son implé-
mentation matérielle quant à elle est souvent la cible de nombreuses attaques. Cette
thèse porte sur l'étude des mécanismes d'injection de fautes pouvant permettre une
cryptanalyse physique des circuits sécurisés et sur la conception de contre-mesures
matérielles pour empêcher ou détecter ces attaques.
Dans un premier temps une mise en pratique d'injection de fautes sur une im-
plémentation matérielle de l'aes a été menée à l'aide d'attaques physiques non-
invasives : variations statiques et dynamiques de la tension, de la fréquence, de la
température et de l'environnement électromagnétique. La comparaison des fautes
injectées nous a permis de conclure que ces diﬀérentes attaques partagent un mé-
canisme d'injection identique : la violation de contraintes temporelles.
La conception et l'implémentation d'un voltmètre intégré nous a permis d'ob-
server les perturbations internes dues aux attaques par variations transitoires de la
tension. Ces observations ont permis une meilleure compréhension du mécanisme
128 Résumé
d'injection de fautes associé et une amélioration de la précision temporelle de ces
injections.
Ensuite, un détecteur a été implémenté et son eﬃcacité face à des attaques
électromagnétiques a été étudiée. Du fait de la localité spatiale de ces attaques,
la zone eﬀectivement protégée par le détecteur est limitée. Une implémentation de
plusieurs détecteurs a été suggérée pour étendre la zone de protection.
Enﬁn, un nouveau chemin d'attaque exploitant la sensibilité du détecteur a été
proposé et validé expérimentalement. Cette attaque utilise le couplage électrique
existant entre l'aes et le détecteur. A cause de ce couplage électrique la sensibilité
de l'alarme varie en fonction des données traitées par l'aes.
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Abstract :
Even if a cryptographic algortihm could be mathematically secure, its physical
implementation could be targeted by several attacks. This thesis focus on time-based
fault injection mechanisms used for physical cryptanalysis of secure circuits.
First, practical fault injections have been performed on a hardware aes imple-
mentation using non-invasive attacks : static and dynamic variations of the power
supply voltage, frequency, temperature and electromagnetic environement. Then a
comparison of these obtained faults led us to conclude that these diﬀerent injection
means share a common injection mecanism : timing constraints violations.
An on-chip voltmeter has been designed and implemented to observe internal
disturbences due to voltage glitchs. These observations led to a better understanding
of the fault injection mecanism and to a better temporal accuracy.
Then, a contermeasure has been designed and its eﬀectiveness against electro-
magnetic attacks has been studied. Because of the electromagnetic pulses local ef-
fects, the aera eﬀectively protected by the countermeasure is limited. The imple-
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mentation of several countermeasures has been considered in order to extend the
protected aera.
Finally, a new attack path using the countermeasure detection threshold varia-
tions has been proposed and experimentaly validated. This attack exploit the elec-
trical coupling between the aes and the coutnermeasure. Because of this coupling
the countermeasure sensitivity variations are related to data handled by the aes.
