This research work employed a simulation study to evaluate six outlier techniques: t-Statistic, Modified Z-Statistic, Cancer Outlier Profile Analysis (COPA), Outlier Sum-Statistic (OS), Outlier Robust t-Statistic (ORT), and the Truncated Outlier Robust t-Statistic (TORT) with the aim of determining the technique that has a higher power of detecting and handling outliers in terms of their P-values, true positives, false positives, False Discovery Rate (FDR) and their corresponding Receiver Operating Characteristic (ROC) curves. From the result of the analysis, it was revealed that OS was the best technique followed by COPA, t, ORT, TORT and Z respectively in terms of their P-values. The result of the False Discovery Rate (FDR) shows that OS is the best technique followed by COPA, t, ORT, TORT and Z. In terms of their ROC curves, t-Statistic and OS have the largest Area under the ROC Curve (AUC) which indicates better sensitivity and specificity and is more significant followed by COPA and ORT with the equal significant AUC while Z and TORT have the least AUC which is not significant.
Introduction
In statistics, an outlier is an observation that is numerically distant from the rest of the data. [1] Grubbs (1969) defined an outlier as an observation that appears to deviate markedly from other members of the sample in which it occurs. [2] Hawkins (1980) formally defined the concept of an outlier as "an observation which de-viates so much from the other observations so as to arouse suspicions that it was generated by a different mechanism". Outliers are also referred to as abnormalities, discordants, deviants, or anomalies in data mining and statistics literature [3] (Aggarwal, 2005) . Outliers can also be defined in a closed bound: For example, if 1 Q and 3 Q are the lower and upper quartiles of a sample, then one can define an outlier to be any observation outside the range:
, Q k Q Q Q k Q Q   − − + −   for some constant k [4] (Barnett and Lewis, 1994) . Outliers can occur by chance in any distribution, but they are often indicative either of measurement error or that the population has a heavy-tailed distribution. Outliers provide interesting case studies. They should always be identified and discussed. They should never be ignored, or "swept under the rug". In any scientific research, full disclosure is the ethical approach, including a disclosure and discussion of the outliers.
In many analyses, outliers are the most interesting things. Outliers often provide valuable insight into particular observations. Knowing why an observation is an outlier is very important. For example, outlier identification is a key part of quality control. The box plot and the histogram can also be useful graphical tools in checking the normality assumption and in identifying potential outliers. While statistical methods are used to identify outliers, non-statistical theory (subject matter) is needed to explain why outliers are the way that they are.
In sampling of data, some data points will be farther away from the sample mean than what is deemed reasonable. This can be due to incidental errors or flaws in the theory that generated an assumed family of probability distributions or it may be that some observations are far from the center of the data. Outlier points can therefore indicate faulty data, erroneous procedures, or areas where a certain theory might not be valid. Outliers can occur by chance in any distribution, but they are often indicative either of measurement error or that the population has a heavy-tailed distribution. In the former case one wishes to discard them or use statistics that are robust to outliers, while in the latter case they indicate that the distribution has high kurtosis.
Hence, this study is set out to evaluate six different outlier techniques using their P-values, true positives, false positives, FDRs and their corresponding Receiver Operating Characteristics ROC Curves using a simulated data.
Researchers that have similar work in this regards include [ [12] Benjamini and Hochberg(1995), [13] Wu (2007) , [14] June (2012), [15] Fonseca (2004) , [16] MacDonald and Ghosh (2006) , [17] Jianhua (2008), [18] Heng(2008), [19] Ghosh (2009), [20] Lin-An et al. (2010) , [21] Ghosh (2010), [22] 
Method of Analysis
The six outlier methods include: The Modified Z-statistic, t-Statistic, OS, COPA, ORT and TORT. This paper considers a 2-class data for detecting outliers. Let x ij be the expression values for the normal group for 
With MAD denoting the median absolute deviation, y i are the observed values and y  denoting the median i Med . These authors recommended that modified Z-scores with an absolute value of greater than 3.5 be labeled as potential outliers. i.e. 0.6745 3.5
The 3 Q and IQR are the first quartile, third quartile and the interquartile range of all expressions for i respectively, n is the number observations and p is the number of sample groups. Outlier-sum statistic defines outliers in the disease group based on the pooled sample for i Accordingly, Wu (2007) 
where ( ) 
where
IQR, IQR
i O Q Q ε − + The false discovery rate can be calculated using the modified formula:
where FP and TP are the False Positive (Specificity) and the True Positive (Sensitivity). Quartiles: The 1 st quartiles Q 1 , 2 nd quartiles, the 3 rd quartiles Q 3 and the Interquartile Range IQR of each of the sample the simulated data were calculated for analysis. The quartiles can be calculated using the modified formula:
where L y is the required quartile, y is the percentile of the require quartile and n is the number of observation.
• First quartile (designated Q 1 ) = lower quartile = splits lowest 25% of data = 25th percentile.
• Second quartile (designated Q 2 ) = median = cuts data set in half = 50th percentile.
• Third quartile (designated Q 3 ) = upper quartile = splits highest 25% of data, or lowest 75% = 75th percentile. The difference between the upper and lower quartiles is called the interquartile range IQR.
Area under the ROC Curve (AUC):
The area under the ROC curve AUC can be estimated using the modified formula:
where x µ and y µ are the mean of the specificities and the sensitivities. Table 1 is random numbers generated from a normal distribution with parameters-sample size n = 27, the mean = 30.96 and the standard deviation = 10.58 given that k = 10. Where k is the number of simulations for each sample. Table 3 is random numbers generated from a normal distribution with parameters-sample size n = 27, the mean = 30 and the standard deviation = 5.46 with k = 10. Table 4 is computed parameters from the normal group samples. Table 5 . Calculated Modified Z, COPA and OS. 
Data Simulation and Application
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Two Sample t-test and Confidence Interval
Here, a two sample t-test was conducted to obtain the t-values, confidence interval and its corresponding P-values using the sample means and standard deviations from both the disease and normal group samples of the simulated data assuming equal variances. From the t-test above, sample 1 is the first sample from the disease group with parameters: n = 27, mean = 32, standard deviation = 10 and squared error = 1.9. Sample 2 also is the first sample from the normal group with parameters: n = 27, mean =28, standard deviation = 5 and squared error = 0.96, mu (1) − mu (2) is the difference between the mean of sample 1 and the mean of sample 2 and this is equal to 4. From the test also, we are 95% confident that the mean will lie between the interval (−0.31762; 8.31762).
The test hypothesis is:
H o : mu(1) = mu (2) . vs H 1 : mu(1) ≠ mu (2) . t-value = 1.86, P-value = 0.069. The degree of freedom df is calculated by adding the two sample sizes and subtracting 2 from it. i.e. (n 1 + n 2 ) -2.
Therefore df = ((27 +27) -2) = 52 with a pooled standard deviation of 7.9057 which is the square root of the pooled sample variances of the two samples assuming equal variances i.e. homogeneity of variances and since the P-value = 0.069 is greater than the significant level α = 0.05, hence H o is rejected which implies that the mean ≠ 0. Table 7 shows calculated ORT and TORT. ORT and TORT utilizes information from both the normal and the disease group sample.
From Table 16 Table 7 . Calculated ORT and TORT. Table 8 shows the summary of the computed values of all the simulated data by the six outlier methods. From the table, we have 80 samples of the simulated data from the disease group. The value for each of the outlier method Z, t-distribution, COPA, OS, ORT and TORT was calculated for each sample for comparison among the outlier methods. Table 9 shows the computed P-values. Here, P-values were computed for all the values computed by the outlier methods. The P-values were generated from the standard normal Z-distribution and t-distribution. This is based on the assumption that the Modified Z-Statistic, COPA and OS are assumed to follow a normal distribution while the t-Statistic, ORT and TORT are assumed to follow a t-distribution. From Table 18 , we observed that all the outlier methods have equal maximum P-value of 1 (one). Modified Z has a minimum P-value of 1 (one), t and COPA have a minimum P-value of 0 (Zero) while OS, ORT and TORT have the least minimum P-value of 0.0001. From these values, we can see that OS has the least minimum P-value, least number of true positives and the least average P-value followed by COPA, followed by t, followed by ORT, followed by TORT while Z has the highest maximum P-value, highest true positive rate and the highest average P-Value. Since OS has the least average P-value, it implies that OS performs better than the other methods. Based on this, OS has a higher detection power than the rest of the other methods followed by COPA, t, ORT, TORT and Z. Table 10 shows the ranking of the P-values computed by the various outlier techniques in an ascending order. The P-values and the Ranks were used in computing the False Discovery Rate FDR for the various outlier techniques From Table 11 , the true positives are the false null hypothesis (Type II error). These are the probabilities of accepting the null hypothesis given that the null hypothesis is false and should be rejected. These true positives are P-values that are greater than the given significant level of α = 0.05. The blank cells in the table are the False Positives.
From Table 12 , the false positives are the true null hypothesis (Type I error). These are the probabilities of rejecting the null hypothesis given that the null hypothesis is true and should be accepted. These False Positives are P-values that are less than the given significant level α = 0.05. The blank spaces in the table are the false null hypothesis. Table 13 From results obtained, we observed that OS has the least average FDR and minimum FDR. Since OS has the least error rate, it implies that OS performs better than the other methods. Based on this, OS has a highest detection power with a smaller FDR followed by COPA, t, ORT, TORT and Z.
From Figure 1 , we can see the performance of the FDRs of the various outlier methods. From the plot, we can see that the FDR of Z has the highest point at 160 constantly at the peak of the plot folllowed by the FDR of TORT, t and ORT. COPA has its highest point at the middle of the plot while OS has its points clustered at the floor of the plot. Based on these observations, we can see that OS performs better than the other methods in terms of having a smaller error rate (FDR) and therefore has the highest detection power follwed by COPA, ORT, t, TORT and Z.
Comparison Based on ROC Curves
The sensitivities were plotted against the specificities at different thresholds to compare the behaviour of the outlier methods. The ROC Curves were plotted for n = 27 and k = 6, n = 27 and k = 10, n = 27 and k = 16, n = 27 and k = 25. Where k is the numbers simulations. Larger area under the ROC curves indicates better sensitivity and specificity. An ROC curve along the diagonal line indicates a random-guess. The test result variable(s): Z, t, COPA, OS, ORT, TORT has at least one tie between the positive actual state group and the negative actual state group.
a) The smallest cutoff value is the minimum observed test value minus 1, and the largest cutoff value is the maximum observed test value plus 1. All the other cutoff values are the averages of two consecutive ordered observed test values. Table 14 shows the ROC curves analysis for n = 27 and k = 6, the area under the ROC curve (AUC) and the confidence interval for all the test variables.
From Figure 3 , we can observe that for a smaller k = 10, T and OS have a larger Area Under the ROC Curve AUC with values 0.781 and 0.719 which indicate better sensitivity and specificity and are significant. COPA and ORT have equal significant AUC with point 0.594 followed by Z with point 0.500 which is on the refference line while TORT has the least AUC of 0.438 which is not significant. Table 15 shows the ROC curves analysis for n = 27 and k = 10, the area under the ROC curve (AUC) and the confidence interval for all the test variables.
From Figure 4 , we can observe that for bigger k = 16, T and OS have a larger Area Under the ROC Curve AUC with values 0.804 and 0.732 which indicate better sensitivity and specificity and are more significant. COPA and ORT have better significant AUC with points 0.536 and .0518 followed by Z with point 0.500 which is on the refference line while TORT has the least AUC of 0.429 which is not significant. Table 16 shows the ROC curves analysis for n = 27 and k = 16, the area under the ROC curve (AUC) and the confidence interval for all the test variables.
From Figure 5 , we can observe that for a bigger k = 25, t and OS have a larger Area Under the ROC Curve AUC with values 0.828 and 0.734 which indicate better sensitivity and specificity and are more significant. COPA has a better significant AUC with points 0.563 followed by Z and ORT which have equal AUC with point 0.500 while TORT has the least AUC of 0.438 which is not significant. Table 17 shows the ROC curves analysis for n = 27 and k = 20, the area under the ROC curve (AUC) and the confidence interval for all the test variables. Table 18 is a summary of all the findings in the analysis for all the outlier techniques on the bases of their P-values, false positives, true positives, false discovery rates and their corresponding ROC curves. 
Conclusion
The performance of the various outlier methods-Z, T, COPA, OS, ORT and TORT has been statistically studied using simulated data to evaluate which of these methods has the highest power of detecting and handling outliers in terms of their P-Values, true positives, false positives, false discovery rate FDR and their corresponding ROC curves. The result of their P-values showed that all the outlier methods have equal maximum P-value. Modified Z has the highest minimum P-Value followed by T and COPA while OS, ORT and TORT have the least minimum P-Value. Modified Z has the highest true positives rate followed by ORT, t-Statistic, TORT, COPA, while OS has the least true positives rate. Z has the highest average P-Value followed by TORT, ORT, T, COPA while OS has the least average P-Value. Based on these results, OS performed better than the methods followed by COPA, T, ORT, TORT and Z in terms of their P-Values. When comparison was made on the FDRs, OS also performs the best by having the smallest FDR followed by COPA, T, ORT, TORT and Z.
In terms of their ROC curves, for a smaller k = 6 and 10, T and OS have the largest Area Under the ROC Curve AUC which indicate a better sensitivity and specificity and are significant. COPA and ORT have equal significant AUC followed by Z with insignificant AUC while TORT has the least AUC which is not significant. Also for larger k = 16 and 25, T and OS still have the largest Area Under the ROC Curve AUC which indicate better sensitivity and specificity and are more significant. COPA and ORT have better significant AUC followed by Z with insignificant AUC while TORT has the least AUC which is still not significant. Based on the above results so far obtained from this analysis, it is obvious that the Outlier Sum Statistic OS has more power of detecting and handling outliers with a smaller False Discovery Rate (FDR) followed by COPA, T, ORT, TORT and Z.
