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Abstract
Despite the fact that some vertex coloring problems are polynomially solvable
on certain graph classes, most of these problems are not “under control” from
a polyhedral point of view. The equivalence between optimization and polyhe-
dral separation suggests that, for these problems, there must exist formulations
admitting some elegant characterization for the polytopes associated to them.
Therefore, it is interesting to study known formulations for vertex coloring with
the goal of finding such characterizations. In this work we study the asym-
metric representatives formulation and we show that the corresponding coloring
polytope, for a given graph G, can be interpreted as the stable set polytope of
another graph RG, obtained from G. This result allows us to derive complete
characterizations for the corresponding coloring polytope for some families of
graphs, based on known complete characterizations for the stable set polytope.
Keywords: vertex coloring, representatives formulation, polyhedral character-
ization.
1. Introduction
Given a graph G = (V,E), a coloring of G is an assignment c : V → N
of “colors” to the vertices of G such that c(v) 6= c(w) for each edge vw ∈ E.
The vertex coloring problem consists in finding a coloring of G minimizing the
number of used colors. This parameter is the chromatic number of G, and is
denoted by χ(G). There exist in the literature many variants of the classical
vertex coloring problem. For instance µ-coloring [3] and (γ, µ)-coloring [4] are
such generalizations. These problems take functions γ, µ : V → N defining lower
and upper bounds of the color to be assigned to each vertex, i.e., the obtained
1This author was with Universidade Federal do Ceara´, Dto. de Computac¸a˜o, Brazil, when
part of this work was done.
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coloring c : V → N must satisfy γ(v) ≤ c(v) ≤ µ(v), for every v ∈ V (in
µ-coloring, γ is omitted). Another interesting variant (which generalizes both
variants mentioned above) is the list coloring problem [31], which considers a
set L(v) of valid colors for each v ∈ V and asks for a coloring c such that
c(v) ∈ L(v) for all v ∈ V . This problem is one of the most general versions
of coloring problems. Constraints coming from real-life settings motivate many
other variations of the classical graph coloring problem. In this work, we focus
on the following two generalizations:
Precoloring extension [2]: Given a graph G = (V,E) and a partial assignment
ρ : V ′ → N, for some V ′ ⊆ V , find a coloring c with the smallest number
of used colors such that c(v) = ρ(v) for every vertex v ∈ V ′. In other
words, a subset V ′ of vertices from G is already colored and the problem
asks to extend this coloring to the whole set V in a minimum fashion.
Max-coloring [16, 28]: Given a graph G = (V,E) and a weight function
ω : V → R+, find a proper coloring c : V → N of G minimizing the sum
of the weights over all color classes, where the weight of a color class S is
given by the maximum weight of a vertex from S.
Although the classical vertex coloring problem is NP-hard [19], there are sev-
eral graph classes for which this problem can be solved in polynomial time, most
notably perfect graphs [20]. A graph G is said to be perfect if χ(H) = ω(H) for
every induced subgraph H of G, where ω(H) represents the size of a maximum
clique of H. However, the variants of the coloring problem mentioned above
may not be polynomially solvable for perfect graphs and for other graph classes
where the classical vertex coloring problem is indeed. For instance, in [4, 5], the
complexity boundary between coloring and list-coloring is studied for several
subclasses of perfect graphs. It is shown that the precoloring extension problem
can be solved in polynomial time for cographs, complete bipartite, split and
complete split graphs, among others. On the other side there are many other
classes for which this problem is NP-hard (see [4, 5] for details). The max-
coloring problem is also NP-hard in general and it seems to be substantially
harder than the classical vertex coloring problem; for instance it is NP-hard in
chordal graphs [16] and in interval graphs [28], although in both graph classes,
the classical version has linear resolution [20].
Integer linear programming (ILP) has proved to be a very suitable tool for
solving combinatorial optimization problems [26], and in the last decade ILP
has been successfully applied to graph coloring problems, by resorting to sev-
eral formulations for the classical vertex coloring problem. The standard model
[12, 24, 25] includes a binary variable xic for each vertex i ∈ V and each color
c ∈ C, where C represents the set of available colors, asserting whether vertex i
is assigned color c or not. This formulation may be extended with variables wc
for each color c ∈ C specifying whether this color is used or not; the minimum
coloring is found by minimizing the sum of the latter variables.
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There are many other interesting formulations for the vertex coloring prob-
lem and it variants, namely: the orientation model [7], the distance model [14],
the supernodal formulation [8] and the well-known column generation approach
by Mehrotra and Trick [23]. In this work, we focus on the following formulation:
Asymmetric representatives formulation [9, 10]: In this formulation, a coloring
is determined by the color classes it induces, and each class is represented
by one of its members. For each non-adjacent pair of vertices i, j ∈ V, i <
j, the model uses a binary variable xij stating whether vertex i is the
“representative” of the color class assigned to vertex j or not. Additionally,
the model uses the variable xii for each i ∈ V , asserting whether i is the
representative of its own color class or not. We describe this model in
detail in the following section.
Although ILP is NP-hard, in many cases a complete description of the con-
vex hull of its solutions is known and this description can be used to solve the
separation problem associated to this polytope in polynomial time [30]. Based
on the ellipsoid method, Gro¨tschel, Lova´sz and Schrijver [21] proved that the
separation problem and the optimization problem over a polytope are polyno-
mially equivalent, i.e., if one problem is polynomially solvable, so is the other
one (we properly define these two problems in the following section). From
this equivalence stems the general belief that if a combinatorial optimization
problem can be solved in polynomial time, then there should exist some ILP
formulation of the problem for which the convex hull of its solutions admits an
“elegant” characterization.
Despite the fact that some vertex coloring problems are polynomially solv-
able on certain graph classes, most of these problems are not “under control”
from a polyhedral point of view. The mentioned equivalence between optimiza-
tion and separation suggests that, for these problems, there must exist formula-
tions with polynomially solvable separation problems and, moreover, that these
formulations may admit elegant characterizations. The search for such charac-
terizations is the main objective and motivation of our work.
From a theoretical point of view, our main objective is to complete the poly-
hedral counterpart of these combinatorially solved graph coloring problems. On
the other side, the study of these polytopes may lead us to a better understand-
ing of their structures allowing us to (polyhedrally) find new classes of graphs
colorable in polynomial time.
In this sense, some work has been done on the standard formulation in a pre-
vious work [15] and nice characterizations were found for simple graph classes
such as trees and block graphs. Also, the separation problem associated to this
formulation for the classical vertex coloring problem cannot be solved in poly-
nomial time for graph classes for which list-coloring is NP-hard, unless P=NP,
meaning that this formulation falls short too soon. Therefore, one direct next
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step on this line of work is to study these families via other formulations.
In this work we present results on the asymmetric representatives formula-
tion [9] for vertex coloring problems. In Section 2 we introduce this formulation
in detail and we derive from it a more compact formulation by eliminating re-
dundant variables and equalities. We also adapt this formulation to solve the
precoloring extension and the max coloring problem. In Section 3 we show that
the vertex coloring polytope for a given graph G obtained with the new compact
formulation can be interpreted as the stable set polytope of another graph RG,
obtained from G. It turns out thatRG is the same graph G˜ presented by Cornaz
and Jost in [13] and analyzed afterwards in [6]. The remaining of Section 3 is
devoted to study RG for different classes of graphs. In particular, we analyze
graphs whose complements have no triangle, paw or kite as a subgraph (see
descriptions on Section 3). From this analysis, we derive complete characteriza-
tions for the corresponding vertex coloring polytope based on known complete
characterizations for the stable set polytope. Finally, in Section 4 we draw some
conclusions and we depict potential lines of future work.
2. The asymmetric representatives formulation
Given a graph G = (V,E), we denote by G = (V,E) the complement of G.
A graph G′ = (V ′, E′) is a subgraph of G if V ′ ⊆ V and E′ ⊆ E, and it is
an induced subgraph if V ′ ⊆ V and E′ = {uv ∈ E : u, v ∈ V ′}. We call G′
a spanning subgraph if V ′ = V . If W ⊆ V , then G[W ] is the subgraph of G
induced by the vertex subset W . For a vertex u ∈ V , the neighborhood (resp.
non-neighborhood) of u is N(u) = {v ∈ V : uv ∈ E} (resp. N¯(u) = {v ∈ V :
uv ∈ E}).
The classical vertex coloring problem. Given a graph G = (V,E) and a total
order ≺ on the set of vertices, the non-neighborhood of a vertex u ∈ V can be
partitioned into its lower non-neighborhood N¯ l(u) = {v ∈ N¯(u) : v ≺ u} and
its upper non-neighborhood N¯u(u) = {v ∈ N¯(u) : u ≺ v}. In the asymmetric
representatives formulation for the classical vertex coloring problem, for each
u ∈ V there is a binary variable xuu stating whether u is the representative of
its own color class or not. Additionally, for each v ∈ N¯u(u), a binary variable
xuv states whether vertex u is the representative of the color class assigned to
vertex v or not. Throughout this paper, we use x[u,W ] and x[W,u] as shortcuts
for
∑
v∈W xuv and
∑
v∈W xvu, respectively. With these definitions, a vector
satisfying
xuu + x[N¯l(u),u] = 1 ∀u ∈ V, (1)
x[u,K] ≤ xuu ∀u ∈ V, ∀K ⊆ N¯u(u), K being a clique (2)
xuu, xuv ∈ {0, 1} ∀u ∈ V, ∀v ∈ N¯u(u), (3)
represents a proper coloring of G [9]. Indeed, constraints (1) assert that every
vertex is represented by one of its lower non-neighbors or by itself. Constraints
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(2) prevent a vertex u to represent two upper neighbors if there is an edge be-
tween them. Furthermore, constraints (2) allow u to represent a vertex only if
u is a representative itself. The classical vertex coloring problem is solved by
minimizing the number of representatives, i.e., the objective function is the sum
of the variables xuu, for u ∈ V . Next, we analyze this formulation further to
obtain a more compact one.
Note that in the above formulation, every variable xuu can be defined by
equation (1) to be xuu = 1−x[N¯l(u),u]. Hence, these variables can be eliminated
from the formulation by rewriting constraints (2) as
x[N¯l(u),u] + x[u,K] ≤ 1 ∀u ∈ V, ∀K ⊆ N¯u(u), K being a clique (4)
(note that for vertices u having N¯u(u) = ∅ a constraint (4) with K = ∅ should
be present in the formulation). With this reformulation, the objective function
must be rewritten as
min
∑
u∈V
xuu = min
∑
u∈V
(
1− x[N¯l(u),u]
)
= max
∑
u∈V
x[N¯l(u),u] − n,
which in turn is asking to maximize the number of vertices being represented,
thus minimizing the number of distinct representatives.
The max-coloring problem. Although the formulation above corresponds to the
classical vertex coloring problem, it can be adapted to solve the max-coloring
problem also by using a particular ordering on the vertex set of the graph. As
stated, given an ordering on the vertex set, the representative of a color class
is the vertex with the smallest index within the class. Hence, by using the
weight function to give the vertices a non-increasing order, the representative of
a color class will be a vertex with maximum weight over the class. The objective
function for this formulation is similar to the one above but each variable xwu
is multiplied by the weight of vertex u, as the following equation shows:
min
∑
u∈V
ω(u) · xuu = min
∑
u∈V
ω(u) · (1− x[N¯l(u),u])
= max
∑
u∈V
ω(u) · x[N¯l(u),u] −
∑
u∈V
ω(u)
where ω(u) is the weight for vertex u.
The precoloring extension problem. Constraints (3)-(4) describe proper color-
ings of a graph G. We present here a formulation using the same encoding
to model the precoloring extension problem, though using a specific ordering
on the vertices of the graph. Given a partial assignment ρ : V ′ → N, for some
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V ′ ⊆ V , let ρc := {v ∈ V ′ : ρ(v) = c}. We say that an ordering ≺ is consistent
with ρ if for each vertex w ∈ V \ V ′ and each non-empty ρc, there is at least
one vertex v ∈ ρc such that v ≺ w. For a consistent ordering ≺ we define
rep(v) = min≺ {u ∈ ρρ(v)}
for every v ∈ V ′. With these definitions, the formulation for the precoloring
extension problem is given by (3)-(4) and the following constraints
xuv = 1 ∀uv ∈ E such that u = rep(v). (5)
Function rep(v) identifies the representative for each class of precolored vertices
for the given consistent ordering and constraints (5) assert each precolored ver-
tex to be represented by the proper precolored representative. On the other
hand, non-precolored vertices are not constrained to any particular represen-
tative. It is worth to note that a consistent ordering can be trivially obtained
for any ρ, e.g., by starting the ordering with one vertex from each non-empty ρc.
Given a graph G = (V,E), an ordering ≺ on V and a partial assignment
ρ : V → N, we define PCo≺ (G) (resp. PPr≺ (G, ρ)) to be the convex hull of the
points x ∈ R|E| satisfying constraints (3)-(4) (resp. (3)-(5)). If G is a family of
graphs, then PCo≺ (G) and PPr≺ (G, ρ) denote the corresponding families of poly-
topes. We may omit the ordering ≺ in the previous definitions whenever it is
clear from the context.
Given a family of polytopes P, the associated separation problem takes a
polytope P ∈ P and a vector yˆ and asks to determine whether yˆ belongs to
P or not, and if not, to find a hyperplane separating yˆ from P . In turn, the
optimization problem takes a polytope P ∈ P and a vector c and asks for a
vector xˆ ∈ P maximizing the objective function cT xˆ, unless P = ∅. Based
on the ellipsoid method, Gro¨tschel, Lova´sz and Schrijver [21] proved that the
separation and the optimization problems are polynomially equivalent, i.e., if
one of these problems is polynomially solvable over a family of polytopes P, so
is the other one.
Theorem 2.1. Given a family G of graphs, if the separation problem over
PCo≺ (G) can be solved in polynomial time for any G ∈ G and any ordering
≺, then for any G ∈ G and any partial assignment ρ, the separation problem
over PPr≺2 (G, ρ) can be solved in polynomial time for any ordering ≺2 consistent
with ρ.
Proof. Let ≺2 be an ordering consistent with ρ and let Q = {x ∈ R|E| : xuv = 1
for every u, v ∈ V such that u = rep(v)}. We claim that
PPr≺2 (G, ρ) = P
Co
≺2 (G) ∩Q. (6)
For the reverse inclusion, take a point xˆ ∈ PCo≺2 (G) ∩ Q. Since xˆ ∈ PCo≺2 (G),
then xˆ is a convex combination of colorings x1, . . . , xk of G. Since xˆ ∈ Q, then
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xˆuv = 1 for every u, v ∈ V such that u = rep(v), and this implies xˆjuv = 1 for
every j = 1, . . . , k. Therefore, xj ∈ Q for j = 1, . . . , k. Then, all these colorings
belong to PPr≺2 (G, ρ) and so does xˆ. This proves that P
Co
≺2 (G) ∩Q ⊆ PPr≺2 (G, ρ).
For the forward inclusion, now take a point xˆ ∈ PPr≺2 (G, ρ). This point is
a convex combination of colorings of G where every vertex u ∈ V such that
u = rep(u) is the representative of its color class and u represents every other
vertex v ∈ V such that u = rep(v). Hence, all these colorings belong to Q and
so does xˆ, implying PPr≺2 (G, ρ) ⊆ PCo≺2 (G) ∩Q. This shows that (6) holds.
Assume the separation problem over ⊆ PCo≺ (G) can be solved in polynomial
time for any ordering ≺. Then, a point xˆ /∈ PPr≺2 (G, ρ) either does not belong
to PCo≺2 (G) or has xˆuv < 1 for some u, v ∈ V such that u = rep(v). Hence, to
separate a point from PPr≺2 (G, ρ) we just need to test if xuv = 1, for all u, v ∈ V
such that u = rep(v) and, if these conditions hold, separate the point (in poly-
nomial time) from PCo≺2 (G). Hence, the separation problem over P
Pr
≺2 (G, ρ) can
be solved in polynomial time. 2
The mentioned equivalence between polyhedral separation and optimization
[21] yields the following corollary.
Corollary 2.2. Given a family G of graphs, if the optimization problem over
PCo≺ (G) can be solved in polynomial time for any G ∈ G and any ordering ≺,
then for any G ∈ G and any partial assignment ρ, the optimization problem over
PPr≺2 (G, ρ) can be solved in polynomial time for any ordering ≺2 consistent with
ρ.
Finally, the results above let us reach an important conclusion about the
potential of the representatives formulation.
Theorem 2.3. Let G be a family of graphs. If either the precoloring extension
problem or the max-coloring problem is NP-complete over G, then the opti-
mization/separation problem over PCo≺ (G) with an arbitrary ordering ≺ is NP-
complete.
Proof. Suppose the optimization problem over PCo≺ (G) can be solved in polyno-
mial time for G ∈ G and for any ordering ≺. We know that by using the weight
function to order the vertex set of G the max-coloring problem can be solved
by optimizing over PCo≺ (G). Furthermore, for any partial assignment ρ, we can
optimize over PPr≺2 (G, ρ) with a consistent ordering ≺2 in polynomial time, thus
solving the precoloring extension problem on G and ρ. Both problems being
polynomially solved contradicts the hypothesis. 2
Theorem 2.3 implies that even when the classical vertex coloring problem is
polynomially solvable over G, the polytope associated with the representatives
formulation cannot be subject to an elegant characterization (for an arbitrary
vertex ordering) if either the precoloring-extension problem or the max-coloring
problem is NP-complete over G. This may limit the analysis scope for the rep-
resentatives formulation, as these problems are known to be NP-complete for
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Figure 1: A graph G, an orientation ≺ of G and the resulting graph R≺G.
many classes of graphs. Nevertheless, there are also several graph classes for
which these problems can be solved in polynomial time, hence this formulation
may be explored in order to find nice polyhedral descriptions for the correspond-
ing polytopes.
3. General results and polyhedral characterizations
A stable set on a graph is a set of pairwise non-adjacent vertices and the sta-
ble set polytope STAB(H) of a graph H is the convex hull of the characteristic
vectors of the stable sets of H. As shown in the previous section, the formu-
lation of PCo≺ (G) is given by (3)-(4). On the other hand, since every non-zero
coefficient in inequalities (4) is 1 and so is the right hand side, then inequalities
(3)-(4) give also the description of the stable set polytope on some particular
graph related to G.
Define the graph R≺G to have one vertex for each non-edge of G (i.e., an edge
of G), and two vertices are adjacent in R≺G if the corresponding non-edges in
G appear in the same constraint from (4). Formally the vertex set of R≺G is
V (R≺G) = E and the edge set is
E(R≺G) = {(uv)(u′v′) ∈ E × E :
xuv, xu′v′ ∈ sup(pi, pi0) for some (pi, pi0) from (4)},
where sup(pi, pi0) = {xuv : piuv 6= 0}, i.e., the support of the inequality given
by (pi, pi0). Figure 1 gives an illustration of a graph G, an orientation ≺ of its
complement G (an arrow from u to v indicates that u ≺ v) and the resulting
graph R≺G. With these definitions, we reach the following main result:
Theorem 3.1. Given a graph G = (V,E) and an ordering ≺ on the set of
vertices, x ∈ {0, 1}|E| is the incidence vector of a proper coloring of G if and
only if x is the incidence vector of a stable set in R≺G. That is,
PCo≺ (G) = STAB(R≺G).
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Proof. For the forward inclusion, take a point xˆ ∈ PCo≺ (G). Since xˆ ∈ PCo≺ (G),
then xˆ is a convex combination of colorings xˆ1, . . . , xˆk of G. Call Sj := {xuv :
xˆjuv = 1}, for j = 1, . . . , k. Each coloring xˆj satisfies (3) and (4), hence for
each constraint (pi, pi0) from (4), |Sj ∩ sup(pi, pi0)| ≤ 1. Then, by definition of
R≺G, the set Sj corresponds to a stable set of R≺G and so xj ∈ STAB(R≺G), for
j = 1, . . . , k. Therefore, xˆ ∈ STAB(R≺G).
For the backward inclusion, take a point xˆ ∈ STAB(R≺G). Since xˆ ∈
STAB(R≺G), then xˆ is a convex combination of stable sets xˆ1, . . . , xˆk of R≺G.
Being a stable set, each xj satisfies (3) and (4), by definition of R≺G, and so
xj ∈ PCo≺ (G) for every j = 1, . . . , k. Therefore, xˆ ∈ PCo≺ (G). 2
In [13], Cornaz and Jost exhibit a polynomial-time reduction from the ver-
tex coloring problem to the maximum stable set problem. Given a graph G
and an acyclic orientation D of G, they construct an auxiliary graph G˜ such
that the set of all stable sets of G˜ is in one-to-one correspondence with the set
of all the vertex colorings from G. It follows from the construction of G˜, that
this auxiliary graph coincides with R≺G. Indeed, the construction of R≺G gives
an attractive (and yet missing) interpretation of the correspondence between
colorings of G and stable sets of G˜ (i.e., R≺G), as each arc uv of G expresses
that u represent the color assigned to v, thereby making the “independence”
among the chosen arcs clear. Furthermore, Theorem 3.1 gives the polyhedral
arguments for the mentioned correspondence between colorings and stable sets.
The line graph L(G) of a graph G = (V,E) is the graph with vertex set
E where two vertices are linked by an edge in L(G) if they correspond to two
adjacent edges in G. In [13], the graph G˜ is constructed by removing some
edges from the line graph of G. We reach the same property for R≺G for our
construction.
Remark. [13] R≺G is a spanning subgraph of L(G).
Two edges in a graph are adjacent if they share one of its endpoints. A
matching of a graph is a set of pairwise non-adjacent edges and the matching
polytope MATCH(H) of a graph H is the convex hull of the characteristic
vectors of the matchings of H. The stable set polytope of the line graph of H
is the matching polytope of H. Therefore, Theorem 3.1 and Remark 3 suggest
a strong relation between MATCH(G) (i.e., STAB(L(G))) and PCo≺ (G).
Proposition 3.2. For any graph G, we have that
STAB(L(G)) = MATCH(G) ⊆ PCo≺ (G) = STAB(R≺G).
Proof. Any matching from G contains at most one edge incident to a vertex
u, for all u ∈ V . Thereby, it is trivial to check that if x ∈ {0, 1}|E| induces
a matching of G, then x satisfies (4), hence it belongs to PCo≺ (G). So, every
convex combination of matchings from G belongs to PCo≺ (G). This also follows
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from Remark 3, which implies that any stable set of L(G) is a stable set of R≺G,
hence the inclusion between the polytopes also follows. 2
The stable set polytope has been widely studied and many facet-inducing in-
equalities are known for this polytope. Furthermore, complete characterizations
are known for some graph families. Due to Theorem 3.1, given a family G of
graphs, we are interested in characterizations for the family R≺G := {R≺G / G ∈
G}, since a complete characterization of the stable set polytopes associated to
R≺G will give us a complete characterization of the vertex coloring polytopes
associated to graphs in G.
3.1. Graphs G with α(G) ≤ 2
The stability number α(G) of a graph G is the cardinality of a maximum
stable set of G. For graphs G with α(G) ≤ 2, the vertex coloring problem can
be solved in polynomial time [22].
Proposition 3.3. Given a graph G = (V,E), α(G) ≤ 2 if and only if for any
ordering ≺, we have R≺G = L(G).
Proof. Assume α(G) ≤ 2 and let u ∈ V . Then, for any ordering ≺ on the
vertices, N¯u(u) induces a complete subgraph (otherwise u and the endpoints
of any non-edge from N¯u(u) would induce a K3 in G). Therefore, inequality
(4) with the clique N¯u(u) implies that for every v, w ∈ N¯ l(u) ∪ N¯u(u), vertices
uv, uw ∈ V (R≺G) are adjacent in R≺G. Thus, every pair of edges of G sharing u
as an endpoint corresponds to adjacent vertices from R≺G and so, since u is any
arbitrary vertex, L(G) is a subgraph of R≺G. Hence, by Remark 3, R≺G = L(G).
Assume now that R≺G = L(G) for any ordering ≺ and assume that α(G) > 2.
Let {u, v, w} ∈ V induce a K3 in G and take an ordering ≺ such that u ≺ v ≺ w.
With this ordering, xuv and xuw cannot simultaneously belong to the support
of an inequality from (4), and so vertices uv and uw are not adjacent in R≺G,
thus contradicting the fact that R≺G = L(G). 2
As the matching polytope of a graph coincides with the stable set polytope
of its line graph, the following is a direct consequence of Proposition 3.2 and
Proposition 3.3. It also gives a polyhedral argument for the well-known fact that
the coloring problem over graphs G with α(G) ≤ 2 can be solved by resorting
to a matching problem on its complement [22].
Corollary 3.4. Given a graph G, then α(G) ≤ 2 if and only if for any ordering
≺, we have STAB(L(G)) = MATCH(G) = PCo≺ (G) = STAB(R≺G).
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Edmonds [17] proved that a complete characterization for the Matching Poly-
tope of a graph H = (VH , EH) is given by the following inequalities:∑
v∈N(u)
xuv ≤ 1 ∀u ∈ VH (7)
∑
uv∈EH(S)
xuv ≤ |S|−12 ∀S ⊆ VH , |S| odd (8)
xuv ≥ 0 ∀uv ∈ EH (9)
Therefore, it follows from Corollary 3.4 that (7)-(9) applied to the comple-
ment of a graph G gives a complete characterization for PCo(G) if and only
if α(G) ≤ 2. This result appeared in [13], however, we recast it here in our
notation for the sake of completeness.
Theorem 3.5. [13] Let G = (V,E) be a graph with α(G) ≤ 2. For any order-
ing ≺ on the set of vertices, inequalities (7)-(9) applied to G give a complete
characterization for PCo≺ (G).
As far as we know, the complexity of the precoloring extension problem
on graphs G with α(G) ≤ 2 is not known. Since the separation problem for
constraints (7)-(9) can be solved in polynomial time [21], the following theorem
is a direct consequence of Theorem 2.1 and Theorem 3.5.
Theorem 3.6. The precoloring extension problem can be solved in polynomial
time for graphs G with α(G) ≤ 2.
Another interesting conclusion arises from the reinterpretation of the odd set
inequalities (8), in terms of the coloring polytope. These inequalities result to
be valid for PCo(G) even for a general graph G, whenever α(G[S]) ≤ 2. In fact,
in this case, the resulting inequality is dominated by (or equal to) the following
reformulation of the internal inequalities from [9], as χ(G[S]) ≥ |S|+12 :
Theorem 3.7. [9] Given a graph G = (V,E), an ordering ≺ on the set of
vertices and a subset S ⊆ V , the internal inequality defined as∑
u∈S
x[N¯l(u)∩S,u] ≤ |S| − χ(G[S]) (10)
is valid for PCo≺ (G). In addition, (10) is facet-defining if S induces an odd hole
or an odd antihole.
While sufficient conditions for (10) to be facet-defining are given, a complete
characterization for these class of facets is missing. Although we fail in finding
such a characterization in general, we expand below the cases for which inequal-
ities (10) are facet-defining.
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Figure 2: The paw, the diamond and the K4 graphs.
Given a graph G = (V,E), a cut vertex u ∈ V is a vertex such that G− u is
not connected. G is 2-connected if it has no cut vertex and it is hypomatchable
if G−u has a perfect matching for every u ∈ V . Edmonds and Pulleyblanck [29]
gave a characterization for the constraints (8) defining facets of the matching
polytope; namely, those for which the set S induces a 2-connected hypomatch-
able subgraph.
Theorem 3.8. Given a graph G = (V,E) and a subset S ⊆ V , if α(G[S]) ≤ 2
and G[S] is a 2-connected hypomatchable graph, then the internal inequality (10)
defines a facet of PCo≺ (G).
Proof. Since G[S] is a 2-connected hypomatchable graph, then |S| is odd and
χ(G[S]) ≤ |S|+12 . As α(G[S]) ≤ 2, then χ(G[S]) = |S|+12 . Hence, (10) is the
corresponding constraint (8). As (8) defines a facet of MATCH(G) (which is
full-dimensional) and is valid for PCo≺ (G), then Proposition 3.2 implies that (10)
defines a facet of PCo≺ (G). 2
3.2. Complements of graphs with no paw as a subgraph
A paw is the graph obtained from K3 by adding a fourth vertex with degree
1. Having found a characterization for graphs G with α(G) ≤ 2 (i.e., for G
without K3 as a subgraph), we move now to a superclass of this family. In
this section we analyze the class of graphs such that their complements do not
contain a paw as a subgraph. In terms of forbidden induced subgraphs, this is
the class of the complements of {K4,diamond,paw}-free graphs, were a diamond
is obtained by adding an edge to the paw. Figure 2 illustrates these forbidden
structures. We call graphs in this family to be co-{K4, diamond, paw}-free.
The complete join of two graphs G1 = (V1, E1) and G2 = (V2, E2) is the
graph G1 ? G2 with vertex set V1 ∪ V2 and edge set E1 ∪ E2 ∪ (V1 × V2). As a
general remark, it is worth to note that when a graph G is the complete join
of some graphs G1, . . . , Gk, then the set of variables describing P
Co
≺ (G) is the
disjoint union of the sets of variables for PCo≺ (G1), . . . , P
Co
≺ (Gk), as there are no
anti-edges among the components. Moreover, every constraint (4) for G uses
variables restricted to a unique component Gi, for i ∈ {1, . . . , k}, and so
PCo≺ (G) = {(X1, . . . , Xk) : Xi ∈ PCo≺ (Gi), for i = 1, . . . , k}.
Therefore, a complete characterization for PCo≺ (G) is given by the complete
characterizations for each PCo≺ (Gi).
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Proposition 3.9. Let G be the complete join of some graphs G1, . . . , Gk such
that PCo≺ (Gi) = {x : Aix ≤ bi}, for every i = 1, . . . , k. Then PCo≺ (G) =
{(x1, . . . , xk) : Aixi ≤ bi, for every i = 1, . . . , k}.
We give next a structural characterization for the family of co-{K4, diamond,
paw}-free graphs.
Proposition 3.10. A co-{K4, diamond, paw}-free graph G is the complete join
of disjoint stable sets of size 3 and a subgraph G′ of G with α(G′) ≤ 2.
Proof. If G = (V,E) has α(G) ≤ 2, then there is nothing to prove. Thus,
assume that G contains a stable set S of size greater than 2. As G has no K4,
then |S| = 3. For any vertex v ∈ V \S, there must be an edge uv ∈ E, for every
u ∈ S, otherwise S ∪ {v} would induce a paw, a diamond or a K4 in G, thus a
contradiction. Therefore, G is the complete join of S and G[V \ S]. Since this
applies to any stable set S of size greater than 2 in G, the assertion follows. 2
It is easy to see that if a graph S is a stable set {u, v, w}, with u ≺ v ≺ w,
then R≺S is a path of length 3, which in turn is the line graph of a path
P = {u′, v, w, u′′} with edges u′v, vw and wu′′. Hence, inequalities (7)-(9) ap-
plied to P give a complete characterization for MATCH(P ) = STAB(L(P )) =
STAB(R≺S ) = PCo≺ (S). With this fact, along with Proposition 3.9 and Proposi-
tion 3.10 and Theorem 3.5, we obtain a complete characterization for PCo≺ (G),
when G is a co-{K4, diamond, paw}-free graph. Let G = G′ ? S1 ? · · · ? Sk, with
α(G′) ≤ 2 and where each Si induces a stable set of size 3. Let Si = {ui, vi, wi},
where ui ≺ vi ≺ wi, and define Pi to be a path {u′i, vi, wi, u′′i } with edges
u′ivi, viwi and wiu
′′
i . Define H
≺
G to be the disjoint union of G
′ and each of
the Pi. A trivial observation is that R≺G = L(H≺G ) (Figure 3 illustrates these
constructions).
Corollary 3.11. Let G be a co-{K4, diamond, paw}-free and R≺G = L(HG).
Then, inequalities (7)-(9) applied to HG give a complete characterization for
PCo≺ (G).
Corollary 3.12. The precoloring extension problem can be solved in polynomial
time for co-{K4,diamond,paw}-free graphs.
3.3. Graphs G with quasi-line R≺G
We call a graph to be a kite if it is obtained by connecting a new vertex to
the vertex of degree 1 in the paw. A claw is a graph formed by a vertex with
three neighbors of degree one. The graph G˜ introduced by Cornaz and Jost was
analyzed afterwards in [6] in search for structural characterizations, one of the
main results being the following theorem.
Theorem 3.13 ([6]). For any graph G, G˜ (i.e., R≺G) is a claw-free graph for
any ordering ≺ if and only if G does not contain a kite as a subgraph.
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G :
R≺G :
H≺G :
Figure 3: Graphs G, R≺G and H≺G for a co-{K4, diamond, paw}-free graph G.
In this section we review the class of graphs G such that G does not contain
a kite as a subgraph and we give a more precise result than Theorem 3.13, with
some further implications. Recall that a graph is called to be quasi-line if the
neighborhood of every vertex can be partitioned into two cliques. Line graphs
are a subclass of quasi-line graphs which in turn are a subclass of claw-free
graphs.
Theorem 3.14. For any graph G, R≺G is a quasi-line graph for any ordering
≺ if and only if G does not contain a kite as a subgraph.
Proof. If R≺G is quasi-line for any ordering ≺, then it is claw-free and so by
Theorem 3.13, G does not have a kite as a subgraph.
Assume now that G does not have a kite as subgraph. By the construction
of R≺G, the set of neighbors of a vertex uv ∈ V (R≺G) is given by all the variables
appearing in an inequality (4) along with xuv. In that sense, variable xuv
appears in
(i) every inequality (4) for vertex v, and
(ii) those inequalities (4) for vertex u such that v belongs to the corresponding
clique K ⊆ N¯u(u).
For each vertex u ∈ V , define
W lu = {wu ∈ V (R≺G) : w ∈ N¯ l(u)},
W hu = {uw ∈ V (R≺G) : w ∈ N¯u(u)}.
The set of neighbors of uv arising from (i) is W lv ∪W hv \ {uv}, while the set
arising from (ii) is W lu ∪W ∗uv, where W ∗uv := {uw ∈ W hu : vw ∈ E}. Figure 4
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Figure 4: The neighborhood of the non-edge uv in R≺G.
gives an illustration of these sets, where thick lines (resp. thin arrows) represent
edges (resp. non-edges) of G. We will prove that R≺G is a quasi-line graph by
proving that for every uv ∈ V (R≺G), the following holds:
(a) If W lv ∪W hv 6= {uv}, then R≺G[W lu ∪W ∗uv] is a clique.
(b) If W lu ∪W ∗uv 6= ∅, then R≺G[W lv ∪W hv ] is clique.
(c) If W lv ∪W hv = {uv}, then R≺G[W lu ∪W ∗uv] can be partitioned in two cliques.
(d) If W lu ∪W ∗uv = ∅, then R≺G[W lv ∪W hv ] can be partitioned in two cliques.
(a) Let xv ∈W lv or vx ∈W hv , with x 6= u. In any case, if there are uw, uz ∈W ∗uv
such that wz ∈ E, then {x, v, u, w, z} gives a kite in G. Since this cannot
occur, the set {w ∈ V : vw ∈W ∗uv} is a clique in G, and inequality (4) for u
and this clique groups every variable with subindex belonging to W lu ∪W ∗uv,
and so this set induces a complete subgraph of R≺G.
(b) Let xu ∈W lu or ux ∪W ∗uv. In any case, if there are vw, vz ∈W hv such that
wz ∈ E, then {x, u, v, w, z} gives a kite in G. As this cannot be the case,
N¯u(v) is a clique in G. Hence, inequality (4) for v and the clique N¯u(v) (or
the empty set) groups every variable with subindex belonging to W lv ∪W hv ,
and so this set induces a complete subgraph of R≺G.
(c) Note that R≺G[W lu] is a clique and every vertex from W lu is connected to
every vertex from W ∗uv, in R≺G. So, if R≺G[W lu ∪W ∗uv] cannot be partitioned
in two cliques then there exists an odd cycle C in R≺G[W ∗uv]. Each non-edge
(uw, uz) of R≺G[W ∗uv] comes from a non-edge zw ∈ G. If C = {ux, uw, uz},
then {v, u, x, w, z} gives a kite in G. As this cannot be the case, assume
|C| ≥ 5 and let ux, uw, uz and uh be four consecutive vertices from C. Then
{x,w, z, h, u} gives a kite in G, hence another contradiction. Thereby, such
a cycle cannot exist and so R≺G[W lu∪W ∗uv] can be partitioned in two cliques.
(d) Note that R≺G[W lv ] is a clique and every vertex from W lv is connected to
every vertex from W hv , in R≺G. As in case (c), if R≺G[W lv ∪W hv ] cannot be
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partitioned in two cliques then there exists an odd cycle C in R≺G[W hv ]. The
rest of the proof for this case is analogous to the proof for case (c).
Items (a)-(c) prove that the neighborhood of any vertex uv of R≺G can be
partitioned in two cliques. Therefore, R≺G is a quasi-line graph. 2
Theorem 3.14 gives a more precise result than Theorem 3.13 (from [6]), and
also implies (along with the latter) that if R≺G is a claw-free graph for every
ordering ≺, then it is a quasi-line graph. With this result, we give a complete
characterization for PCo≺ (G) when G has no kite as a subgraph, based on the
following facts.
Oriolo introduced the following family of valid inequalities for the stable set
polytope of a graph which, in some sense, generalizes the odd-set inequalities
(8) for the matching polytope [27] . Let F = {K1, . . . ,Kt} be a set of cliques of
a graph G = (V,E). Let 1 ≤ p ≤ t be an integer and r = t mod p. Let Vp−1 ⊆ V
be the set of vertices covered by exactly (p − 1) cliques of F and V≥p ⊆ V the
set of vertices covered by p or more cliques of F . The clique-family inequality
associated to F and p is
(p− r − 1)
∑
v∈Vp−1
xv + (p− r)
∑
v∈V≥p
xv ≤ (p− r)
⌊
t
p
⌋
. (11)
Oriolo proved in [27] that (11) is always valid for STAB(G). The Ben Re-
bea’s conjecture, posed in [27], says that (11) together with the non-negativity
constraints and clique inequalities describe the stable set polytope of quasi-line
graphs. Some years later, this conjecture was proved to be true [18]. Therefore,
by Theorem 3.1 and Theorem 3.14, these inequalities give a complete charac-
terization for PCo(G), if G does not have a kite as a subgraph.
Theorem 3.15. Let G be a graph such that G does not have a kite as a sub-
graph. For any ordering ≺ on the set of vertices, the non-negativity inequalities
together with (4) and (11) applied to R≺G give a complete characterization for
PCo≺ (G).
In view of Theorem 3.14, one might be tempted to further strengthening
the result by proving that R≺G belongs to a certain subclass of quasi-line graphs
when G has no kite as a subgraph. In fact, a quasi-line graph is either a semi-line
graph or a fuzzy circular interval graph (FCIG), by Chudnovsky and Seymour
[11]. The latter graphs are defined as follows:
Let C be a circle, I a collection of intervals in C without proper
containments and common endpoints, and V a multiset of points in
C. The fuzzy circular interval graph G(V, I) has node set V and two
nodes are adjacent if both belong to one interval I ∈ I, where edges
between different endpoints of the same interval may be omitted.
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Figure 5: The graph R≺G from Figure 1 and its FCIG representation.
Semi-line graphs are either line graphs or quasi-line graphs without a represen-
tation as a FCIG. Due to a result of Chudnovsky and Seymour [11], the stable
set polytope of semi-line graphs requires only 0/1-valued facets. Therefore, it is
interesting to check whether all quasi-line graphs R≺G are eventually semi-line
graphs or even line graphs. Unfortunately, there is the following counterexam-
ple. The graph G shown in Figure 1 from Section 3 is such that G has no kite
as a subgraph, hence the resulting R≺G is a quasi-line graph. However, R≺G is
neither a line graph (since it is one of the known forbidden induced subgraphs
for line graphs [1]) nor a semi-line graph (since it has a representation as a
FCIG, depicted here in Figure 5).
4. Final remarks
The main goal of our work is to study the polytopes associated to different
integer programming formulations for vertex coloring problems on particular
families of graphs. For those cases where these problems can be polynomially
solved, we pretend to find complete characterizations for the polytopes associ-
ated to at least one formulation. As an additional goal, we aim at extending
our results in order to find such characterizations for polytopes associated to
open problems, proving by this means that these variants of the vertex coloring
problem can be solved in polynomial time; this is the case, for example of The-
orem 3.6. It is also expected that from this kind of studies several intermediate
results arise, such as new insights in known formulations with practical impli-
cations (Theorem 3.8 being an example of this).
In this work we explored polytopes arising from the asymmetric representa-
tives formulation presented in [9]. Theorem 2.3 implies that polytopes arising
from this formulation will not yield complete characterizations for those families
of graphs for which the precoloring extension problem is NP-complete, unless
P=NP. Nevertheless, there are several graph classes for which the precoloring
extension problem is known to be polynomially solvable, hence we explored this
formulation in order to find nice polyhedral descriptions for the corresponding
polytopes.
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The fundamental result given by Theorem 3.1 allows us to understand these
polytopes by using available knowledge on the stable set polytope. This makes
it possible to deduce complete characterizations for PCo≺ (G) from characteriza-
tions for STAB, but moreover, this shows that every family of valid inequalities
known for STAB gives a family of valid inequalities for PCo≺ (G).
As further results, we analyzed the vertex coloring polytope arising from
the asymmetric representatives formulation for different classes of graphs. In
particular, we studied graphs whose complements have no triangle, paw or kite
as a subgraph (see descriptions on Section 3) and we derive complete character-
izations for the corresponding vertex coloring polytope.
As a potential future line of work with the studied formulation, more families
of graphs can be analyzed in search for more characterizations and new families
of valid inequalities for PCo≺ (G). Also, other formulations for the vertex coloring
problem are worth to be studied with the same goal, for families of graphs for
which some vertex coloring problems can be solved in polynomial time.
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