The solution c, of (8) Step 3:
> n -m , from (12) . It should be noticed that from Remark la, the rows of T are linearly independent of the rows of C. Assuming all rows of T are linearly independent (which is true in most of the cases, even with c, being fixed in Step 2) , from (lo), condition (6) can also be guaranteed if r 2 n -q. Since n -q > n -m , the upper bound of r can be set to be
Because the eigenvalues of F and the corresponding rows of T are completely decoupled, in actual design, r can be tried from 1 and increasing up to its upper bound systematically and recursively, and be tried by coded computer program. This property is stated in [l] , and is exactly similar to that of a new design procedure for minimal order function observers [3] .
Remark 3e: Having derived a clear formula for the observer order r, we can now study the effect of choosing different q, which has not been studied in [l] . From Remark 2, q must be between 1 and m -1. From Remark 3d, the smaller the q. the larger the r needed to satisfy condition (6) , generally. Let us set r to be its upper bound ( = n -q from Remark 3d); then the upper bound of the total order of (; ) observers will be The order of (1 3) is at its minimum when q = 1.
If we know a priori that among all n state components, only p (< n) state components are possible to have failure (or only Dl(t), . . . , D p ( f ) can be nonzero), then we will select the combinations of q states only among thesep states (q < min { p , m } ) . As a result, only (z) observers are needed to identify and locate the failure among these p state components.
CONCLUSION
Mathematically, the solution to the problem formulated in (3)-(6) can be divided into two parts. First, derive each row of the solution T of (3) with complete and explicit freedom (c,), and use this freedom to satisfy (5). Second, increase the number (r) of rows of Tuntil both (4) and (6) are also satisfied. The main difficulty lies in the first part. Therefore, this problem can be considered as another application of the solution of (3) (see [2] ). The simplicity and solution nature of the result of this paper are due to the power of this solution of (3), but do not imply lower academic and practical value as people used to do to this kind of result.
This problem also shows the fundamental importance of (3), which is essential to all basic design problems, old and new (such as this problem and the problem of LTR [4]), in state-space control theory. Compared to the Lyapunov equation (TA -A T = C) and the Sylvester equation (TA -FT = C) which are more concerned with system analysis only, and to the Riccati equation which is more concerned with the quadratic optimal system design only, (3) is more important as long as the design problems are concerned. Because the analytical and restriction free solution T(with complete and explicit freedom) of (3) There has been considerable research activity in the area of fault tolerant systems which include computer embedded systems required to perform accurately and reliably in spite of failures within the system. A few of the noteworthy architectures in this area are SIFT, FTMP, and JPL-STAR. A recent trend in the design of flight control systems for fighter aircraft is the trade-off between static stability and performance. This is achieved through digital fly-by-wire (DFBW) which has to be fault tolerant for safety reasons [1]-[3;. Studies on input processing of a fault tolerant computing system for DFBW system and the findings of those studies are dealt with in this note. The aim of the study was to select a suitable software structure on an input processing system which meets the capacity requirements along with reliability and fault tolerance requirements.
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Slnplex
ARCHITECTURE
A hierarchical shared resources quadruplexed architecture has been chosen. The computations are carried out at two levels; input-output processing, and control law computations. Fig. 1 shows the schematic of DFBW computations. The 1/0 processors acquire data from sensors, process it, and vote on it prior to sending it to control processors.
Based on health
Tolerance Set Monitormg f o r bound
The input processing is an integrated function of health monitoring, signal selection, and redundancy management which comprise channel rejection, reconfiguration, and channel reacceptance. Table I gives the strategy for signal selection, channel rejection, and reacceptance based on redundancy levels. The health monitoring is effected through selfmonitoring and cross-channel monitoring.
The redundancy with simplicity is expected to provide the necessary degree of reliability and fault tolerance. The effect of redundancy is harnessed through voting. A voter is defined as the following: 
(Trlpier
Upon the occurrence of a failure in the system, it is reconfigured to a lower level of redundancy. The voted output being the most likely value of data, it is taken as reference for comparison. Two cases on permissible tolerance are considered: 1) 1 percent of voted value; and 2) 20 percent of pi. Rejection andlor reacceptance of a channel are based on these values and a time factor A t which is the duration of time allowed (say, time for five consecutive samples) for the channel to recover.
IV. SIMULATION
The simulation [ 5 ] , [6] conducted covers data processing, rejection, and reacceptance and voting. The aims of simulation were 1) to compare different voting strategies and to select the best candidate voter, and 2) to facilitate the selection of a suitable processor based on computational load requirements. A Monte-Carlo method of simulation on PDP-I 1 has been carried out. The modeling of sensor input and noise and simulation of input processing are explained below.
A . Sensor-Input Modeling
Sensor-input signals have been modeled as ramp and constant and are as follows:
where a is a constant corresponding to the slope of ramp, t is a sampling instant represented by a number, and n is the total number of samples during the simulation period T. Typical values are: u = 3750 since the signal range (0-5 V) is divided into 4096 levels (max.) and n = 300. 
B. Noise Modeling
The input to processor is Y ( t ) which is the sensor-input X ( t ) modulated by the noise N ( t ) as follows:
Y ( t ) = X ( t ) + N ( t )
( 1 1) where N ( t ) = K.RAN [ S ( t ) , S(t -l)], K is variable gain coef., RAN
[. . .] is the random function assumed to be uniformly distributed, and S( t )
is the random number generated at time t . 
C. Process Simulation
The activities of each input processor have been simulated through a main program (MP) and its associated routines. There are four modules simulating four input processors. MP gets the sensor number as per the multiplexing scheme and the magnitude of signal sensed at the corresponding time of simulation. Limit checks for boundary and rate of change are conducted on this signal. Then smoothing is carried out by averaging samples as a greater number of samples than required are taken for a fixed duration of time. The same procedure is repeated at all intervals of simulation, and hence for the full range of simulated time.
Then, voting on accumulated values and health monitoring of channels through cross-checking are performed. The voting strategies simulated are lower median (LM), upper median (UM), and two cases of weighted average (WA). In order to study the effect of varying noise in a faulty channel (say, no. 4), the noise levels in other channels are maintained constant and the noise in the faulty channel is varied throughout its range. rms value of noise in voted output is plotted against the noise in channel 4. The noise levels of the other three channels are also plotted for comparison.
The simulation program is written mostly in Pascal with certain portions of it in Fortran and MACRO-1 1 to take advantage of the facilities available on the PDP-11 system. It exploits the features of RSX-11 M a s well as facilities for intertask communication and sharing of common memory. The plotting of results of simulation is done off-line through a Fortran routine. A few of the plots are given in Figs. 2-6 .
V. RESULTS
The results of simulation are as follows. For moderate noise levels, lower median is better (Fig. 2) . For considerably high noise levels both LM and UM are equally good (Fig. 3) . WA(1) gives voted output with less noise compared to WA (2) or LM (Fig. 4) . For moderate noise levels, WA(1) and WA (2) are equally good and considerably better than LM (Fig. 5 ) . For high noise levels, WA(1) and WA (2) only are good and LM is not acceptable (Fig. 6 ) .
Studies carried out on development systems on memory and execution time requirements of different voting strategies revealed the following:
Memory requirements of algorithm for WA(1) are double that for LM and 25 percent more than that for WA(2) (refer to Col. 3 of Table 11 ). 
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Execution time of WA ( 1) is double that of LM and 50 percent more than that of WA(2) (refer to Col. 4 of Table 11 ).
VI. CONCLUSIONS
The following are the conclusions drawn. Noise in voted output is less than that in any channel. This is due to the fact that the voting rejects the channel with high noise thus affecting filtering. LM is superior to UM although their computational requirements are comparable. WA strategies are superior to median selections. Although the computer overheads of these strategies are much higher than that of LM, the advent of fast and less expensive VLSI technology has overcome these shortcomings. The simulation of input cases is limited to ramp and constant signals and the noise is assumed to be uniformly distributed.
