Abstract. Let A be a non-empty alphabet and the symbol ⋄ ∈ A. A partial word (or pword) of length n is u = u1 · · · un where ui ∈ A ∪ {⋄}. Partial words are studied in the literature in various contexts.
Introduction
Let A be a non-empty alphabet and the symbol ⋄ ∈ A. A partial word (or pword) of length n is u = u 1 u 2 · · · u n where u i ∈ A ∪ {⋄} for 1 ≤ i ≤ n. Let A n (resp., A n ⋄ ) be the set of all words (resp., pwords) of length n over A (resp., A ∪ {⋄}). Clearly, A n ⊂ A n ⋄ for n ≥ 1. We refer to a ⋄ as an uncertain symbol. A word u = u 1 u 2 · · · u n ∈ A n occurs in a word v = v 1 v 2 · · · v m ∈ A m ⋄ as a factor for m ≥ n, if there exists i such that u j = v i+j for 1 ≤ j ≤ n whenever v i+j ∈ A (that is, if v i+j = ⋄ we have no restrictions on u i ). We denote such a situation u ⊂ v and we also say that v covers u. For example, 132 occurs twice in 221⋄2132 as a factor because of the 1⋄2 and 132, while 132 ⊂ 21⋄113. It is convenient to think of a ⋄ as the universal symbol that can correspond to any letter of the alphabet A.
Partial words appear in the literature, e.g. in the context of (un)avoidability of sets of partial words ( [1, 2] ), as well as in the study of the number of squares ( [5] ) and overlap-freeness ( [6] ) in (infinite) partial words. However, in this paper we study partial words in respect to so called universal words studied in the literature in connection with various combinatorial objects (see, e.g. [3, 4] ).
For a word w, |w| denotes the length of w, while for a set S, |S| denotes the number of elements in S. Table 1 . Existence of u-pwords studied in Section 3.
next to each other. Section 4 contains a number of results (Theorems 10, 11, 12) showing non-existence of u-pwords in different relevant situations. Finally, Section 5 discusses some directions for further research. In particular, a special case of Theorem 13 presented in Section 5 shows that no u-pword can begin with ⋄⋄ if n ≥ 4 and the number of ⋄'s is 2.
Preliminaries
We first recall the following well known notions in graph theory. An Euler walk in a (directed) graph is a walk that uses each (directed) edge exactly once. An Eulerian cycle in a (directed) graph is a cycle that uses each (directed) edge exactly once. If such a cycle exists, the (directed) graph is Eulerian. A (directed) Hamiltonian path is a path that visits each vertex in a (directed) graph exactly once. A (directed) Hamiltonian cycle is a cycle that visits each vertex exactly once (except for the vertex that is both the start and end, which is visited twice). A (directed) graph that contains a (directed) Hamiltonian cycle is Hamiltonian.
A directed graph is balanced if each of its vertices has the same in-and outdegrees. Also, a directed graph is strongly connected if there is a directed path from any vertex to any other vertex. The following theorem is well known and can be found in any textbook in graph theory (its undirected version was proved by Euler in 1735).
Theorem 1 (Euler's Theorem). A directed graph G is Eulerian if and only if G is balanced and strongly connected.
We refer to the well known method to prove the last theorem, consisting in extending an arbitrary cycle in G to an Eulerian cycle, as standard approach. The idea of the standard approach is to take any vertex in an initially constructed cycle C that has non-used incoming and outgoing edges and to extend it to a larger cycle by using the edges. Using the fact that G is balanced and strongly connected, iterating the extensions we will eventually obtain an Eulerian cycle. This idea is formalized in what is known as Fleury's Algorithm (e.g. see Theorem 2.12 in [7] ).
Let an alphabet A be A = {0, 1, . . . , k − 1}. The de Bruijn graph G n,k is a directed graph, where the set of vertices is the set of all words in A n , and there is a directed edge from u ∈ A n to v ∈ A n if and only if u = aw and v = wb for some w ∈ A n−1 and a, b ∈ A. An obvious 1-to-1 correspondence between words over A n of length m at least n and (directed) walks in G n,k of length m − n makes de Bruijn graphs a useful tool in study problems related to words.
The line graph L(G) of a directed graph G is the directed graph that has a vertex for every edge of G, and there is a directed edge from u to v in L(G) if U V is a path in G, where U and V are the directed edges in G corresponding to u and v, respectively.
It is not difficult to see, and is well known, that G n,k is balanced and strongly connected, and thus, by Theorem 1 G n,k is Eulerian. Further, it is not difficult to see that G n,k = L(G n−1,k ) and thus G n,k is also Hamiltonian. The last observation proves the known result on existence of universal words for A n (n is arbitrary) via the correspondence mentioned above.
In this paper, G n denotes G n,2 . Also, for a letter x ∈ {0, 1},x denotes the complement of x, that is,1 = 0 and0 = 1. Finally, for a letter or word
3. (Non-)existence of u-pwords with a single ⋄ for {0, 1} n Recall our assumption that the leftmost non-⋄ symbol in a u-pword is always 0, and if such a word is of the form x⋄z then |x| ≤ |z|.
Theorem 2. For any n ≥ 2, there exists a u-pword for {0, 1} n with a single ⋄ that begins with ⋄0 n−1 1.
Proof. Any Hamiltonian cycle C in G n necessarily goes through the directed path 10 n−1 → 0 n → 0 n−1 1. We can skip visiting 0 n since there is the directed edge 10 n−1 → 0 n−1 1, and start an "almost" Hamiltonian path (the vertex 0 n will be missing) at the vertex 10 n−1 , then going to 0 n−1 1, and then following C (⋄0 n−1 covers both 0 n and 10 n−1 ).
If the only ⋄ symbol is in position 2 then the u-pwords exist for n = 3, 4, 5 as shown by the following constructions, respectively:
• 0⋄011100;
• 0⋄010011011110000 or 0⋄010011110110000;
• 0⋄01011000001101001110111110010001. Also, for n = 6 we have the following construction:
0⋄01010010011001011000100011111101101011101000000110111100111000010.
More generally, we have the following theorem, proof of which can be used to produce explicit constructions of u-pwords. Proof. The word 0⋄011100 shows that the statement is true for n = 3. Thus, we can assume that n ≥ 4.
We claim that there exists a u-pword begining with the factor w = 0⋄0101 · · · xx of length n + 1, where x ∈ {0, 1}. Note that w covers four words of length n. These words are A = 000101 · · ·xx and B = 00101 · · · xx (if ⋄ = 0), and C = 010101 · · ·xx and D = 10101 · · · xx (if ⋄ = 1). Further, note that A, B, C and D form the path P = A → B → C → D in G n . Since G n is the line graph of G n−1 and a Hamiltonian cycle in G n corresponds to an Eulerian cycle in G n−1 , we consider the path P ′ = E → F → G → H → G in G n−1 corresponding to P , where E, F, G and H are the following words of length n − 1 depicted in Figure 1 : E = 000101 · · · xx, F = 00101 · · ·xx, G = 010101 · · · xx and H = 10101 · · ·xx. Thus, our goal is equivalent to finding an Eulerian cycle C in G n−1 beginning with P ′ , which will produce a Hamiltonian cycle in G n containing P as a subpath. To achieve the goal, we wish to visit F and H twice before visiting E twice, since this would guarantee that C contains the subwalk P ′ .
Note that we can reach any vertex y 1 y 2 · · · y n from any other vertex x 1 x 2 · · · x n in G n with n steps as follows:
One can then conclude that there exists a path P ′ 1 from G to F of length n − 1 or n − 2 (depending on x = 0 or x = 1, respectively) that does not go through E and H. Indeed, the first step in P ′ 1 is G → 1010 · · · xxx and the presence ofxx guarantees that P ′ 1 does not go through H, while the presence of 000 in E guarantees that P ′ 1 does not go through E. See Figure 1 for a schematic illustration of the situation. Also, there exists a path P ′ 2 from F to H with at most n − 1 steps, which does not go through E because E contains 000 as a factor.
Further, we can construct a path P ′ 3 of length at most n − 1 from H to E that does not go through F and G because these vertices are already visited twice. To finish the proof, we use the standard approach to extend the just constructed cycle (that begins and ends at E) to an Eulerian cycle C, which will begin with P ′ .
The following proposition is not difficult to prove. Proposition 4. Suppose that w = u⋄v is a u-pword such that the ⋄ is in position k of w (u and v do not contain any ⋄'s). Also, let |u| ≤ |v|. Then the length of w is
Our first non-existence result is given by the following theorem.
Theorem 5. Let n ≥ 2. There does not exist a u-pword for {0, 1} n of the form u⋄v, where either |u| = n − 1 or |v| = n − 1.
Proof. The case of n = 2 is discussed by us in Section 1, so we can assume that n ≥ 3.
Suppose that such a pword w exists. By Proposition 4, the length of w must be 2 n − 1, and thus to the right of the ⋄ we have more than n letters. Therefore, w is of the following form:
for some binary word w ′ . Consider the word u = a 1 a 2 · · · a n−1ān which must be covered by w. Note that u cannot begin right after the ⋄. If xu is a factor of w for x ∈ {0, 1}, where one of u's letters can be given by ⋄, then xa 1 a 2 · · · a n−1 is covered twice by w (since ⋄ can play the role of x); contradiction. Thus, u must begin with the leftmost letter of w. But then the role ofā n in u will be played by the ⋄, so that the word a 1 a 2 · · · a n is covered twice by w; contradiction.
A particular case of Theorem 5 is the fact that no u-pword exists for n = 3 when the ⋄ is in the third position, while for n = 4 two non-equivalent such u-pwords exist, namely 01⋄0101111000011 and 01⋄0111100001010.
Moreover, computer experiments show that no u-pword exists for n = 3 and n = 4 when the ⋄ is in position k ≥ 3 and k ≥ 4, respectively. These observations led us to the following conjecture, which is true for 2 ≤ n ≤ 4. Conjecture 1. Let n ≥ 2. A u-pword for {0, 1} n of the form u⋄v (with a single ⋄) exists if and only if either |u| ≤ n − 2 or |v| ≤ n − 2.
Our next result supports Conjecture 1.
Theorem 6. For any n ≥ 2, there exists a u-pword w over {0, 1} n of the form u⋄v, where either 2 ≤ |u| ≤ n − 2 or 2 ≤ |v| ≤ n − 2.
Proof. Using the reverse operation if nessary, we can assume that |u| = k ≤ n − 2, that is, the ⋄ is in the (k + 1)-th position. We claim that there exists a u-pword w = w ′ w ′′ , where w ′ is the first n + k letters of 01 k−1 ⋄ 01 k 01 k · · · . Consider the path P in G n presented in Figure 2 . In P , X and Y are of length n, and they are obtained from the initial segment in w ′ by letting the ⋄ be 0 and 1, respectively.
We will show that P can be extended to a Hamiltonian path in G n proving the existence of w. Applying the inverse to the taking line graph operation, we see that P corresponds to a walk Figure 3 , where x 1 , . . . , x k+1 , y 1 , . . . , y k+1 are obtained by removing the last letter in the respective word in P .
We will need the following lemma.
Lemma 7. For each w ∈ {x 2 , x 3 , . . . , x k+1 , y 2 , y 3 , . . . , y k+1 }, there is a walk in G n−1 from w to x 1 not using the (directed) edges in W .
The path P in G n . 
of minimum length from w to x 1 . The fact that none of the vertices involved, apart from w and x 1 are in W is guaranteed by the following observations: a and b contain 1 k+1 ; d, e, . . . , f contain 000, 00 follows 1 k in c, and 00 is followed by 1 k−1 0 in g. Case 3. If w = · · · * 01 k−1 , where * ∈ {0, 1}, then there exists the walk
of minimum length from w to x 1 . Since n ≥ k + 2, both a and b contain 01 i 0, and each vertex among c, . . . , d contains 000, so that none of these vertices is in W . If n > k + 2 then e = 001 k−1 0 · · · contains 01 k−1 0 and thus e is not in W . Finally, if n = k + 2 then e = 001 k−1 = x k+1 and both d → x k+1 and x k+1 → x 1 are not edges in W .
We will next prove that W can be extended to an Eulerian cycle (containing W as a sub-walk) in G n−1 , which will give an extention of P in G n to a Hamiltonian path. We proceed as follows.
Extend W in an arbitrary way to a cycle C in G n−1 shown schematically in Figure 4 . This is possible because G n−1 is strongly connected (there is a walk from y 1 to x 1 ).
If each vertex in G n−1 was visited twice, C is the sought Eulerian walk. If not, we consider two cases. Case 1. Assume that each vertex in {x 2 , x 3 , . . . , x k+1 , y 1 , y 2 , . . . , y k+1 } was visited twice by C. Let p be a vertex visited by C once (e.g. x 1 is such a vertex). We can extend C to a larger cycle using the standard approach as shown schematically in Figure 4 . That is, the updated C will start with x 1 , follow the old C till p, then go around C ′ , and then follow the old C. One can then repeat this procedure until each vertex in C is visited by it twice. Note that the resulting C still begins with W . The fact that we can assume that C visits twice all vertices in G n−1 is analogues to that established in the classical proof of Theorem 1 (if needed, we simply apply the standard approach to extend C, which will not involve vertices in W since they are already visited twice by C).
Case 2. Assume that at least one vertex in {x 2 , x 3 , . . . , x k+1 , y 1 , y 2 , . . . , y k+1 } was not visited twice by C (note that y 1 is visited twice). Let w be such a vertex. By Lemma 7 there is a path P w,x 1 from w to x 1 that does not involve edges in W . Suppose that z is the first vertex on P w,x 1 that belongs to C (possibly, z = x 1 ). We extend the part of P w,x 1 between w and z to a cycle C w,z going through yet non-visited edges, which is possible because G n−1 is balanced. Now we extend C by C w,z , namely, we start C first going through W and then, when z is reached, going through C w,z , after which again following C. The extended C visits w twice. If there are other vertices in {x 2 , x 3 , . . . , x k+1 , y 1 , y 2 , . . . , y k+1 } that are not visited twice by C, we repeat the procedure described above to extend C. Eventually, all the vertices in {x 2 , x 3 , . . . , x k+1 , y 1 , y 2 , . . . , y k+1 } will be visited by C twice. To complete the proof, we note that the obtained C satisfies the conditions of Case 1 above, so that we can proceed as described there.
Using the proof of Theorem 6, one can come up with the following explicit constructions of u-pwords, where k stands for the position of the ⋄.
If n = 5, k = 3 then an example of a u-pword over {0, 1} is 01⋄011000001000111001010111110100.
If n = 5, k = 4 then an example of a u-pword over {0, 1} is 011⋄0111110000010100100011010110.
If n = 6, k = 3 then an example of a u-pword over {0, 1} is 01⋄011010101100111011100100101000110000100000011111100010111101001.
If n = 6, k = 4 then an example of a u-pword over {0, 1} is 011⋄0111001001101101011111101001011000111100001010100010000001100.
If n = 6, k = 5 then an example of a u-pword over {0, 1} is 0111⋄01111110001110100110010000101010001001011011000000110101110.
The results of the following theorem can be obtained by computer experiments, but we provide a proper proof of it.
Theorem 8. For n = 3, there does not exist a u-pword of the form u⋄v, where u and v are binary words such that |u|, |v| ≥ 2.
Proof. Suppose that there exists such a u-pword w with ⋄ in position k. Since, by Proposition 4, the length of w is 2 n − k + n − 1 = 10 − k, we see that k ∈ {3, 4, 5, 6, 7}. Applying the reverse operation if necessary, we can assume that w is of the form
for some binary words w ′ and w ′′ and letters a 1 , a 2 , b 1 , b 2 , b 3 ∈ {0, 1}. If b 1 = b 2 = b 3 then either 000 or 111 will be covered by w twice. Thus, we need to consider three cases.
(1) If b 1 = b 2 = b 3 , then w can be rewritten as w ′ a 1 a 2 ⋄b 1b1b1 w ′′ . The following subcases are possible here.
• If a 1 = a 2 = b 1 (resp., a 1 = a 2 =b 1 ), then w = w ′b 1 b 1 ⋄b 1b1b1 w ′′ (resp., w = w ′ b 1b1 ⋄b 1b1b1 w ′′ ) is not universal because the word b 1 b 1b1 (resp., b 1b1b1 ) is covered twice. Contradiction.
• If a 1 = a 2 = b 1 (resp.,b 1 ), then w = w ′ b 1 b 1 ⋄b 1b1b1 w ′′ (resp., w ′b 1b1 ⋄b 1b1b1 w ′′ ) is not universal because the word b 1 b 1b1 (resp., b 1b1 b 1 ) is covered twice. Contradiction. (2) If b 1 = b 2 = b 3 then w can be rewritten as:
Subcases to consider here are:
, then w can be rewritten as:
Note that the case n = 3 and |u| = 2 in Theorem 8 is also given by Theorem 5.
4. (Non-)existence of u-pwords with ⋄⋄ for {0, 1} n As is mentioned in Section 1, the only known to us u-pwords in the situation when the only two ⋄'s are next to each other are ⋄⋄ and ⋄⋄0111 for n = 2 and n = 3, respectively. The theorems in this section, as well as the case k = 2 in the Theorem 13 below, provide some results on non-existence, which are concluded by Conjecture 2, suggesting that no u-pwords exist under the given conditions.
A proof of the following proposition is straightforward and thus is omitted.
Proposition 9. Suppose that w = u⋄⋄v is a u-pword such that ⋄⋄ is in positions k and k + 1 of w, |u| ≤ |v|, and u, v do not contain any ⋄. Then the length of w is
Theorem 10. For n ≥ 2, there exists no u-pword that begins with 0⋄⋄.
Proof. The case of n = 2 is trivial, so we assume that n ≥ 3. Suppose that such a word w exists and it is of the following form: Table 2 . Covering words of the form x 1 x 2 · · · x n−2 * * . Table 3 . Options for covering factors of the form x 1 x 2 · · · x n−2 * * .
If n = 3 then the words 00x 1 and 01x 1 are covered by w twice (starting in positions 1 and 2). Thus we can assume that n ≥ 4. Further, observe that no x 1 x 2 · · · x n−2 can occur in x 2 x 3 · · · x n−2 w ′ because otherwise ⋄⋄x 1 x 2 · · · x n−2 would result in w covering some word (ending with x 1 x 2 · · · x n−2 ) twice. But then w cannot cover all out of the four words of the form x 1 x 2 · · · x n−3 x n−2 * * , where a * represents the "we do not care" symbol over {0, 1}. Indeed, the four occurrences must start in positions 1, 2, 3 and 4 in w as shown in Table 2 . This leads to the fact that x 1 = x 2 = · · · = x n−2 = 0 and thus 0 n is covered twice by w (starting in positions 1 and 2); contradiction.
Theorem 11. Let n ≥ 2. For x ∈ {0, 1}, there exists no u-pword that begins with 0x⋄⋄.
Proof. The case of n = 2 is trivial. If n = 3, then the word 0xx 1 is covered twice by w (starting in positions 1 and 3). Thus, we can assume that n ≥ 4.
Suppose that such a word w exists and it is of the following form:
Similarly to the proof of Theorem 10, no factor x 1 x 2 · · · x n−2 can occur in x 2 x 3 · · · x n−2 w ′ . Thus, w must cover words of the form x 1 x 2 · · · x n−2 * * , where * * is different from the first two letters of w ′ , beginning in exactly three out of the first four positions (otherwise, w covers five words of the form x 1 x 2 · · · x n−2 * * which is impossible). Table 3 shows all the possibilities, where only three out of four cases, C1-C4, hold. Thus, we have the following four cases to consider. Case 1. If C1 does not hold then C2, C3 and C4 force x 1 = x = x 2 = x 3 = · · · = x n−2 . If x 1 = 0 then 0 n is covered at least three times by w (starting in positions 1, 2, 3), which is impossible. Thus x 1 = 1 and w begins with 01⋄⋄1 n−2 . We obtain a contradiction with 1 n being covered by w twice.
* * x 1 x 2 · · · x n−6 x n−5 x n−4 x n−3 x n−2 * * Table 4 . Options for covering factors of the form x 1 x 2 · · · x n−2 * * .
Case 2. If C2 does not hold then C1, C3 and C4 hold. But then x 1 = 0, x 2 = x = x 3 = x 1 = x 5 = x 4 = · · · = x n−2 = 0, which forces w to be of the form 00⋄⋄0 n−2 w ′ . This implies that 0 n is covered three times; contradiction. Case 3. If C3 does not hold, then C1, C2 and C4 hold. Similarly to Case 2, w = 00⋄⋄0 n−2 w ′ and 0 n is covered three times by it; contradiction. Case 4. If C4 does not hold, then C1, C2 and C3 hold. The reader can verify that this case is similar to Cases 2 and 3 leading to a contradiction with 0 n being covered three times by w. This ends the proof.
Theorem 12. Given x, y ∈ {0, 1} and n ≥ 2, there exists no u-pword that begins with 0xy⋄⋄.
Proof. Suppose that such a word w exists and it is of the following form:
The case of n = 2 is trivially impossible. If n = 3 then 0xy⋄⋄ covers seven words, while 0xy⋄⋄x 1 covers 11 words, contradicting to the fact that we need to cover eight words. Thus, we can assume that n ≥ 4.
Similarly to the proofs of Theorems 10 and 11, x 1 x 2 · · · x n−2 cannot occur in x 2 x 3 · · · x n−2 w ′ . Thus, to cover all words of the form x 1 x 2 · · · x n−2 * * , exactly three out of five factors in w starting in positions 1-5 must be of that form. This situation is presented in Table 4 , where exactly three out of the five bottom rows hold.
First we claim that the bottom row in Table 4 does not hold. Indeed, if it holds then
To avoid the factor x n 1 in w be covered twice, we must have y =x 1 . However, since at least one out of the rows 2, 3 and 4 in Table 4 holds, we have that y ∈ {x 1 , x 2 , x 3 }, so that by (1), y = x 1 ; contradiction. Thus, the bottom row in Table 4 does not hold and exactly three out of rows 2-4 hold.
If row 5 (next to last row) in Table 4 holds, then
Since at least one out of rows 2 and 4 must hold, we have x 1 = x 4 or x 1 = x 6 . In either case we see that x 1 = x 2 = · · · = x n−2 . To avoid the factor x n 1 in w be covered twice, we must have y =x 1 . Since at least two out of rows 2, 3 and 4 in Table 4 hold, we have that y = x 1 ; contradiction. Thus, rows 2, 3 and 4 in Table 4 hold leading to 0 = x = y = x 1 = x 2 = · · · = x n−2 and the fact that 0 n is covered by w four times; contradiction.
Based on the theorems above, we state the following conjecture.
Conjecture 2. For n ≥ 4, there exists no u-pword of the form u⋄⋄v for any binary words u and v.
Further research directions
Our paper only scratches the surface of studying universal partial words, but we hope it will generate substantial interest for other researchers to come up with complete classifications in the directions suggested below.
First of all, it would be interesting to prove or disprove Conjecture 1, which may lead to a complete classification of existence of u-pwords with a single ⋄. Further, the results in Section 4 should be possible to extend to the situation when the only two ⋄'s are not next to each other, although obtaining a complete classification here may not be an easy job. Also, proving or disproving Conjecture 2 in Section 4 would be an interesting result.
The next step would be to consider the situation of more than two ⋄ present in a u-pword. We can prove the following theorem in this direction, but more results on similar situations should be possible to obtain.
Theorem 13. Let n ≥ 4. There does not exist a u-pword that begins with ⋄ k 0 where 2 ≤ k ≤ n − 1.
Proof. Suppose that such a word exists: w = ⋄ k a 1 a 2 · · · a n−k a n−k+1 w ′ where a 1 = 0. Note that a 1 a 2 · · · a n−k must occur only once in w because otherwise there will be a factor b 1 b 2 · · · b k a 1 a 2 · · · a n−k in w, where b k = ⋄ which can also be realized by ⋄ k a 1 a 2 · · · a n−k contradicting the definition of w. Consider the word u = a 1 a 2 · · · a n−k (ā n−k+1 ) k . Then the occurrence of u must begin in w with a ⋄ by the argument above. Moreover, taking into account that a n−k+1 =ā n−k+1 , u must begin with the leftmost ⋄. But this implies that a n−k−i = a n−2k−i = a n−3k−i = · · · for 0 ≤ i ≤ k − 1, and all these letters must beā n−k+1 . That is, w is of the form w = ⋄ k 0 n−k 1xw ′′ for some x ∈ {0, 1}. However, since 0 n−k is the only occurrence in w as shown above, we see that any of the words of the form 0 n−k 1xy 1 y 2 · · · y k−2 for y m ∈ {0, 1} and 1 ≤ m ≤ k−2 cannot be covered by w; contradiction.
Finally, a natural direction of research is in generalizing results on upwords over binary alphabets to non-binary alphabets. However, we anticipate that in the case of larger than 2-letter alphabets, u-pwords do not exist in (almost) all cases. In particular, it is checked computationally that no non-trivial (i.e. not consisting only of ⋄'s) u-pword exists for n = 2, 3-or 4-letter alphabets, and a single ⋄.
Acknowledgements
The second author is grateful to Sergey Avgustinovich for helpful discussions on universal partial words. Also, the second author is thankful to Bill Chen and Arthur Yang for their hospitality during the author's visit of the Center for Combinatorics at Nankai University in November 2015. This work was supported by the 973 Project, the PCSIRT Project of the Ministry of Education and the National Science Foundation of China.
