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ABSTRACT
The Quadratic Assignment Problem (QAP) is a specially challenging
permutation-based np-hard combinatorial optimization problem,
since instances of size n > 40 are seldom solved using exact meth-
ods. In this sense, many approximate methods have been published
to tackle this problem, including Estimation of Distribution Algo-
rithms (EDAs). In particular, EDAs have been used to solve permu-
tation problems by introducing distance based exponential models,
such as the Mallows Models. In this paper we approximate the QAP
with a Hamming distance based kernels of Mallows Models.
Based on the benchmark instances, we have observed that our
approach is competitive, reaching the best-known solution in 71%
of the tested instances, especially on large instances (n > 125),
where it is able to outperform state of the art results in 43 out of
288 instances.
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1 INTRODUCTION
The Quadratic Assignment Problem (QAP) is a well known NP-hard
combinatorial permutation-based problem. The problem consists
in optimally allocating n facilities at n locations, in order to mini-
mize a cost function related to the flow and the distance between
every pair of facilities. The QAP is considered to be a difficult prob-
lem. In fact, medium and large non-symmetric instances (n > 40,
where n is the number of items in each permutation) still remain
computationally unfeasible for exact methods. As a result, many
metaheuristic methods such as Genetic Algorithms and Simulated
Annealing have been applied to the QAP.
Estimation of Distribution Algorithms (EDAs) have also been used
to solve permutation based problems by introducing probabilistic
models on the space of permutations of n items (Sn ) [1]. The MM
is an exponential distribution based on a distance in Sn . The EDA -
MMs in the literature are based on the Cayley, Ulam and Kendall
distances, while the Hamming distance has not previously been
used for EDAs. The Hamming distance between two permutations
counts the number of point-wise disagreements and is a natural
choice for measuring the distance between assignments. Unlike
other distances, such as Kendall, the relative ordering between pairs
of items in the permutation is not taken into account under the
Hamming distance. This is a basic characteristic in assignments
or matchings. Moreover, there have been studies in the literature
suggesting that an EDA based on a particular distance for a prob-
lem will give good results if that distance is a natural measure of
disagreement for that problem [3].
Another property of the MM is that it is an unimodal distribu-
tion centred at a given central permutation. The unimodality and
symmetry properties imposed by the MM can be too restrictive in
certain contexts and do not allow the modelling to be flexible [6].
An alternative that breaks these strong assumptions, is the kernel
density estimate using Mallows kernels (KMMs). Instead of having
a central permutation, KMMs spread the probability mass by using
a non-parametric averaging of MMs centred at each data point.
Taking advantage of this flexibility and the assignment nature of
the QAP, the algorithm proposed in this paper is a Hamming based
KMM EDA. The convergence of our algorithm is controlled with
the sharpness parameter of the KMM, using a simple exploration-
exploitation scheme. In order to enhance the performance of the
algorithm, we hybridized the EDA with a local search algorithm.
GECCO ’19 Companion, July 13–17, 2019, Prague, Czech Republic Etor Arza, Josu Ceberio, Aritz Pérez, and Ekhiñe Irurozki
2 DISTANCE BASED PROBABILITY MODELS
The Mallows Models (MM) is a family of probabilistic models on
the space of permutations of size n (Sn ). The MM is one of the
most simple and natural distributions on Sn , requiring just two
parameters: the concentration parameter θ ∈ R+ and the location
parameter, σ0 ∈ Sn [5]. The location parameter, also known as the
central permutation, is the mode of the distribution. For the rest of
the permutations, the probability of each permutation σ decreases
exponentially with respect to its distance from the central permu-
tation d(σ ,σ0). The speed of this exponential decay is controlled
by θ , the sharpness of the distribution.
The MM can be based on different distances. Moreover, the distance
used on the EDAs seems to be correlated with the performance of
an EDA on a particular problem family, as suggested in [3]. In this
paper, we introduced a Hamming based EDA to the framework of
permutation-based combinatorial problems.
The unimodality property of the MM can be too limiting in cer-
tain situations, and Kernels of Mallows Models have been pro-
posed as an alternative [6]. Given a set of k permutations, the
KMM is the non-parametric averaging of k MMs centred in these
permutations. Formally, given the set of k central permutations
σ = {σ1,σ2, ...,σk }, the mass probability distribution of KMM can
be defined as K(σ |σ ,θ ) = 1k
∑k
i=1
e−θd (σ ,σi )
ψ (θ ) whereψ (θ ) is the nor-
malization constant.
3 HAMMING BASED KMM EDA
Any EDA has three parts: selection, learning and sampling. The
selection procedure proposed in this paper includes sorting the ob-
jective function values and selecting the best half of the population.
In addition, elitism was used on the set of selected permutations.
There is no real learning phase in our approach. Instead, the conver-
gence of the EDA is controlled by a simple exploration-exploitation
scheme. The trade-off is balanced by using θ , the concentration
parameter of KMMs that increases over the iterations.
Roughly, the sampling procedure is as follows: We center an MM
in a permutation chosen u.a.r from the selected set of permutations
(where θ is set according to the exploration-exploitation scheme)
and sample a new permutation from this distribution. In particular,
we use the Distance Sampling Algorithm, see [5] for details and
implementations.
As stated previously, our algorithm hybridizes an EDA with a best-
first local search procedure. The local search only takes place after
the EDA has converged, and takes the solutions found by the EDA
into local optima.
4 EXPERIMENTATION
Some popular instances of the QAP have been employed to evalu-
ate the performance of the proposed approach. In particular, the
instances considered in this paper were obtained from the QAPLIB,
from the Taixxeyy instances set [4] as well as from a recently pub-
lished paper [2].
In order to adjust the parameters of the algorithm, we carried out
a previous set of experiments. First, we studied the behaviour of
the algorithm in a small set of four instances from the Taixxeyy
instances set [4]. We observed that some of the parameters are more
time-dependent than others. Therefore, using grid search, we set










[5,20) 67 100.0% 0.0% [4,12]
[20,40) 91 83.5% 4.4% [12,33]
[40,75) 46 47.8% 0.0% [31,77]
[75,125) 39 5.1% 0.0% [71,194]
[125,175) 24 83.3% 79.2% [156,540]
175 and 256 21 95.2% 95.2% [60,1004]
the most performance critical parameters. Then, we estimated the
optimal values for the rest using Bayesian Optimization.
The performance of our approach was tested on a total of 288
instances. For each instance, we run the algorithm 9 times, recording
the best and the median score, the median number of evaluated
solutions and the median CPU time. 1
In 71% out of the 288 instances tested, the state of the art result was
reached. Moreover, in 43 instances, a new best solution was found.
The summarized results are presented in Table 1.
5 CONCLUSION
In this paper, we proposed an algorithm to solve the QAP with
a Hamming distance based Estimation of Distribution Algorithm.
We used the Hamming because it respects the assignment nature
of the QAP. The use of KMMs in our model also allows a simple
yet effective exploration-exploitation procedure to be implemented
through the spread parameter θ of the KMMs. To improve the effi-
ciency of the algorithm, we hybridized our approach with a local
search procedure. Out of the tested 288 benchmark instances, in
71% of them, the state of the art result was reached. Moreover, for
43 instances, a new best solution was found. The experimentation
stated that our hybrid algorithm is a competitive approach to solve
the QAP, particularly on large instances (n ≥ 125).
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1Supplementary material with all the results as well as source code is available for the
interested reader to download at https://github.com/EtorArza/GECCO2019
