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Cada día son más complejos los problemas a los que se enfrenta la Química 
Analítica en los ámbitos de la producción industrial (también llamada Química 
Analítica de Procesos), especialmente en lo referente a uno de sus campos de 
actividad primordiales: el Control de Calidad de los Productos manufacturados. Esto 
hace necesario implementar metodologías analíticas rápidas, sencillas, fiables y que 
permitan el mínimo consumo de reactivos químicos, con lo que se obtendrá menor 
cantidad de residuos. 
A lo largo de esta Memoria de Tesis Doctoral se empleará como técnica 
analítica básica de trabajo la espectrofotometría infrarroja con Transformada de 
Fourier en la zona media, la cual permite cumplir las premisas anteriores y se clasifica 
como una técnica instrumental de orden uno. Este tipo de técnicas permite trabajar 
en presencia de concomitantes sin necesidad de conocer su participación en la señal 
registrada aunque precisan que todos los posibles interferentes estén en las muestras 
de calibración. El caso ideal sería que, además, su espectro fuese claramente diferente 
del correspondiente al analito de interés. La situación es incluso más interesante 
cuando no es un "analito típico" lo que se quiere determinar (p.ej., la concentración 
de un metal) sino un parámetro (o propiedad) relacionado con el producto pero que 
"no existe" como tal en la muestra. Esta es, precisamente, la problemática que se 
aborda en la Memoria: la predicción de parámetros (propiedades) que deben 
considerarse como el resultado de la composición química del producto (o de su 
respuesta global ante un estímulo exterior). 
Los dos productos comerciales que se han estudiado en la Memoria resultan 
de gran importancia para las actividades socioeconómicas de la Comunidad Autónoma 
Gallega. Aunque representan dos sectores productivos claramente diferenciados, 
algunas de sus problemáticas analíticas pueden abordarse con una misma sistemática 
de trabajo: los zumos y bebidas de manzana (A Coruña es una de las principales 
productoras de manzana a nivel nacional) y el combustible de aviación (A Coruña 
cuenta con la única refinería de crudo de petróleo del Noroeste peninsular). 
Tratar de predecir satisfactoriamente parámetros tales como "porcentaje de 
zumo", "temperatura de cristalización del combustible" o"temperatura de 
deflagración" implica no sólo el trabajo con una técnica analítica adecuada, en este 
caso la espectrometría vibracional, sino también aplicar herramientas quimiométricas 
que permitan desarrollar modelos adecuados a las necesidades del control de calidad, 
en particular que aporten predicciones insesgadas. Además de una predicción correcta 
xi
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interesa detectar la presencia de muestras no consideradas en la calibración y, por 
tanto, disponer de diagnósticos que permitan detectar características espectrales no 
habituales (lo cual no deja de ser uno de los objetivos de cualquier sistema de Gestión 
de la Calidad). 
Otro aspecto importante en el control de calidad y el desarrollo de modelos 
predictivos consiste en evaluar la posibilidad de uso de un pequeño conjunto de 
variables (en esta Memoria de tipo espectral) que conduzcan a modelos satisfactorios. 
Algunas ventajas de las técnicas relacionadas con la selección de variables son la 
mayor rapidez en el proceso de medida y la simplificación de la interpretación química 
de los modelos quimiométricos y los resultados que éstos ofrecen. 
En consecuencia, los principales objetivos que se persiguen en esta Memoria 
son: 
1.- Estudiar técnicas quimiométricas orientadas a la selección de un mínimo 
subconjunto de variables que permita abordar, posteriormente, procesos de 
clasificación mediante Curvas de Potencia, SIMCA, PLS y Redes de Neuronas 
Artificiales e implementar modelos de regresión multivariante (PLS lineal). Las 
técnicas elegidas, rotación de Procustes y Algoritmos Genéticos, tienen principios 
conceptuales muy diferentes y, por tanto, abordan el problema empleando dos 
perspectivas opuestas, una determinista ( Procustes) y otra basada en procesos 
estocásticos de evolución (según los principios Darwinianos de la selección y 
evolución natural (Algoritmos Genéticos). 
2.- Desarrollar procedimientos analíticos sencillos, rápidos y respetuosos con el 
Medio Ambiente, basados en la espectroscopia vibracional, que permitan caracterizar 
las muestras bajo estudio. Además de las técnicas de medida de fase líquida (Raman 
y Reflectancia Total Atenuada), se trabajará en la puesta a punto de sistemas de 
medida en fase gas. 
3.- Comparar las predicciones obtenidas empleando diferentes procedimientos 
experimentales, con distintas técnicas de clasificación y distintos conjuntos de 
variables. Analizar sus ventajas e inconvenientes. 
xii 
A pesar de que al inicio de los diferentes capítulos se irán indicando sus 
objetivos específicos, la sistemática general de trabajo seguida ha sido: (a) presentación 
de los conceptos básicos a emplear (espectrales y quimiométricos), (b) revisión 
bibliográfica comentada, incluyendo una breve discusión acerca de cada uno de los 
productos considerados, (c) presentación de las hipótesis de trabajo, (d) desarrollo 
experimental y(e) discusión de los resultados. Con ánimo de evitar reiteraciones, los 
capítulos 1, 2 y 3 se centran en (a), (b) y(c) y los capítulos 4, 5 y 6 abordan (d) y(e) 




Intmrfucción a Cos métodos muCtivariantes 
^djetivo:
 
^En este capítuCo se presentan conceptuaCmente Cos métodos quimiométricos de Cos 
que se Ciará uso en Cas apCuaciones e.xperimentales recogidas en esta Memoria. 7amóién se 
recogerán aCgunos traóajos previos donde se Fiayan e^pCicado algunas de Cas ventajas, 
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S.S. ActuaC'xzación cCeCmodeCo 
5.6. Interpretación y diagnósticos deCmodeCos de ^LS 
5.7. Consicferaciones respecto a errores. ^actitudy precisíón 
5.8. ApCuaciones 
6. ^des de neuronas artifiçiaCes 
6.1. Introducción 
6.2. ECementos 6ásúos 
6.3. [2,ecfes cfe propagación Ciacia atrás (Bac(propagation) 
6.4. Aprend i^zaje y vafidación 
6.5. Apfuaciones 
7. ^Diseño de e.^eriencias y optim i^zación 
7.1. Diseño de experiencias 
7.2. ^tétocfo Simple^,geométrico 
8. ^i6C"tografiá 
9r^^iscción ^ !os nréÍod.os rrrulliu^2^f^^1. 
1. PLANTEAMIENTO DEL PROBLEMA 
El control de calidad industrial está basado en la obtención de datos analíticos 
que describan total o parcialmente el producto que se está obteniendo. Dichos datos 
(transformados en "resultados" una vez integrados en el contexto adecuado) servirán 
para decidir acerca de la aceptación, precio, destino y uso que se podrá atribuir al 
producto manufacturado. 
La gran mayoría de métodos instrumentales de análisis son, por su propia 
naturaleza (a excepción de volumetrías, gravimetrías, algunos métodos 
electroquímicos y otros isotópicos o basados en la medida de masas moleculares y/o 
atómicas), métodos relativos de medida en los cuales la propiedad analítica a 
determinar debe obtenerse mediante una medida que, a priori, poco o nada tiene que 
ver con dicha propiedad. Es necesario, pues, establecer una relación funcional entre 
la variable de interés y la señal o medida realizada. De esta forma, deberá establecerse 
antes de realizar cualquier proceso de cuantificación, una etapa de "calibradó' o 
"modelización". 
Se entenderá por calibración o modelado el proceso mediante el cual se 
establece una relación funcional entre una o varias variable/s de interés (p.ej., 
concentración, densidad, acidez, etc.) y una magnitud (señal) medible (Beebe et al., 
1998) . En consecuencia, uno de los problemas más frecuentes en la Química Analítica 
es establecer procedimientos indirectos de medida vía modelos de calibración, o, dicho 
abreviadamente, "modelos" o "calibraciones". 
El modelo de calibración comprende el conjunto de gráficos, ecuaciones 
matemáticas y datos intermedios que establecen la relación entre la magnitud de la 
señal medida y la variable de interés (Martens y Naes, 1989; González Dou, 1991; Bertran, 
1995). EI modelo de calibración puede tener una base físico-química y matemática 
racional y bien establecida o bien ser puramente empírico. Por lo general, la 
calibración univariante suele tener un modelo de fondo determinista (ley de Lambert­
Bouguer-Beer, ecuación de Ilkovic, etc) pero en el momento en el que se trabaja con 
más variables (calibración multivariante) lo más habitual es trabajar en un campo 
mucho más abstracto (Ma,-tens y Naes, 1989). 
Además de las ideas previas que se puedan poseer acerca del problema, lo 
único cierto en la calibración multivariante es aceptar como punto de partida que la 
estructura no aleatoria tanto en las variables predictoras como en las predichas es 
^
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causada por "algó', aunque ese (esos) fenómeno(s) subyacente (s) sea (n) más o menos 
desconocido(s) para nosotros. La misión de la calibración multivariante (en su caso 
la univariante) es, en consecuencia, detectar ese fenómeno en la extensión en la que 
ello sea posible a partir de los datos de partida y modelizarlo mediante ecuaciones y/o 
relaciones empíricas que, una vez aplicadas a un nuevo problema experimental, 
determinen en qué extensión presenta dicho evento una determinada propiedad. 
A lo largo del tiempo se ha ido tratando de dar solución a la pregunta ^qué es 
un "buen" modelo de calibración? 
De la bibliografía y la propia experiencia acumulada, se deduce que la 
respuesta trivial es la que se mantiene cierta: "aquel que funcione". Es decir, aquel que 
una vez establecido a partir de unas muestras (patrones) "históricas" permita 
determinar satisfactoriamente (es decir, dentro de unos márgenes de error) la(s) 
variable (s) de interés en muestras desconocidas y no consideradas hasta ese momento. 
De acuerdo con Martens y Naes (Mar^ens y Naes, 1989) , todo modelo es "malo" 
ya que no es real. A1 igual que los modelos que se desarrollan en la Química General, 
Química Cuántica o cualquier otra disciplina (como la Astronomía) los modelos no 
son "ciertos", aunque pueden ser válidos para unos determinados propósitos. Y es esto, 
justamente, lo que se busca aquí: modelos de calibración que sean capaces de ofrecer 
respuestas adecuadas a cada problema que se irá planteando. 
Básicamente, nos encontraremos (como se indicará en diversas ocasiones) 
ante soluciones de compromiso ya que, en general, habrá que buscar un equilibrio 
entre simplicidad y adecuación. La simplicidad buscará la interpretabilidad y la 
"parsimonia" matemática; la adecuación (al uso) impondrá el suficiente realismo y 
descripción de cada problema particular. 
^ Cómo crear los modelos de calibración? Si las consideraciones previas pueden 
considerarse epistemológicas, no es más etérea la respuesta a esta segunda pregunta 
ya que no hay recetas ni reglas generales. De los diversos métodos matemáticos que 
pueden aplicarse para alcanzar un modelo se obtiene como conclusión una sistemática 
de trabajo a seguir en todos los casos (esquematizada en la Figura 1) y que se ha 
aplicado a lo largo de esta Memoria. En lo que sigue de este capítulo se hace un breve 
estudio de cada etapa indicada en este esquema. 
En otras ocasiones el problema no consiste tanto en cuantificar el producto 
6 
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como, más bien, en decidir si la muestra (como representante del lote de producción) 
tiene características comunes con otro/s conjunto/s de muestras dado/s. En este caso 
se estaría ante un problema de clasificación. A1 respecto deberá recordarse que no sólo 
será interesante averiguar si la muestra se clasifica en alguno de los conjuntos ya 
conocidos de antemano sino en investigar si nos enfrentamos a una nueva clase (p.ej., 
de fármaco, de materia prima, etc.). La problemática de la clasificación también se ha 
abordado en esta Memoria y se introduce en este capítulo. 
Problema 
Figura 1: Sistemática de trabajo seguida para desarrollar modelos de calibración. 
7 
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En cuanto a los modelos matemáticos a utilizar, las posibilidades son 
numerosas y la decisión ha sido aplicar cuatro técnicas que han demostrado su valía 
con anterioridad. Se dispone de un cierto conocimiento acerca de sus ventajas e 
inconvenientes y, además, ofrecen buenos resultados en situaciones complejas. Los 
métodos elegidos se conocen internacionalmente como curvas de potencia, modelado 
independiente de clases (Soft Independent Modelling of Class Analogy (SIMCA)), 
Regresión parcial por mínimos cuadrados (Partial Least Squares (PLS)) y redes de 
neuronas artificiales (Artifical neural networks (ANN ó RNA)). 
Desde luego, ya se admite en este momento que hay muchos otros métodos 
que no se han aplicado y que también presentan características francamente 
interesantes. Algunos de ellos se citan en la recopilación bibliográfica. 
2. VARIABLES PREDICTORAS Y VARIABLES A PREDECIR 
Para abordar soluciones a los casos prácticos presentados en esta Memoria se 
emplearán modelos multivariantes (de calibración y de clasificación) puesto que la 
mayor parte de los métodos analíticos actuales pueden considerarse como multicanal 
y, en consecuencia, ofrecen una gran cantidad de información que, a priori, no debería 
descartarse. Las variables independientes o predictoras serán las absorbancias medidas 
a los números de onda que constituyan el espectro IR de las muestras; en términos 
Quimiométricos, se trata de una técnica que origina datos de orden uno (cada muestra 
un vector) (Boqué y Ferré, 2004). 
Dado que los productos que se abordan son muy complejos, no parece factible 
emplear un sólo número de onda para predecir la(s) propiedad(es) de interés ya que 
^cuál deberia elegirse? Está clara, en consecuencia, la necesidad de modelos 
matemáticos que trabajen con más de una variable. No obstante, se hará una breve 
incursión en los métodos de selección de variables por la importancia que éstos 
presentan. Las variables a predecir se irán detallando en cada caso particular pero, en 
general, serán los parámetros de interés cuyos valores se han determinado previamente 
en el conjunto de muestras de calibrado. 
3. CURVAS DE POTENCIA 
Las curvas ó funciones de potencia son métodos supervisados de modelado de 
clases que fueron definidas en un principio como métodos de clasificación 
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"estimadores de núcleos de densidad" ("kernel deruiry estimators") por Fix y Hodges 
(1951) dentro del contexto del análisis discriminante. Más recientemente, Coomaru v 
Broeckaert (1986) describieron distintos métodos de curvas de potencia, incluyendo 
muchas aplicaciones. En su más sencilla aplicación, las curvas de potencia presentan 
la ventaja de ser más intuitivas que el tradicional análisis lineal discriminante (LDA) 
y de ofrecer representaciones gráficas que tienden a hacer más comprensible el éxito 
(o no) de la clasificación (algo que SIMCA no permite) . Su fundamento teórico puede 
resumirse como sigue: 
Inicialmente debe disponerse de un conjunto de muestras (llamado conjunto 
de aprendizaje o modelado), caracterizadas mediante los parámetros que se considere 
necesarios, sobre el que es posible establecer determinados grupos de acuerdo con 
algún criterio de interés (origen, calidad, especie, etc.). 
En una primera etapa deberá comprobarse, sobre el conjunto de aprendizaje, 
la existencia de grupos bien definidos, según el criterio seleccionado. Una vez 
comprobada la existencia de grupos, se asigna una región del espacio como 
caracteristica de cada grupo en particular. Tras esta definición, una nueva muestra 
podrá ser asignada a un determinado grupo en función de su proximidad a cada zona 
caracteristica. Si de alguna forma es posible transformar esta proximidad (distancia) 
en probabilidad, la decisión queda simplificada y obvia la dicotomía del análisis 
discriminante. Por otra parte, si una muestra no presenta probabilidades de 
pertenencia aceptables para ningún grupo puede ser considerada como perteneciente 
a una nueva clase o bien detectar si se trata de una muestra anómala. 
En cuanto al espacio de trabajo, aunque en una primera aproximación podría 
pensarse en emplear el definido por los parámetros o variables analíticas originales, 
generalmente dicho espacio no es el más adecuado para describir grupos bien definidos 
en las muestras, especialmente tratando situaciones multivariables. Por esta razón es 
preferible utilizar el espacio de los Componentes Principales (PCs), en el que cada 
muestra estará descrita por sus coordenadas sobre los primeros componentes (scores). 
Un primer factor determinante del éxito final de la clasificación será, en consecuencia, 
la cantidad total de información recogida por los primeros PCs (generalmente los dos 
primeros) . 
Se han descrito distintas alternativas para realizar la transformación de 
distancia a probabilidad, superponiendo a cada muestra en el espacio considerado 
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diferentes funciones de potencial, bien sean distribuciones de probabilidad bien sean 
funciones de distribución libre, que permitan estimar la densidad de probabilidad 
(Forina et al., 1991). La función de potencial para cada clase viene entonces definida 
por la envolvente a las funciones muestrales consideradas y, en consecuencia, es 
posible determinar los límites de clasificación para diferentes niveles de probabilidad 
(curvas de isoprobabilidad). 
En esta Memoria se ha aplicado un modelo simplificado para el cálculo de las 
curvas de potencia basado en admitir una curva de potencia para cada clase, es decir, 
considerar que si cada clase es homogénea, la envolvente puede aproximarse a una 
única distribución de probabilidad (Tomás y Andrade, 1997). 
Bajo esta hipótesis de trabajo (cada grupo de muestras forma un conjunto 
homogéneamente distribuido) y considerando el espacio definido por los dos primeros 
PCs, se ha seleccionado como función de potencia la correspondiente distribución de 
Gauss bivariada que puede definirse mediante la expresión (Cuadras, 1981): 
[ec. 1 ] 
.%1X, ^ = 1 exp [ A z ] 
2^6Lat, 1-pz 211-P ) 
siendo: 
A=[X- µ.x]z +[ Y µv^Z - 2P [X µx^ [ Y µ']
a; al, aX a 
donde X e Y corresponden a las coordenadas sobre el primer y segundo componente 
principal respectivamente; µx y µ Y a los valores medios de las coordenadas de cada 
grupo; oX y vY a las desviaciones estándar y p al coeficiente de correlación. 
La relación incluida en la exponencial define elipses concéntricas de 
isoprobabilidad en el plano euclídeo: 
[ec. 2J a= 1 A 
^1- PZ) 
en la que a es una constante positiva y la probabilidad de que una muestra pertenezca 
a la clase o grupo para la que se ha definido la distribución puede calcularse como 
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(coincide con el área de la elipse) (Tomás y Andrade, 1999) : 
[ec. 3] 
Prob [Muestra E Clase] = 1- exp (- a/2)=Area 
Si se van a clasificar nuevas muestras mediante este tipo de modelos deberán 
ser, primero, proyectadas en el espacio inicial PC 1-PC2 (aunque también se podrían 
usar el PC2-PC3 ó PC1-PC3, según dónde se observen grupos); se recalculan las áreas 
y se asignan a un determinado grupo según las probabilidades de pertenencia así 
calculadas. Si una muestra no presenta altas probabilidades para ninguno de los 
grupos, podrá representar una nueva clase, categoría, etc. 
4. SIMCA 
La clasificación mediante la técnica SIMCA (Soft Independent Modelling of 
Class Analogy) o"modelado suave de la analogía de clases independientes" también 
es un ejemplo de una técnica supervisada de reconocimiento de pautas (modelos) 
usado, por ejemplo, para decidir si una o más muestras nuevas pertenecen a un grupo 
pre-existente de muestras. El objetivo principal del SIMCA es asignar un nuevo objeto 
a la clase con la cual muestre mayor similitud (analogía) (Beebe et al., 1998). De esta 
forma se clasifica el objeto dentro de la clase con la que tiene unas propiedades más 
comunes. 
En SIMCA se lleva a cabo un análisis de componentes principales (PCA) 
independiente para cada clase (grupo) de muestras con objeto de modelizar su forma 
y posición. Se construye una "caja multidimensional" para cada clase y para predecir 
a qué "caja" (o región del espacio) pertenece cada nueva muestra a clasificar es 
necesario determinar qué región del espacio de medida ocupa. 
Para construir las cajas multidimensionales se debe partir de un conjunto de 
muestras cuyas clases sean conocidas. El conjunto de muestras de entrenamiento se 
divide en subconjuntos separados, uno para cada clase, y se calculan los componentes 
principales por separado para cada una de las clases. EI número de PCs es determinado 
para cada clase y el SIMCA se completa definiendo regiones para cada uno de los 
modelos de PCA. De ahí que este método, también sea conocido como clasificación 
mediante componentes principales locales. Los datos en cada clase son autcescalados 
o centrados en la media usando la media y la desviación estándar calculada sobre los 
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objetos en la clase (Liu et al., 1987): 
h [ec. 4] x^q) _ (1/N ) ^ X^9) 








x„n, es el valor de la variable m medida en la muestra n; N es el número de muestras 
y M es el número de variables de la matriz de datos X^XM); y q es el número total de 
clases. Además, zr„q^ es la media para la clase q y sm19^ es su desviación típica. 
De tal forma que los datos autoescalados serán: 






Si se centran en la media serán de la siguiente forma: 
í9) ( ^9) -^9) ^[ec. 7] Znm - Xnm - Xm 
Después de escalar, se hace un PCA en el que se calculan los componentes 
principales (o, autovectores) (Y) como combinaciones lineales de las variables 
originales, de tal forma que el primer PC ajusta tanto como le sea posible la varianza 
presente en las variables originales; el segundo PC ajusta tanto como le sea posible la 
varianza residual, y así sucesivamente. Los componentes principales formados tienen 
que ser ortogonales: 
M
 [ec. 8] (9) _ ^9) (9) (%C = 1,....^i4) )Ynk ^ ^nm bmk 
m=1 
donde ynk (normalmente, llamados scores) es el valor del K componente principal para 
el objeto n y representa dónde se sitúa el objeto con respecto a esa nueva dirección; 
Znm es el vector de datos de la muestra n, escalado usando la media y la desviación 
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estándar de la clase q, y b,,,k son los coeficientes m(o loadings) del componente 
principal K de la matriz (MxM) de correlaciones entre las variables. Los scores de los 
componentes principales calculados así tienen media cero y varianza igual al 
correspondiente autovalor ^.k. Si Ky componentes son retenidos en el modelo de la 
clase q, los datos se pueden describir en términos del modelo de componentes 
principales por: 
[ec. 9] w) ^y) ^4) + ^e) 
Znm - ^ Ynk bkm enm
 
porque los componentes son ortogonales; y siendo e„^, los residuales de ajuste de los 




 [ec. 10] So(q) _ [1^(Ny-K9- 1)(M-Ky)] ^ ^ e m 
n=1m=1 
que es la medida del "ajuste" o"estrechez" de la clase a las N muestras usadas en el 
proceso de aprendizaje ó modelado. 
Para predecir la clase de una muestra desconocida, es necesario determinar 
qué región del espacio de medida ocupa. Matemáticamente, esto se hace proyectando 
el vector de medida de la muestra desconocida en cada uno de los modelos SIMCA. 
En la predicción puede ocurrir que la muestra sea miembro de una, varias o ninguna 
de las clases. Si es miembro de más de una clase, esto es debido a que el sistema de 
medida y los modelos SIMCA no tienen suficiente poder de discriminación para 
distinguir entre clases. Si la muestra de prueba no pertenece a ninguna clase puede ser 
debido a un error de medida o el resultado de alguna característica química inusual o 
desconocida, se considera una muestra "diferente" o, dependiendo de la situación, un 
anómalo (outlier) . 
Así, una muestra nueva (llámese t) podrá ser clasificada en alguna de las 
clases previas si se ajusta a alguno de los q modelos. Para ello, deberán calcularse sus 
scores (y^^) a partir de los parámetros anteriores para cada uno de los grupos: 
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[ec. 11 ] 
M 
ytkg) _^ zt^m) Úmk) ( k= 1,...,Ky ) 
m=1 
Por tanto, la modelización de esta nueva muestra por el modelo previo vendrá 
dada por: 
K [ec. 12] í4) __ 
Ztm 
í9) ^9) 
ytk bkm ( m= 1,..., M) 
k=1 
Y, por tanto, la validez del ajuste de la muestra al modelo viene dado por la 
desviación estándar residual definida por: 
M [ec. 13] S zcq) _ [ 1 /(M - Kq )]t ^ (zt^m) - zrcm) )2m '

Dado que se dispone de dos varianzas (la del ajuste del modelo y la de ajuste 
de la muestra desconocida), se puede aplicar un test F de Fisher-Snedecor como una 
medida cuantitativa (y objetiva) para la clasificación siendo: 
S 2^9)
[ec. 14] 
F^a^^ = t- con (M - K9) y(Ng- Kq- 1) (M - K9) grados de libertad
s z(e)
0 
Este valor de F deberá compararse con el tabulado (al grado de confianza 
deseado) para (M - Ky) y(Nq - Ky - 1) (M - Kq) grados de libertad. 
Una gran ventaja de SIMCA (que también comparten las curvas de potencia) 
es que, en contraste con otras metodologías, no es restringido en el número de 
variables (M) relativas al número de objetos (N). Los modelos de componentes 
principales pueden estimarse independientes de la relación entre M y N. La única 
restricción es que el número de componentes, Kq, tiene que ser más pequeño que 
ambos M y N. De hecho, la estabilidad de clasificación del SIMCA aumenta con la 
raíz cuadrada de M (Woid ec al., 1981). 
Para una mejor clasificación de las muestras mediante SIMCA se ha efectuado 
el "cierre de las cajas" por los extremos mediante el cálculo de un límite de confianza 
14
 
^i^itoducció^t ¢ ^l nreÍ4c^o^ nu^^i`^r.^2ias2^zl 
obtenido definiendo un valor crítico de la distancia (Euclídea) del modelo. Esto es 
dado por: 
[ec. 15] Scrit ti' SFcrit 
siendo F^,;^ el valor tabulado para (M-Kq) y(Ny-Ky-1) (M-Ka) grados de libertad, 
generalmente al 95% de confianza. La S^^^ se usa para determinar el espacio (el 
cilindro) alrededor de PC 1(ver Figura 2a) y los planos alrededor del plano PC 1 y PC2 
(ver Figura 2b) . Los objetos con s<s«,^ pertenecen a la clase, el resto no (Massart et al., 
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Figura 2: Cierre de la región del espacio en el modelo SIMCA para (a)un PC y(b)dos PCs. 
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En lo que se refiere a la calibración propiamente dicha, y a pesar de que el 
número de métodos de calibración multivariante es muy amplio, se suelen agrupar en 
dos grandes bloques. Los métodos "duros", rígidos o deterministas y los modelos 
"blandos" o flexibles. Existen otras clasificaciones (ver p.ej. Martens y Naes, 1989; 
González Dou, 1991; Bertran, 1995; Beebe et al., 1998) pero ésta es adecuada para los 
propósitos aquí perseguidos. 
Los modelos duros son aquellos en los cuales las variables siguen un modelo 
pre-establecido (ejemplo típico sería la ley de Lambert-Bouguer-Beer). En ellos se 
establece una relación directa entre la magnitud de interés (Y) y las variables 
predictoras (X) del tipo: y1=bo + bllxl + b1zxZ +... + E, donde E sería el error. 
Los modelos flexibles son aquellos que no parten de una relación funcional y 
emplean los datos para llegar a una ecuación matemática (empírica) que relaciona las 
variables medidas con las que se quieren predecir. En este conjunto se encuadran 
típicamente todos los métodos basados en regresión por componentes principales, 
regresión parcial por mínimos cuadrados, calibración por redes neuronales, etc. 
5. REGRESIÓN PARCIAL MEDIANTE MÍNIMOS CUADRADOS (PLS) 
Uno de los métodos más usados actualmente en calibración multivariada es 
el de regresión parcial mediante mínimos cuadrados (PLS ó PLSR) (Beebe et al., 1998; 
Sekulic et al., 1993; Hopke, 2003), el cual ha ganado importancia en muchos campos de 
la Química (Analítica, Física, Clínica y control de procesos industriales) (Geladi y 
Kowalski, 1986; Adams, 1995; Naes et al., 2002). 
El punto de partida conceptual sería buscar no sólo las direcciones de mayor 
información en el conjunto de las variables experimentales (o predictoras), matriz X, 
sino también seleccionar aquellas que guarden mayor relación con la(s) variable(s) a 
predecir, matriz Y. Ésta es, de hecho, la idea que subyace en la técnica de PLS, 
desarrollada por Herman Wold para la econometría a mediados de los años 70 (Wold, 
1975; Martens, 2001). El propio Wold establece 1977 como el año de nacimiento del 
método de PLS (Geladi, 1988). Más tarde se aplicó en Quimiometría, donde ha 
conducido a buenos resultados (Wold et al., 1983; Wold et al., 1984 ; Wold et al., 2001 a; 
Naes y Risvik, 1996; Kowalski et al., 1982). 
PLS es, pues, una metodología matemática usada para establecer un modelo 
que relacione la información de dos conjuntos de datos diferentes (pero ligados de 
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alguna forma desconocida) . El modelo de PLS intenta extraer la información 
importante de ambas fuentes con la única condición de que tales informaciones sean 
relevantes para establecer la relación entre ambos conjuntos de datos. Esto se consigue 
desarrollando un modelo de regresión sobre "variables observadas indirectamente". 
Cada una de estas nuevas "variables" (llamadas Variables Latentes -VL- o factores) 
se calcula como combinación lineal de las variables originales bajo la condición de que 
estén correlacionadas con la variable (o variables) a predecir. De esta forma, los 
modelos de PLS se rigen por un criterio de capacidad predictiva más que por el ajuste 
del modelo a los datos (Veltkamp _y Gentry, 1988). Por esta razón, PLS suele conducir a 
mejores predicciones con menos factores (variables latentes) que PCR (Naes, 1987; 
I.orber et al., 1987) . 
Esto se logra gracias a que los algoritmos empleados relacionan iterativamente 
la información relevante en la matriz X con la de Y, siempre y cuando el modelo 
mejore su capacidad predictiva. Lo cierto es que la explicación del algoritmo de PLS 
no es intuitiva y debe hacerse mediante el análisis matemático (aquí, necesariamente, 
breve) del mismo. A la matriz de las variables predictoras -p.ej., los espectros- se les 
suele llamar Bloque-X y a la matriz (vector) de variables predichas, Bloque-Y. 
Se explican los algoritmos de H.Wold, aplicados por su hijo Svante Wold y 
basados en el algoritmo NIPALS (Non-Iterative Partial Least Squares). Hay también 
unas ligeras diferencias entre la escuela de S.Wold y la de H. Martens en las cuales no 
se entrará (ver Geladi, 1988, para más información) pero que conducen a iguales 
capacidades predictivas. 
La Figura 3(tomada de Wold et a1., 1987) ilustra las explicaciones y el siguiente 
resumen se adaptó de Geladi y Veltkamp (Geladi y Kowalski, 1986; Veltkamp _y Gentry, 
1988) por su carácter pedagógico. Por otro lado, este tipo de cálculo sólo tiene sentido 
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Figura 3: Representación gráfica del algoritmo PIS, empleando NIPALS (Wold et al., 1987). 
El modelo de PLS puede considerarse formado a partir de dos relaciones 
externas (de los dos bloques X e Y, individualmente) y una relación interna que liga 
ambos bloques (ésta es la clave de PLS). Las relaciones externas no son más que las 
conocidas descomposiciones en componentes principales (los sumatorios van desde 
h=1, 2, ..., h componentes principales). Se asume que X e Y han sido centradas en 
la media o autoescaladas. 
[ec.16]­ X=TP'+E=Ethp'h+E 
[ec. 17]­ Y= UQ' + F= Euhq'h + F 
[y = Tq' + f, en el caso de predecir una sóla variable] 
donde:­ X, matriz de variables predictoras originales 
Y, matriz (vector, en su caso) de variables dependientes. 
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T y P, matrices de scores y loadings, respectivamente, para X. 
U y Q, matrices de scores y loadings, respectivamente, para Y. 
E y F, matrices de error asociado. 
Dado que la intención es describir Y tan bien como sea posible, eso significa 
minimizar F y, al mismo tiempo, obtener una relación útil entre X e Y. La relación 
interna consigue esto mediante la relación de los scores t y u. El modelo más sencillo 
es una relación lineal del tipo 
[ec. 1 ti ^ ú = bhth 
donde bh = u'hth / t'hth. De forma que los vectores b j uegan el papel de coeficientes de 
regresión. 
De todas formas, éste no es el mejor modelo posible ya que los componentes 
principales se han calculado de forma independiente para las dos matrices X e Y. Sería 
mejor darles información relativa de la una a la otra, de forma que se logre una especie 
de "rotación" que haga que ambos subespacios se acerquen (en la misma idea de la 
rotación de Procustes que se abordan en el capítulo siguiente). 
Un modelo simplificado es el que sigue, explicado como pseudo-código: 
Para el bloque X la descomposición PCA sería: 
(1) tomar t;n;^;^= cualquier x; 
(2) hacer p' = t'X/t't (=u'X/u'u) 
(3) p^^^,.^.,, = p^^;^.,,,/IIP^^;e;^ll donde II II es la norma 
(4) t = Xp/p'p 
(5) se comparan los vectores t de las etapas 2 y 4; si son iguales, se finaliza, si son 
diferentes (dentro de un criterio de redondeo), se vuelve a(2) 
Para el bloque Y la descomposición PCA es análoga: 
(1) tomar u;,,;^;^,= cualquier y^ 
(2) hacer q' = u'Y/u'u (=t`Y/t't) 
(3) q^,,,,^^„ = q^^,ef,,/I^9^,;e;,,ll donde II II es la norma 
(4) u = Yq/q'q 
(5) se comparan los vectores u de las etapas 2 y 4; si son iguales, se finaliza, si son 
diferentes (dentro de un criterio de redondeo), se vuelve a(2). 
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Mejora de la relación interna 
Como se indicó, ésta es una forma de obtener información de cada bloque por 
separado. La manera de que un bloque "conozca" algo del otro es "cruzar" la 
información intercambiando los vectores t y u, para lo cual se colocaron ya las 
expresiones entre paréntesis en las etapas (2). De esta forma, el algoritmo quedaría: 
(1) tomar u;,,;^;o= cualquier y; 
(2) hacer p' = u'X/u'u (w' = ú X/u'u) 
(3) p'^^e^^> = p'^^;e;^llp'^;^;oll (w^^^^^, = w'^,e;^llW^;e;oll) 
(4) t = Xp/p'p (t = Xw/w'w) 
(5) q' = t'Y/t't 
(6) q'^ue^^, = q'^^e;^llq'^^^e;oll 
(7) u = Yq/q'q 
(8) se comparan los vectores t de la etapa 4 con los de la iteración precedente. Si 
coinciden, dentro de un error de redondeo, ya hemos finalizado; de lo contrario se 
repiten iteraciones desde (2). 
Si el bloque Y tiene una sóla variable (PLS-1 bloque), se evitan las etapas 5 
a 8, colocando q=1. La gran ventaja de este algoritmo iterativo es que converge 
rápidamente. 
Matemáticamente hablando hay un problema relacionado con que los 
vectores t así obtenidos no son ortogonales, motivo por el cual los vectores p' no es 
correcto considerarlos como "loadings" y se les llama pesos (w', de ahí las ecuaciones 
entre paréntesis de los pasos 2, 3 y 4), pero tienen su mismo significado e 
interpretación (esto es, participación de cada variable original en el componente -que, 
ahora, se llamará variable latente (VL)-). Aunque no es necesario, si se desea (es lo 
habitual), se puede lograr la ortogonalidad de los scores, t, haciendo p' = t'X/t't. 
Además de la relación lineal entre los vectores t y u se pueden establecer 
relaciones polinomiales (habitualmente no son mayores de orden 2 ó 3) (Wold et al., 
1989; Wise y Gallagher, 1998 ), lo cual aporta variantes interesantes a la técnica de PLS 
(especialmente para el modelado de relaciones no lineales). 
A pesar de ello en esta Memoria no se aplicarán regresiones polinomiales ya 
que se ha comprobado en numerosas ocasiones que el modelo de PLS lineal es capaz 
de modelar satisfactoriamente incluso relaciones no lineales, siempre que no sean 
extremas (Wise y Gallagher, 1998). En algunos casos la capacidad de predicción de 
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modelos PLS y de redes de neuronas artificiales (RNA) son comparables, lo cual 
sugeriria que o bien no hay no linealidades o bien que PLS llega a modelarlas tan bien 
como las redes neuronales (ampliamente sugeridas para problemas con fuertes no­
linealidades) Qacobson y Hagman, 1993; Andrade et al., 1999; Hadjiiski et al., 1999; Yang et 
al., 2003; Blanco et al., 2000a). 
5.1. VENTAJAS DE PLS 
Las variables latentes (VL) se extraen de forma que sucesivamente expliquen 
menos información, por lo cual llegará un momento en que se pueda dejar de 
introducir variables latentes en el modelo sin perj udicar los resultados finales. Una de 
sus ventaj as es que son ortogonales, lo que puede simplificar la interpretación final del 
modelo. 
El hecho de trabajar con variables latentes permite "visualizar" las muestras 
en este nuevo subespacio. Por similitud con PCA, a las proyecciones de las muestras 
en las VL se les llamará scores. También las variables se pueden analizar con una cierta 
facilidad ya que cada VL recoge las relaciones existentes entre ellas y cada variable 
(original) tiene un loading o peso que describe su contribución a la VL en cuestión. 
Tanto los scores como los pesos son muy útiles para estudiar los modelos de PLS. 
Una característica esencial de PLS estriba en que puede reducir la influencia 
de factores dominantes (p. ej. agua en una muestra) pero irrelevantes para el modelo 
(p.ej. porcentaje de proteína en leche) y, en algunos casos, se reduce la 
dimensionalidad, lo que hace que la interpretación sea más fácil (MacLaurin et al., 
1993). Una de las mayores ventajas de PLS es que puede desarrollar modelos que 
predigan simultáneamente varios parámetros (a diferencia de los no basados en este 
método que sólo pueden predecir un parámetro por modelo) . Mediante PLS sólamente 
hay que establecer también las VL en el bloque de las Y(como se indicó en el 
algoritmo). A1 procedimiento se le denomina PLS de 2 bloques o, simplemente, PLS2 
(MacLaurin et al., 1993; Brereton, 2000). Si se predice una sóla Y, se denomina PLSI 
(Brereton, 2000). 
5.2. INCONVENIENTES 
También existen inconvenientes al aplicar la técnica de PLS. EI primero es 
que la interpretación del modelo puede ser dificil, aunque es cierto que las 
características de ruido se encuadran en las últimas variables latentes y no deben 
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usarse en las modelizaciones. 
Otro inconveniente es que, a pesar de la sofisticación de los algoritmos, la base 
está en ajustes por mínimos cuadrados. Por lo que en casos donde existe una excesiva 
colinealidad entre las variables, los resultados pueden no ser buenos (Todeschini, 1995) . 
Análogamente cabe esperar problemas si hay muestras con comportamiento anómalo 
(ya sea en las X o las Y). 
5.3. TRANSFORMACIÓN, ESCALADO Y CENTRADO EN LA MEDIA 
Frecuentemente, antes del análisis, las variables X e Y son transformadas para 
hacer sus distribuciones equitativamente simétricas y evitar problemas con las escalas 
de las variables en la matriz X, especialmente si se usan diferentes tipos de 
propiedades. Con un escalado apropiado, uno puede enfocar el modelo y usar la 
experiencia para dar más peso a algunas variables X. A pesar de que el proceso de 
escalado puede distorsionar la situación relativa de las muestras en el espacio de los 
componentes principales (Ortiz y Sarabia, 1994) el escalado previo tiende a facilitar la 
interpretación, simplificar el modelo y aportar estabilidad numérica (Wold et al., 2001 a) . 
Como regla general se recomienda centrar los datos en la media si todas las variables 
están expresadas en las mismas unidades y no hay diferencias de órdenes de magnitud 
en sus valores. Caso contrario se recomienda autoescalar. No obstante, no se puede 
descartar otro tipo de escalados que, en situaciones complejas, pueden resultar más 
beneficiosa. Por ejemplo, en espectroscopia lR-Raman en esta Memoria se han 
empleado combinaciones de dos escalados diferentes, normalización a la unidad y 
posterior centrado en la media (Andrade et al., 2003), mientras que en espectroscopia 
IR se han empleado tanto centrado en la media como autoescalado según la propiedad 
a estudiar como se verá posteriormente (Gómez-Carracedo et al., 2003a; Gómez-Carracedo 
et al., 2003b) . EI problema del escalado previo/pretratamiento de datos es muy complejo 
como lo demuestra el que en la actualidad algunos métodos novedosos para el cálculo 
de parámetros analíticos multivariantes (sensibilidad y selectividad) dependen de ellos 
(Faber, 1999) . 
5.4. SELECCIÓN DEL NÚMERO ADECUADO DE VL Y VALIDACIÓN DEL 
MODELO 
Existen dos tipos de riesgo: el "infraajuste" (underfitting) y el "sobreajuste" 
(overfitting). En el primer caso el modelo no dispondría de la suficiente información 
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como para generalizar; es decir, predecir muestras que antes no había recibido. En el 
segundo caso (más frecuente que el primero al trabajar con variables espectrales), el 
modelo dispone de una excesiva cantidad de información que no representa la 
generalidad del problema sino que se asocia, preferentemente, a peculiaridades de las 
muestras empleadas en el calibrado. En consecuencia, en cualquier modelo empírico 
con fines predictivos es esencial determinar la correcta complejidad ( dimensionalidad) 
del modelo y controlar estrictamente la capacidad predictiva de cada VL (o cada 
conjunto) y, por tanto, cesar de incrementar su número cuando los modelos empiezan 
a no mostrar mejorías. 
La Cross-Validación o"validación cruzada" (CV, cross-validation) es un 
camino práctico para validar la capacidad predictiva (H^skuldsson, 1988; Ter^enhaus, 
1998). Es, en general, un método de trabajo que valora objetivamente la magnitud de 
los errores de predicción (Thomas, 1994) aunque se ha demostrado que puede Ilevar a 
modelos de calibración sobreajustados y presenta algunos problemas (Helland, 2001). 
Básicamente, la CV se realiza dividiendo el grupo de calibración en dos 
subgrupos, uno de entrenamiento para construir el modelo de regresión y uno de 
predicción. Para la CV leave-one-out (CV-LOO) usada en esta Memoria, una muestra 
i es extraída y el resto de las muestras se emplean para desarrollar un modelo que se 
utilizará para determinar el parámetro de interés de la muestra extraída. Por repetición 
de este proceso para todas las muestras es posible computar el estadístico "raíz 
cuadrada del error promedio de CV (RMSECV)" (Lorber y Kowalski, 1990). El error 
promedio es la media de las diferencias entre los valores predichos y los reales en cada 
caso, al cuadrado. En algunas ocasiones se habla de la "suma de cuadrados de los 
residuales predichos (PRESS)" (Wise _y Gallagher, 1998) la cual, esencialmente, es lo 
mismo que el RMSECV sin promediar. Además, mientras el RMSECV aporta 
información acerca de la capacidad predictiva futura, el PRESS se orienta más a 
estimar el error de ajuste en función del número de VL consideradas (Veltkamp y 
Gentry, 1988). A pesar de este matiz PRESS y R^^ISECV se emplean indistintamente 
en numerosas ocasiones. En cualquiera de sus denominaciones, el test se utiliza para 
estimar la capacidad predictiva del modelo (Davies, 1998a; Centner et al., 2000; Esvensen 
et al., 1994; Estienne et a1., 2001) . 
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[ec. 19] [ec. 20] 
n 2 (yi - yi)2
=1 PRESSVL = Z ^ 1(yi - yi)RMSECV = V 
n
 
En los modelos PLS asumimos que el sistema o proceso investigado es 
influenciado por tan sólo unas pocas VL (Wold et al., 2001a; Wold et al., 2001b) o, dicho 
de otra forma, por unas características generales que constituyen la información 
principal. Obviamente, el parámetro fundamental a la hora de trabajar con PLS es el 
número de VL (variables latentes o factores) a incluir en el modelo. Es un tema aún 
abierto en la Quimiometría teórica pero que, a nivel práctico, se soluciona de forma 
pragmática (según el proceso seguido en esta Memoria). 
Cuando no se dispone de información previa lo más sensato es probar 
diferentes modelos en los cuales la única diferencia sea el número de VL consideradas. 
A1 representar PRESS o RMSECV frente al número de VL en el modelo se obtiene un 
mínimo en el modelo con capacidades predictivas más adecuadas (ver Figura 4) . La 
práctica habitual es emplear el PRESS y/o RMSECV cuando se trabaja con muestras 
de modelado. Cuando se predice el conjunto de validación independiente el 
estadístico recibe el nombre de RMSEP (raíz cuadrada del error de predicción) o, 
abreviadamente, SEP, que es una estimación de la incertidumbre de todas las 




Figura 4: Curva de: (a) Error cometido en la predicción de cada muestra en el proceso de CV-LOO vs 
VL, (b) PRESS acumulativo vs VL. El mínimo indica el modelo de elección. 
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Números de VL inferiores al mínimo producen falta de ajuste (underfitting) y 
valores mayores, un exceso de ajuste (overfitting). 
Además de la opción de la CV-LOO, existen otras posibilidades muy 
parecidas pero en las cuales se elimina un determinado número de muestras del 
conjunto de calibración; el número de muestras dejado fuera es lo que se llama 
segmento de validación ó cross-validación segmentada (Benran, 1995; Naes et al., 2002) . 
El caso extremo es, precisamente, la CV-LOO. El principal inconveniente de CV-
LOO es el gran volumen de cálculo asociado y el alto tiempo de computación cuando 
el número de muestras y variables es elevado. 
A pesar de esta "validación intema" se ha observado que la "mejor" validación 
debe consistir en tomar un conjunto de muestras independientes del aprendizaje 
(teniendo presente que también es conveniente que haya una demora en el tiempo de 
producción) y predecirlas empleando los modelos (el modelo) que hayan llegado a esta 
"fase final" (Andrade et al., 1999; Yang et al., 2003; Dieterle et al., 2003; Ruckebusch et al., 
2002). 
La preparación de un conjunto de validación en el campo del control de 
calidad industrial no suele presentar grandes problemas ya que tanto las muestras 
como los valores de referencia se obtienen sin grandes dificultades por el simple hecho 
de que la producción y el control continúan; en otros casos más relacionados con la 
investigación pura, la situación puede no ser tan sencilla. Esto último "justificaría" que 
en una gran cantidad de trabajos no se presenta grupo de validación o se obtiene 
entresacando las muestras del que ya se disponía en un principio. Se ha visto que esta 
última opción produce resultados excesivamente optimistas y poco útiles (Davies, 
2004). Además, debe tenerse en cuenta que la existencia de un conjunto nuevo de 
validación resulta indispensable para el modelado con Redes Neuronales Artificales 
(como se indicará más adelante). 
Una vez validado el modelo, conviene estudiar cómo se comporta en el tiempo 
antes de disponerlo para el uso rutinario. A esta etapa se le ha denominado 
"Seguimiento de la operatividad del modelo" y también ha sido destacada por algunos 
autores (Martens _y Naes, 1989; Bertran, 1995), Kvalheim y Karstang (1989) hablan de 
realizar incluso una "validación química". 
Relacionado con este tema está el hecho estudiado en esta Memoria de que 
las calibraciones que precisan modelos muy complejos (alto número de VL) suelen 
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tener algún tipo de problemas en los datos de partida de calibración (ya sea en el 
bloque X, ya en el Y). También se ha observado que aunque una alta complejidad 
(alto número de VL) permita una buena predicción de un pequeño conjunto de 
muestras ( del conjunto de aprendizaje o uno de prueba) no necesariamente es ese 
modelo el más adecuado ante las nuevas muestras (p.ej., espaciadas en el tiempo). En 
este sentido, los modelos muy complejos han tenido un comportamiento de tipo 
overfitting. Así, «es mejor perder precisión en la predicción de las muestras presentes para 
ganar capacidad de predicción sobre un rango más amplio de muestras similares» (Martens 
et al., 1987). 
Ian Wakeling (Wakeling y Morris, 1993) ha estudiado el índice de correlación 
al cuadrado (rZ) obtenido por cross-validación mediante estudios de Monte Carlo para 
determinar hasta qué punto una determinada correlación es debida a fenómenos 
aleatorios (en función del número de variables y muestras). Los valores tabulados 
sirven para decidir si el valor rz se debe al azar o no. 
Sea n, un número de variables latentes y rz^^ el coeficiente de regresión (al 
cuadrado) obtenido por cross-validación. Para tratar de ajustar más la selección del 
número de variables latentes, empíricamente, se ha observado que una representación 
de r2^^,,,-rz^^ ,,.1 alcanza un máximo en el entorno del número óptimo de variables 
latentes. El fenómeno es normal dado que r2^^ está inversamente relacionado con el 
PRESS (Wakelzng, L, Comunicación privada); de esta forma, si las gráficas de PRESS 
presentan un mínimo, la diferencia rZ^^.,,-rz^^,,,.1 alcanza un máximo. 
Una vez realizadas pruebas previas y teniendo esta consideración en cuenta, 
se descartó el uso de este estadístico por ser demasiado conservativo (todos los 
modelos eran altamente significativos) y ser parcialmente redundante con el de 
PRESS. Si bien en otras aplicaciones podría resultar interesante. 
5.4.1. ESTRATEGIA DE TRABAJO EN PLS 
De acuerdo con lo apuntado hasta ahora, la Figura 5 recoge la sistemática de 
trabajo seguida en esta Memoria para el desarrollo de los modelos de calibración 
mediante la técnica de PLS. Se ha empleado el software base aportado por PLS-
Toolbox (Eigenvector Technologies, versión 4.2.c., Washington, USA) y se ha 
complementado con programas propios desarrollados en Matlab (The Mathworks, v. 
4.2c.1., Natick, MA, USA). 
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Como se ve, el trabajo sobre validación es intenso ya que no sólo se realiza una 
primera validación intema sino que se establece una primera validación con un grupo 
de muestras diferentes y un segundo grupo de validación que, en realidad, es el 
"seguimiento de la operatividad del modeló', usándolo de forma paralela a los métodos 
normalizados. 
Obtención muestras rutina 
^/\
 
Espectrom. FT-IR Metodos referencia 
Bloque-X Bloque-Y 
^ ^ 
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interpretar ^? 
Consideraciones operaticas 





Figura 5: Fstrategia de trabajo en PI.S. 
5.5. ACTUALIZACIÓN DEL MODELO 
Una vez seleccionado el modelo "definitivo", se van prediciendo muestras 
nuevas que se van obteniendo de las distintas Unidades de Producción implicadas. 
Como las unidades no siempre trabajan bajo las mismas condiciones operativas, las 
muestras estudiadas presentarán variaciones (más o menos importantes) con el tiempo 
^^
 
M^vú^ /^ag^si^ G^v^c^,cla 7n^s^s `hoafou^ 
que pueden crear discrepancias con el modelo que se tiene establecido. Cuando ocurre 
esto, las predicciones empiezan a desviarse y se hace necesario introducir en la matriz 
de calibración muestras nuevas de forma que el modelo las pueda tener en cuenta y 
las predicciones sean otra vez óptimas. En esta Memoria a este proceso se le ha 
denominado actualización. 
En este sentido es importante que la matriz de calibración incluya la máxima 
variabilidad posible lo cual implicaría que a nivel industrial se necesita recoger 
muestras para la matriz de calibración durante un período de tiempo relativamente 
extenso para intentar incluir todas las posibles combinaciones de crudos, mezclas 
utilizadas y condiciones de operación. Por ejemplo, Lang (Lang, 1994) indica que no 
hay un modelo de calibración universal que elimine la necesidad de actualizar. Es 
escasa la bibliografía que recoge este aspecto de la actualización del modelo de 
regresión (García-Mencía et al., 2000), ya que, generalmente, se utiliza un grupo de 
muestras para calibrar y validar pero el estudio se queda ahí, sin que haya un 
seguimiento de la capacidad del modelo para predecir nuevas muestras en el uso 
rutinario de los modelos implantados. 
5.6. INTERPRETACIÓN Y DIAGNÓSTICOS DEL MODELO DE PLS 
El conjunto de las VL que se utilizan en los modelos PLS puede ser 
interpretado geométricamente como una hiper-superficie en los espacios donde las 
coordenadas de las observaciones vienen dadas por las VL (Wold et al., 2001 b), de forma 
análoga a la interpretación de las componentes principales. Como la regresión PLS 
es un proceso complejo, necesitamos un grupo de herramientas (gráficos) para 
ayudarnos en la búsqueda del mejor modelo (Davies, 1998b; Davies, 1998c). 
Tal como se citó al definir la técnica, los "loadings" ("pesos") para cada factor 
indican la contribución de cada variable a la calibración (Wold et al., 2001 a; Davies, 
1998b), aunque el estudio de los coeficientes de regresión también es interesante para 
evaluar las variables más importantes en el modelo final. Los loading informan sobre 
cómo se combinan las variables para formar la relación cuantitativa entre X e Y. 
Los scores contienen información sobre las muestras y sus 
similitudes/diferencias con respecto al problema dado y al modelo (Wold et al., 2001 a). 
Hay varios test y representaciones gráficas que diagnostican la existencia o no 
de muestras anómalas y la bondad del modelo (Beebe et al., 1998; Wise y Gallagher, 1998; 
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Fernández Pierna et a1., 2002; Fernández Pierna et al., 2003). En el caso particular de esta 
Memoria los test que se han empleado son los que se muestran a continuación: 
a) Test Tz: es la extensión multivariante del test t-student, muestras con un 
valor Tz superior al límite tabulado son sospechosas de comportamiento 
anómalo. EI Tz de Hotelling es una medida de la variación de cada muestra 
dentro del modelo PCA. 
[ec. 21 ] T?= t^ti-^ti^ = x1P ,?-^P'xl^ 
donde t; es la fila i-ésima de Tk, la matriz de k scores del modelo de PCA y^,"` 
es la inversa de la matriz diagonal de los autovalores asociados a los k 
autovectores ( PC) retenidos en el modelo (Wise y Gallagher, 1998). 
b) El estadístico Q es una medida de la diferencia, o residual, entre una 
muestra y su proyección en el k componente principal retenido en el modelo: 
I I I
 
[ec. 22] Qi = ei ei = xi I- Pk Pk xi 
donde e; es la muestra i-ésima de E, siendo E la matriz residual (ver ec. 16), 
Pk es la matriz de los loadings retenidos en el modelo PCA (donde cada vector 
es una columna de Pk) e I es la matriz identidad de tamaño apropiado (n x n) 
(Wise y GaUagher, 1998). 
c) Levera,^e: es una medida de la diferencia que hay entre la muestra i-ésima 
con respecto a otros grupos de datos (Beebe et al., 1998; Faber, 1999), 
normalmente se emplea para evaluar la similitud de las muestras desconocidas 
(conjuntos de validación) a las de calibración y con ello evaluar si hay 
muestras a predecir que sean muy diferentes (anómalas). Los valores críticos 
se sitúan en torno a±3. Los "anómalos" en el espacio X pueden ajustarse 
bien al modelo (anómalo "bueno") o no (anómalo "malo"). Cuando los datos 
predichos no son anormales para el objeto, pero ésta se ajusta poco al modelo, 
se puede hablar de alta observación residual (anómalos en la dirección Y) 
(Massart et al., 1997). Otro tipo de anómalos serían las observaciones 
"influenciales", éstas serían espectros que tienen un alto impacto en la 
estimación del modelo (cuando se descartan del grupo de calibración se 
observa un modelo diferente con predicciones distintas). 
d) Error estudentizado: La representación del error estudentizado frente al 
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leverage es una gráfica muy útil para determinar si la muestra es un anómalo 
en el bloque de las X y en el bloque de las Y. Si una muestra tiene leverage 
pequeño y error estudentizado alto indica que el espectro es muy similar al 
bloque de calibración pero debe existir algún problema en el bloque de las Y 
(predicción). La situación contraria también es cierta. Habitualmente los 
valores críticos se establecen en 3 para el leverage y 2.5 para el error 
estudentizado. En consecuencia las muestras que sobrepasan los límites 
deberían ser consideradas como anómalas. 
El error estudentizado para cada muestra se puede definir de forma sencilla 
como el cociente entre el error residual (valor real- valor predicho) y una 
estimación de la varianza asociada a todos los residuales. Esto se lleva a cabo 
a través de la matriz "hat" (la matriz pseudoinversa de Moore-Penrose) 
(Veltkamp y Gentry, 1988; http://su.wikipedia.org, 2004; Sarabia y Cruz Ortiz, 2004). 
e) Distancia de Mahalanobis (Fernárulez Pierna, 2002): se deriva de la matriz de 
covarianza, se utiliza para evaluar la similitud (distancia) de una muestra 
desconocida al promedio de muestras (en general considerando este promedio 
a partir de las muestras de calibración). Un valor alto de la distancia de 
Mahalanobis indica que el punto se aleja del centro de la nube y, por tanto, 
es una posible observación influyente a priori. 
f) t vs t: scores de las muestras en el bloque X. Esta gráfica se utiliza para 
estudiar la distribución de las muestras de calibrado y detectar grupos ó 
anómalos. 
g) t vs u: scores de las muestras (bloque X) frente a scores de las mismas 
muestras en el bloque Y. Se utiliza para estudiar cómo se distribuyen las 
muestras en lo que se refiere a la relación que existe entre los bloques X e Y. 
Si, por ejemplo, se está calibrando la disposición de las muestras debería 
mostrar una tendencia lineal en aquellas VL que contribuyen al modelo. 
También se usa para identificar muestras anómalas. 
h) y^eai v^Pr^d: valor real frente al valor predicho. Permite evaluar la bondad 
del modelo en cuanto a su capacidad de ajuste a las muestras de calibración 
y, en parte, evaluar su capacidad predictiva. Permite determinar si alguna/s 
muestra/s puede tener una influencia excesiva en el modelo. Como la recta 
teórica es la bisectriz, se puede llevar a cabo una evaluación visual de la 
bondad global; es decir, falta de sesgo. 
i) Los residuales de la predicción también son un diagnóstico de interés ya que 
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son las distancias entre los valores experimentales observados y los predichos 
mediante el modelo (Wold et al., 2001b). Grandes residuales Y indican que el 
modelo es pobre, y al poder estudiar si la distribución de los residuales es 
normal para una variable Y determinada, se pueden identificar outliers (MiUer, 
1993) en la relación entre T e Y(Wold et al., 2001a). 
j) El test F conjunto para pendiente y ordenada en el origen también se 
emplea como verificación de que el modelo no presenta sesgo, es decir, que 
es veraz (trueness) (test de hipótesis con la hipótesis nula de que la pendiente 
y ordenada en el origen son estadísticamente iguales a 1 y 0, 
simultáneamente). La F^xP se calcula según la siguiente ecuación: 
[ec. 23] F,c^ - ^^30 - b^)Z + ZX^^„ - boXij ^ - b^) + (^ x' ^ „)(Q - b )Z 
2^Se/n) 
donde ^3o es la ordenada en el origen teórica (en nuestro caso es 0), bo es la 
ordenada en el origen real, ^31 es la pendiente teórica (en nuestro caso es 1), 
bl es la pendiente real, x; son los valores de x, n es el número de puntos de 
calibrado de la regresión y se es el error del ajuste. Dicha FeXP debe ser menor 
que la F^ab para e195% de confianza (F95,z.,,.Z) (Massart et al., 1997). 
5.7. CONSIDERACIONES RESPECTO A ERRORES. EXACTITUD Y PRECISIÓN 
Se hará una breve referencia a los distintos errores que pueden afectar a la 
regresión multivariante. Es un tema que actualmente está en estudio y no es de 
solución sencilla (ver p. ej., Faber, 1999; Ferré y Faber, 2003). De forma general, los 
principales errores que se pueden cometer al desarrollar un modelo de calibración son: 
a) Muestras no representativas 
PLS no puede "ajustarlo todo". Deberá seleccionarse racionalmente y de 
acuerdo con cada problema particular qué muestras se emplearán en el conjunto de 
calibración. Ya que normalmente en el control de calidad industrial no es posible 
establecer una calibración mediante diseño experimental, deberá tomarse el mayor 
número posible de muestras para abarcar todo el rango de interés. Esto obliga a hacer 
especiales esfuerzos en las etapas de diagnósticos y validación de los modelos. 
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b) Error aleatorio en los espectros 
Este es un foco de incertidumbre que debe controlarse al máximo. La solución 
es, pues, emplear espectros FT-IR que sean el promedio de un determinado número 
de barridos y vigilar la estabilidad del equipo. En principio, se debería exigir equipos 
con una precisión mejor a 0.005 u.a. (Marteru y Naes, 1989) ( medidas realizadas en el 
mismo día/sesión de trabajo), lo cual para equipos FT-IR es factible. Frente a lo que 
cabría esperarse, no se recomienda aportar replicados al conjunto de calibración ya 
que eso conduciría fácilmente a modelos sobreajustados, especialmente si se aplica 
CV-LOO (Naes et al., 2002; Faber et al., 1998). 
c) Error aleatorio en los valores de Y 
Como se ha indicado, los valores Y para la regresión multivariante deben 
obtenerse a partir de los métodos clásicos. Obviamente dichas metodologías no están 
exentas de error. En un cálculo somero se ha visto que cuando se añade un 0.5% de 
error aleatorio a los valores de y, se obtienen errores de predicción del orden de 0.1 % 
(Martens y Naes, 1989) por lo que, a priori, parecería que este fenómeno no es muy 
influyente. Ciertamente se observa en el trabajo rutinario que PLS tiene unas 
características operativas tan buenas que logra "reducir" el error promedio del modelo 
por debajo del propio aportado por los datos de partida en las variables a predecir (ver 
p.ej. DiFoggio, 1995). 
Ahora bien, debe reconocerse que, frecuentemente, el error en los métodos 
de referencia no es tan bajo como un 0.5%. Este problema, que se acentúa a la hora 
de realizar algunas medidas en el campo petroquímico, ha sido comentado por algunos 
autores (p.ej. Kelly y Callis, 1990; Andrade et al., 1995). ^Hasta qué punto este tipo de 
errores pueden afectar la capacidad predictiva de los modelos de PLS? 
Es claro, que la solución dependerá de muchos factores pero lo que sí se puede 
dar fácilmente es un límite superior de propagación del error (Martens y Naes, 1989) (si 
se admite que no hay sesgo importante, el RMSEP de Martens se puede sustituir por 
el SEP de uso más común). 
La incertidumbre en el "valor de referencia" ( y) debido al error aleatorio en 
el método de referencia ( a^ Cef) en las n muestras empleadas en el conjunto de 
calibración es 6(y) = 6. ,^ f. Esta incertidumbre contaminará cualquier predicción 
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y;^ . Por tanto, el nivel de ruido en el método de referencia debe ser, al menos, tan 
pequeño que permita que el error promedio de predicción (SEP) tenga el valor 
adecuado (necesario) en las predicciones. 
Q;.«f < < SEP^/3n 
Por ejemplo la desviación típica ASTM para la determinación del porcentaje 
de aromáticos en querosenos ( deducida de la reproducibilidad) es 1.35. Si se suponen 
17 muestras de calibrado, esto llevaría un error mínimo en torno a10.3. 
Adicionalmente no se puede asegurar que en los datos de las Y empleadas en 
el conjunto de validación no hay errores groseros. La única "solución" es analizar qué 
ha podido suceder en el caso de las discrepancias más groseras (estudio de los 
residuales, test de Mahalanobis (Massart et al., 1997), etc). De esta forma, si se observa 
un error grosero pero el intervalo de confianza asociado es bajo y no hay otras causas 
asignables, puede pensarse en un error en el dato del método de referencia. 
Como profundización de estos estudios, Faber y Kowalski (1997) y Faber et al. 
(1998) han presentado dos estudios en los cuales se evalúa con mayor detalle la 
influencia del error de las Y en el modelo multivariante (PLS). 
Una de las reglas más importantes en regresión PLS es no desarrollar modelos 
de calibración en los que haya sobreajuste(overfitting) ó defecto de ajuste (underfitting) 
de las muestras de calibración. En este sentido, es importante evaluar la contribución 
del enor de medida en los valores de referencia al SEP, el cual puede ser denominado 
"aparente". Como resultado, el SEP (aparente) sobreestimará sistemáticamente el 
verdadero SEP puesto que hasta los valores de referencia contienen un componente 
aleatorio que no puede ser predicho por ningún modelo (Faber _y Kowalski, 1997; Faber 
et al., 1998). Siendo el SEP aparente (Faber y Kowalski, 1997; Faber et al., 2004): 
[ec. 24] ,,. vz 
SEPa^.e^^e = ^ 1 / n, )^ (.Y, - .Y.^, )z 
,_^ 
donde n^ es el número de muestras del grupo de validación, y; es la propiedad predicha 
para la muestra i(i= 1,..., n^) e yfe^; es el valor de referencia asociado. 
De hecho, se ha demostrado que el SEP "verdadero" aportado por el modelo 
multivariante puede ser más pequeño que el propio error inherente al método de 
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referencia usado para construir el modelo (como ya adelantara DiFoggio de forma 
empírica) (Fodor et al., 1999). Una valoración cuantitativa y real del "verdadero" SEP 
se obtiene mediante la siguiente ecuación (Faber y Kowalski, 1997; Faber et al., 2004): 
[ec. 25] - r z 2 ]ti2 
`SEPcorregido IL `^^Paparente - Sref 
Normalmente la varianza verdadera es desconocida, pero se emplea una 
estimación de la varianza del método de referencia corregido por un factor que recoge 
los grados de libertad (v) y la distribución de probabilidades chi (x) para el SEP 
aparente (Faber y Kowalski, I 997) : 
[ec. 26] 
Z z V 
SEPcorregido \ V ^ a / SEPapazente - S 2
x ^.« 
siendo v el número de grados de libertad asociado con la varianza estimada, xZ^ a es 
el valor de la distribución t^r con v grados de libertad y a es el nivel predeterminado 
de confianza (5%) (Faber et al., 1997). 
d) Precisión: repetibilidad y reproducibilidad 
Si el SEP mide la diferencia promedio que existe entre el método de referencia 
y el multivariante, los valores de precisión se establecen de la forma tradicional; es 
decir, como la desviación típica de una serie de medidas. En los casos aquí abordados, 
se ha optado por hablar de "precisión global". Con este término se quiere indicar que 
los valores que se presentan son precisiones de metodología, incluyéndose en ellos 
precisión del equipo de FT-IR, de los cálculos estadísticos y otros errores típicos de 
redondeo, errores aleatorios, etc. 
De todas formas, tampoco aquí se está exento de una cierta polémica ya que, 
como se ha hecho notar (Garrigues et al., 1995) existe un desajuste entre las definiciones 
de la IUPAC y los de ASTM. La IUPAC toma como valores de precisión las 
desviaciones típicas ( tanto en repetibilidad (r) como reproducibilidad ( R)). Por su 
lado, ASTM habla de rangos o intervalos de confianza. No es difícil la interconversión, 
pero debe recordarse a la hora de establecer comparaciones. 
Cabe esperar que los valores de precisión (r y R) sean mejores para la 
metodología FT-IR-PLS que los métodos de referencia gracias al buen funcionamiento 
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de los equipos actuales. No obstante, se debe hacer una evaluación de hasta qué punto 
se ve afectada la precisión en la predicción ante pequeñas diferencias espectrales 
producidas en la misma muestra ya sea a corto o largo plazo (problema abordado en 
los párrafos anteriores, según los trabajos de Faber). La repetibilidad (r) y la 
reproducibilidad (R) se estiman al 95% de confianza como 2 32*S«,r«, y 2 32*Sla^^^,, 
respectivamente. Donde S^^,r«, y S^a^^o son las desviaciones típicas de varias medidas 
realizadas sobre una misma muestra en un corto espacio de tiempo (en principio, 
consecutivas) y a"largo plazo" (varias sesiones de trabajo) (Ta_ylor, 1987). 
Por tanto, además de los valores de SEP que se muestran rutinariamente, es 
conveniente aportar también los de r y R ya que son parámetros que permiten ampliar 
el conocimiento de la bondad del método multivariante empleado. 
5.8. APLICACIONES 
No se pretende hacer una recopilación exhaustiva de los diferentes trabajos 
encontrados en donde se aplica la técnica de regresión parcial por mínimos cuadrados, 
aunque sí presentar algunas aplicaciones interesantes para el desarrollo de esta 
Memoria: 
- Davies (1996) explica cómo funcionan y van surgiendo MLR (regresión lineal 
múltiple), PCR (regresión de componentes principales) y PLS (mínimos cuadrados 
parciales). 
- Forina et al. (1994) comparan tres métodos de validación (SES (singel evaluation set), 
CV (cross-validation) y RES (repeated evaluation set) ) para evaluar la desviación 
estándar predictiva y la complejidad del modelo de regresión basado en PLS. 
- Havel et al. (1993) usan PLS para la determinación simultánea de analitos en mezclas 
mediante un método cinético. 
- Ortiz et al. (1993) aplican la técnica PLS y el análisis Cluster para la clasificación de 
bebidas alcohólicas. 
- Durán-Merás et al. (1993) usan la técnica de regresión multivariante para la 
determinación de tres potenciadores de sabor en mezclas de productos alimentarios. 
- Fodor et al. (1993) y Fodor (1994) analizan los destilados medios del fuel empleando 
MIR y la técnica de clasificación multivariante PLS. 
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- Andrade et al. (1999) emplean el método multivariante en el control de calidad 
industrial de gasolinas reformadas. 
- Macho et al. (1999) lo usan en la determinación de parámetros composicionales 
relacionados con el contenido de hidrocarburos en nafta. 
- Chung et al. (1999) comparan NIR y MIR para la determinación de propiedades de 
destilación de keroseno mediante PLS. Chung et al. (2000) comparaban NIR, IR y 
Raman para el análisis de productos de petróleo pesados. 
- Blanco et al. (2000b) determinan el valor de penetración de bitúmenes mediante NIR. 
- Tjomsland et al. (1996) aplican la técnica para comparar espectro de IR e impedancia 
de fracciones de petróleo. 
- Harnett et al. (1996) modelan procesos de planta productiva mediante PLS. 
- Le Thanh et al. (2000), Ayora-Cañada et al. (2000), Sivakesava y Irudayaraj (2000), Rodríguez-
Saona et al. (2001) y Duarte et al. (2002) aplican la técnica de regresión PLS para la 
determinación de ácidos y/o azúcares en refrescos y/o zumos de frutas. 
- Sivukesuvu e Iruduyuruj (2001) usan FLS en ia detertiiitlación de ia adulteraciGn de 
mermelada con azúcar de caña invertido. 
- López-Anreus et al. (1998) emplean PLS para determinar butil acetato, tolueno y metil­
etil-cetona en pinturas. 
En cuanto al desarrollo de la idea PLS, además del algoritmo lineal, se trabaja 
en PLS de tipo no lineal (Wold et al., 1989; Hassel et al., 2002); extendiendo PLS a 
matrices tridimensionales (en general matrices n-dimensionales) (Wold et al., 1987), 
combinando la estadística de tipo no paramétrico (algoritmos kernel) con PLS, en lo 
que se ha dado en llamar PLS-Kernel (Lindgren et al., 1993; Rdnnar et al., 1994; Gao y Ren, 
1999; Wold et al., 2001 a) o estudiando nuevos algoritmos de PLS que permitan selección 
iterativa de variables (Lindgren et al., 1994; Abrahanuson et al., 2003; Koshoubu et al., 2000; 
Koshoubu et al., 2001; Estienne et al., 2001; Estienne et al., 2004; Centner et al., 2000). Barker 
y Rayens (2003) comentan la eficacia de PLS para la discriminación de grupos 
(aplicación usada rutinariamente). 
Además, se están abordando problemas tan importantes como la deducción 




univariantes, se habla de la sensibilidad, límites de detección y cuantificación, 
especificidad y selectividad, etc.) (Ferré y Faber, Z003). 
6. REDES DE NEURONAS ARTIFICIALES 
6.1. INTRODUCCIÓN 
Como consecuencia del importante desarrollo de la informática, 
especialmente en las últimas décadas, los Químicos Analíticos están aplicando 
métodos cada vez más complejos para explorar las correlaciones multivariantes entre 
un conjunto de variables predictoras y otra(s) a predecir. A pesar del aumento de la 
exactitud y precisión de los métodos de medida, se observa que no todos los efectos 
de interés no pueden ser descritos por correlación simple univariante ni por 
correlaciones sencillas multivariantes. Debe acudirse a técnicas cada vez más 
sofisticadas (Smits et al., 1994; Zupan, 1994). 
Éstas permiten implementar soluciones para resolver problemas que antes 
resultaban difíciles o imposibles de abordar. Sin embargo, se observa una limitación 
importante: ^qué ocurre cuando el problema que se quiere resolver no admite un 
tratamiento algorítmico, como es el caso, por ejemplo, de la clasificación de objetos 
cuyas características son muy similares y donde el análisis cluster ha fallado? iy si la 
información de partida tiene un alto margen de error? Este ejemplo demuestra que las 
nuevas técnicas (más versátiles) requieren un enfoque distinto del problema. La 
inteligencia artificial es un campo de la informática que intenta descubrir y describir 
aspectos de la inteligencia humana que pueden ser simulados mediante sistemas 
informáticos (incluyendo software y hardware). Esta disciplina, desarrollada 
fuertemente en los últimos años, ha demostrado su eficacia en diversos campos 
científicos (Pazos Sierra, 1996) . 
Las redes de neuronas artificiales o redes neuronales ( ANN, RNA o RN) son 
una forma de emular ciertas características propias de los humanos, como la capacidad 
de memorizar y de asociar hechos. Si se examinan con atención aquellos problemas 
que no pueden expresarse a través de un algoritmo, se observará que todos ellos tienen 
una característica en común: la experiencia. No en vano, el hombre es capaz de 
resolver situaciones acudiendo a la experiencia acumulada. Así, parece claro que una 
forma de aproximarse al problema consista en la construcción de sistemas que sean 
capaces de reproducir esta característica humana. Las redes neuronales tratan de ser 
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un modelo artificial y simplificado de un cerebro, que es el ejemplo más perfecto del 
que disponemos para un sistema que es capaz de adquirir conocimiento a través de la 
experiencia. Una red neuronal es "un nuevo sistema para el tratamiento de la 
información, cuya unidad básica de procesamiento está inspirada en la célula 
fundamental del sistema nervioso humano: la neurona" (ver Figura 6) 
(www.modeladoeningenieria.edu.ar, 2003). 
En las Figuras 7 y 8 se compara la estructura y funcionamiento (conceptual) 
de una neurona biológica con una artificial. Una neurona biológica (y su análoga 
artificial) precisa una señal (función) de entrada (input function), una señal (función) 
de activación (activation function) y una señal (función) de salida (output function). 
De la observación detallada del proceso biológico se han hallado las siguientes 
analogías con el sistema artificial (Figura 7): 
- Las entradas, x;, representan las señales que provienen de otras neuronas y que son 
capturadas por las dendritas. 
- Los pesos, W;, son la intensidad de la sinapsis que conecta dos neuronas; tanto x; 
como W; son valores reales. 
- 6 es la función umbral que la neurona debe sobrepasar para activarse; este proceso 
ocurre biológicamente en el cuerpo de la célula. Esta "ordenada en el origen" es la 
encargada de ajustar el valor de la red para cada elemento de procesado, de forma que 
caiga en un margen adecuado para ser procesado por la función de salida. 6 también 
se denominará bias o término de tendencia. 
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Figura 6: Comunicación entre neuronas biológicas (http://ohm.utp.edu.co/neuronales, 2003). 
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Figura 7: Comparación entre una neurona biológica (izquierda) y una artificial (derecha). 
Entcada 1 
Peso 1 
I Función Función Función 
de de de -`Sai^^  
^ entrada activación salida ; 
Figura S: Ejemplo de funcionamiento conceptual de una neurona. 
6.2. ELEMENTOS BÁSICOS 
En consecuencia, la RN está constituida por neuronas (nodos, neuronodos, 
celdas, unidades o elementos de procesamiento) interconectadas y organizadas en 
capas (esto último puede variar) . Los datos ingresan por medio de la "capa de entrada" 
(que recibe directamente la información proveniente de las fuentes externas de la 
red), pasan a través de una o varias "capa/s oculta/s" (que son internas a la red y no 
tienen contacto directo con el entorno exterior) y salen por la "capa de salida" 
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(transfiriendo la información de la red hacia el exterior) (Figura 9) . El número teórico 
de niveles o capas ocultas está entre cero y un número elevado, pudiendo estar 
interconectadas sus neuronas de distintas maneras, lo que determina (junto con su 
número) las distintas "topologías" de las RRNN. Todas las unidades de una capa están 
conectadas con todas las unidades de la siguiente capa. El número de unidades de 
entrada y salida depende de las representaciones de los objetos de entrada y salida, 
respectivamente (Smits et al., 1994; Zorriassatine _y Tannock, 1998; Adams, 1995). La 
terminología usada para describir la topología de una RN puede variar dependiendo 
del autor. En esta Memoria se considera el número de capas como el número de capas 





Figura 9: Ejemplo de una red neuronal totalmente conectada. 
La topolo^ía o arquitectura de una R^1 consiste en la organización y 
disposición física de las neuronas en la misma. En este sentido, los parámetros 
fundamentales de la red son: el número de "capas" o agrupaciones de neuronas más 
o menos alejadas de la entrada y salída de dicha red, el número de neuronas por capa, 
el grado de conectividad y el tipo de conexiones entre neuronas (http://cursos.itam.mx, 
2003). Para conseguir una RN que sirva para solucionar el problema abordado deberá 
estudiarse la topología más adecuada a cada caso. En consecuencia, deberán abordarse 
41
 
Mc^cí^ /^c^ i^ Civv^c^,c^a ^is^s $o^to^c^l 
estudios empíricos que permitan determinar el número de capas y el número de 
neuronas por cada capa que serán más adecuadas. No obstante, siempre se parte de 
una capa de entrada (en general una neurona por cada variable experimental) y una 
de salida (en donde pueden darse varias posibilidades). Es importante recalcar que no 
existe una técnica para determinar el número de capas ocultas, ni el número de 
neuronas que debe contener cada una de ellas para un problema específico, esta 
elección es determinada por la experiencia del químico. La única regla que existe es 
que según el teorema de Kolmogorov cualquier función de n variables se puede 
representar por la superposición de 2n+ 1 funciones. A continuación se podría ir 
disminuyendo el número de capas ocultas hasta encontrar la red más pequeña que sea 
adecuada (Erb, 1993). Recientemente, se ha propuesto un algoritmo que permitiría 
simplificar esta etapa por ser casi innecesaria gracias al proceso de cálculo seguido 
(según Boger, 2003; Boger y Weber, 2000). 
6.2.1. FLTNCIÓN DE ENTRADA (Input Function) 
Una neurona normalmente recibe muchas entradas simultáneas. Las señales 
de entrada a una neurona artificial xl, xz,...,x^ son variables continuas. Cada señal de 
entrada pasa a través de una "ganancia" o peso, llamado peso sináptico o fortaleza de 
la conexión cuya función es análoga a la de la función sináptica de la neurona 
biológica. Los pesos pueden ser positivos (excitatorios) reforzando la transmisión de 
la señal, o negativos (inhibitorios) debilitándola, el nodo sumatorio acumula todas las 
señales de entradas multiplicadas por los pesos (ponderada) . De esta forma, la entrada 
neta a cada unidad puede escribirse de la siguiente manera: 
[ec. 27] 
9 
Net^ = E w^l xt + 9^ 
i=1 
siendo w^; el peso o la intensidad con que la señal x; afecta al cómputo global de Net^ 
(entrada a la unidad)y 6^ el bias. Los pesos pueden proceder de un proceso previo de 
cálculo o inicializarse aleatoriamente. Los pesos tienen, por tanto, una misión de 
ponderación de la influencia de los valores de entrada en la RN final. 
6.2.2. FUNCIÓN DE ACTIVACIÓN (Activation Function) 
Una neurona biológica puede estar activa (excitada) o inactiva (no excitada); 
es decir, que tiene un "estado de activación". Las neuronas artificiales también tienen 
diferentes estados de activación; algunas de ellas solamente dos, al igual que las 
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biológicas, pero otras pueden tomar cualquier valor dentro de un conjunto 
determinado. En la Figura 10 se visualiza el modelo más académico que facilita el 
estudio de las neuronas. 








Figura 10: Capa de S neuronas. 
La salida total o respuesta, a, para cada neurona está determinada por la 
función de transferencia, f, la cual puede ser una función lineal o no lineal de n, y que 
es escogida dependiendo de las especificaciones del problema que la neurona tenga 
que resolver. Es decir: 
[ec. 28] aj-Íj(Nerj) 
9 
aj J j(^ wj^X^+qj^ 
La actividad de la unidad determina la señal transmitida, n, de la unidad vía 
la función de transferencia. El bias se puede tratar como el peso de la unidad de 
entrada a la unidad i. Este término se ha fijado al comienzo y e; se puede ir 
modificando como si fuese un peso más (Smiu ec al., 1994) • 
La función de activación calcula el estado de actividad de una neurona; 
transformando la entrada global (n) en un valor (estado) de activación, cuyo rango 
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normalmente va de (0 a 1) o de (-1 a 1). Esto es así porque una neurona puede estar 
totalmente inactiva (0 0-1) o activa (1) . Existen diferentes funciones de activación, 
las más comúnmente utilizadas son: la función lineal, la función umbral (o escalón), 
la función gaussiana, las funciones sigmoidales (entre las que se encuentran la función 
sigmoidea (con valores de 0 a 1) y la tangente hiperbólica (con valores de -1 a 1)) (ver 
Tabla I) . 
Cada una de ellas tiene ventajas e inconvenientes y no existen reglas 
generales para elegir una u otra de cara a su aplicación en un problema determinado. 
En cada uno de ellos deberán hacerse pruebas para seleccionar la más adecuada a cada 
caso (Despagne y Massart, 1998). A pesar de ello, la función sigmoide de la tangente 
hiperbólica se usa mucho cuando las salidas de los elementos de procesado deben ser 
valores continuos. Esta función es parecida a la función sigmoidal. Sus rangos de salida 
están comprendidos entre -1 y+1, frente a los rangos de la sigmoidal, comprendidos 
entre 0 y 1. La salida de la función de transferencia es utilizada como multiplicador en 
la ecuación de actualización de pesos, un rango entre 0 y 1 significa un multiplicador 
pequeño cuando la suma es baja, y un multiplicador alto cuando la suma es alta (es 
aconsejable cuando predominan las salidas "1"). La tangencial hiperbólica da pesos 
iguales a valores bajos y altos {Pazos Sierrn, 1996). 
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Nombre Relación Entrada/Salida Icono Función 
Limitador Fuerte a=0 n<0 ^ hardlim 
(Heasivide) a=1 n>0 
Limitador Fuerte a=-1 n<0 ^ hardlims 
Simétrico 
a=+1 n>_0 
Lineal Positiva a=0 n<0 ^ poslin 
a=n 0<_n 
Lineal a=n purelin 
^ 
Lineal Saturado a=0 n<0 ^ s^irlin 
a=n 0<_n<_ 1 
a=1 n>1
 
Lineal Saturado Simétrico a=-1 n<-1 satliiu 
^ 
a=n -1 <n<_ 1 
a=+1 n>1 
Sigmoidal Logaritmico 1 logsig 
a l+e^ 
^ 
Tangente S bdcnoidal Q e^ _ ^^ ^ tansig 
Hiperbólica 
- e^ + ^ ^ 
Competitiva a=1 Neurona con n max compet 
^ 
a=0 El resto de neuronas 




Mcy^í^ /^^_^^ G-^vcccecP,a `/P•s^s _`ñocio^ul 
6.2.3. FUNCIÓN DE SALIDA (Output Function) 
El valor resultante de esta función es la salida de la neurona, por lo que la 
función de salida determina el valor que se transfiere a las neuronas vinculadas. Esto 
es lo que ocurre con la neurona biológica en la que hay muchas entradas y sólo una 
salida. Si la función de activación está por debajo de un umbral determinado, ninguna 
salida se pasa a la neurona subsiguiente. Habitualmente, los valores de salida están 
comprendidos en el rango [0, 1] o[-1, 1]. Dos de las funciones de salida más comunes 
son: 
- Ninguna: este es el tipo de función más sencillo, tal que la salida es la misma 
que la entrada. Es también llamada función identidad. 
- Binaria: siendo 1 si es mayor que el umbral y 0 si es menor. 
6.3. REDES DE PROPAGACIÓN HACIA ATRÁS (Backpropagation) 
De todas las topologías posibles, las redes de propagación hacia atrás, 
retropropagación o backpropagation (BPN) constituyen, sin duda, el paradigma de las 
RRNN de mayor aplicabilidad (http://ttt.alc.upv.es, 2002; López Fandiño, 1997; Andersson 
y Kauffmann, 2CGC; auww.ducs.dtic.mil, 2GG3; Katogirou, 2G03). Esto es debido a su gran 
versatilidad para resolver una amplia gama de problemas, centrados principalmente 
en aplicaciones de regresión y clasificación supervisada. Si bien su desarrollo data de 
la década de los setenta (Werbos, 1974), las BPN no comenzaron a utilizarse de forma 
generalizada hasta finales de los años ochenta. Esto era debido a la falta de algoritmos 
de aprendizaje efectivos que permitieran procesar problemas de dimensión elevada 
(Jansson, 1991) . 
Uno de los grandes avances de la backpropagation es que aprovecha la 
naturaleza paralela de las redes neuronales para reducir el tiempo requerido por un 
procesador secuencial para determinar la correspondencia entre unos patrones dados 
(Luera Peñ.a y Minim, 2001). Además, el tiempo de desarrollo de cualquier sistema que 
se esté tratando de analizar se puede reducir como consecuencia de que la red puede 
aprender el algoritmo correcto sin que alguien tenga que deducir por anticipado el 
algoritmo en cuestión. 
La backpropagation es un tipo de RN que emplea un ciclo propagación­
adaptación de dos fases, de acuerdo con un aprendizaje supervisado (ver Figura 11). 
Una vez que se ha introducido un patrón a la entrada de la red como estímulo, éste 
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se propaga desde la primera capa a las siguientes hasta generar una salida, la cual se 
compara con la salida deseada y se calcula un error en el aprendizaje para cada una de 
las salidas (http://ohm.utp.edu.co/neuronales, 2003; Burke _y Ignizio, 1997; Kateman, 1993; 
Gasteiger y Zupan, 1993; www.dd.chalmers.se/ ^9ójost/superresolution, 2002). 
Error de nrooaaación hacia atrás 
^ . ...................................................
 
sE_ tk-a k I 
Capas Capa de 
ocultas salida 
Figura 11: Red de propagación hacia atrás. 
El error calculado se propaga hacia atrás, partiendo de la capa de salida, hacia 
todas las neuronas de la capa oculta que contribuyen directamente a la salida. Sin 
embargo las neuronas de la capa oculta sólo reciben una fracción del total del error, 
basándose aproximadamente en la contribución relativa que haya aportado cada 
neurona de salida original. Este proceso se repite, capa por capa, hasta que todas las 
neuronas de la red hayan recibido una señal de error que describa su contribución 
relativa al error total. Basándose en la "señal" de error percibida, se actualizan los 
pesos de conexión de cada neurona, para hacer que la red converja hacia un estado 
que permita clasificar correctamente todos los patrones de entrenamiento (Erb, 1993). 
Normalmente se admite un margen de error predefinido, o bien se da por finalizado 
el proceso cuando se alcanza un número predeterminado de presentaciones de los 
patrones de entrenamiento (iteracciones). En la Figura 12 se observa el esquema de 
entrenamiento de la BPN. 
47
 
Mc^ /^ag^ Giv^cedo ^/es^s ^5octai.^l 
Asignar valorrs akatorios (rntre -1 y+1) a bs pesos entre la capa de entrada-oculta y oculta-salida, y 
a bs wnbraks dc bs neumrws de la capa ocu4a y de salida 
^, Compurar la acávacibn de las neuronas de la capa oculta 
^ a; = f ^ ^ ^ Yt^„x; * B,^ ^ 
^, ^ 
C,ompurar las acávaciones de las neuronas dc la capa de salida 





Computar el error de la capa de salida (diferencia entre la salida deseada y la oótenida) 
e'=ak^. (I .W^'). (^.W^•) 
e'= vectar de arores de la capa de salida 
á= activacibn deseada en la capa de salida 
^
 
Computar el emx de la capa oculta 
e°=a^°.(1-g°).Wb, e,r 
e,r= traspuesto del ^:ector e, 
^
 
/ Ajustar bs pesos enae la capa ocu4a y de salida 
W2,=W2^, + dW2,
 
W2,= matriz de pesos ajucrados en el ácb t
 
WZ°, = matriz de pcws rn el cicb t- I
 
dW2,= maniz que represenm bs incTm,rntos de bs pesos en el cicb t
 
dW2^ µ . g° . e• + 9. dW2^,
 
Fi = coe^iente de aprend+Za%e 
e= f^* +^^ 4^ Perm+te rnod+fxa* bs pesos de la úeraccibn t-1.
 




Ajusta+ bs pesos enae la capa de entrada y la oculta 
W1,=W1,,, + dWl,
 
W1,= matri= de pe.ws ajustados rn el ciclo t
 
Wl,-, = matriz de Qesos rn el cicb t-1
 




dW1,=µ . t. e° + 9. dWl^,
 
dWl^, = incremrnto de pesos nalizpdo sobre la matriz WI
 
^_ en el ciĴ_bĴ^-1 
Red operativa 
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A medida que se va entrenando la red, las neuronas de las capas internledias 
se organizan a sí mismas de tal modo que las distintas neuronas aprenden a reconocer 
distintas características del conjunto total de entrada. Después del entrenamiento 
cuando se introduzca una muestra arbitraria de entrada, la RN responderá con una 
salida si la nueva muestra contiene caracteristicas que las neuronas individuales hayan 
aprendido a reconocer durante su entrenamiento. Y a la inversa, las unidades de las 
capas ocultas tienen una tendencia a inhibir su salida si el patrón de entrada no 
contiene las características en las cuales basan su "reconocimiento", para las cuales 
han sido entrenadas. 
Varias investigaciones han demostrado que durante el proceso de 
entrenamiento la red de propagación hacia atrás tiende a desarrollar relaciones 
internas entre neuronas con el fin de organizar los datos de entrenamiento en clases 
(http://ohm.utp.edu.co/rieuronales, 2003). Eso se puede extrapolar para llegar a la hipótesis 
de que las unidades de la capa oculta de una backpropagation se asocian de alguna 
manera a características específicas de los patrones de entrada como consecuencia del 
entrenamiento (como sucede en el aprendizaje humano). En general, esta asociación 
no es interpretable para el observador humano (aunque se ha hecho algún intento 
(Ruckebusch et al., 2002) ), lo importante es que la red ha encontrado una representación 
interna que le permite generar las salidas deseadas cuando se le dan las entradas. 
6.4. APRENDIZAJE Y VALIDACIÓN 
En este epígrafe se va a presentar de forma resumida el proceso por el cual una 
RN se dice que aprende. También se verá cómo validar dicha RN de cara a su uso 
práctico. Las explicaciones se harán para una red con una capa de entrada, una capa 
oculta y una capa de salida y luego se generalizará para redes que tengan más de una 
capa oculta. En todos los casos: 
i= número de variables del vector de entrada (1, 2, ..., i). 
j= número de neuronas de la capa oculta (1, 2, ..., j). 
k= número de neuronas de la capa de salida (1, 2, ..., k). 
Cuando se presenta a la red un patrón de entrenamiento, éste se propaga a 
través de las conexiones produciendo una entrada neta (n) en cada una de las 
neuronas de la siguiente capa. La capa de neuronas de entrada recibe, simplemente, 
el dato correspondiente a las variables predictoras (p.ej. los espectros), una vez 
escaladas. La entrada neta a la neurona j de la siguiente capa (la primera oculta) está 
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dada por la ecuación suma del apartado 6.2.1: 
[ec. 29] 
0 0 
n; = ;-, W;; x; + 8; 
siendo W°^; el peso que une la neurona (o nodo) i de la entrada con la neurona j de la 
primera capa oculta; x; la variable i del vector de entrenamiento; 6°^ la ganancia (o 
bias) de la neurona j de la capa oculta y el superíndice (°) representa la capa a la que 
pertenece cada parámetro, en este caso, la capa oculta. 
Cada una de las neuronas de la capa oculta tiene como salida o respuesta a°^, 
calculada por la ecuación: 
[ec. 30] 
a^=f (nj) 
siendo i' la función de transferencia de las neuronas de la capa oculta. Ahora, las j 
salidas, a°^, de las neuronas de la capa oculta son las entradas ponderadas con otros 
pesos de conexión) de las neuronas de la capa de salida. Como sucedía antes, la señal 
neta de entrada para una neurona de la capa de salida está descrita por 1_a ecuación 
suma (el superíndice s indica la capa de salida): 
[ec. 31] 
nk = ^ W^a°;+ 6k;_^ 
siendo Wsk^ el peso que une la neurona j de la capa oculta con la neurona k de la capa 
de salida, 85k la ganancia (o bias) de la neurona k de la capa de salida y nsk la entrada 
neta a la neurona k de la capa de salida. 
La red produce una salida o respuesta final (para cada neurona de salida), 
descrita por la ecuación: 
[ec. 32 ] 
respuesta = ak = f s(n^) 
La salida de la red de cada neurona ask se compara con la salida deseada tkpara 
calcular el error en cada unidad de salida: 
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El error total cometido al predecir la/s respuesta/s para cada patrón propagado 





siendo ep' el error medio cuadrático para cada patrón de entrada y Sk el error en la 
neurona k de la capa de salida. 
Este proceso se repite para el número total de patrones de entrenamiento (r). 
Para un proceso de aprendizaje exitoso el objetivo del algoritmo es actualizar todos los 
pesos y ganancias (bias) de la red minimizando el error medio cuadrático total descrito 
en: 
[ec. 35] e^ _ ^ epz 
r=1
 
donde ez es el error total en el proceso de aprendizaje en una iteracción después de 
haber presentado a la red los r patrones de entrenamiento. 
El error que genera una red neuronal en función de sus pesos genera un 
espacio de n dimensiones, donde n es el número de pesos de conexión de la red, al 
evaluar el gradiente del error en un punto de esta superficie se obtendrá la dirección 
en la cual la función del error tendrá un mayor crecimiento. Como el objetivo del 
proceso de aprendizaje es minimizar el error debe tomarse la dirección negativa del 
gradiente para obtener el mayor decrecimiento del error y de esta forma su 
minimización, condición requerida para realizar la actualización de la matriz de pesos 
en el algoritmo backpropagation. 
6.4.1. I^CA:\TISMOS DE APRENDIZAJE 
Dado que los datos de entrada se procesan a través de la red neuronal con el 
propósito de lograr una salida, la RN debe aprender a calcular la salida correcta para 
cada vector de entrada (muestra/patrón) en el conjunto de ejemplos mediante los 
algoritmos arriba descritos. Este proceso de aprendizaje se denomina: proceso de 
entrenamiento o acondicionamiento. El conj unto de datos (o conj unto de ejemplos) sobre 
el cual se basa este proceso se llama conjunto de datos de entrenamiento. 
Como, en general, ni la topología de la red ni las funciones que operan en 
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cada neurona (entrada, activación y salida) cambiarán durante el aprendizaje, el 
aprendizaje de una RN se limita, pues, a la adaptación de los pesos. En otras palabras, 
el aprendizaje es el proceso por el cual una RN modifica sus pesos en respuesta a la 
información de entrada. Los cambios que se producen se reducen a la "destrucción", 
modificación y"creación" de conexiones entre las neuronas (al igual que los sistemas 
biológicos). En los modelos de RRNN la creación de una nueva conexión implica que 
el peso de la misma pasa a tener un valor distinto de cero. De la misma manera, una 
conexión se destruye cuando su peso pasa a ser cero. El proceso habrá terminado (la 
red ha aprendido) cuando los valores de los pesos permanecen estables. 
Un aspecto importante respecto al aprendizaje de las redes es determinar 
cómo se modifican los valores de los pesos, es decir, los criterios para cambiar los pesos 
durante el aprendizaje. Existen diversos métodos de aprendizaje 
(www.modeladoeningenieria.edu.ar, 2003; http:llttt.al.c.upv.es, 2002): 
a) Aprendizaje supervisado: el proceso de aprendizaje o entrenamiento se 
controla por un agente externo (supervisor) que analiza la salida de la red y, 
si no coincide con la deseada, procederá a modificar los pesos de las 
conexiones con el fin de conseguir que la salida obtenida se aproxime a la 
deseada (www.ulbra.tche.brj danielnm, 2003). En Química Analítica la mayor 
parte de los aprendizajes son de este tipo. Hay varias posibilidades: 
1- Aprendizaje por corrección de error (p.ej. retropropagación o 
backpropagation): consiste en ajustar los pesos de las conexiones de la 
red en función de la diferencia entre los valores deseados y los 
obtenidos a la salida de la red, es decir, en función del error cometido 
en la salida (habitualmente ésta es la opción elegida) . 
Z- Aprendizaje por refuerzo: durante el entrenamiento no se indica 
exactamente la salida que se desea que proporcione la red ante una 
determinada entrada. 
3- Aprendizaje estocástico: consiste en realizar cambios aleatorios en 
los valores de los pesos de las conexiones de la red y se evalúa su 
efecto a partir del objetivo deseado y de distribuciones de 
probabilidad. 
b)Aprendizaje no supervisado: la red no recibe ninguna información del 
entorno que le indique si la salida generada en respuesta a una determinada 
entrada es o no correcta (www.ulbra.tche.br/ danielnm, 2003). 
1- Aprendizaje hebbiano: pretende medir la similitud entre las 
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muestras o extraer características comunes de los datos de entrada. 
2- Aprendizaje competitivo y comparativo: si un nuevo patrón (o 
muestra) se determina que pertenece a una clase reconocida 
previamente, entonces la inclusión de este nuevo patrón a esta clase 
matizará (corregirá, ampliará, etc.) la representación de la misma. 
6.4.2. EVOLUCIÓN DE LOS PESOS 
Antes de comenzar el entrenamiento se debe escoger un conjunto inicial de 
pesos para las diferentes conexiones entre las neuronas de la red neuronal. Esto puede 
realizarse por varios criterios aunque el más habitual consiste en otorgar un valor 
aleatorio del peso a cada conexión, encontrándose los mismos dentro de un cierto 
intervalo. A la hora de propagar hacia atrás los errores, existen dos posibilidades en 
cuanto a la actualización de los pesos: 
a) Actualización continua, los cambios en los pesos se realizan 
inmediatamente después de aplicar un patrón de entrada; de esta forma 
cuando ha transcurrido una época (iteracción de la RN con todos los 
patrones), todos los pesos de la red se habrán modificado r veces. 
b) Actualización periódica, en donde las modificaciones de los pesos no se 
realizan hasta que se ha completado una época, se suman todos los cambios 
de pesos para todas las observaciones, aplicándose al final. 
La aproximación periódica, análoga al método de la regresión parcial por 
mínimos cuadrados (PLS), tiene como principal desventaj a la necesidad de almacenar 
una gran cantidad de información durante el entrenamiento. Por contra, la carga 
computacional es menor y, además, permite emplear parámetros de aprendizaje más 
elevados, con lo que la convergencia se alcanza más rápidamente. 
Para cada iteración diferente de la primera, los nuevos pesos se calculan como: 
nuevo peso= (cceficiente o velocidad de aprendizaje) *(error) +(momento) *(peso anterior), 
donde el "error" es la diferencia entre el valor de salida de la R^1 y el valor verdadero, 
el coeficiente o velocidad de aprendizaje (abreviadamente, lr) es un factor ajustable 
que controla la velocidad del proceso de aprendizaje (a valores altos, el proceso de 
aprendizaje es más rápido, pero si la relación es demasiado grande, las oscilaciones en 
el cambio de pesos puede impedir la convergencia para obtener una solución óptima) . 
El factor momento es una constante que tiene el efecto de suavizar las oscilaciones de 
cambio de pesos durante el proceso de optimización (valores pequeños del momento 
ayuda a prevenir nuevas fluctuaciones en el cambio de pesos que pueden impedir que 
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la red llegue a la solución óptima). En las aplicaciones de esta Memoria sólo se podrá 
ajustar el coeficiente ó velocidad de aprendizaje (lr), ya que suele tomar valores entre 
0.3 y 0.6 y su influencia es menor que la del coeficiente de aprendizaje (Smits et al., 
1994). La situación de esta ecuación en el proceso general de aprendizaje de la RN se 
muestra en la Figura 12 de este capítulo. 
6.4.3. DETENCIÓN DEL PROCESO DE APRENDIZAJE 
Para determinar cuándo se detendrá el proceso de aprendizaje, es necesario 
establecer una condición de detención. El entrenamiento se detiene (convergencia de 
la RN) cuando el error observado está por debajo de un determinado umbral. Se 
acostumbra a emplear el error estándar normalizado (NSE) (o error promedio) como 
medida del error global de la red (López Faruliño, 1997; http://zhanshou.hypermart.net.htm, 
2003) : 
[ec. 37] 
NSE _ ^ ^ ^ ^ y^ _ y^)z 
k=1 r=1 
en el que r sería el número de patrones en el conjunto de datos y k es el número de 
neuronas de salida; ykr y yk^ representan el valor de salida deseado y obtenido, 
respectivamente, de la unidad k en el patrón r(Smits et al., 1994). 
6.4.4. CODIFICACIÓN DE LOS DATOS DE ENTRADA 
Para facilitar el trabajo de la RN los datos de entrada y salida suelen 
codificarse, es decir, se lleva a cabo un proceso de escalado (centrado en la media, 
autoescalado, normalización 0--1, etc.). De forma que la RN (como otros métodos 
multivariantes de regresión) no se enfrente a los problemas de escala en los datos de 
partida. Análogamente, también es frecuente codificar los datos de salida, 
especialmente si se trata de clasificación en grupos, discriminación de las salidas, etc. 
No existe un proceso de escalado universalmente bueno y en cada problema deberán 
probarse algunos, el escalado 0-1 (división por el valor máximo) es muy habitual. 
6.4.5. VALIDACIÓN DE LA RED NEURONAL 
Después del entrenamiento la red tiene que ser validada. La experiencia 
demuestra que las RRNN convergen con cierta facilidad y que, por tanto, aprenden 
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muy bien el conjunto de los patrones ó muestras de entrenamiento. Esto supone un 
problema operativo porque llegan a"memorizar" en lugar de generalizar, en cuyo caso 
el sobreajuste impide la utilidad real de la RN (Richards et al., 2002). En consecuencia, 
se debe comprobar si la red neuronal puede resolver nuevos problemas que no había 
visto hasta ese momento. Por lo tanto, la validación de la RN requiere otro conjunto 
de datos, independiente del usado anteriormente, denominado conj unto de validación 
o test. La fase de test es un camino para determinar la bondad del aprendizaje de la red 
y su capacidad de generalización. Durante esta fase los casos de test son presentados 
a la red y ésta entrega sus resultados. Si se conoce la respuesta correcta, se puede 
calcular el error de la red. Si los casos de test son representativos del problema real que 
se desea abordar, uno se puede hacer una idea del funcionamiento de la red en dicho 
problema. 
La mayor diferencia entre entrenamiento y test radica en la no modificación 
de los pesos durante los test. Cada ejemplo del conjunto de validación contiene los 
valores de las variables de entrada, con su correspondiente solución. Pero esta solución 
no será conocida para la RN por lo que el Químico Analítico deberá comparar la 
solución calculada para cada ejemplo de validación con la solución conocida y tomar 
las decisiones pertinentes. 
6.5. APLICACIONES 
En el campo de la calibración multivariable, la RN se definiría como un 
estimador de regresión no lineal y no paramétrica (Despagne y Massan, 1998), siendo los 
métodos no paramétricos los no basados en una asunción a priori de una forma de 
modelo específica. Las RRNN estiman las relaciones entre una o varias variables de 
entrada (llamadas variables independientes o descriptores) y una o varias variables de 
salida (llamadas variables dependientes o respuestas). 
Debido a su constitución y a sus fundamentos, las RR.^1N presentan un gran 
número de características semejantes a las del cerebro. Esto hace que ofrezcan 
numerosas ventajas y que este tipo de tecnología se esté aplicando en múltiples áreas. 
Entre las ventajas se incluyen (www.modeladoeningenieria.edu.ar, 2003; www.uta.cl, 2003; 
http://lisúu02.usal.es/ áirene, 2003; wauau.doc.ic.ac.uk/ ñd/surprise.html, 2003): 
a) Adquirir el "conocimiento" a través de la experiencia, el cual es almacenado, al 
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b) Gran adaptabilidad, son capaces de cambiar dinámicamente junto con el medio 
(auto-organización) . 
c) Alto nivel de tolerancia a fallos, es decir, pueden sufrir un daño considerable y 
continuar teniendo un buen comportamiento, al igual que ocurre en los sistemas 
biológicos. 
d) Tener un comportamiento altamente no-lineal, lo que les permite procesar 
información procedente de fenómenos no lineales o con elevado "ruido" (información 
no relacionada con el problema de interés). 
La idea básica de las RRNN no es un desarrollo reciente. Este campo fue 
establecido antes del advenimiento de los computadores, pero su verdadero desarrollo 
tuvo lugar cuando las simulaciones por computador fueron factibles por capacidad de 
procesamiento y bajo costo. Tras un periodo inicial de entusiasmo, las RRNN cayeron 
en un período de frustración y desprestigio tras las críticas de Minsky y Papert (1969). 
Durante este período, cuando el soporte computacional era mínimo y se disponía de 
pocos estudios, sólo unos pocos investigadores consiguieron logros importantes que 
sembraron frustración general en la comunidad científica contra las RRNN, que 
aceptó las conclusiones de estos investigadores sin un mayor anáiisis. Actualmente, 
las redes neuronales constituyen un campo en el cual resurgió el interés. La historia 
de las RRNN puede resumirse a través de varios hitos: 
Alan Turing (1936) fue el primero en estudiar el cerebro como una forma de ver 
el mundo de la computación aunque quienes concibieron los fundamentos de la 
computación neuronal fueron Warren McCulloch y Walter Pitts (1943). Por su parte, 
Donald Hebb (1949) fue el primero en explicar los procesos del aprendizaje desde un 
punto de vista psicológico y estudió las semejanzas entre el aprendizaje y la actividad 
nerviosa. Los trabajos de Hebb formaron las bases de la Teoría de las Redes 
Neuronales. Karl Lashley (1950) encontró que la información era distribuida a lo largo 
de él. Frank Rosenblatt (1957) comenzó el desarrollo del Perceptrón (la RN más antigua 
que sigue utilizándose aún hoy), el cual es capaz de generalizar. Dos años más tarde, 
confirmó que, bajo ciertas condiciones, el aprendizaje del Perceptrón convergía hacia 
un estado finito (Teorema de Convergencia del Perceptrón) . Bernard Widrow y Marcian 
Hoff (1960) desarrollaron el modelo Adaline (ADAptative LINear Elements), la 
primera RN aplicada a un problema real (filtros adaptativos para eliminar ecos en las 
líneas telefónicas). En 1969 se produjo un fuerte retroceso en el uso de las RRNN, ya 
que Marvin Minsky y Seymour Papen (1969) probaron (matemáticamente) que el 
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Perceptrón no era capaz de resolver problemas relativamente fáciles, tales como el 
aprendizaje de una función no-lineal. Esto demostró que el Perceptrón era muy débil, 
dado que las funciones no-lineales son extensamente empleadas en computación y en 
los problemas del mundo real. 
Paul Werbos (1974) desarrolló la idea básica del algoritmo de aprendizaje de 
propagación hacia atrás (backpropagation) cuyo significado quedó definitivamente 
aclarado en 1985. En este mismo año, Hopfield _y Tank (1985) consiguieron el 
"renacimiento" de las redes neuronales gracias a su libro "Computación neuronal de 
decisiones en problemas de optimización". David Rumelhart et al. (1986) redescubrieron 
el algoritmo de aprendizaje de propagación hacia atrás (backpropagation). 
La tipología y el número de aplicaciones de las RRNN se ha incrementado 
sustancialmente en los últimos años (ver Tabla II) ya que pueden ofrecer una solución 
en aquellos casos en los que otras técnicas quimiométricas fallan o no aportan 
resultados correctos. A continuación se hará un brevísimo recorrido por estas 
aplicaciones. 
Las RRNN deberían ser usadas principalmente cuando se sospecha que un 
grupo de datos no es lineal (desde un punto de vista matemático, un modelo 
realmente es no lineal cuando la no linealidad ocurre en la relación entre la respuesta 
y los descriptores, p.ej. y=xZ). En Química Analítica, la distinción entre no linealidad 
verdadera y aparente no siempre puede ser detectada visualmente en líneas de 
calibración o en modelos de los residuales. Algunos tipos de no linealidad pueden 
observarse al usar sensores o datos espectroscópicos. Por ejemplo, la ley de Lambert­
Bouger-Beer que relaciona linealmente la absorbancia de una especie en una mezcla 
con su concentración es una aproximación que sólo es válida para sistemas diluidos 
y no saturados. Desviaciones de la linealidad se pueden observar si una muestra es 
altamente absorbente o no homogénea, si el tamaño de partícula no es constante en 
todas las muestras o si algunas señales solapan. Una respuesta no lineal del detector 
o la presencia de radiación difusa (debido a imperfecciones ópticas de un 
espectrómetro) introduce curvatura en la función concentración-respuesta. 
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NOMBRE ANO AUTOR APLICACIO:^,ES 
Perceptron 1957 Rosenblatt Reconocimiento de caracteresimpresos 
ADALINE 1960 Widrow Filtros adaptativo de señales. Modems 
Avalancha 1967 Grossherg Reconocimietno del habla. Control de rohots 
Cerchcllatron 1969 Marr, Alhus Control de rohots 
BPN 1974-1985 Werhos, Rumclhart Reconocimietno de caracteres manuscritos 
Brain-Statc-in­ 1977 Anderson Extracción del conocimicnto 
a-hox 
Necxognitron 1978-1984 Fukushima Reconocimiento de caracteres manuscritos 
SOM 1980-1984 Kohonen OptimĤación, clustering, codificación 
Hopficld 1982 Hopfield Reconstrucción dc patrones, optimización 
Bolztman y 1985-1986 Hinton, Sejnowski Reconocimiento de patrones, optimizaci6n 
Cauchy 
BAM 1985 Kosko Memoria heteroasociativa 
CPN 1986 Hecht-Nielsen Compresión de imágenes 
ART 1986 Carpenter, Grossherg Reconocimiento de patrones complejos 
Tabla II: Cronología de los principales tipos de RRNN (Hilera y Martínez, 1995). 
Las RRNN se pueden usar cuando no se tiene una indicación a priori referente 
a la naturaleza matemática de la relación y se necesita rápidamente un modelo, 
aunque no deben aplicarse las RRNN cuando el modelo sea lineal. Finalmente, se 
recomienda la RN para monitorizar procesos on-line, donde las variables medidas 
poseen ruido y perturbaciones (p.ej. efectos de temperatura que introducen una no 
linealidad en el modelo) (Despagne y Massart, 1998). 
A continuación se presenta un brevísimo resumen de algunos ejemplos de 
aplicaciones de las RRNN en el área de la Química Analítica. En esta revisión no se 
ha pretendido ser exhaustivo sino, únicamente, indicar diversos tipos de problemas en 
los cuales las RRNN han resultado ventajosas. El número de aplicaciones ha 
aumentado mucho, tal como ilustraban en Zupan y Gasteiger (1991) en su revisión. En 
la revisión fundamental de quimiometría de 1996 (Brown et al., 1996), se reportaron las 
aplicaciones de las RRNN en campos tan diferentes como el procesado de señales, la 
resolución de curvas, calibración, parámetros de estimación, técnicas de 
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reconocimiento de pautas y, por supuesto, en inteligencia artificial. Tutoriales de redes 
neuronales en Química fueron propuestos por Smits et al. (1994) y Svozil et al. (1997) y 
diferentes tipos de aplicaciones de RRNN para espectroscopía fueron revisadas por 
Cirovú (1997). Las aplicaciones quimiométricas son muy extensas y, aunque en 
muchos casos son de naturaleza multidisciplinar, merecen una consideración aparte. 
En general ofrecen una alternativa clara a los métodos estadísticos tradicionales 
(lippmann, 1987; Sánchez _y Sarabia, 1995; Schulz et a1., 1995; Wienke _y Kateman, 1994), 
mejorando en un gran número de casos los procedimientos de reconocimiento de 
pautas y análisis de regresión. 
La automatización del proceso de interpretación de espectros de IR mediante 
ordenador puede realizarse con ayuda de un sistema modular basado en las RRNN 
(van Est et al., 1993; Affolter _y Clerc, 1993; Jacobsson y Hagman, 1993). 
Se han realizado aplicaciones para el reconocimiento de isómeros en bencenos 
sustituídos mediante técnicas espectrofotométricas (Weigel_y Herges, 1992). Aunque los 
sistemas expertos también se han utilizado con éxito para la interpretación de este tipo 
de espectros (Andreev et al., 1993). 
La predicción de propiedades físico-químicas de compuestos orgánicos se ha 
realizado empleando un sistema basado en descriptores gráficos junto con la técnica 
de RRNN (Artemenko et al., 2003). Los análisis por RMN también cuentan con 
aplicaciones de RRNN de cara a la predicción de propiedades moleculares (Kvasnicka 
et al., 1992). 
Se han realizado comparaciones de diferentes métodos quimiométricos de 
análisis para la clasificación de tres tipos de agentes quimioterapeuticos (Tominaga, Y, 
1999). L.ivingstone et al. (1997) emplean la RN en el modelado de datos en el diseño de 
drogas y presentan alguna estrategia para realizar selección de variables en función de 
la magnitud de los pesos y del error obtenido al ir eliminando variables. 
Se han llevado a cabo estudios de la adulteración alimentaria aplicando la 
técnica de redes neuronales (Downey, 1998; Goodacre et al., 1997; Goodacre et al., 1995, 
Penza y Cassano, 2004; Pérez-Magariño et al., 2004), de caracterización de variedades 
(Marini et al., 2004a; Marini et al., 20046), de modelización del tratamiento térmico de 
alimentos (Luera Peña y Minim, 2001) y de predicción de viscosidad de zumos (Rai et al., 
2005). 
Esta técnica quimiométrica se ha empleado también para determinar metales 
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en diferentes tipos de muestras (Kompany-Zareh et al., 1999; Hernández-Caraballo et al., 
2003; Hernández-Caraballo et al., 2004), composición y propiedades de gomas (Borosy, 
1999), análisis de drogas (Tong y Cheng, 1999), predicción de la temperatura de fusión 
de cenizas de carbón (Yin et al., 1998), determinación de la humedad relativa y la 
composición de COz en mezclas de gases (Henkel y Schmei^3er, 2002), estimación de 
propiedades de suelos (Ramadan et al., 2005), clasificación de aceites (Kapur et al., 2004), 
screening de hidrocarburos aromáticos policíclicos (Fernández-Sánchez et al., 2004), 
predicción de los índices de retención de alquilbencenos (Zhang et al., 1999) y de los 
grupos hidroxilo y número de ácidos presentes en las resinas de poliester (Marengo ec 
al., 2004). 
Li et al. (2000) consideraban la red neuronal recurrente para la compresión de 
espectros UV-Visibles, encontrándola una buena aplicación comparable a WT 
(transformación de wavelet) o incluso mejor. 
Uno de los aspectos más relevantes y que prometen un gran desarrollo es el 
del análisis sensorial (Naes y Risvik, 1996), en concreto la modelización del sentido del 
gusto (Chen et al., Z001), del olfato (Nakamoto et al., 1991; Nakamoto et al., 1992; Nakamoto 
et al., 1993; Lu et al., 2000) y del oído (Ritter et al., 1992). 
?. DISEÑO DE EXPERIENCIAS Y OPTIMIZACIÓN 
En la puesta a punto de un procedimiento analítico es muy frecuente que deba 
decidirse, en primer lugar, qué variables analíticas son aquellas que influyen de forma 
más acusada en el resultado final (de una lista de posibles parámetros, que decide el 
analista). Esta selección deberá ser objetiva y una vía de hacerlo es aplicando diseños 
de experiencias. 
Posteriormente, las variables seleccionadas habrán de optimizarse; es decir, 
deducir qué valor numérico deberia fijarse para cada una de ellas, una vía objetiva es 
emplear el método simplex. 
7.1. DISEÑO DE EXPERIENCIAS 
Son numerosas las variables que influyen en el proceso de medida, por lo que 
el estudio univariante implicaría un gran número de experimentos y, además, la 
información obtenida podría ser incompleta ya que no se tendrían en cuenta las 
posibles interacciones entre las variables consideradas. Entre los métodos disponibles 
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para llevar a cabo esta tarea de forma sistemática destacan las técnicas de Diseño de 
Experiencias cuyo objetivo es obtener la máxima información con el mínimo esfuerzo 
y coste (lo que suele equivaler a menor número de experimentos). 
Para ello, definimos: 
a) Factores: son las variables con las que se trabajarán y que pueden 
afectar al resultado. 
b) Espacio de los factores: es el espacio n dimensional asociado con 
los n factores. 
c) Superficie de respuesta: es la función de respuesta representada en 
el espacio de los factores. 
d) Niveles: cada uno de los valores experimentales considerados para 
cada factor (el número de niveles es igual para todos los factores). 
Un tipo particular de diseños, muy aplicados en la Química Analítica, son los 
atribuidos a Plackett y Burman (1946), los cuales son diseños factoriales parciales 
saturados que permiten seleccionar, de entre todos los ensayos que podrían ser 
realizados, solamente aquellos que permitan establecer qué variables influyen sobre el 
sistema y cómo lo hacen. Con este tipo de diseños es posible estudiar k= N- 1 
variables en N ensayos, en donde N tiene que ser múltiplo de 4. 
Ahora bien, conviene recordar que si bien los diseños de Plackett-Burman 
reducen el número de experiencias a realizar, incrementan la complejidad de la 
interpretación de los resultados debido al efecto conocido como "confusión". Éste 
supone que el efecto atribuido a una variable en realidad puede incluir también el 
efecto debido a combinaciones de otras variables. 
Como la aplicación que se va a realizar en esta Memoria de Diseño de 
experiencias es muy sencilla y su objetivo tan sólo será definir la distribución espacial 
de patrones acuosos de tres azúcares para llevar a cabo un calibrado multivariante, se 
ha elegido un diseño completo a tres niveles, siendo el número de combinaciones de 
valores de los n factores N=3°. Se emplea este diseño para poder estimar los 
cceficientes de un polinomio de segundo grado, conteniendo 3 niveles para cada una 
de las variables independientes (factores). De hecho, Massan et al. (1997) establecen 
que uno de los dos grandes objetivos de los diseños de experiencias consiste en 
modelar la relación entre x e y con un mínimo de experimentos. Esto requiere un 
esquema eficiente y ordenado del espacio experimental, obteniendo resultados con el 
menor coste posible. 
61
 
Mcuú^ P^ ('^ C''ryr^-ecP° ^P,sGS ^ocío^^l 
El diseño factorial completo de tres niveles se lleva a cabo para determinar la 
magnitud del efecto de las interacciones entre dos o más factores que pueden llevar 
a un efecto en la respuesta. Este tipo de diseño de 3°, puede ser usado para obtener 
modelos cuadráticos (Massart et al., 1997). 
7.2. MÉTODO SIMI'LEX GEOMÉTRICO 
Es un método de optimización muy empleado tanto por su simplicidad como 
los buenos resultados que ofrece sin provocar un trabajo analítico excesivo. 
Desde el punto de vista matemático, el método simplex geométrico es un 
algoritmo secuencial de búsqueda directa que, como todos los de este grupo, se 
caracteriza por la no utilización explícita de derivadas de la función objetivo y por 
basarse en un examen secuencial de soluciones. Cada solución (respuesta) ensayada 
se compara con la mejor obtenida hasta el momento y existe una estrategia para 
determinar (en función de los resultados previos) qué nuevo ensayo debe realizarse. 
Un simplex es una figura geométrica definida por un número de puntos igual 
al número de dimensiones del espacio (k variables) más uno, de forma que para 2 
dimensiones tenemos un triángulo equilátero, para k=3 un tetraedro y así, 
sucesivamente. Estas figuras geométricas tienen la interesante propiedad de que se 
puede formar un nuevo simplex regular sobre cualquier cara de un simplex dado por 
la adición, tan sólo, de un nuevo punto equidistante de los de la cara fija. 
El método Simplex, introducido en su forma original por Spendley et al (1962), 
no se basa en planeamientos factoriales y por eso requiere pocos experimentos para 
moverse, desplazándose en la dirección del óptimo. La aplicación del método Simplex 
en Química Analítica fue efectuada por primera vez en 1969 (www.chemkeys.com, 2004; 
Cela, 1984). El método Simplex original, a lo largo de estos años, ha sufrido 
modificaciones que obligaron a la distinción del mismo dentro de las estrategias de 
optimización, así él método Simplex original pasó a ser llamado el Método Simplex 
Básico (MSB). 
El procedimiento a seguir para alcanzar el óptimo consiste en calcular el 
vértice en el que la función objetivo toma su menor valor (supongamos que queremos 
maximizar la función) y buscar un simétrico con respecto al centro de gravedad 
(centroide) del simplex. A continuación, evaluamos la función objetivo en este nuevo 
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vértice y continuamos como en el caso anterior. El avance del Simplex se efectúa 
siguiendo las reglas que se explican a continuación: 
1. Se realiza un movimiento tras cada observación de respuesta 
(experimento) . 
2. El movimiento conduce hasta un nuevo simplex adyacente, que se obtiene 
despreciando el punto del simplex anterior que corresponde a la respuesta 
menos deseable y sustituirlo por su imagen especular respecto a la cara (o 
hipercara) definida por los punto restantes. 
3. Si el punto reflejado tiene una respuesta menos satisfactoria en el nuevo 
simplex, no aplicar la regla 2, sino, en su lugar, eliminar el segundo punto 
menos satisfactorio del simplex original y continuar la obtención de otro 
nuevo simplex. 
4. Si se ha retenido un vértice en un simplex k+ 1 dimensional2k veces, antes 
de aplicar la regla 2, reobservar la respuesta en el vértice persistente. 
5. Si el nuevo vértice cae fuera de los límites de las variables, asignar una 
respuesta arbitraria muy indeseable a dicho vértice. 
La mayor desventaja del método simplex puede ser el gran número de 
experimentos que se deban realizar para alcanzar el óptimo. Este número será tanto 
mayor cuanto más alejado del óptimo hayamos iniciado el proceso. La razón está en 
la forma regular de la figura geométrica que utilizamos. Lo lógico es que cuando 
iniciamos el proceso los avances sean mayores en la dirección del óptimo y cuando 
estemos muy próximos al óptimo el simplex fuera capaz de realizar avances más cortos, 
evitando la necesidad de iniciar uno nuevo en esa región. Todo esto se puede lograr 
mediante el simplex modificado, propuesto por Nelder y Mead (1965), un método 
especialmente eficiente si el número de variables no excede de 5 ó 6. 




Por otra pane, si el concepto del simplex modificado se lleva hasta sus últimas 
consecuencias se llega al método de contracción masiva, que consiste en iniciar la 
búsqueda con un simplex de gran tamaño, tanto que consideremos que el óptimo 
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estará en su interior y, por tanto, a partir del simplex inicial todos los movimientos 
serán contracciones sucesivas a simplex de menor tamaño hasta localizar el óptimo. 
El método simplex ha alcanzado una considerable popularidad en los 
laboratorios analíticos en los últimos 15 años. Ciertamente, cuando el número de 
variables no es demasiado elevado y, sobre todo, cuando la superficie de respuesta es 
unimodal, los resultados son excelentes. Además, resulta especialmente indicado en 
procesos de desarrollo de metodología, en los que, normalmente, no se tienen 
indicaciones precisas de cuales serán los valores en las inmediaciones del óptimo. Es 
en estos casos donde resulta claramente recomendable. Por el contrario, si el proceso 
es relativamente conocido de antemano, es decir, si disponemos de información acerca 
de la localización aproximada del óptimo, o si se trata de efectuar mejoras en la calidad 
del mismo por ajuste fino de las variables los procedimientos diseño discutidos 
anteriormente resultan generalmente preferibles. 
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Se a6orda en este capítuCo eCestud i^o metodoCógico de dos técnicas quimiométricas 
orientadas a Ca seCección deCmínimo suóconjunto de varia6Ces que permita aóorcfarprocesos 
de clasificación y de regresión muCtivariante. Gas dos técnúas elegidas, rotación de 
^rocustes y aCgoritmos genétúos, tienen principios conceptuaCes muy d'zferentes y, por 
tanto, a6ordan eC pro6lema empCearufo dos perspectivas dzferentes. Su separación deC 
capítuCo anterior se just^ca por Ca entidad que posee esta temática y eC momento de 
apCtcación. No en vano, !as técnicas aquí estud i^adas podrian constituir (así se presenta en 
capítuCos posteriores) un `pretratamiento"de Cos datos antes deCmodelado. 
Ind'ue: 
1. Introducción 
2. 1^tación de 1^rocustes 
2.1. Concepto 
2.2. ^Desarroflo matemático 
2.3. Necesidades de d'uignóstúos asociadas a!a ^qtación de lnrocustes 
2.4. 1^tación de 1^rocustes para comparar suóespacios de !as variaóles 
2.5. ApCuaciones de !a ^qtación de 1^rocustes 
3. ACgoritmos Genéticos 
3.1. Introducción 
3.2. ^F'undamentos 
3.3. Los i^'viduos 
3.4. Estructura de CosAAGC^ 
3.5. Los Operadores Genétúos 
3.6. ventajas y desventajas deCuso de CosAAGG 
3.7. ApCuaciones 
3.8. ^Descripción cfelpro6fema aóordado en esta Memorzá 
4. BióCtografía 
Mét.^d.^. ^ ^^^ ^ ^^.s 
1. INTRODUCCIÓN 
Mientras que en las décadas previas a los años 801os conjuntos de datos con 
"muchas variables" presentaban alrededor de la centena de variables, hoy en día la 
situación habitual consiste en tener un número de variables mucho mayor, incluso 
claramente mayor que el número de muestras (H^skuldsson, 2001; Wold ec al., 2001) . Este 
aumento puede causar problemas para el modelado de los datos, principalmente en la 
interpretación. Aunque los diferentes métodos multivariantes (PLS, SIMCA,...) han 
sido diseñados para manipular matemáticamente muchas variables, sus resultados 
(loadings, residuales, etc) buscan simplificar la visualización del problema y, muchas 
veces, no permiten su interpretación química de manera obvia. Una tendencia 
habitual para tratar de "solucionar" el problema es seleccionar unas pocas variables 
(supuestamente) descriptoras del problema e ignorar el resto. Como dicha selección 
es altamente subjetiva en muchos casos, esto supone un riesgo ya que puede llegar a 
disminuir la eficiencia del diagnóstico y la validez de los métodos multivariantes. 
Ahora bien, la correcta selección de variables que representen el problema 
puede suponer un ^ran ahorro en: 
Ĥ Tiempo de análisis de cada muestra 
Ĥ Tiempo de trabajo del analista 
Ĥ Tiempo para la emisión de resultados 
Ĥ Los costos generales del análisis y, por ende, del laboratorio 
Ĥ Además de una mayor simplificación de los estudios, mayor atención y 
control en aquellas variables consideradas como "fundamentales" y la no 
necesidad de prestar atención (medir, tratar, vigilar, etc) a las variables 
"redundantes". 
En esta Memoria se trata de abordar una selección rigurosa y objetiva de un 
pequeño conjunto de variables descriptoras del problema que se considere. Para ello 
se han implementado y comparado dos métodos objetivos de selección de variables: 
la denominada "rotación de Procustes" y los algoritmos genéticos. No en vano se trata 
de dos metodologías totalmente diferentes en sus principios conceptuales y modo de 
abordar el problema. La primera, rotación de Procustes, es paramétrica y determinista; 
la segunda, algoritmos genéticos, se basa en el actualmente denominado cálculo 
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"natural" y sigue un patrón de búsqueda de soluciones guiado por el principio de 
"supervivencia del más apto" o, abreviadamente, de la mejor solución. 
2. ROTACIÓN DE PROCUSTES 
2.1. CONCEPTO 
Si se estudia la etimología de la palabra "Procustes" (o Procusto), además de 
la curiosidad cultural, en este caso, se pueden encontrar las ideas básicas que definirán 
la técnica matemática. 
En la mitología griega, Procustes (o Procusto) (IIpoxpoúott^ç) era el apodo 
de un gigante y anciano ladrón llamado Polifemón (IIov^rlµwv) o Damastes 
(Daµáairlç) que vivía en las riberas del río Cefisos (Krl^taóS) en Ática. Polifemón 
tenía como costumbre invitar a los viajantes a su posada para que pasasen la noche y, 
una vez éstos dormían, los torturaba acostándolos en una cama de hierro y cortándoles 
o estirándoles las piemas hasta que encajasen exactamente en la longitud de su cama. 
De hecho, el apelativo Procustes está formado por dos palabras griegas. Un prefijo­
conjunción, ^pó (que significa antes, en frente) y un verbo, xpoúoit^ç (que significa 
pegar, golpear, empujar, dejar fuera de combate). Consecuentemente, Procustes es 
"aquel que golpea y estira" o"el que golpea para elongar". Raíces etimológicas similares 
se encuentran en el eslavo antiguo (kruchu=separar a puñetazos, golpear); en el 
lituano (kruszu=magullar, aporrear) y en el letón (krauset=dar patadas). 
La técnica matemática de Procustes, en esencia, lo que hace es comparar dos 
(en general n) espacios k-dimensionales de forma que se busque su máxima similitud 
mediantes giros, traslaciones, elongaciones, etc. De alguna forma, pues, lo que se 
pretende es adaptar un espacio dimensional a otro (u otros) . Por cuestiones prácticas, 
uno de los espacios se mantiene fijo y es el otro el que se ajusta (se "tortura"). Si esto 
se aplica a la idea de reducción de variables, se podrá evaluar la diferencia entre el 
espacio original y el "reducido". 
En consecuencia, en el momento en el que un subespacio definido por algunas 
de las variables originales se diferencie poco o nada del espacio definido por el 
conjunto total, se habrá logrado el objetivo de reducir variables sin perder información 
(o perdiendo la mínima posible). 
Además de su base matemática, la rotación Procustes es un "camino natural" 
bastante intuitivo de comparación de objetos similares, pudiendo ser algo que nuestro 
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cerebro empleara en la vida diaria. Como ejemplo, piénsese en lo que ocurre cuando 
tenemos una visión difusa de la cara de una persona mientras corremos por una calle, 
seguramente nuestro cerebro hará alguna clase de "comparación Procusteana" similar 
a la planteada en la Figura 1. 
Quién eraY ^^ j ^ Estirar 
^ 
Traslada 
Figura 1: Ejemplo de rotación de Procustes. 
Con esta idea general en mente, la forma inmediata de trabajar a la hora de 
reducir el número de las variables que describen un problema es evidente y consistiría 
en comparar sistemáticamente todos los posibles conjuntos de variables con los datos 
originales. De hecho, tan sólo habria que definir una función objetivo a minimizar y 
tomar como selección más adecuada la que conduzca a dicho mínimo. Ahora bien, 
existen dos grandes problemas: 
1.- El volumen de cálculo es enorme 
2.- En qué orden introducir las variables en el modelo 
A semejanza de lo que ocurre en regresión lineal múltiple, podría pensarse en 
procedimientos de inclusión "hacia adelante" (forward), "hacia atrás" (backward) o 
"paso a paso" (step b_y step). Sin embargo, la experiencia conduce a resultados 
divergentes por los tres métodos, por lo que la vía no parece aconsejable. 
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2.2. DESARROLLO MATEMÁTICO 
La técnica de Procustes es bastante conocida en el mundo matemático pero 
no ha sido hasta muy recientemente cuando se logró su desarrollo (especialmente, la 
generalización de los teoremas) y aplicación práctica. 
Tres de los grandes investigadores en este área son Gower (Gower, 1975), 
quien generalizó la teoría, Krzanowski (Krzanowski, 1979; Krzanowski, 1987a; Krzanowski, 
1987b; Krzanowski, 2001) y Arnold (Arnold y Williams, 1986; Arnold, 1992; Amold y Collins, 
1993). Arnold hace una revisión hasta 1986 (Arnold y Williams, 1986) donde explica el 
uso de la técnica de Procustes generalizada. Recientemente el método ha recibido 
mayor atención, por la disponibilidad de software y por algunas críticas del método 
(Dijksterhuis, 1996). 
Krzanowski se basó en los desarrollos de las rotaciones de matrices para 
permitir el desarrollo de la "rotación de Procustes" (Eckan y Young, 1936; Schónemann _y 
Carroll, 1970; Gower, 1975) y en la descomposición de valores singulares de Bunch 
(Bunch et al., 1978; Bunch y Nielsen, 1978). Conceptualmente, hay dos grandes vías de 
aplicación de la técnica de Procustes (Krzanowski, 2001): 
1.- Dados n-puntos sobre los cuales se han medido dos conjuntos de 
características diferentes, se desea analizar si las pautas de distribución en los 
conjuntos de variables son similares. A pesar de que éste no es un problema 
típico de la Química Analítica, su análisis matemático es, precisamente, la 
base para establecer la técnica de la Rotación de Procustes (o rotaciones 
Procusteanas). 
2.- Mucho más frecuente en la Química Analítica es disponer de un grupo de p­
variables a medir en distintos conjuntos de muestras y desear saber el grado 
de coincidencia de un conjunto de subespacios en relación a esos ejes. Dicho 
de otra forma, determinar si las fuentes de variabilidad son iguales o similares 
a lo largo de los conjuntos de muestras. Típicamente, éste puede ser un 
método de validación de estudios previos, y que también hace uso de la 
Rotación de Procustes. 
Pártase de la idea central de que se desean eliminar las variables redundantes 
sin perder información esencial. Esto debe hacerse mediante la minimización de una 
función objetivo. Las aproximaciones de MacCabe y Joliffe no eran satisfactorias, 
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básicamente porque sólo consideraban la reproducción de la matriz de varianza­
covarianza (Krzanowski, 1987a). 
Para saber si se pierde o no información al eliminar una variable, la vía más 
lógica parece comparar el espacio de objetos antes y después de su eliminación, 
estableciendo una medida de discrepancia. A menor discrepancia observada, más 
probable es que la variable sea redundante. Dado que en ambos espacios 
dimensionales el número de objetos es el mismo puede derivarse el criterio de las 
Rotación de Procustes (Gower, 1971; Sibson, 1978; Krzanowski, 1987a; Krzanowski, 1987b). 
Surge un problema que debe solucionarse ya en este momento. ^Qué espacios 
dimensionales van a compararse? Aunque podría pensarse en emplear las variables 
originales directamente hay, al menos, dos motivos que lo desaconsejan: 
1.- El "ruidó' de los datos, que puede enmascarar la información relevante 
2.- A1 eliminar una variable puede haber diferencias importantes si la 
comparación es directa debido a problemas de escala, correlaciones, etc. 
Por este motivo, se compararán los subespacios dimensionales obtenidos 
mediante PCA. La comparación (igualamiento) deberá estudiarse en cuatro 
operaciones: 
1. Traslación: desplazamiento fijo de todos los puntos a un origen de coordenadas 
común. 
2. Rotación rígida: desplazamiento de los puntos en un ángulo constante. 
3. Dilatación: (contracción), del espacio por un movimiento constante de todos los 
puntos. 
4. Reflexión: la reflexión puede considerarse formada por una combinación de 
rotaciones y se puede tomar como englobada en el punto 2. 
A partir de todo ello se puede definir un estadístico sencillo que mida el grado 
de coincidencia de dos configuraciones como la suma de las diferencias al cuadrado 
entre las coordenadas de los puntos al realizar secuencialmente las cuatro operaciones 
anteriores. A este estadístico se le llama Rotación de Procustes (MZ). 
Sea X^,,,^P^ la matriz de datos originales (n objetos y p variables medidas). 
Supóngase que la dimensionalidad esencial de los datos (número óptimo de 
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componentes principales) es A. Sea Y^„XA^ la matriz de scores de las muestras en los A 
componentes principales y que representan la mejor aproximación A dimensional a 
la configuración inicial de X. Sea X^nX^ la matriz de datos que retiene solamente q­
variables seleccionadas y sea Z^aXA^ la matriz de los scores de las muestras en los datos 
reducidos (el número de componentes ha de ser el mismo en ambos espacios). Esta 
última es la mejor aproximación A dimensional a la configuración q-dimensional. Para 
medir las discrepancias entre las configuraciones Y y Z se realiza un análisis 
procusteano; es decir, se calculan las diferencias al cuadrado entre los puntos 
correspondientes de las configuraciones después de su comparación por traslación, 
rotación y dilatación: 
[ec. 1 ] n A 
1^ 2 = ^ [^ ^ij -Zij)2^ 
i=1 j=1 
El esquema de trabajo se muestra en la Figura 2. 
2.2.1. IGUALAMIENTO POR TRASLACIÓN 
La existencia de un desplazamiento constante de todos los puntos no es un 
motivo de diferenciación de pautas entre objetos. La comparación se hace entre los 
centroides de ambas configuraciones. Los centroides GY y GZ tendrán 
coordenadas (y,,...,yA) y(zl,...,zA) donde la barra superior indica valores medios. 
Sumando y restando los centroides a la ec.l, se obtiene (Krzanowski, 1990): 
[ec. 2] n A 
MZ-^ [^ [(v,;-yj)-(z;j-z.)+(yj-z.)]z] 
r=^ j=i 
Tomando los dos primeros términos entre paréntesis como una unidad, se 
tiene un binomio (a+b)Z que se desarrolla. Además por propiedad de valor medio, 
q n 




n A _ A _[ec.3] 
M^=^ ^ [(y;;-yj)-(z,j-z.)Jz+n^ (v;-z.)2 
i=1 j-] j=1
 
pero el primer sumando está formado por elementos de las matrices Y y Z después de 
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centrar en la media y, por tanto, lograr la coincidencia de centroides. El segundo 
sumando sería la distancia entre los centroides, la cual evidentemente es cero si los 
datos de Y y Z se centran en la media ya de partida. Así, este término se ha 
simplificado totalmente teniendo en cuenta la práctica de centrado habitual en 
Química Analítica. Con ello también se simplifica el proceso de ajuste por dilatación 
/contracción (Krzarwwski, 2001). 
COLECCIÓN DE DATOS 
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Figura 2: Fsquema de trabajo para seleccionar variables mediante la técnica de Procustes. 
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2.2.2. IGUALAMIENTO POR ROTACIÓN 
Cualquier rotación de Z sobre Y se puede expresar mediante una matriz 
ortogonal Q. Las coordenadas posteriores a la rotación son las filas de ZQ (Krzanowski, 
1987a) . 
La ec.l puede escribirse como (el apóstrofe indica traspuesta; Tr indica traza 
de la matriz): 
[ec. 4] MZ= Tr[(Y-Z)(Y-Z)'] 
[ec. S] Mz= Tr(YY' + ZZ' - 2YZ') 
Después de la rotación, Z se convierte en ZQ y se obtiene: 
[ec. 6] MZ= Tr(YY' + ZQQ'Z' - 2YQ'Z') 
Como Q es una matriz ortogonal, QQ'=I (matriz identidad). Así: 
[ec. 7] MZ= Tr(YY' + ZZ' - 2YQ'Z') 
Para lograr un sumatorio de residuales (MZ) pequeño, debe elegirse una matriz 
de rotación (Q) que aproxime al máximo los dos subespacios. Una vía para lograrlo es 
mediante la descomposición en valores singulares de la matriz Y'Z. Así, Q=VU', 
donde UEV' es la descomposición de Y'Z y donde U^J=IA, V^1=VV'=IA y E_ 
diag(ai, ..., aA). Como se cumple que Tr(AB) = Tr(BA), la Tr(YQ'Z') = Tr(Q'Z'Y) 
y teniendo en cuenta la definición de Q y la descomposición en valores singulares: 
[ec. 8] Tr(Q'Z'Y) = Tr(UV'VEU') = Tr(V'VEU'U) = Tr(E) 
Con lo cual (Krzanowski, 1987a; Deane v Macfie, 1989; Andrade et al., 1993): 
[ec. 9J M2= Tr(YY' + ZZ' - 2E) 
A la vista de 2.2.1 y 2.2.2 la ecuación 9 es la que define el Criterio de 
Rotación de Procustes. El proceso de trabajo es secuencial y se estructura en bucles: 
1.- Elegir el tamaño del subespacio (número de componentes principales, A) 
2.- Obtener una matriz Z para cada variable eliminada sucesivamente e 
identificar la que conduce a una suma de cuadrados de Procustes (MZ) 
mínima 
3.- Eliminar la variable recién identificada 
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4.- Continuar el ciclo hasta que sólo queden A variables 
2.3. NECESIDADES DE DIAGNÓSTICOS ASOCIADAS A LA ROTACIÓN DE 
PROCUSTES 
2.3.1. SELECCIÓN DEL NÚMERO ÓPTIMO DE COMPONENT'ES PRINCIPALES 
La selección del número más adecuado de componentes principales para 
describir un sistema es un tema abierto en Quimiometría. Hay que aceptar que no hay 
un único criterio válido y que lo más adecuado y que conduce a mejores resultados es 
el uso conjunto de varios criterios en cada problema para alcanzar una conclusión 
final. 
Sarabia (Sarabia y Ortiz, 1994) y Brereton (Brereton, 1992) recopilan algunos 
criterios tales como el del valor propio, bastón roto, criterio de Malinowski, el test F, 
relación de eigenvalues, criterio de la F de Krzanowski, etc. 
Wold (Wold et al., 1987) ya establece una primera discusión que luego es 
seguida, entre otros, por Malinowski (Malirwwski, 1987), el cual estudia la distribución 
de errores en los eigenvalues y su influencia en la determinación del número adecuado 
de factores en datos espectroscópicos. Sutter (Sutter et al., 1992), discute este problema 
en el entorno de la regresión por componentes principales. Scarponi (Scarponi et al., 
1990) realiza un estudio aplicado al análisis de vinos. Fay (Fay et al., 1991), analiza el 
poder discriminante de los componentes principales cuando los datos (espectrales) 
tienen una fuerte carga de ruido. Por su parte, Osten (Osten, 1988) también hace 
estudios basados en diversas técnicas de selección del número de componentes más 
adecuado en función de distintos modos de evaluar el PRESS. Del estudio deduce que 
la selección del mínimo absoluto en función de la crossvalidación puede conducir a 
problemas y demuestra que la selección basada en el test-F es más robusta. 
De la bibliografia y experiencia aplicada, se deduce que el criterio de 
Malinowski conduce a resultados francamente buenos (y es sencillo) (Carlosena et al., 
1995); lo mismo cabe decir para el criterio de la razón de eigenvalues. 
La tendencia general es aceptar como más fiable y"robusta" la selección del 
número de componentes mediante técnicas de validación cruzada o cross-validation a 
pesar de que se sabe que en los casos de modelización para regresión multivariante 
puede conducir a un sobreajuste (Dieterle et al., 2003). Precisamente, Eastment y 
Krzanowski (Eastment y K,-zarwu,ski, 1982; Krzarwwski, 1987a) proponen un estadístico 
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que se basa en la técnica de cross-validation (modificada) empleada por Wold y que 
conduce a resultados muy interesantes. Tal estadístico se ha revelado muy útil en 
diversas aplicaciones realizadas (Krzanoa.uski, 1987b; Deane y Macfie, 1989; Scarpani et al., 
1990; Andrade et al., 1993; Andrade et al., 1994; Carlosena et al., 1995; Andrade et al., 2003). 
2.3.1.1. CRITERIO W DE KRZANOWSKI 
El uso de este criterio en el presente trabajo se debe a tres razones 
fundamentales: 
1.- Está basado en la técnica de cross-validation. 
2.- Krzanowski consigue mejorar el criterio de Wold ya que hace real la expresión 
"dejar cada dato fuera". 
3.- Además de ser el criterio empleado (y recomendado) por Krzanowski, se ha 
comprobado que conduce a resultados satisfactorios a pesar de que tiene el 
problema de que no es fácil la presentación gráfica de resultados (Osten, 1988; 
Deane y Macfie, 1989; Scarpani et al., 1990; Andrade et al., 1993). 
El desarrollo completo del test se presenta en Eastment y Krzanowski (1982) y 
aquí se resume. Si se emplea la descomposición de valores singulares para calcular los 
componentes principales, el problema es elegir el mínimo número de ellos (sea, A) que 
permite representar el espacio original con el menor error posible. 
[ec. 10] A 
xij - L^ (uitstvr 
t=1 
Asociado a cada valor de A, habrá un predictor 




^ ^ uirStVtj^ 
r=1
 
El criterio de cross-validation implica ir eliminando grupos de datos de la matriz 
original y predecirlos una vez recalculado el modelo. La función objetivo es una 
relación entre los valores reales y los predichos. El valor de A óptimo será aquel para 
el cual esa función objetivo sea mínima a lo largo de los subgrupos predichos. De 
acuerdo con Wold, la discrepacia entre los valores reales y predichos se denomina 
"Predicted Residual Error Sum of Squares" (Sumatorio de los Errores Residuales al 
cuadrado en la Predicción) (PRESS) y se expresa como: 
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PRESS(A) = 1 ^ ^ (zr^(A)-x^^)2
np;=i ^-^ 
El problema principal es que un mismo dato no se debe emplear a la vez para 
modelizar y predecir. La solución de Eastment y Krzarwwski (1982) es que para predecir 
el dato x;^, no se deben usar ni la columna j ni la fila i. Es decir, en realidad se eliminan 
variables y elementos, lo que permite una verdadera cross-validation "uno a uno". Sea 
X^.^^ el resultado de eliminar la columna j de X y X^.;^ el de eliminar la fila i. La 
descomposición de valores singulares conduce a: 
X^_^^ = ĤDV'[ec. 13 ] 
X^_^^ = UD i^ 
II=(úsr);V=(vsr);D=diag(ch,..., p_i) 
U=(u.^r)^V=(^.^r)^=diag(di,...,d„) 
Con lo cual, el predictor de x;^ que se busca es: 
[ec. 14] 
xij(A) _ ^ (uir dr)(vy dr) 
r=1 
ya que el factor de la izquierda proviene de la descomposición sin considerar la 
columna j y el factor de la derecha de no considerar la fila i. Esta operación hay que 
hacerla para cada valor de la matriz de datos y a lo largo de todos los A valores. Así, 
para cada valor de A se tiene el estadístico: 
[ec. 15] 







Donde DA son los grados de libertad para aj ustar el A componente (DA=n+p­
2A) y DR son los grados de libertad restantes (DR= (n-1)p-DA). Así, WA representa 
el incremento en la información predictiva aportada por el A componente dividida por 
la información promedio en el resto de los componentes. En la práctica, un factor 
"importante" será aquel con un WA>_0.9, si bien a veces la situación es más compleja. 
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2.3.1.2. OBJETOS ANÓMALOS 
Como toda técnica multivariante basada en los componentes principales, la 
existencia de datos anómalos distorsiona totalmente los modelos. Aprovechando los 
estudios que se acaban de desarrollar, es fácil estudiar la influencia de cada objeto en 
el modelo. 
Dado que V contiene los coeficientes de los componentes principales cuando 
se ha eliminado la fila i, una comparación entre las primeras A columnas de V y V 
indicará la influencia del objeto i. Krzanowski ha demostrado (Krzanowski, 1979) que 
el ángulo que forman ambos subespacios se puede calcular como: 
[ec. 16] 0 = cos"1(d) 
donde d es el valor propio (eigenvalue) más pequeño de la descomposición de 
V'^A^ V^A^. A mayor ángulo, mayor influencia del objeto. Los estudios de Monte Carlo 
realizados no permitieron establecer criterios cuantitativos (Krzanowski, 1987b), por 
ello, lo que se hace es representar gráficamente los ángulos obtenidos para las muestras 
y observar la pauta de distribución, de acuerdo con ello se pueden tomar decisiones. 
2.3.1.3. INFLUENCIA DE CADA VARIABLE 
Análogamente al epígrafe anterior, U y D contienen la información en 
ausencia de la variable j; ( Z = U D, son los scores) y su influencia se analiza 
comparando dos configuraciones dimensionales de los mismos puntos. Esto es, de 
nuevo, una aplicación de la Rotación de Procustes en donde se comparan las primeras 
A columnas de Z con Z para cada valor de A. 
Deane v Macfie ( 1989) han sugerido una comparación entre la estructura 
perdida (MZ) para cada variable ( conjunto de variables) y la información total del 
sistema (Tr(YI")). La gráfica obtenida es muy interesante ya que permite ver si, a 
pesar de que se haya identificado una variable como la que produce una menor 
pérdida, dicha variable es crítica y conviene no eliminarla (según el conocimiento que 
se tenga del sistema) . La información perdida se define mediante la ecuación 17: 
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[ec. 17] 
%Infor.perdidn = ^ Tr(YY'^ZZ'-2£)fi 100^ 
Tr( YY') 
donde Tr(YY') es la información total que existe originalmente en los datos. 
2.4. ROTACIÓN DE PROCUSTES PARA COMI'ARAR SUBESPACIOS DE LAS 
VARIABLES 
Esta es la segunda vía de aplicación de esta técnica. Resulta de gran utilidad 
cuando se pretende averiguar si dos (en general n) conjuntos de objetos presentan 
pautas similares de distribución. El punto de partida es que sobre ellas se han analizado 
las mismas p variables. En esta Memoria no se hará uso de esta aplicación por lo que 
tan sólo se dan algunos detalles. 
Sean X e Y dos muestras multivariantes de nl y nz objetos respectivamente. 
Supóngase que un estudio de componentes principales ha indicado que A es el 
número adecuado de componentes (restricción que no es esencial, pero sí conveniente 
por su comodidad para la explicación). Sean xl, ..., xP las variables originales medidas 
en los objetos, l;^ y m;^ son los coeficientes de los loadings. Se trata de comparar líneas, 
superficies o hiperespacios empleando como medida de similitud los ángulos que 
forman entre ellas. La visión clásica es que dos líneas (ejes, componentes principales) 
se parecen tanto más cuanto menor es su ángulo. La misma idea conceptual aplica en 
p-dimensiones. 
Sean L y M las matrices (A x p) que contienen los loadings respectivos. 
Definase N= LM'ML' (=TT', donde T= LM'). Krzanowski ha demostrado los dos 
resultados siguientes (Krzanowski, 1979): 
Teorema 1: 
El mínimo ángulo entre un vector arbitrario en el espacio de los A primeros 
componentes principales de X y el vector paralelo más próximo a éste en el espacio de 
los primeros k componentes principales de Y viene dado por cos"1 3^.I, donde ^.1 es el 
valor propio (eigenvalue) mayor de N. 
Teorema 2: 
Sea ^.; el i-eigenvalue de N, a, su eigenvector asociado y b,= L'a, (i= 1, ..., A). 
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Entonces, bt, ..., bA forman un conjunto de vectores ortogonales embebidos en el 
subespacio A y M'Mbl, ..., M'MbA el correspondiente conjunto de vectores en el 
subespacio B en el cual se reparten las diferencias entre los subespacios. El ángulo 
entre la pareja b;, M'Mb; viene dado por cos"' 3^.;, (i= 1, ..., A). 
Por tanto, la cuantificación de hasta cuánto difieren dos espacios A­
dimensionales viene dado por los ángulos cos"1 3^,1, ..., cos"t 3ílA. 
Para interpretar químicamente las similitudes o diferencias entre X e Y, se 
considera la parej a de autovectores b; y M'Mb; asociados al eigenvalue ^,;. Estos vectores 
están evidentemente definidos a patir de los p-ejes originales y, por tanto, tienen 
interpretación. 
Para ello, se define un nuevo vector en el espacio original de p-dimensiones 
que está próximo tanto a b; como a M'Mb; (de hecho es su bisector) y que se llama 
"vector consenso" ( ver Figura 3), ec.18. 
[ec. 18] 
e^ - L2(1+ ^;)] ^ *(I+ 1 M'^b; 
^r 
donde I es la matriz identidad (p x p). 
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1°grupo de muestras 2'grupo de muestras 3°grupo de muestras 
PCI PCl PCl^ 





`. ^ óo '•; Qc





Vectores consenso (T ) 
Ángulos V-PC = proximidad entre el 
consenso y espacios originales 
"Loadings^ = interpretación qufmica 
de los vectores consenso 
Figura 3: Interpretación gráfica de los vectores consenso de la Rotación de Procustes. 
2.5. APLICACIONES DE LA ROTACIÓN DE PROCUSTES 
La gran utilidad de esta técnica es seleccionar tan sólo unas cuantas variables 
analíticas reales (estadísticamente el menor subconjunto posible) que deben ser 
medidas. Esto constituye una ventaja comparativa con otras opciones donde el 
objetivo es localizar rangos o intervalos. A modo de ejemplo de esta última opción 
cabe citar los siguientes trabajos: 
-Grimalt y Olive (1993) emplean un análisis de factores a partir de cuyos loading 
seleccionan las variables aparentemente más importantes. 
- Cenmer ec al. (1996) emplean un método en el que se hace una regresión preliminar 
con todas las variables; añaden ruido aleatorio artificial y seleccionan las variables 
experimentales que muestran más importancia que las artificiales (de acuerdo con un 
criterio basado en los coeficientes de regresión). 
- Garrido-Frenich ec al. (1999) seleccionan las variables con más altos coeficientes tras 
hacer un PLS. 
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-Goicoechea y Oliveri (1999) emplean un error indicador de análisis de regresión lineal 
híbrido. 
- Ferré y Rius (1997) emplean un método basado en considerar la región de confianza 
de las concentraciones estimadas y optimizar cinco criterios diferentes, seleccionando 
el grupo óptimo valorando todas las posibles combinaciones de variables. 
Hasta hace relativamente poco, la mayor parte de las aplicaciones de rotación 
de Procustes se realizaban en el campo del análisis sensorial (Dijksterhuis, 1996; 
www.mapp.asb.dk, 2003) y alimentario para estudiar relaciones entre paneles de sensores 
o la inter-relación de catadores/degustadores. Arnold (Arnold y Williams, 1986) recopila 
el uso de esta técnica al análisis sensorial y/o de cata (Arnold y Collins, 1993). 
Scarponi (Scarponi et al., 1990) realiza una aplicación centrada esencialmente 
en la selección de un subconjunto de variables que le permita diferenciar entre 
distintos tipos de vinos italianos (Chianti, Brunello y Mazemino el Trentino) . Boschelle 
et al. (1994) estudiaron la respuesta de diferentes cultivos de oliva en el área climática 
del Golfo de Trieste. 
El control de calidad industrial constituye un campo de aplicación de esta 
técnica. Deane y Macfie (1989) realizan una selección de variables de queroseno con 
fines de control de calidad aunque el principal inconveniente es que no emplean todos 
los test de las especificaciones. También en queroseno, aunque empleando los 26 
parámetros de calidad medidos rutinariamente en las especificaciones de la OTAN, 
Andrade (Andrade et al., 1993, Andrade et al., 1997) presenta trabajos en los que realizan 
estudios iniciales de selección de variables y donde se plantea el problema de la 
validación y uso final de este tipo de estudios. 
En el campo medioambiental, Andrade et al. (1994) presentaron un estudio 
piloto en el cual se seleccionaban parámetros de aguas de pozos y acuíferos de la 
Comunidad Valenciana y se estudiaba si la importancia de las variables seleccionadas 
se mantenía a lo largo de diversos muestreos. Carlosena et al. (1995) realizan un estudio 
en el cual se trata de determinar las variables que definen las pautas de distribución 
de suelos de la provincia de A Coruña sometidos a tráfico intenso. También se realiza 
un seguimiento a lo largo de un año que revela que dos variables son las 
fundamentales para definir y diferenciar hasta cuatro subgrupos de suelos. 
Kubista ha aplicado el concepto de rotación de Procustes a la espectroscopia 
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con objeto de resolver mezclas momómero-dímero o monómero-dímero-trímero 
empleando relaciones físicoquímicas y espectroscopia de fluorescencia. EI gran avance 
en este campo es que no precisa de una calibración directa (Kubista, 1990; Kubista et al., 
1992; KubĤ ta et al., 1993; Scarminio y Kubista, 1993; Nygren et al., 1995; KubĤta et al., 1999). 
Vigneau et al. (1995) emplean la idea de Rotación de Procustes para comparar­
correlacionar-reconstruir espectros en el infrarrojo medio mediante datos de infrarrojo 
cercano. La idea es francamente interesante y muy prometedora y tiene grandes 
posibilidades en cuanto a su aplicación. Anderson y Kalivas (1999) emplearon también 
esta técnica para realizar comparaciones entre espectros. 
Se han encontrado estudios relacionados con transporte aéreo de 
contaminantes. Se observó que hay dos posibilidades: (i) seleccionar variables para 
describir los grupos de muestras sin perder demasiada información (KingyJackson, 1999) 
y/o (ii) comparar el espacio de datos "experimental" con algún espacio objetivo (por 
ejemplo, una lista de fuentes de polución (Richman y Vermette, 1993). 
La descripción de moléculas orgánicas no es una aplicación analítica habitual 
en la rotación Procustes pero se han encontrado dos aplicaciones interesantes (Robert 
y Carbo-Dorca, I 998; Tonuu et al., 1999) . 
Se ha aplicado también esta técnica como apoyo de estudios instrumentales 
complejos. Por ejemplo, para determinar el número de masas significativas en GC-MS 
(Demir et al., 1996); comparar la información obtenida por dos detectores en un diodo 
array acoplado triplemente con un sistema de espectrometría de masas electroespray 
cromatografia de líquidos (Bessant et al., 1999) reducir el espectro de masas de 2- y 3­
hidroxipiridinas a 20 masas significativas con los dos detectores (Dunkerley et al., 1998) 
y operar con los datos cuando se trabaja con muestras multicomponente ( Schulze y 
Stilbs, 1993). 
Antonov et al. (1999) comparaban el comportamiento de esta técnica con otra 
de resolución simultánea de solapamiento de bandas y encontraban un 
funcionamiento similar cuando se estudiaba el equilibrio monómero-dímero. 
Poco a poco se han llevado a cabo estudios más profundos empleando la 
técnica de Procustes. A título de ejemplo se recogen algunos de ellos. 
Books y Kowalski (1994) demostraban que la rotación de Procustes eran 
equivalentes a aplicar una técnica denominada "Rank Anihilation Factor Analysis" 
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para el análisis de espectros correlacionados, y presentaban otros progresos de Lorber, 
Sanchez y Kowalski, donde se sugirió que más que dos subespacios relacionados 
pueden ser comparados aplicando descomposición trilineal. 
Aunque en los estudios presentados en esta Memoria se mantienen los ejes 
ortogonales, se ha demostrado que también se pueden llevar a cabo rotaciones oblicuas 
donde los ejes no se mantienen perpendiculares (Reyment y J^reskog, 1993). 
Ganzález-Arjona et al. (1999) desarrollaban un método de análisis discriminante 
basado en Procustes. Se comparaban tres técnicas: PLS discriminante, modelo de clase 
discriminante lineal y redes de neuronas artificiales (backpropagation). 
Vinzi (2001) ha presentado un estudio donde comparaba Procustes con 
diferentes métodos para comparar matrices múltiples estructuradas. 
Guo et a1. (2002) presentaba un método basado en rotación de Procustes para 
seleccionar un subgrupo de variables en PCA. Un sistema similar fue aplicado por Guo 
et al. (2001)en combinación con projection pursuit. 
Heberger y Andrade (2004) comparaban el método de selección de variables por 
Rotación de Procustes con un método no paramétrico basado en el estudio de 
variables apareadas (generalized Pair-Wise correlation procedure, GPCM) observando 
que se alcanzaban resultados similares. 
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3. ALGORITMOS GENÉTICOS 
3.1. INTRODUCCIÓN 
Para abordar el estudio de esta herramienta es conveniente hacer una breve 
disgresión inicial acerca de la idea de "evolución". Para entender el modelo evolutivo 
natural es preciso reconocer que la naturaleza es un ingeniero consumado. Los seres 
vivos representan la solución al problema de la supervivencia de un organismo que se 
enfrenta a condiciones determinadas por el entomo en el que se desarrolla. El más 
conocido pionero y defensor de este punto de vista fue Darwin quien observó que las 
especies evolucionan poco a poco a lo largo de intervalos de tiempo que, en la escala 
humana, resultan enormes, y que las especies actuales son el fruto de innumerables 
cambios paulatinos de otras que las antecedieron. Además, lo que dirige los cambios 
es la pertinencia que estos tienen para favorecer la subsistencia de los individuos de 
la especie en función de su medio ambiente. A mediados de este siglo se empezaron 
a comprender las razones por las que así ocurre. Watson y Crick explicaron el 
mecanismo de la herencia identificando la molécula de ADN como la portadora de la 
información (a nivel celular) que determina las características del individuo. El ADN 
codifica al individuo (el genotipo) usando un alfabeto químico muy simple y, al ser 
interpretado por el organismo que lo gesta, da origen al individuo mismo (el fenotipo) . 
El ADN, pues, contiene la información de la mejor solución (el individuo) al problema 
fundamental del ser vivo (la supervivencia). La teoría de la evolución que considera 
esta forma de transmisión de la información de una generación a otra se denomina 
neodarwinismo (http://cursos.itam.mx/akuri/Semestre2/AGS/19RNS_yAGS.pdf, 2003). 
La información contenida en el ADN de los seres vivos es información 
intrínseca que se deriva de un proceso de aprendizaje generacional. La idea de la 
Computación Evolutiva, y de los Algoritmos Genéticos (AAGG) en particular, es 
simular parcialmente el proceso anterior para lograr que un programa de software 
"aprenda" y sea capaz de "dar respuesta" a un problema planteado por el Químico 
Analítico. Es decir, se trata de buscar la mejor solución posible (el mejor ADN) ante 
el problema a resolver (las condiciones de entorno). 
Los Algoritmos Genéticos son una herramienta matemática que se utiliza para 
resolver problemas asociados a la optimización y a la búsqueda de soluciones óptimas 
en problemas complejos. Estos algoritmos basan su idea conceptual en la Teoría de la 
Evolución de los seres vivos y han alcanzado gran importancia dentro de la comunidad 
científica a lo largo de los últimos años. 
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El algoritmo genético (AG) se basa en los mecanismos de selección que utiliza 
la naturaleza. Según estos, los individuos más aptos de una población son los que 
sobreviven al adaptarse más fácilmente a los cambios que se producen en su entomo. 
Hoy en día se sabe que estos cambios se efectúan en los genes del individuo (unidad 
básica de codificación de cada uno de los atributos de un ser vivo) y que los atributos 
más deseables del mismo (i.e., los que permiten a un individuo adaptarse mejor a su 
entorno) se transmiten a sus descendientes cuando éste se reproduce sexualmente. 
Un investigador de la Universidad de Michigan, llamado John Holland, era 
un estudioso de la selección natural y, a fines de los años 60, desarrolló una técnica 
que permitió incorporar esa idea en un programa de software (Galaviz-Casas, 1998; 
www.redcientifica.com, 2003; www.devdept.com, 2003; www.ub.rug.nl, 2003). El propósito 
original de Holland no era diseñar algoritmos para resolver problemas concretos sino 
estudiar formalmente el fenómeno de adaptación y desarrollar vías para extrapolar esos 
mecanismos de adaptación natural a los sistemas computacionales, es decir, lograr que 
las computadoras aprendieran por sí mismas (www.uv.es, 2003). A la técnica que 
inventó Holland se le Ilamó originalmente "planes reproductivos", pero se hizo popular 
bajo el nombre "algoritmo genético" tras su publicación en 1975 (Forrest y Mitchell, 
1993; Holland, 1975; www.cs.us.es, 2003; http://members.tripod.com, 2003; www.galeon.com, 
2004)• 
Una definición bastante completa de un algoritmo genético es la propuesta por 
John Koza (1992): " Es un algoritmo matemático (...) que transforma un conjunto de 
objetos matemáticos individuales a lo largo del tiempo usando operaciones modeladas 
de acuerdo al principio Darwiniano de reproducción y supervivencia del más apto y 
tras haber pasado una serie de operaciones genéticas naturales de entre las que destaca 
la recombinación sexual. Cada uno de estos objetos matemáticos suele ser una cadena 
de caracteres (letras o números) de longitud fija que se ajusta al modelo de las cadenas 
de cromosomas y se les asocia con una cierta función matemática que refleja su 
aptitud" (www.cs.us.es, 2003; http://members.tripod.com, 2003; www.galeon.com, 2004)• 
El enorme desarrollo en la capacidad de cálculo de las computadoras hace 
plausible abordar ciertos problemas usando técnicas que hace pocos años se hubiesen 
desechado por ineficientes ya que requieren muchos recursos de cómputo o mucho 
tiempo. Dentro de estas técnicas se encuentran primordialmente aquellas que, de 
alguna manera, pretenden emular fenómenos naturales de gran complejidad (por 
ejemplo, AAGG, Redes de Neuronas Artificiales, etc) (Leardi, 2001; http://cursos.itam.mx, 
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2003) . 
3.2. FUNDAMENTOS 
En los Algoritmos Genéticos se parte de un conjunto de posibles soluciones 
para un problema dado (denominado "población inicial"). A cada una de las posibles 
soluciones se les llama "individuos" (Pazos Sierra, 1996; www.orcero.org, 2003). Por medio 
de una serie de operaciones matemáticas (llamadas Operadores Genéticos) los 
individuos de la población inicial van evolucionando en cada generación hacia 
poblaciones mejores. De esta forma, en un instante dado de la evolución, podrá existir 
un individuo de la población que sea la solución "óptima" al problema dado 
(www.mundo-electronico.com,2003; Pazos Sierra, 1996). En la Figura 4 se muestra el ciclo 
típico de funcionamiento de un Algoritmo Genético. 
POBLACIÓ\ 















Figura 4: Ciclo de un AG (www.mundonomades.com, 2003). 
Los Operadores Genéticos que se aplican sobre las poblaciones para que éstas 
vayan evolucionando a lo largo del tiempo son variados y reciben muchas 
denominaciones (no siempre coincidentes): reproducción, mutación, vecindad, 
creación de nichos y especies, diferenciación sexual, dominación, etc. Para simplificar 
la explicación de los Algoritmos Genéticos se van a abordar solamente la 
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3.3. LOS INDIVIDUOS 
La representación de cada individuo dentro de una población se realiza por 
medio de una cadena de bits (=genes) de longitud fija. Los individuos pueden estar 
formados por uno o varios genes. A continuación se explican algunos conceptos: 
1.- Población: es un conjunto de individuos. 
2.- Individuo: es un "ser" caracterizado por un cromosoma, el cual es el código 
de información sobre el cual opera el algoritmo. 
3.- Genoma: son todos los parámetros, o genes diferentes, que caracterizan a 
todos lo individuos de una población. 
4.- Genotipo: es la información genética particular que describe a un 
individuo específico, es decir, los genes que posee. 
5.- Gen: es cada unidad estructural que forma el cromosoma. Por ello los 
genes que formen un individuo establecerán su comportamiento. El número 
de genes dentro de un individuo es variable y depende de la aplicación pero 
dentro de cada aplicación todos los individuos tienen el mismo número de 
genes. Aunque cada gen puede constar de uno o más bits consecutivos 
(Figura 5), lo habitual es que sólo esté formado por un bit (Pazos Sierra, 1996). 
6.- Alelo: es cada uno de los bits que forman un gen ( Figura 5); generalmente 
se trabaja con un alelo/bit y toma valores de 0 ó 1. 






Figura 5: Esquema de definición de cromosoma, gen y alelo. 
7.- Fenotipo: es la expresión del genotipo, es decir, una cadena de números 
binarios. 
8.- Función de idoneidad (Fitness, función de adaptación, función de ajuste 
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o función de evaluación): la única restricción para usar un programa basado 
en AAGG es que exista una función que le informe de cuán bueno es un 
individuo en la solución de un problema. Esta función fitness o de evaluación 
(idoneidad) es el principal enlace entre el AG y el problema real. En un caso 
ideal, la función fitness debería ser similar, sino igual, a la función objetivo que 
se quiere optimizar. El resultado de aplicar la función fitness (p.ej. una función 
como y=a+bx) determina la supervivencia del individuo y se utiliza como 
parámetro de los operadores y guía la obtención de nuevas poblaciones 
(http:llmembers.tripod.com, 2003). 
3.4. ESTRUCTURA DE LOS AAGG 
En un AG se parte de una población de m posibles soluciones a un problema 
dado (m individuos). Sobre esta población inicial (Po) se realizan diferentes procesos. 
Podemos caracterizar los AAGG a través de las siguientes etapas (www.ica.ele.puc-rio.br, 
2003; Pazos Sierra, 1996) : 
1- Problema a ser optimizado. 
2- Representación de Soluciones del Problema (codificación). 
3- Inicialización. 
4- Evaluación. 
5- Operadores Genéticos. 
6.- Parámetros y criterios de parada. 
1.- Problema 
I-os AAGG son particularmente útiles en problemas complejos de 
optimización: problemas con muchos parámetros o características que precisan ser 
combinadas en busca de la mejor solución; problemas con muchas restricciones o 
condiciones que no pueden ser representadas matemáticamente y problemas con 
grandes espacios de búsqueda. En el apartado 3.7. de este capítulo se recogen 
brevemente algunos problemas que han sido abordados mediante AAGG. El problema 
deberá plantearse, pues, como una secuencia de operaciones en la que -al menos- una 
etapa consistirá en un proceso de optimización (o búsqueda) mediante los AAGG. De 
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hecho, los algoritmos genéticos constituyen una herramienta muy potente para 
combinar explotación con exploración de posibles soluciones. 
2.- Representación o codificación 
La representación de las posibles soluciones dentro del espacio de búsqueda 
de un problema define la estructura del cromosoma que va a ser manipulado por el 
algoritmo. Normalmente se emplean la representación binaria por ser más fácil de 
manipular a través de los operadores genéticos y ser fácil de transformar en un número 
entero o real. 
3.- Inicialización de la Población 
La inicialización de la población consiste en la creación de los individuos que 
constituyen la población inicial (Po). Normalmente, la población inicial se forma a 
partir de m individuos creados aleatoriamente. Las poblaciones iniciales creadas 
aleatoriamente pueden ser "sembradas" con cromosomas altamente adecuados para 
conseguir una evolución más rápida, si se dispone de información a priori. 
4.- Evaluación (idoneidad, ajuste o fitness) 
La idoneidad establece la relación entre el AG y el mundo externo. La 
evaluación se realiza a través de una función que representa de forma adecuada el 
problema y tiene como objetivo suministrar una medida de la aptitud de cada 
individuo de la población actual. 
5.- Operadores genéticos (Parsoru et al., 1995; Hong et al., 2000; Hong et al., 2002): 
a) Selección: En este proceso se eligen n individuos de la población inicial Po 
que van a pasar a la siguiente generación, generalmente n<m. Estos n 
individuos forman una población intermedia P;. De estos n individuos se 
seleccionan p individuos (p_<n) que serán utilizados como progenitores y 
utilizarán la reproducción para generar descendientes. 
b) Cruce o reproducción (crossover): En este proceso los p individuos de la 
población intermedia P; se juntan en parejas y generan q descendientes. 
Ahora la población intermedia P; está formado por n+q individuos. 
En este proceso, de los n+q individuos de la población intermedia P;, se eligen 
n individuos, generalmente los más aptos una vez evaluados por la función 
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fitness, que son los que formarán la siguiente población. 
c) Mutación: en este proceso, se altera el contenido de una posición del 
cromosoma, según una determinada probabilidad (en general baja); esta 
posibilidad es lo que confiere al algoritmo su capacidad de exploración de 
nuevas regiones de eventuales soluciones. 
6.- Parámetros y Criterios de Parada 
Varios parámetros controlan la evolución (Kalogirou, 2003): 
a.- Tamaño de la Población: número de individuos del espacio de 
búsqueda que son considerados en paralelo. 
b.- Tasa de Crossover (cruce): probabilidad de un individuo de ser 
recombinado con otro. 
c.- Tasa de Mutación: probabilidad de que el contenido de cada 
posición/gen del cromosoma sea alterado. 
d.- Número de Generaciones: número total de ciclos de evolución de 
un AG. 
e.- Total de Individuos: número total de tentativas (tamaño de la 
población x número de generaciones). 
Los dos últimos parámetros son empleados generalmente como criterio de 
parada de un AG. 
Por tanto, un AG puede ser descrito, de forma sencilla, como un proceso 
continuo que repite ciclos de evolución controlados por un criterio de parada, como 
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Figura 6: Estructura general de un algoritmo genético, utilizando los operadores genéticos más 
comunes ( www.asee.org, 2003). Siendo PC1Ce: Probabilidad de cruce y Pm„^a^;^,,,: Probabilidad de 
mutación. 
3.5. LOS OPERADORES GENÉTICOS 
En esta Memoria se van a describir los operadores Selección, Reproducción 
(Cruce), Mutación y reinicialización de la población ya que son los operadores básicos 
de todo algoritmo genético (Pazos Sierra, 1996; Libelli et Alba, 2000; Shapiro, 2001) . Estos 
operadores se utilizan para hacer evolucionar a los individuos de tal forma que vayan 
sobreviviendo los mejores. En las referencias indicadas se encuentran más detalles 
(www.redcientifica.com, 2003; www.cs.us.es, 2004; Estévez Valencia, 1997; 
http://members.tripod.com, 2003; http://cursos.itam.mx, 2003; www.des.ime.eb.br, 2003). 
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3.5.1. SELECCIÓN 
Para que un AG progrese debe producirse una evolución en las poblaciones 
de individuos. Si se piensa en la evolución de las especies, es necesario elegir unos 
progenitores. El operador de selección se encarga de escoger los individuos genéticos 
de la población sobre los que se aplicarán las operaciones de reproducción y mutación. 
Existen varios métodos de selección: 
a) El método de la ruleta (De Jong, 1985; www.cs.us.es, 2004; www.ub.rug.nl, 
2003; http://benli.bcc.bilkent.edu.tr, 2003): selecciona un individuo frente a otros 
en función de una probabilidad. Equivale a asignar a un individuo un 
determinado número de posiciones de una ruleta de acuerdo a su idoneidad. 
Cuanto mejor sea la solución proporcionada por ese individuo más posiciones 
se le asignarán (Figura 7) y, por lo tanto, más posibilidades tendrá de ser 
seleccionado por el azar (sorteo). Después se hace girar la ruleta (lo que a 
nivel práctico se lleva a cabo con un generador de números aleatorio) y se 
selecciona el individuo sobre el que se detiene. De esta manera se establece 
una presión de selección mayor sobre los mejores individuos; a los peores se 
les asigna un menor número de posiciones de la ruleta por lo que tienen 
menos posibilidades de ser escogidos . 
Figura 7: Método de la ruleta para 
seleccionar un progenitor en los AAGG. 
b) El método del Torneo (Shapiro, 2001; Glibovets y Medvid, 2003; www.cs.us.es, 
2004): selecciona al azar una serie de individuos de la población, 
generalmente 2. Si el tomeo es determinístico se selecciona siempre el mejor 
de los individuos y si es probabilístico unas veces se selecciona el mejor 
individuo y otras uno peor. De esta manera se disminuye la presión de 
selección y los individuos con peor ajuste tienen posibilidades de ser 
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seleccionados. 
c) Selección aleatoria: todos los individuos de la población tienen las mismas 
posibilidades de ser escogidos, independientemente de si representan una 
solución buena o mala. 
3.5.2. CRUCE O REPRODUCCIÓN 
El operador de cruce se encarga de obtener la descendencia combinando los 
genes de los padres. De esta manera si uno de los descendientes recibe los genes 
causantes de la bondad de los dos padres este nuevo individuo representará una mejor 
solución que cada uno de los padres por separado. Hay varias opciones de trabajo 
(Belfiore y Esposito, 1998; G2ibovets y Medvid, 2003; Tian, 2001): 
a) En el "cruce de un punto" se selecciona un punto al azar del cromosoma, 
de manera que éste se divide en dos segmentos (Figura 8). Para obtener la 
descendencia se intercambian los segmentos más pequeños de los padres. De 
esta manera los dos hijos generados heredan información genética de ambos 
padres (Richards et al., 2002). 
Padre 1 A 3 4 5 Hijo 1 
Padre 2 2 5 Hijo 2 
Figura 8: Uso de un sólo punto de cruce entre 2 individuos. Cada pareja de cromosomas da origen a 2 
descendientes para la siguiente generación. Si el punto de cruce es cualquiera de los 2 extremos de la 
cadena, no hay cruce. 
b) En el "cruce de dos puntos" se corta el cromosoma por 2 puntos, por lo que 
se crean 3 segmentos (Figura 9). Para obtener los hijos se intercambian los 
segmentos centrales de los padres. Uniendo el segmento final del cromosoma 
con el inicial puede observarse la ventaja de este tipo de cruce con respecto 
al anterior (Richards et al., 2002). 
Utilizar un único punto de cruce equivaldría a poder variar únicamente el 
punto final del segmento que se intercambia, es decir, podría escogerse (en 
función del azar) un segmento máximo hasta el gen D(Figura 8) . Sin 
embargo el punto de inicio del primer segmento permanecería siempre fijo en 
el primer gen (llamado A en la Figura 8). Trabajando con dos puntos de 
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cruce también se puede variar el inicio de este segmento y hacer que empiece, 
por ejemplo, a partir del gen etiquetado con la letra B(Figura 9). En principio 
se pueden añadir tantos puntos de cruce como se desee pero existen estudios 
que demuestran que trabajar con más de dos puntos de cruce reduce el 
rendimiento del Algoritmo Genético. 
A B 2 3 D Hip 1

^ 
Pa^e2 1 2 3 4 5 1 5 I-^jo 2 
Figura 9: Uso de dos puntos de cruce entre dos individuos. En este caso se mantienen los genes de los 
extremos, y se intercambian los del centro. Si uno o ambos puntos de cruce se encuentren en los 
extremos de la cadena, se hará un cruce usando un sólo punto, o ningún cruce, según conesponda. 
c) En el "cruce uniforme", cada uno de los cromosomas de los hijos tiene las 
mismas posibilidades de proceder de uno u otro padre. Se genera una plantilla 
con tantas posiciones como genes tengan los individuos y se completa con 0 
y 1 de manera aleatoria. Si en una posición hay un 1 se pasa al hijo el situado 
en esa posición en uno de los padres y si tiene un 0 el del otro. Para generar 
el segundo hijo se intercambia la posición de los padres. 
3.5.3. MUTACIÓN 
Con la mutación se introduce en alguno de los genes de la población valores 
nuevos que no se podrían obtener aplicando únicamente operaciones de cruce. De 
esta manera se asegura que no queda ninguna región del espacio de búsqueda sin 
explorar. 
Las mutaciones más usuales consisten en variar de manera aleatoria el valor 
de alguno de los genes o bien de intercambiar los valores de un par de genes (Feam y 
Davies, 1997) . 
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Figura 10: Mutaciones posibles en AAGG. 
3.5.4. REINICIALIZACIÓN DE LA POBLACIÓN 
Una vez aplicados los operadores genéticos debe insertarse la descendencia 
en la población. Si el Algoritmo Genético trabaja con una población temporal se 
inserta directamente en ésta y cuando ésta se llena se pasan todos sus individuos a la 
población del Algoritmo Genético, reemplazando a los existentes hasta ese momento. 
A continuación la población temporal se vacía y comienza de nuevo el proceso. Por 
el contrario, si se prescinde de esta población temporal las inserciones deben hacerse 
directamente sobre la población. Pero como debe mantenerse siempre el mismo 
número de individuos, antes de insertar la descendencia se ha de hacer sitio. 
Para escoger los individuos que se eliminarán existen varias opciones (Pazos 
Sierra, 1996) : 
a) La más sencilla es escogerlos al azar pero se corre el riesgo de estar 
eliminando, precisamente, aquellos individuos que representan las mejores 
soluciones. 
b) Otra opción sería eliminar de la población a los padres para dejar sitio a los 
hijos. 
c) Como, por lo general, la población está ordenada con respecto a la bondad 
de los individuos (fitness) se pueden eliminar algunas de las peores soluciones 
de la población. 
d) También se puede insertar la descendencia reemplazando para ello alguno 
de los individuos que presenten un ajuste similar al suyo. 
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3.6. VENTAJAS Y DESVENTAJAS DEL USO DE LOS AAGG 
A continuación se resumen algunas de las diferentes ventajas y desventajas 
más mencionadas en lo que se refiere al uso de los AAGG con respecto a otras 
técnicas de búsqueda (www.cs.us.es, 2003; www.redcien^ifica.com, ?003). Como ventajas 
se cita que: 
- No necesitan conocimientos específicos sobre el problema que intentan resolver. 
- Operan de forma simultánea con varias soluciones, en vez de trabajar de forma 
secuencial, como las técnicas tradicionales. 
- Cuando se usan para problemas de optimización (maximizar una función objetivo) 
resultan menos afectados por los máximos locales (falsas soluciones) que las técnicas 
tradicionales. Aportan múltiples soluciones para el mismo problema y podrá elegirse 
la más ventajosa en función de diversos requisitos que puedan establecerse. 
- Resulta sumamente fácil ejecutarlos en las modernas arquitecturas de computadoras 
paralelas. 
- Usan operadores probabilísticos, en vez de los típicos operadores determinísticos de 
las otras técnicas. 
I,os problemas habituales son que: 
- Pueden tardar mucho en converger, o no converger en absoluto, dependiendo en 
cierta medida de los parámetros que se utilicen (tamaño de la población, número de 
generaciones, etc...). 
- Pueden converger prematuramente y no llegar a la zona del óptimo (www.ub.rug.nl, 
2003) . 
3.7. APLICACIONES 
El uso de AAGG ha crecido exponencialmente desde que Holland (1975) 
publicó el primer artículo. Gracias al extraordinario aumento en el poder de cálculo, 
hoy en día es posible aplicarlos a problemas muy complejos. Ha sido publicado un 
considerable número de artículos en los que se aplicaron los AAGG. En particular, a 
continuación se recogen algunos trabajos en Química. 
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Guo et al. (2001, 2002) comparaban la ejecución de diferentes métodos, 
incluyendo una variante de rotación Procustes acoplado a AAGG para seleccionar 
variables. 
Ramadan et al. (2001) usaban los AAGG como método de selección de variables 
para la clasificación de muestras ambientales de suelo. 
Bangalore et al. (1996) empleaban PLS en la determinación de diferentes 
compuestos orgánicos haciendo una previa selección de variables aplicando AAGG. 
Kemsley ( 1998) empleaba los AAGG para el cálculo de variables canónicas. 
Meusinger y Moros ( 1999) determinan la relación cuantitativa de estructuras 
moleculares de las gasolinas con el número de octano por AAGG. 
Shao et al. (2000) emplean AAGG y un algoritmo "inmune" para la resolución 
del solapamiento de cromatogramas. 
Vivó-Truyols et al. (2001a, 2001b) usaban un AG híbrido para un problema de 
optimización combinatoria. 
Tsukimoto y Hatano (2003) emplean AAGG para la focalización funcional de 
una red neuronal. 
Arifovic y Gençay (2001) usan un AG para seleccionar la arquitectura de una 
RNA feedforward. Algo que Sánchez también realzó al incluir un AG como motor de 
búsqueda de la mejor RN (Sánchez Pastor, 1997). 
Lavine et al. (2001) desarrollan un AG para el análisis de reconocimiento de 
pautas de datos químicos multivariados. 
Fatemi et al. (2003) predice el factor de bioconcentración combinando AAGG 
con una RN. 
Da Costa Filho v Poppi (2002) determinaban azúcares mediante espectroscopia 
MIR (fructosa, glucosa y maltosa), haciendo una selección previa de variables 
empleando AAGG. 
Pavan et al. (2003) presentaban una combinación novedosa de AAGG y 
diagramas Hasse para seleccionar variables. 
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3.8. DESCRIPCIÓN DEL PROBLEMA ABORDADO EN ESTA MEMORIA 
A continuación se resume cómo se abordó en esta Memoria el problema de 
la selección de variables espectrales en la región infrarroja media mediante el uso de 
AAGG. El objetivo principal es determinar las variables (números de onda) que 
contienen la máxima información posible para desarrollar modelos de clasificación y 
predicción de nuevas muestras. 
Se investigaron dos AAGG (búsqueda por etapas y búsqueda fija) para reducir 
el número de variables espectrales que, posteriormente, serán empleadas bien para 
entrenar una RN bien para obtener modelos de clasificación. La idea clave es, pues, 
encontrar un subconjunto pequeño de variables capaz de clasificar muestras con 
resultados comparables al uso de todas las variables. También se estudia la utilidad de 
las variables seleccionadas para desarrollar modelos de calibración con fines 
predictivos. En ambos casos, la aplicación práctica se llevará a cabo empleando 
espectros MIR de bebidas basadas en zumo de manzana. 
En cualquiera de las dos aproximaciones (búsqueda fija o por etapas), el AG 
debe disponer de una función de idoneidad adecuada. La configuración básica del AG 
se puede resumir como un AG de "estado estable" (steady state) con un tamaño total 
de población de 100 individuos. Steady state denota un AG con sólo una población 
donde 2 padres son seleccionados y las dos descendencias son incluídas en la 
población (Goldberg, 1989) (dos individuos son rechazados para mantener la población 
total constante). Esto contrasta con el AG con dos poblaciones (la población de 
padres y una nueva población donde la descendencia está siendo almacenada); 
después se completa el proceso aplicando el operador de mutación. 
Para llevar a cabo la selección de los dos padres, uno es seleccionado de 
acuerdo con su función fitness por medio del método de la ruleta, el otro se elige 
aleatoriamente. 
Las probabilidades de cruce y mutación fueron de 95%y 5%, respectivamente. 
Esto significa que, para cada nueva generación, e195% de los individuos provienen del 
cruce sexual y e15% de las mutaciones ( sólo un gen puede mutar por cada individuo 
seleccionado para mutación) . Se utiliza un cruce uniforme, lo que significa que cada 
gen de la descendencia es seleccionado aleatoriamente a partir de los genes 
correspondientes de los dos padres, como se indicó en el apartado 3.5.2. 
Adicionalmente, también se han considerado algoritmos de cruce de uno y dos puntos 
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pero fueron descartados porque requerían un tiempo de convergencia demasiado alto. 
Los individuos generados a partir del cruce reemplazan a dos miembros de la población 
genética que tengan fitness similar, en un intento de mantener la diversidad de la 
población. 
3.8.1. ESTRATEGIA DE BÚSQUEDA POR ETAPAS 
La primera modalidad de AAGG empleado (denominada "búsqueda por 
etapas") considera inicialmente todas las variables y en cada etapa (iteración) va 
descartando, gradualmente, grupos de ellas. El proceso continúa mientras que los 
resultados de clasificación (predicción) sean iguales (o similares) a los obtenidos 
empleando todas las variables. Así, el AG determina cuántos y qué números de onda 
se considerarán para la clasificación (predicción). 
3.8.1.1. CODIFICACIÓN DEL PROBLEMA 
El primer paso para usar el AG es codificar el problema en una serie de valores 
(o individuos). Por lo tanto, cada individuo en la población inicial tiene 176 genes, 
uno para representar cada número de onda. Cada gen puede llevar a un valor, 1 ó 0, 
el cual indica si la absorbancia asociada a esta variable es considerada (1) o no 
(0).Cada individuo en la población inicial es creado dando valores aleatorios (1 0 0) 
para cada gen. De esta forma ya se crean candidatos a distintas soluciones, algunas 
de ellas mostrando menos variables que otras. 
3.8.1.2. EVALUACIÓN DE LOS INDIVIDUOS GENÉTICOS 
Cada uno de los individuos (posibles soluciones) se evalúa mediante el uso de 
una RN clasificatoria donde cada clase se había codificado de forma binaria; p.ej., 
1000000 para la clase del 2%, 0100000 para la del 4%, etc. Los resultados de 
clasificación se comparan con el modelo original (considerando las 176 variables). 
Mientras los resultados de clasificación sean iguales, o al menos comparables, el AG 
es aceptado. Esta opción requiere mucho tiempo de entrenamiento por lo que se fijó 
el número de iteraciones del entrenamiento. Es decir, las RRNN no se entrenan hasta 
sus óptimos absolutos sino, únicamente, en la misma extensión. Esto resulta suficiente 
para evaluar su bondad (Gestal et al., 2004). 
Además del error (o éxito) que proporciona la RN en su entrenamiento 
reducido, y que podría pensarse que es un criterio suficiente para elegir el mejor 
individuo, lo cierto es que éste determina sólo una parte de la calidad de dicho 
individuo (solución). La otra parte debería reflejar la cantidad de números de onda 
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considerados para la clasificación, por ejemplo, el número de genes con valor "1" en 
el cromosoma. Por tanto, el error de evaluación de la red de neuronas artificiales 
deberá "combinarse" con el número de "unos" contenido en el genotipo de un 
individuo, y, por tanto, favorecer los individuos con una cantidad más pequeña de 
números de onda. De esta manera: 
fitness (k) = Error cuadrático medio de la RN x Unos en genotipo de k/ n° de variables 
Esta función de evaluación automáticamente favorece los individuos que 
emplean menos información (menos variables) para obtener un determinado error 
durante la clasificación de la muestra. Así, el AG se desarrolla hacia individuos que 
reducen gradualmente el número de variables requerido para determinar el porcentaje 
de zumo de manzana en la muestra. 
3.8.2. ESTRATEGIA DE BÚSQLTEDA FIJA 
La segunda modalidad de AAGG (denominada "búsqueda fija") no sigue un 
procedimiento secuencial. El número final de variables se fij a previamente (de acuerdo 
con algunos criterios externos, previo cálculo, criterios químicos u otros) y, así, el AG 
tendrá que buscar el subgrupo de variables que se considerará finalmente. Para 
simplificar la comparación de resultados, el número de variables requeridas en esta 
Memoria será en todos los casos igual al mínimo número de componentes principales 
que pueden describir nuestro grupo de datos, según el criterio Wm de Krzanowski. 
3.8.2.1. CODIFICACIÓN DEL PROBLEMA 
A diferencia de la aproximación previa, se pueden emplear aquí números 
reales ordinarios para caracterizar los individuos. Cada gen contiene un número que 
denota el número de onda a ser considerado. La población genética individual 
consistirá en 100 individuos con "n" genes, siendo "n" la cantidad de números de onda 
que son considerados a priori para la solución. 
3.8.2.2. EVALL'ACIÓN DE LOS INDIVIDliOS GENÉTICOS 
Como la cantidad total de números de onda a considerar permanece constante 
durante todo el proceso de selección, este sistema usa el error cuadrático medio de la 
evaluación de la R^^ como la función de evaluación. 
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1. INTRODUCCIÓN A LA ESPECTROSCOPIA IR 
La espectroscopia vibracional es una poderosa herramienta que se emplea para 
el estudio de la estructura y/o perfil composicional de productos de naturaleza orgánica 
e inorgánica (Schmidt et al., 2001), tanto sustancias puras como mezclas complejas. Al 
compararla con otras técnicas usadas en problemas complejos, en general, presenta 
grandes ventajas en cuanto a simplicidad de uso, manipulación de muestra, 
mantenimiento y poco tiempo de análisis, lo cual es importante en ambientes 
industriales (Chalmers and Griffiths, 2002). 
A lo largo de dos décadas se han empleado abundantemente tres técnicas 
vibracionales en control de calidad: la espectrometria de infrarrojo cercano (NIR), 
muy usada en control de calidad de alimentación (Sinriaeve et al., 1997; Osborne et al., 
1993; Esteban-Díez et al., 2004) y en el campo petroquímico (Bohacs et al., 1998; Parisi et 
al., 1990; Macho y Larrechi, 2002; Breitkreitz et al., 2003); la espectrometría de infrarrojo 
medio (MIR) y la espectroscopia Raman, bastante menos utilizada por su mayor 
complejidad y carestía. 
La espectroscopia vibracional, además, ha cobrado nuevo vigor gracias a los 
desarrollos de la espectroscopia infrarroja cercana (NIR) y las diversas técnicas de 
trabajo disponibles para la zona media (MIR). 
1.1. ESPECTROSCOPIA MIR 
La zona MIR presenta ventajas importantes respecto a la de tipo NIR 
(actualmente muy aplicada) tales como estabilidad de los equipos, estandarización 
sencilla y ampliamente establecida, técnicas de trabajo sencillas y fácil correlación 
entre el espectro obtenido y la composición genérica del producto bajo análisis. Esta 
zona será la que se aborde aquí. 
1.1.1. T'ÉCNICAS DE REFLEXIÓI 
Las técnicas de reflexión difieren de las de transmisión (típicamente las más 
aplicadas) en que el haz IR es "despedido" fuera de la muestra en lugar de pasar a 
través de ella. Una ventaja de las técnicas de reflexión frente a las de transmisión es 
que no son destructivas (ya que no suelen exigir disponer de la muestra en disolución) 
y, además, la preparación de la muestra es más rápida y más fácil que para las técnicas 
de transmisión (frecuentemente, innecesaria). Ahora bien, el espectro de reflexión 
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puede ser más ruidoso que el de transmisión para un determinado número de barridos 
y una resolución fija debido a que es difícil capturar toda la luz reflejada fuera de la 
superficie de la muestra. 
Hay tres métodos principales de reflexión (Smith, 1996): 
1. Reflectancia es}^ecular: Cuando el ángulo de incidencia es igual al ángulo 
de reflexión. Una muestra transparente es situada en frente de una superficie de 
reflexión. El haz pasa a través de la muestra y se refleja de vuelta también a través de 
la muestra para producir un espectro de transmisión equivalente al doble de 
transmisión (doble transmisión). 
Un diagrama óptico de un accesorio de reflectancia especular simple consiste 
en dos espejos planos y una plataforma con un agujero. La muestra se sitúa en la 
plataforma. El primer espejo dirige la radiación a la muestra, mientras el segundo 
espejo captura la radiación reflejada fuera de la muestra y la dirige al detector. Se usa 
frecuentemente para examinar películas de polímeros en metales. 
2. Reflectancia difusa (DRIFTS): La muestra se centra debajo de un gran 
espejo elipsoide. El haz es concentrado sobre la muestra sólida (en general, finamente 
dividida) causando que ésta refleje de vuelta la luz en un patrón difuso el cual puede 
ser recogido y analizado. La técnica se puede aplicar a polvos, espumas, fibras, carbón, 
plásticos y hojas, donde las técnicas convencionales son difíciles o imposibles de usar. 
El diagrama óptico de un accesorio DRIFTS consiste en espejos planos que 
dirigen la radiación al espejo elipsoidal o esférico enfocado. La radiación es enfocada 
en el compartimento de la muestra y es difusivamente reflejada en un círculo de 360°. 
La radiación difusivamente reflejada se compone de radiación dispersa, absorbida, 
transmitida y reflejada por la muestra. Un segundo espejo elipsoidal o esférico recoge 
la radiación reflejada difusivamente que, a continuación, es enfocada al detector. 
3. Reflexión interna: Se trata con detenimiento a continuación ya que será la 
que se use en los análisis presentados en esta Memoria. 
1.1.1.1. ESPECTROSCOPIA DE REFLEXIÓN INTERNA 
La espectroscopia de reflexión intema, o de reflectancia total atenuada 
(ATR), fue introducida en la espectroscopia lR en 1959 a través de 2 publicaciones 




método de reflexión total atenuada (ATR) para análisis IR en 1959. De hecho, el 
fenómeno fisico de espectroscopia de reflexión interna fue observado por Newton, 
pero no fue hasta las publicaciones de Fahrenfort ( 1961) y Harrick ( 1960) cuando se 
encontraron posibles aplicaciones analíticas. Fahrenfort se refería a la técnica como 
reflectancia total atenuada, ATR, y la trataba desde el punto de vista de la química 
analítica, mientras que Hamck prefería la terminología física de espectroscopia de 
reflexión interna y la trataba desde un punto de vista físico. Más tarde ( en 1967) las 
normas ASTM definían los términos (Jemison et al., 1992). 
El sistema de ATR es una técnica útil y ampliamente aplicada para obtener 
espectros de muestras dificiles de manejar en la zona MIR tales como gomas, muestras 
acuosas, alimentos o resinas solidificadas. 
1.1.1.2. LA FÍSICA DE LA REFLEXIÓN INTERNA 
Los sistemas de ATR están basados en las propiedades de la refracción de la 
luz y sus leyes básicas. La refracción de la radiación se define como el cambio de 
velocidad, dirección y sentido que experimenta un haz de radiación al pasar de un 
medio transparente a otro de diferente índice de refracción. 
De acuerdo con la segunda ley de Snell, la relación entre los senos de los 
ángulos de incidencia y refracción es igual a la relación entre los respectivos valores 
de la velocidad de la radiación en ambos medios y, en consecuencia, inversamente 
proporcional a sus respectivos índices absolutos de refracción. De acuerdo con ello, 
se formula la siguiente regla nemotécnica: "si un rayo pasa de un medio de mayor índice 
cle refracción a otro medio de menor índice de refracción, se aleja de la normal; y a la 
inversa". De esta forma, al ir variando (aumentando) el ángulo de incidencia se llegará 
a uno (ángulo crítico) para el cual el rayo refractado será rasante con la interfase. Para 
un ángulo de incidencia mayor, el ángulo de refracción será mayor de 90° y se pasa a 
un fenómeno de reflexión total. 
En primer lugar considérese lo que ocurre cuando un haz de radiación pasa 
a través de una interfase entre dos materiales transparentes de distintos índices de 
refracción. Para un haz perpendicular a la interfase, la radiación será parcialmente 
transmitida y parcialmente reflejada, con una reflectancia, R, (la fracción de radiación 
que ha sido reflejada) dada por: 
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Donde nl y nZ son los índices de refracción de los dos medios en la interfase. 
Si la radiación pasa de un medio de un determinado índice de refracción, nt, 
a través de una interfase a un medio de más bajo índice de refracción, nZ, a ángulos 
próximos a 90°, entonces "los objetos podrán ser vistos desde detrás de la interfase" 
(fenómeno de refracción). 
El ángulo crítico a^ para el que ocurre la reflexión total será calculado como 
(téngase en cuenta que el ángulo de refracción es 90°): 
n2 




La reflexión a ángulos mayores que el ángulo crítico es del 100%. La reflexión 
interna que se produce confinando la radiación en un medio es virtualmente "perfecta" 
en contraste con la reflexión externa (donde algún porcentaje de la radiación 
incidente es perdida en cada reflexión) por tanto, un haz reflejado internamente puede 
tener miles de reflexiones sin pérdida de energía, excepto las absorciones del medio. 
El uso de ATR en espectroscopia se basa en que a pesar de que la reflexión 
interna completa ocurre en la interfase, la radiación penetra una corta distancia en el 
medio de índice de refracción más bajo y, precisamente, esta radiación evanescente 
se usa en análisis de IR para obtener el espectro. 
Como ya se indicó, la Reflectancia Total Atenuada es una técnica de IR 
conocida y aplicada desde hace unos años, especialmente en el análisis industrial de 
polímeros. La característica esencial del ATR es que permite el muestreo superficial 
de películas, líquidos, sólidos y resinas depositadas en un material transparente a IR 
sin prácticamente preparación previa de dichas muestras (Piccolo, 1994; Smith, 1979). 
El sistema ATR horizontal es un accesorio colocado de manera que la 
radiación IR enfocada sobre él viaja de forma horizontal y cuyo "núcleó' básico es un 




talio/bromuro de talio; Germanio ó ZnSe, para el análisis de sustancias viscosas, 
disoluciones orgánicas y acuosas) (Piccolo, 1994). La radiación incidente es dirigida 
mediante espejos paraboloides al cristal seleccionado, que refleja intemamente la onda 
a lo largo de la longitud del cristal, actuando éste como guía de la radiación. Cada vez 
que se produce una reflexión total de radiación se crea una onda, llamada onda 
evanescente (ver Figura 1). La propiedad más importante de la onda evanescente es 
que es ligeramente más grande que el cristal y, por tanto, se extiende una pequeña 
distancia por encima de la superficie del cristal. La amplitud (o energía) de la onda 
evanescente disminuye exponencialmente con la distancia en el material de índice de 
refracción menor y su intensidad, que varía con el cuadrado de la amplitud, decae muy 
rápidamente (Smich, 1979). Una muestra en contacto con el cristal interactúa con la 
onda evanescente, absorbe la radiación IR y esto permite registrar su espectro de IR. 
La onda evanescente es atenuada por la absorbancia de la muestra, de ahí el nombre 
de ATR. La intensidad de absorción resultante es proporcional al número de 
reflexiones del haz de IR en el cristal y a la profundidad de penetración de la onda 
evanescente (Piccolo, 1994) aunque en la práctica la señal obtenida a la salida del cristal 
es normalmente del 20-50% de la radiación incidente. 
Se necesita buen contacto entre la muestra y el cristal para asegurar que la 
onda evanescente penetra en la muestra, por eso el cristal debe estar bien limpio y sin 
ralladuras. También, a veces, es necesaria presión para asegurar el buen contacto entre 
el cristal y la muestra (Smich, 1996). 
Los prismas (cristales) empleados en ATR pueden ser de una gran variedad 
de geometrías y de ángulos de entrada (normalmente son de 45° ó 60°). En cualquier 
caso, el ángulo de incidencia tiene que ser más grande que el ángulo crítico para que 
ocurra la reflexión total intema. El hecho de que el ángulo crítico varía con las 
longitudes de onda que forman una banda de absorción sugiere que a(ángulo de 
incidencia) deberia ser apreciablemente más grande que a^ (ángulo crítico). 
Otros factores que influyen en las medidas con ATR son el número de 
reflexiones (el cual será mayor para ángulos de incidencia altos) y el área de contacto 
de las muestra. El número de reflexiones puede ser fácilmente aumentado usando un 
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donde L es la longitud del cristal, t el espesor, a es el ángulo de incidencia y N es el 
número total de reflexiones. 
Pe etr ción en muest a Onda evanescente (pro^un^idad penetracl^n) 
Potancia 
haz radiación IR 
Dlstancia (ym) 
Figura 1: Esquema simplificado del sistema de Reflectancia Total Atenuada Horizontal. Detalle del 
concepto de onda evanescente y profundidad de penetración. 
En el caso de esta Memoria, se ha trabajado con un cristal trapezoidal de ZnSe 
con un ángulo de incidencia de 45° y N=12. 
La distancia que penetra la radiación en la muestra es conocida como 
profundidad de penetración (dP) (Grdadolnik, 2002), la cual es definida como la 
profundidad a la cual la onda evanescente es atenuada a un 36.8% (1/e) de su 
intensidad total. La dp se calcula por: 
d 
P 
2^cn^ sen ^a - (n^ ln^)^ 
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Donde la ^, es la longitud de onda expresada en mm; n^ es el índice de 
refracción del cristal, que en el caso del ZnSe es de 2.4; n, es el índice de refracción 
de la muestra y a es el ángulo del cristal expresado en grados, que en el caso de esta 
Memoria es de 45° (como se indicó arriba). 
La profundidad de penetración es dependiente del número de onda. La dP 
disminuye cuando el número de onda aumenta. Así, la radiación de número de onda 
bajo penetra más lejos en la muestra que la de onda alto. Como consecuencia, el 
espectro de ATR muestra picos que son más intensos a números de onda bajos que a 
números de onda altos. La dependencia de la profundidad de penetración del número 
de onda causa intensidades de pico relativas distintas para el espectro de ATR y el 
espectro de transmisión de la misma muestra (Smith, 1996). Debido a ésto se usa un 
factor de corrección al que llamamos MIR (Reflexión Interna Múltiple), que incluye 
además un factor de corrección de contacto ( C). Este algoritmo de corrección 
compensa el área de muestreo (profundidad de penetración), análogamente a la 
longitud de paso óptico en espectroscopia de transmisión. Cuando la compensación 
es completa, el espectro resultante corresponde a un espectro de transmisión para el 
material muestreado. La corrección MIR se calcula de la siguiente forma: 
valor ( %T ó A )
corrección MIR = 
^. - C 
El valor de C depende de la pérdida del área de muestreo debido al pobre 
contacto ente la muestra y el cristal. En nuestro caso, al ser la muestra un líquido, se 
considera que hay buen contacto entre la muestra y el cristal, que el contacto es 
uniforme y, por tanto, que C=O. 
La dp disminuye al aumentar el índice de refracción del cristal ATR por lo que 
cambiando el material del cristal se puede obtener el espectro desde diferentes 
profundidades en la muestra, lo que se conoce como perfil de profundidad. 
Análogamente, se podría obtener el cambio de la composición de la muestra con la 
profundidad o, en el caso de películas laminadas que poseen capas de composición, su 
composición con la profundidad. 
La dP también disminuye al aumentar el ángulo de incidencia de la radiación 
de IR. El ángulo de incidencia se puede variar cambiando el ángulo de biselado del 
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cristal de ATR o cambiando el ángulo de la radiación. Algunos sistemas del ATR 
poseen espejos móviles que cambian el ángulo de incidencia y, entonces, se varía la 
dP de forma controlada. 
Afortunadamente, el índice de refracción de la mayoría de los compuestos 
orgánicos es muy parecido, así que la dP varia poco de muestra a muestra (Smith, 1996) . 
La longitud de campo efectivo nominal (EPL) será entonces: 
EPL=N*dp 
donde N es el número de reflexiones y d^, es la profundidad de penetración. La 
profundidad de penetración que se calcula en el ATR es un valor nominal; en realidad 
la profundidad real es más grande que la profundidad de penetración (normalmente 
entre 2.3 a 2.5 veces mayor) (Jakusch et al., 1997). La longitud de campo efectivo es 
equivalente a la longitud de campo de la celda o espesor de la muestra en el 
experimento de transmisión tradicional. 
1.1.1.3. VENTAJAS DEL ATR 
l. La preparación de la muestra es fácil ó innecesaria. Además, la limpieza y 
manipulación del soporte de la muestra es sencillo, aunque no debe 
descuidarse. 
2. Los espectros son independientes del espesor de la muestra. 
3. Aumentando el número de reflexiones múltiples, por cambio del cristal del 
ATR, puede aumentar la longitud de campo y, por tanto, la absorbancia 
medida. 
4. Las intensidades de banda del espectro de ATR varían con la 
concentración de acuerdo con la ley de Beer. 
S. Con el ATR el análisis cuantitativo de disoluciones acuosas es posible, algo 
no viable usando la espectroscopia lR clásica y que resulta imprescindible para 
parte del trabajo presentado en esta Memoria. 
6. Es una técnica que implica poca manipulación de las muestras y, en 




1.2. ESPECTROSCOPIA RAMAN 
La teoría de la dispersión Raman demuestra que el fenómeno está relacionado 
con el mismo tipo de cambios vibracionales cuánticos que se producen en la absorción 
infrarroja clásica y, por tanto, la diferencia de longitud de onda entre la radiación 
incidente y la dispersada corresponde a las longitudes de onda de la región del 
infrarrojo medio. En efecto, el espectro de dispersión Raman y el espectro de absorción 
infrarrojo para una especie determinada a menudo suelen parecerse mucho entre sí. 
Sin embargo, hay suficientes diferencias entre los tipos de grupos funcionales que son 
activos en el infrarrojo y los que lo son en Raman como para que ambas técnicas no 
resulten competitivas sino complementarias (Skoogy Leary, 1994) . Para resolver algunos 
problemas el infrarrojo clásico es una técnica superior, sin embargo, para otros el 
Raman proporciona unos espectros más útiles. 
La espectroscopia Raman ha sido menos aplicada en la industria debido a su 
alto coste, baja relación señal/ruido cuando se compara con NIR o MIR, problemas de 
fluorescencia de la muestra cuando se usan bajas longitudes de onda de excitación del 
laser y muy pequeñas diferencias espectrales entre muestras. Aunque la espectroscopia 
Raman continúa siendo bastante cara; la mayoría de las desventajas han sido 
solucionadas debido al acoplamiento rutinario de la espectroscopia Raman con la 
Transformada de Fourier, láseres más potentes y las técnicas quimiométricas. 
Una de las propiedades más interesantes de la espectroscopia Raman (desde 
el punto de vista industrial) es la capacidad de medir las muestras directamente en 
viales de vidrio corriente ya que esto simplifica y acelera la manipulación de la 
muestra. Así, la espectroscopia Raman puede ser considerada como una técnica 
"limpia", con bajo consumo de muestra líquida (usando viales de vidrio), no necesita 
reactivos previamente a la medida, no hay residuos y no se generan vapores durante 
la manipulación de la muestra (Andrade et al., 2003). Todas estas ventajas hacen de la 
espectroscopia Raman una técnica bastante interesante y prometedora para el control 
de calidad industrial de rutina. 
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2. APLICACIONES DE LA ESPECTROSCOPIA 
2.1. APLICACIONES DE LA ESPECTROSCOPIA IR EN EL CAMPO 
PETROQUÍMICO 
Aunque esta metodología no es nueva en diferentes campos de la 
petroquímica, sí que resulta de cierta novedad en cuanto a su aplicación al 
combustible de aviación. La espectroscopia se ha aplicado para analizar diversos 
combustibles (Fodor et al., 1993; Fodor et al., 1994; Fodor et al., 1996; Iob et al., 1996; Macho 
et al., 1999; Bernabei et al., 2003), determinar propiedades físicas (Garrigues et al., 1995; 
Chung et al., 1999), determinar benceno (Gallignani et al., 1993; Ródenas-Torralba et al., 
2004), tolueno ( Gallignani et al., 1994) y metil ter-butil éter (De la Guardia et al., 1993). 
Dube et al. (2004) comparan ATR-FTIR y GPC para la monitorización de la producción 
de biodiesel. 
También se han encontrado diversos artículos que estudian las bandas de 
absorción de IR de los diferentes grupos funcionales que pueden ayudar en la 
identificación de los diferentes constituyentes del queroseno (Bertie et al., 1993; Bertie 
et al., 1994a; Bertie et al., 1994b; Bertie et al., 1995; Bertie y Zhang, 1994; Haluki et al., 1995; 
Etzkorn, 1999), además de los textos clásicos (Morcillo y Madroñero, 1962; Conley, 1979; 
Robinson, 1991; Roeges, 1994; Pretsch et al., 1998;GĤnzler y Gremlich, 2002). 
2.2. APLICACIONES DE LA ESPECTROSCOPIA IR EN EL CAMPO 
ALIMENTARIO 
La espectroscopia lR también se ha empleado en diversos estudios de 
productos alimenticios (Wilson y Tapp, 1999) ; en la determinación de azúcares (Le Thanh 
et al., 2000; Rodriguez-Saona et al., 2001; Tewari et al., 1999; Cadet, 1999; Duarte et al., 2002; 
Garrigues et al., 1998; Rambla et al., 1998; Irudayaraj y Tewari, 2003; Sivakesava y Irudayaraj, 
2000, Da Costa Filho y Poppi, 2002); diferentes ácidos orgánicos en zumos y refrescos 
(Ayora-Cañada et al., 2000; Le Thanh et al., 2000; Tewari et al., 1999; Irudayaraj y Tewari, 
2003); determinación de sacarosa en raíz de remolacha (Garrigues et al., 2000), 
determinación de vitaminas (Yang y Irudayaraj, 2002; Wojciechowski et al., 1998); estudio 
de aceite de oliva (Iñón et al., 2003; Tapp et al., 2003; Innawong y Zulick, 1996; Tay et al., 
2002) ; estudio de vino (Patz et al., 2004; Urtubria et al., 2004; Moreira y Santos, 2004; Kupina 
y Shrikhande, 2003; Endelmann et al., 2003; Schindler et al., 1998); control de calidad de 
cerveza (Duarte et al., 2004) ; estudio de mermelada (Kelly et al., 2004; Tewari _y Irudayaraj, 




Paradkar, 2002b; Paradkar, 2002c); determinación del origen geográfico del queso 
Emmental (Pillonel et al., 2003); determinación de parámetros nutricionales en muestras 
de leche (Iñón et al., 2004) y detección de adulteración de zumos (Sivakesava et al., 2001). 
A continuación se presentan algunos trabajos recientes en los cuales se 
emplea la técnica de ATR: 
• BauceUs et al. (1991) comparan distintas técnicas (CIRCLE, ATR, DRIFT y 
transmisión) para el análisis cuantitativo de la cafeína. 
• Defernez et al. (1995) aplican la técnica ATR para clasificar purés de frutas en tres 
tipos: fresas, frambuesas y manzanas, también trata de distinguir entre purés frescos 
y descongelados. 
• Mcaueen et al. (1995) comparan la espectroscopia de infrarrojo optotérmica con la 
FTIR-ATR aplicadas a 24 muestras de quesos para obtener el contenido de grasas, 
proteínas y mezclas de contenidos. 
• Bellon-Maurel y Gilles ( 1994) y Bellan-Maurel et al. (1995) usan FTIR-ATR para 
cuantificar azúcares individuales en mezclas reales extraídas durante la hidrólisis de 
azúcares y almidón a nivel industrial. 
• Kemsley et al. (1996) aplican FTIR-ATR para detectar la adulteración de puré de 
frambuesa con sacarosa, manzana o ciruela. 
• Cadet y Ofjmann (1997) determinan sacarosa en azúcar de caña mediante FTIR-ATR 
y procesan los datos mediante PCA y PCR. 
• Rambla et al. (1998) utilizan la técnica FTIR-ATR para la determinación directa de 
azúcares en zumos ( manzana, naranja, uva) y refrescos. 
• Garrigues et al. (1998) comparan la técnica de HATR con la CIRCLE para la 
determinación de azúcares en refrescos y zumos de fruta empleando PLS. 
• Cadet (1999) mide el contenido de azúcar mediante FTIR-ATR, identifica las bandas 
características y efectúa un análisis de componentes principales para medir sus 
concentraciones. 
• Garrigues et al. (2000) desarrollaron un procedimiento simple y rápido para la 
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• Innawong y Zulick ( 1996) e Innawong et al. (2004) determinan la calidad del aceite frito. 
• Duarte et al. (2004) emplea FTIR y RMN para el control de calidad de la cerveza. 
• Kelly et al. (2004) y Sivakesava e Iruda_yaraj (2001) estudian la adulteración de la 
mermelada empleando FTIR-ATR y métodos quimiométricos. 
• Irudayaraj y Tewari (2003) emplean FTIR-ATR para la monitorización de ácidos 
orgánicos y azúcares en zumos de manzana. 
• Sivakesava et al. (2001) estudian la adulteración de zumo de manzana. 
• Iñón et al. (2003) determinan la acidez del aceite de oliva. 
• Yang e Irudayaraj (2002) determinan rápidamente la vitamina C empleando diversas 
técnicas vibracionales (NIR, MIR y FT-Raman). 
2.3. APLICACIONES DE LA ESPECTROSCOPIA RAMAN 
La espectroscopia Raman se aplica para resolver problemas en diferentes 
campos de la analítica: análisis ambiental (Skoulika et al., 2000; Jager et al., 2000; Mosier-
Boss y Lieberman, 2000); estudios de arte e históricos (Burgio y Clark, 2000; Burgio et al., 
2000; Burgio et al., 2003; Zuo et al., 1999a; Zuo et al., 1999b; Brown y Clark, 2004a; Brown y 
Clark, 2004b); bioanálisis (Pappas et al., 2000); alimentación (Marigheto et al., 1998; 
Aparicio y Baeten, 1998; Davies et al., 2000; Marquardt _y Wold, 2004; Baeten et al., 1998); 
polímeros (Chalmers y Everall, 1996); briquetas para encendido del hogar (Alia et al., 
1999); clasificación de maderas (Yang et al., 1999), etc. 
En cuanto al área de la petroquímica, de interés en esta Memoria, la 
espectroscopia Raman ha sido menos empleada, aunque una de las primeras 
aplicaciones consistía en predecir porcentajes de masa de mezclas líquidas de fuel de 
gasolina sin plomo, gasolina súper sin plomo y diesel (Seasholtz et al., 1989). Dos 
artículos realizaban aplicaciones "cualitativas" en diesel (Zhang et al., 1996) y 
combustibles de turbinas de aviación. Otro trabajo más reciente interpretaba el 
espectro y diferenciaba algunos de los diferentes tipos de fueles de aviación (Chung et 
al., 1991) . 
La espectrometría Raman y las calibraciones multivariadas se han empleado 
para evaluar muestras de residuos atmosféricos de productos pesados del petróleo 





petróleo tipo "mock" (Flecher ec al. 1996) . Se empleó FT-Raman y PLS para cuantificar 
el peso del porcentaje de oxígeno en gasolinas (Cooper ec al., 1996 y Cooper ec al., 1997) 
y para comparar su perf`il con otros modelos multivariados desarrollados usando los 
rangos espectrales de IR cercano y medio. Se predijo el número de octano y la presión 
de vapor Reid de gasolinas empleando espectroscopia Raman dispersiva con fibra 
óptica y detección CCD (Flecher ec al., 1997). No se han encontrado aplicaciones de 
espectroscopia Raman para predecir las propiedades físico-químicas del combustible 
de aviación (keroseno) en test diarios ni en control de calidad industrial de muestras 
comerciales, objetivos incluídos en esta Memoria. 
3. INSTRUMENTACIÓN ANALÍTICA EMPLEADA Y CONTROL DE 
CALIDAD 
El equipo instrumental empleado ha sido un espectrofotómetro de IR con 
Transformada de Fourier, Perkin-Elmer modelo 16PC, operando en la región media 
del IR (4000-400cm"') con un detector DTGS (sulfato de triglicina deuterado), un 
beamspliter de KBr y Ge, acoplado con un accesorio de reflexión intema (Reflectancia 
Total Atenuada, ATR) horizontal con cristal trapezoidal de ZnSe con un ángulo de 
incidencia de 45° y doce reflexiones nominales. La profundidad de penetración se 
calcula según la ecuación indicada con anterioridad. Dado que ésta depende del 
número de onda, se presenta una figura que recoge el "perfil de profundidades" 
obtenido en la región de trabajo (Figura 2). 
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Figura 2: Variación en la profundidad de penetración nominal del haz en la muestra en función de los 
números de onda considerados (antes de efectuar la corrección). 
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El comportamiento del espectrofotómetro FTIR tiene que ser verificado 
(validado) regularmente. Hay diversos procedimientos relativamente sencillos para 
controlar el buen funcionamiento del equipo IR empleado. Siguiendo a Smith (1996) 
y la norma ASTM E 1421 (2004), semanalmente se efectuaron algunos chequeos allí 
propuestos: aspecto del interferograma, porcentaje del beamsplitter, línea del 100%, 
relación S/R, energía del láser y perfil del fondo. 
Para monitorizar la exactitud del número de onda del equipo se midió 
semanalmente el espectro de una película de poliestireno y se compararon las 
longitudes de onda de algunas de sus bandas de absorción con los valores de referencia 
y sus intervalos de confianza (Garfield, 2000; Smith, 1991; Barnes y Dent, 1994; NIST, 
2004). Los resultados encontrados están siempre en los rangos aceptables. Aunque el 
poliestireno es generalmente la opción elegida por su simplicidad, hay otras 
posibilidades como el uso de indeno o mezclas de indeno-campfor-ciclohexanona que 
se usan, principalmente, a nivel de fabricantes de los equipos (Smith, 1991). 
Mensualmente, se purga con Nz seco, se revisan las ventanas de KBr y se 
cambia el desecante (semestralmente) . Si un parámetro está fuera de control, se repite 
el chequeo completo y si el problema se confirma, se realizan operaciones de 
mantenimiento. Los chequeos efectuados se resumen a continuación: 
a- Energía del láser: se mide y registra regularmente la energía con el ATR colocado. 
b- Aspecto del interferograma: Se debe tener un pico agudo (llamado centerburst) y 
sus lóbulos laterales (wings) tienen que decaer poco a poco, no deben visualizarse 
inflexiones bruscas. 
c- Perf`il del fondo: Se registra el espectro del fondo, con apodización fuerte, un único 
barrido, resolución de 4 cm"I en el rango de 4400- 450 cm"' y se hallan las relaciones 
de intensidades mostradas a continuación. El perfil debería ser reproducible de un día 
a otro y se chequea si los picos del agua y del COZ son extremadamente intensos. 
c2)f(450) / f(2600) > 0.025
c1)f(4400) / f(2600) > 0.25 
^) f(1657.9) - f(1651.9)
c3)f(2600) * 100 > 65 „ 100 > 10%f(1657.9) 
A modo de ejemplo, se presenta la carta de control para la primera de las 
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Figura 2: Relación Perfil de fondo para f(4400)/f(2600) > 0.25 
d- Porcentaje del beamsplitter: Se hace un espectro del fondo con un barrido, 
apodización fuerte, resolución 4cm"^ y rango 4400- 450 cm"' y se calcula la relación de 
intensidades entre la energía a 4000 cm"' y a la banda del COz: 
%B = f (4000) /f (COz) >_ 0.25% 
e- Relación S/N (pico/pico): Se hace el espectro del fondo (16 barridos) y, a 
continuación, un espectro del aire con un barrido, apodización fuerte, resolución de 
4cm"1 y en el rango 4400-450 cm"' . Se determinan las intensidades máxima y mínima 
en el rango 2250-2150cm"' y se calcula: 
S/N (pico/pico) = e (máx) -e (mín) < 0.1 % 
En la Figura 3 se presenta la carta de control asociada a este chequeo. 
Aunque se aprecia que, ocasionalmente, la relación S/I^T excede el límite de 
especificación del equipo para una medida particular, la repetición de las medidas 
permitía comprobar que la relación S/I^ se situaba en los niveles correctos (8 de cada 
10 medidas eran correctas, como indica la especificación del equipo) . 
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Figura 3: Relación señal/ruido 
- La exactitud del número de onda se evalúa empleando una película de poliestireno, 
midiéndola con apodización fuerte en el rango 4000-600 cm"', con 16 barridos y 
resolución de 2 cm"I con apertura de Jackinot, a los siguientes números de onda: 
2851.5 ± 3 cm"1 (Garfield, 2000); 1601.8 ± 1.5 cm"' (Garfield, 2000) (1601.4 ±0.5 cm"' 
(NIST, 2004)); 1028.3 ± 1.5 cm"1(Garfield, 2000) (1028.4 ± 0.5 cm"'(NIST, 2004)); 
3027.1 ± 0.3 cm"'(3028.2 ± 0.5 cm"1(NIST, 2004)); 2924 ± 2 cm"'; 1944 ± 1 cm"'; 
1871 ± 0.3 cm"'; 906.7 ± 0.3 cm"' (Smith, 1991), verificando la posición de los picos 
espectrales obtenidos experimentalmente a esos números de onda. 
g- La exactitud en transmitancia se evalúa determinando dos relaciones de picos 
(Barnes y Dent, 1994) leyendo las intensidades a los números de onda de 3060, 3001 y 
906 cm"'. Se hallaron las dos relaciones de pico siguientes: 
A(3060)/A(906) A(3001)/A(906) 
En la Figura 4 se resumen los datos obtenidos en el control de la exactitud en 
el número de onda y en la absorbancia. 
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Figura 4: Medida de la exactitud y relación de la absorbancia de los picos A(3060)/A(906). L.S.= 
límite superior, V.O.= valor objetivo, L.I.= límite inferior (LS y LI corresponden a los intervalos de 
confianza). 
h- Precisión: 
a) Repetibilidad (r): es una medida de la precisión de un sistema cuando se 
utiliza consecutivamente en una misma sesión de trabajo, por el mismo 
operador y empleando la misma muestra. Se mide como la diferencia máxima 
que puede existir entre dos medidas realizadas consecutivamente en las 
condiciones anteriores. Para estimarla se parte de la desviación típica "a corto 
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plazó' y se transforma según: 
r= 2 32 *SD^^«„­ donde SD«,«<, es la desviación típica 
determinada a partir de varias medidas 
realizadas en una sesión de trabajo. 
En esta Memoria la repetibilidad del equipo FTIR empleado se ha establecido 
en 6.4* 10"4 u.A., a 1061 cm"1, A=0.12 u.A.; lo que da lugar a una r=0.53%. 
b) Reproducibilidad (R) : es una medida de la precisión de un sistema cuando 
se utiliza en diferentes sesiones de trabajo, por operadores diferentes y 
empleando la misma muestra. Se mide como la diferencia máxima que puede 
existir entre dos medidas realizadas en días diferentes en las condiciones 
anteriores. En función de estas definiciones, es evidente que la 
reproducibilidad debe ser mayor que la repetibilidad. Para estimarla se parte 
de la desviación típica "a largo plazo" y se transforma según: 
R= 2 32 *SDia^Q^­ donde SDia^Qo es la desviación típica 
determinada a partir de varias medidas 
realizadas en diferentes sesiones de trabajo. 
En esta Memoria la reproducibilidad del equipo FTIR empleado se ha 
establecido en 7.4* 10"4 u.A., a 1061 cm"1, A=0.12; lo que da lugar a 
R=0.62%, la cual, como se comentaba anteriormente, es mayor que la 
repetibilidad. 
Nota: el factor 2 asume una distribución del 95% de confianza con un número 
muy elevado de medidas y puede sustituirse por el estadístico t de Student (en 
función del grado de confianza y grados de libertad experimentales). 
El equipo de espectrometría Raman empleado fue el espectrómetro FT-Raman 
Bruker RFS 100, equipado con un láser Nd:YAG a 1064 nm y un detector de Ge, en 
modelo back-scattering y acumulando 25 barridos (tiempo de adquisición de 150 s) 
con una potencia del láser de 300 mW. En lo que se refiere a su control, antes de cada 
sesión de trabajo se Ilenaba el depósito del detector con nitrógeno líquido (operación 
que se repetía cada 4 horas), se verificaba la energía del láser y la situación de máxima 
energía para el posicionamiento de las muestras. El resto de comprobaciones se 
integraban en la rutina de mantenimiento seguida por el SCSIE (Servicio Central de 
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1. INTRODUCCIÓN AL COMBUSTIBLE DE AVIACIÓN 
Uno de los productos obtenidos del refino del crudo de petróleo que más 
destacan por su aplicación es el queroseno ó combustible para aviación a reacción. 
Físicamente es un líquido amarillo transparente, con olor penetrante y que se obtiene 
como una fracción intermedia entre la destilación de la gasolina y la del gasóleo. 
Queroseno (keroseno) es el nombre genérico que se aplica a un grupo de destilados 
medios derivados del petróleo con punto de ebullición entre 145° y 300° C 
(www.concawe.be, 2002a). 
El queroseno se obtiene mediante refino del crudo de petróleo en las 
refinerías. Una refinería se puede definir como un complejo industrial donde el crudo 
de petróleo se somete a un proceso de destilación o separación física y, luego, a 
procesos químicos que permiten extraerle buena parte de la gran variedad de 
componentes que contiene. Las refinerías son muy distintas unas de otras según las 
tecnologías y los esquemas de proceso que se utilicen, así como según su capacidad. 
Unas, procesan petróleos ligeros, otras petróleos pesados o mezclas de ambos y, por 
consiguiente, los productos que se obtienen varían de una a otra (www.monografías.com, 
2002). 
El proceso de refino se lleva a cabo en varias etapas, por lo que una refinería 
dispone de numerosas torres de destilación, unidades de tratamiento, equipos 
auxiliares y tuberias. En términos simplificados, el funcionamiento de una refinería se 
indica a continuación. 
En primer lugar se lleva a cabo el refino del crudo de petróleo en las torres de 
"destilación primaria" o"destilación atmosférica". En su interior, las torres operan a 
una presión cercana a la atmosférica y están divididas en numerosos compartimentos 
que se denominan "bandejas" o"platos". Cada bandeja tiene una temperatura 
diferente y cumple la función de recoger los hidrocarburos líquidos aprovechando sus 
diferentes puntos de ebullición/condensación. 
El crudo llega a estas torres después de pasar por un horno, donde se calienta 
a temperaturas de hasta 400 °C que lo convierten en vapor. Los vapores entran por 
la parte inferior de la torre de destilación y ascienden por entre las bandejas. A medida 
que suben pierden calor y se enfrían. Cuando cada componente vaporizado alcanza 
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una temperatura inferior a la característica de ebullición, condensa y deposita en su 
respectiva bandeja, a la cual están conectados conductos por los que se recogen las 
distintas corrientes que se separaron en esta etapa. A1 fondo de la torre cae el "crudo 
reducido", es decir, aquel que no alcanzó a evaporarse en esta primera etapa. Se 
cumple así el primer paso del refino. De arriba hacia abajo se obtienen, en orden: gas 
de refinería, gas licuado de petróleo (GLP), nafta, queroseno, diesel, gasoil pesado y 
un residuo que corresponde a los compuestos más pesados que no llegaron a 
evaporarse. Algunos de los productos, como jet-A, queroseno y diesel, son productos 
ya finales. 
Las demás corrientes se envían a otras torres y unidades para someterlas a 
nuevos procesos, al final de los cuales se obtendrán los demás derivados del petróleo. 
En dichos procesos, el "petróleo" se separa en fracciones o destilados que requieren un 
tratamiento posterior para la obtención de los productos demandados por el mercado. 
Algunos de los tratamientos secundarios o de depuración son los siguientes: procesos 
de separación (por ejemplo la destilación a vacío utilizada en la mayoría de las 
refinerías, en donde se separan nuevamente los productos como consecuencia de los 
diferentes punto de ebullición pero a una presión muy reducida), procesos de 
purificación (por ejemplo el proceso dulcificante o hidrodesulfuración, en donde se 
emplean reacciones químicas para eliminar los compuestos presentes en cantidades 
traza que dan al material una mala calidad (mercaptanos y otros derivados del azufre) 
y los procesos de conversión (cambian la estructura larga de las moléculas, 
normalmente mediante craqueo, en estructuras pequeñas) . 
Brevemente, algunos de los procesos de conversión son: 
La Unidad de Craqueo Catalítico o Cracking; recibe gasóleos y crudos 
reducidos para producir (fundamentalmente) gasolina y gas propano. Las unidades de 
Recuperación de Vapores reciben los gases de las demás plantas y obtienen gas 
combustible, gas propano, propileno y butanos. La planta de mezclas (blending) es la 
que recibe las distintas corrientes de naftas para obtener la gasolina de automoción. 
La unidad de aromáticos produce a partir de las naftas: tolueno, xilenos, benceno, 
ciclohexano y otros productos con usos petroquímicos. La unidad de Parafinas recibe 
destilados parafinicos y nafténicos para sacar parafinas y bases lubricantes. 
De todo este proceso también se obtienen azufre, asfaltos, fuel-oil y coque de 
petróleo, que son los últimos productos que se pueden obtener del petróleo. 
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En resumen, el principal producto (económicamente hablando) que sale del 
refino del petróleo es la gasolina. El volumen de gasolina que cada refinería obtiene 
es el resultado del esquema que utilice. En promedio, cada barril de petróleo que entra 
a una refineria se convierte en un 40 - 50 por ciento de gasolina. 
En la Figura 1 se muestra el proceso de obtención de los principales productos 











Horno Torre de 
destilación 
Figura 1: Principales productos obtenidos por destilación del crudo de petróleo, entre los que se 
encuentra el queroseno (hup://auto.howstuffworks.com/oil-refining5.htm, 2003). 
1.1. COMPOSICIÓN 
La composición química detallada del queroseno depende de la naturaleza de 
los crudos de petróleo empleados en los procesos de refineria, ya que se obtiene a partir 
de la destilación atmosférica. Está compuesto de mezclas complejas de hidrocarburos 
alifáticos (parafinas ,C„H,,,+Z) y naftenos (o ciclo parafinas , C„H^^). A1 menos el 70% 
en volumen de queroseno está formado por alcanos, cicloalcanos, alquenos (los cuales 
le dan su típico olor), aromáticos y aromáticos policíclicos (principalmente 
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alquilbenzenos y alquilnaftalenos que no exceden del 25% en volumen) con 9 a 16 
átomos de carbono predominantemente (www.chevron.com, 2002a; www.concawe.be, 
2002a; Mckay, 2001; http://193.51.164.11/htdocs/, 2002; Mattie et al., 1991; www.metrokc.gov, 
2001; ATSDR, 1993; Smith et al. 1997; I.iu et al, 1999) . 
Las olefinas (que no deben exceder del S% en volumen) son constituyentes 
indeseables de los querosenos ya que son relativamente inestables y pueden causar 
formación de goma cuando se queman. Las concentraciones de benceno (punto de 
ebullición de 80°C) y n-hexano (punto de ebullición de 69°C) son siempre inferiores 
al 0.01% de masa debido a que el rango de destilación típico de los querosenos es de 
145 a 300°C (www.concawe.be, 2002a). 
Además de mezclas de los componentes indicados, los querosenos algunas 
veces reciben naftas y bajas concentraciones de aditivos (generalmente menos del 
0.1% (p/p)) para obtener una mejor estabilidad y un mejor resultado en su utilización 
final. Los aditivos típicos incluyen antioxidantes, desactivadores de metal, inhibidores 
de corrosión, aditivos antihielo, disipadores estáticos y biocidas (www.metrokc.gov, 2001; 
ATSDR, 1995; ATSDR, 1998a; ATSDR, 1998b; www.chevron.com, 2002a). 
Todos los querosenos tienen que estar libres de sólidos en suspensión y, 
particularmente, agua. Adicionalmente, tienen que ser bombeables a muy bajas 
temperaturas y deben ser estables a temperaturas muy altas, así como actuar como 
medio de transferencia de calor para lubricantes y fluidos hidráulicos. 
El agua puede estar de tres formas diferentes en los querosenos: disuelta en 
el combustible, como una fase líquida que se puede separar (agua libre), y como una 
emulsión de agua y combustible. El agua disuelta no es un problema, pero el agua libre 
y las emulsiones de agua pueden ser potencialmente peligrosas, ya que desestabilizan 
el combustible y tienen que ser eliminadas (www.chevron.com, 2002a). 
1.2. USO, TIPOS Y PROPIEDADES DEL QUEROSENO 
El uso más habitual del queroseno es como combustible de la aviación a 
reacción, como combustible de calentamiento industrial o doméstico y como 
componente de insecticidas, productos de limpieza, pesticidas, etc. Se utilizaba mucho 
como combustible en los quinqués y en otras lámparas. Por ello era conocido como 
"petróleo de quemar"(www.concawe.be, 2002a; www.concawe.be, 2002b). 
En términos generales, hay tres tipos de querosenos (www.concawe.be, 2002a; 
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www.concawe.be, 2002b): 
• Tipo queroseno, normalmente combinando los querosenos. 
• Tipo "corte ancho", en el que los querosenos son mezclados con naftas de 
bajo punto de deflagración. 
• Tipo queroseno de alto punto de deflagración, normalmente mezclados con 
querosenos que tienen un mínimo punto de deflagración de 60°C. 
Los nombres comunes usados para querosenos (o ` jet fuels") se resumen como 
se indica a continuación: 
3 Jet A-1: se usa en aviación civil, con un máximo de 25% (v/v) de 
contenido en hidrocarburos aromáticos. Punto de congelación máximo de 
47°C "bajo cero". 
3 Jet A: igual que el Jet A-1, pero con punto de congelación máximo de 
40°C "bajo cero". 
3 Jet B: tipo "corte ancho" usado en aviación civil, con máximo del 25% 
(v/v) de contenido de hidrocarburos aromáticos. 
3 JP- 4: tipo "corte ancho" usado en aviación militar, con contenido máximo 
de hidrocarburos aromáticos de125% (v/v). 
3 JP-5: tipo queroseno de alto punto de deflagración usado en aviación naval, 
con contenido máximo de hidrocarburos aromáticos de125%(v/v). 
3 JP-8: tipo queroseno usado en aviación militar, con contenido máximo de 
hidrocarburos aromáticos de125% (v/v). 
El queroseno puede ser peligroso si no es manipulado apropiadamente. 
Aunque no es un líquido inflamable sí puede explosionar (especialmente en presencia 
de chispas producidas por la acumulación de carga electrostática) y quemarse 
rápidamente. Las normas de la N.F.P.A. (Asociación Nacional de Protección contra 
el Fuego, EE.UU) clasifican a los líquidos en inflamables (punto de inflamación menor 
a 38°C, pueden inflamarse a temperatura ambiente) y combustibles (punto de 
inflamación superior a 38°C, requieren calentamiento previo para incendiarse) 
(www.concawe.be, 2002b; www.chevron.com, 2002a; lutp://library.cbest.chevron.com, 2001). La 
deflagración se produce tras una evaporación más o menos rápida en la cual se quema 
un ^^apor, que puede incendiarse y quemarse en presencia de aire produciendo una 
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explosión violenta (http://library.cbest.chevron.com, 2001; www.chevron.com, 2002a). 
Dados el amplísimo uso comercial del producto, la peligrosidad de 
manipulación y los riesgos para la salud durante la exposición, es evidente la 
importancia de evaluar su calidad, no sólo mediante procedimientos "clásicos" sino 
con otros más actuales que mejoren la productividad del laboratorio (Caswell et al., 
1989; Fodor and Kohl, 1993; Fodor, 1994; Garrigues et al., 1995; Litani-Barzilai et al., 1997; 
Fodor et al., 1996; Iob et al., 1996; Macho et al., 1999; Collette, 1997). 
Las principales características de calidad vienen definidas en las 
especificaciones del British Ministry of Defence (U.K.) (DERD 2494, 1999) y las guías 
ASTM (ASTM D 86, ASTM D 445, ASTM D 1319, ASTM D 2386). Ambas, plantean un 
mínimo de 26 tests analíticos para llevar a cabo en los laboratorios. Los "más 
importantes" en la valoración de la calidad de los querosenos son: punto de 
deflagración, densidad, punto inicial de destilación, punto final de destilación, pérdida 
de destilación, punto de congelación, conductividad, acidez total, contenido en 
olefinas, punto de humo e índice de separación de agua. 
En esta Memoria se estudiarán 8 variables por su importancia en la 
manipulación del queroseno: 
• Punto de deflagración (flash point, según el método Abel (IP-170)): Es la 
temperatura mínima a la que el producto líquido produce vapores en concentraciones 
tales que pueden inflamarse en contacto con una fuente de ignición ( llama, chispas, 
etc.) . Cuanto menor sea el punto de inflamación de un producto, más inflamable y por 
esto, más peligroso será éste. 
• Punto de congelación ( freezing point) (ASTM D 2386) : Es la temperatura por 
debajo de la cual, el líquido pasa a sólido. 
• Punto inicial de destilación, 10% de destilación, 90% de destilación y punto 
final de destilación (ASTM D 86): Salvo productos que tienen cierto grado de pureza 
(hexano, tolueno o xileno) los distintos derivados del petróleo son mezclas de 
hidrocarburos, por lo que no presentan un punto de ebullición definido sino un rango 
de destilación más o menos amplio, de acuerdo a la especificación de cada producto. 
A grandes rasgos, a menor punto inicial de destilación corresponde una mayor 
volatilidad del producto (producto ligero) y, por lo tanto, una mayor peligrosidad, 
tanto desde el punto de vista del riesgo de incendio como de la generación de vapores 
tóxicos. Otra medida de la volatilidad es la presión de vapor, siendo el producto tanto 
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más peligroso cuanto mayor sea ésta. 
• Porcentaje de aromáticos (ASTM D 1319). Se suele emplear este parámetro 
para evaluar la existencia de fracciones "pesadas" ó hidrocarburos insaturados en el 
queroseno. Es una medida de "pureza". 
• Viscosidad (ASTM D 445): es la medida de la resistencia del líquido a fluir 
sobre presión generada por gravedad o una fuente mecánica. También se relaciona con 
la composición del producto: a menor viscosidad, mayor contenido de fracciones 
ligeras. 
En la Tabla 1 se presentan las variables a estudiar y los valores de precisión 
(repetibilidad y reproducibilidad) asociados a su determinación así como las guías de 
referencia. 
Según ASTM, la repetibilidad (r) se define como la diferencia máxima que 
puede existir entre dos resultados de ensayo obtenidos consecutivamente por el mismo 
operador con el mismo aparato, con las mismas condiciones de operación e idéntico 
material de ensayo (95% de confianza). Análogamente, la reproducibilidad (R) se 
define como la diferencia máxima que puede existir entre dos resultados sencillos e 
independientes obtenidos por diferentes operadores trabajando en distintos 
laboratorios y con idéntico material de ensayo (95% de confianza). 
Parámetro Guía r SD^ R SDR 
Flash Point (°C) IP 170 1.0 0.36 1.5 0.54 
Freezing (°C) ASTM D 2386 L0 0.36 2.5 0.89 
PI (°C) ASTM D 86 3.5 1.25 8.5 3.04 
PD10 (°C) ASTM D 86 4.3 1.54 8.8 3.14 
PD90 (°C) ASTM D 86 4.1 1.46 8.8 3.14 
F$p (°C) ASTM D 86 3.5 1.25 10.5 3.75 
% aromáticos (%, v/v) ASTM D 1319 1.3 0.46 2.7 0.96 
Viscosidad (cSt) ASTM D445 0.02 0.007 0.04 0.01 
Tabla I: Repetibilidad (r) y reproducibilidad (R) de las propiedades a estudiar según se índica en las 
guías oficiales. SD^ y SDR son las respectivas desviaciones típicas estimadas a panir de ellas (a través 




2. CONSIDERACIONES PARA LA SALUD 
En condiciones industriales normales de almacenamiento, manipulación y uso, 
los querosenos no presentan un riesgo para la salud. En uso doméstico, hay un riesgo 
significativo de daño pulmonar cuando se aspira el líquido a los pulmones. 
2.1. EXPOSICIÓN AL QLJEROSENO 
En el caso concreto de la exposición ocupacional a los combustibles de 
aviación, ésta se produce en los trabajos indicados de forma resumida en la Tabla II 
(www.concawe.be, 2002b). También se describen los grupos de trabajo que tienen riesgo 
de exposición ocupacional a queroseno, las tareas de exposición y sus medidas de 
control. En todos los casos se da por supuesto que se toman todas las medidas posibles 
para evitar accidentes, explosión, etc. 
- Fabricación y distribución de queroseno, lo que comprende una variedad de 
trabajos: desde producción y operaciones relacionadas con la refinería a la distribución 
de los productos (Kalabokas et al., 2001). 
- Fabricación de productos formulados que contienen queroseno, como 
agentes de limpieza, desengrasado, pinturas, barnices, herbicidas, insecticidas y 
pesticidas. 
- Uso industrial de productos formulados. 
REFINERÍA 
Operarios in-situ­ Operaciones en las plantas de producción de queroseno, por ejemplo, válvula de 
operación, colección de muestras, drenaje de contenedores y conductos para el 
mantenimiento. 
Operarios en el Operaciones auxiliares llevadas a cabo por trabajadores de la refinería, por ejemplo, 
exterior­ técnicos de laboratorio (control de calidad/investigación), actividades del tanque de 
almacenamiento exterior (lavado/muestreo/descarga del agua del fondo del tanque), 
limpicza de recipientes de muestra, etc 
Trabajador de Lleva a caho una variedad de tareas que pueden suponer una exposición a queroseno 
mantenimiento líquido y vapor cuando se vacía, limpia, abre y se trabaja con equipos en un sitio 
cerrado. 
Limpieza de tanque Limpieza de los tanqucs de almacenamiento. 
DISTRIBUC16N 
Conductor de Carga y descarga del camión cisterna. Test para mirar el contenido de agua. 
camión cisterna La carga de asfalto de ^^scosidad reducida se hace con adición de un diluyente volátil 
(potencial exposición a vapcx de queroseno). 
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Operadores de carga Operadores que llevan a caho la car^a de los vagones. 
de los vagones del 
ferrocarril
 
Operarios de los Operariw que hacen la conexión/desconexión de manguera y muestreo. Nota: esta 
vagones del operación puede formar parte de las tareas de los Operadores de Terminal. 
ferrocarril (no de 
c^)
 
Personal de muelle­ Supervisión de las operaciones de carna, muestreu, limpieza de tanque, manipulación 
de man^ueras. 
Colla de descarga Carga de petroleros usando mangucra^ flexibles y ventilación por medio dc válvula^ dc 
(buques) seguridad del tanque de carga. Tareas que incluyen conexión/de^conexión de tuhería 
de carga, cheyueo de los niveles de llenado del tanyue, limpieza del tanyue. 
Operarios de Llevan a caho tareas como los operarios del exterior de la Refinería, como en la estación 
Terminal de distrihución de productos petroleros. 
Calibradores de Prueban los contadores y reparan el equipo de medida. Conexión/desconexión de 
contadores mangueras de los vehículos. 
Mecánico del Reparación de mangueras y test de presión. Uso de yueroseno como desen^rasante para 
vehículo limpiar los componentes del vehículo. Inspección del compartimento del tanque. 
Llenado de envases Llenado de, por ejemplo, contenedores de 25L, hidones de 200L, etc. Se puede Ilevar 
pequeños a caho esta tarea con una salida a peyueña escala. 
AEROPUERTOS
 
Operarios­ Car^a de vehículos, como cl camión repostador, sistema dc repostaje por manguera, 
análisis para cl a^ua y densidad específica. 
Personal de taller­ Análisis para aí;ua y densidad específica, test de eficiencia en la separación de agua, 
cambio de filtros, pruehas de medida y servicio de medida. 
Mecánieo del Reparación de mangueras y test de presión. Uso de yueroseno a^mu desen^^rasante para 
vehíeulo limpiar los componentes del vehículo. Inspección del compattimento del tanyue. 
Mecánico de taller­ Lleva a caho una variedad de tareas yue pueden suponer una exposición a queroseno 
líquido y vapor euando sc vacía, limpia, abre y^c trabaja cn un sitio ecrrado con 
equipos. 
Limpieza de tanque­ Limpieza de loo tanques dc almacenamicnto. 
RESIDENCIA DOMÉSTICA 
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El personal de pista de los aeropuertos está expuesto a inhalación de vapores 
y humos tanto de restos de combustible como de productos de combustión, algo que 
incide directamente sobre su Seguridad y Salud. Además de la seguridad del pasaje 
durante el transcurso del vuelo, se debe tener en cuenta la seguridad en las etapas de 
trasiego de los camiones cisterna al tanque de almacenaje del aeropuerto y, por 
supuesto, en el trasiego interno de las refinerías. 
El queroseno producido en la refinería pasa por un control de calidad estricto 
para que cumpla todos los parámetros analíticos recogidos en la legislación. El 
combustible puede ser distribuido directamente al tanque de almacenamiento de un 
aeropuerto aunque habitualmente la distribución no es directa, ya que incluye una o 
más etapas intermedias de almacenamiento (terminales), como se observa en la Figura 
2. Algunos modos de transporte pueden ser: por medio de oleoductos, barcos, vagones 
cisterna, petroleros o camiones cistema, pero no todos ellos son posibles para cualquier 
destino. 
ot^^a, rn^;ámo, c^^ 
ca^ia^
a^ (^^-^,^ ^ ^ 
r^ ^ ^ ^ 
Tron Tamroal en ^eopor^loRefineria Taminil 
Figura 2: Sistema de distribución del combustible para turbinas de combustión. 
En la Figura 3 se muestra el mapa de oleoductos existentes en España, las 
refinerías y los aeropuertos existentes. 
Los oleoductos son el mejor medio de distribución para el transporte de 
grandes cantidades de combustible. Por esta razón, los querosenos son normalmente 
distribuidos mediante oleoductos. La gasolina de aviación (avgas) normalmente es 
distribuida con camiones, ferrocarril o petroleros debido a la menor cantidad 
necesitada en los aeropuertos. 
Pocas son las refinerías que están directamente conectadas a los aeropuertos 
mediante oleoductos específicos para combustible para turbinas de combustión. La 
mayoría del queroseno es distribuido por oleoductos multiproductos. Por ello, cuando 




con agua y materia particulada. De ahí que los envíos se tengan que "limpiar" en su 
destino, lo que resulta sencillo porque los tanques de almacenamiento de combustible 
de aviación son diseñados para minimizar ambos efectos, como se observa en la Figura 
4. Los tanques tienen en el fondo un punto de salida, un sumidero, donde el agua y 
la materia particulada son eliminadas. También tienen una aspiración flotante que 
ayuda a que la contaminación no se transfiera por el sistema de distribución. 
NEPNERNSis 
p^pp^fpg pE PPOOI.CCS i] 1^ I NW 
r6W^c^oNE50E.U^^wr Nv^^n 
MiSLW^ppNES I.F NOPON^UaRVS ' 3Y,
^ 
^ 
^Ngµpp^[5 gW rvSiNO ^ BVOUE t^l 
Figura 3: Mapa de oleoductos (www.interlink.es/ccoo-clh/CLH.HTM, 2002). 
Figura 4: Tanque de almacenamiento de combustible. 
Una vez el combustible llega al aeropuerto, se realizan análisis para confirmar 
su identidad y para chequear la contaminación. 
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Después del almacenamiento en los tanques del aeropuerto hay varias formas 
de dispensación al avión: sistema "boca de riego" o sistema de repostaje por manguera, 
camión repostador y equipo distribuidor de gasolinas (gasolina o queroseno). 
El sistema "boca de riego" se usa en la mayoría de los grandes aeropuertos 
comerciales. En este sistema una red de conductos conectan los tanques de 
almacenamiento a cada puerta de embarque. La unidad "boca de riego" usa pequeños 
camiones equipados con equipo de filtración y de medida de volumen para llenar de 
combustible el avión. Los camiones con "boca de riego" normalmente tienen filtros/ 
separadores de agua para introducir la mínima contaminación en los tanques de 






Figura 5: Purificación del queroseno mediante: (a) un filtro separador, (b) filtro de partículas, (c) 
desecador con sales. 
El equipo distribuidor de combustible (dispensador) y el camión de repostaje 
se usan en aeropuertos pequeños. Los dos tienen bombeo, filtración y equipo de 
medida de volumen. Los camiones de repostaje llevan el combustible a los aviones en 
tanques propios (Figura 6). El dispensador es una bomba de localización fija diseñada 
específicamente para combustibles de aviación. 
Figura 6: Trabajador llenando el tanque de un avión 
comercial mediante un camión repostador. 
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2.2. RUTAS DE EXPOSICIÓN
 
Las tres rutas de exposición al queroseno son: contacto, ingestión e 
inhalación. 
2.2.1. EXPOSICIÓN POR CONTACTO 
El contacto repetido o prolongado con el queroseno puede causar irritación 
de la piel, eritema, ampollas, enrojecimiento, hinchazón y quemazón (www.chevron.com, 
2002b) e incluso dermatitis (ver Figura ?) (www.concawe.be, 2002a). 
Figura 7: Dermatitis crónica de exposición a queroseno. La piel está muy gruesa, hiperpigmentada, 
seca y con fisuras (www.cdc.gov/niosh/ocderm4.html, 2002). 
2.2.2. EXI'OSICIÓN POR INGESTIÓN 
La ingestión de querosenos no se suele encontrar en el uso industrial de los 
productos aunque hay muchos casos de ingestión accidental de queroseno por niños 
en accidentes domésticos. 
EI sabor y olor del queroseno normalmente limita la ingestión a pequeñas 
cantidades. Aunque el queroseno es de baja toxicidad oral, el vómito es una reacción 
común a su ingestión y esto produce un riesgo de aspiración del líquido a los 
pulmones. La ingestión puede también causar irritación de los labios, del tracto 
gastrointestinal, diarrea, tos, neumonía, somnolencia, intranquilidad, irritabilidad, 
convulsiones, coma e incluso la muerte (www.audr.cdc.gov, 2002; www.concawe.be, 
2002a). 
2.2.3. EXPOSICIÓN POR L1"HALACIÓN 
En el rango normal de temperaturas ambientales, la presión de vapor del 
queroseno es demasiado baja para acumular concentraciones significativas de vapor. 
Sin embargo, la combinación de espacios cerrados y elevada temperatura puede dar 
lugar a concentraciones elevadas de vapor de queroseno. Además, las aplicaciones en 
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spray de productos que contienen queroseno, al ser una mezcla de vapor y aerosol, 
puede causar irritación del tracto respiratorio (www.concawe.be, 2002a). 
La exposición crónica a queroseno puede causar disfunción renal, hepática, 
neurológica, pulmonar (Harris et al., 2000a; http: //ocl.nps.navy.mil/jetfuel/docs/liv_kid jp8.doc, 
2001), disfunción emocional, electroencefalogramas anormales, pérdida de atención 
y disminución de la velocidad sensitivo-motora ( Harris et al., 2000a; Harris et al., 2000b; 
Harris et al., 1997a; Harris et al., 1997b; www.thermo.com, 2002; Liu et al., 2001; Harris et a1., 
2000c), dolores de cabeza, nauseas, confusión, ataxia, mala articulación en el habla 
(Josefson, 1997), vértigo, dificultades en el equilibrio, cansancio general, anorexia y 
dificultades en la concentración (www.atsdr.cdc.gov, 2002), visión borrosa, somnolencia, 
confusión y desorientación. Una exposición excesiva puede causar daños en el sistema 
nervioso central produciendo depresión respiratoria, temblores o convulsiones, pérdida 
de consciencia, coma o muerte (www.chevron.com, 2002b; Ribak et al., 1995). Algunos 
estudios hechos en ratones han demostrado que puede causar fibrosis pulmonar 
intersticial, pero en humanos no se ha demostrado (McKay et al., 2001). 
En Estados Unidos, la NAVOSH (Naval Occupational Safety and Health 
Department) recomendaba exposiciones menores de 350 mg/m3 para un periodo de 
trabajo de 8 horas y no más que 1000 mg/m3 para 15 min (Harris et al., 2000a; Harris et 
a1., 2000b; Harris et al., 1997a; Harris et a1., 1997b), aunque se han informado de 
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PARTE B.- PARTE EXPERIMENTAL 
1. OPTIMIZACIÓN DE LAS METODOLOGÍAS ALTERNATIVAS DE 
ANÁLISIS 
La cuestión que se trata de abordar en este capítulo es, por tanto, desarrollar 
una metodología rápida, sencilla de aplicar y fiable para determinar algunas 
propiedadesfísico-químicasdelqueroseno.Esta(s) metodología(s) sería(n) aplicable(s) 
de forma alternativa a los métodos oficiales, algunos de los cuales son lentos, 
subjetivos y con algunos problemas operacionales. La aplicabilidad de las metodologías 
que aquí se estudian no quedaría restringida sólo al control de calidad industrial sino 
también a la realización de estudios en el campo de la seguridad y salud de los 
trabajadores. 
1.1. MEDIDA DE QLTEROSENOS EN FASE GAS 
Se han preparado dos dispositivos experimentales diferentes para caracterizar 
el queroseno en fase gaseosa mediante espectroscopia infraroja en la zona media (FT-
MIR). Uno de ellos, instrumentalmente más sencillo, emplea una celda de cuarzo 
típica de la espectroscopia UV e IR (Smith,1996) y otro, más complejo, hace uso de una 
celda de gases (L,ópez-Anreus et al, 1998; Pérez-Ponce et al., 1998; Pérez-Ponce et al. 2000; 
Hren et al., 2000). 
1.1.1. SISTEMA DE MEDIDA EN LA CELDA DE CUARZO 
El instrumental que se precisa es: 
a) Celda de cuarzo con paso óptico fijo de 1 cm. 
b) Cámara termostatizada (Spectroscopy Central Ltd., U.K.) ó estufa de 
laboratorio. 
En la Figura 8 se representa un esquema del dispositivo experimental 
necesario para realizar la medida y un ejemplo de espectros de diferentes muestras 
obtenidos mediante el mismo. 
Las medidas se efectuaron haciendo uso de una celda de cuarzo grado 
espectroscopia UV e IR con paso óptico fijo de 1 cm. Se introdujeron en la celda 50 
^L de queroseno y se obtuvo la fase vapor calentando a 37°C durante 2 min en una 
cámara termostatizada. Una vez obtenida de esta manera la fase vapor, se introdujo 
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Figura S: Esquema de trabajo y espectros de querosenos en fase vapor mediante el dispositivo 
experimental con celda de cuaczo de 1 cm ("simple"). 
1.1.1.1. OPTIMIZACIÓN 
Como se ha indicado, este sistema es muy simple ya que se toma una gota de 
la muestra de queroseno líquido (50/^L en todos los casos), se coloca en el interior de 
la celda de cuarzo (tapada) y se calienta ligeramente hasta lograr la evaporación. Las 
variables a optimizar son pues, la temperatura mínima a la que se conseguirá la 
evaporación sin que exista condensación en la celda durante el proceso posterior de 
medida y el tiempo de calentamiento de la celda. 
Para optimizar estas dos variables, se llevó a cabo un simplex modificado de 
Nelder y Mead (método de la "contracción masiva", ver Figura 9) . El máximo de 
absorbancia (con bajo ruido de fondo) se obtuvo a 37°C y 2.5 min. 
El espectro final de la muestra resulta de una media de 25 interferogramas, 
corrigiendo la línea de base en el rango espectral de 3500-2500 cm"1 (zona espectral 
para la que es transparente la celda de cuarzo) y usando la apodización de Beer-
Norton fuerte. El espectro del fondo se realizó calentando la celda vacía a 37 °C 
durante 2.5 minutos. 
La interpretación química de esta pequeña ventana espectral es muy sencilla 
ya que las tres bandas muestran las señales correspondientes a las tensiones de los 
enlaces C-H de las unidades CH3 y CHZ en hidrocarburos alifáticos: aproximadamente 
a 2930 cm"' se observa la vibración de tensión asimétrica del enlace CH en grupos 
CH3 solapada con tensión asimétrica CH en CHz. A 2850-2870 cm"' se observa la 
tensión simétrica de los enlaces CH en CH3 solapada con tensión simétrica de los CH 
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del enlace C-H en las unidades aromáticas y olefinicas. Nótese que la posición de las 
bandas está ligeramente desplazada de los valores "típicos" por tratarse de un espectro 










^ 2`i ^ 35 40 45 
Terpa^ra cQ 
Figura 9: Simplex modificado de Nelder y Mead empleado para la optimización de la temperatura y el 
tiempo de calentamiento de la muestra para la generación de vapor. Óptimo a 37°C durante 2.5 min. 
1.1.2. SIST'EMA DE MEDIDA CON LA CELDA PARA GASES 
El instrumental empleado para el sistema "complejo" de generación y medida 
vapor de queroseno mediante celda de gases requirió el siguiente material: 
- Celda de gases de paso óptico 10 cm (Wilmad Glass Company, USA). 
- Ventanas de ZnSe. 
- Gas Nz como fluido impulsor. 
- Recipiente de calentamiento de vidrio Pyrex. 
- Cinta calefactora (Selecta, Barcelona, España). 
- Baño termostático (Selecta Precisterm 2L, Barcelona, España). 
El dispositivo para realizar la medida de queroseno en fase gas se muestra en 
la Figura 10, teniendo en cuenta que entre las distintas muestras se debe realizar un 
blanco de Nz siguiendo el mismo procedimiento que para las muestras. 
En resumen, el proceso de análisis consiste en introducir el queroseno en un 
recipiente de vidrio Pyrex y calentarlo empleando un baño termostático para producir 
vapor de queroseno. A continuación, para poder arrastrar el vapor hacia la celda de 
gases, se hace pasar una comente de N„ se cierra la corriente de gas, se deja 
termostatizar y se obtiene el espectro FTIR. 
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Figura 10: Dispositivo experimental para la celda para gases. El conducto por el que pasan los vapores 
de queroseno y la celda de gases se rodean con una cinta calefactora para que no haya condensación. 
1.1.2.1. OPTIMIZACIÓN 
Como se señaló, el sistema "complejo" (cuyo uso parece más general) implica 
tener en cuenta un número relativamente elevado de variables (y su consiguiente 
optimización) para generar el vapor y mantenerlo como tal durante el tiempo 
necesario para llevar a cabo la medida IR. En este trabajo se ha intentado realizar el 
proceso de optimización de forma multivariante siempre que ha sido posible. Las 
variables a considerar fueron: 
a) Flujo de gas portador 
b) Tiempo de arrastre del vapor. 
c) Volumen de muestra (0.2-3 mL). 
d) Temperatura de la línea de transferencia del vapor y celda de medida 
(170-190°C). 
e) Temperatura del baño termostático (130-190°C). 
f) Tiempo de generación del vapor en el baño termostático (120-360s). 
Las variables a) y b) no se pudieron incluir en el método multivariante de 
optimización ya que cuando se fijaban niveles elevados de presión o caudal existían 
problemas de sobrepresión en la celda y conexiones. Tras algunas pruebas, sus valores 
se fijan en 2 L/min y 4 s. 
Con respecto al volumen de muestra líquida que debe usarse, esta variable 
debe fijarse ya en los primeros pasos del estudio. Por ello se hizo un estudio univariante 
sencillo en el cual se estudiaba si el volumen de muestra introducido en el recipiente 
180
 
^Irs^^s de ^un^w^,Ko 
sencillo en el cual se estudiaba si el volumen de muestra introducido en el recipiente 
de calentamiento influía en la absorbancia del espectro (caracterizado por el pico 
espectral a 1464 cm"^). En la Figura 11 se aprecia que el volumen de muestra no 
influye siempre y cuando sea z 1.5 mL. Por seguridad se fija en 2 mL (la precisión es 
satisfactoria a partir de 1.5 mL; del orden de 3.23 de %RSD). 
Aunque la variable d) inicialmente se había incluido en la optimización 
multivariante, hubo de extraerse de ella porque siempre que se alcanzaban 
temperaturas en torno a 190°C, las cintas calefactoras se fundían (a pesar de que las 
especificaciones del fabricante indicaban temperaturas de trabajo de hasta 200°C) . Por 
consiguiente se estableció un límite de seguridad de 180°C. El rango operativo de la 
variable queda así entre 170-180°C. La temperatura inferior se fijó un poco más 
elevada que la temperatura inicial de destilación de los querosenos (150-165°C) 
puesto que la misión de la cinta es evitar la condensación de los vapores. La variable 
d) se ha optimizado entre 170-180°C, de forma univariante encontrándose un valor 
ligeramente más elevado para la absorbancia medida a 1464 cm"1 a 173°C (se fijó este 
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Figura 12: Optimización de la temperatura de la línea de transferencia (absorbancia a 1464 cm"'). Se 
establece la temperatura de 173°C (± 3°C). 
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La temperatura del baño termostático y el tiempo de permanencia del 
queroseno dentro de él (variables e y f) se han optimizado mediante un método 
multivariante de optimización (un SIMPLEX modificado de Nelder y Mead) debido 
a la fuerte relación existente entre ellas y su gran influencia en los resultados (ver 
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Figura 13: Simplex modificado de Nelder y Mead empleado para la optimización de la temperatura 
del baño termostático y el tiempo de generación de vapor. Óptimo a 5 min (300 s) y 186 °C, después 
de 12 iteracciones. 
Una vez optimizadas las condiciones experimentales se procede a medir las 
muestras con el espectrómetro FTIR entre 3500-600 cm"1, realizando 50 barridos, 
apodización fuerte de Beer-Norton y corrección de línea de base entre 1700 y 1100 
cm"1. A cada espectro se le resta el blanco realizado previamente en las mismas 
condiciones experimentales. 
Se introducen 2 mL de queroseno en un recipiente de vidrio Pyrex de 50 mL 
de capacidad en las condiciones optimizadas. El vapor se arrastra hacia la celda de 
gases con una corriente de NZ. Se cierra la corriente de gas, se esperan 35 s y se 
obtiene el espectro FTIR. 
La limpieza de la celda se realiza pasando una corriente de Nz durante 2 min. 
Cada 5 muestras se limpia totalmente el sistema utilizando 5 mL de hexano en las 
mismas condiciones que las muestras. El hexano se elimina totalmente haciendo pasar 
Nz durante 10 min. 
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Una vez realizada la medida experimental se procede a su digitalización en 
formato LOTUS 123® para abordar el desarrollo de los modelos estadísticos 
predictivos de las propiedades de los querosenos. 
En cuanto a la interpretación química de los espectros (ver Figuras 14 y 15), 
además de las asignaciones ya realizadas en el apartado 1.1.1.1. se deben incluir las 
bandas espectrales a 1464 cm"' (flexión asimétrica de los enlaces C-H en CH3 y/o 
flexiones simétricas en CHZ); 1377 cm"1(flexión simétrica de CH en CH3 y asimétrica 
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1.2. MEDIDA DE QUEROSENOS EN FASE LÍQUIDA 
Se ha trabajado con dos metodologías experimentales diferentes para la 
caracterización del queroseno en fase líquida: (a) mediante espectroscopia infrarroja 
en la zona media (FT-MIR) empleando reflectancia total atenuada y(b) la 
espectroscopia Raman. 
1.2.1. SISTEMA DE MEDIDA MEDIANTE REFLECTANCIA TOTAL ATENUADA (ATR) 
Las medidas se efectuaron haciendo uso de un accesorio de ATR como se 
detalla en el Capítulo III. Se introdujo 1 mL de muestra y se obtuvo el espectro de 
queroseno en fase líquida con una media de 25 barridos en el rango de 4000-600 cm"', 
y corrigiendo línea de base entre 1650-1200 y 870-650 cm"'. 
En la Figura 16 se superponen algunos espectros obtenidos mediante este 
sistema de medida. 


































Figura 16: Espectros IR de muestras de queroseno medidas mediante FTMIR-ATR en el rango 4000­
600cm"', escogiendo la zona de 1650 a 650 cm"I para la obtención de modelos de PLS. 
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En cuanto a la interpretación química de los espectros en el rango espectral 
seleccionado (1650-650 cm"`) (ver Figura 16) podría ser la que se indica a 
continuación: 1600 cm"' sería la vibración de tensión del enlace C=C de las olefinas 
y/o aromáticos; 1500 cm"' correspondería con la vibración asimétrica del anillo en el 
plano; 1460 cm"` seria la flexión de balanceo antisimétrico de grupos CH3; 1455 cm"1 
se asigna a la vibración de tijera de CHZ; 1420 cm"1 sería la flexión CHZ=C en el 
plano; 1375 cm"' la flexión de balanceo simétrica de grupos CH3; las bandas a 1170­
1100 cm"' indicarían la presencia de alcoholes terciarios, aunque ese mismo rango 
(1175-1140 cm"I) también podrían asociarse a bandas de esqueleto de grupos C(CH3)z, 
lo que explica el desdoblamiento de la banda de 1375, también podrían ser bandas de 
esqueleto debidas al C(CH3)3; la estructura a 840-790 cm"` correspondería a bandas 
de esqueleto de los grupos C(CH3)Z), el pico a 740 cm"` sería el movimiento del 
esqueleto (CHZ)„ y la banda a 699 cm"' corresponde a los anillos aromáticos 
bencénicos monosustituidos (flexión del C=C-H fuera del plano, junto con la de cerca 
de 750 cm"1). 
1.2.2. SIST'EMA DE MEDIDA IvíEDIANTE ESPECTROSCOPIA RAMA\ 
Los espectros Raman de las muestras de queroseno se obtuvieron usando un 
espectrómetro Raman con Transformada de Fourier Bruker RFS 100 equipado con un 
sistema láser Nd:YAG a 1064 nm con una potencia de salida máxima de 2 W, un 
beamsplitter de cuarzo y un detector de Ge enfriado criogénicamente con nitrógeno 
líquido. La excitación del láser se fijó en 300mW para minimizar el calentamiento de 
la muestra y la fluorescencia. La potencia del láser se mantiene tan estable como sea 
posible. El espectro Raman se registró en modo de retrodispersión, haciendo una 
media de 25 bamdos (tiempo de adquisición de 150 s) a una resolución de 4 cm"' y 
apodizado usando el algoritmo de Blackman-Harris 4-Term. No se observó en el 
espectro ninguna señal de fluorescencia. Además se necesitó: 
- Viales de vidrio estándar de 2 mL (12x32 mm).
 
- Nz líquido para enfriar el detector criogénicamente.
 
Las muestras se introdujeron en viales estándar de vidrio de 2 mL (12 x 32 
mm) para automuestreadores de HPLC (Agilent Technologies) y se taparon con 
septums de teflón (hechos de láminas comerciales de teflón), para prevenir la 
volatilización. Los viales de vidrio se dejaron a temperatura ambíente (a 18°C-} 2°C) 
antes de medir. 
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Se obtuvieron todos los espectros para desplazamientos Raman entre 0 y 3500 
cm"1. Los desplazamientos entre 0 y 70 cm"' se asocian a la influencia del láser y se 
descartan. Los espectros fueron digitalizados y exportados mediante el sofware propio 
de Bruker. Apenas se observaron diferencias entre los picos de los distintos espectros 
recogidos para las diferentes muestras (valoración visual solapando los espectros). La 
Figura 17 muestra algunos espectros típicos en el rango entre 3500 y 70 cm"1, donde 
se pueden observar pocas diferencias entre muestras (como es normal en producción 
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Figura 17: Espectros Raman típicos de queroseno. 
1.2.2.1. OPTIMIZACIÓN 
a) Efecto de la votencia del láser v de la vosición de la muestra. 
Teniendo en cuenta que la estrategia de medida debe ser tan robusta como 
sea posible se decidió determinar la influencia de pequeños cambios en la posición de 
la muestra y en la potencia del láser sobre las predicciones. 
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La dependencia de la intensidad de la altura de pico con la energía del láser 
se estudió considerando algunos picos espectrales (de diferente magnitud) y algunas 
energías. Las intensidades de los picos a 1303 cm"1, 1443 crri', 1457 cm"1, 2853 cm"`, 
2873 cm"` y 2933 cm"` se determinaron registrando el espectro a 100, 200, 300, 400, 
500, 600 y 700 mW (ver Tabla III) . La regresión lineal obtenida usando el criterio 
de mínimos cuadrados ordinario conducía a ajustes lineales con coeficientes de 
regresión desde 0.9997 (para el pico a 2873 cm"1, muy intenso) a 0.9951 (para el pico 
débil a 1303 cm"') (ver Figura 18). Estas altas correlaciones indican que sería posible 
relacionar los valores espectrales obtenidos a una energía de láser con los obtenidos 
usando otras energías. Esta propiedad interesante se usará más tarde cuando se 
discuten las opciones de escalado. Estudiando el efecto de la potencia del láser en la 
relación señal/ruido, se seleccionó la potencia de 300 mW para tener una buena 
relación señal/ruido (87 a 2931 cm"`, 20 a 1445 cm"` y 10 a 2730 cm"') y evitar 
problemas relacionados con el calentamiento de la muestra o fluorescencia. 
(a) Intensidad de picos en u.A. (corre^ida línea de base) 
icos (mW) 1457,69cm"` 1443,28 cm"' 1303 cm' 2932,87 cm"` 2873,15 cm"' 2853,24 cm"' 
100 0,0248 0,0239 0,0077 0,102 0,117 0,113 
200 0,0416 0,0413 0,0119 0,187 0,217 0,204 
250 0,0487 0,0487 0,01557 0,227 0,26 0,246 
300 0,057 0,0578 0,0178 0,268 0,306 0,289 
400 0,0729 0,0759 0,0237 0,357 0,405 0,379 
500 0,0894 0,0958 0,0281 Q,45 0,511 0,476 
600 0,108 0,111 0,030Z 0,53 0,60Z 0,548 
700 0 12 0 123 0 0367 0 599 0 687 625 
(b) Intensidad de picos en u.A. (sin corregir línea de base) 
icos (mW) 1457,69 cm"` 1443,28 cm"` 1303 cm"` 2932,87 cm' 2873,15 cm"' 2853,24 cm"' 
100 0,0253 Z45 1063 103 12 115 
200 0,0429 0,0446 0,018 0,19 0,221 0,208 
250 0,0504 0,0523 0,0226 0,232 0,266 0,251 
300 0,0583 0,0596 0,0273 0,273 0,313 0,296 
400 0,0758 0,0793 0,0358 0,363 0,414 0,387 
500 0,0948 0,1002 0,0439 0,458 0,522 0,486 
600 0,115 0,116 J,^94 0,54 0,614 0,559 
700 0127 0131 Q057 061 07 64 
Tabla III: Proporcionalidad de la setial de los picos espectrales con la potencia del láser: (a) corregida 
la línea de base y(b) sin corregir línea de base. 
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Figura 18: Proporcionalidad de la señal de los picos con la potencia del láser a diferentes longitudes 
de onda. 
Con objeto de estudiar la influencia de la posición de la muestra se empleó un 
sistema automático de posicionamiento para seleccionar distintas localizaciones de la 
muestra en el equipo de Raman. La "mejor" situación vendrá determinada 
previamente por la máxima intensidad observada en el detector. El movimiento de 
este dispositivo se efectúa en pequeños pasos y nosotros consideraremos cada paso 
como una "unidad". 
Seis alícuotas de una muestra típica de queroseno se colocaron en seis viales 
de vidrio diferentes y sujetos a diferentes potencias nominales del láser; 200, 225, 250, 
275, 300 (potencia nominal al cual se hizo este trabajo), 325, 350, 375 y 400 mW. A 
continuación se midieron otras seis porciones de una muestra a una potencia nominal 
del láser de 300 mW pero moviendo la muestra hacia delante y hacia atrás de la 
posición de referencia inicial (considerada como la posición 0); denominadas, + 12, 
+6, +3, 0, -3, -6 y -12. 
De la Figura 19 y la Tabla IV se puede deducir que la posición de la muestra 
y la potencia del láser no afectan mucho a los valores medios predichos excepto para 
situaciones extremas. Para valorar tales efectos se hizo un análisis de la varianza de 
una vía (ANOVA) para cada potencia del láser y cada desplazamiento y considerando 
las diferentes propiedades estudiadas. Se puede observar fácilmente que las potencias 
de 200 mW y 225 mW conducían a valores medios más altos, lo cual se puede atribuir 
a la baja relación señal/ruido observada en el espectro correspondiente y, por tanto, 
a un proceso backscattering no eficiente. La situación cambiaba para el punto final de 
destilación y no encontramos una razón clara excepto que se produjese algún 
problema experimental en estas medidas en particular. Es importante destacar que 
pequeñas fluctuaciones de la potencia del láser alrededor del óptimo, seleccionado 
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Adicionalmente, los dos desplazamientos más alej ados (por defecto) de la 
mejor posición de la muestra (-12 y-6) conducían a predicciones mucho menores. 
Seguramente, estos puntos están afectados por una baja energía del láser en la muestra 
(una baja eficiencia en el haz del láser). Situaciones leves de "sobreaproximación" no 
conducían a valores medios significativamente diferentes, ni tampoco una leve "infra­
aproximación" de -3 unidades. Como sucedía en el estudio de la energía del láser, el 
punto final de destilación presenta un comportamiento ligeramente diferente, lo que 
se puede atribuir al mismo problema antes comentado. 
En conclusión, cambios mínimos en la potencia del láser o posición de la 
muestra no afectan a las predicciones medias de los modelos multivariados, esto puede 
ser debido al efecto positivo que provoca el pretratamiento de normalización unidad 
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Figura 19: Influencia de la potencia del láser y la posición de la muestra en las propiedades predichas 
(ver texto y Tabla N). (o)=Punto de deftagración, ( ^ )=IBP, (^ )=10% destilación, (^)=FBP, 
(+) _% de aromáticos, (x) =viscosidad. La gráfica muestra el valor medio (símbolo central) y las 
predicciones máximas y mínimas. 
189
 
Mwúa /^c.^^^ C^vr^cP-áa %P,sGS .$oat,o^cul G^"ílulo 9?/ 
Propiedad (unidad) Potencia del Laser Posicibn de la muestra 
Abel (°C) FexP=8.68 Fe%P=5.66 
Las medias diferentes son: Las medias diferentes son: 
Altas: 200 & 225 mW Bajas: -12 & -6 mW 
IBP (°C) FeXP=11.58 FpxP=29.08 
Las medias diferentes son: Las medias diferentes son: 
Altas: 200 & 225 mW Baj as: -12 & -6 mW 
10% destilación(°C) FeXP=7.75 FQxP=20.32 
Las medias diferentes son: Las medias diferentes son: 
Altas: 200 & 225 mW Bajas: -12 6z -6 mW 
FBP (°C) Fe%P=5.46 Fe%P=4.66 
Las medias diferentes son: Las medias diferentes son: 
Altas: 350 mW Bajas: -12 & 0 mW 
Viscosidad (cSt) Fe%P=14.56 FexP=11.57 
Las medias diferentes son: Las medias diferentes son: 
Altas: 200 & 225 mW Bajas: -12 & -6 mW 
% Aromáticos FeXP=26.18 FeXP=31.65 
Las medias diferentes son: Las medias diferentes son: 
Altas: 200 & 225 mW Bajas: -12 & -6 mW 
Tabla IV: Influencia de la potencia del láser y la posición de la muestra (se llevó a cabo mediante 
ANOVA de una vía, a195% de confianza). Se indica la potencia del láser y la posición de la muestra 
que conduce a los valores medios más altos y más bajos (como responsable para las diferencias del 
ANOVA). 
b) Escalado y reeión esyectral a utilizar en los modelos 
En general se aconseja disponer de un sistema automático de control de la 
potencia del láser (Flecher et al., 1996; Cooper et al., 1996)ó, es su defecto, llevar a cabo 
una vigilancia permanente de la misma. 
A pesar de que el equipo utilizado disponía de control automático, 
fluctuaciones menores de láser no pueden ser despreciadas y así, deberían ser 
estudiados sus efectos en los modelos de predicción. Este tema se abordaba aplicando 
simultáneamente varios escalados de datos de la región espectral antes de desarrollar 
las regresiones multivariantes (Flecher et al., 1996; Fiecher et al., 1997) . De acuerdo con 
esto, aquí se aplicó una aproximación análoga. Aunque el centrado en la media (para 
cada variable) es el que considera frecuentemente para el pretratamiento espectral, 
se estudiaron dos opciones diferentes: normalización a la unidad (0 a 1, mediante la 
cual para cada espectro, la altura del pico más alto del espectro, a 2871 cm"', era 
escalado a 1 y todas las demás señales escaladas relativas a él) y la combinación de los 
dos escalados (primero, normalización a la unidad y, después, centrado en la media) . 
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Como se ha indicado en el apartado anterior, existe una buena correlación 
entre altura de pico y potencia del láser y, por tanto, seria posible "predecir" una altura 
de pico dada la potencia del láser. La idea clave es que si se pueden normalizar todos 
los espectros minimizando las diferencias espectrales causadas por la energía del láser, 
podríamos llevar a cabo modelos predictivos relativamente independientes de la 
energía del láser empleada para obtener el espectro Raman. De ahí que cada espectro 
sea normalizado por su altura de pico máximo, lo que puede hacerse usando cualquier 
software de control. 
Un estudio adicional consiste en seleccionar la región espectral más apropiada 
para implementar los modelos multivariantes. A pesar de que PLS es una técnica de 
"espectro completo", es interesante valorar en qué región espectral se presentan (si es 
que sucede) algunas características ("artifacts" o fuertes no linearidades) que podrían 
deteriorar los modelos. 
Se plantearon tres opciones de trabajo: (i) espectro completo (193.5 cm"' a 
3500.9 cm"^), (ii) las dos regiones espectrales donde hay picos más intensos (1158.5 
cm"' a 1541 cm"1 y 2698.6-3180.8 cm"') y(iii) la región de la "huella digital" (193.5 
cm"1 a 1688.1 cm"'). La región de 0 a 193 cm"1 se rechazó en todos los casos porque 
corresponde a la señal de la banda Rayleigh desde el láser. 
Para evaluar la influencia de ambos, el escalado y la región espectral, en los 
modelos PLS se seleccionó el punto de deflagración como parámetro representativo 
por su importancia en el control diario de producción de queroseno. La Tabla V 
resume las propiedades principales de los modelos predictivos desarrollados para cada 
situación. Se puede deducir que la mayoría de los modelos ventajosos eran obtenidos 
normalizando cada espectro (0 a 1) y seleccionando la región "huella digital". Nótese 
que sólo se consideraron 46 muestras para calcular el RMSEP porque las cuatro 
restantes conducían a grandes errores en cualquier modelo, independientemente del 
número de VL. El estudio de estas muestras revelaba que sus valores de referencia 
habían sido redondeados a una expresión de ">65°C" y no podían usarse como 
referencias. A pesar de ello, los errores de predicción son bastante similares para la 
mayoria de los modelos, la opción seleccionada de región huella y normalización 
unidad conducía a mejores curvas de regresión (real frente a predicho), menos errores 
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Escalado
 
Región (cm"^) Centrado en la media Normalización unidad Ambos
 
7 VL (+) 7 VL 7 VL 
193.5 - 3500.9 CV-RMSEC = 2.45 CV-RMSEC = Z.44 CV-RMSEC = 2.44 
RMSEP(*) =2.13 RMSEP=2.13 RMSEP=2.12 
4VL 5 VL 4 VL 
193.5 - 1688.1 CV-RMSEC - 2.56 CV-RMSEC = 2.57 CV-RMSEC = 2.47 
RMSEP=Z.17 RMSEP=2.08 RMSEP=2.10
 
1115.8-1541.5 SVL 5 VL 4 VL
 
^ CV-RMSEC = 2.44 CV-RMSEC = 2.56 CV-RMSEC = 2.74 
2698.6 - 3180.8 RMSEP=Z.62 RMSEP=2.54 RMSEP=2.61 
(*) n= 46 muestras de validación (ver texto para detalles) 
Tabla V: Selección de la región espectral (longitud de onda) y opción de escalado, modelos PLS1 
para punto de deflagración. 
c) Influencia de los viales de vidrio 
Para evaluar el efecto de los viales de vidrio en las predicciones se analizaron 
dos muestras seis veces, empleando diferentes viales de vidrio (de distintas partidas de 
producción) y se emplearon sus espectros para predecir sus propiedades. Parece 
evidente que, a priori, los viales de vidrio no deberían aumentar la varianza asociada 
a las predicciones debido a efectos espectrales ni otros efectos indeseables. De acuerdo 
con esto, se calculó la desviación estándar relativa ( RSD) para cada propiedad y 
comparó con otros estudios previos donde los viales de vidrio no habían sido 
cambiados. Los valores de RSD cambiando los viales fueron 2.25%, 0.99%, 0.87%, 
0.90%, 1.24% y 2.42% para el punto de deflagración, punto inicial de destilación, 10% 
de destilación, punto final de destilación, porcentaje de aromáticos y viscosidad, 
respectivamente. Todos ellos se consideran dentro de la precisión típica de la 
espectroscopia Raman. Los valores no superaban las RSD de muestras medidas sin 
cambiar el vial. 
d) Interyretación esnectral 
En las figuras siguientes puede apreciarse que las diferencias espectrales entre 
las muestras (codificadas como k) son mínimas. Además, los picos espectrales 
principales observados en la figura que se presenta a continuación se pueden 
relacionar con los grupos funcionales presentes en este tipo de combustibles (Chung et 
al., 1991; L,in-Vien et al., 1991; Robinson, 1991). La banda a 3055 cm"1 es típica de la 
tensión CH en aromáticos mientras que las bandas alrededor de 2960 cm"1, 2934 cm"', 
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2926 cm"', 2872 cm"1 y 2852 cm"1 corresponden a los modos de tensión simétricos y 
antisimétricos de CHz y/o CH3 en n-alcanos (ver Figura 20). El pico pequeño a 2730 
cm"1 no ha sido identificado. Nótese que desde 2700 cm"' a 1600 cm"' no aparece señal 
excepto ruido aleatorio y, por ello, esta región no era útil cuando se desarrollaban los 
modelos de predicción antes citados. 
Raman shift (cm-^j 
Figura 20: Espectro Raman en "todo" el rango, en el inserto se muestra la zona de 2975­
2825 cm"'. 
EI pico desdoblado centrado en 1600 cm"' (1612 y 1582 cm" `) se puede asignar 
a la tensión de los anillos de derivados bencénicos (la tensión C=C de alquenos 
lineales puede también estar solapada) y la banda fuerte de 1459 cm"1 corresponde a 
la deformación CH^ y/o CH3 de n-alcanos. El pico a 1304 cm"' se puede atribuir a la 
torsión del n-alcano y a los modos de vibración de la oscilación. 
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El pico estrecho y bien definido a 1381 cm"I es representativo de la tensión de 
los anillos bicíclicos de las fracciones aromáticas mientras el pico a 1003 cm"' se asigna 
al modo de deformación "breathing" en anillos para los componentes aromáticos 
monocíclicos en la mezcla de los querosenos (Chung et al., 1991) . 
En la Figura 21 se observa la banda a 1063 cm"1, que puede ser causada por 
la tensión C=S (componentes de azufre presentes en los querosenos) y/o vibraciones 
del anillo para bencenos orto-disustituidos. La banda no resuelta entre 700 y 900 cm"' 
puede asociarse a un número grande de vibraciones de esqueleto ("modos de 
breathing") de diferentes estructuras de anillos (Lin-Vien et al., 1991; Robinson, 1991) . 
Figura 21: Espectro Raman en el rango 1350-350 cm"' en donde los espectros se han 
desplazado para evitar el solapamiento de muestras. 
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PARTE C.- RESULTADOS Y DISCUSIÓN 
1. MODELOS MULTIVARIANTES EN FASE GAS 
1.1. MODELOS MULTTVARIANTES CON EL SISTEMA DE MEDIDA SIMPLE 
1.1.1. PUNTO DE DEFLAGRACIÓN 
El modelo elegido incluye 7 VL y explica el 99.79% de la información 
existente en las variables predictoras y el 95.87% de la varianza en la variable a 
predecir. En la Figura 22 se presentan dos índices para la detección de muestras 
anómalas: los gráficos de Tz y Q. Los posibles anómalos estarán claramente alejados 
de los valores límite (líneas horizontales). En la Figura 22 se aprecian posibles 
anómalos: muestra 32 (Figura 22 (a)) y muestras 34, 39 y 44 (Figura 22 (b) ), aunque 
como al observar la Figura 23 no se ve una clara desviación de estas muestras del 
valor esperado no se consideran anómalas (excepto la 32 que continúa siendo 
sospechosa). La Figura 23 (b) permite llegar a conclusiones similares. A mayor peso 
(leverage) y más error normalizado (error estudentizado), más posibilidad de que las 
muestras sean anómalas. 
La eliminación de la muestra 32 no provocó mejorias apreciables en el modelo 
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Figura 22: ( a) Gráfico de T` y(b) gráfico de Q para el punto de deflagración. 
En la Figura 23 (a) se representa el valor "real" (obtenido por el método 
clásico IP-170-Abel) frente al valor predicho (obtenido mediante el modelo) durante 
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la calibración. Se observa que los valores predichos se ajustan bastante bien al valor 
real (el comportamiento teórico perfecto se indica con una línea recta azul). Aunque 
hay algún error destacable, se puede aceptar que las predicciones obtenidas son buenas 
(con un SEC-CV-LOO (n^= 58) = 1.74 °C; SEP (n^=34) = 1.03 °C) (n^= número 
de muestras de calibración, n^= número de muestras de validación). A pesar de que 
el SEC ha resultado un poco elevado, el SEP encontrado para las muestras de 
validación es satisfactorio (al comparar con los valores oficiales recogidos en la sección 
1.2. del Capítulo, Tabla I) y se encuentra dentro del margen de reproducibilidad 
permitido para la propia norma. Las muestras 7, 8 y 9 (que se encuentran alejadas del 
rango habitual) hay que indicar que no se eliminaron porque constituyen un tipo de 
querosenos de baja volatilidad que se producen con una baja frecuencia ( queroseno 
de alto punto de deflagración, tipo JPS) y deben formar parte del modelo. A pesar de 
que la muestra 9 sesga ligeramente el modelo, al eliminarla no se conseguían mejoras 
apreciables ni en el SEC ni en el SEP, por lo que se decidió mantenerla. Cuando se 
disponga de otras muestras similares deberá cambiarse por ellas (actualización del 
modelo) . 
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Figura 23: (a) Valor real frente al valor predicho del punto de deflagración para muestras de 
calibración empleando 7 VL. Ajuste ideal, línea azul; ajuste experimental, línea roja (b) gráfica de los 
"pesos frente a residuales estudentizados". 
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Figura 24: Relaciones entre los scores X(t, en abscisas) e Y(u, en ordenadas) para el modelo PLS (7 
VL), punto de deflagración. 
En las Figuras 24 y 25 se muestran las relaciones entre los scores de los datos 
X e Y para el modelo PLS elegido para el flash point-Abel. Se muestran las gráficas para 
las 7 variables latentes. La Figura 24 permite analizar la relación entre los scores de las 
muestras en el espacio de las variables predictoras, X, (siempre en abscisas) y los scores 
en el espacio de parámetro a predecir, Y, (siempre en ordenadas). Para todas las VL 
del modelo se aprecia una buena linealidad entre ambos subespacios. La característica 
más relevante es el subgrupo diferenciado que forman las muestras 7, 8 y 9(JPS), 
como cabía esperar. Se observa que alguna muestra esporádicamente presenta 
características ligeramente diferenciadas del resto lo que podría ser una consecuencia 
de alguna diferencia en la composición (el "corte" del queroseno). Esto último se 
deduce de que el alejamiento del bloque principal de muestras se da en el eje de 
abscisas, ligado a los scores en X. En la Figura 25 sólo aparecen diferenciadas las ya 
citadas muestras 7, 8 y 9. 
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Figura 25: Distribución de las muestras en el espacio de las variables predictoras (scoTes tl vs 
tk) para el modelo PLS (7 VL), punto de deflagración (abscisas, tl). 
1.1.2. PLTNTO DE CONGELACIÓN 
Para la predicción del punto de congelación se han seleccionado 9VL, las 
cuales conducen al 99.91 % de varianza explicada para las predictoras y el 92.40 % 
para la variable predicha. 
En la Figura 26 se muestran los gráficos de TZ y Q, en donde se revela la 
posible anomalía de 6 muestras ( la 45 en la figura (a) y las 3, 6, 16, 30 y 40 en la figura 
(b)). Pese a ello, tras estudiar las Figuras 27 (a) y(b) y las Figuras 28 y 29 se 
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Figura 26: (a) Gráfico de TZ y(b) Gráfico de Q, para el punto de congelación. 
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Figura 27: (a) Valor real frente al valor predicho del punto de congelación para muestras de 
calibración predichas empleando 9 VL (línea azul= comportamiento ideal, linea roja= 
comportamiento experimental) y(b) Gráfica de "pesos frente a residuales estudentizados". 
En las Figuras 28 y 29 se observan las relaciones entre los scores (X vs Y) y las 
gráficas de scores en el espacio X, respectivamente para el modelo elegido de PLS. En 
lo que se refiere a la Figura 28 se ve que el modelo es complejo porque las primeras 
VL no explican la relación lineal X-Y. Más bien parecen modelar varianza no útil para 
la predicción. Esto podría tener relación con alguna de las dificultades que se 
encuentran al aplicar el método oficial (el vaso Dewar se empaña y dificulta la 
visualización de los primeros cristales de queroseno y, por tanto, la decisión). ?^o en 
vano, el valor de reproducibilidad del método oficial es 2.7°C. El pequeño grupo de 
muestras que se aprecia a la derecha en la Figura 29 no parece afectar al modelo. 
La predicción obtenida es aceptablemente buena, con un SEC-CV-LOO (n^ _ 
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48) = 1.24°C y un SEP (n^= 44) = 1.26°C. Se aprecia que el error promedio en 
calibración y predicción es inferior a la reproducibilidad oficial. 
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Figura 28: Relaciones entre los scores X (en abscisas) e Y(en ordenadas) para cada VL del modelo 
PLS (9 VL), punto de congelación. 
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Figura 29: Distribución de las muestras en el espacio de las variables predictoras (scores tl vs tk) para 
el modelo PLS (9 VL), punto de congelación (abscisas, tl). 
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1.1.3. PUI^'TO INICIAL DE DESTILACIÓN 
Para el punto inicial de destilación se han seleccionado 2 variables latentes, 
explicando un 99.38% de la varianza en las X y un 92.83% de varianza en las Y. La 
Figura 30 muestra los gráficos de Tz y Q. Aunque parece que hay varios anómalos 
(muestras 24, 40 y 45 en (a) y(b) respectivamente), más tarde se observó que no 
tenían mucha influencia en el modelo (ver Figura 31), donde tan sólo la número 24 
puede presentar problemas (si bien su leverage -peso- numéricamente es pequeño y no 
debería afectar excesivamente al modelo) . Una vez eliminada se apreció que el modelo 
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Figura 31: (a) Valor real frente al valor predicho del punto inícial de destilación para muestras de 
calibración predichas empleando 2 VL (línea azul: comportamiento ideal, línea roja: comportamiento 
experimental) y(b) Gráfica de "pesos frente a residuales estudentizados". 
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En las Figuras 32 y 33 se muestran las relaciones entre los scores de los datos 
X e Y para el modelo PLS elegido para punto inicial de destilación. La complejidad 
inherente al error intrínseco al método de referencia (volatilización de los 
componentes más volátiles, dificultad de medida de las primeras gotas en los 
destiladores y variabilidad en la composición de las muestras) parece revelarse en una 
relación de scores no lineal en las VL superiores (Figura 32). También se aprecia un 
pequeño grupo de muestras poco volátiles (números 7, 8, 9, 10, 1 l, ver Figuras 31 y 
33) que es bueno mantener en el modelo para mejorar el rango de aplicación del 
mismo. Obsérvese que las muestras 7, 8 y 9 ya habían conducido a la misma situación 
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Figura 32: Relaciones entre los scores X(en ordenadas) e Y(en abscisas) para el modelo PLS, punto 
inicial de destilación (se muestran 4 VL, aunque el modelo escogido sólo considera 2 VL). 
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En general, se puede aceptar que las predicciones obtenidas son buenas (SEC-
CV-LOO (n^=47) = 2.56 °C; SEP (n^= 43) = 3.37 °C). Tanto el error de 
calibración como el de validación son muy buenos comparados con la reproducibilidad 
del método ASTM (8.5°C), por lo que se considera que el modelo elegido es bueno, 
incluso a pesar de tener algunas muestras no perfectamente modeladas. 
1.1.4. PLTNTO 1096 DE DESTILACIÓN 
Para predecir el 10% de destilación se han seleccionado 8 VL, las cuales 
conducen a199.86% de varianza explicada para las X y e199.03% para la variable a 
predecir. 
En la Figura 34 se muestran los gráficos de Tz y Q, en donde se baraja la 
posibilidad de la posible existencia de 4 anómalos (muestras 19 y 35, gráfica (a) y las 
31 y 49 (gráfica (b)). A pesar de ello, al estudiar las Figuras 35 (a) y(b) se descarta 
que tales muestras se comporten como anómalos debido a la buena linealidad 
observada en la gráfica de "valor real frente a predicho", y la no existencia de 
anómalos claros en la gráfica de "pesos frente a residuales estudentizados" de hecho, 
los valores de pesos son muy bajos. El estudio de las Figuras 35 y 36 concluye que las 
muestras 19 y 35 deben presentar alguna caracteristica espectral poco frecuente que 
las hace ligeramente diferentes en las VL superiores aunque hay otras con 
comportamientos similares. La observación visual de los espectros no permitió decidir 
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Figura 34: ( a) Gráfico de T` y (b) Gráfico de Q, para el 1 ^% de destilación. 
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Figura 35: (a) Valor real del 10% de destilación frente al valor predicho para muestras de calibración 
predichas por el modelo con 8 VL y(b) Gráfica de "pesos frente a residuales estudentizados". 
En las Figuras 36 y 37 observamos que, en general, las relaciones entre los 
scores de los datos X e Y para el modelo PLS elegido para el 10% de destilación 
parecen seguir un buen comportamiento lineal para las 8 variables latentes, la 
excepción serian las variables latentes 4 y 5, más asociadas a las muestras 19 y 35, 
respectivamente. En la Figura 37 se muestra la gráfica de scores en el espacio de las 
predictoras para el modelo elegido de PLS para 10% de destilación. Como en los 
modelos anteriores, las muestras 7, 8 y 9(junto con alguna otra) muestran sus mayores 
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Figura 36: Relaciones entre los scores X (en abscisas) e Y(en ordenadas) para el modelo PLS (8 




Por comparación con la reproducibilidad de la Tabla I, se puede aceptar que 
las predicciones obtenidas son muy buenas (SEC-CV-LOO (n^= 52) = 1.64 °C; SEP 
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Figura 37: Distribución de las muestras en el espacio de las variables predictoras (scores tl vs tk) para 
el modelo PLS (8 VL), 10% de destilación ( abscisas, tl). 
1.1.5. PLTNTO DEL 90% DE DESTILACIÓN 
El modelo PLS para la predicción del 90% de destilación precisa un 
autoescalado de los datos en vez de centrado en la media (los modelos estudiados con 
el centrado no fueron buenos y presentaban muchos problemas), esto se podría deber 
a los problemas operativos de medida de los destiladores automáticos al final de la 
curva de destilación (Dyroff, 1998), lo que se refleja en los valores altos de 
reproducibilidad que la propia norma ASTM establece. Esto, por tanto, podría ser la 
razón principal de las grandes dificultades encontradas a la hora de relacionar el 
espectro con los valores de referencia en un modelo suficientemente satisfactorio. 
El modelo con 7VL explica 91.65% de la varianza en el espacio espectral y el 
93.93% de la varianza a predecir. En la Figura 38 se observaron 6 posibles anómalos 
que se desvían de los valores límite (6, 35, 43 y 48 en la Figura 38 (a) y 3, 4 en la 
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anómalos ya que las muestras se ajustan bastante bien a la linealidad "real frente a 
predicho". 
Obsérvense también las Figuras 40 y 41 pertenecientes a las relaciones entre 
los scores de los datos X e Y para el modelo elegido de 90% de destilación. 
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Figura 39: (a) Valor real del 90% de destilación frente al valor predicho para muestras de calibración 
predichas por el modelo con 7 VL y(b) Gráfica de "pesos frente a residuales estudentizados". 
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Figura 40: Relaciones entre los scores X (en abscisas) e Y(en ordenadas) para el modelo PLS (7 
VL), 90% de destilación. 
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Figura 41: Distribución de las muestras en el espacio de las variables predictoras (scores tl vs tk) para 
el modelo PLS (7 VL), 90% de destilación (abscisas, tl). 
Las muestras 7, 8 y 9 continúan demostrando su diferente composición 
(productos más pesados, en este caso acompañadas también por la muestra 6). 
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Las predicciones son satisfactorias (con un SEC-CV-LOO (n^= 51) = 3.89; 
SEP (n^= 37) = 3.42) si se comparan con la reproducibilidad del método ASTM 
(8.8°C) . 
1.1.6. PiINTO FINAL DE DESTILACIÓN 
También se aplicó el método PLS para el punto final de destilación 
autoescalando (por la misma razón que en el caso de190% de destilación) y se observó 
que la varianza explicada para las X era del 91.51 % mientras que para las Y la varianza 
explicada fue de un 94.53%. Se han seleccionado 7 VL. En las Figuras 42 y 43 se 
observan las diferentes gráficas para el modelo PLS escogido para la propiedad del 
punto final de destilación. Aunque en la Figura 42 (a) se ven cuatro muestras (6, 35, 
42 y 47) y en la Figura 42 (b) hay otras cuatro (1, 2, 4 y 46) que se desvían 
ligeramente de los valores límite, cabe esperar que su comportamiento no sea 
problemático para el modelo. Esto parece confirmarse con la Figura 43, donde no se 
observan muestras sospechosas aunque, ciertamente, la muestra 6 presenta un 
comportamiento sorprendentemente bajo (especialmente porque en 90% de 
destilación no se había manifestado su composiciónligera -aunque, efectivamente, en 
el espacio de las X sí había indicado una composición ligeramente diferente al resto-). 
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Figura 43: (a) Valor real del punto final de destilación frente al valor predicho para muestras de 
calibración predichos por el modelo con 7 VL ( línea azul= comportamiento ideal, línea roja= 
comportamiento experimental) y(b) Gráfica de "pesos frente a residuales estudentizados". 
En las Figuras 44 y 45 se observan las relaciones entre los scores de los datos 
X e Y y las gráficas de scores, respectivamente, para el modelo elegido de PLS donde, 
salvo el ya señalado comportamiento de las muestras 7, 8 y 9, y la existencia de alguna 
muestra conflictiva, no se observan aspectos más relevantes. 
A pesar de que la regresión "valor real frente a valor predicho" no es tan 
buena como en las propiedades anteriores, la predicción obtenida es francamente 
satisfactoria (SEC-CV-LOO (n^= 50) = 3.99 ^C; SEP (n^.=35) = 3.99 °C), 
especialmente si se recuerda que la reproducibilidad del método ASTM es 10.5 °C. 
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Figura 44: Relaciones entre los scores X (en abscisas) e Y(en ordenadas) para el modelo PLS (7
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Figura 45: Relaciones entre los scores para el modelo PLS (7 VL), punto final de destilación 
(abscisas,tl). 
1.1.7. PORCENTAJE DE AROMÁTICOS 
Se ha aplicado la regresión multivariante PLS con objeto de predecir el 
porcentaje de aromáticos para las muestras de queroseno en fase vapor, obteniéndose 
un modelo bueno para 9 VL, que explican un 99.91% de la varianza para las X y un 
93.95% de la varianza para las Y. 
En las Figuras 46 y 47 se muestran las gráficas obtenidas para el modelo PLS. 
En las Figuras 48 y 49 se observan las relaciones entre los scores de los datos X e Y 
para el modelo PLS elegido y las gráficas de scores, respectivamente, para el porcentaje 
de aromáticos. En la Figura 46 se observa que las muestras 17, 20 y 29 (en (a)) y 1, 
2, 3, 5, 18, 34, 35, 44 y 49 (en (b) ) podrían ser anómalos, pero esto se desmiente al 
observar la Figura 47, ya que estas muestras no se desvían mucho del valor real y no 
destacan en cuanto a los errores normalizados, por lo tanto no serán consideradas 
como anómalas y seguirán siendo constituyentes del modelo de predicción obtenido. 
Aunque hay alguna muestra cuyo comportamiento se aleja del promedio, se 
observa que las Figuras 46 y 47 no revelan ningún anómalo claro, por lo que las 
predicciones obtenidas se consideran fiables (SEC-CV-LOO (n^= 52) = 1.10%; SEP 
(n^,=46) = 1.29%). Comparando con la Tabla I(reproducibilidad ASTM= 2.7%), 
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Figura 47: (a) Valor real del porcentaje de aromáticos frente al valor predicho para muestras de 
calibración medidas por el modelo obtenido (9 VL) (línea azul= comportamiento ideal, línea roja= 
comportamiento experimental y(b) Gráfica de los "pesos frente a residuales estudentizados". 
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Figura 48: Relaciones entre los scrnes X (en abscisas) e Y(en ordenadas) para el modelo PLS elegido 
para el porcentaje de arotnáticos (9 VL). 
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Figura 49: Distribución de las muestras en el espacio de las variables predictoras ( scores tl vs tk) 
para el modelo PLS elegido para el porcentaje de aromáticos (9 VL) (abscisas, tl). 
1.1.8. VISCOSIDAD 
Para predecir la viscosidad de las muestras de queroseno en fase vapor se 
precisan 7 VL, que explican un 99.83% de la varianza en X y un 92.99% de la varianza 
en Y(datos centrados en la media). Las predicciones obtenidas no son demasiado 
buenas (con un SEC-CV-LOO (n^= 48)= 0.19 cSt; SEP (n^=41) = 0.13 cSt) 
(reproducibilidad ASTM=0.04 cSt). 
En la Figura 50 se observan varios posibles anómalos como son las muestras 
13 y 31 (en el gráfico (a)) y las 25, 36, 40 y 45 (en el gráfico (b)), aunque no se ven 
como anómalos claros en la Figura 51, 52 ni 53, por lo tanto no se eliminaron del 
modelo, aunque éste no es demasiado bueno para la predicción de esta propiedad. Esto 
puede atribuirse a : 
1.- La viscosidad se define en función del uso de un viscosímetro de vidrio a 
una temperatura determinada (-20°C) y ni en las medidas IR (a temperatura 
ambiente) ni en los modelos se pudieron introducir variables predichas que 
tuviesen en cuenta que las medidas espectrales se realizan a aproximadamente 
20°C (temperatura del laboratorio). 
2.- El método ASTM tiene una precisión y exactitud excelentes con las cuales 
es difícil competir. A esta misma situación se había llegado en otros estudios 
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abordados para querosenos (Garrigues ec al., 1995). 
En las Figuras 50 y 51 se muestran las gráficas obtenidas para el modelo PLS 
con 7 variables latentes. En las Figuras 52 y 53 se observan las relaciones entre los 
scores de los datos X e Y para el modelo PLS elegido y las gráficas de scores para el 
porcentaje de aromáticos, respectivamente. Se observa que las muestras 5, 6 y 7 tienen 
valores elevados de viscosidad (las muestras 8 y 9 de modelos anteriores debieron 
eliminarse de éste por los muchos problemas que causaban). 
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Figuras 50: (a) Gráfico de TZ que muestra la no existencia de muestras anómalas en el calibrado para 
la viscosidad y(b) Gráfico de Q que muestra algunas muestras alejadas del promedio. 
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Figura 51: ( a) Valor real de la viscosidad frente al valor predicho para muestras de calibración 
predichas por el modelo con 7 VL ( línea azul= comportamiento ideal, línea roja= comportamiento 
experimental) y(b) Gráfica de "pesos frente a residuales estudenti<ados". 
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Figura 53: Distribución de las muestras en el espacio de las variables predictoras (scores tl vs tk) para 
el modelo PLS (7 VL), viscosidad (abscisas, tl). 
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1.2. MODELOS MULTIVARIANTES CON EL SISTEMA DE MEDIDA COMPLEJO 
1.2.1. PUNTO DE DEFLAGRACIÓN 
El modelo PLS para la predicción del punto de deflagración de queroseno a 
partir de espectros IR mediante el sistema de la celda para gases precisa 9 VL que 
explican en la matriz X, el 99.98% de la varianza y en la Y, el 93.10%. Se obtuvieron 
valores de SEC-CV-LOO (n^= 56) de 1.71 °C y el SEP de validación de 1.51 °C con 
n^.=32, algo mayores de lo que sería deseable (reproducibilidad IP= 1.5 °C). 
En las Figuras 54 y 55 se muestran las gráficas obtenidas para este modelo 
Las muestras que parecen anómalas en la Figura 54 no afectan al comportamiento del 
modelo (se probó a su eliminación), simplemente se corresponden con valores límite 
de la propiedad (valores muy altos o muy bajos); por ejemplo, la muestra 3 posee un 
valor alto de punto de deflagración (64.5 °C), pero es conveniente no quitarla para 
permitir que el modelo pueda modelizar bien los valores altos de esta propiedad. 
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Figura ^4: (a) Gráfico de T` y(b) Gráfico de Q, punto de deflagración. 
En las Figuras 56 y 57 se muestran las relaciones entre los scores de los datos 
X e Y para el modelo PL.S elegido para esta propiedad (mostrándose sólo 8 VL de las 
9 VL que tiene el modelo ). Además de las muestras con valores altos ó bajos de la 
propiedad, destacan algunas otras que deben tener alguna característica espectral 
diferente al resto. Tal es el caso de la #37 (la cual marca a la sexta VL) pero no se ha 
encontrado el motivo. Como su eliminación no mejoraba el modelo y su predicción 
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Figura 55: (a) Valor real del punto de deflagración frente al valor predicho para muestras de 
calibración predichos por el modelo con 9 VL (línea azul= comportamiento ideal, línea roja= 
comportamiento experimental) y(b) Gráfica de "pesos frente a residuales estudentizados". 
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Figura 56: Relaciones entre los scores X (en abscisas) e Y(en ordenadas) para el modelo PLS (9 VL), 
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Figura 57: Distribución de las muestras en el espacio de las variables predictoras (scores tl vs tk) para 
el modelo PLS (9 VL), punto de deflagración (abscisas,tl). 
1.2.2. PLJNTO DE CONGELACIÓN 
Para el punto de congelación fue necesario desarrollar un modelo con 13 VL 
en el que se explica e199.99% de la varianza en X y e168.24 en Y, obteniendo de esta 
forma un modelo cuyo SEC-CV-LOO (n^=58)= 1.23 y SEP (n^=35)= 1.36 
(reproducibilidad ASTM = 2.5 °C) . 
En la Figura 58 y 59 se observan algunas muestras posibles sospechosas en el 
modelo escogido. No se encuentra relación entre los posibles anómalos de las Figuras 
58 ((a) y (b)) y las de la 59 (a) y(b). La Figura 58 (a) no es buena, pero no se 
consiguió mejorar; ni tan siguiera al eliminar las muestras sospechosas (3, 13, 27 y 45) . 
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La muestra 3 ya había presentado un comportamiento especial en la sección 
anterior, aquí es modelada correctamente (error estudentizado aproximadamente cero, 
leverage alto). 
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Figura 59: (a) Valor real del punto de congelación frente al valor predicho para muestras de 
calibración predichas por el modelo con 13 VL ( línea azul= comportamiento ideal, línea roja= 
comportamiento experimental) y(b) Gráfica de "pesos frente a residuales estudentizados". 
En las Figuras 60 y 61 se muestran las relaciones entre los scores de los datos 
X e Y para el modelo PLS elegido y las gráficas de scores, respectivamente para las 
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Figura 60: Relaciones entre los scores X(en abscisas) e Y(en ordenadas) para el modelo PLS (13 VL, 
se muestran sólo las primeras), punto de congelación. 
218
 
A^^ de ^^^ 
0 




_z _^ 0 i 2 
0.05 0.04 





Figura 61: Distribución de las muestras en el espacio de las variables predictoras (scores t 1 vs tk) para 
el modelo PLS (13 VL), punto de congelación ( abscisas, tl). 
1.2.3. PLTNTO INICIAL DE DESTILACIÓN 
Para el punto inicial de destilación se ha escogido un modelo con 13 VL en 
donde se explica el 99.99% de varianza en X y el 89.43% en Y. A continuación se 
evalúa la bondad de este modelo, que tiene un SEC-CV-LOO (n^= 54) de 6.21 °C 
y un error estandar de validación (SEP) para las 34 muestras de validación de 3.88 °C, 
valores satisfactorios (reproducibilidad ASTM= 8.5 °C). 
En la Figura 62 se presentan los índices de Tz y Q. La Figura 63 (a) 
representa el valor real (obtenido por el método clásico ASTM D-86) frente al valor 
predicho mediante el modelo en el proceso de calibración. Se observa que los valores 
predichos se ajustan bastante bien al valor real y, por tanto, se puede aceptar que las 
predicciones obtenidas son buenas. En la Figura 63 (b) se muestra la gráfica de "pesos 
frente a residuales estudentizados". Se observa que no hay anómalos evidentes, ya que 
las muestras que parecen anómalas en la Figura 62, no afectan al comportamiento del 
modelo, simplemente se corresponden con valores límite de la propiedad (valores muy 
altos o muy bajos); por ejemplo, la muestra 1, posee un valor alto de punto inicial de 
destilación (180°C), pero es conveniente no quitarla (aunque no se prediga su valor 
de forma "perfecta") para permitir que el modelo pueda modelizar bien los valores altos 
de esta propiedad. 
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En las Figuras 64 y 65 se muestran las relaciones entre los scores de los datos 
X e Y para el modelo PLS elegido y las gráficas de scores, respectivamente. 
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Figura 63: ( a) Valor real del punto inicial de destilación frente al valor predicho para muestras de 
calibración predichas por el modelo con 13 VL (línea azul= comportamiento ideal, línea roja= 
comportamiento experimental y(b) Gráfica de "pesos frente a residuales estudentizados". 
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Figura 64: Relaciones entre los scores X (en abscisas) e Y(en ordenadas) para el modelo PLS (13 VL, 
se muestran sólo las primeras), punto inicial de destilación. 
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Figur-a 65: Distribución de las muestras en el espacio de las variables predictoras (scores tl vs tk) para 
el modelo PLS (13 VL), punto inicial de destilación ( sólo se muestran las primeras; abscisas, tl). 
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1.2.4. PLJNTO DE 10°^ DE DESTILACIÓN 
El modelo seleccionado para el 10% de destilación explica el 99.99% de la 
varianza en el bloque de las X y el 91.76% en el bloque de las Y haciendo uso de 11 
VL (con SEC-CV-LOO (n^= 58) = 2.29 °C y SEP (n^= 38) = 2.07 °C, errores 
promedio que son satisfactorios ya que la reproducibilidad del procedimiento ASTM 
es 8.8 °C). En las Figuras 66 y 67 se analiza la posible existencia de anómalos. 
Aunque la muestra 1 podria parecer un anómalo, se confirma que no lo es aunque sí 
constituye un punto influyente debido a que tiene el valor experimental más elevado 
de esta propiedad (193 °C) . De hecho, resulta una muestra que permite expandir la 
modelización a valores un poco más elevados de lo habitual (como sucedía en el 
epígrafe anterior) . 
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Figura 67: (a) Valor real del 10% de destilación frente al valor predicho para muestras de calibración 
predichas por el modelo con 11 VL (línea azul= comportamiento ideal, línea roja= comportamiento 
experimental) y(b) Gráfica de "pesos frente a residuales estudentizados". 
222
 
^1^^ de ^ ^o^e,^4 
20













^6 5^ 3 ^ 
2 1 VL6 
-0.05 0 -0.05 0 0.05 
10 
^ VL7 
^40 5 27 18 ^1 1 ^ 
0 p I^2^ 33 
5^ 3^^ ^^445 V^ 
I-10 ' 
-0.04 -0.02 0 0.02 0.04 
^ 
-0.02 -0.01 0 0.01 0.02 
Figura 68: Relaciones entre los scores X (en abscisas) e Y(en ordenadas) para el modelo PLS (11
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Figura 69: Distribución de las muestras en el espacio de las variables predictoras (scores t 1 vs tk) 
para el modelo PLS (11 VL), 10% de destilación ( sólo se muestran las primeras; abscisas, tl ). 
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1.2.5. PLJNTO DEL 90% DE DESTILACIÓN 
El modelo seleccionado para dicha propiedad es de 13 VL (empleando 
autoescalado de los espectros), que explican un 99.96% y 90.82% de la varianza en el 
bloque de las X y las Y, respectivamente (con SEC-CV-LOO (n^ = 56) = 3.04°C y SEP 
(n^=32) = 2.83°C, errores promedio satisfactorios). En las Figuras 70 y 71 se estudia 
la posible existencia de anómalos encontrándose un valor de Q elevado para las 
muestras 44, 45 y 56. A1 eliminar esas muestras del modelo, no se ha encontrado una 
mejora, por lo que no fueron eliminadas del modelo. 
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Figura 70: (a) Gráfico de Tz y(b) Gráfico de Q, 90% de destilación. 
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Figura 71: (a) Valor real de190% de destilación frente al valor predicho para muestras de calibración 
predichas por el modelo con 13 VL (línea azul= comportamiento ideal, línea roja= comportamiento 
experimental) y(b) Gráfica de "pesos frente a residuales estudentizados". 
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Figura 72: Relaciones entre los scores X (en abscisas) e Y(en ordenadas) para el modelo PLS (13
 
VL), 90% de destilación (sólo se muestran las primeras).
 
Figura 73: Distribución de las muestras en el espacio de las variables predictoras (uores tl vs tk) para 
el modelo PLS (13 VL), 90% de destilación ( sólo se muestran las primeras; abscisas, tl). 
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1.2.6. PiJNTO FINAL DE DESTILACIÓN 
Se ha aplicado la metodología PLS para predecir el punto final de destilación 
para muestras de queroseno en fase vapor medidas empleando la celda de gases, 
obteniéndose un modelo bueno para 14 VL, que logra explicar un 99.96% de la 
varianza en las X y un 90.17% de la varianza en las Y(autoescalado de los datos). 
En las Figuras 74 y 75 se muestran las gráficas obtenidas para evaluar el 
modelo PLS con 14 variables latentes. 
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Figura 74: (a) Gráfico de TZ que muestra la no existencia de muestras anómalas en el calibrado para 
el punto final de destilación (fbp) y(b) Gráfico de Q que muestra algunas muestras alejadas del 
promedio. 
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Figura 75: ( a) Valor real del punto final de destilación frente al valor predicho para muestras de 
calibración predichas por el modelo con 14 VL ( línea azu1= comportamiento ideal, línea roja= 
comportamiento experimental) y(b) Gráfica de "pesos frente a residuales estudentizados". 
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En las Figuras 76 y?7 se observan las relaciones entre los scores de los datos 
X e Y para el modelo PLS elegido y las gráficas de scores, respectivamente, para el 
punto final de destilación (se dibujan sólo las primeras VL). El modelo escogido 
conduce a SEC-CV-LOO (n^=53) = 4•34 °C y SEP (n^.=32) = 6.74 °C, mucho 
mejores que la reproducibilidad del método ASTM (= 10.5 °C). 
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Figura 76: Relaciones entre los scores X e Y para el modelo PLS (14 VL), punto final de destilación 
(sólo se muestran las primeras). 
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Figura 77: Distribución de las muestras en el espacio de las variables predictoras (scores tl vs tk) para 
el modelo PLS (14 VL), punto final de destilación (sólo se muestran las primeras; abscisas tl). 
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1.2.7. PORCENTAJE DE AROMÁTICOS 
Se recogen a continuación las gráficas que permiten evaluar la bondad del 
modelo PLS escogido para predecir el porcentaje de aromáticos empleando 13 VL 
(Figuras 78, 79, 80 y 81) . 
Se explica el 99.99% de varianza en el bloque de las X y el 90.71% en el 
bloque de las Y. Se aprecia que ninguna muestra tiene un comportamiento anómalo 
y que la relación obtenida real-predicho es buena. El SEC-CV-LOO (n^= 58) es de 
1.24% y el SEP en muestras de validación (n^= 32) fue bueno, con valor de 0.77%. 
Los modelos conducen a predicciones promedio excelentes (reproducibilidad ASTM = 
2.7%). 
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Figura 78: (a) Gráfico de TZ y(b) Gráfico de Q, porcentaje de aromáticos. 
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Figura 79: ( a) Valor real del porcentaje de aromáticos Crente al valor predicho para muestras de 
calibración predichas por el modelo con 13 VL ( línea azu1= comportamiento ideal, línea roja= 
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Se observa que no hay anómalos evidentes, ya que las muestras que parecen 
anómalas en la Figura 78, no lo corroboran ni la Figura 79 ni la 80. El 
comportamiento de la muestra 3 en la Figura 79b coincide con el observado en 
secciones previas (leverage alto pero buena modelización). 
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Figura 80: Relaciones entre los scores X (en abscisas) e Y(en ordenadas) para el modelo PLS (13VL), 
porcentaje de aromáticos ( sólo se muestran las primeras). 
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Figura 81: Distribución de las muestras en el espacio de las variables predictoras (scores tl vs tk) para 
el modelo PLS (13 VL), porcentaje de aromáticos (sólo se muestran las primeras; abscisas, tl). 
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1.2.8. VISCOSIDAD 
La predicción de la viscosidad para las muestras de queroseno en fase vapor 
medidas empleando la celda de gases, necesita hasta 11 VL que explican un 99.99% 
de la varianza en las X y un 93.20% de la varianza en las Y. Este número tan elevado 
de VL que nunca fue necesario en otros casos para modelizar este parámetro casos 
debe atribuirse a la dificultad de modelización de este parámetro fisico y los bajos 
errores que se permiten en el método ASTM D-445. El SEC-CV-LOO fue de 0.12 cSt 
(n^=58 ) y el SEP (r^,=35) de 0.12 cSt. A pesar de que estos modelos tienen un rango 
menor de trabajo que los de la sección 1.1.8. ( se eliminaron las muestras con valores 
más elevados) y, efectivamente, el error es ligeramente menor, los modelos siguen 
arrojando errores promedio mayores que la reproducibilidad de ASTM (incluso 
considerando 11 VL), lo que puede atribuirse a las mismas situaciones que las 
señaladas en el epígrafe correspondiente al uso del sistema más simple (Parte C, 
1.1.8.). 
En las Figuras 82, 83, 84 y 85 se muestran las gráficas obtenidas para el 
modelo PLS escogido con 11 variables seleccionadas. 
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Figura 82: (a) Gráfico de Tz y(b) Gráfico de Q, viscosidad. 
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Figura 83: ( a) Valor real de la viscosidad frente al valor predicho para muestras de calibración 
predichas por el modelo con 11 VL ( línea azu1= comportamiento ideal, línea roja= comportamiento 
experimental) y(b) Gráfica de "pesos frente a residuales estudentizados". 
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Figura 84: Relaciones entre los scores X(en abscisas) e Y(en ordenadas) para el modelo PLS (11 
VL), viscosidad (sólo se muestran las primeras). 
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Figura 85: Distribución de las muestras en el espacio de las variables predictoras (scores tl vs tk) para 
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1.3. EXACTITUD Y PRECISIÓN 
Las metodologías propuestas para la predicción de las ocho propiedades del 
queroseno empleando espectroscopia FTMIR-ATR y PLS son exactas, lo cual se pone 
de manifiesto a través del estudio de los estadísticos SEP (ver Tabla VI) y los test F 
para la ordenada en el origen y la pendiente (simultáneamente iguales a 0 y 1) . Dicha 
tabla resume los modelos de predicción de PLS para cada propiedad y cada sistema 
experimental. En general se observan bajos errores promedio (menores que la 
reproducibilidad del método oficial) y buenos valores de precisión (r y R), que son casi 
siempre mejores que los métodos estándar. 
De la tabla, se deduce que las metodologías usadas para realizar las medidas 
espectrales conducen a errores promedio similares. Como se ha ido comentando, en 
este trabajo se ha tomado como criterio que los modelos que se consideren adecuados 
para realizar las predicciones deberán exhibir un error promedio (SEP) inferior a la 
reproducibilidad de los métodos "clásicos". Es decir, los modelos que se seleccionen 
deben proporcionar una predicción cuyo error respecto al "valor oficial" sea inferior 
a la variabilidad máxima permitida para el propio procedimiento oficial. Esta 
circunstancia se cumplió siempre, excepto en la determinación de la viscosidad y del 
punto de deflagración Abel (sistema de celda de gases) . En el caso de la viscosidad, no 
alcanzar este criterio se atribuye a que ésta viene definida en función del uso de un 
viscosímetro de vidrio y, por tanto, éste será el mejor sistema de medida de la misma. 
A pesar de esto, nótese que el error que se comete es tan sólo de13.75% ( lo cual indica 
que, en la práctica, aunque los modelos son buenos, la reproducibilidad del método 
oficial es difícil de superar). 
En cuanto al punto de deflagración, el método de la celda de gases iguala la 
reproducibilidad del método IP-170. Sin embargo, el uso de la celda de cuarzo 
conduce a mejores resultados. Esto puede deberse a la mayor dificultad de 
manipulación del sistema basado en el flujo de gas. 
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Destacar que las propiedades que dependen (principalmente) de las fracciones 
pesadas del queroseno (% de aromáticos, punto final de destilación y viscosidad) se 
predicen mejor (menos error y mejor precisión) haciendo uso del sistema de medida 
complejo. Esto puede explicarse porque la generación de la fase vapor es más efectiva 
que en la celda de cuarzo sóla. Por contra, el sistema simple es más efectivo para 
predecir el resto de propiedades porque éstas se asocian más fuertemente a las 
fracciones ligeras (las cuales se pueden modelizar sin problema en la celda de cuarzo). 
También resulta significativo que el número de factores en los modelos desarrollados 
con el sistema simple es menor que en el caso de emplear la celda de gases, 
posiblemente porque el sistema complejo implica una mayor variabilidad y, por tanto, 
más información incorrelada con la propiedad a estudiar. 
Otro estadístico útil a la hora de la valoración del modelo es el test F en el que 
se determina si la ordenada y pendiente de la línea de regresión "real vs predicho" son 
estadísticamente y de forma simultánea iguales a 0 y 1, respectivamente, y si los 
modelos multivariantes conducen a predicciones sin desviación. En la Tabla VI se 
presentan las F teóricas (95 y 99% de probabilidad) y se observó que sólo el modelo 
multivariante desarrollado para predecir el punto de congelación usando la celda de 
gases (sistema complejo de medida) conducía a desviaciones en la predicción. No se 
encontró explicación a este comportamiento observado. 
En la Figura 86 se representan las predicciones obtenidas para las muestras 
de validación en algunos de los parámetros estudiados. Se aprecia que todas se 
distribuyen en tomo al "comportamiento ideal"; es decir, la pendiente de la regresión 
"real vs. predicho" es la unidad y la ordenada en el origen es cero. 
En lo que hace referencia a la precisión, se han evaluado los dos parámetros 
asociados (repetibilidad y reproducibilidad) como la diferencia máxima entre 
resultados consecutivos obtenidos en una secuencia de trabajo (r) y en días diferentes 
de trabajo (R). Las precisiones que presentan las metodologías puestas a punto son en 
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Figura 86: Predicciones obtenidas para las muestras de validación (Y) superpuestas al modelo de 
calibración () para (a) 10% de destilación (sistema simple); (b)punto inicial de destilación (sistema 
complejo); (c) 10% de destilación (sistema complejo) y(d) viscosidad (sistema complejo). 
Para obtener predicciones buenas y mejores errores promedio, dos parámetros 
físico-químicos (90% de destilación y punto final de destilación) necesitaban 
autoescalado en vez de centrado en la media. La principal razón ya se indicó que 
estaría asociada a problemas de los destiladores automáticos para medir el punto final 
de destilación de la curva de destilación (I}yroff, 1998), lo que se refleja en la elevada 
reproducibilidad del método ASTM y las dificultades de relacionar el espectro con los 
valores de referencia. 
En lo que hace referencia al error promedio corregido (según las ideas de Faber 
y Kowalski, 1997) con objeto de separar el error de modelado del debido al método 
oficial) se puede observar que, efectivamente, el error inherente a la regresión PLS 
(SEPcor) es menor que el SEP global, lo cual mejoraría la validez intrínseca de las 
metodologías desarrolladas. En algunos casos, la participación del error aleatorio en 
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el método de referencia es tan alta que el SEP corregido seria negativo, lo cual­
obviamente- no puede ser y se optó por dejar el SEP original (ver Tabla VI). 
Loadin^s 
En la Figura 87 se observan los cuatro primeros loadings de los modelos 
multivariantes (datos centrados en la media), los cuales son comunes a todos los 
parámetros estudiados. La primera VL representa el perfil general de los querosenos. 
La segunda VL se define principalmente por cuatro números de onda: 1385 y(mucho 
menos) 1460 cm"' (con loading positivo) y 1610 cm"' y el codo a 1500 cm"' (con 
loadings negativos). Este factor parece diferenciar entre las estructuras lineales 
(loadings positivos) y las aromáticas/olefínicas (loadings negativos). De forma análoga 
ocurre con la tercera VL. La cuarta VL representa casi exclusivamente al pico de 1460 
cm"^ (el pico espectral más intenso y con mayor varianza). El resto de VL se asocian 
a características espectrales menores. En el caso de VL muy elevadas (8a, 9a, 10a, etc.) 
no hay una interpretación química sencilla y cabe suponer que son características 
espectrales menores y/o muy relacionadas con alguna/s muestra/s específica/s. 
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Figura 87: Loadings ( línea contínua roja) y espectro original (línea discontínua azul) para 
las cuatro primeras VL, 10% de destilación para el sistema de medida "complejo" (en 
abscisas se indican cm"'). 
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2. MODELOS MULTIVARIANTES EN FASE LÍQUIDA 
2.1. MODELOS MULTIVARIANTES CON EL SISTEMA DE MEDIDA FTMIR-ATR 
Siguiendo la misma sistemática de trabajo que para las medidas en fase vapor, 
se han obtenido los modelos multivariantes de PLS para muestras en fase líquida 
medidas mediante el sistema FTMIR-ATR, obteniendo los resultados que se resumen 
en la Tabla VII: 
r R 
Propiedad VL %X-info %Y-info CV RMSEP RMSEP F^.xP Max. RSD Max. RSD 
(unidad) 
RMSEC (n) coaeQido dif (%) dif (%) 
Abel (°C) 11 99.10 94.36 2.15 2.1 (33) Z.OS 1.73 Z.16 1.91 2.57 2.30 
Free (°C) 8 97.78 59.42 1.23 1.16 ( 31) 0.90 16.73 0.39 0.41 0.58 0.47 
IBP (°C) 7 9613 91.39 3.7 4.4 (32) 3.61 2.31 3.53 1.24 4.29 1.23 
Pd10 (°C) 14 99.44 98.32 1.64 1.57 (33) 1.57* 0.48 0.95 0.33 1.9 0.67 
Pd90 ( °C) 12 99.26 93.38 2.37 1.95 ( 33) 1.95* 1.67 2.90 0.65 5.36 1.02 
FBP (°C) 12 99.35 85.06 3.68 2.93 ( 29) 2.93* 4.30 4.65 0.94 5.42 0.99 
% arom (v/v) 8 97.32 91.83 0.75 0.94 (33) 0.50 2.45 0.55 1.91 0.86 2.40 
Visco (cSc) 13 99.29 95.89 0.16 0.14 (35) 0.14 1.14 0.11 1.37 0.11 1.07 
%X-info= porcentaje de información explicada en las variables espectrales 
%Y-info= porcentaje de información exp(icada en las propiedades predichas 
(*) = el SEP corre^ido es negativo, el error estándar de redondeo es mayor que el error de predicción. 
Tabla VII: Características principales de los modelos de regresión para el sistema de medida de 
muestras en fase líquida FTMIR-ATR. Region espectral: I650 cm"' a 650 cm"', centrado en la media. 
En todos los casos, los espectros se centraron en la media y se buscó el modelo 
con las mejores capacidades predictivas. En la Figura 88 se muestran algunos de los 
ajustes de los modelos a los valores reales, encontrándose buenos resultados (los 
errores promedio son inferiores a las reproducibilidades oficiales, excepto para la 
viscosidad) con los modelos escogidos. El estadístico conjunto para la ordenada (=0) 
y la pendiente (=1) mostró siempre valores de F experimentales inferiores a los 
tabulados (al 95% y 99% de confianza), excepto en el caso del freezing. Para el FBP 
se observó que el valor de la FeXP presentaba un valor intermedio entre la Frab del 95% 
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combinada con métodos quimiométricas multivariantes" 
Relación alfabética de abreviaturas 
Algoritmo Genético / Algoritmos Genéticos. 
Amerrcan Sociery for Tesáng and Macericds. 
Reflectancia Total Atenuada / Reflectancia Total Atenuada Horizontal. 
Backpropagation, Retropropagación 6 Propagación hacia atrás. 
Cross-validación o validación cruzada. 
Cross-validación leave one ouc, validación cruzada uno-uno. 
Detector de Sulfato de Triglicina Deuterado. 
Punto Final de Destilación. 
Transformada de Fourier. 
Cromatografia de Gases- Espectrometría de Masas. 
Gas Licuado de Petróleo. 
Punto Inicial de Destilación. 
Espectroscopia lnfrarrojo. 
Análisis Lineal Discriminante. 
Cceficiente 6 Velocidad de Aprendizaje. 
Variable Latente. 
Espectroxopia de Infrarrojos en la zona Media. 
Regresión Lineal Múltiple. 
Número de muestras en la matriz de calibtación. 
Número de muestras en la matrĤ de validación. 
Non-Iterawe Partial Leasc Squares. 
Espectmscopia de Infrarrojos en la zona Cercana. 
Error Estándar Nortoalizado ó Error Promedio (uso en RRNN). 
PC: Componente Principal. 
PCA: Análisis mediante Componentes Principales. 
PCR: Regresión Mediante Componentes Principales. 
PD10: 10%de Destilacibn. 
PD90: 9096 de Destilación.
 
PIS, PISR: Regresión por Mínimos Cuadrados Parciales.
 
PRESS: Suma de Cuadrados de los Residuales Predichos (predúted Residual Error
 




RMSECV: Raú Cuadrada del Error Promedio de CV.
 
RMSEC, SEC: Raú Cuadrada del Error Promedio de Calibración.
 
RMSEP, SEP: Raú Cuadrada del Error Promedio de Predicción.
 
RN / RRNN: Red de Neuronas Amficiales /Redes de Neuronas Artificiales.
 




SIMCA: Técnica de Modelado Suave de Clases Mediante Analogfa (Soft
 
Independenc Modelling of Class Analogy). 
S/N: Relación señaUruido. 
LJV: Ultravioleta. 
En las ecuaciones: 
(') indica Traspuesto/a.
 
a indica vector a.
 
A indica matrú A(de dimenaiones n x p). 
a§ indica elemento i, j de la mamz. 
a indica un escalu. 







Figura 88: Ejemplos de predicciones obtenidas mediante PLS para las muestras de validación(' ) 
empleando el sistema de medida de líquidos mediante ATR para (a) punto de deflagración; (b) 10% 
de destilación;(c) 90% de destilación; (d) viscosidad. Los O y los números corresponden a las 
muestras de los modelos de calibración. Las líneas azules representan el comportamiento ideal y las 
rojas el comportamiento experimental. 
En cuanto a la comparación de los modelos con los obtenidos en fase gas, en 
general, se necesitan más factores para alcanzar el mismo nivel de error promedio 
empleando la fase líquida. De hecho, los valores SEP no son sustancialmente distintos 
a los encontrados en fase gas (método simple y método complejo) aunque sí hay 
mejorías para las predicciones del freezing point (punto de cristalízación), 10% de 
destilación, 90% de destilación (aquí la mejora es clara) y FBP. Los modelos de 
viscosidad siguen presentando problemas. 
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Loadings 
La Figura 89 muestra cuatro vectores típicos de loadings correspondientes a 
las primeras cuatro variables latentes. Para simplificar su visualización e interpretación, 
se incluyó el espectro original desplazado verticalmente (en color azul en la parte 
superior) . 
Los loadings más importantes corresponden a los picos espectrales más intensos 
de los espectros FTIR-ATR. En la Figura 89 se observa mayormente la oposición de 
estructuras lineales frente a estructuras aromáticas (la y 2a variables latentes). En la 
3a VL se observa que la banda espectral de 850-650 cm"' se desdobla en dos, una parte 
con loadings negativos (correspondiente, con probabilidad, a las bandas de esqueleto 
de los grupos C(CH3)z), y al movimiento del esqueleto (CHz)n ) y la parte con loadings 
positivos (correspondiente a los anillos aromáticos bencénicos monosustituidos). La 
cuarta VL muestra mayormente la banda de aromáticos. La VL quinta o la sexta 
(dependiendo de la propiedad) se corresponderían con el espectro promedio del 
queroseno. Se observó que el FBP y el % de aromáticos daban más importancia a las 
estructuras aromáticas, como cabría esperar. 
o.zs o.zs 
0.2^ o.z 
0.1s I^ O.ts 
0.1F ^ ^ ^ 0.1 '--^ 
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Figura 89: Aspecto típico de los loadzngs considerando el punto de deflagración. En azul se indica el 
espectro típico mientras que en rojo se observan los diferentes loadings. 
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2.2. MODELOS MULTTVARIANTES CON EL SISTEMA DE MEDIDA RAMAN 
De forma análoga a los casos anteriores de medida de queroseno, se han 
construido los modelos PLS para las propiedades de dicho producto, obteniéndose los 
resultados mostrados de forma resumida en la Tabla VIII. Dado que éste constituía 
un estudio piloto, se descartaron las propiedades del punto de cristalización y del 90% 
de destilado. 
En la Figura 90 se muestra el ajuste de los modelos a los valores reales, 
encontrándose buenos resultados con los modelos escogidos. 
R 
Propiedad VL %X-info %Y-info CV SEP RMSEP Max. RSD Max. RSD 
(unidad) dif 
SEC (n<) corregido dif (%) (°h) 
Abel (°C) 5 99.87 99.98 2.6 2.1 (46) 2.05 2.4 2.2 3.5 2.5 
IBP (°C) 4 99.85 99.97 5.4 3.7 (45) 2.71 4.4 1.2 5.4 1.1 
Pd10 (°C) 5 99.87 100.0 3.1 3.1 (49) 1.69 4.3 1.3 6.6 1.5 
FBP (°C) 4 99.85 99.90 5.8 4.0 (48) 2.52 6.6 1.4 7.6 1.4 (*) 
% Arom (v/v) 2 99.73 99.70 1.1 1.3 (48) 1.02 0.8 1.7 0.9 1.4
 
Viscu (cSr) 4 99.85 99.97 0.29 0.19 (49) 0.19 0.35 3.06 0.16 2.18
 
%X-info= porcentaje de información explicada en las variables espectrales 
%Y-info= porcentaje de información explicada en las propiedades predichas 
*= sblo dos valores se usaron para calcular el valor medio 
Tabla VIII: Características principales de los modelos de regresión empleando espectroscopia Raman. 
Region espectral: 193.5 cm"^ a 1688.1 cm"^, normalización unidad. 
Se observaron unos resultados de predicción similares ( aunque un poco 
superiores) a los de la celda de cuarzo (sistema simple para medida de gases), excepto 
en el caso del punto de deflagración. Si se comparan con los observados para el sistema 
complejo de medida de gases, se ve una mejor predicción para las propiedades a 
excepción del punto de deflagración, porcentaje de aromáticos y viscosidad. Además, 
los modelos obtenidos mediante el sistema de medida de líquidos por Raman son 
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Figura 90: Valor real frente a predicho para cada una de las propiedades del queroseno (la línea recta 
indica la situación perfecta): (a) flcuh point; (b) IBP; (c) 10% de destilación; (d) FBP; (e) viscosidad; 
(f) % aromáticos. 
Ahora bien, debe destacarse que los modelos empleando la espectroscopia 
Raman son, claramente, menos complejos que los necesarios al emplear tanto fase 
vapor (en ambas modalidades) como en ATR. Esto puede atribuirse, en parte, a la 
utilidad del tratamiento de normalización unidad llevado a cabo. Resulta, pues, 
interesante la opción de combinar la medida directa de muestras líquidas mediante 
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espectrometría Raman con PLS ya que, si bien no condujo a los menores errores 
promedio en las variables estudiadas, sí conduce a modelos cuyo error promedio es 
inferior a la reproducibilidad de los métodos oficiales excepto para el punto de 
deflagración (Abel) y el, ya reseñado, de determinación de la viscosidad. 
Adicionalmente, se presenta una breve comparación entre los modelos Raman 
encontrados y otros modelos encontrados en la bibliografia (no se han hallado otros 
trabajos que empleasen Raman) (ver Tabla IX). 
Propiedad Raman ATR-MIR ATR-MIR (2) NIR (2) Microcelda 
(1) MIR (3) 
VL RMSEP VL RMSEP VL RMSEP VL RMSEP VL RMSEP 
Abel 5 Z.1 17 6.0 --- --- --- --- 3 Z.1 
IBP 4 3.7 14 10.0 8 3.6 6 3.5 3 Z.7
 
PD10 5 3.1 15 6.0 5 2.2 10 1.3 --- ---
FBP 4 4.0 16 11.0 6 3.4 7 Z.1 3 2.0 
% Aromáticos 2 1.3 18 0.5 --- - -- --- --- 3 2.3 
Viscosidad 4 0.19 19 0.09 --- - -- --- --- 3 O.Z 
(1) Fodor, G.E.; Mason, R.A.; Hutzler, S.A. Applied Spectroscopy 53, 1292 (1999). 
(Z) Chung, H.; Ku, M.S.; Lee, J.S. Vibrational Spectroscopy 20, 155 (1999). 
(3) Garrigues, S.; Andrade, J.M.; De la Guardia, M.; Prada, D. Analitica Chimica Acta 317, 95 (1993). 
Tabla IX: Comparación de capacidades predictivas de distintos sistemas vibracionales (el número 
entre paréntesis se corresponde con la referencia). 
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Loadin^s 
Aunque la interpretación química de los loadings de PLS no es siempre 
sencilla, es interesante relacionar los modelos con la química conocida. Esto daría 
confianza no sólo en cómo se realizaron los modelos sino también en la aplicación de 
los modelos a la rutina de trabajo. Además de la interpretación espectral indicada en 
el epígrafe (d) de la página 192 se trata ahora de relacionar los modelos (a través de 
sus loadings) con aquella interpretación estructural. 
Figura 91 presenta cuatro vectores típicos de loadings correspondientes a las 
primeras 4 variables latentes. Se usarán para ver la influencia de cada una de las 
regiones espectrales (grupos funcionales) en el modelo PLS. Para simplificar su 
visualización e interpretación, se incluyó el espectro original desplazado verticalmente 
(dibujado en color azul en la parte superior). 
Puede verse fácilmente que los loadings más importantes se corresponden con 
los picos espectrales más intensos presentes en la región espectral estudiada, 193.5 
cm"1 (variable número 1) a 1688.1 cm"1 (variable número 775). La primera variable 
latente representa un perfil perfecto del espectro, como se esperaba, ya que los datos 
no fueron centrados ni la varianza escalada y, por tanto, el primer factor es "la media 
del espectro de queroseno". 
Los loadings restantes son más específicos. La segunda variable latente (VL) 
está esencialmente definida por el pico a 1612 cm"', correspondiente a una tensión del 
anillo de derivados del benceno (también puede ser la tensión C=C de alquenos 
lineales). La tercera VL no es fácil de interpretar pero se puede atribuir a 1459 cm"1 
(estructuras de n-alcano), 1612 cm"1, (alquenos lineales o tensión del anillo) y(con 
signo opuesto) 750 cm"1(diferentes modos de "breathing" ("respiración") de estructuras 
de anillos), de esta manera esta VL parece mostrar el comportamiento opuesto de las 
estructuras lineales y las del anillo con respecto a las propiedades físico-químicas 
consideradas aquí (por ejemplo, las estructuras del anillo aumentan los puntos de 
deflagración y de destilación mientras las estructuras lineales tienen tendencia a 
disminuirlos). La cuarta VL es mayormente definida por 1003 cm"1 (modos de 
"breathing" de compuestos aromáticos). 
Todos los modelos de las diferentes propiedades revelaban patrones similares 
de loadings a lo largo de las primeras cuatro variables latentes, mientras la quinta VL 
se relacionó a variables espectrales "menores" (cuando tenía que ser usado este factor, 
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se relacionaba con diferencias espectrales en los picos más débiles). 
o.a^ 
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Figura 91: Aspecto típico de los loadings considerando el punto de deflagración. En azul se indica el 
espectro típico mientras que en rojo se observan los diferentes loadings (en abscisas se indica el 
desplazamiento Raman, en cm"'). 
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En este capítuCo se desarrolra un proceso anaCítico rápido, senciCCo de apC'u-ar, 
fiaóCe y sin consumo de reactivos químúos, que perĤnita CCevar a caóo operaciones de 
screening con oójeto de evaCuarsi un zumo ó refresco comercialde manzana poseen eC 
porcentaje declarado de zumo puro de manzana. ^ara eCCo se com6inará !a espectroscopia 
^I'I^A7^,con técnúas quimiométricas. 
In^ue: 
^Parte,A.-Aproximación aCproducto oójeto deCestudio 
1. ^Definición y clasificación generaCde Cos frutos 
2. Importancia de la fruta 
3. Las manzanas 
3.1. rYropiedades nutrzcionales cfe Ca manzana 
3.2. ^ariedades 
3.3. ^roducción mundiaC 
3.4. Zumos de manzana 
3.5. ^roceso incfustriaCpara oótenerzumo 
4. Composicíón Químúa 
4.1. Compuestos nitrogenados 
4.2. CaróoĴidratos 
4.3. Lípufos 
4.4. Ácidos orgánicos 
4.5. Compuestos fenóCuos 
4.6. Compuestos aromáticos 
4.7. `l^itaminas 
4.8. ^fineraCes 
S. Cam6ios en Ca intensidad respiratoria 
6. AduCteración 
7. Legislación 
^Parte B.- ^arte eXperzmentaC 




2.2. Zumos "100% puros"de manzana
 
2.3. Zumos `puros d'Cuidos"de manzana
 
2.4. Zumos °sintéticos"a partirde azúcares
 
^Parte C - ^,esuCtados y discusión 





1.3. C'Casificación de Cos refrescos comerciaCes
 





2.3. CCasíficarión de Cos refrescos y zumos comerciaCes
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5.3. C^asificación de Cos refrescos y zumos comerciaCes
 





6.3. C^asificación de Cos refrescos y zumos comerciaCes
 
7. Clas^cación med"tante ^LS, rango óajo de zumos (2% - 20%) 
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9. C(as ficación mediante ^,^N, rango óajo de zumos (2% -20%) 
10. CCas^cación meducnte ^,^N, rango a^to de zumos (20% 100%) 
11. Ane.^o 
^Parte ^D.- Bi6Ciografía 
A^i^s de y^cKra 
PARTE A.- APROXIMACIÓN AL PRODUCTO OBJETO DEL 
ESTUDIO 
1. DEFINICIÓN Y CLASIFICACIÓN GENERAL DE LOS FRUTOS 
La fruta se define como "el fruto, la infrutescencia, la semilla o las partes carnosas 
de órganos florales, que hayan alcanzado un grado adecuado de m.adurez y sean propias para 
el consumo humano" (Código alimentario español _y disposiciones complementarias, I997). Se 
denominan frutos a los productos del desarrollo de una flor después de la fecundación; 
en ellos quedan contenidas las semillas (Diccionario de la Real Acaclemia Española, 2001) . 
En la cubierta del fruto, que recibe el nombre de pericarpio, se pueden 
distinguir tres zonas o capas: la extema o epicarpio, la intermedia o mesocarpio y la 
intema o endocarpio (Tabla I). Atendiendo a su origen y otras características, los 
frutos se clasifican en (Enciclopedia Universal Ilustrada Europeo Americana, 1980)simples 
(proceden de la transformación de un gineceo constituido por un sólo carpelo o por 
varios soldados, el carpelo es la hoja transformada para formar un pistilo o parte de un 
pistilo (Diccionario de la Real Academia Española, 2001)), múltiples (fresa, rosa, granada) 
y compuestos ó infrutescencias (higo, mora, piña americana). Los primeros, a su vez, 
se pueden dividir en secos y carnosos. Dentro de estos últimos se diferencian: 
a.- Drupa (melocotón, aceituna, cereza): es el fruto con mesocarpio carnoso 
y endocarpio (hueso) leñoso. En este caso el mesocarpio suele llamarse 
sarcocarpio (came). 
b.- Baya: es el fruto carnoso en todo el espesor del pericarpio (pulpa). 
- Hesperidio (naranja, limón). 
- Pepónide (calabaza, melón) . 
c.- Pomo (manzana, pera). 
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Zona Denominación Características Formado por 




Intermedia Mesocarpio Esclerénquima 
Prosénquima 






Interna Endocarpio Fibroso 
Parenquimatoso y ñbroso 
Heterogéneo 
Esclerenquimatoso y fibrosovascular 
Tabla I: Estructura anatómica de los frutos. 
La manzana, objeto de estudio en esta Memoria, cuyo nombre científico es 
Malus sylvestris, de la familia de las Rosaceae, es un pomo y se usa cruda, desecada, en 
compota, pulpa, jalea, zumo y aguardiente (Belitz y Grosch, 1992). 
Existen otras clasificaciones a tener en cuenta además de la presentada, como 
las recogidas en el Código alimentario español y disposiciones complementarias (1997): 
1.­ Por su naturaleza: 
1.l.Frutas camosas: su parte comestible posee en su composición, cuando 
menos, e150% de agua. 
1.2. Frutas secas: son aquellas cuya parte comestible posee en su composición 
menos de150% de agua. 
1.3. Frutas oleaginosas: son aquellas empleadas para la obtención de grasas y 
para el consumo humano. 
2. Por su estado: 
2.1. Fruta fresca: es la destinada al consumo inmediato sin sufrir tratamiento 
alguno que afecte a su estado natural. 
2.2. Fruta desecada: es el producto obtenido a partir de frutas frescas, a las 
que se ha reducido la proporción de humedad mediante procesos apropiados 
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y autorizados. El grado de humedad residual será tal que impida toda 
alteración posterior. 
2.3. Fruta congelada. 
3. Por su calidad comercial, las que se determinen en cada caso por la reglamentación 
correspondiente. 
2. IMPORTANCIA DE LA FRUTA 
El consumo de frutas y vegetales se ha asociado a unas bajas proporciones de 
incidencia y mortalidad de cáncer en humanos (Doll, 1990; Dragsted et al., 1993; Ames 
et al., 1993; Willett, 1994a). En experimentos con animales se ha encontrado que los 
vegetales comunes a las dietas humanas presentan efectos antitumorigénicos (Belman, 
1983; Maltzrnan et al., 1989; Stoewsand et al., 1988; Stoewsand et al., 1989; Bingham, 1990; 
Bresnick et al., 1990; Wattenberg y Coccia, 1991) . Algunos autores también han indicado 
una correlación negativa altamente significativa entre la toma de frutas y vegetales 
totalmente frescos y la mortalidad por dolencia de la isquemia en el corazón, tal es el 
caso de A,mstrong et al. (1975) en Bretaña y Verlangieri et al. (1985) en los Estados Unidos. 
Datos similares fueron encontrados entre grupos de vegetarianos (Phillips et al., 1978; 
Burr y Sweetnam, 1982). Tanto personas vegetarianas como no vegetarianas con 
consumo de frutas y vegetales altos han visto reducida su presión arterial (Sacks and 
Dass, I 988; Ascherio et al., 1992 ). También fue hallada una asociación negativa entre 
el consumo de frutas y vegetales y la mortalidad por dolencia cerebrovascular (Acheson 
y WiUiams, 1983; Wang et al., 1996). 
La protección que las frutas y vegetales tienen contra algunas enfermedades, 
incluyendo cáncer, dolencias cardiovasculares y cerebrovasculares, ha sido atribuida 
a los antioxidantes que contienen (Ames, 1983; Steinberg et al., 1989; Gey, 1990; Steinberg, 
1991). Actualmente, hay muchas evidencias que indican que los radicales libres 
causan perjuicio a lípidos, proteínas y ácidos nucleicos. Los radicales libres pueden ser 
la raíz de la etiología de un gran número de enfermedades, incluyendo cáncer y 
arterioesclerosis. Además, los antioxidantes que pueden neutralizar los radicales libres, 
pueden ser de importancia central en la prevención de estas enfermedades. Se han 
asociado bajos niveles en plasma de las vitaminas antioxidantes con un riesgo alto de 
mortalidad de cáncer (Stcihelin et al., 1991a,b; WiUett, 1994b) y, así mismo, bajos niveles 
en plasma de vitaminas E y C aumentaban el riesgo de angina en hombres; también 
se observó una correlación inversa entre niveles de vitamina E en plasma y mortalidad 
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de isquemia en el corazón (Riemersma, 1989; Gey et al., 1991; Wang et al., 1996) . 
3. LAS MANZANAS 
3.1. PROPIEDADES NUTRICIONALES DE LA MANZANA 
Las propiedades nutricionales de la manzana son (www.juver.es, 2004): 
- Importante fuente de vitamina C. 
- Buena fuente de fibra, ya que la mitad de una manzana de tamaño medio 
contiene 5 g de fibra, mientras que los cereales tienen entre 1-5 g. La fibra 
ayuda a nuestro cuerpo facilitando la digestión y añade volumen a la dieta 
(www.dole5aday.com,2004). También es buena para el corazón y la circulación, 
efectiva contra el estreñimiento y la diarrea, limpia los dientes y fortalece las 
encías, acción antiviral, etc. El consumo ideal sería de 2 manzanas al día. 
La información nutricional de una manzana se resume como sigue (datos por 
150 g) (www.juver.es, 2004): 80 calorías, grasa: 0 g, colesterol: 0 mg, sodio: 0 mg, 
carbohidratos: 22 g, fibra: 5 g, azúcares: 16 g, proteínas: 0 g. 
Los datos nutricionales para el zumo son, por 240 mL (www.cepri.cl,2000): 134 
calorías, grasa total: 0 g, grasas saturadas: 0 g, colesterol: 0 g, sodio: 5 mg, 
carbohidratos totales: 33 g(fibra dietaria: 0 g, azúcares: 26 g), proteína: 0.5 g, calcio: 
0.5%. 
Una manzana tiene e120% de fibra que necesita nuestro cuerpo cada día para 
tener buena salud. Hay dos clases de fibra (soluble e insoluble) siendo, 
aproximadamente, el 80% de la fibra de las manzanas de tipo soluble. La fibra 
insoluble puede prevenir distintos tipos de cáncer (www.doieSaday.com, 2004). La 
manzana es rica en pectina, una fibra soluble, que ayuda al cuerpo a eliminar el 
colesterol y a protegerse contra los efectos de la polución ambiental. Diversos estudios 
en Francia, Italia e Irlanda han demostrado que con dos manzanas al día se puede 
reducir hasta un 10% el nivel de colesterol, al mismo tiempo que la pectina ayuda a 
nuestro cuerpo a eliminar metales nocivos tales como el plomo y el mercurio. Dos 
manzanas al día pueden ser un tónico para el corazón y la circulación. Las manzanas 
contienen, además, ácido málico y tartárico, que son especialmente eficaces como 
ayuda en la digestión de alimentos ricos en grasas. La vitamina C que se encuentra en 
la manzana ayuda a reforzar el sistema inmunológico. Tradicionalmente, las manzanas 
se han usado para combatir problemas gastrointestinales y, por ejemplo, (debido a sus 
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contenidos en fibra soluble) se usa para combatir el estreñimiento. La manzana se usa, 
así mismo, para problemas de artritis, reumatismo, gota, diarrea, gastroenteritis y 
colitis. También se ha visto que el simple olor a manzanas tiene un efecto relajante y 
ayuda a bajar la tensión. 
El azúcar de las manzanas es mayormente fructosa, un azúcar simple que se 
descompone lentamente en el cuerpo y ayuda a mantener un nivel equilibrado de 
azúcar en sangre. 
Las manzanas pueden ser almacenadas unos cinco meses si son enfriadas a 
aproximadamente 0°C. En atmósferas especiales controladas para el almacenamiento, 
las manzanas pueden ser almacenadas casi 12 meses porque la temperatura, humedad, 
oxígeno y dióxido de carbono son constantemente monitorizados y controlados con 
objeto de prevenir la maduración rápida. Las manzanas frescas flotan porque e125% 
de su volumen es aire (www.dole5aday.cam, 2004). 
3.2. VARIEDADES 
Hay unas 8000 variedades distintas de manzanas; algunas de las más 
importantes pueden ser: Granny Smith, Cox Orange, Boskoop, Elstar, Fuji, Braeburn, 
Gloster, Vista Bella, Jersey Mac, Paulared, McIntosh, Gala, Cortland, Jonathan, 
JonaGold, Red Delicious, Empire, Idared, Rome, Golden Delicious, Melrose, 
Crispin/Mutsu, Criterion, Winter Banana, Stayman Winesap, Dorset Golden, Anna, 
Primicia, Slor, Topred, Bravo Esmolfe, Reineta, Esperiega, Earligold, Gingergold, Pink 
Lady, etc. (www.philipsfruit.com, 2004). 
3.3. PRODUCCIÓN MUNDIAL 
En los últimos años se ha producido un aumento del cultivo de manzanos en 
distintas zonas del mundo, pero no siempre ha habido un aumento en su consumo. Por 
su parte, el mercado europeo de manzanas frescas es el mayor del mundo. La 
producción anual es de alrededor de 8 millones de Tm. Esto representa un valor anual 
(a precios de consumidor) de 7 billones de dólares. Con el nuevo mercado desarrollado 
con los países del Este y Rusia el consumo total ha aumentado a 15 millones de Tm 
(www.idita.org, 2004). En la Tabla II se muestran las cinco variedades más consumidas 
en Europa y en EEUU (hnp:llpostharvest.tfrec.wsu.edu, 2005). Como se puede observar en 
la tabla, las variedades más consumidas son parecidas. España representa el 12% del 
total de la producción total de la Lnión Europea (wu^u^.fas.usda.gov, 2004). 
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