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Photocatalysis induced by sunlight is one of the most promising approach to environmental pro-
tection, solar energy conversion and sustainable production of fuels. The computational modeling
of photocatalysis is a rapidly expending field which requires to adapt and further develop the avail-
able theoretical tools. The coupled transfer of proton and electron is an important reaction during
photocatalysis. In this work, we present the first step of our methodology development in which
we apply existing kinetic theory of such coupled transfer to a model system, namely, methanol
photo-dissociation on rutile TiO2(110) surface, with the help of high-level first-principles calcula-
tions. Moreover, we adapt the Stuchebrukhov-Hammes-Schiffer kinetic theory, where we use the
Georgievskii-Stuchebrukhova vibronic coupling, to calculate the rate constant of the proton coupled
electron transfer reaction for a particular pathway. In particular, we propose a modified expres-
sion to calculate the rate constant which enforces the near-resonance condition for the vibrational
wavefunction during proton tunneling.
I. INTRODUCTION
As more and more societies try to move away from
an economy based on fossil fuels and its environmental
consequences, clean hydrogen production by solar-driven
water splitting appears as a promising direction to follow.
Unlocking molecular dihydrogen fuel from water requires
a huge amount of energy, and photocatalysis is consid-
ered the most reliable process to achieve this goal [1–3].
Since the pioneering study of Fujishima and Honda in
1972 [4], photocatalytic reactions on TiO2 surface has
become a widely studied subject [5–8]. Shortly after,
it has been shown that TiO2 alone was not very active
for water splitting, whereas adding sacrificial agents such
as methanol could dramatically enhance the efficiency of
the reaction [9]. Despite decades of experimental and
theoretical studies of water and methanol photocataly-
sis on TiO2 surface, the underlying mechanisms are still
under debate. A better fundamental understanding of
these particular reactions is then of primary importance
to help the design of new photocatalysts.
Different scenarios have been proposed in literature to
describe the photocatalytic methanol (CH3OH) dissocia-
tion on rutile TiO2(110) surface to formaldehyde (CH2O)
product, such as direct dehydrogenation [10], implying
simultaneous breaking of OH and CH bonds, or a step-
wise reaction [11, 12], in which CH bond cleavage fol-
lows OH bond breaking. In all cases, protons are trans-
ferred to a bridge oxygen site (Obr). It has been argued
that chemisorbed methoxy (CH3O) species is first formed
by the thermal dissociation of methanol [13–15], show-
ing that methoxy, and not molecular methanol, would be
the effective hole scavenger. On the other hand, it has
been suggested that the first OH breaking step follows
an interfacial excitonic proton coupled electron transfer
(PCET) mechanism during which the hole is transferred
to the adsorbed methoxy species, and that only one pho-
togenerated hole could induce both OH and subsequent
CH bond breaking [16].
Recently, PCET reactions has been shown to be of gen-
eral importance in heterogeneous photocatalysis [17–21].
Methanol is seen as a hole scavenger during photocat-
alytic reaction on TiO2 surface which reduces the oth-
erwise high recombination rate of the photo-generated
charge carriers, however, the highest occupied molecular
orbital (HOMO) of adsorbed species lies below the va-
lence band maximum (VBM) of TiO2, hindering the hole
transfer. It has been suggested that the proton transfer
to Obr and the hole transfer to methoxy are coupled,
the chemical energy required to raise the HOMO being
provided by the transferring proton [16, 22–24]. From a
general point of view, the photoexcited hole can be de-
localized (“free”) or localized (“trapped”) at a specific
site [25–27]. In particular, it has been shown on the
basis of hybrid density functional theory (DFT) calcu-
lations on organic adsorbates on anatase TiO2 surface
that the molecular adsorption creates a surface dipole
which reduces the cost to form a hole at a surface oxy-
gen [25]. For the particular system under study in this
work, it has been shown that HSE06 functional gives cor-
rect band alignment, hole localization and PCET ther-
mochemistry [28–31]
In this work, we used density functional theory (DFT)
calculations at the hybrid level together with the exten-
sion of the Marcus theory to nonadiabatic PCET reac-
tions developed by Hammes-Schiffer, Soudackov, and co-
workers [32, 33] to study the first step of methanol photo-
dissociation on rutile TiO2(110) surface. The manuscript
is organized as follows: In section II we briefly present
the theoretical approach used and the details of the first-
principles calculations we performed. In section III we
present our results and discuss them, and we conclude
in section IV. Finally, we present in the appendices some
details of the calculations realized to obtain the different
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II. METHODOLOGY
1. Vibronic Coupling and Rate Constant
The form of the PCET rate constant will principally
depend on the value of the vibronic couplings Vµν be-
tween the reactant (µ) and product (ν) electron-proton
vibronic states, defined as the Hamiltonian matrix ele-
ment between the reactant and product electron-proton
vibronic wave functions. In the vibronically adiabatic
limit, where Vµν  kBT , the rate constant can be esti-
mated by the transition state theory (TST) which will
be essentially independent of the vibronic couplings:
kTST ∝
(
k
B
T
2pih¯
)
exp
[
−∆G
‡
kBT
]
. (1)
where h¯ is the reduced Planck’s constant, k
B
the Boltz-
mann’s constant, T the absolute temperature, and ∆G‡
the free energy of activation. In the vibronically nona-
diabatic limit, where Vµν  kBT , the PCET rate con-
stant can be calculated by the Stuchebrukhov-Hammes-
Schiffer (SHS) theory [32, 34], where the rate constant
for coupled electron and proton transferring together is
written as an extension of the Marcus theory for electron
transfer:
kSHS =
∑
µ
Pµ
∑
ν
|Vµν |2
h¯
√
pi
λµνkBT
× exp
[
− (∆Gµν + λµν)
2
4λµνkBT
]
, (2)
where the double summation is over all pairs of reactant
(µ) and product (ν) electron-proton vibronic states, Pµ is
the Boltzmann population of the reactant state µ, ∆Gµν
is the reaction free energy, and λµν is the reorganization
energy.
The vibronic coupling can be estimated by the semi-
classical (sc) approach given by Georgievskii and Stuche-
brukhova [35] which spans the two limiting cases of small
and large electronic coupling. For small electronic cou-
pling, the reaction will be electronically nonadiabatic and
the electron will not respond instantaneously to the pro-
ton motion, whereas for large electronic coupling the re-
action will be electronically adiabatic. The general form
of the vibronic coupling is given by [35]:
V (sc)µν = κV
(ad)
µν , (3)
where V (ad) is the vibronic coupling in the electronically
adiabatic limit, and κ is the factor assessing the electronic
nonadiabaticity of the reaction:
κ =
√
2pip
ep ln p−p
Γ(p+ 1)
, (4)
FIG. 1: Initial structure with one monolayer on each
side of the slab, each one containing 7 water molecules
and 1 methanol molecule (see text). Left: view from the
side with the supercell edges (orthographic). Right:
zoom on the top part (perspective). The methanol
molecule adsorbs directly on the TiO2(110) surface.
Pink: Ti, Red: O, Green: C, white: H.
where Γ(x) is the gamma function, and p, called adiabatic
parameter, is given by:
p =
|H
DA
|2
h¯|∆F |vt =
τp
τe
, (5)
where H
DA
is the electronic coupling between the initial
(donor) and final (acceptor) states, as appearing in the
Marcus theory, ∆F is the difference between the slopes of
the proton potential energy curves at the crossing point,
vt = (2(Vc − E)/m)1/2 is the “tunneling velocity” of the
proton at the crossing point, with m the mass of the
proton, Vc the potential energy at the crossing point,
and E the tunneling energy. τp = |HDA |/|∆F |vt and
τe = h¯/HDA are respectively the proton “tunneling time”
and the time required to change the electronic state [35].
For p  1 (κ = √2pip), the reaction will be electron-
ically nonadiabatic (na), and the vibronic coupling will
be reduced to:
V (na)µν = |HDA |〈ϕµ|ϕν〉, (6)
where ϕµ,ν are the proton vibrational wave functions.
For p  1 (κ = 1), the reaction will be electronically
adiabatic and the vibronic coupling will be given by [35]:
V (ad)µν = h¯cµcν
√
ωDωA exp
[
− 1
h¯
∫ xν
xµ
k(x′)dx′
]
, (7)
3(a) (b)
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FIG. 2: Spin densities calculated with HSE06 functional
including a hole. (a): reactant state, (b): product state,
(c): transition state, (d): NEB state after the transition
state, (e) and (f) are two states along the proton
potential calculated in the reactant state geometry.
(Orange: positive. Blue: Negative.)
where xµ and xν delimit the tunneling region, ωD and
ω
A
are the vibration frequencies in the donor and the
acceptor wells. cµ and cν are numerical coefficients cor-
responding to the µth and νth excited states of the proton
respectively in the donor and acceptor wells:
cn = pi
−1/4
√
2n
n!
exp
[
(2n+ 1) (ln(2n+ 1)− 2 ln 2− 1)
4
]
.
(8)
The function k(x) appearing in Eq. (7) is the wave vector
of the wave function written in the Wentzel-Kramers-
Brillouin (WKB) approximation [36]:
k(x) =
√
2m(V (x)− E)
h¯
, (9)
where V (x) is the proton potential (see below).
To enforce the tunneling near-resonance condition be-
tween the proton vibrational states, we modified Eq. (2),
and the rate constant is calculated from:
k
PCET
=
∑
µ
Pµ
∑
ν
|Vµν |2
h¯
√
pi
λk
B
T
exp
[
−|Eν − Eµ|
k
B
T
]
× exp
[
− (∆G
0 + λ)2
4λkBT
]
, (10)
where ∆G0 is the free energy of reaction as appearing
in the Marcus theory, Eµ/ν are the proton vibrational
energy levels, and where the reorganization energy λ is
calculated once for the whole reaction. Details on the cal-
culation of the different quantities appearing in equation
(10) are given in the appendices. Briefly, the electronic
coupling H
DA
is calculated by the projection-operator di-
abatization (POD) method [37, 38] (see appendix B). The
electron-proton vibronic states (µ/ν) are calculated by
fitting the ab initio potential energy curves by Morse po-
tentials (see appendix A). And the reorganization energy
is calculated by a variant of the four-point model [33, 39]
(see appendix C).
2. Computational Details
The rutile TiO2(110) surface was modeled by a five
O-Ti-O trilayers slab with the xy dimensions of 4×2
supercell, as shown in Fig. 1, giving a TiO2 slab with
240 atoms and a supercell containing 294 atoms in to-
tal. We used experimental lattice parameters at 295 K:
a = 4.593 A˚ and c = 2.959 A˚ [40]. 3D periodic bound-
ary conditions are used with a ∼20 A˚ vacuum gap be-
tween periodic image in the z direction (corresponding
to the (110) direction), giving a supercell of dimensions
11.836×12.991×35.0 A˚3. We placed one monolayer (ML)
of water molecules on the surface, consisting of 8 water
molecules on unsaturated Ti sites, for which the orien-
tation have been chosen such as to maximize Hydrogen
bonding and symmetries. Moreover, to avoid the build-
ing of a net dipole moment, we placed a symmetric layer
at the bottom of the slab. The thickness of the slab was
investigated to ensure convergence on band positions and
water adsorption energies. Similar setup has been used
for extensive tests in previous studies published by our
group [30, 41–43]. Finally, one water molecule is replaced
by one methanol molecule on each side of the slab, which
correspond to a coverage of 1/8 ML.
All ab initio calculations were performed using the
freely available CP2K/Quickstep software package [44,
45]. The core electrons were represented by ana-
lytical Goedecker-Teter-Hutter (GTH) pseudopotentials
[46]. For Ti atoms, the explicit valence electrons are
3s23p64s23d2, for O atoms 2s22p4, for C atoms 2s22p2,
and for H atoms 1s1. The basis sets were short-ranged
(less diffuse) double-ζ basis functions with one set of po-
larization functions (DZVP) [47]. We also tested the
adsorbed molecules in gas phase using larger basis sets
(TZV2P) and found a negligible difference of 0.01 eV
in the adsorption energies. After convergence study, the
plane wave cutoff for the electron density was fixed to 500
Ry. Given the size of the supercell, all calculations were
done at the Γ point only. Geometry optimization was
done with the help of the Broyden-Fletcher-Goldfarb-
Shanno (BFGS) algorithm allowing all the atoms to relax
until the forces were down to 4.5×10−4 Ha/bohr.
Standard LDA or GGA functionals have the tendency
4FIG. 3: Densities of states (black: total DOS, red: projected DOS) for the structures shown in Fig. 2. (a): reactant
state, (b): product state, (c): transition state, (d): NEB state after the transition state, (e) and (f) are two states
along the proton potential calculated in the reactant state geometry.
to over-delocalize electronic states in transition metal
oxides such as TiO2 [30]. Two approaches are possi-
ble to limit this problem, namely, the use of hybrid
functionals (which include partial exact Hartree-Fock ex-
change) or the use of DFT+U calculations (which in-
clude on-site Coulombic repulsion) [48, 49]. Here, we
used a Heyd-Scuseria-Ernzerhof (HSE) hybrid functional
in the HSE06 version [50, 51], for which the calcula-
tions are carried out applying an auxiliary density matrix
method (ADMM) recently developed and implemented
in CP2K [52–54]. In this method, the density matrix
is re-expanded in a small auxiliary basis set leading to
massive speed-up of the calculation of Hartree Fock ex-
change. We included van der Waals interaction through
the use of a Grimme’s dispersion correction (DFT-D3)
[55]. All calculations were spin-polarized.
3. Model Validation
We first validate our implementation by reproducing
some of the results published recently by Ghosh et al. on
adsorbed organic radical (TEMPO) on a photoreduced
ZnO nanocrystal [33]. We refer the reader to Ref. [33]
for the details about this system. From their calculations,
the reorganization energy was calculated to be 1.6 eV
from the approach given by Eq. (25 in the Appendices),
with a similar contribution from TEMPO and ZnO com-
ponents. From their geometries optimized with a PBE
functional, we have calculated the energies with the hy-
brid functional PBE0-TC-LRC [53], and obtain 0.717 eV
for TEMPO and 0.895 eV for the ZnO nanocrystal, giving
a total inner-sphere reorganization energies of 1.612 eV,
in good agreement with the published result [33]. We also
did the same calculation with optimized structure with
the PBE0-TC-LRC functional, and obtained 0.683 eV for
TEMPO and 0.916 eV for the ZnO nanocrystal, giving a
total inner-sphere reorganization energies of 1.599 eV. Fi-
nally, we did the same calculation with the HSE06 func-
tional, and obtained 0.689 eV for TEMPO and 0.935 eV
for the ZnO nanocrystal, giving a total inner-sphere re-
organization energies of 1.624 eV. We also compared the
proton wavefunction overlap at a donor-acceptor distance
of 2.30 A˚ through the use of Eq. (13), calculated to be
S200 = 1.213× 10−2 and S201 = 9.597× 10−2, in excellent
agreement with Ref. [33].
We have calculated the electronic coupling by imple-
menting the POD method (see appendix B) for a charged
(+1) He dimer for a DZVP basis set and a PBE50 func-
tional (50 % Hartree-Fock exchange) as recently pub-
lished by Futera and Blumberger [38]. For an interatomic
distance of respectively 2.5 A˚, 3.0 A˚, 4.0 A˚, and 5.0 A˚,
we calculated (from Ref. [38]) 194.91 meV (196.22 meV),
62.74 meV (64.55 meV), 5.70 meV (6.30 meV), and
0.28 meV (0.64 meV), which show a reasonable agree-
ment. These different results give us confidence in our
5implementation, which we now use to describe photo-
dissociation of methanol adsorbed on rutile TiO2(110)
surface.
III. RESULTS AND DISCUSSION
We first optimized the initial structure shown in Fig. 1
including a hole. To ensure hole localization at the sur-
face, we slightly modified the position of the nearest oxy-
gen atom to the transferring proton before optimization,
as the hole localization site will be determined by the
starting structure used in geometry optimization proce-
dure [30]. The initial spin density will then be localized
preferentially on O2p orbitals, as shown in Fig. 2 (a).
We then optimized the product structure geometry by
moving a proton from adsorbed molecule to the nearest
oxygen atom, as shown in Fig. 2 (b), where the hole is
now localized on the dissociated molecule. The corre-
sponding total and projected density of states are shown
in Fig. 3, where we can see that the trapped holes in the
initial structure have a vertical energy level inside the
band gap well above the VBM at 2.50 eV, in agreement
with previous calculations at the hybrid level on the ru-
tile TiO2(110) water interface [29]. In the final structure,
the hole is localized on the adsorbed species with a verti-
cal energy level inside the bandgap at 1.98 eV above the
VBM. From a general point of view, these results tend to
confirm that the transferring proton will raise the HOMO
of the adsorbed species and promote the hole transfer.
From these structures we obtain the Gibbs free energy
of reaction ∆G0, which is calculated to be −0.34 eV,
showing that the reaction is highly exothermic. We then
used the climbing image nudged elastic band (CI-NEB)
method [56] to generate the reaction path for proton
transfer from methanol to titania surface and identify
the transition state (TS), as shown in Fig. 4. The adia-
batic energy barrier (∆G‡) is calculated to be 0.60 eV, in
good agreement with calculations recently performed at
the DFT+U level by Zhang et al. [14]. No stable inter-
mediates are observed, suggesting that the reaction path
involved the coupled transfer of an electron and a proton.
We then assume that OH bond breaking is a concerted
PCET mechanism and use the methodology presented in
section II.1.
The electronic coupling is calculated at the transi-
tions state based on the projection-operator diabatiza-
tion (POD) method [37, 38] (see appendix B). The sys-
tem is separated between a hole donor part (D), con-
taining TiO2 atoms, the water molecules and the bottom
layer methanol molecule, and a hole acceptor part (A),
containing the active methanol molecule. The molecu-
lar orbitals corresponding to the spin density at and af-
ter the TS are used to calculate the electronic coupling.
We choose to keep the transferring proton in the donor
part as this partitioning scheme preserves the shape of
FIG. 4: Adiabatic energy profiles including a hole
obtained from CI-NEB with an HSE06 functional. (*)
indicates a geometry at which the proton potential
V (x) is calculated.
the orbitals of interest (in particular the hole state), al-
lowing us to identify the initial and the final states of
the hole transfer. The electronic coupling is then calcu-
lated to be 0.186 eV, suggesting an intermediate regime
between electronically adiabatic and nonadiabatic. Us-
ing Eq. (25), the reorganization energy is calculated to
be 0.091 eV. The value of reorganization energy can be
divided in two parts describing the geometrical reorga-
nization of the surface of the semiconductor and in the
molecule, which are calculated to be 41 and 50 meV re-
spectively, indicating a similar contribution. Such small
reorganization energy is typical of reactions which do not
involved an important charge rearrangement.
As specified by Georgievskii and Stuchebrukhova [35],
the proton potential V (x) appearing in Eq. (9) should
be calculated with all other atoms except the transferring
proton in a fixed geometry such that there is a resonance
between the vibrational states in both potential wells.
As an initial approach, and to keep a reasonable com-
putational workload, V (x) is calculated for the reactant
geometry, the product geometry, the transition state ge-
ometry, and an intermediate geometry as indicated by
(∗) in Fig. 4. For these calculations, the positions of all
the atoms except the transferring proton are fixed, and
the energy is calculated along the direction joining the
donor and acceptor oxygen atoms. In contrast to more
symmetrical molecular systems such as phenoxyl/phenol
and benzyl/toluene [57], we do not observe a double-well
potential at the transition state but a rather flat poten-
tial, as shown in Fig. 5 (a), suggesting that the proton
6De (eV) α (A˚
−1) ω0 (cm−1)
donor well 3.143 2.505 3263
acceptor well 3.650 2.752 3863
TABLE I: Morse potentials parameters for the reactant
geometry as shown in Fig. 5 (b).
will be delocalized over both wells. Calculation of the
proton vibrational states is then not performed for the
transition state geometry.
As shown in Fig. 5 (b)-(c)-(d), the two wells of the
proton potentials are fitted by Morse potentials, respec-
tively for the reactant state, the intermediate state, and
the product state. At the reactant geometry, the vibra-
tional ground state in the donor well is in near resonance
with the first excited state in the acceptor well. For the
intermediate geometry, the two ground states on both
wells are almost in near resonance. Finally, for product
geometry the system is not in the “tunneling resonance
regime”. In all cases, we observe a decrease of the verti-
cal energy level of the hole localized on the TiO2 surface
when the proton moves until the height of the barrier is
passed, and an increase after that where the hole is now
localized on the dissociated molecule, as shown by orange
squares in Fig. (5). In the following, vibronic couplings
and rate constants are calculated for the reactant geome-
try. The Morse data for the reactant geometry are shown
in Table I. Fig. 2-(e)-(f) show the spin densities for two
structures along the proton coordinate x where we see
that the transferring proton carries with itself some β-
density. The corresponding densities of states are shown
in Fig. 3-(e)-(f).
Using Eq. (3), the vibronic coupling is calculated to
be 1.5×10−6 eV, indicating a vibronically nonadiabatic
reaction and justifying the use of the theory presented in
section II.1. The adiabaticity parameters are calculated
to be p = 0.045 and κ = 0.452, indicating an intermedi-
ate regime between electronically adiabatic and nonadi-
abatic regimes. We now have calculated all the required
quantities to calculate the rate constant from Eq. (10),
which is calculated to be 8.8×101 s−1. Interestingly, this
rate is not very far from the TST rate calculated to be
5.2×102 s−1. Finally, the different limit rates are in a
small range of values in the order:
k(na)
PCET
< k(sc)
PCET
< k(ad)
PCET
< k
TST
, (11)
showing a coherent ordering of the PCET rate con-
stants across the different regimes of vibronic and elec-
tronic nonadiabaticity. The principal numerical results
are gathered in table II. Of course, these results are rele-
vant only for the particular path we have chosen, which
correspond to a particular hole localization site, a partic-
ular adsorption geometry, and a particular bridge oxygen
receiving the transferring proton. Also, a sampling of the
different possible resonante structures should be calcu-
lated, for instance from ab initio molecular dynamics.
V. CONCLUSION
In this work, we have studied the kinetics of the first
step of methanol photo-dissociation on rutile TiO2 sur-
face using and slightly modifying the Stuchebrukhov-
Hammes-Schiffer theory [32, 34], together with the
Georgievskii-Stuchebrukhova theory to calculate the vi-
bronic couplings [35]. In this framework, we have studied
the OH bond cleavage of adsorbed methanol for a given
hole trapping site, a given adsorption geometry, and a
given reaction path. the reaction is found to be vibroni-
cally nonadiabatic and in an intermediate regime between
electronically adiabatic and electronically nonadiabatic.
In particular, we have proposed a modified PCET rate
constant equation to enforce the near-resonance condi-
tion on the proton vibrational wave functions given by
Eq. (10) allowing us to obtain a coherent ordering of the
PCET rate constants across the different regimes of vi-
bronic and electronic nonadiabaticity (see Eq. (11)). We
have presented here the first step of our methodology de-
velopment in computational photocatalysis. We believe
that these results are general and can be applied to a
large range of photocatalytic reactions on oxide semicon-
ductor surfaces.
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APPENDICES
A. Electron-Proton Vibronic States
To calculate the quantities Pµ, Eµν and Sµν =
〈ϕµ|ϕν〉, where ϕµ/ν are the proton vibrational wave-
functions, the proton potential wells are approximated
by Morse potentials of the form:
V (r) = De
(
1− e−α(r−req)
)2
, (12)
where r is the distance between the transferring proton
and the nearby atom to which it is bound, req the equi-
librium bond distance, De the dissociation energy, and
α =
√
ke/2De, where ke is the force constant at the
minimum of the well.
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FIG. 5: Proton potentials V (x): (a) for the reactant (black circles), the product (green diamonds), the intermediate
(red squares), and the transition state (blue triangles) geometries, (b)-(c)-(d) proton potential together with the
Morse curves and the β HOMO-LUMO gap (orange squares) respectively for the reactant, the intermediate, and the
product state geometries. In (c) the β HOMO-LUMO gap is divided by 3 for illustration purposes. In all cases, the
left well correspond to the hole localized on the TiO2 surface with the proton in the methanol molecule, and the
right well to the hole localized on the adsorbed species and the proton bonded to the bridge oxygen.
Analytical solutions of the one-dimensional
Schro¨dinger equation are available for the eigen-
functions and eigenvalues of the Morse potential [58].
The eigenfunctions are given by:
ϕn(r) = Nnξ(r)
β−n−1/2e−ξ(r)/2L(2β−2n−1)n (ξ), (13)
where:
β =
√
2mDe
αh¯
, and ξ(r) = 2βe−α(r−req), (14)
where the normalization constant Nn has been calculated
numerically. Finally, L
(2β−2n−1)
n (ξ) are the generalized
Laguerre polynomials. It is known that analytic expres-
sion for the Morse wave functions is computationally un-
stable because of the summation of an alternating series
in evaluating Laguerre functions, especially for higher ex-
cited states. Dahl and Springborg have proposed a recur-
rence relation which allows to circumvent this problem,
given by [58]:
L(σ)n (z) =
1
n
[
(2n− 1 + σ − z)L(σ)n−1(z)
− (n− 1 + σ)L(σ)n−2(z)
]
, (15)
with the two first polynomials given by:
L
(σ)
0 (z) = 1 and L
(σ)
1 (z) = 1 + σ − z. (16)
The number of bound states is bβ + 1/2c, where bxc
denotes the largest integer smaller than x. The corre-
sponding energies are given by:
En =
[(
n+
1
2
)
− 1
2β
(
n+
1
2
)2]
h¯ω0, (17)
where
ω0 =
(
2Deα
2
m
)1/2
. (18)
8∆G0 ∆G
‡ Etun |HDA | λ 〈ϕ0|ϕ1〉
−0.34 0.60 0.199 0.186 0.091 5.8×10−6
p κ V
(na)
vib V
(sc)
vib V
(ad)
vib
∣∣∣E(1)ν − E(0)µ ∣∣∣
0.045 0.452 1.1×10−6 1.5×10−6 3.3×10−6 0.016
τe τp k
(na)
PCET
k(sc)
PCET
k(ad)
PCET
kTST
3.15 0.16 4.7×101 8.8×101 4.3×102 5.2×102
TABLE II: Calculated parameters for the calculation of the rate constants. Calculations are done for the reactant
geometry (see Fig. 5.(b)). Vibronic coupling are given for µ = 0 and ν = 1, which correspond to the near resonant
states in the reactant geometry and which largely dominate the rate constants. All energies are in eV, time in fs,
and rate constants in s−1. kPCET are calculated from Eq. (10) and kTST from Eq. (1). See the main text for a
description of the different parameters.
From (17), we can calculate the Boltzmann population
at a given temperature from:
Pµ =
e−Eµ/kBT∑
µ e
−Eµ/kBT
. (19)
B. Electronic Coupling
Several methods exist which allow to calculate the elec-
tronic coupling H
DA
involved in Eq. (6) [59]. Here, we
have implemented the method developed by Kondov et
al. [37] and referred to as projector-operator diabatiza-
tion (POD) method [38]. The POD method is a post-
processing diabatization method whose starting point is
the Kohn-Sham (KS) matrix obtained from a converged
ab initio calculation HKS . The adiabatic electronic states
|Ψi〉 obtained from standard DFT calculation are ex-
pressed as a linear combination of atomic-orbital basis
set: |Ψi〉 =
∑
j cij |φj〉. For plane-wave codes, it should
be possible to perform a projection on localized orbitals
such as Wannier functions. The set of atomic orbitals
of the overall system, |φj〉, is divided into two groups,
namely, the donor group (|φdj 〉), which comprises the or-
bitals centered at the atoms of the donor, and the accep-
tor group (|φaj 〉), which includes the orbitals centered at
the acceptor. In our case, atoms belonging to TiO2 are
considered as being part of the hole donor (together with
the water molecules and the bottom methanol molecule)
and atoms belonging to active methanol molecule are
considered as being part of the hole acceptor. The trans-
ferring proton can be either chosen as being part of the
donor or the acceptor.
Localized basis functions, such as Gaussian-type or-
bitals we are using here, are in general not orthogo-
nalized, and the Hamiltonian is expressed in a new or-
thogonalized basis set according to the Lo¨wdin proce-
dure [60, 61]:
H˜
KS
= S−1/2H
KS
S−1/2, (20)
where S denotes the electronic orbital overlap matrix
with elements Skl = 〈φk|φl〉, which can be for instance
directly printed out from a CP2K calculation. To ob-
tain S−1/2, we first diagonalize the overlap matrix us-
ing a unitary matrix U (i.e. U†U = UU† = 1):
Sdiag = U
†SU . S being a real matrix, U is orthog-
onal (i.e. UTU = UUT = 1). The eigenvalues of S
are always positive, which allows to replace the diagonal
elements of Sdiag by their square roots, giving the ma-
trix S
1/2
diag. After calculating S
1/2 = US
1/2
diagU
†, we obtain
S−1/2 = (S1/2)−1 = US−1/2diag U
† (See appendix J of Ref.
[62]). Direct diagonalization of H˜
KS
gives the eigenvalues
obtain from the initial ab initio calculation.
The matrix H˜
KS
can be arranged in the following
donor-acceptor block structure according to the previ-
ously chosen separation:
H˜KS =
(
H˜dd H˜da
H˜ad H˜aa
)
. (21)
Separate diagonalization of the two (donor and accep-
tor) blocks of the KS matrix H˜αα via H¯αα = U
†
αH˜ααUα,
and transformation of the off-diagonal parts with the
corresponding eigenstates in the two blocks via H¯αβ =
U†αH˜αβUβ (where α and β denote either the donor (d) or
the acceptor (a)), result in the following block structure
form:
H¯
KS
=
(
H¯dd H¯da
H¯ad H¯aa
)
(22)
=

εd,1 0 · · ·
0 εd,2 · · · H¯da
...
...
εa,1 0 · · ·
H¯ad 0 εa,2 · · ·
...
...

,
9where εα,i are the one-electron energies of the diabatic
states of the donor and acceptor, and H¯αβ are the cou-
pling between them. In our case, H¯ad = H¯da. We
note here that by using CP2K at the hybrid level in the
ADMM approach when calculating the electronic cou-
plings, it is required to turn off the purification proce-
dure in order to obtain the correct Kohn-Sham matrix
elements [52].
The corresponding donor and acceptor molecular or-
bitals, |φ¯αn〉, are given as the eigenvectors of H¯αα and are
related to the orthogonalized atomic orbitals |φ˜αj 〉 and
the original atomic orbitals |φl〉 via [37]:
|φ¯αn〉 =
∑
j
(Uα)jn |φ˜αj 〉
=
∑
js
(Uα)jn
(
S−1/2
)
sj
|φs〉. (23)
Identifying the donor (or acceptor) state with one of the
states |φ¯dn〉 and the acceptor (or donor) states with one
of the state |φ¯am〉, the electronic coupling is given by
|H
DA
| = |H¯da,nm|. After separation of the system into
a donor and an acceptor part, the molecular orbitals of
interest can be mixed. We have opted for an identifi-
cation by visualization in which the molecular orbitals
after separation, given by equation (23), are compared
either to the molecular orbitals of the full system before
separation or to the molecular orbitals of isolated parts.
C. Reorganization Energy
As proposed in Ref. [33, 39], the equilibrium energies
of the isolated fragments are combined to compute the
inner-sphere reorganization energy with a variant of the
four-point model. Considering the methanol dissociation
where a proton H+ and a hole h+ are exchanged between
the molecule and the semiconductor:
TiO2/h
+ + CH3OH −→ TiO2/H+ + CH3O·, (24)
the inner-sphere reorganization energy can be calculated
as follows :
λ =
1
2
[
ETiO2/h+(TiO2/H
+) + ECH3OH(CH3O
·)
− ETiO2/h+(TiO2/h+)− ECH3OH(CH3OH)
]
+
1
2
[
ETiO2/H+(TiO2/h
+) + ECH3O·(CH3OH)
− ETiO2/H+(TiO2/H+)− ECH3O·(CH3O·)],
(25)
where EA(B) is the energy of state A at the optimized
geometry of state B. These energies correspond to equi-
librium energy of the particular fragment when A and B
are the same, and correspond to a nonequilibrium geom-
etry otherwise. If B is protonated and not A, the proton
on B is removed, whereas when B is not protonated and
A is, the proton position is optimized while keeping the
other atoms at fixed positions.
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