Cervical biopsy (biopsy) is an important part of the diagnosis of cervical cancer. The artificial classification of biopsy images in diagnosis is difficult and depends on the clinical experience of pathologists. However, the classification accuracy of computerized biopsy tissue images with similar lesions is low, and the problem of incomplete experimental objects needs to be addressed. This paper proposes a method of cervical biopsy tissue image classification based on least absolute shrinkage and selection operator (LASSO) and ensemble learning-support vector machine (EL-SVM). Using the LASSO algorithm for feature selection, the average optimization time was reduced by 35.87 seconds while ensuring the accuracy of the classification, and then serial fusion was performed. The EL-SVM classifier was used to identify and classify 468 biopsy tissue images, and the receiver operating characteristic (ROC) curve and error curve were used to evaluate the generalization ability of the classifier. Experiments show that the normalcervical cancer classification accuracy reached 99.64%, the normal-low-grade squamous intraepithelial lesion (LSIL) classification accuracy was 84.25%, the normal-high-grade squamous intraepithelial lesion (HSIL) classification accuracy was 87.40%, the LSIL-HSIL classification accuracy was 76.34%, the LSILcervical cancer classification accuracy was 91.88%, and the HSIL-cervical cancer classification accuracy was 81.54%.
I. INTRODUCTION
Cervical cancer is the fourth most common type of disease in females worldwide. In developed countries, the incidence of cervical cancer is low due to high medical standards. For example, in the past 30 years, due to advances in screening and prevention technologies in the United States, the incidence of cervical cancer has dropped by approximately 50% [1] , [2] . In developing countries, the incidence of cervical cancer in women is high; for example, Xinjiang, China is a region with a high incidence of cervical cancer. As a controllable disease, the screening stage and confirmatory examination are essential steps.
The screening techniques for cervical cancer are as follows. (1) Visual inspection, including iodine staining (VILI)
The associate editor coordinating the review of this manuscript and approving it for publication was K. C. Santosh . and acetic acid staining (VIA), which is mainly used for routine inspections; however, its screening rate and accuracy are both controversial [3] , [4] . (2) The Pap smear method (cervical smear method), which uses a cervical brush to remove cells from the outer mouth of the cervix for use as specimens. With a simple cervical smear, doctors can monitor the very early stages of changes in cervical cells; this method has a simple operation and takes less time, but it has a high false negative rate [5] . (3) Liquid-based cytology detection: the thinprep cytologic test (TCT) system is used to detect cervical cells and perform cytological diagnosis. Compared with the Pap smear method, it significantly improves the detection rate of abnormal cells [6] . (4) The human papillomavirus(HPV) inspection method, based on molecular biology technology, is divided into a target gene amplification method and a nontarget gene amplification method. Among them, the DNA ploidy analysis and detection technology analyzes changes VOLUME 8, 2020 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ in the number and total number of chromosomes in the cell's DNA to determine whether cervical cells have changed due to disease. HPV quantitative detection has a high specificity, and it is easy to have a low missed diagnosis rate when screening advanced lesions [7] . (6) The HPV-TCT combined detection method is a commonly used method, with high sensitivity, a low false negative rate, a low false positive rate, etc. [8] . (7) Colposcopy, as the most accurate inspection method, is also one of the basic criteria for judging whether a patient has cervical cancer, but its operation is complicated and the technical requirements of medical staff are high [9] . None of the abovementioned early screening techniques can be used to confirm the diagnosis of uterine cancer symptoms. Cervical biopsy must be used, which involves performing a conical surgical operation on the cervical lesion with a circular electrosurgical knife to obtain tissue sections or with biopsy forceps to obtain the lesion tissue. Afterward, doctors' diagnoses are based on biopsy tissue images. Therefore, the identification and classification of cervical biopsy tissue images are of great clinical significance to assist doctors in pathological diagnosis. A study [10] proposed a computerassisted diagnostic system for cervical intraepithelial cancer (CIN) using ultra-large-scale histological images of the cervix. To diagnose CIN, quantification of the changes in the nuclear structure and morphology along the squamous epithelial axis and classification were performed, and 31 case images were classified using multiclass SVM with an accuracy of 94.25%. The system has certain practical value in assisting case scientists in diagnosis and doctor training. This article only focused on CIN image classification, and it is insufficient to explore normal and cervical cancer biopsy tissue images. In [11] , a method for automatically detecting cervical cancer was proposed. The analysis and extraction of texture features (GLCM) were performed on the case images. The K-means and marker-controlled watershed algorithms were used to segment the images to fuse GLCM and pathological regions' characteristics and finally, a support vector machine was used for classification and recognition. The accuracy of the identified cancerous and normal classification was 90%, and the accuracy of CIN image classification was only 70%. Although this article explored cervical biopsy tissue images with different degrees of lesions, the in-depth study of LSIL and HSIL classification was missing. In [12] , an automated, localized method based on fusion was proposed to evaluate cervical cancer tissue abnormalities. After voting for the vertical phase using the support vector machine and linear discriminant analysis methods for 61 cases of images, the highest classification accuracy for CIN reached 88.5%. The overall classification effect of this article was not good, and the classification of cervical biopsy tissue images was not fully studied. In [13] , an attempt was made to develop an objective scoring system using automatic machine vision. A machine vision system was developed using the KS400 macro programming language for 230 CIN images at all levels. The classification effect of normal and CIN3 in the scoring system was as high as 98.7%. The accuracy of cytosis and CIN1 was 76.5%. This article did not explore the relationship between cervical cancer stages and CIN, normal, and small cell biopsy images.
With a focus on the current stage of cervical biopsy tissue images with similar lesions, low classification accuracy and incomplete experimental objects, this paper proposes a method of cervical biopsy tissue image classification based on LASSO and EL-SVM.
II. ANALYSIS AND CLASSIFICATION OF CERVICAL PATHOLOGICAL IMAGES
This article first analyzes the gray statistics, HOG, and symbiosis matrix of biopsy tissue images to analyze the basic characteristics of pathological images. This step combined with the clinical experience of pathologists will help the feature selection in this paper. LASSO algorithm is used for feature selection, sparse solutions generated after LASSO learning are used to select valid features, redundant information is eliminated, and then the selected features are serially fused using a one-dimensional vector. The grid optimization method is used to find the optimal C and gamma values of the SVM, and the average classification accuracy is used to determine the most suitable kernel function of the SVM. The classification accuracy and ROC curve and AUC were used to evaluate the classification effect and generalization ability of the algorithm model. The Bagging algorithm in ensemble learning is used to improve the classification effect of weak learners in LASSO-SVM. In the face of weak learners, the strategy of absolute majority voting is used to integrate, and in the face of the bad sample phenomenon in strong learners, multiple experiments are used. A statistical observation method that integrates strategies using merit voting. The overall structure logic of this paper is shown in Fig ure 1 .
A. CHARACTERISTIC ANALYSIS OF BIOPSY TISSUE IMAGES
This article discusses the identification and classification of cervical biopsy tissue images. The cervical biopsy tissue images were provided by the First Affiliated Hospital of Xinjiang Medical University. A total of 468 pathological images were analyzed, including 150 normal samples, 85 LSIL lesions, 104 HSIL lesions, and 129 cervical cancer samples (stages I, II, III, and IV). Figure 2 shows a sample of cervical biopsy tissue images with different degrees of disease.
This section mainly explores the feature characteristics of cervical biopsy tissue images and provides a reliable and powerful basis for feature selection during automatic image classification. In Figure 2 , it was observed that the epithelial cells showed an increase in the number of atypical immature cells from the bottom to the top [10] , [14] , [15] . In addition, as the degree of lesions increased, the number of atypical immature cells in the cervical biopsy tissue images also increased. This number of cells increased sequentially and became more and more cancerous, which was reflected in the phenomenon that the nucleus-to-cell ratio of the cells became larger and the cytoplasm deepened and became thicker. Due to the accumulation of cells in cervical biopsy tissue images, the use of ordinary cell segmentation techniques is less effective, so this section analyzes the characteristics of cervical biopsy tissue images from the perspective of image texture features.
1) GRAY STATISTICS
This paper uses a local binary pattern (LBP) algorithm to extract image texture features. LBP is a parameterless texture descriptor. LBP has the advantages of being simple and effective and having a strong recognition ability and low computational complexity [16] - [18] . The gray value extracted by LBP is used to draw the gray statistics histogram, and the specific method is as shown in formula (1) . Because traditional square neighborhoods cannot cover the entire image, the LBP used in this paper uses circular neighborhoods. The gray values of each circular neighborhood are obtained by comparing the gray values of the pixels on the circular border with the center pixel and then clockwise encoding at 90 degrees to obtain a re-encoded grayscale image in turn. The specific process is shown in Figure 3 . The form of the LBP descriptor is shown in formula (2) .
Among the variables, H f (k) represents the frequency of gray value k after encoding, n represents the number of pixels in the numbered image, n k represents the sum of pixels of the gray value k, and M represents the number of gray values in the encoded image.
Among the variables, R represents the radius of the circular neighborhood, The minimum unit is the Euclidean distance D between the 4-neighboring pixels of the image, and the distance is 1. Calculated through the defined R formula, the D value of the center pixel 4-neighborhood is 1, the D value of the 8-neighborhood is 2, the D value of the 16-neighborhood is 3, and so on. N represents the number of pixels in the circular area, and g o and g i represent the gray values of the central pixel and the i-th pixel in the circular neighborhood, respectively. When R = 1, the boundary point is the 8neighborhood of the center pixel, and when R = 2, P = 16, the center pixel and the 8-neighborhood are considered as a whole to form a new center pixel, and its The boundary point is the 16-neighborhood of the new central pixel, and so on.
Using the above theory, grayscale statistical feature processing is performed on the cervical biopsy tissue images in Figure 2 , and the results are shown in Figure 4 and Figure 5 . It can be seen from Figure 4 and 5 that when R = 2 and N = 16, the gray value distribution of the image processed by the LBP algorithm has a large difference, high contrast, and good distinguishability. The R = 1 and N = 8 schemes restore darker images, and the gray values are concentrated in low-value areas, which is not conducive to distinguishing cervical biopsy tissue images. In addition, as the degree of lesions increases, the frequency of the gray value distribution in the 50-235 region increases, and the difference in the gray distribution between normal and cervical cancer is the most obvious. 
2) HOG FEATURES
HOG features have strong image structure and contour description capabilities as well as a strong recognition effect on the description of local areas [19] , [20] . HOG features are also suitable for describing texture features. Texture features have local irregularity and macro regularity. Using appropriate HOG cell units to divide the image and extracting HOG features can obtain the change pattern of the overall texture features of the image. Choosing HOG cell units that are too small will result in local features that are too fine and macro features that are unclear and computationally complex. If the selected HOG cell unit is too large, the local feature description is incomplete, which is not conducive to generalizing the macro features. The cell unit size used in this paper is 100 * 100.
3) GRAY COOCCURRENCE MATRIX
The gray level cooccurrence matrix is a second-order statistical measure of the gray level changes of an image, and it is a basic function for describing the structural characteristics of a texture image. According to the joint probability density function of the positions of two pixels, a cooccurrence matrix of the texture image can be established. The gray-level cooccurrence matrix of the image reflects the comprehensive information of the gray-level of the image on the direction, adjacent interval, and change amplitude [21] . As the feature quantities for texture analysis, the calculated gray level cooccurrence matrix is often not directly applied, but the texture feature amounts are extracted again based on the gray level cooccurrence matrix. These feature amounts mainly include energy, entropy, moment of inertia, and correlation, which are locally stable. In this paper, the mean value and standard deviation of energy E, entropy H, moment of inertia I, and correlation C (the calculation formulas are shown in formulas (3)-(6)) are used as feature values for feature analysis and subsequent identification and classification.
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After performing the gray level cooccurrence matrix processing on the cervical biopsy tissue images, the abovementioned four features are extracted, and the nonlinear normalized processing value distribution is shown Mean (MN), Standard deviation (SD) in Figure 7 . ensuring accuracy. Therefore, this paper uses the LASSO algorithm [22] to perform the embedded selection of features, as shown in equation (7) . The results are shown in Table 1 . In addition, cross-validation is used to evaluate the reliability of the LASSO algorithm to select features, as shown in Figure 8 .
C. SVM CLASSIFIER DESIGN AND OPTIMIZATION SVM is one of the mainstream algorithms of statistical machine learning. It is often used in the recognition and classification of medical images with a BP neural network and Bayesian classifier. SVM has the characteristics of a low generalization error rate, a fast classification speed, easy interpretation of results, and suitability for small sample classification problems [23] , [24] . The main goal of SVM is to classify the samples mapped to the hyperplane. It is a process of solving the minimum support vector to the maximum soft interval of the dividing line. After the equivalent conversion, it is also a convex quadratic programming problem, as shown in equation (8).
In the formula, ι 0 / 1 is a loss function, which is nonconvex, discontinuous, etc. To solve the latter part, some functions with good mathematical properties are often used to replace it, which is called replacement loss. C is the penalty coefficient. Facing the quadratic linear programming problem with constraints in (8) , this paper uses the Lagrangian multiplier method to solve the problem. The equivalent transformation into the dual problem is shown in (9) . Therefore, choosing an appropriate kernel function will greatly reduce the amount of calculation of the inner product of x T i x j and improve the classification effect. Selecting the appropriate penalty coefficient C can determine the number of support vectors and thus the learning effect of the learner. It is also important for the selection of the gamma coefficient. The quality of the gamma coefficient is directly related to the spatial distribution of the sample after mapping. Therefore, this paper uses the grid optimization method and k-fold cross-validation to find the optimal C and gamma values. The cross-validation process is shown in Figure 9 and Figure 10 . Cervical cancer pathological images were classified. From the analysis in Table 2 , we can see that the polynomial kernel classification is the best, so this paper chose the polynomial kernel as the kernel function for pathological image recognition and classification. Table 1 , it can be seen that the classification accuracy of the CIN low-HSIL, normal-LSIL, and LSIL-carcinogenesis classification is low when using support vector machines. To solve this kind of problem, this paper proposes ensemble learning-support vector machine (EL-SVM). The algorithm flow is shown in Figure 11 , in which the integrated learning method uses the Bagging algorithm [25] . The bootstrap sampling of cervical biopsy tissue image samples is used to generate ''good and different'' training and test sets. T-times bootstrap sampling is performed, and m samples are returned each time. With formula (12), the analysis shows that 36.8% of the samples that will not be taken are used as the test set, and 63.2% of the samples that are taken are used as the training set.
E. SELECTIVE EL-SVM DESIGN

From the analysis in
where 1 m is the probability that each sample is taken, and m is the number of all samples per classification.
In the figure, the voting method is optimal. In the face of high accuracy, the accuracy of each base learner is approximately 95%. The classification ability of most of the base learners for a few fixed samples is not ideal. In Figure 12 , for the normal-cervical cancer classification, the data set has a total of 279 samples labeled 1-279 in succession, 100 samples are collected using the self-service sampling method, 100 basic learners are trained using the LASSO algorithm and polynomial kernel SVM, and nonideal sample distribution histograms are drawn after training (Figure 12) ; only a few excellent base learners can correctly identify the classification, so in the case of high accuracy, the optimal voting method is chosen, one of the T learners is correct, and this example is judged to be correct. The merit-based voting method is proposed to explore the normal-cervical cancer image classification problem.
From the analysis in Figure 12 , it can be seen that of 
F. PERFORMANCE EVALUATION OF SELECTIVE EL-SVM
In this paper, the classification error curve is used to evaluate the performance of EL-SVM. The number of base learners is used as the abscissa, and the classification error of the integrated learning is used as the ordinate to draw the EL-SVM classification error curve.
III. EXPERIMENT AND RESULT ANALYSIS
The experimental platform in this paper used MATLAB 2018a. The experimental data were generated by the bootstrap sampling method. The training set and test set were used for 10-fold cross-validation during the experiment [26] , [27] . The SVM algorithm used the libsvm package [28] , and polynomial kernels were used for experiments. The number of basic learners for ensemble learning was 100. The results in Table 4 are averaged after 10 experiments in each category. Horizontal comparison is made with the mainstream classification algorithms k-Nearest Neighbor (KNN) and Decision Tree. The key parameter settings of KNN and Decision Tree are shown in Table 3 below.
A. CERVICAL BIOPSY TISSUE IMAGE COMBINED TWO-CLASS CLASSIFICATION
As shown in Table 4 , after using ensemble learning, the optimal voting method was proposed for the exploratory study of the normal-cervical cancer classification, while the remaining five classifications adopted the absolute majority voting method, and the overall classification accuracy was improved. The classification accuracy rate of normal-cervical cancer reached 99.64%. The LSIL-HSIL classification results using SVM and LASSO-SVM were extremely poor, and the EL-SVM improved by 40.52%.
B. SVM LEARNER ROC CURVE AND AUC
The cross-validation method uses a 10-fold cross-validation method. From Tables 1, 5, and Figures 15, 16, and17 , it can be seen that the optimization time after LASSO-SVM is reduced by an average of 35.87 seconds, and the average AUC is reduced to 0.0087. The LSIL-HSIL and normal-cervical AUCs increased by 0.0829 and 0.0054, respectively. The average AUC of EL-SVM reached 0.8908, of which the AUC of LSIL-HSIL increased to 0.8167, which is much higher than that from SVM and LASSO-SVM. Therefore, we can conclude that the generalization ability and time performance of the EL-SVM learner are optimal.
From Table 5 , Figures 13, 14 , and 17, we can see that the average classification accuracy and AUC index of the improved EL-SVM are better than KNN and Decision Tree. The average AUC of EL-SVM is 0.0725 higher than KNN and higher than Decision Tree At 0.1241, the average classification accuracy of EL-SVM is 4.640% higher than KNN and 9.680% higher than Decision Tree. It can be concluded that the classification accuracy and generalization ability of the improved EL-SVM algorithm model is better than KNN and Decision Tree.
C. EL-SVM ERROR CURVE
From the analysis in Figure 18 , it can be seen that the normal-cervical cancer classification error converges to 0.0036, the normal-LSIL classification error converges to 0.1541, the normal-HSIL classification error converges to 0.1347, the LSIL-HSIL classification error converges to 0.2341, the HSIL-cervical cancer classification error converges to 0.2103, and the LSIL-cervical cancer classification error converges to 0.0812.
IV. CONCLUSION
This article is the first exploratory study on the identification and classification of biopsy tissue images for all degrees of cervical lesions and proposes a method for the identification and classification of cervical biopsy tissue images based on LASSO and EL-SVM. This article addresses difficulties and solves the problems of the artificial classification of biopsy tissue images during diagnosis, the incompleteness of experimental objects in the literature [10] - [13] , and the low accuracy of classification of similar lesions. Therefore, the research results of this article have some innovation and practical clinical value.
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