Generalized Energy Based Models by Arbel, Michael et al.
Generalized Energy Based Models
Michael Arbel
Gatsby Computational Neuroscience Unit
University College London
michael.n.arbel@gmail.com
Liang Zhou
Gatsby Computational Neuroscience Unit
University College London
a.korba@ucl.ac.uk
Arthur Gretton
Gatsby Computational Neuroscience Unit
University College London
arthur.gretton@gmail.com
Abstract
We introduce the Generalized Energy Based Model (GEBM) for generative mod-
elling. These models combine two trained components: a base distribution (gen-
erally an implicit model), which can learn the support of data with low intrinsic
dimension in a high dimensional space; and an energy function, to refine the prob-
ability mass on the learned support. Both the energy function and base jointly
constitute the final model, unlike GANs, which retain only the base distribution
(the ”generator”). GEBMs are trained by alternating between learning the energy
and the base. We show that both training stages are well-defined: the energy is
learned by maximising a generalized likelihood, and the resulting energy-based loss
provides informative gradients for learning the base. Samples from the posterior
on the latent space of the trained model can be obtained via MCMC, thus finding
regions in this space that produce better quality samples. Empirically, the GEBM
samples on image-generation tasks are of much better quality than those from
the learned generator alone, indicating that all else being equal, the GEBM will
outperform a GAN of the same complexity. GEBMs also return state-of-the-art
performance on density modelling tasks, and when using base measures with an
explicit form.
1 Introduction
Energy-based models (EBMs) have a long history in physics, statistics and machine learning [38].
They belong to the class of explicit models and can be described by a family of energies E which
define probability distributions with density proportional to exp(−E). Those models are often known
up to a normalizing constant Z(E) also called the partition function. The learning task then consists
of finding an optimal function that best describes a given system or target distribution P. This can be
achieved using maximum likelihood estimation (MLE); however, the intractability of the normalizing
partition function makes this learning task challenging. Thus, various methods have been proposed to
circumvent this [15, 16, 29, 31, 32] (Section 2). All these methods estimate EBMs that are supported
over the whole space. However, in many applications, P is believed to be supported on an unknown
lower dimensional manifold. This happens in particular when there are strong dependences between
variables in the data and suggests incorporating a low-dimensionality hypothesis in the model.
Generative Adversarial Networks (GANs) [25] are a particular way to enforce low dimensional
structure in the model. They rely on an implicit model, the generator, to produce samples supported
on a low-dimensional manifold by mapping a pre-defined latent noise to the sample space using
a trained function. GANs have shown tremendous success in generating high-quality samples on
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various tasks, especially for unsupervised image generation [9]. The generator is trained adversarially
against a discriminator network whose goal is to distinguish samples produced by the generator from
the target data. This inspired further research to extend the training procedure to more general losses
[2, 3, 7, 39, 48] and to improve its stability [28, 35, 43, 44]. However, while the generator of a GAN
has effectively a low-dimensional support, it remains challenging to refine the distribution of mass
on that support using pre-defined latent noise. For instance, as shown in [13] for normalizing flows,
when the latent distribution is unimodal and the target distribution possesses multiple disconnected
low-dimensional components, the generator, as a continuous map, compensates for this mismatch
using steeper slopes. In practice, this implies the need for more complicated generators.
In the present work, we propose a new class of models, called Generalized Energy Based Models
(GEBMs), which can represent distributions supported on low-dimensional manifolds while still
offering more flexibility in refining the mass on those manifolds. GEBMs combine the strength of
both implicit and explicit models in two separate components: a base distribution (often chosen to be
an implicit model) which learns the low-dimensional support of the data, and an energy function that
can refine the probability mass on that learned support. We propose to train the GEBM by alternating
between learning the energy and the base, analogous to f -GAN training [25, 48]. The energy is
learned by maximizing a generalized notion of likelihood which we relate to the Donsker-Varadhan
lower-bound [21] and Fenchel duality, as in [47, 48]. Although the partition function is intractable
in general, we propose a method to learn it in an amortized fashion without introducing additional
surrogate models, as done in variational inference [33, 52] or in [15, 16]. The resulting maximum
likelihood estimate, the KL Approximate Lower-bound Estimate (KALE), is then used as a loss for
training the base. When the class of energies is rich and smooth enough, we show that KALE leads
to a meaningful criterion for measuring weak convergence of probabilities. Following recent work
in [12, 56], we also show that it possesses well defined gradients w.r.t. the parameters of the base,
ensuring well-behaved training. We also provide convergence rates for the empirical estimator of
KALE when the variational family is a Hilbert space, which may be of independent interest, since
our rates do not require the strong assumption that the density ratio is bounded above and below as in
[47].
The main advantage of GEBMs becomes clear when sampling from these models: the posterior over
the latents of the base distribution incorporates the learned energy, putting greater mass on regions in
this latent space that lead to better quality samples. Sampling from the GEBM can thus be achieved
by first sampling from the posterior distribution of the latents via MCMC in the low-dimensional
latent space, then mapping those latents to the input space using the implicit map of the base. This
is in contrast to standard GANs, where the latents of the base have a fixed distribution. We focus
on a class of samplers that exploit gradient information, and show that these samplers enjoy fast
convergence properties by leveraging recent work from [23]. While there has been recent interest in
using the discriminator to improve the quality of the generator during sampling [5, 27, 46, 61, 63,
66], our approach emerges naturally from the model we consider.
In Section 2 we discuss related work, then Section 3 introduces the GEBM model. In Section 4, we
describe the learning procedure using KALE, then derive a method for sampling from the learned
model in Section 5. Finally, experimental results are presented in Section 6, with code available at
https://github.com/MichaelArbel/GeneralizedEBM.
2 Related work
Energy based models. Usually, energy based models are required to have a density w.r.t. to a
Lebesgue measure, and do not use a learnable base measure; in other words, models are supported on
the whole space. Various methods have been proposed in the literature to learn EBMs. Contrastive
Divergence [31] approximates the gradient of the log-likelihood by sampling from the energy model
with Markov Chain Monte Carlo. More recently, [22] extends the idea using more sophisticated
sampling strategies that lead to higher quality estimators. Score Matching [32] calculates an alternative
objective (the score) to the log-likelihood which is independent of the partition function, and was
recently used in the context non-parametric energy functions to provide estimators of the energy that
are provably consistent [1, 59, 60, 65]. In Noise-Contrastive Estimation [29], a classifier is trained to
distinguish between samples from a fixed proposal distribution and the target P. This provides an
estimate for the density ratio between the optimal energy model and the proposal distribution. In a
similar spirit, [14] uses a classifier to learn likelihood ratios. Conversely, [26] interprets the logits of
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a classifier as an energy model obtained after marginalization over the classes. The resulting model is
then trained using Contrastive Divergence. In more recent work, [15, 16] exploit a dual formulation
of the logarithm of the partition function as a supremum over the set of all probability distributions of
some functional objective. This allows them to formulate the MLE problem as a minimax problem
over functional spaces. In [69], methods are explored for using general f-divergences, such as
Jensen-Shannon, to train EBMs.
Generative Adversarial Networks. Recent work proposes using the discriminator of a trained GAN
to improve the generator quality. Rejection sampling [5] and Metropolis-Hastings correction [46, 63]
perform sampling directly on the high-dimensional input space without using gradient information
provided by the discriminator. Moreover, the data distribution is assumed to admit a density w.r.t. the
generator. In [19], sampling is performed on the feature space of some auxiliary pre-trained network;
while in [37], the sampling procedure is treated as a model on its own, learned by maximizing the
ELBO. In our case, no auxiliary model is needed. The present work samples from the latent noise
according to a learned energy model, in contrast to recently considered methods to optimize over the
latent space. In [66, 67], the latent noise is optimized during training to minimize a measurement
error, and is then used to train the generator. In our case, sampling doesn’t interfere with training. In
[61], the discriminator is interpreted as a deterministic optimal transport map between the generator
and the data distribution, which is then used to compute optimized samples from the latent space.
This assumes the deterministic transport map exists, however this may not be true in general, and is
in contrast to the diffusion-based sampling that we consider.
The closest related approach appears in a study concurrent to the present work [10], where the
authors propose to use Langevin dynamics on the latent space of a GAN generator, but with a
different discriminator to ours (derived from the Jensen-Shannon divergence or a Wasserstein-based
divergence).
3 Generalized Energy-Based Models
3.1 Modeling distributions with small intrinsic dimension using GEBMs
GEBMs are defined by a combination of a base and an energy defined over a subset X of Rd. The
base component can be typically chosen to be an implicit generative model (IGM) B. In that case, it
is defined through a latent distribution η over a lower-dimensional latent space Z and a generator
function B that maps latent points z in Z to the input space X . Sampling from B is achieved by first
sampling Z from η then applying B:
X ∼ B ⇐⇒ X = B(Z), Z ∼ η (1)
The latent distribution η is required to have a density and is often easy to sample from. The IGM is
typically supported on a lower dimensional manifold1 of X , and as such does not possess a density
w.r.t. Lebesgue measure on X [8]. The energy component can refine the mass on the support
defined by the base. It belongs to a class E of real valued functions defined on the input space X
and represents the negative log-density of a sample from the GEBM with respect to the base B.
Thus, sampling from a GEBM model QB,E is achieved by first sampling from the base B and then
reweighting the samples according to the importance weights fB,E(x):
fB,E(x) =
exp(−E(x))
ZB,E
, ZB,E =
∫
exp(−E(x)) dB(x), (2)
where ZB,E is the partition function of the model. Formally, fB,E is the Radon-Nikodym derivative
of QB,E with respect to B so that QB,E can be expressed as dQB,E(x) = fB,E(x) dB(x). Therefore,
introducing the energy E allows us to put more or less mass in specific regions of the manifold
defined by B. In general, E and B are indexed by some parameters θ ∈ Θ and ψ ∈ Ψ, such that B
depends only on θ while E depends on ψ and can also depend on θ. The additional dependence of E
on θ allows us to use different energy models for different bases. Whenever necessary, we will make
the dependence on the parameters explicit: Bθ, Bθ and Eψ or Eψ,θ.
Connection to Energy Based Models (EBM). When the base distribution Bθ admits a density on
the whole space denoted by exp(−rθ) and the energy Eψ,θ is of the form Eψ,θ = hψ − rθ for some
1The notion of manifold is considered in a loose sense and does not necessarily assume a smooth structure.
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parametric function hψ, it is easy to see that QBθ,Eψ,θ is simply a standard EBM with energy hψ.
The converse holds as well, meaning that for any EBM with energy hψ, it is possible to construct a
GEBM using an importance weighting strategy. This is achieved by first choosing a base Bθ, which is
required to have an explicit density exp(−rθ) up to a normalizing constant, then defining the energy
of the GEBM to be Eψ,θ = hψ − rθ so that:
dQBθ,Eψ,θ (x) ∝ exp(−hψ(x) + rθ(x)) dQθ(x). (3)
Equation (3) effectively depends only on hψ and not on Bθ since the factor exp(rθ) exactly compen-
sates for the density of Bθ. The requirement that the base also admits a tractable implicit map Bθ can
be met by choosing Bθ to be a normalizing flow [51] and does not restrict the class of possible EBMs
that can be expressed as GEBMs.
4 Learning GEBMs
In this section we describe a general procedure for learning GEBMs. We decompose the learning
procedure into two steps: an energy learning step and a base learning step. The overall learning
procedure alternates between these two steps, as done in GAN training [25].
4.1 Energy learning
When the base B is fixed, varying the energy E leads to a family of models that all admit a density
fB,E w.r.t. B. Therefore, it is possible to learn the energy E using the notion of strong topology of
measures. In this case, similarity between probability distributions is directly measured by comparing
their densities relatively to a common measure. Maximum likelihood is a particular method that
exploits the strong topology since it directly uses the densities w.r.t. to the Lebesgue measure. GEBMs
do not necessarily admit a density w.r.t. the Lebesgue measure, however, thus the usual notion of
maximum likelihood cannot be used. Instead, we introduce a generalized notion of likelihood which
makes use of the relative densities fB,E w.r.t. B that are always well defined:
Definition 1 (Generalized Likelihood). The expected B-log-likelihood of the model QB,E under a
target distribution P is defined as:
LP,B(E) :=
∫
log(fB,E)dP = −
∫
EdP− logZB,E (4)
When the Kullback-Leibler divergence between P and B is well defined, (4) corresponds to the
Donsker-Varadhan (DV) lower bound on the KL [21], meaning that KL(P||B) ≥ LP,B(E) for all E
with equality only when E is the negative log-density ratio of P w.r.t. B. However, the main purpose
for introducing Definition 1 is not to estimate the KL(P||B) which might be infinite when P and B
are mutually singular. Instead, it is used to learn a maximum likelihood energy E? by maximizing
LP,B(E) w.r.t. E. Such an optimal solution is well defined whenever the set of energies is suitably
constrained. This is the case if, for instance, the set of parameters Ψ is compact and the energies Eψ
are continuous w.r.t. ψ.
Estimating the likelihood is achieved using i.i.d. samples (Xn)1:N , (Ym)1:M from P and B:
LˆP,B(E) = − 1
N
N∑
n=1
E(Xn)− log
(
1
M
M∑
m=1
exp(−E(Ym))
)
. (5)
In the context of mini-batch stochastic gradient methods, however, M typically ranges from 10 to
1000, which can lead to a poor estimate for the log-partition function ZB,E . Moreover, (5) doesn’t
exploit estimates of ZB,E from previous gradient iterations. To address this issue, we propose instead
an estimator which introduces a variational parameter c ∈ R meant to estimate ZB,E in an amortized
fashion. The key idea is to exploit the concavity of the logarithm function: − log(x) ≥ −x + 1
which holds for any x > 0. By choosing x = exp(−c)ZB,E for any c ∈ R it follows directly that
− log(ZB,E) ≥ −c − exp(−c)ZB,E + 1. This inequality becomes tight whenever c = log(ZB,E).
Therefore, (4) admits a lower-bound of the form:
LP,B(E) ≥ −
∫
(E + c) dP−
∫
exp(−(E + c)) dB+ 1 := FP,B(E + c). (6)
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where we introduced the functional FP,B for concision. Maximizing FP,B(E + c) over c recovers
the likelihood LP,B(E). Moreover, jointly maximizing over E and c yields the maximum likelihood
energy E? and its corresponding log-partition function c? = log(ZB,E∗). This optimization is
well-suited for stochastic gradient methods using the following estimator:
FˆP,B(E + c) = − 1
N
N∑
n=1
(E(Xn) + c)− 1
M
M∑
m=1
exp(−(E(Ym) + c)) + 1. (7)
Estimating the variational parameter. Optimizing (7) exactly over c yields (5), with the optimal c
being equal to the empirical log-partition function cˆ? = log( 1M
∑M
m=1 exp(−E(Ym))). However,
(7) can also be optimized iteratively in c, thus allowing us to maintain an amortized estimator of the
log-partition as the energy is updated. Second order updates for c are also explicitly given by
ck+1 = ck − λ(exp(ck − cˆ?k+1)− 1), (8)
where λ is a learning rate, ck and ck+1 are two consecutive updates, and cˆ?k+1 is the empirical
log-partition function estimated from a batch of new samples. This is particularly useful when small
variations in the learnable parameters ψ and θ induce small variations in log(ZBθ,Eψ,θ ). Hence,
by leveraging updates from previous iterations, c can yield a much more accurate estimate of the
log-partition function compared to the exact estimate cˆ? on the current batch, which might have high
variance when M is small. We confirm this empirically in Section 6.
4.2 Base learning
Unlike in Section 4.1, varying the base B does not need to preserve the same support. For this reason,
it is generally not possible to rely on the strong topology for learning B. It is still possible to rely on
the weak topology, however, which measures similarity between two probability distributions P and B
by comparing their generalized moments. This approach can be used to construct meaningful losses
even in the case of mutually singular distributions. While several divergences are known to induce
weak topology, such as the Wasserstein distance or (in some cases) the Maximum Mean Discrepancy,
here we propose to leverage information from the energy model to learn the base. More precisely, we
use the generalized likelihood (4) evaluated at the optimal energy E? as a loss for learning B:
KALE(P||B) = sup
E∈E
LP,B(E) = sup
(E,c)∈E×R
FP,B(E + c). (9)
From Section 4.1, KALE(P||B) is always a lower bound on KL(P,B). The bound becomes tight
whenever the negative log density of P w.r.t. B is well-defined and belongs to E (Appendix A).
As we show next, under additional assumptions on the model, KALE turns out to satisfy desirable
topological and smoothness properties as a loss.
Topological properties of KALE. Denseness and smoothness of the energy class E are the key to
guarantee that KALE is a reliable criterion for measuring convergence. We thus make the following
assumptions on E :
(A) For all E ∈ E , −E ∈ E and there is CE > 0 such that cE ∈ E for 0 ≤ c ≤ CE . For any
continuous function g, any compact support K in X and any precision  > 0, there exists a
finite linear combination of energies G =
∑r
i=1 aiEi such that supx∈K |f(x)−G(x)| ≤ .
(B) All energies E in E are Lipschitz in their input with the same Lipschitz constant L > 0.
Assumption (A) holds in particular when E contains feedforward networks with a given number
of parameters. In fact networks with a single neuron are enough, as shown in [70, Theorem 2.3].
Assumption (B) holds when additional regularization of the energy is enforced during training
by methods such as spectral normalization [43] or gradient penalty [28] as done in Section 6.
Proposition 1 states the topological properties of KALE which imply that KALE can be reliably used
as a criterion for weak convergence. A proof is given in Appendix B.2.1.
Proposition 1. Under Assumptions (A) and (B) it holds that:
1. KALE(P||B) ≥ 0 with KALE(P||B) = 0 if and only if P = B.
2. KALE(P||Bn)→ 0 if and only if Bn → P under the weak topology.
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Smoothness properties of KALE. Proposition 1 is not enough to ensure convergence of gradient
methods to local optima. This generally requires the function K(θ) := KALE(P||Bθ) to have well-
defined and regular gradients. Failure of those properties to hold leads to training instabilities as
often observed in the context of GANs [12]. Finding conditions that guarantee well-definedness and
regularity of the gradient for losses that result from an optimization procedure, such as in (9), can
be challenging. Results for the regularized Wasserstein are provided in [56], while guarantees for
more general losses are in [12], albeit under stronger conditions which might not hold in our setting.
Theorem 2 shows that, under Lipschitz smoothness of E, Bθ and their gradients, essentially, K(θ)
has a well-defined gradient. We provide a proof for Theorem 2 in Appendix B.2.1
Theorem 2. Under Assumptions (I) to (III) of Appendix B.2, sub-gradient methods on K converge
to local optima. Moreover, K is lipschitz and differentiable for almost all θ ∈ Θ with:
∇K(θ) = Z−1Bθ,E?
∫
∇xE?(Bθ(z))∇θBθ(z) exp(−E?(Bθ(z)))η(z) dz. (10)
where E? is the energy that achieves the supremum in (9).
Estimating KALE. It is shown in [4] that finite sample estimates of divergences that result from
an optimization procedures such as in (9) can generalize more or less depending on the richness of
the class E . Unlike divergences such as Jensen-Shannon, KL and the Wasserstein distance, which
result from optimizing over a non-parametric and rich class of functions, KALE is restricted to a
class of parametric energies Eψ . Thus, [4, Theorem 3.1] applies and guarantees good generalization
properties of finite sample estimates when the optimization is solved accurately. In Appendix C,
we extend this analysis to the case where the energies are not necessarily parametric but satisfy
some further smoothness properties. In practice, (10) can be estimated by first optimizing over E
using either (5) or (7) with additional regularization on the energy E as required by Proposition 1
and Theorem 2. This can be done for some fixed amount of stochastic gradient iterations, and yields
the estimators Eˆ? and ZˆBθ,Eˆ? then used to compute the following empirical estimator of (10) using
M samples (Zm)1:M from η:÷∇K(θ) = Zˆ−1Bθ,Eˆ?
M
M∑
m=1
∇xE?(Bθ(Zm))∇θBθ(Zm) exp(−E?(Bθ(Zm))). (11)
Unlike for learning the energy E? which benefits from using the amortized estimator of the log-
partition function, we found that using the empirical log-partition for learning the base was more
stable. We summarize the training procedure in Algorithm 1 of Appendix F which alternates between
learning the energy and the base in a similar fashion to adversarial training.
5 Sampling from GEBMs
To sample from QB,E , we first need to identify the posterior latent distribution νB,E used to produce
those samples. We rely on (12) which holds by definition of QB,E for any test function g on X :∫
g(x) dQB,E(x) =
∫
g(B(z))fB,E(B(z))η(z) dz, (12)
Hence, the posterior latent distribution is given by νB,E(z) = η(z)fB,E(B(z)), and samples from
GEBM are produced by first sampling from νB,E , then applying the implicit map B,
X ∼ QB,E ⇐⇒ X = B(Z), Z ∼ νB,E . (13)
While (13) is formally similar to (1), it is in general harder to sample from νB,E . However, it is
possible to use a standard MCMC method to sample from νB,E as it admits a density w.r.t. a Lebesgue
measure on Z . In particular, we are interested in methods that exploit the gradient of νB,E , many of
which derive from continuous-time Underdamped Langevin diffusion:
dzt = vt dt, dvt = −γvt dt− u (∇ log η(zt)−∇E(B(zt))) dt+
√
2γudwt. (14)
with friction coefficient γ ≥ 0, inverse mass u ≥ 0, velocity vector vt and standard Brownian motion
wt. When u = γ →∞, (14) recovers the Overdamped Langevin dynamics whose time discretization
results in Langevin algorithms (ULA, MALA). For finite γ and u, discretizations of (14) recover
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versions of Hamiltonian MCMC as in [11, 55] ( Algorithm 2 in Appendix F) and can provably
converge faster to the invariant distribution [11], as also observed empirically [6, 45].
Equation (14) defines an image process xt = B(zt) with distribution Pt that is expected to converge
towards the GEBM whenever the latent process (zt)t≥0 converges towards νB,E :
Proposition 3. Assume that log η(z) is strongly concave and has a Lipschitz gradient, that E, B
and their gradients are all L-Lipschitz. Then Pt converges to QB,E in the Wasserstein sense,
W2(Pt,QB,E) ≤ LCe−cγt. (15)
where c and C are positive constants independent of t, with c = O(exp(−q)) and q the dimension of
the latent space Z .
Proposition 3 is proved in Appendix B.1 using [23, Corollary 2.6], and implies that (xt)t≥0 converges
at the same speed as (zt)t≥0. When the dimension q of Z is orders of magnitude smaller than the
input space dimension d, the process (xt)t≥0 converges faster than typical sampling methods on X ,
for which the exponent controlling the convergence rate is of order O(exp(−d)).
Tempered GEBM. It can be preferrable to sample from a tempered version of the model by rescaling
the energy E by an inverse temperature parameter β, thus effectively sampling from QB,βE . High
temperature regimes (β → 0) recover the base model B while low temperature regimes (β → ∞)
essentially sample from minima of the energy E. As shown in Section 6, low temperatures tend to
produce better sample quality for natural image generation tasks.
6 Experiments
Figure 1: Samples from the tempered GEBM at different stages of sampling using (14) and inverse
temperature β = 100, on Cifar10 (Left), Imagenet (Middle) and CelebA (Right). Each row represents
a sampling trajectory from early stages (leftmost images) to later stages (rightmost images).
In all experiments, we use regularization which is a combination of L2 norm and a variant of the
gradient penalty [28]. For the image generation tasks, we also employ spectral normalization [43].
This is to ensure that the conditions in Proposition 1 and Theorem 2 hold. We pre-condition the
gradient as proposed in [58] to stabilize training, and to avoid taking large noisy gradient steps due to
the exponential terms in (5) and (7). We also use the second-order updates in (8) for the variational
constant c whenever it is learned. More details about the experiments can be found in Appendix G.
6.1 Image generation
We train a GEBM on unsupervised image generation tasks, and compare the quality of generated
samples with other methods.
Experimental details: We consider CIFAR-10 [36], LSUN [68], CelebA [41] and ImageNet [54] all
downsampled to 32x32 resolution to reduce computational cost. We choose the SNGAN architecture
from [43] for both base and energy, and a 100-dimensional Gaussian for the latent noise η. Both
energy and base are trained jointly until convergence using (9) for the base and either (5) (KALE-DV)
or (7) (KALE-F) for the energy. For sampling, we retained the model trained using (KALE-F) since it
performed the best. We then sample from a colder version of that model, where the energy is rescaled
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by β = 100 using either Algorithm 2 with sampler parameters (γ = 100, u = 1), or MALA for 1000
iterations with initial step-size of λ = 10−4 decreased by 10 every 200 iterations. To evaluate sample
quality, we use the FID scores [30] computed on 5× 104 generated samples.
Results: From Table 1, KALE-F performs better that KALE-DV, as discussed in Section 4.1.
Moreover, sampling further from the GEBM improves over direct sampling from B in all cases, as
also observed visually in Figure 1. The proposed sampling procedure also outperforms (IHM) [63]
which uses the energy information, albeit without accessing gradient information; and (DOT) [61],
which uses the gradient of the energy but doesn’t include the possibility of sampling from colder
models. Sampling using lower temperatures is consistently correlated with an improved FID score,
and needs only few MCMC iterations, as shown in Figure 2. Finally, without decreasing λ and for
smaller friction γ , Algorithm 2 explores different modes/images within the same chain as shown
in [55], unlike MALA. Moving from one mode to another results in an increased FID score while
between modes, however this can be avoided by decreasing λ (see Appendix D).
Cifar10 LSUN CelebA Imagenet
Base (KALE-DV) 38.58 37.49 8.48 28.12
Base (KALE-F) 32.03 21.67 6.91 25.11
IHM [63] 30.47 20.63 6.39 24.15
DOT [61] 26.35 20.41 5.93 22.16
GEBM (MALA) 23.02 16.23 5.21 16.67
GEBM (Algorithm 2) 24.29 15.25 5.38 16.31
Table 1: FID scores of samples using the base only (Base (KALE-DV), (KALE-F)) and using
additional discriminator information (IHM, DOT, GEBM (MALA and Algorithm 2 )).
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Figure 2: Relative FID score: ratio between FID score of the GEBM QB,E and its base B. (Left)
Evolution of the ratio for increasing temperature on the 4 datasets after 1000 iterations of (14). (Right)
Evolution of the same ratio during MCMC iteration using (14).
6.2 Density Estimation
Here we quantify how well the training procedure succeeds in learning a maximum likelihood solution
for the energy. Thus, we consider the setting of (3) where the GEBM QBθ,Eψ,θ is effectively an
EBM with density pψ(x) ∝ exp(−hψ(x)). To be able to compare with direct maximum likelihood
estimation, we use a model with tractable likelihood, but train it using the proposed method, which
doesn’t exploit this information. More precisely, we use an NVP [20] for pψ and choose hψ =
− log(pψ) + ‖ψ‖, so that the log-partition is given by A(ψ) = −‖ψ‖. This choice allows us to
simulate the general case where the partition function depends on the parameters of the model ψ,
while still being able to compute the error in the estimation of the log-partition function. For the base
of the GEBM we use another NVP.
Experimental details: We consider 5 UCI datasets [18] for which we use the same pre-processing
as in [65]. As a baseline, we train the EBM pψ by direct maximum likelihood (ML) and contrastive
divergence (CD). For (CD), we used 100 Langevin iterations for each learning step to sample from
pψ. This translates into an improved performance at the expense of increased computational cost
compared to the other methods. To train the GEBM, we use Algorithm 1 with either (5) (KALE-DV)
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or (7) (KALE-F). All methods are trained for 2000 epochs with batch-size of 100 (1000 on Hepmass
and Miniboone datasets) and fixed learning rate 0.001, which was sufficient for convergence.
Results: Table 2 reports the Negative Log-Likelihood (NLL) evaluated on the test set using pψ and
corresponding to the best performance on the validation set. KALE leads to comparable performance,
sometimes even outperforming direct MLE, and improves on (CD) in most cases. As shown in
Figure 6 of Appendix E, (KALE-DV) and (KALE-F) maintain a small error gap between the training
and test NLL and, as discussed in Section 4.1, (KALE-F) leads to more accurate estimates of the
log-partition function A(ψ), with a relative error of order 0.1% compared to 10% for (KALE-DV) .
RedWine
d = 11
N ∼ 103
Whitewine
d = 11
N ∼ 103
Parkinsons
d = 15
N ∼ 103
Hepmass
d = 22
N ∼ 105
Miniboone
d = 43
N ∼ 104
Method
ML 11.98 13.05 14.5 24.89 42.28
CD 11.88 13.01 14.06 22.89 39.36
KALE-DV 11.6 12.77 13.26 26.56 46.48
KALE-F 11.19 12.66 13.26 24.66 38.35
Table 2: UCI datasets: Negative log-likelihood computed on the test set and corresponding to the best
performance on the validation set. Best method in boldface.
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A KL Approximate Lower-bound Estimate
We discuss the relation between KALE (9) and the Kullback-Leibler divergence via Fenchel duality.
Recall that a distribution P is said to admit a density w.r.t. B if there exists a real-valued measurable
function r0 that is integrable w.r.t. B and satisfies dP = r0dB. Such a density is also called the
Radon-Nikodym derivative of P w.r.t. B. In this case, we have:
KL(P||B) =
∫
r0 log(r0)dB. (16)
[47, 48] derived a variational formulation for the KL using Fenchel duality. By the duality theorem
[53], the convex and lower semi-continuous function ζ : u 7→ u log(u) that appears in (16) can be
expressed as the supremum of a concave function:
ζ(u) = sup
v
uv − ζ?(v). (17)
The function ζ? is called the Fenchel dual and is defined as ζ?(v) = supu uv − ζ(u). By convention,
the value of the objective is set to −∞ whenever u is outside of the domain of definition of ζ?.
When ζ(u) = u log(u), the Fenchel dual ζ?(v) admits a closed form expression of the form ζ?(v) =
exp(v − 1). Using the expression of ζ in terms of its Fenchel dual ζ?, it is possible to express
KL(P||B) as the supremum of the variational objective (18) over all measurable functions h.
F(h) := −
∫
hdP−
∫
exp(−h)dB+ 1. (18)
In [47], the variational formulation was provided for the reverse KL using a different choice for ζ:
(ζ(u) = − log(u)). We refer to [48] for general f -divergences. Choosing a smaller set of functions
H in the variational objective (18) will lead to a lower bound on the KL. This is the KL Approximate
Lower-bound Estimate (KALE):
KALE(P||B) = sup
h∈H
F(h) (19)
In general, KL(P||B) ≥ KALE(P||B). The bound is tight whenever the negative log-density
h0 = − log r0 belongs toH; however, we do not require r0 to be well-defined in general. Equation
(19) has the advantage that it can be estimated using samples from P and B. Given i.i.d. samples
(X1, ..., XN ) and (Y1, ..., YM ) from P and B, we denote by Pˆ and Bˆ the corresponding empirical
distributions. A simple approach to estimate KALE(P||B) is to use an M -estimator. This is achieved
by optimizing the penalized objective
hˆ := arg max
h∈H
“F(h)− λ
2
I2(h), (20)
where “F is an empirical version of F and I2(h) is a penalty term that prevents overfitting due to finite
samples. The penalty I2(h) acts as a regularizer favoring smoother solutions while the parameter
λ determines the strength of the smoothing and is chosen to decrease as the sample size N and M
increase. The M -estimator of KALE(P||B) is obtained simply by plugging in hˆ into the empirical
objective “F(h): ÷KALE(P||B) := “F(hˆ). (21)
We defer the consistency analysis of (21) to Appendix C where we provide convergence rates in
a setting where the set of functions H is a Reproducing Kernel Hilbert Space and under weaker
assumptions that were not covered by the framework of [47].
B Latent noise sampling and Smoothness of KALE
B.1 Latent space sampling
Here we prove Proposition 3 for which we make the assumptions more precise:
Assumption 1. We make the following assumption:
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• log η is strongly concave and admits a Lipschitz gradient.
• There exists a non-negative constant L such that for any x, x′ ∈ X and z, z′ ∈ Z:
|E(x)− E(x′)| ≤ ‖x− x′‖, ‖∇xE(x)−∇xE(x′)‖ ≤ ‖x− x′‖
|B(z)−B(z′)| ≤ ‖z − z′‖, ‖∇zB(z)−∇zB(z′)‖ ≤ ‖z − z′‖
Throughout this section, we introduce U(z) := − log(η(z)) + E(B(z)) for simplicity.
Proof of Proposition 3. Let pit be the probability distribution of (zt, vt) at time t of the diffusion in
(14), which we recall that
dzt = vtdt, dvt = − (γvt + u∇U(zt)) +
√
2λudwt,
We call pi∞ its corresponding invariant distribution given by
pi∞(z, v) ∝ exp
Å
−U(z)− 1
2
‖v‖2
ã
By Lemma 4 we know that U is dissipative, bounded from below, and has a Lipschitz gradient. This
allows to directly apply [23](Corollary 2.6.) which implies that
W2(pit, pi∞) ≤ C exp(−tc), (22)
where c is a positive constant and C only depends on pi∞ and the initial distribution pi0. Moreover,
the constant c is given explicitly in [23, Theorem 2.3] and is of order 0(e−q) where q is the dimension
of the latent space Z .
We now consider an optimal coupling Πt between pit and pi0. Given joints samples ((zt, vt), (z, v))
from Πt, we consider the following samples in input space (xt, x) := (B(zt), B(z)). Since zt and z
have marginals pit and pi∞, it is easy to see that xt ∼ Pt and x ∼ QB,E . Therefore, by definition of
the W2 distance, we have the following bound:
W 22 (Pt,QB,E) ≤ E
[‖xt − x‖2]
≤
∫
‖B(zt)−B(z)‖2dΠt(zt, z)
≤ L2
∫
‖zt − z‖2dΠt(zt, z)
≤ L2W 22 (pit, pi∞) ≤ C2L2 exp(−2tc).
The second line uses the definition of (xt, x) as joint samples obtained by mapping (zt, z). The
third line uses the assumption that B is L-Lipschitz. Finally, the last line uses that Πt is an optimal
coupling between pit and pi∞.
Lemma 4. Under Assumption 1, there exists A > 0 and λ ∈ (0, 14 ] such that
1
2
z>t∇U(z) ≥ λ
Å
U(z) +
γ2
4u
‖z‖2
ã
−A, ∀z ∈ Z, (23)
where γ and u are the coefficients appearing in (14). Moreover, U is bounded bellow and has a
Lipschitz gradient.
Proof. For simplicity, let’s call u(z) = − log η(z), w(z) = E? ◦ Bθ?(z), and denote by M an
upper-bound on the Lipschitz constant of w and ∇w which is guaranteed to be finite by assumption.
Hence U(z) = u(z) + w(z). Equation (23) is equivalent to having
z>∇u(z)− 2λu(z)− γ
2
2u
‖z‖2 ≥ 2λw(z)− z>∇w(z)− 2A. (24)
Using that w is Lipschitz, we have that w(z) ≤ w(0) + M‖z‖ and −z>∇w(z) ≤ M‖z‖. Hence,
2λw(z)− z>∇w(z)− 2A ≤ 2λw(0) + (2λ+ 1)M‖z‖ − 2A. Therefore, a sufficient condition for
(24) to hold is
z>∇u(z)− 2λu(z)− γ
2
2u
‖z‖2 ≥ +(2λ+ 1)M‖z‖ − 2A+ 2λw(0). (25)
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We will now rely on the strong convexity of u, which holds by assumption, and implies the existence
of a positive constant m > 0 such that
−u(z) ≥ −u(0)− z>∇u(z) + m
2
‖z‖2,
z>∇u(z) ≥ −‖z‖‖∇u(0)‖+m‖z‖2.
This allows to write the following inequality,
z>∇u(z)− 2λu(z)− γ
2
2u
≥ (1− 2λ)z>∇u(z) + λ(m+ γ
2
2u
)‖z‖2 − 2λu(0)
≥ (1− λ(m+ γ
2
2u
))‖z‖2 − (1− 2λ)‖z‖‖∇u(0)‖ − 2λu(0).
Combining the previous inequality with (25) and denoting M ′ = ‖∇u(0)‖ , it is sufficient to find A
and λ satisfyingÅ
1− λ
Å
m+
γ2
2u
ãã
‖z‖2 − (M +M ′ + 2λ(M −M ′)) ‖z‖ − 2λ(u(0) + w(0)) + 2A ≥ 0.
The l.h.s. in the above equation is a quadratic function in ‖z‖ and admits a global minimum when
λ <
Ä
m+ γ
2
2u
ä−1
. The global minimum is always positive provided that A is large enough.
To see that U is bounded below, it suffice to note, by Lipschitzness of w, that w(z) ≥ w(0)−M‖z‖
and by strong convexity of u that
u(z) ≥ u(0) +M ′‖z‖+ m
2
‖z‖2. (26)
Hence, U is lower-bounded by a quadratic function in ‖z‖ with positive leading coefficient m2 , hence
it must be lower-bounded by a constant. Finally, by assumption, u and w have Lipschitz gradients,
which directly implies that U has a Lipschitz gradient.
B.2 Topological and smoothness properties of KALE
B.2.1 Topological properties of KALE
In this section we prove Proposition 1. We first start by recalling the required assumptions and make
them more precise:
Assumption 2. Assume the following holds:
• The set X is compact.
• For all E ∈ E , −E ∈ E and there is CE > 0 such that cE ∈ E for 0 ≤ c ≤ CE . For any
continuous function g, any compact support K in X and any precision  > 0, there exists a
finite linear combination of energies G =
∑r
i=1 aiEi such that |f(x)−G(x)| ≤  on K.
• All energies E in E are Lipschitz in their input with the same Lipschitz constant L > 0.
For simplicity we consider the setH = E +R, i.e.: H is the set of functions h of the form h = E + c
where E ∈ E and c ∈ R. In all what follows P1 is the set of probability distributions with finite first
order moments. We consider the notion of weak convergence on P1 as defined in [64, Definition 6.8]
which is equivalent to convergence in the Wasserstein-1 distance W1.
Proof of Proposition 1 . We proceed by proving the separation properties (1st statement), then the
metrization of the weak topology (2nd statement).
Separation. We have by Assumption 2 that 0 ∈ E , hence by definition KALE(PP ||B) ≥ FP,B(0) =
0. On the other hand, whenever P = B, it holds that:
FP,B(h) = −
∫
(exp(−h) + h− 1) dP, ∀h ∈ H.
Moreover, by convexity of the exponential, we know that exp(−x) +x− 1 ≥ 0 for all x ∈ R. Hence,
FP,B(h) ≤ FP,B(0) = 0 for all h ∈ H. This directly implies that KALE(P|B) = 0. For the converse,
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we will use the same argument as in the proof of [70, Theorem B.1.]. Assume that KALE(P|B) = 0
and let h be inH. By Assumption 2, there exists Ch > 0 such that ch ∈ H and we have:
F(ch) ≤ KALE(P||B) = 0.
Now dividing by c and taking the limit to 0, it is easy to see that − ∫ hdP+ ∫ hdB ≤ 0. Again, by
Assumption 2, we also know that −h ∈ H, hence, ∫ hdP− ∫ hdB ≤ 0. This necessarily implies
that
∫
hdP − ∫ hdB = 0 for all h ∈ H. By the density of H in the set continuous functions on
compact sets, we can conclude that the equality holds for any continuous and bounded function,
which in turn implies that P = B.
Metrization of the weak topology. We first show that for any P and B with finite first moment, it
holds that KALE(P|B) ≤ LW1(P,B), where W1(P,B) is the Wasserstein-1 distance between P and
B. For any h ∈ H the following holds:
F(h) =−
∫
hdP−
∫
exp(−h)dB+ 1
=
∫
h(x)dB(x)− h(x′)dP(x′)
−
∫
(exp(−h) + h− 1)︸ ︷︷ ︸
≥0
dB
≤
∫
h(x)dB(x)− h(x′)dP(x′) ≤ LW1(P,B)
The first inequality results from the convexity of the exponential while the last one is a consequence
of h being L-Lipschitz. This allows to conclude that KALE(P||B) ≤ LW1(P,B) after taking
the supremum over all h ∈ H. Moreover, since W1 metrizes the weak convergence on P1 [64,
Theorem 6.9], it holds that whenever a sequence Bn converges weakly towards P in P1 we also have
W1(P,Bn)→ 0 and thus KALE(P||Bn)→ 0. The converse is a direct consequence of [40, Theorem
10] since by assumption X is compact.
B.2.2 Smoothness properties of KALE
We will now prove Theorem 2. We begin by stating the assumptions that will be used in this section:
(I) E is parametrized by a compact set of parameters Ψ.
(II) Functions in E are jointly continous w.r.t. (ψ, x) and are L-lipschitz and L-smooth w.r.t. the
input x:
‖Eψ(x)− Eψ(x′)‖ ≤ Le‖x− x′‖,
‖∇xEψ(x)−∇xEψ(x′)‖ ≤ Le‖x− x′‖.
(III) (θ, z) 7→ Bθ(z) is jointly continuous in θ and z, with z 7→ Bθ(z) uniformly Lipschitz w.r.t.
z:
‖Bθ(z)−Bθ(z′)‖ ≤ Lb‖z − z′‖, ∀z, z′ ∈ Z, θ ∈ Θ.
There exists non-negative functions a and b defined from Z to R such that θ 7→ Bθ(z) are
a-Lipschitz and b-smooth in the following sense:
‖Bθ(z)−Bθ′(z)‖ ≤ a(z)‖θ − θ′‖,
‖∇θBθ(z)−∇θBθ′(z)‖ ≤ b(z)‖θ − θ′‖.
Moreover, a and b are integrable in the following sense:∫
a(z)2 exp(2LeLb‖z‖)dη(z) <∞,
∫
exp(LeLb‖z‖)dη(z) <∞,
∫
b(z) exp(LeLb‖z‖)dη(z) <∞.
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To simplify notation, we will denote by Lθ(f) the expected Bθ log-likelihood under P. In other
words,
Lθ(E) := LP,Bθ (E) = −
∫
EdP− log
∫
exp(−E)dBθ.
We also denote by pE,θ the density of the model w.r.t. Bθ,
pE,θ =
exp(−E)
ZBθ,E
, ZBθ,E =
∫
exp(−E)dBθ.
We write K(θ) := KALE(P||Bθ) to emphasize the dependence on θ.
Proof of Theorem 2. To show that sub-gradient methods converge to local optima, we only need
to show that K is Lipschitz continuous and weakly convex. This directly implies convergence to
local optima for sub-gradient methods, according to [17, 62]. Lipschitz continuity ensures that
K is differentiable for almost all θ ∈ Θ, and weak convexity simply means that there exits some
positive constant C ≥ 0 such that θ 7→ K(θ) +C‖θ‖2 is convex. We now proceed to show these two
properties.
We will first prove that θ 7→ K(θ) is weakly convex in θ. By Lemma 5, we know that for any E ∈ E ,
the function θ 7→ Lθ(E) is M -smooth for the same positive constant M . This directly implies that it
is also weakly convex and the following inequality holds:
Lθt(E) ≤ tLθ(E) + (1− t)Lθ′(E) +
M
2
t(1− t)‖θ − θ′‖2.
Taking the supremum w.r.t. E, it follows that
K(θt) ≤ tK(θ) + (1− t)K(θ′) + M
2
t(1− t)‖θ − θ′‖2.
This means precisely that K is weakly convex in θ.
To prove that K is Lipschitz, we will also use Lemma 5, which states that Lθ(E) is Lipschitz in θ
uniformly on E . Hence, the following holds:
Lθ(E) ≤ Lθ(E) + LC‖θ − θ′‖.
Again, taking the supremum over E, it follows directly that
K(θ) ≤ K(θ′) + LC‖θ − θ′‖.
We conclude that K is Lipschitz by exchanging the roles of θ and θ′ to get the other side of the
inequality. Hence, by the Rademacher theorem, K is differentiable for almost all θ.
We will now provide an expression for the gradient of K. By Lemma 6 we know that ψ 7→ Lθ(Eψ) is
continuous and by Assumption (I) Ψ is compact. Therefore, the supremum supE∈E Lθ(E) is achieved
for some function E?θ . Moreover, we know by Lemma 5 that Lθ(E) is smooth uniformly on E ,
therefore the family (∂θLθ(E))E∈E is equi-differentiable. We are in position to apply [42](Theorem
3) which ensures that K(θ) admits left and right partial derivatives given by
∂+e K(θ) = lim
t>0
t→0
∂θLθ(E?θ+te)>e,
∂−e K(θ) = lim
t<0
t→0
∂θLθ(E?θ+te)>e,
(27)
where e is a given direction in Rr. Moreover, the theorem also states that K(θ) is differentiable iff
t 7→ E?θ+te is continuous at t = 0. Now, recalling that K(θ) is actually differentiable for almost all θ,
it must hold that E?θ+te →t→0 E?θ and ∂+e K(θ) = ∂−e K(θ) for almost all θ. This implies that the two
limits in (27) are actually equal to ∂θLθ(E?θ )>e. The gradient of K, whenever defined, in therefore
given by
∇θK(θ) = Z−1Bθ,E?θ
∫
∇xE?θ (Bθ(z))∇θBθ(z) exp(−E?θ (Bθ(z)))η(z) dz.
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Lemma 5. Under Assumptions (I) to (III), the functional Lθ(E) is Lipschitz and smooth in θ
uniformly on E:
|Lθ(E)− Lθ′(E)| ≤ LC‖θ − θ′‖,
‖∂θLθ(E)− ∂θLθ′(E))‖ ≤ 2CL(1 + L)‖θ − θ′‖.
Proof. By Lemma 6, we have that Lθ(E) is differentiable, and that
∂θLθ(E) :=
∫
(∇xE ◦Bθ)∇θBθ (pE,θ ◦Bθ) dη. (28)
Lemma 6 ensures that ‖∂θLθ(E)‖ is bounded by some positive constant C that is independent from
E and θ. This implies in particular that Lθ(E) is Lipschitz with a constant C. We will now show that
it is also smooth. For this, we need to control the difference
D := ‖∂θLθ(E)− ∂θLθ′(E)‖.
We have by triangular inequality:
D ≤
∫
‖∇xE ◦Bθ −∇xE ◦Bθ′‖ ‖∇θBθ‖ (pE,θ ◦Bθ) dη︸ ︷︷ ︸
I
+
∫
‖∇xE ◦Bθ‖‖∇θBθ −∇θBθ′‖ (pE,θ ◦Bθ) dη︸ ︷︷ ︸
II
+
∫
‖∇xE ◦Bθ∇θBθ‖|pE,θ ◦Bθ − pE,θ′ ◦Bθ′ |dη︸ ︷︷ ︸
III
.
The first term can be upper-bounded using Le-smoothness of E and the fact that Bθ is Lipschitz in θ:
I ≤ Le‖θ − θ′‖
∫
|a|2(pE,θ ◦Bθ)dη
≤ LeC‖θ − θ′‖.
The last inequality was obtained by Lemma 7. Similarly, using that ∇θBθ is Lipschitz, it follows by
Lemma 7 that
II ≤ Le‖θ − θ′‖
∫
|b|(pE,θ ◦Bθ)dη
≤ LeC‖θ − θ′‖.
Finally, for the last term III , we first consider a path θt = tθ+(1−t)θ′ for t ∈ [0, 1], and introduce the
function s(t) := pE,θt ◦Bθt . We will now control the difference pE,θ ◦Bθ−pE,θ′ ◦Bθ′ , also equal to
s(1)−s(0). Using the fact that st is absolutely continuous we have that s(1)−s(0) =
∫ 1
0
s′(t)dt. The
derivative s′(t) is simply given by s′(t) = (θ−θ′)>(Mt−M¯t)s(t) whereMt = (∇xE◦Bθt)∇θBθt
and M¯t =
∫
MtpE,θt ◦Bθtdη. Hence,
s(1)− s(0) =(θ − θ′)>
∫ 1
0
(Mt − M¯t)s(t)dt.
We also know that Mt is upper-bounded by La(z), which implies
III ≤ L2e‖θ − θ′‖
∫ 1
0
Ç∫
|a(z)|2s(t)(z)dη(z) +
Å∫
a(z)s(t)(z)dη(z)
ã2å
≤ L2e(C + C2)‖θ − θ′‖,
where the last inequality is obtained using Lemma 7. This allows us to conclude that Lθ(E) is smooth
for any E ∈ E and θ ∈ Θ.
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Lemma 6. Under Assumptions (II) and (III), it holds that ψ 7→ Lθ(Eψ) is continuous, and that
θ 7→ Lθ(Eψ) is differentiable in θ with gradient given by
∂θLθ(E) :=
∫
(∇xE ◦Bθ)∇θBθ (pE,θ ◦Bθ) dη. (29)
Moreover, the gradient is bounded uniformly in θ and E:
‖∇θLθ(E)‖ ≤ Le
Å∫
exp(−LeLb‖z‖) dη(z)
ã−1 ∫
a(z) exp(LeLb‖z‖) dη(z).
Proof. To show that ψ 7→ Lθ(Eψ) is continuous, we will use the dominated convergence theorem.
We fix ψ0 in the interior of Ψ and consider a compact neighborhood W of ψ0. By assumption, we
have that (ψ, x) 7→ Eψ(x) and (ψ, z) 7→ Eψ(Bθ(z)) are jointly continuous. Hence, |Eψ(0)| and
|Eψ(Bθ(0))| are bounded on W by some constant C. Moreover, by Lipschitz continuity of x 7→ Eψ ,
we have
|Eψ(x)| ≤ |Eψ(0)|+ Le‖x‖ ≤ C + Le‖x‖,
exp(−E(Bθ(z))) ≤ exp(−E(Bθ(0))) exp(LeLb‖z‖) ≤ exp(C) exp(LeLb‖z‖).
Recalling that P admits a first order moment and that by Assumption (III), exp(LeLb‖z‖) is inte-
grable w.r.t. η, it follows by the dominated convergence theorem and by composition of continuous
functions that ψ 7→ Lθ(Eψ) is continuous in ψ0.
To show that θ 7→ Lθ(Eψ) is differentiable in θ, we will use the differentiation lemma in [34,
Theorem 6.28]. We first fix θ0 in the interior of Θ, and consider a compact neighborhood V of θ0.
Since θ 7→ |E(Bθ(0))| is continuous on the compact neighborhood V it admits a maximum value C;
hence we have using Assumptions (II) and (III) that
exp(−E(Bθ(z))) ≤ exp(−E(Bθ(0))) exp(LeLb‖z‖) ≤ exp(C) exp(LeLb‖z‖).
Along with the integrability assumption in Assumption (III), this ensures that z 7→ exp(−E(Bθ(z)))
is integrable w.r.t η for all θ in V . We also have that exp(−E(Bθ(z))) is differentiable, with gradient
given by
∇θ exp(−E(Bθ(z))) = ∇xE(Bθ(z))∇θBθ(z) exp(−E(Bθ(z))).
Using that E is Lipschitz in its inputs and Bθ(z) is Lipschitz in θ, and combining with the previous
inequality, it follows that
‖∇θ exp(−E(Bθ(z)))‖ ≤ exp(C)Lea(z) exp(LeLb‖z‖),
where a(z) is the location dependent Lipschitz constant introduced in Assumption (III). The r.h.s. of
the above inequality is integrable by Assumption (III) and is independent of θ on the neighborhood
V . Thus [34, Theorem 6.28] applies, and it follows that
∇θ
∫
exp(−E(Bθ0(z))) dη(z) =
∫
∇xE(Bθ0(z))∇θBθ0(z) exp(−E(Bθ0(z))) dη(z).
We can now directly compute the gradient of Lθ(E),
∇θLθ(E) =
Å∫
exp(−E(Bθ0)) dη
ã−1 ∫
∇xE(Bθ0)∇θBθ0 exp(−E(Bθ0)) dη.
Since E and Bθ are Lipschitz in x and θ respectively, it follows that ‖∇xE(Bθ0(z))‖ ≤ Le and‖∇θBθ0(z)‖ ≤ a(z). Hence, we have
‖∇θLθ(E)‖ ≤ Le
∫
a(z)(pE,θ ◦Bθ(z))dη(z).
Finally, Lemma 7 allows us to conclude that ‖∇θLθ(E)‖ is bounded by a positive constant C
independently from θ and E.
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Lemma 7. Under Assumptions (II) and (III), there exists a constant C independent from θ and E
such that ∫
ai(z)(pE,θ ◦Bθ(z))dη(z) < C, (30)∫
b(z)(pE,θ ◦Bθ(z))dη(z) < C, (31)
for i ∈ 1, 2.
Proof. By Lipschitzness of E and Bθ, we have exp(−LeLb‖z‖) ≤ exp(E(Bθ(0))− E(Bθ(z)) ≤
exp(LeLb‖z‖), thus introducing the factor exp(E(Bθ0(0)) in (30) we get∫
ai(z)(pE,θ ◦Bθ(z))dη(e) ≤ Le
Å∫
exp(−LeLb‖z‖) dη(z)
ã−1 ∫
a(z)i exp(LeLb‖z‖) dη(z),∫
b(z)(pE,θ ◦Bθ(z))dη(z) ≤ Le
Å∫
exp(−LeLb‖z‖) dη(z)
ã−1 ∫
b(z) exp(LeLb‖z‖) dη(z).
The r.h.s. of both inequalities is independent of θ and E, and finite by the integrability assumptions
in Assumption (III).
C Convergence rates of KALE
In this section, we provide a convergence rate for the estimator in (21) when H is an RKHS. The
theory remains the same whether H contains constants or not. With this choice, the Representer
Theorem allows us to reduce the potentially infinite-dimensional optimization problem in (20) to
a convex finite-dimensional one. We further restrict ourselves to the well-specified case where the
density r0 of P w.r.t. B is well-defined and belongs to H, so that KALE matches the KL. While
[47] (Theorem 3) provides a convergence rate of 1/
√
N for a related M -estimator, this requires
the density r0 to be lower-bounded by 0 as well as (generally) upper-bounded. This can be quite
restrictive if, for instance, r0 is the density ratio of two gaussians. In Theorem 8, we provide a similar
convergence rate for the estimator defined in (21) without requiring r0 to be bounded. We start by
briefly introducing some notations, the working assumptions and the statement of the convergence
result in Appendix C.1 and provide the proofs in Appendix C.2.
C.1 Statement of the result
We recall that an RKHSH of functions defined on a domain X ⊂ Rd and with kernel k is a Hilbert
space with dot product 〈., .〉, such that y 7→ k(x, y) belongs toH for any x ∈ X , and
k(x, y) = 〈k(x, .), k(y, .)〉, ∀x, y ∈ X .
Any function h inH satisfies the reproducing property f(x) = 〈f, k(x, .)〉 for any x ∈ X .
Recall that KALE(P||B) is obtained as an optimization problem
KALE(P||B) = sup
h∈H
F(h) (32)
where F is given by:
F(h) := −
∫
hdP−
∫
exp(−h)dB+ 1.
Since the negative log density ratio h0 is assumed to belong to H, this directly implies that the
supremum of F is achieved at h0 and F(h0) = KALE(P||B). We are interested in estimating
KALE(P||B) using the empirical distributions Pˆ and Bˆ,
Pˆ :=
1
N
N∑
n=1
δXn , Bˆ :=
1
N
N∑
n=1
δYn ,
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where (Xn)1≤n≤N and (Yn)1≤n≤N are i.i.d. samples from P and B. For this purpose we introduce
the empirical objective functional,“F(h) := −∫ hdPˆ− ∫ exp(−h)dBˆ+ 1.
The proposed estimator is obtained by solving a regularized empirical problem,
sup
h∈H
“F(h)− λ
2
‖h‖2, (33)
with a corresponding population version,
sup
h∈H
F(h)− λ
2
‖h‖2. (34)
Finally, we introduce D(h, δ) and Γ(h, δ):
D(h, δ) =
∫
δ exp(−h)dB−
∫
δdP,
Γ(h, δ) = −
∫ ∫ 1
0
(1− t)δ2 exp(−(h+ tδ))dB.
The empirical versions of D(h, δ) and Γ(h, δ) are denoted Dˆ(h, δ) and Γˆ(h, δ). Later, we will show
that D(h, δ) Dˆ(h, δ) are in fact the gradients of F(h) and “F(h) along the direction δ.
We state now the working assumptions:
(i) The supremum of F overH is attained at h0.
(ii) The following quantities are finite for some positive :∫ »
k(x, x) dP(x),∫ »
k(x, x) exp((‖h0‖+ )
»
k(x, x)) dB(x),∫
k(x, x) exp((‖h0‖+ )
»
k(x, x)) dB(x).
(iii) For any h ∈ H, if D(h, δ) = 0 for all δ then h = h0.
Theorem 8. Fix any 1 > η > 0. Under Assumptions (i) to (iii), and provided that λ = 1√
N
, it holds
with probability at least 1− 2η that
|“F(hˆ)−F(h0)| ≤ M ′(η, h0)√
N
(35)
for a constant M ′(η, h0) that depends only on η and h0.
The assumptions in Theorem 8 essentially state that the kernel associated to the RKHSH needs to
satisfy some integrability requirements. That is to guarantee that the gradient δ 7→ ∇F(h)(δ) and its
empirical version are well-defined and continuous. In addition, the optimality condition∇F(h) = 0
is assumed to characterize the global solution h0. This will be the case if the kernel is characteristic
[57]. The proof of Theorem 8, in Appendix C.2, takes advantage of the Hilbert structure of the set
H, the convexity of the functional F and the optimality condition∇“F(hˆ) = λhˆ of the regularized
problem, all of which turn out to be sufficient for controlling the error of (21).
C.2 Proofs
We state now the proof of Theorem 8 with subsequent lemmas and propositions.
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Proof of Theorem 8. We begin with the following inequalities:
λ
2
(‖hˆ‖2 − ‖h0‖2) ≤ “F(hˆ)− “F(h0) ≤ 〈∇“F(h0), hˆ− h0〉.
The first inequality is by definition of hˆ while the second is obtained by concavity of “F . For
simplicity we write B = ‖hˆ − h0‖ and C = ‖∇“F(h0) − L(h0)‖. Using Cauchy-Schwarz and
triangular inequalities, it is easy to see that
−λ
2
(B2 + 2B‖h0‖) ≤ “F(hˆ)− “F(h0) ≤ CB.
Moreover, by triangular inequality, it holds that
B ≤ ‖hλ − h0‖+ ‖hˆ− hλ‖.
Lemma 12 ensures thatA(λ) = ‖hλ−h0‖ converges to 0 as λ→ 0. Furthermore, by Proposition 13,
we have ‖hˆ − hλ‖ ≤ 1λD where D(λ) = ‖∇“F(hλ) − ∇L(hλ)‖. Now choosing λ = 1√N and
applying Chebychev inequality in Lemma 9, it follows that for any 1 > η > 0, we have with
probability greater than 1− 2η that both
D(λ) ≤ C(‖h0‖η)√
N
, C ≤ C(‖h0‖, η)√
N
,
where C(‖h0‖, η) is defined in Lemma 9. This allows to conclude that for any η > 0, it holds with
probability at least 1− 2η that |“F(hˆ)− “F(h0)| ≤ M ′(η,h0)√N where M ′(η, h0) depends only on η and
h0.
We proceed using the following lemma, which provides an expression for D(h, δ) and Dˆ(h, δ) along
with a probabilistic bound:
Lemma 9. Under Assumptions (i) and (ii), for any h ∈ H such that ‖h‖ ≤ ‖h0‖ + , there exists
D(h) inH satisfying
D(h, δ) = 〈δ,D(h)〉,
and for any h ∈ H, there exists “D(h) satisfying“D(h, δ) = 〈δ, “D(h)〉.
Moreover, for any 0 < η < 1 and any h ∈ H such that ‖h‖ ≤ ‖h0‖ +  := M , it holds with
probability greater than 1− η that
‖D(h)− “D(h)‖ ≤ C(M,η)√
N
,
where C(M,η) depends only on M and η.
Proof. First, we show that δ 7→ D(h, δ) is a bounded linear operator. Indeed, Assumption (ii) ensures
that k(x, .) and k(x, .) exp(−h(x)) are Bochner integrable w.r.t. P and B ([50]), hence D(h, δ) is
obtained as
D(h, δ) := 〈δ, µexp(−h)B − µP〉,
where µexp(−h)B =
∫
k(x, .) exp(−h(x))dB and µP =
∫
k(x, .)dP. Defining D(h) to be
= µexp(−h)B − µP leads to the desired result. “D(h) is simply obtained by taking the empirical
version of D(h).
Finally, the probabilistic inequality is a simple consequence of Chebychev’s inequality.
The next lemma states that F(h) and “F(h) are Frechet differentiable.
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Lemma 10. Under Assumptions (i) and (ii) , h 7→ F(h) is Frechet differentiable on the open ball of
radius ‖h0‖+  while h 7→ “F(h) is Frechet differentiable onH. Their gradients are given by D(h)
and “D(h) as defined in Lemma 9,
∇F(h) = D(h), ∇“F(h) = “D(h)
Proof. The empirical functional “F(h) is differentiable since it is a finite sum of differentiable
functions, and its gradient is simply given by “D(h). For the population functional, we use second
order Taylor expansion of exp with integral remainder, which gives
F(h+ δ) = F(h)−D(h, δ) + Γ(h, δ).
By Assumption (ii) we know that Γ(h,δ)‖δ‖ converges to 0 as soon as ‖δ‖ → 0. This allows to directly
conclude that F is Frechet differentiable, with differential given by δ 7→ D(h, δ). By Lemma 9, we
conclude the existence of a gradient∇F(h) which is in fact given by∇F(h) = D(h).
From now on, we will only use the notation∇F(h) and∇“F(h) to refer to the gradients of F(h) and“F(h). The following lemma states that (33) and (34) have a unique global optimum, and gives a first
order optimality condition.
Lemma 11. The problems (33) and (34) admit unique global solutions hˆ and hλ in H. Moreover,
the following first order optimality conditions hold:
λhˆ = ∇“F(hˆ), λhλ = ∇F(hλ).
Proof. For (33), existence and uniqueness of a minimizer hˆ is a simple consequence of continuity
and strong concavity of the regularized objective. We now show the existence result for (34).
Let’s introduce Gλ(h) = −F(h) + λ2 ‖h‖2 for simplicity. Uniqueness is a consequence of the
strong convexity of Gλ. For the existence, consider a sequence of elements fk ∈ H such that
Gλ(fk)→ infh∈H Gλ(h). If h0 is not the global solution, then it must hold for k large enough that
Gλ(fk) ≤ Gλ(h0). We also know that F(fk) ≤ F(h0), hence, it is easy to see that ‖fk‖ ≤ ‖h0‖ for
k large enough. This implies that fk is a bounded sequence, therefore it admits a weakly convergent
sub-sequence by weak compactness. Without loss of generality we assume that fk weakly converges
to some element hλ ∈ H and that ‖fk‖ ≤ ‖h0‖. Hence, ‖hλ‖ ≤ lim infk ‖fk‖ ≤ ‖h0‖. Recall now
that by definition of weak convergence, we have fk(x)→k hλ(x) for all x ∈ X . By Assumption (ii),
we can apply the dominated convergence theorem to ensure that F(fk)→ F(hλ). Taking the limit
of Gλfk, the following inequality holds:
sup
h∈H
Gλ(h) = lim sup
k
Gλ(fk) ≤ Gλ(hλ).
Finally, by Lemma 10 we know that F is Frechet differentiable, hence we can use [24] (Proposition
2.1) to conclude that∇F(hλ) = λhλ. We use exactly the same arguments for (33).
Next, we show that hλ converges towards h0 inH.
Lemma 12. Under Assumptions (i) to (iii) it holds that:
A(λ) := ‖hλ − h0‖ → 0.
Proof. We will first prove that hλ converges weakly towards h0, and then conclude that it must also
converge strongly. We start with the following inequalities:
0 ≥ F(hλ)−F(h0) ≥ λ
2
(‖hλ‖2 − ‖h0‖2).
These are simple consequences of the definitions of hλ and h0 as optimal solutions to (32) and (33).
This implies that ‖hλ‖ is always bounded by ‖h0‖. Consider now an arbitrary sequence (λm)m≥0
converging to 0. Since ‖hλm‖ is bounded by ‖h0‖, it follows by weak-compactness of balls in H
that hλm admits a weakly convergent sub-sequence. Without loss of generality we can assume that
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hλm is itself weakly converging towards an element h
∗. We will show now that h∗ must be equal to
h0. Indeed, by optimality of hλm , it must hold that
λmhλm = ∇F(hm).
This implies that ∇F(hm) converges weakly to 0. On the other hand, by Assumption (ii), we can
conclude that∇F(hm) must also converge weakly towards∇F(h∗), hence∇F(h∗) = 0. Finally by
Assumption (iii) we know that h0 is the unique solution to the equation∇F(h) = 0 , hence h∗ = h0.
We have shown so far that any subsequence of hλm that converges weakly, must converge weakly
towards h0. This allows to conclude that hλm actually converges weakly towards h0. Moreover, we
also have by definition of weak convergence that:
‖h0‖ ≤ lim inf
m→∞ ‖hλm‖.
Recalling now that ‖hλm‖ ≤ ‖h0‖ it follows that ‖hλm‖ converges towards ‖h0‖. Hence, we have
the following two properties:
• hλm converges weakly towards h0,
• ‖hλm‖ converges towards ‖h0‖.
This allows to directly conclude that ‖hλm − h0‖ converges to 0.
Proposition 13. We have that:
‖hˆ− hλ‖ ≤ 1
λ
‖∇Fˆ(hλ)−∇F(hλ)‖
Proof. By definition of hˆ and hλ the following optimality conditions hold:
λhˆ = ∇“F(hˆ), λhλ = ∇F(hλ).
We can then simply write:
λ(hˆ− hλ)− (∇“F(hˆ)−∇“F(hλ)) = ∇“F(hλ)−∇F(hλ).
Now introducing δ := hˆ− hλ and E := ∇“F(hˆ)−∇“F(hλ) for simplicity and taking the squared
norm of the above equation, it follows that
λ2‖δ‖2 + ‖E‖2 − 2λ〈δ, E〉 = ‖∇“F(hλ)−∇F(hλ)‖2.
By concavity of “F onH we know that −〈hˆ− hλ, E〉 ≥ 0. Therefore:
λ2‖hˆ− hλ‖2 ≤ ‖∇“F(hλ)−∇F(hλ)‖2.
D Image Generation
Figures 3 and 4 show sample trajectories using Algorithm 2 with no friction γ = 0 for the 4 datasets.
It is clear that along the same MCMC chain, several image modes are explored. We also notice the
transition from a mode to another happens almost at the same time for all chains and corresponds to
the gray images. This is unlike Langevin or when the friction coefficient γ is large as in Figure 5. In
that case each chain remains within the same mode.
E Density Estimation
Figure Figure 6 (left) shows the error in the estimation of the log-partition function using both
methods (KALE-DV and KALE-F). KALE-DV estimates the negative log-likelihood on each batch
of size 100 and therefore has much more variance than KALE-F which maintains the amortized
estimator of the log-partition function.
Figure Figure 6 (right) shows the evolution of the negative log-likelihood (NLL) on both training and
test sets per epochs for RedWine and Whitewine datasets. The error decreases steadily in the case
of KALE-DV and KALE-F while the error gap between the training and test set remains controlled.
Larger gaps are observed for both direct maximum likelihood estimation and Contrastive divergence
although the training NLL tends to decrease faster than for KALE.
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Figure 3: Samples from the GEBM at different stages of sampling using Algorithm 2 and inverse
temperature β = 1, on CelebA (Left), Imagenet (Right). Each row represents a sampling trajectory
from early stages (leftmost images) to later stages (rightmost images).
F Algorithms
Training In Algorithm 1, we describe the general algorithm for training a GEBM which alternates
between gradient steps on the energy and the generator. An additional regularization, denoted by I(ψ)
is used to ensure conditions of Proposition 1 and Theorem 2 hold. I(ψ) can include L2 regularization
over the parameters ψ, a gradient penalty as in [28] or Spectral normalization [43]. The energy can
be trained either using the estimator in (5) (KALE-DV) or the one in (7) (KALE-F) depending on the
variable C.
Sampling In Algorithm 2, we describe the MCMC sampler proposed in [55] which is a time
discretization of (14).
G Experimental details
G.1 Image generation
Training: We train both base and energy by alternating 5 gradient steps to learn the energy vs
1 gradient step to learn the base. For the first two gradient iterations and after every 500 gradient
iterations on base, we train the energy for 100 gradient steps instead of 5. We then train the model up
to 150000 gradient iterations on the base using a batch-size of 128 and Adam optimizer with initial
learning rate of 10−4 and parameters (0.5, .999) for both energy and base.
Scheduler: We decrease the learning rate using a scheduler that monitors the FID score in a similar
way as in [2, 7]. More precisely, every 2000 gradient iterations on the base, we evaluate the FID
score on the training set using 50000 generated samples from the base and check if the current score
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Figure 4: Samples from the GEBM at different stages of sampling using Algorithm 2 and inverse
temperature β = 1, on Cifar10 and LSUN (Right). Each row represents a sampling trajectory from
early stages (leftmost images) to later stages (rightmost images).
is larger than the score 20000 iterations before. The learning rate is decreased by a factor of 0.8 if the
FID score fails to decrease for 3 consecutive times.
Sampling: For (DOT) [61], we use the following objective:
z 7→ ‖z − zy + ‖+ 1
keff
E ◦B(z) (36)
where zy is sampled from a standard gaussian,  is a perturbation meant to stabilize sampling and
keff is the estimated Lipschitz constant of E ◦B. Note that (36) uses a flipped sign for the E ◦B
compared to [61]. This is because E plays the role of −D where D is the discriminator in [61].
Introducing the minus sign in (36) leads to a degradation in performance. We perform 1000 gradient
iterations with a step-size of 0.0001 which is also decreased by a factor of 10 every 200 iterations
as done for the proposed method. As suggested by the authors of [61] we perform the following
projection for the gradient before applying it:
g ← g − (g
>z)√
q
z. (37)
We set the perturbation  to 0.001 and keff to 1 which was also shown in [61] to perform well. In
fact, we found that estimating the Lipschitz constant by taking the maximum value of ‖∇E ◦B(z)‖
over 1000 latent samples according to η lead to higher values for keff : ( Cifar10: 9.4, CelebA : 7.2,
ImageNet: 4.9, Lsun: 3.8). However, those higher values did not perform as well as setting keff = 1.
For (IHM) [63] we simply run the MCMC chain for 1000 iterations.
G.2 Density estimation
Pre-processing We use code and pre-processing steps from [65] which we describe here for
completeness. For RedWine and WhiteWine, we added uniform noise with support equal to the
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Figure 5: Samples from the tempered GEBM at different stages of sampling using langevin and
inverse temperature β = 100, on Cifar10 (Left), Imagenet (Middle-left), CelebA (Middle-Right) and
LSUN (Right). Each row represents a sampling trajectory from early stages (leftmost images) to later
stages (rightmost images).
median distances between two adjacent values. That is to avoid instabilities due to the quantization
of the datasets. For Hepmass and MiniBoone, we removed ill-conditioned dimensions as also done in
[49]. We split all datasets, except HepMass into three splits. The test split consists of 10% of the
total data. For the validation set, we use 10% of the remaining data with an upper limit of 1000 to
reduce the cost of validation at each iteration. For HepMass, we used the sample splitting as done in
[49]. Finally, the data is whitened before fitting and the whitening matrix was computed on at most
10000 data points.
Regularization: We set the regularization parameter to 0.1 and use a combination of L2 norm and
a variant of the gradient penalty [28]:
I(fψ)
2 =
1
dψ
‖ψ‖2 + E
î
‖∇xfψ(‹X)‖2ó (38)
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Figure 6: (Left): Relative error |cˆ−c
?|
|cˆ|+|c?| on the estimation of the ground truth log-partition function
c∗ by cˆ using either KALE-DV or KALE-F vs training Epochs on RedWine (Top) and WhiteWine
(Bottom) datasets. (Right): Negative log likelihood vs training epochs on both training and test set
for 4 different learning methods (KALE-DV,KALE-F, CD and ML) on RedWine dataset.
Network Architecture. For both base and energy, we used an NVP [20] with 5 NVP layers each
consisting of a shifting and scaling layer with two hidden layers of 100 neurons. We do not use
Batch-normalization.
Training: In all cases we use Adam optimizer with learning rate of 0.001 and momentum parame-
ters (0.5, 0.9). For both KALE-DV and KALE-F, we used a batch-size of 100 data samples vs 2000
generated samples from the base in order to reduce the variance of the estimation of the energy. We
alternate 50 gradient steps on the energy vs 1 step on the base and further perform 50 additional
steps on the energy for the first two gradient iterations and after every 500 gradient iterations on base.
For Contrastive divergence, each training step is performed by first producing 100 samples from
the model using 100 Langevin iterations with a step-size of 10−2 and starting from a batch of 100
data-samples. The resulting samples are then used to estimate the gradient of the of the loss.
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Algorithm 1 Training GEBM
1: Input P, N ,M nb, ne, Loss
2: Output QBθ,Eψ
3: Initialize θ , ψ and c.
4: for k = 1, . . . , nb do
5: for j = 1, . . . , ne do
6: Sample (Xn)1:N ∼ PN and (Ym)1:M ∼ BMθ
7: if C = KALE-DV then
8: gψ ← −∇ψLˆP,Bθ (Eψ) + λI(ψ)
9: Update ψ using gψ
10: else if C = KALE-F then
11: gψ ← −∇ψFˆP,Bθ (Eψ + c) + λI(ψ)
12: exp(cˆ)← 1M
∑
1≤m≤M exp(−Eψ(Ym))
13: gc ← exp(c− cˆ)− 1 and
14: Update ψ and c using gψ and gc
15: end if
16: end for
17: Sample (Xn)1:N ∼ PN and (Ym)1:M ∼ BMθ
18: gθ ←Ÿ ∇θKALE(P,Bgk)
19: Update θ using gθ
20: end for
Algorithm 2 Langevin Monte Carlo
1: Input (Z0, V0), λ, γ, β, u, E, B
2: Ouput XT
3: for t = 0, . . . , T do
4: Zt+ 12 ← Zt +
λ
2Vt
5: Vt+ 12 ← Vt +
uλ
2
Ä
∇z log η(Zt 12 )− β∇zE ◦B(Zt+ 12 )
ä
6: V˜t+1 ← exp(−γλ)Vt+ 12 +
√
u (1− exp(−2γλ))ξt+1
7: Vt+1 ← V˜t+1 + uλ2
Ä
∇z log η(Zt 12 )− β∇zE ◦B(Zt+ 12 )
ä
8: Zt+1 ← Zt+ 12 +
λ
2Vt+1
9: end for
10: XT ← B(ZT )
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