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Abstract— This paper addresses the problem of cooperative
control of a team of distributed agents with decoupled nonlinear
discrete-time dynamics, which operate in a common environment
and exchange delayed information between them. Each agent is
assumed to evolve in discrete-time, based on locally computed
control laws, which are computed by exchanging delayed state
information with a subset of neighboring agents. The cooperative
control problem is formulated in a receding–horizon framework,
where the control laws depend on the local state variables
(feedback action) and on delayed information gathered from
cooperating neighboring agents (feedforward action). A rigorous
stability analysis exploiting the input–to–state stability properties
of the receding–horizon local control laws is carried out. The
stability of the team of agents is then proved by utilizing small-
gain theorem results.
I. INTRODUCTION
THe design and analysis of decentralized control systemshave been under research investigation for more than
thirty years. Many problems falling into this category have
been addressed with various mathematical tools, while new
theoretical and application issues are arising as a result of cur-
rent trends in distributed systems, such as the increasing size
and complexity of feedback control systems, the availability
of spatially distributed sensors and actuators, and the need to
come up with more autonomous systems.
When dealing with large scale systems, one of key ob-
jectives is to find conditions guaranteeing closed-loop stabil-
ity, while reducing the computational load stemming from
a centralized approach. Starting with the notion of “fixed
modes” introduced in the 1970s for linear large scale systems
[1], other investigations focused on the structure and size of
interconnections [2]. Following the reasoning of this latter as-
pect, adaptive control [3], and more recently model predictive
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control [4] approaches have been proposed. Specific emphasis
on the structural properties of decentralized controlled large-
scale systems is given in the research work of D’Andrea
and co-workers (see, for instance, [5]), which is used in
several applications, such as flight formation and distributed
sensors. Studies on topology independent control have also
been recently reported [6].
Another related research direction in decentralized control
considers the problem of controlling a team of dynamically
decoupled cooperating systems. For instance, there have been
some important theoretical results on the stability of swarms
[7], but a considerable number of publications in this area fo-
cus on specific issues related to Uninhabited Autonomous/Air
Vehicles (UAVs) applications (see, for instance, [8], [9], [10]).
One of the approaches used in this area is based on the
selection of a suitable cost function and its optimization in a
model-predictive control (MPC) framework. MPC is nowadays
a very active research area [11], [12], [13], [14], [15], [16],
[17]. A good survey on this topic can be found in [18].
The cost function used for MPC framework can take into
account several issues, such as collision avoidance and for-
mation constraints, and may reward the tracking of a certain
path. In [19], [20] and [15], the authors consider a two-degrees
of freedom team of UAVs assigned to visit a certain number
of points. The team of UAVs is controlled in a centralized
receding–horizon (RH) framework and by exploiting global
potential functions, the authors prove certain stationarity prop-
erties of the generated trajectories in the case of two agents
searching for multiple targets. A RH control scheme has also
been proposed in [21], [22], where a centralized problem
is decomposed to allow local computations and feasibility
issues are thoroughly examined; stability is obtained in [21]
exploiting a hierarchical decomposition of the team in suitable
subgraphs with assigned priorities.
Coordination of a large group of cooperating nonlinear
vehicles is considered in [23] and related works, where a
centralized RH problem is decomposed and solved locally.
Convergence to the formation equilibrium point is assured by
guaranteeing frequent updates and a bounded error between
the assumed and the predicted trajectories, which every agent
computes for itself and it’s neighbors in the model predictive
control process.
Towards a broad analysis of the structural properties of
cooperative systems, an Input-to-State Stability (ISS) analysis
has recently been proposed by several authors. In [24], [25]
the concept of Leader to Formation Stability is developed.
A discussion of some of the issues arising in the study of
non-holonomic vehicles using ISS can be found in [26]. ISS
tools have been successfully applied to the specific case of
networked systems with serial communication, where Nesic
and Teel propose a new unified framework for modelling and
analyzing networked control systems [27], [28]. Finally, in
[13], [17] connections are made between ISS and MPC.
In this paper we consider a cooperative control problem
for a team of distributed agents with nonlinear discrete-time
dynamics. The problem formulation is based on a completely
decentralized RH control algorithm, which is analyzed using
an ISS approach. The proposed scheme generalizes the ap-
proach presented in [29] to a nonlinear framework. Each agent
is assumed to evolve in discrete-time by means of locally
computed control laws, which takes into consideration delayed
state information from a subset of neighboring cooperating
agents. The cooperative control problem is first formulated in
a RH framework, where the control laws depend on the local
state variables (feedback action) and on delayed information
gathered from cooperating neighboring agents (feedforward
action). A rigorous stability analysis is carried out, exploit-
ing the ISS properties of the RH local control laws. The
asymptotic stability of the team of agents is then proved by
utilizing small–gain theorem results. The information flow
among the agents is considered as a set of interconnections
whose size is measured by the weight this information has in
the computation of the control action. Hence, the derived result
confirms that, in this framework, a suitable “interconnection”
boundedness is necessary to guarantee stability.
The paper is organized as follows. Section II introduces the
main notations and basic definitions. Section III formulates
the multi-agent cooperative control problem in a discrete-time
RH framework. The general stability proofs are presented
and discussed in Section IV and in the Appendix. Some
simulation results are presented in Section V. The conclusions
are reported in Section VI.
II. MAIN NOTATIONS AND BASIC DEFINITIONS
This section provides the main notations and definitions1
used in the paper. Let R, R≥0, Z, and Z≥0 denote the
real, the non-negative real, the integer, and the non-negative
integer sets of numbers, respectively. The Euclidean norm is
denoted as | · |. For any discrete–time sequence φ : Z≥0 →
R
m
, ‖φ‖  sup
k≥0
{|φk|} and ‖φ[τ ]‖  sup
0≤k≤τ
{|φk|}, where φk
denotes the value that the sequence φ takes in correspondence
to the index k. The set of discrete–time sequences ψ taking
values in some subset Ψ ⊂ Rm is denoted by MΨ. The
symbol Id represents the identity function from R to R, while
γ1 ◦ γ2 is the composition of two functions γ1 and γ2 from
R to R. Given a set A ⊆ Rn, d(ζ,A)  inf {|η − ζ| , η ∈ A}
is the point-to-set distance from ζ ∈ Rn to A. The difference
between two given sets A ⊆ Rn and B ⊆ Rn, with B ⊆ A,
1The notations and definitions introduced in the paper are fairly standard
in the literature (see, for instance, [30]).
is denoted as A\B  {x : x ∈ A, x /∈ B}. Given a closed set
A ⊂ Rn, ∂A denotes the boundary of A.
Definition 2.1 (K-function): A function γ : R≥0→R≥0 is
of class K (or a ”K-function”) if it is continuous, positive
definite and strictly increasing. 
Definition 2.2 (K∞-function): A function γ : R≥0→R≥0
is of class K∞ if it is a K-function and γ(s) → +∞ as
s→ +∞. 
Definition 2.3 (KL-function): A function β : R≥0×Z≥0 →
R≥0 is of class KL if, for each fixed t ≥ 0, β(·, t) is of class
K, for each fixed s ≥ 0, β(s, ·) is decreasing and β(s, t) → 0
as t→∞. 
Definition 2.4 (Upper limit): Given a bounded sequence s :
Z≥0 → R≥0, the upper limit is defined as
lim
t→∞ st  inft≥0 supτ≥t
sτ

Consider the following nonlinear discrete-time dynamic
system
xt+1 = f˜(xt, wt), t ≥ 0, x0 = x¯ , (1)
where f˜(0, 0) = 0 , and where xt ∈ Rn and wt ∈ W ⊂ Rr
are the state and the bounded input of the system, respectively.
The discrete–time state trajectory of the system (1) with initial
state x¯ and input sequence w = {wt, t ≥ 0} is denoted by
x(t, x¯, w), t ≥ 0. We have the following further definitions.
Definition 2.5 (Robust positively invariant set): A set Ξ ⊂
R
n is a robust positively invariant set for system (1) if
f˜(x,w) ∈ Ξ, ∀x ∈ Ξ and ∀w ∈W . 
Definition 2.6 (0-AS in Ξ): Given a compact set Ξ ⊂ Rn
including the origin as an interior point, the system (1) with
wt = 0, ∀t ≥ 0 is said to be 0-AS (zero-asymptotically stable)
in Ξ, if Ξ is positively invariant for (1) and if there exists a
KL-function β such that
|x(t, x¯, 0)| ≤ β(|x¯|, t), ∀t ≥ 0, ∀x¯ ∈ Ξ. (2)

Definition 2.7 (Regional ISS in Ξ): Given a compact set
Ξ ⊂ Rn including the origin as an interior point, the system
(1) with w ∈ MW , is said to be regionally ISS in Ξ, if Ξ
is robust positively invariant for (1) and if there exist a KL-
function β and a K-function γ such that
|x(t, x¯, w)| ≤ β(|x¯|, t) + γ(‖w‖), ∀t ≥ 0, ∀x¯ ∈ Ξ. (3)

Definition 2.8 (AG in Ξ): Given a compact set Ξ ⊂ Rn
including the origin as an interior point, the system (1) is said
to have the Asymptotic Gain (AG) property in Ξ, if Ξ is robust
positively invariant for (1) and if there exists a K∞ function
γAG such that, for all initial state vectors x¯ ∈ Ξ and all input
sequences w ∈MW , we have
lim
t→∞ |x(t, x¯, w)| ≤ γAG(||w||) .

Definition 2.9 (LS): The system (1) satisfies the Local Sta-
bility (LS) property, if for each ε > 0, there exists a δ > 0
such that
|x(t, x¯, w)| ≤ ε, ∀t ≥ 0 ,
for all |x¯| ≤ δ and all ||w|| ≤ δ. 
Definition 2.10 (UAG in Ξ): Given a compact set Ξ ⊂ Rn
including the origin as an interior point, the system (1) with
w ∈ MW satisfies the Uniform Asymptotic Gain (UAG)
property in Ξ, if Ξ is robust positively invariant for (1) and
if there exists a K-function γ such that for each ε > 0 and
ν > 0, ∃T = T (ε, ν) such that
|x(k, x¯, w)| ≤ γ(||w||) + ε ,
for all x¯ ∈ Ξ with |x¯| ≤ ν, and all k ≥ T . 
In the next section, the cooperative control problem ad-
dressed in the paper will be formulated in general terms,
whereas, in Section IV, the stability properties of the dis-
tributed controlled system will be analyzed and the main
results will be proved.
III. PROBLEM FORMULATION
We consider a distributed dynamic system made of a set of
M agents denoted as A  {Ai : i = 1, ...,M}. Each agent
Ai is described by the nonlinear time-invariant state equation:
xit+1 = f
i(xit, u
i
t), t ≥ 0, xi0 = x¯i , (4)
where, for each i = 1, ...,M , xit ∈ Rn
i denotes the local
state vector and uit ∈ Rm
i denotes the local control vector
of agent Ai at time t, and where we assume that f i(0, 0) =
0, i = 1, ...,M . We also suppose that the dynamics of all
M agents evolve on the same discrete-time space (that is, the
agents are synchronized).
The state vector xit of each agent Ai : i = 1, ...,M is
constrained to belong to a compact set Xi, that is,
xit ∈ Xi ⊂ Rn
i
. (5)
Analogously, the control vector uit is constrained to take
values in a compact set U i, that is,
uit ∈ U i ⊂ Rm
i
. (6)
In open–loop mode, each agent is dynamically decoupled from
the remaining agents and the dynamics of the other agents are
not assumed to be known. The coupling between agents arises
due to the fact that they operate in the same environment and
due to the “cooperative” objective imposed on each agent by
a cost function defined later on.
To achieve some degree of cooperation, each agent Ai
exchanges an information vector wit with a given set of
neighboring agents Gi  {Aj : j ∈ Gi}, where Gi denotes
the set of indexes identifying the agents belonging to the
set Gi. More precisely, the information exchange pattern is
defined as follows. Let us consider a generic time–instant
t; then for each i = 1, ...,M , the agent Ai receives from
each neighboring cooperating agent Aj ∈ Gi the value of
its local state vector with a delay of Δij time steps, that is,
agent Ai receives the vector xjt−Δij from agent Aj ∈ Gi.
To gain some more insight into the information exchange
pattern, refer to Fig. 1, where a simple three–agent example is
shown pictorially. In this specific example, each agent receives
information from all remaining agents. At each time–instant
t, we group all inputs to agent Ai into a vector w¯it defined as
w¯it  col (xjt−Δij , j ∈ Gi) . The size of vector w¯i is equal to
niw =
∑
j∈Gi
nj and clearly
w¯it ∈W i , (7)
where W i denotes the cartesian product of all sets Xj , j ∈
Gi , that is, W i  Π
j∈Gi
Xj .
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Fig. 1. Three agents exchanging delayed state information.
It is worth noting that the above setting allows the investiga-
tion of quite a large class of distributed cooperating dynamic
systems like teams of mobile vehicles, cooperating robotic
arms, routing nodes in communications and/or transportation
networks where agents cooperate to minimize the total traffic
delay, networks of reservoirs in water-distribution networks,
etc..
For each i = 1, . . . ,M and for given values of the state
vector xit ∈ Xi and of the information vector w¯it ∈ W i at
time–instant t, we now introduce the following finite–horizon
(FH) cost function (in general, nonquadratic):
J iFH(x
i
t, w
i
t, d
hi
t,t+Nip
, dq
i
t,t+Nip−1, u
i
t,t+Nic−1, N
i
c , N
i
p)
=
t+Nip−1∑
l=t
[
hi(xil, u
i
l, d
hi
l ) + q
i(xil, w
i
l , d
qi
l )
]
+hif (x
i
t+Nip
, dh
i
t+Nip
) ,
where, for a generic vector rt , we define rt,τ 
col (rt, . . . , rτ ) for both finite and infinite values of τ . The
positive integers N ic and N ip , i = 1, . . . ,M denote the
lengths of the so-called control and prediction horizons, re-
spectively, according to the framework proposed in [31]. The
local cost function is composed of two terms: a partial cost
term given by
t+Nip−1∑
l=t
hi(xil, u
i
l, d
hi
l ) + h
i
f (x
i
t+Nip
, dh
i
t+Nip
) ,
where hi is a transition cost function and hif is a termi-
nal cost function, and a “cooperation” cost term given by
t+Nip−1∑
l=t
qi(xil, w
i
l , d
qi
l ) ; the quantities dh
i
l , d
qi
l , i = 1, . . . ,M
denote some given vectors of appropriate dimensions. In gen-
eral, the vectors dhil are useful to specify some reference value
for some or all components of the local state variables, whereas
the vectors dq
i
l can be used to parametrize the cooperation
between the agents. For example (see also Section V), if the
agents represent UAV vehicles, then vectors dhil , d
qi
l could
be defined so as to specify given trajectories to be followed
by each agent and also given “formation structures” for the
agents. As will be subsequently clarified, the control variables
uil, l = t, . . . , t + N
i
c − 1 will be the argument of a suitable
optimization problem, whereas the control variables uil, l =
t+N ic , . . . , t+N
i
p−1 will be obtained through some auxiliary
control law uil = κif (xil) . The vector wil denotes the state of
the dynamic system
wil+1 = A
i
ww
i
l , l = t, . . . , t + N
i
p − 2 ; wit  w¯it , (8)
where Aiw  αiw Iniw with α
i
w < 1 and with Iniw denoting
the identity matrix of dimension niw. The dynamic system (8)
is introduced in order to decrease the “importance” of the
information vector in the FH cost function along the prediction
horizon (e.g., a “forward-forgetting-factor” is introduced in the
cost function as regards the information vector exchanged at
time-instant t). It is worth noting that, at time–instant t, vectors
wil can be considered as known external inputs in the cost
function.
In the paper, for the sake of simplicity, we suppose that,
by a suitable change of state coordinates, it is possible to
consider an equivalent formulation where the cost function
(with straightforward re-definitions of the symbols) can be re-
written in the simpler form
J iFH(x
i
t, w
i
t, u
i
t,t+Nic−1, N
i
c , N
i
p)
=
t+Nip−1∑
l=t
[
hi(xil, u
i
l) + q
i(xil, w
i
l)
]
+ hif (x
i
t+Nip
) ,
(9)
where hi(0, 0) = 0 , qi(0, 0) = 0 , and hif (0) = 0 . Moreover,
the origin is an interior point of the sets Xi and U i.
Remark 3.1: Beyond allowing for a simpler problem for-
mulation, the reduction of the original FH cost function to the
form (9) will allow for the design of time-invariant control
laws; after a change of coordinates it will also be possible to
carry on the stability analysis with reference to the origin as
equilibrium state of the time-invariant system (see Section V
for some details about the above change of coordinates in a
practical simple case). However, considering the general case
would not involve major conceptual difficulties.
The local control law is designed according to a RH strategy.
In the literature several different problem formulations can be
found depending on the particular setting. In this paper, we
state the RH control problem according to [31] (see also the
well–known survey paper [18]).
Problem 3.1 (FH Optimal Control Problem): At every
time instant t ≥ 0 , for every agent Ai, i = 1, . . . ,M
described by (4), for given control and prediction horizons
lengths N ic and N ip , for given auxiliary control laws
κif , for given transition, cooperation and terminal cost
functions hi, qi, hif , for given terminal sets Xif , and for
given values xit ∈ Xi and w¯it ∈ W i of the state and the
information vectors, find the optimal FH control sequence
{uiFH◦t , . . . , ui
FH◦
t+Nic−1} that minimizes cost (9) subject to:
1) the agent’s dynamics (4) with xit as initial state and the
vectors wil , l = t, . . . , t+N
i
p−1 given by (8) with w¯it
as initial condition;
2) the auxiliary control law uil = κif (xil), l = t +
N ic , . . . , t + N
i
p − 1 ;
3) the constraints (5) and (6), that is xil ∈ Xi, uil ∈ U i, l =
t, . . . , t + N ip − 1 ;
4) the terminal state constraint xit+Nip ∈ X
i
f .

Clearly, by definition, the optimal FH control sequence
{uiFH◦t , . . . , ui
FH◦
t+Nic−1} solving Problem 3.1 is such that, when
applied to (4), the constraints (5), (6), and the terminal
constraint xit+Nip ∈ X
i
f are simultaneously satisfied. Indeed,
the following definition regarding a generic control sequence
uit,t+Nic−1 will be useful in the analysis reported in Section IV.
Definition 3.1 (Admissible control sequence): Given an
initial state xit, the sequence uit,t+Nic−1 is said to be an
admissible control sequence for the FH optimal control
Problem 3.1 if its application to (4) under the action of the
auxiliary control law uil = κif (xil), l = t+N ic , . . . , t+N ip−1
allows simultaneous satisfaction of (5), (6) and of the terminal
constraint xit+Nip ∈ X
i
f . 
Now, the RH procedure can be described in the usual
way as follows. When the controlled agent Ai is in the
state xit at stage t, the FH optimal control Problem 3.1
is solved, thus obtaining the sequence of optimal control
vectors, {uiFH◦t , . . . , ui
FH◦
t+Nic−1} . The first control action of
this sequence becomes the control action uiRH
◦
t generated
by the RH local controller at time–instant t (i.e., uiRH
◦
t 
ui
FH◦
t ). This procedure is repeated stage after stage and a
feedback–feedforward control law γiRH◦(xit, wit) is obtained,
as the control vector uiFH
◦
t depends on the local current state
xit and on the vector of delayed states wit communicated to
the agent Ai by the cooperating agents Gi = {Aj , j ∈ Gi}.
The system (4) under the action of the RH optimal control
law can thus be rewritten as
xit+1 = f˜
i(xit, w
i
t)  f i(xit, γiRH◦(xit, wit)) ,
t ≥ 0, xi0 = x¯i
(10)
which is of the same form of the general system (1) considered
in Section II. It is worth noting that, from well-known results
on RH control (see, for instance, [18] and the references cited
therein), we have γiRH◦(0, 0) = 0 and hence f˜ i(0, 0) = 0 ,
that is, the origin is an equilibrium state for agent Ai when
wit = 0, t ≥ 0 .
IV. STABILITY OF THE TEAM OF COOPERATING AGENTS
The stability analysis of the team of cooperating agents will
be carried out in three main steps. In Subsection IV-A some
basic results concerning the regional input–to–state stability
properties of general discrete–time systems of the form (1)
will be stated and proved, following the approach presented
in [17]; the reader is referred to Section II for the definitions
regarding the regional ISS property. In Subsection IV-B, the
regional stability results will be exploited referring to specific
dynamic models (10) of Ai . We will indeed prove that each
agent is regionally ISS with respect to the input represented
by the delayed incoming information from its neighbors.
Finally the team of cooperating agents will be considered
in Subsection IV-C as a single dynamic system resulting
from a feedback interconnection of regionally ISS systems.
Showing that both the elements of this interconnection are
endowed with ISS-Lyapunov functions, will result in proving
the asymptotic stability of the team of cooperating agents by
resorting to appropriate small–gain conditions.
A. Regional ISS results
The regional ISS stability analysis will now be associated
to the existence of a suitable Lyapunov function (in general,
a-priori non smooth) defined as follows.
Definition 4.1 (ISS-Lyapunov function in Ξ): A function
V : Rn × Rr → R≥0 is an ISS-Lyapunov function in Ξ for
system (1), if:
1) Ξ is a compact robust positively invariant set including
the origin as an interior point;
2) there exist a compact set Ω ⊆ Ξ (including the origin
as an interior point) and suitable K∞-functions α1, α2,
σ1 such that:
V (x,w) ≥ α1(|x|),∀x ∈ Ξ, ∀w ∈W (11)
V (x,w) ≤ α2(|x|) + σ1(|w|),
∀x ∈ Ω, ∀w ∈W (12)
3) there exists a suitable K∞-functions α3 and some K-
functions σ2, σ3 such that:
V (f˜(x,w1), w2)− V (x,w1)
≤ −α3(|x|) + σ2(|w1|) + σ3(|w2|),
∀x ∈ Ξ, ∀w1, w2 ∈W
(13)
4) there exist some suitable K∞-functions ε and ρ ( ρ
should be such that (Id − ρ) is a K∞-function, too)
such that the following compact set D ⊂ Ω (including
the origin as an interior point) can be defined for some
constant c > 0 :
D {x : d(x, ∂Ω) > c, V (x,w) ≤ b(wˆ),
∀w ∈W} ⊂ Ω , (14)
where b  α−14 ◦ρ−1 ◦σ4, with α4  α3 ◦α−12 , α3(s) 
min(α3(s/2), ε(s/2)), α2(s)  α2(s)+σ1(s), σ4(s) 
ε(s) + σ2(s) + σ3(s), and wˆ  max
w
{|w| : w ∈W}.

A sufficient condition for regional ISS of system (1) can now
be stated.
Theorem 4.1: If the system (1) admits an ISS-
Lyapunov function in Ξ, then it is ISS in Ξ and
lim
t→∞ d(x(t, x¯, w),D) = 0 . 
Proof: Let x¯ ∈ Ξ. The proof will be carried out in three
steps.
Step 1. First, we show that the set D defined in (14) is
robust positively invariant for system (1). From the definition
of α2(s) it follows that α2(|x|) + σ1(|w|) ≤ α2(|x| + |w|).
Therefore, V (x,w) ≤ α2(|x| + |w|) and hence |x| + |w| ≥
α−12 (V (x,w)). Moreover (see [13]):
α3(|x|) + ε(|w|) ≥ α3(|x|+ |w|) ≥ α4(V (x,w))
where α4(s)  α3 ◦ α−12 (V (x,w)) is a K∞-function. Then,
let us consider system (1) and the state transition from xt to
xt+1:
V (f˜(xt, wt), wt+1)− V (xt, wt)
≤ −α4(V (xt, wt)) + ε(|wt|)
+ σ2(|wt|) + σ3(|wt+1|)
≤ −α4(V (xt, wt)) + σ4(wˆ),
∀x ∈ Ω, ∀wt, wt+1 ∈W, ∀t ≥ 0,
(15)
where σ4(s) = ε(s) + σ2(s) + σ3(s) . Let us now assume
that xtk ∈ D. Then V (xtk , wtk) ≤ b(wˆ); this implies ρ ◦
α4(V (xtk , wtk)) ≤ σ4(wˆ). Without loss of generality, assume
that (Id−α4) is a K∞-function, otherwise take a “bigger” α2
so that α3 < α2. Then
V (f˜(xtk , wtk), wtk+1)
≤ (Id− α4)(V (xtk , wtk)) + σ4(wˆ)
≤ (Id− α4)(b(wˆ)) + σ4(wˆ)
= −(Id− ρ) ◦ α4(b(wˆ)) + b(wˆ)− ρ ◦ α4(b(wˆ))
+ σ4(wˆ).
From the definition of b, it follows that ρ◦α4(b(wˆ)) = σ4(wˆ)
and, owing to the fact that (Id−ρ) is a K∞-function, we obtain
V (f˜(xtk , wtk), wtk+1)
≤ −(Id− ρ) ◦ α4(b(wˆ)) + b(wˆ) ≤ b(wˆ) .
By induction one can show that
V (f˜(xtk+j−1, wtk+j−1), wtk+j) ≤ b(wˆ) for all j ∈ Z≥0,
that is xt ∈ D, for all t ≥ tk. Hence D is robust positively
invariant for system (1).
Step 2. Next, we show that the state, starting from Ξ\D ,
tends asymptotically to D. Firstly, if x ∈ Ω\D, then
ρ ◦ α4(V (xt, wt)) > σ4(wˆ).
From the inequality α3(|xt|) + ε(|wt|) ≥ α4(V (xt, wt)) , we
have
ρ(α3(|xt|) + ε(|wt|)) > σ4(wˆ).
On the other hand, (Id− ρ) is a K∞-function, hence
Id(s) > ρ(s), ∀s > 0
then
α3(|xt|) + ε(wˆ) > α3(|xt|) + ε(|wt|)
> ρ(α3(|xt|) + ε(|wt|))
> σ4(wˆ) = ε(wˆ) + σ2(wˆ) + σ3(wˆ)
∀x ∈ Ω\D, ∀wt ∈W,
which, in turn, implies that
V (f˜(xt, wt), wt+1)− V (xt, wt)
≤ −α3(|xt|) + σ2(wˆ) + σ3(wˆ) < 0,
∀xt ∈ Ω\D, ∀wt, wt+1 ∈W.
(16)
Moreover, in view of (14), ∃c¯ > 0 such that ∀x1 ∈ Ξ\Ω,
there exists x2 ∈ Ω\D such that α3(|x2|) ≤ α3(|x1|) − c¯.
Then from (16) it follows that
− α3(|x1|) + c¯ ≤ −α3(|x2|) < −σ2(wˆ)− σ3(wˆ),
∀x1 ∈ Ξ\Ω, ∀x2 ∈ Ω\D.
Then
V (f˜(xt, wt), wt+1)− V (xt, wt)
≤ −α3(|xt|) + σ2(wˆ) + σ3(wˆ)
< −c¯ , ∀x ∈ Ξ\Ω, ∀wt, wt+1 ∈W,
so that there exists T1 such that
x(T1, x¯, w) ∈ Ω.
Therefore, starting from Ξ, the state will reach the region Ω
in a finite time. If xT1 ∈ D, the region D is achieved in a
finite time. Since D is robust positively invariant, it is true that
limt→∞ d(x(t, x¯, w),D) = 0. Otherwise, if xt = xT1 /∈ D ,
ρ ◦ α4(V (xt, wt)) > σ4(wˆ); moreover, from (15) we have
V (f˜(xt, wt), wt+1)− V (xt, wt)
≤ −α4(V (xt, wt)) + σ4(wˆ)
= −(Id− ρ) ◦ α4(V (xt, wt))− ρ ◦ α4(V (xt, wt))
+ σ4(wˆ)
≤ −(Id− ρ) ◦ α4(V (xt, wt))
≤ −(Id− ρ) ◦ α4 ◦ α1(|xt|)
∀xt ∈ Ω\D, ∀wt, wt+1 ∈W ,
where the last step is obtained using (11). Then, ∀ε′ >
0, ∃T2(ε′) ≥ T1 such that
V (xT2 , wT2) ≤ ε′ + b(wˆ) . (17)
Therefore, starting from Ξ, the state will arrive close
to D in a finite time and in D asymptotically. Hence
lim
k→∞
d(x(k, x¯, w),D) = 0 .
Step 3. Finally, we show that system (1) is regionally ISS in
Ξ. Given e ∈ R≥0, let R(e)  {x : V (x,w) ≤ e,∀w ∈ W} .
Let Θ  {x : V (x,w) ≤ e¯ = max
R(e)⊆Ω
e, ∀w ∈ W} . Note
that e¯ > b(wˆ) and D ⊂ Θ. Since the region D is reached
asymptotically, the state will arrive in Θ in a finite time, that
is there exists Tθ such that V (xk, wk) ≤ e¯, ∀k ≥ Tθ . Hence,
the region Θ is a robust positively invariant set for the system
(1). Proceeding now as in the Proof of Lemma 3.5 in [30],
we can prove that there exist some KL-function βˆ and a K-
function γˆ such that
V (xt, wt) ≤ max{βˆ(V (x0, w0), t), γˆ(||w[t]||)},
∀t ≥ 0, ∀x ∈ Θ, ∀w ∈MW
where γˆ = α−14 ◦ ρ−1 ◦ σ4. Hence
α1(|xt|) ≤ max{βˆ(α2(|x0|) + σ1(|w0|), t), γˆ(||w[t]||)},
≤ max{βˆ(2α2(|x0|), t) + βˆ(2σ1(|w0|), t),
γˆ(||w[t]||)},
∀t ≥ 0,∀xt ∈ Θ, ∀w ∈MW
The last step is obtained considering that βˆ(r + s, t) ≤
βˆ(2r, t) + βˆ(2s, t) (see [13]). Then
|xt| ≤ max{βˆ1(α2(|x0|), t) + βˆ1(σ1(|w0|), t),
γˆ1(||w[t]||)},
≤ βˆ1(α2(|x0|), t) + βˆ1(σ1(|w0|), t)
+ γˆ1(||w[t]||)
≤ βˆ1(α2(|x0|), t) + βˆ1(σ1(||w[t]||), 0)
+ γˆ1(||w[t]||)
≤ βˆ2(|x0|, t) + γˆ2(||w[t]||),
∀t ≥ 0, ∀xt ∈ Θ, ∀w ∈MW
(18)
where βˆ1(s, t)  (α−11 )◦β1(2s, t) and βˆ2(s, t)  βˆ1(α2(s), t)
are KL-functions while γˆ1(s)  (α−11 ) ◦ γˆ(s) and γˆ2(s) 
βˆ1(σ1(||w[t]||), 0) + γˆ1(||w[t]||) are K-functions. So, by (18)
the system (1) is ISS in Θ. The regional ISS property in Θ is
equivalent to UAG in Θ and LS (see [32] for the continuous
time and [33] for the discrete time case). Using the fact that
Θ is achieved in a finite time, UAG in Θ implies UAG in Ξ.
Then UAG in Ξ and LS imply ISS in Ξ.
To sum up, in this subsection an important sufficient condi-
tion for regional ISS of constrained systems of the form (1) has
been stated and proved. In the next subsection, Theorem 4.1
will be exploited with reference to each agent Ai under the
action of the local RH control law.
B. Stability properties of the single agents
Let us consider a generic agent Ai whose dynamics is
described by (4). By exploiting the results proved in Sub-
section IV-A, we will now show that each agent Ai , with
i = 1, 2, . . . ,M is regionally ISS with respect to the inputs
represented by the information vectors wit received from
its cooperating agents at each time–step t. Clearly, in this
context, we are considering each agent as a “separate” dynamic
system in the team, in the sense that the input vectors wit are
“external” variables that are assumed not to depend on the
behavior of the other cooperating agents (i.e., at the present
stage, the coupling between the agents is not directly taken into
account). Let now introduce some further useful assumptions
and definitions.
Assumption 1: A terminal cost function hif , a final con-
straint set Xif , and an auxiliary control law κif are given such
that:
1) Xif ⊂ Xi, Xif closed, 0 ∈ Xif ;
2) κif (xi) ∈ U i,
∣∣∣κif (xi)∣∣∣ ≤ Liκf ∣∣xi∣∣, Liκf > 0, ∀xi ∈ Xif ;
3)
∣∣∣f i(xi, κif (xi))∣∣∣ ≤ Lifc ∣∣xi∣∣, Lifc > 0, ∀xi ∈ Xif ;
4) f i(xi, κif (xi)) ∈ Xif , ∀xi ∈ Xif ;
5) αhif (|xi|) ≤ hif (xi) ≤ βhif (|xi|), ∀xi ∈ Xif , where αhif
and βhif are K∞-functions;
6) hif (f i(xi, κif (xi))) − hif (xi) ≤ −hi(xi, κif (xi)) −
qi(xi, w˜i) + ψi(|w˜i|), ∀xi ∈ Xif , ∀wi ∈ W i, where
ψi is a K-function and w˜i  (Aiw)Nip−1 wi. 
Assumption 2: The partial cost function hi is such that
ri(|xi|) ≤ hi(xi, ui), ∀xi ∈ Xi, ∀ui ∈ U i where ri is a
K∞-function. Moreover, hi is Lipschitz with respect to xi
and ui in Xi × U i, with Lipschitz constants denoted as Lih
and Lihu, respectively. 
Assumption 3: The cooperation cost function qi is such that
0 ≤ qi(xi, wi), ∀xi ∈ Xi, ∀wi ∈ W i . Moreover qi is
Lipschitz with respect to xi and wi in Xi×W i, with Lipschitz
constants denoted as Liq and Liqw, respectively. 
Assumption 4: Let Xiκf denote the set of states
xit of the system (4) for which u˜it,t+Nic−1 
col [κif (x
i
t), κ
i
f (x
i
t+1), . . . , κ
i
f (x
i
t+Nic−1)] is an admissible
control sequence for the FH optimal control Problem 3.1
and for which Points 2 and 3 of Assumption 1 are
satisfied. Moreover, suppose2 that Lifc = 1 and let
V i(xit, w
i
t)  J iFH(xit, wit, ui
FH◦
t,t+Nic−1, N
i
c , N
i
p), Ω = X
iκf
,
α1 = ri, α2(|xit|) = (Lih + LihuLiκf + Liq)
(Lifc)
Nip − 1
Lifc − 1
|xit|+
βhif ((L
i
fc
)N
i
p |xit|), α3 = ri, σ1 = Liqw
(αiw)
Nip − 1
αiw − 1
,
σ2(|wit|) = αiwLiqw
(αiw)
Nip − 1
αiw − 1
|wit| + ψi((αiw)N
i
p−1|wit|),
and σ3 = Liqw
(αiw)
Nip − 1
αiw − 1
. The set W i is such that (14) is
satisfied. 
The main result can now be stated.
Theorem 4.2: Under Assumptions 1-4, the locally–
controlled agent Ai, i = 1, . . . ,M , whose closed–loop
dynamics are described by (10), subject to constraints (5),
(6), and (7), is ISS with robust output admissible set XiMPC ,
2The very special case Lifc = 1 can be trivially addressed by a few
suitable modifications to the proof of Theorem 4.2.
where XiMPC denotes the set of states of system (4) for
which a solution of the FH optimal control Problem 3.1 does
exist. 
Proof: First, by Assumption 1, for any xit ∈ Xif , the
sequence
u˜it,t+Nic−1 = col [κ
i
f (x
i
t), κ
i
f (x
i
t+1), . . . , κ
i
f (x
i
t+Nic−1)]
is an admissible control sequence for the FH optimal control
Problem 3.1 (see Definition 3.1). Then XiMPC ⊇ Xiκf ⊇
Xif . By Theorem 4.1, if system admits an ISS-Lyapunov
function in XiMPC , then it is ISS in XiMPC . In this re-
spect, in the following it will be shown that V i(xit, wit) 
J iFH(x
i
t, w
i
t, u
iFH
◦
t,t+Nic−1, N
i
c , N
i
p) is an ISS-Lyapunov function
in XiMPC . Moreover, in view of Point 5 of Assumption 1 and
Assumptions 2-3
V i(xit, w
i
t) ≤ J iFH(xit, wit, u˜it,t+Nic−1, N
i
c , N
i
p)
≤
t+Nip−1∑
l=t
{Lih|xil|+ Lihu|κf
(
xil
) |
+Liq|xil|+ Liqw|wil |}+ βhif (|x
i
t+Nip
|)
≤
t+Nip−1∑
l=t
{(Lih + LihuLiκf + Liq)|xil|
+Liqw|wil |},+βhif (|x
i
t+Nip
|)
so that in view of Point 3 of Assumption 1 and owing to (8),
we have
V i(xit, w
i
t) ≤
t+Nip−1∑
l=t
{(Lih + LihuLiκf + Liq)(Lifc)l−t|xit|
+ Liqw(α
i
w)
l−t|wit|}+ βhif ((L
i
fc)
Nip |xit|)
≤ (Lih + LihuLiκf + Liq)
(Lifc)
Nip − 1
Lifc − 1
|xit|
+ Liqw
(αiw)
Nip − 1
αiw − 1
|wit|+ βhif ((L
i
fc)
Nip |xit|).
Hence there exist two K∞-functions βi and σi such that the
following upper bound is verified:
V i(xit, w
i
t) ≤ βi(|xit|) + σi(|wit|),
∀xit ∈ Xi
κf
,∀wit ∈W i.
(19)
The lower bound on V i(xit, wit) is easily obtained using
Assumption 2:
V i(xit, w
i
t) ≥ ri(|xit|), ∀xit ∈ Xi,∀wit ∈W i (20)
Now, in view of Assumption 1, it turns out that
u¯it+1,t+Nic  col (u
iFH
◦
t+1,t+Nic−1, κ
i
f (x
i
t+Nic
)) (21)
is an admissible (in general, suboptimal) control sequence for
the FH optimal control Problem 3.1 at time t + 1 with cost
J iFH(x
i
t+1, w
i
t+1, u¯t+1,t+Nic , N
i
c , N
i
p)
= V i(xit, w
i
t)− hi(xit, ui
FH◦
t,t )− qi(xit, wit)
+
t+Nip−1∑
l=t+1
{hi(xil, u¯il) + qi(xil,
(
Aiw
)l−(t+1)
wit+1)
− hi(xil, ui
FH◦
l )− qi(xil,
(
Aiw
)l−t
wit)}
+ hi(xit+Nip , κ
i
f (x
i
t+Nip
))
+ qi(xit+Nip ,
(
Aiw
)Nip−1 wit+1)
+ hif (f
i(xit+Nip , κ
i
f (x
i
t+Nip
)))− hif (xit+Nip)
Noting that, using Assumption 3
qi(xil,
(
Aiw
)l−(t+1)
wit+1)− qi(xil,
(
Aiw
)l−t
wit)
≤
∣∣∣qi(xil, (Aiw)l−(t+1) wit+1)− qi(xil, (Aiw)l−t wit)∣∣∣
≤ Liqw
∣∣∣(Aiw)l−(t+1) wit+1 − (Aiw)l−t wit∣∣∣
= Liqw
(
αiw
)l−(t+1) ∣∣wit+1 −Aiwwit∣∣
≤ Liqw
(
αiw
)l−(t+1) (∣∣wit+1∣∣+ αiw ∣∣wit∣∣) ,
and by using Point 6 of Assumption 1, we obtain
J iFH(x
i
t+1, w
i
t+1, u¯t+1,t+Nic , N
i
c , N
i
p)
≤ V i(xit, wit)− hi(xit, ui
FH◦
t,t )− qi(xit, wit)
+
t+Nip−1∑
l=t+1
Liqw
(
αiw
)l−(t+1) (∣∣wit+1∣∣+ αiw ∣∣wit∣∣)
+ ψi(| (Aiw)Nip−1 wit|)
≤ V i(xit, wit)− hi(xit, ui
FH◦
t,t )− qi(xit, wit)
+ ϕi1(|wit|) + ϕi2(|wit+1|) ,
where
ϕi1(|wit|)  αiwLiqw
(αiw)
Nip − 1
αiw − 1
|wit|
+ ψi(
(
αiw
)Nip−1 |wit|)
ϕi2  Liqw
(αiw)
Nip − 1
αiw − 1
are K∞-functions.
Now, from inequality
V i(xit+1, w
i
t+1) ≤ J iFH(xit+1, wit+1, u¯t+1,t+Nic , N ic , N ip)
it follows that
V i(xit+1, w
i
t+1)− V i(xit, wit)
≤ −ri(|xt|) + ϕi1(|wit|) + ϕi2(|wit+1|),
∀xit ∈ Xi, ∀wi ∈W i .
(22)
Finally, in view of the admissible control sequence (21), it
follows that XiMPC is a robust positively invariant set for the
closed loop (10). Therefore, by (20), (19), (22) and Assump-
tion 4, the optimal cost J iFH(xit, wit, ui
FH◦
t,t+Nic−1, N
i
c , N
i
p) is an
ISS-Lyapunov function for the closed-loop system (10) in
Xi
MPC
and hence the closed-loop system is ISS in XiMPC .
It is worth noting that, from the perspective of determining
regionally ISS stabilizing control laws, a key aspect is the
design of an auxiliary control law κif (xi) such that Assump-
tion 1 holds. In this respect, under slightly more restrictive
hypotheses on the agents’ dynamic models and on the FH
cost function, we give the following useful result (the proof is
reported in the Appendix).
Lemma 4.1: Assume that f i ∈ C 2 , hi(xi, ui) =
xi

Qixi + ui

Riui , qi(xi, wi) ≤ xi S˜ixi + ψi(|wi|) with
Qi, Ri, and S˜i being positive definite matrices and ψi
being a K-function. Furthermore, suppose that there exists
a matrix Ki such that Aicl = Ai + BiKi is stable
with Ai  ∂f
i
∂xi
∣∣∣∣
xi=0;ui=0
, Bi  ∂f
i
∂ui
∣∣∣∣
xi=0;ui=0
. Let Q˜i 
βi(Qi + Ki

RiKi + S˜i) with βi > 1, and denote by Πi the
unique symmetric positive definite solution of the following
Lyapunov equation:
Ai

cl Π
iAicl −Πi + Q˜i = 0. (23)
Then, there exist a constant Υi ∈ R≥0, Υi > 0 and a
finite integer N¯p such that for all Np ≥ N¯p the final set
Xif 
{
xi ∈ Rni : xiΠixi ≤ Υi
}
satisfies Assumption 1
with κif (xi) = Kixi , hif = xi

Πixi . 
In the next subsection, the stability analysis of the whole team
of agents will be addressed.
C. Stability properties of the team of agents
In this subsection, the coupling effects due to the exchange
of the delayed state information between the cooperating
agents will be taken into account in the context of the stability
analysis of the whole team of agents. In this respect, let
us consider the team A = {Ai, i = 1, ...,M} where each
cooperating agent Ai is controlled by the regionally ISS–
stabilizing RH control local law solving Problem 3.1 for each
i = 1, . . . ,M . Therefore, we can write
x1t+1 = f˜
1(x1t , w
1
t )  f1(x1t , γ1(x1t , w1t )) ,
x2t+1 = f˜
2(x2t , w
2
t )  f2(x2t , γ2(x2t , w2t )) ,
.
.
.
xMt+1 = f˜
M (xMt , w
M
t )  fM (xMt , γM (xMt , wMt )) ,
where, for the sake of notational simplicity, we drop the
subscript “RH◦” thus denoting by γi the RH control law
γiRH◦ .
First of all, let us rewrite the team of dynamical systems as
a suitable interconnection of two composite systems. To this
end, let
Xt  col (x1t , · · · , xMt ), W¯t  col (w1t , · · · , wMt ) .
Hence the following state equation can be written:
Xt+1 = F˜ (Xt, W¯t) , (24)
where
F˜ (Xt, W¯t)  col
[
f˜1(x1t , w
1
t ), · · · , f˜M (xMt , wMt )
]
.
Vector W¯t can be easily characterized as the output of
a system describing the delay dynamics of the information
exchange process among the agents. For the sake of simplicity
and without loss of generality, we assume that dim (wit) ≥
1, i = 1, . . . ,M , that is, we assume that each agent re-
ceives at least one delayed state information from another
neighboring agent. First, we set Δ  max{Δij , i, j =
1, ...,M, i = j} . Then, we introduce the state vector
Zt  col ( ρ1t , · · · , ρτt , · · · , ρΔt ), Zt ∈ RnZ , where nZ 
dim (Zt) and where the variables ρ are introduced to store the
delayed states; specifically ρ1t+1 = Xt and ρτt+1 = ρτ−1t , τ =
2, . . . ,Δ . Hence, it follows that{
Zt+1 = AZt + B Xt
W¯t = C Zt
(25)
where
A =
⎡
⎢⎢⎢⎢⎢⎣
∅ · · · · · · · · · ∅
I1 ∅ · · · · · · ∅
∅ I2 ∅ · · · ∅
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
∅ · · · · · · IΔ−1 ∅
⎤
⎥⎥⎥⎥⎥⎦ ,
B =
⎡
⎢⎢⎢⎣
I0
∅
.
.
.
∅
⎤
⎥⎥⎥⎦ , C =
⎡
⎢⎢⎢⎣
C1
C2
.
.
.
CM
⎤
⎥⎥⎥⎦ ,
Ci =
[
Ci(1) · · · Ci(τ) · · · Ci(Δ) ] ,
Ci(τ) =
⎡
⎢⎢⎢⎢⎢⎣
δi1(τ) ∅ · · · · · · ∅
∅ δi2(τ) ∅ · · · ∅
∅ · · · δi3(τ) · · · ∅
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
∅ · · · · · · ∅ δiM (τ)
⎤
⎥⎥⎥⎥⎥⎦ .
All matrices Iτ , for τ = 0, ...,Δ − 1 are identity matrices
of dimension ntot × ntot, where ntot  dim(Xt) and
δij(τ)  I is equal to the identity matrix of dimension nj ,
i, j = 1, ...,M, i = j only for τ corresponding to the delay
associated with the information received by the i-th from the
j-th agent; otherwise δij(τ) = 0, thus there is no replication
of information. It is worth noting that agent Ai does not get
replicated information from agent Aj , thus in matrix C the
matrix δij(τ) is equal to the identity for only one value of τ .
Summing up, the overall state equation describing the
dynamics of the team of agents can be written as a feedback
interconnection between the systems described by the state
equations (24) and (25). We will now show that an ISS-
Lyapunov function can be defined for each of these systems,
which implies that both will turn out to be regionally ISS.
After this step, the stability properties of the team of agents
will be analyzed by resorting to nonlinear small–gain theorem
arguments. First, we let W  W 1 × · · · × WM , X 
X1 × · · · × XM , Xf  X1f × · · · × XMf , X MPC 
X1
MPC × · · · ×XMMPC , D  D1 × · · · ×DM and Wˆ 
max
W¯
{|W¯| : W¯ ∈ W }. The following intermediate result can
now be proved.
Lemma 4.2: Under Assumptions 1-4, dynamic systems (24)
and (25) are provided with suitable ISS-Lyapunov functions
V (Xt, W¯t) in X MPC and V D(Zt) in RnZ , respectively.

Proof: Let us consider the ISS-Lyapunov function can-
didate
V (Xt, W¯t) 
M∑
i=1
V i(xit, w
i
t)
for system (24).3 From (20) and (19), it follows that
M∑
i=1
ri(|xit|) ≤ V (Xt, W¯t) ≤
M∑
i=1
βi(|xit|) +
M∑
i=1
σi(|wit|)
Clearly |xit| ≤ |Xt| and |wit| ≤ |W¯t|, ∀i = 1, . . . ,M and thus
V (Xt, W¯t) ≤
M∑
i=1
βi(|xit|) +
M∑
i=1
σi(|wit|)
≤
M∑
i=1
βi(|Xt|) +
M∑
i=1
σi(|W¯t|)
≤ β(|Xt|) + σ(|W¯t|) ,
where we set β(|Xt|) 
M∑
i=1
βi(|Xt|) and
σ(|W¯t|) 
M∑
i=1
σi(|W¯t|) .
Moreover
M∑
i=1
|xit| ≤
M∑
i=1
|Xt| = M |Xt|.
Then |Xt| ≥ 1
M
M∑
i=1
|xit| and |Xt| ≤
M∑
i=1
|xit|. Now, recall that,
for any K function γ, we have γ
(
M∑
i=1
ai
)
≤
M∑
i=1
γ(Mai)
where ai > 0, i = 1, . . . ,M are arbitrarily chosen pos-
itive scalars). Therefore, considering the K function ri ,
for a generic i ∈ {1, . . . ,M} , we have ri(|Xt|) ≤
ri
(∑M
i=1 |xit|
)
≤ ∑Mi=1 ri(M |xit|) ≤ ∑Mi=1 ri(M |Xt|) and
hence
ri (|Xt|/M) ≤ ri
(
1
M
M∑
i=1
|xit|
)
≤
M∑
i=1
ri(|xit|) .
3It is worth noting that, instead of the above definition of V , a weighted
sum of Lyapunov functions could be used along the reasoning provided in
[34] in the framework of composite systems.
Therefore, letting r (|Xt|)  ri (|Xt|/M) for an arbitrarily
chosen index i, we showed that
r(|Xt|) ≤ V (Xt, W¯t), ∀Xt ∈X , ∀W¯t ∈ W , (26)
V (Xt, W¯t) ≤ β(|Xt|) + σ(|W¯t|),
∀Xt ∈Xf , ∀W¯t ∈ W
(27)
From (22), defining
ΔV 
M∑
i=1
V i(xit+1, w
i
t+1)−
M∑
i=1
V i(xit, w
i
t),
it follows that
ΔV ≤ −
M∑
i=1
ri(|xt|) +
M∑
i=1
ϕi1(|wit|) +
M∑
i=1
ϕi2(|wit+1|) .
Moreover
−
M∑
i=1
ri(|xt|) ≤ −ri (|Xt|/M) ,
M∑
i=1
ϕi1(|wit|) ≤
M∑
i=1
ϕi1(|W¯t|) ,
and
M∑
i=1
ϕi2(|wit+1|) ≤
M∑
i=1
ϕi2(|W¯t+1|) .
Then, letting
ϕ1(|W¯t|) 
M∑
i=1
ϕi1(|W it |)
and
ϕ2(|W¯t+1|) 
M∑
i=1
ϕi2(|W it+1|) ,
it follows that
ΔV ≤ −r (|Xt|) + ϕ1(|W¯t|) + ϕ2(|W¯t+1|)
≤ −r (|Xt|) + ϕtot(||W¯[t+1]||),
∀Xt ∈X , ∀W¯ ∈ MW ,
(28)
where ϕtot(s)  ϕ1(s) + ϕ2(s). Therefore, by (26), (27) and
(28), V (Xt, W¯t) is an ISS-Lyapunov function in X MPC for
system (24) and hence this system is ISS in X MPC .
As far as system (25) is concerned (we recall that this
system describes the effects of the time–delays in the informa-
tion exchange variables), the proof that it is ISS is obviously
trivial since (25) is an asymptotically stable discrete-time
linear system. We only very briefly sketch some parts of the
proof just for the purpose of introducing a few quantities that
will be used subsequently. Following [30], a candidate ISS-
Lyapunov function for system (25) is V D(Zt)  Z
t PZt ,
where P is the positive definite solution of the Lyapunov
equation A
PA− P = −Q for a given symmetric positive-
definite matrix Q. It is immediate to show that
rD(|Zt|) ≤ V D(Zt) ≤ βD(|Zt|)
where rD(s)  λmin(P )s2 and βD(s)  λmax(P )s2
(λmin(P ) and λmax(P ) denote the minimum and maximum
eigenvalues of P , respectively). Moreover, defining ΔV D 
V D(Zt+1)− V D(Zt) it is straightforward to obtain
ΔV D ≤ −r˜D(|Zt|) + ϕD1 (|Xt|) (29)
where r˜D(s)  12λmin(Q)s2 and
ϕD1 (s)  λmax
(
2B
PAA
PB
λmin(Q)
+ B
PB
)
s2 .
Now, recalling from (25) that W¯t = C Zt , from the proof
of Lemma 4.2, from (28) it follows immediately that the ISS-
Lyapunov function V (Xt, W¯t) satisfies
V (Xt+1, W¯t+1)− V (Xt, W¯t)
≤ −α4(V (Xt, W¯t)) + ϕ1(|W¯t|) + ϕ2(|W¯t+1|)
≤ −α4(V (Xt, W¯t)) + ϕw(V D(Zt))
+ ϕw+1(V D(Zt+1))
≤ −α4(V (Xt, W¯t)) + ϕwtot(||V D(Z)[t+1]||),
∀Xt ∈Xf , ∀Z ∈ MRnZ
(30)
where α4 is defined as in the proof of Theorem 4.2, whereas
ϕ11  ϕ1 + ε, ϕw  ϕ1 ◦ (rD)−1 , ϕw+1  ϕ2 ◦ (rD)−1
and ϕwtot(s)  ϕw(s) + ϕw+1(s). Moreover, as far as the
ISS-Lyapunov function V D(Zt) is concerned, from (29) it
follows that
ΔV D ≤ −αD4 (V D(Zt)) + ϕDw (V (Xt, W¯t)) (31)
where, again, αD4 is defined analogously to the above definition
of α4, whereas ϕDw  ϕD1 ◦ (rD)−1 .
Analogously to the proof of Theorem 4.1, given e ∈ R≥0 ,
let R(e)  {X : V (X , W¯) ≤ e, ∀W¯ ∈ W } . Let Θ  {X :
V (X , W¯) ≤ e¯ = max
R(e)⊆Xf
e, ∀W¯ ∈ W } . Note that e¯ > b(Wˆ)
and D ⊂ Θ. Since the region D is reached asymptotically, the
state will arrive in Θ in a finite time, that is, there exists Tθ
such that V (Xk, W¯k) ≤ e¯, ∀k ≥ Tθ . Hence, the region Θ is
a robust positively invariant set for the system (1). Thanks to
Remark 3.7 in [30], from (30) and (31) it follows that there
exist some KL-functions βˆ and βˆD such that
V (Xk, W¯k) ≤ max{βˆ(V (Xt, W¯t), k), γ1(||V D(Z)[k]||)},
∀Xt ∈ Θ, ∀k ∈ Z≥0, k ≥ t
(32)
V D(Zk) ≤ max{βˆD(V D(Zt), k), γ2(||V (X , W¯)[k]||)},
∀X ∈X , ∀k ∈ Z≥0, k ≥ t
(33)
where we define
γ1  α−14 ◦ ρ−1 ◦ ϕwtot (34)
and
γ2  (αD4 )−1 ◦ ρ−1 ◦ ϕDw , (35)
with ρ any K∞-function such that (Id− ρ) ∈ K∞.
Now, the following result about the stability properties of
the team of cooperating agents can be proved. The proof is
a slight modification of the one in [30] and will be reported
here for the sake of clarity and completeness.
Theorem 4.3: Suppose that Assumptions 1-4 are verified.
Moreover, assume that the following small gain condition
holds:
γ1 ◦ γ2(s) < s. (36)
with γ1 and γ2 given by (34) and (35) and argument s takes its
values from a suitable subset of R≥0 according to inequalities
(30)–(33). Then the team of cooperating agents described by
the interconnected dynamic equations (24) and (25) is 0–AS
in X MPC × RnZ . 
Proof: If γ1 ◦ γ2(s) < s, from (32) and (33) it follows
that
V (Xk, W¯k) ≤ max{βˆ(V (Xt, W¯t), t),
γ1(βˆD(V D(Zt), t))},
∀Xt ∈ Θ, ∀k ∈ Z≥0, k ≥ t
V D(Zk) ≤ max{βˆD(V D(Zt), t),
γ2(βˆ(V (Xt, W¯t), t))},
∀Xt ∈ Θ, ∀k ∈ Z≥0, k ≥ t
and hence V (Xk, W¯k), V D(Zk) are bounded by initial con-
dition. By Lemma 3.13 in [30], an asymptotic gain from
V D(Zk) to V (Xk, W¯k) is given by γ1 whereas an asymptotic
gain from V (Xk, W¯k) to V D(Zk) is given by γ2. Hence:
lim
k→∞
V (Xk, W¯k) ≤ lim
k→∞
[α−14 ◦ ρ−1 ◦ ϕw(V D(Zk−1))
+ α−14 ◦ ρ−1 ◦ ϕw+1(V D(Zk))],
≤ α−14 ◦ ρ−1 ◦ ϕw( lim
k→∞
V D(Zk−1))
+ α−14 ◦ ρ−1 ◦ ϕw+1( lim
k→∞
V D(Zk)).
But
lim
k→∞
V D(Zk−1) = lim
k→∞
V D(Zk)
Hence
lim
k→∞
V (Xk, W¯k) ≤ α−14 ◦ ρ−1 ◦ ϕwtot( lim
k→∞
V D(Zk))
= γ1( lim
k→∞
V D(Zk)),
≤ γ1 ◦ γ2( lim
k→∞
V (Xk, W¯k)).
Again, the assumption that γ1 ◦ γ2(s) < s implies that
lim
k→∞
V D(Zk) = lim
k→∞
V (Xk, W¯k) = 0.
Thus, the system is 0-AS in X MPC × RnZ .
Remark 4.1: It is worth noting that the small–gain condition
(36) may turn out to be conservative in practice as it is
typical of these kind of results. In this respect, it is important
to cite the results by F. Wirth and co-workers [35] where
vector small-gain theorems have been presented). On the other
hand, the generality of the problem makes it rather difficult to
obtain tighter conditions without introducing more restrictive
assumptions on the structure of the agents’ dynamics and on
the cost function. Indeed, for special classes of cooperative
control problems, different conditions for the stability of the
team of agents can be obtained. For instance, we recall
that in [14] stability has been shown for formation control
of UAV’s under different hypotheses as the knowledge of
the neighbors dynamics, suitably fast information exchange
and bounded error between the predicted and actuated state
trajectories of each member of the team. As another example,
stability of a set of decoupled systems is ensured in [21], by
assuming the knowledge of feasibility regions and a specific
hierarchical design of the decentralized RH control problem:
the computations are shared by nodes with different priorities,
which can impose their control decisions on the subordinate
neighbors.
Remark 4.2: As expected, in the special case where the
state equation (4) takes on a linear structure, the FH cost
function (9) is quadratic, and no state and control constraints
are present, more specialized and tight results can be found.
In particular, the control law takes on an explicit feedback–
feedforward structure and some interesting properties hold.
The reader is referred to [36] for more details.
V. SIMULATION RESULTS
In this section we will show some simulation results
concerning a team of UAVs moving in R2 with nonlinear
dynamics. Such a problem has been selected because of its
reasonable simplicity so as to be able to ascertain the basic
features and properties of the proposed cooperative control
law. A team of M = 3 vehicles will be considered, whose
continuous-time models and data are taken according to [37]:
mx¨i = −μ1x˙i + (uiR + uiL) cos(θi),
my¨i = −μ1y˙i + (uiR + uiL) sin(θi),
Jθ¨i = −μ2θ˙i + (uiR − uiL)rv.
(37)
where i = 1, 2, 3 . For simplicity, we assume that all the
members of the team have the same physical parameters: the
mass is m = 0.75Kg, the inertia is J = 0.00316Kgm2,
the linear friction coefficient is μ1 = 0.15Kg/s and the
rotational friction coefficient is μ2 = 0.005Kgm2/s and
finally the radius of the vehicle is rv = 8.9cm. The state
vector of each agent will be from now on denoted as zi, and
is defined by considering the position and velocity in each
direction of the plane, plus the orientation angle and rotational
velocity zi  col (θi, θ˙i, xi, x˙i, yi, y˙i) , whereas the control
vector is given by ui  col (uiL, uiR) . The continuous-time
models (37) are discretized with a sampling time T = 0.1s,
thus obtaining suitable discrete-time models, where the state
vectors are denoted by zit and the control vectors are denoted
by uit .
Remark 5.1: In the following, the simulation trials will
refer to the above approximated discrete-time model for mere
illustration purposes and to show the effectiveness of the pro-
posed cooperative control scheme. However, as shown in [38],
in some cases the control law that stabilizes the approximated
discrete-time model may perform quite poorly when applied
to the exact model. This is clearly an important issue and
we refer the reader to the above reference for more details
and to the works [39], [40] for the general case of control of
nonlinear sampled-data systems. For a MPC algorithm where
the continuous time evolution of the system is explicitly taken
into account, while the optimization is performed with respect
to a piece-wise constant control signal, see [16]. 
The objective of the distributed cooperative controller is
to reach a certain formation following a predefined desired
trajectory, based on leader one, for each UAV. The desired
trajectories have been chosen with constant velocities and null
rotational velocity. At every time instant t, each agent solves
a local Problem 3.1 with FH cost function
J iFH =
t+Nip−1∑
l=t
(
‖zil − z¯1l + di1‖2Qi + ‖uil − u¯i‖2Ri
)
+ ‖zit+Nip − z¯
1
t+Nip
+ di1‖2P i
+
t+Nip−1∑
l=t
∑
j ∈Gi
‖zil − z˜jl + dij‖2Sij
(38)
where z¯1l represents the desired trajectory of the leader while
dij are the desired distance between agent i and agent j (dii =
0, ∀i = 1, . . . ,M ). Hence the term z¯1l − di1 represents the
desired trajectory of the i−th UAV. The values of dij are such
that the three UAVs assume a triangle formation. The term u¯i
is the control vector necessary in order to maintain each UAV
on the desired trajectory. For the information vector to take
on a constant value within the prediction horizon, we let
z˜jt+k = (z¯
1
t+k − dj1) + (zjt−Δij − z¯1t−Δij + dj1) .
The delays have all been set to Δij = Δ = 5T and
the communication topology is assumed to be stationary.
Specifically, we suppose that the leader does not receive any
information from the other agents (hence S1j = 0, ∀j ∈ G1).
Moreover agent 2 gets information from the leader and from
agent 3 and, analogously, agent 3 gets information from the
leader and from agent 2.
The values of the parameters used for the leader are N1c =
N1p = 5 , Q
1 = 0.1 · diag (1, 50, 1, 1, 1, 1) , R1 = 0.01 ·
diag (1, 1) , and S1j = 0, ∀j ∈ G1 . The lengths of horizons
N1c , N
1
p , though quite small, are indeed sufficient for the
leader to show a reasonably good tracking performance as it
starts quite close to the desired trajectory. For the other agents,
we consider the same values of the parameters, that is, we
have N ic = 10 , N ip = 250 , Qi = 0.1 · diag (1, 50, 1, 1, 1, 1) ,
Ri = 0.01 · diag (1, 1) , Sij = diag (0.1, 0.1, 1, 0.1, 1, 0.1) ,
αw = 0.96 , i = 2, 3 . The matrices P i are obtained, from the
choice of Qi, Ri and Sij , by the auxiliary control law designed
according to Lemma 4.1 using βi = 3 and S˜ij = 2Sij , i =
1, 2, 3 . The FH Optimal Control Problem 3.1 is characterized
by the constraints uiLmin ≤ u1it ≤ uiRmax; uiLmin ≤ u2it ≤
uiRmax , with uiLmin = 0 , uiLmax = 6 , uiRmin = 0 , and
uiRmax = 6 , i = 1, 2, 3 , where u1it (u2it ) denotes the
first (second) component of vector uit. Moreover, the terminal
constraints ‖zit+Nip − z¯
1
t+Nip
+ di1‖2P i ≤ Υi, i = 1, 2, 3 ,
have been obtained numerically according to Lemma 4.1.
The values of Υi are constant along the trajectories and are
respectively Υ1 = 0.3 and Υi = 1.2, i = 2, 3 . These values
are not comparable since the matrices P i are different. The
control necessary in order to maintain each UAV on the desired
trajectory is u¯1i = 1 , u¯2i = 1 . The values of the desired
distances between the agents are the following:
d12 = 16 col(0, 0,− sin(π/3) cos(π/4)− 0.5 cos(π/4), 0,
− sin(π/3) cos(π/4) + 0.5 cos(π/4), 0),
d13 = 16 col(0, 0,− sin(π/3) cos(π/4) + 0.5 cos(π/4), 0,
− sin(π/3) cos(π/4)− 0.5 cos(π/4), 0),
d21 = 16 col(0, 0,+sin(π/3) cos(π/4) + 0.5 cos(π/4), 0,
+ sin(π/3) cos(π/4)− 0.5 cos(π/4), 0),
d23 = 16 col(0, 0, cos(π/4), 0,− cos(π/4), 0),
d31 = 16 col(0, 0, sin(π/3) cos(π/4)− 0.5 cos(π/4), 0,
+ sin(π/3) cos(π/4) + 0.5 cos(π/4), 0),
d32 = 16 col(0, 0,− cos(π/4), 0, cos(π/4), 0) .
Moreover, the initial condition of the desired trajectory of the
leader is:
z¯10 = col (π/4, 0, 0,
1
m
(u¯1i + u¯2i) cos(π/4), 0,
1
m
(u¯1i + u¯2i) sin(π/4)).
The entire desired leader’s trajectory is obtained, starting from
the initial conditions, holding constant the velocities. Finally,
the initial conditions of the UAVs are z10 = z¯10 , z20 = z¯20 , z30 =
z¯20 + 3.8d
23
.
In Fig. 2, the team trajectories are reported in the two-
dimensional space: the objective is to attain a triangle for-
mation along a straight line of 45◦ as followers of the leader.
The dotted lines depict the actual behavior of the agents. It
is worth noting the cooperative behavior of the agents: in
particular agent 2 (on the left of the leader) even if it starts
on its trajectory (z20 = z¯20) it moves on the right in order to
reach faster a better (with respect to cost (38)) formation with
agent 3. Without the cooperative term in the cost function the
trajectory of agent 2 would be a straight line.
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Fig. 2. Team trajectories (dotted lines). The front of the vehicle is represented
by the symbol ’*’ whereas the back of the vehicle is represented by the symbol
’+’.
In Fig. 3, the behaviors of the control variables ui =
col(uiL, u
i
R) of Agents 2 and 3 are shown. In particular, in
Figs. 3(a) and 3(b) the behaviors of the first component uiL
of the control variables are plotted, whereas in Figs. 3(c) and
3(d), the differences uiL−uiR between the first and the second
components of the control variables are shown. This has been
done to better appreciate the differences between the first and
the second components of the control variables; actually, these
differences are rather small due to the small magnitude of
the variations of the orientation of the two agents. In Fig. 3,
the dashed lines depict the constraints imposed on the control
variables.
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Fig. 3. Behaviors of the control variables of Agents 2 and 3. (a) and (b)
behaviors of the first component uiL of the control variables. (c) and (d)
difference uiL − uiR between the first and the second components of the
control variables. Dashed lines: control constraints.
VI. CONCLUSIONS
In this paper, we investigate the problem of designing coop-
erative control algorithms for a team of distributed agents with
nonlinear discrete-time dynamics, and analyzing the stability
properties of the overall closed-loop system. The problem
formulation is based on a decentralized RH control framework,
where the dynamics of the distributed agents are linked by a
cooperative cost function. Each agent uses locally computed
control laws, which take into consideration delayed state in-
formation from neighboring agents. The resulting local control
laws take the form of a feedback–feedforward structure, which
is derived by a nonlinear RH framework.
A key contribution is the general problem formulation,
which allows the systematic derivation of rigorous stability
results. The stability analysis is made possible by combining
the stability properties of the RH local control laws and
ISS arguments. Finally, the team of cooperating agents is
treated as a single dynamical system resulting from a feedback
interconnection of regionally ISS systems, thus allowing the
use of small-gain conditions to show asymptotic stability.
Despite the general formulation, there are some important
issues requiring further investigation. Future research efforts
will be devoted towards (i) considering the case where dis-
turbances and uncertainties affect the communication between
the agents of the team and (ii) addressing the robustness issue
by generalizing the methodology to the case where optimality
of the algorithm is not required at each time-stage, and (iii)
considering less conservative small-gain conditions (like, for
instance, vector small-gain results).
APPENDIX
Proof of Lemma 4.1. Owing to the smoothness of κif (xi)
and the fact that it is a stabilizing control law and recall-
ing that 0 ∈ Xi , 0 ∈ U i , it follows that there exists
Υi1 ∈ (0,∞) such that Points 1, 2, and 3 of Assumption 1
are satisfied for xiΠixi ≤ Υi1. Point 5 is satisfied with
αhif (|xi |) = λmin(Πi) |xi|2, and βhif (|xi|) = λmax(Πi)|xi|2,
where λmin(Πi) and λmax(Πi) denote the minimum and the
maximum eigenvalues of Πi , respectively. In order to prove
Point 6, letting
Φi(xi)  f i(xi,Kixi)−Aiclxi ,
the inequality
f i(xi,Kixi)

Πif i(xi,Kixi)− xiΠixi
≤ −xi
(
Qi + Ki

RiKi
)
xi − qi(xi, wi)
+ ψi
(∣∣wi∣∣)
(39)
is equivalent to
2Φi(xi)

ΠiAiclx
i + Φi(xi)

ΠiΦi(xi) + x

Ai

cl Π
iAiclx
i
− xiΠixi ≤ −xi
(
Qi + Ki

RiKi
)
xi − qi(xi, wi)
+ ψi
(∣∣wi∣∣) .
(40)
Indeed, from (23) it is easy to show that inequality (40) is
equivalent to
2Φi(xi)

ΠiAi

cl x
i + Φi(xi)

ΠiΦi(xi)
≤ xiQ˜ixi − xi
(
Qi + Ki

RiKi
)
xi − qi(xi, wi)
+ ψi
(∣∣wi∣∣) .
(41)
Now, define Lir  sup
xi∈Bir
∣∣Φi(xi)∣∣ / ∣∣xi∣∣ , where Bir {
xi :
∣∣xi∣∣ ≤ r} (Once chosen r, Lir does exist and takes on a
finite value because f i ∈ C 2) . Moreover by the assumption
on qi(xi, wi) and the definition of Q˜ it follows that
xi

Q˜ixi − xi
(
Qi + Ki

RiKi
)
xi − qi(xi, wi)
+ ψi
(∣∣wi∣∣) ≥ xiQ˜ixi − xi (Qi + KiRiKi)xi
− xi S˜ixi ≥ γi|xi|2, γi > 0.
Then, ∀xi ∈ Bir , (41) is satisfied if
γi|xi|2 ≥ {2Lir|Πi||Aicl|+ Lir
2|Πi|}|xi|2 . (42)
Hence, since Lir → 0 as r → 0 , there exists Υi ∈
(
0,Υi1
)
such that inequality (42) holds ∀xi ∈ Xif , which implies that
inequality (39) holds as well. Finally, there exists N¯p such that
for all Np ≥ N¯p, ∀xi /∈ Xif ,∀wi ∈Wi
hif (f
i(xi, κif (x
i)))− hif (xi)
≤ −xi
(
Qi + Ki

RiKi
)
xi
− qi(xi, w˜i) + ψi (∣∣w˜i∣∣) ,
< 0,
where w˜i =
(
Aiw
)Nip−1 wi so that Point 4 of Assumption 1
is satisfied, too, thus ending the proof. 
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