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Abstract
Point primitives have come into the spotlight as a representation method of 3D models. A lot of
researches have been performed on themodeling, processing, and rendering 3D point models. Especially,
variousmethods have been developed for the extraction and preservation of the salient features of corners,
curves, and edges in 3D point models. However, little effort has been made to extract and enhance the
weak features that are relatively imperceptible due to the low geometry contrast. In this thesis, we propose
a novel method to improve the visibility of 3D point models by enhancing the geometry contrast of weak
features. We first define a weak feature region as a group of local points yielding small deviations of
normal directions. Then we define the geometry histogram for each region as the distribution of the
signed distance between a feature point and the locally approximated plane. We equalize and stretch the
geometry histogram andmove the corresponding feature points accordingly. We also render the enhanced
model using the normal mapping for better visual presentation. Experimental results demonstrate that
the proposed method enhances the geometry contrast of 3D point models by refining the appearance of
the weak features. We expect that the geometry contrast enhancement algorithm will facilitate many
applications in various fields.
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Chapter I
Introduction
Figure 1.1: Applications based on 3D visual media.
In recent years, the desire to utilize visual media without the constraint of time or location has been
increasing. Especially, the applications of 3D visual media can facilitate more realistic and immersive
visual experiences. As shown in Figure 1.1, many applications using 3D visual media technologies are
being actively developed in various fields: 3D visual communications, 3D broadcasting using , film
production, biomedical imaging, computer graphics, display, and games. Moreover, there are also some
projects that apply 3D visual media to personal electronic devices such as mobile phones.
With the increasing popularity of 3D visual media, several researches have been performed to effi-
ciently represent and model the 3D visual data. For example, polygonal mesh representation, which is a
collection of vertices, edges, and faces, has been considered as one of the most common representations
of 3D visual data in computer graphics. Figure 1.2 shows an example of the rendered 3D polygonal mesh
model. However, the polygonal mesh representation spends a large number of polygons to represent a
highly detailed 3D model, which requires a huge computational complexity in rendering.
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(a) (b)
Figure 1.2: 3D polygonal mesh model. (a) The "Horse" model. (b) A close-up view.
Point primitives (also known as point clouds) have been introduced as an alternative tool for rep-
resentation of 3D visual data (Levoy 1999). The 3D point model yields no connectivity information,
and thus each point is directly rendered. Furthermore, a set of points can be acquired using inexpensive
scanning devices nowadays. Figure 1.3 shows a rendered 3D point model.
(a) (b)
Figure 1.3: 3D point model. (a) The "Santa" model. (b) A close-up view.
Due to the simplicity of point representations, a lot of researches have been performed to investigate
the applications of 3D point models in various fields. One of the researches is feature analysis for 3D
point models (Fang et al. 2006, Weber et al. 2010). Most works focus on the extraction of salient fea-
tures, such as edges and corners, from a 3D point model. However, little effort has been made to handle
inconspicuous features, which usually degrade the visual perception of a rendered 3D point model.
(a) (b)
Figure 1.4: Image contrast enhancement. (a) A low contrast image. (b) An enhanced image.
In this thesis, we improve the visibility of 3D point models by extracting and enhancing the weak
features. We employ the histogram equalization technique, which is a widely used technique for contrast
enhancement of images (Gonzalez & Woods 2007). Figure 1.4 shows a concept of histogram equaliza-
tion. A low contrast image has a narrow range of intensity values, as shown in Figure 1.4a. By uniformly
distributing the image histogram which represents the number of pixels of each intensity value, we can
get an image with a more enhanced contrast, as shown in Figure 1.4b.
Based on the concept of the histogram equalization technique, our method can be described as fol-
lows. For a 3D point model, we first detect the weak feature points by using the normal deviation between
neighboring points. The weak feature points yield small but distinct normal deviation. Then the selected
points are grouped into several local regions. For each weak feature region, we define a geometry his-
togram as the distribution of the signed distances of points from the basis plane. By equalizing and
stretching the geometry histogram, we obtain a model with a higher geometrical contrast.
The remainder of this thesis is organized as follows. Chapter 2 presents the related works. Chapter
3 describes the proposed method for improving the geometrical contrast of 3D point model based on the
histogram modification. Chapter 4 presents the experimental results. Finally, concluding remarks are
given in Chapter 5.
Chapter II
Related Works
We review the feature analysis techniques for 3D point models.
Gumhold et al. present a method to extract linear features from a 3D point model (Gumhold et al.
2001). They first conduct a principal component analysis using the neighboring points of each point.
The resulting eigenvalues (1; 2; 3) are then used to measure the likelihood that the point deserves to
become a feature. As shown in Figure 2.1, the ellipsoid is formed by the eigenvalues and eigenvectors,
which distinguishes the corner and border points from feature (crease) points. Since the initial feature
points are quite dense, Gumhold et al. produce clear lines by computing a minimal spanning tree on a
subset of the neighboring points.
(a) (b) (c) (d)
Figure 2.1: Point classification using the three eigenvalues (1  2  3) obtained by principal
component analysis (Gumhold et al. 2001). (a) Surface point [1  0; 2  3]. (b) Crease point
[1  2; 1 + 2  3]. (c) Border point [1  0; 22  3]. (d) Corner point [1  2  3].
Pauly et al. introduce a technique to detect feature lines with a multi-scale analysis of local neighbor-
hoods (Pauly et al. 2003). They also use the principal component analysis for the classification of each
point in a 3D point model. They define a surface variation that corresponds to the ratio of the smallest
eigenvalue to the sum of all eigenvalues as a weight, that measures the extent to which the point belongs
to a feature. Moreover, Pauly et al. apply their feature detection procedure to a multi-scale approach that
varies the size of the neighborhood.
Demarsin et al. focus on producing closed sharp feature lines in a 3D point model (Demarsin et al.
2007). They use a region-growing method that segments a point cloud into clusters based on normal sim-
ilarity, in order to identify feature regions that have large normal variation (refer to Figure 2.2b). A graph
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(a) (b) (c) (d)
Figure 2.2: Extraction procedure for closed feature lines (Demarsin et al. 2007). (a) Original point model.
(b) Segmented clusters. (c) Pruned minimal spanning graph. (d) Final feature lines.
approach is then used to connect the neighboring clusters. Since an edge between clusters that have large
normal variation is possibly a feature, the edges in this graph are used as an indicator for the existence
of sharp features. Demarsin et al. construct an initial feature by assigning a small weight and computing
a minimal spanning tree on a graph that is similar to Pauly et al. (Pauly et al. 2003). The distance and
the path lengths between two unlinked points in the graph are then used to determine whether the two
points should be linked or not. Afterward, the branches of any remaining unlinked points are cut (re-
fer to Figure 2.2c), and the graph is smoothed to obtain the final closed feature lines (refer to Figure 2.2d).
Chapter III
Geometry Contrast Enhancement for 3D
Point Models
3.1 Overview of the Proposed Algorithm
Figure 3.1: Flowchart of the proposed algorithm.
Figure 3.1 summarizes the logical flow of the proposed algorithm. An unorganized 3D point model is
first preprocessed to construct a connectivity and estimate normal directions. We can optionally use the
GPU (Graphics Processing Unit) in this stage for efficient computing. After preprocessing, we define and
extract the weak feature points from a 3D point model using the normal deviations of locally neighboring
points. Then, we group the nearby points together into several homogeneous weak feature regions. For
each weak feature region, we introduce a novel concept of geometry histogram which is then equalized
and stretched to move the weak feature points for enhancement of geometry contrast. The modified point
model can be directly rendered. In addition, we also propose a normal mapping (Blinn 1978, Cohen et al.
1998) based rendering, which preserves the original point positions but changes the normal directions
for better visual presentation.
3.2 Preprocessing
As mentioned before, the connectivity information and normal information are not available in 3D point
models. In order to extract the weak feature points based on the normal directions, we first estimate a
normal direction at each point. We take an input 3D point model, in which the points are densely sam-
pled by a 3D scanning equipment. In order to efficiently handle such large number of points, 3D data
structures such as KD-tree (Bentley 1975) or octree (Jackins & Tanimoto 1980) are usually employed.
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(a) (b)
Figure 3.2: Octree data structure. (a) The "Stanford bunny" Model. (b) Octree partitioning.
We employ the octree structure as shown in Figure 3.2.
Then we compute a normal vector at each point pi 2 P by analyzing the local neighborhood char-
acteristics around pi. As seen in Figure 3.3, we estimate the normal vector  !ni at pi by performing PCA
(principal component analysis) using the covariance matrix C of k neighboring points of pi, which is
given by
C =
264 pi;1   p: : :
pi;k   p
375
T 264 pi;1   p: : :
pi;k   p
375 (3.1)
where p denotes the centroid of the k neighboring points pi;j ; j 2 (1;    ; k) of pi. We obtain the
pair (Vl; l), where Vl is the eigenvector and l is the eigenvalue, based on the equation 3.2
C  Vl = l  Vl; l 2 [0; 1; 2] : (3.2)
Figure 3.3: Illustration of covariance analysis. A normal vector  !ni at the point pi is defined as the
eigenvector Vl corresponding to the smallest eigenvalue l.
Figure 3.4: Consistent normal orientation. The yellow lines denote the directions of normal vectors.
According to the fundamental eigenanalysis theorem, the eigen-pair (Vl; l) can be found by the fol-
lowing procedure. First, we get the eigenvaluesl 's from the 3rd order polynomial equation, det (C  I) =
0. Then, we find the eigenvector for a given l by employing Gauss-Jordan elimination method to the
set of homogeneous linear equations (C  lI)Vl = 0. Since the eigenvalue l denotes the scale of
the corresponding eigevector Vl, we can consider l as the variation of the neighboring points pi;j ac-
cording to the direction of Vl. Therefore, when we order the resulting eigenvalues as 0  1  2,
the eigenvectorV0 corresponding to the smallest eigenvalue can be regarded as the normal vector !ni at pi.
The estimated normal directions should be consistently oriented. We first select a seed normal  !na at
the point pa which is correctly directed. Then we propagate the normal orientation of  !na from pa to its
adjacent point pb along the most plausible path (Hoppe et al. 1994). Specifically, a cost, which measures
the difference between !na and !nb , is assigned to each edge ea;b by traversing the spanning tree of a point
model. Figure 3.4 shows an example of consistently oriented normal directions.
3.3 Weak Feature Extraction
3.3.1 Selection of Weak Feature Points
The most conventional algorithms of feature analysis for 3D point models consider the detection of the
salient features such as edges or corners. However, we focus on the indistinct weak features. While the
salient features are obviously perceived, the weak features are relatively hard to be recognized which
degrades the visibility of 3D point models.
Let us first consider feature analysis in image processing. Table 3.1 shows several feature extraction
methods in image processing. A pixel is determined as a feature when it belongs to edges or curves based
on the difference of intensity values from the neighboring pixels (Nixon & Aguado 2008). For example,
the vertical edge is obtained from a large difference of pixel values along the horizontal direction. In
contrary, the horizontal edge is determined by comparing pixel values along the vertical direction.
We employ the normal direction at each point to determine the feature points in a 3D point model.
Under the assumption that we already precompute the connectivity information for a 3D point model, we
take the first-order differencing operation for the normal vectors of the neighboring points. Intuitively, we
Topic Detection Methods
First-order detection Roberts, Prewitt, Sobel, Canny
Second-order detection Laplacian, Marr-Hildreth, LoG
Other edge operators Spacek, Petrou.
Detecting image curvature Curve fitting, Intensity change, Harris corner detector
Optical flow estimation Horn and Schunk method
Table 3.1: Low-level feature extraction in image processing (Nixon & Aguado 2008).
classify the point pi into the three surface patterns according to the normal difference. First, the normal
directions of neighboring points on a smooth surface are almost similar to each other as illustrated in
Figure 3.5a. Second, the normal directions of adjacent points on a rough surface are obviously different
to each other as shown in Figure 3.5b. These two surface patterns are mostly studied in the conventional
feature analysis algorithms. However, we introduce the third surface pattern of weak feature which
represents the shallowly engraved or slightly protruding patterns as illustrated in Figure 3.5c. In such a
case, the deviation of normal directions of neighboring points are relatively small.
(a) (b) (c)
Figure 3.5: Illustration of surface patterns. (a) Smooth surface. (b) Strong feature of rough surface. (c)
Weak feature.
The normal deviation (pi) at pi is computed as the average angle between the two normal vectors
of  !ni and  !ni;j , as
(pi) =
1
K
KX
j=1
arccos
  !ni   !ni;j
jj !ni jj jj !ni;j jj

(3.3)
where K denotes the number of neighboring points of the pi. We employ the 8-nearest neighbor
Figure 3.6: Normal deviation from the neighboring points.
(a) (b)
Figure 3.7: Normal deviation on the "Golf-club"model. (a) Original "Golf-club" model. (b) Color-coded
deviation. The yellow corresponds to low values and the red to high values.
points to compute (pi) as shown in Figure 3.6. We select pi as a weak feature point, when (pi)
belongs to a specific user-defined range, which is adaptively set according to a 3D pointmodel. Figure 3.7
illustrates an example of the strength of normal deviation of the "Golf-club" model. The red and yellow
colors represent the large and small deviation values, respectively.
3.3.2 Region Growing based Feature Extraction
As shown in Figure 3.8a, we can observe some holes and crevices onweak feature regions. Thesemissing
points may affect on the further geometry processing. To solve this problem, we make up the holes by
using the region growing algorithm in a flood-fill algorithm manner.
(a) (b)
Figure 3.8: Weak feature extraction with region growing. (a) Weak feature regions that have several
crevices and holes. (b) The resulting weak feature regions.
In order to generate connected homogeneous regions of weak features, we first apply the mean fil-
tering for the values of (pi) as
(pi) =
1
K
KX
m=0
(pm): (3.4)
Then a weak feature point is selected as a seed point, and we check its neighboring points whether
they are weak feature points or not, as shown in Figure. 3.9. If the neighboring points are also weak
feature points, then they are included into a feature region and serve as the next seed points for region
growing. This process is iteratively performed until no more feature points are found. The result of
region growing is shown in Figure 3.8b.
(a) (b)
Figure 3.9: Illustration of the region growing process applied to our weak feature extraction. (a) In case
of holes. (b) In case of crevices. The yellow denotes a point that belongs to a weak feature while the
purple means a seed point.
3.4 Geometry Histogram Modification
In this thesis, we define a concept of geometry contrast as the differences in geometric characteristics
of features. Since the weak features of a 3D point model generally yield a low geometry contrast, they
are hardly distinguishable from the background surface. Our geometry contrast enhancement framework
is originated from the motivation of contrast enhancement techniques for images. We first review the
generic image contrast enhancement process. Then, we examine how the concept of image histogram
modification can be applied to the geometry histogram modification, commenting on the fundamental
differences between images and 3D point models.
3.4.1 Histogram modification of Images
Histogram modification techniques are used to appropriately adjust the contrast of an image by changing
the histogram distribution of an image (Gonzalez & Woods 2007). For example, the histogram distribu-
tion of Figure 1.4a has a narrow range of intensity levels. By applying histogram equalization technique
to the image, we make the image histogram more uniformly distributed and lead to the enhanced image
as shown in Figure 3.10b.
(a) (b)
Figure 3.10: Histogram equalization. (a) Original histogram of Figure 1.4a. (b) Equalized histogram
(refer to Figure 1.4b). The x-axis and y-axis denote the intensity level k 2 [0; 255] and the number of
pixels, respectively.
Let us describe the histogram equalization in more detail. We suppose that the discrete intensity
values in an image have the PDF (Probability Density Function) Pr(Ik),
Pr(Ik) =
nk
M
; k 2 (0; 1;    ; R  1) (3.5)
whereM denotes the total number of pixels in an image, nk indicates the number of pixels that have
the intensity value Ik, andR is the number of possible intensity levels. Then the transformation function
T is given as
T(Ik) =
R  1
M
kX
j=0
nj : (3.6)
The intensity level Ik in the input image is mapped into the intensity level T(Ik) in the resulting
image, using Equation 3.6.
3.4.2 Geometry Histogram
We apply the concept of histogram modification of images to 3D point models. We first define the
geometry histogram for each weak feature region, as illustrated by Figure 3.11. We evaluate the signed
distance d from the average position p of a weak feature region to a point p along the specified direction
 !e ,
d = (p  p)   !e (3.7)
where  !e is defined as the histogram direction vector and basically changeable. We define the di-
rectional geometry histogram as the probability distribution of d associated with the points in a weak
feature region. Therefore, for the same group of points, the geometry histogram yields the different dis-
tributions according to the selection of histogram direction vector. We set !e as the normal vector of the
plane which approximates the distribution of p's in a weak feature region and passes through p, since p's
yield the smallest variation along this direction.
Figure 3.11: Distribution of points in a weak feature region.
3.4.3 Geometry Histogram Modification
Figure 3.12 illustrates the geometry contrast enhancement which moves the position of an original point
p to a new position ep along the corresponding histogram direction  !e via
ep = p+ (ed  d)   !e ; (3.8)
where ed = (ep p) !e . Specifically, the new distance ed is obtained from d by the following transform
of histogram modification
ed = (edmax   edmin)Y (d)+ edmin; (3.9)
which makes the geometry histogram of ed yield a more uniform distribution than that of d. Y (d)
represents the cumulative distribution function of d, which is used to equalize the geometry histogram.
Practically, we compute
Y (d) =
number of points with distances less than d
total number of points ; (3.10)
Figure 3.12: Geometry contrast enhancement using histogram equalization and stretching along the his-
togram direction. The solid and dashed curves denote the original and modified geometry, respectively.
in a selected weak feature. As shown in Figure 3.12, the original positions of neighboring points
are not clearly distinguishable from each other along the direction  !e , since the geometry histogram of
d yields a compact distribution within a relatively narrow range of [edmin; edmax], and thus yield a higher
geometry contrast along the histogram direction.
edmin and edmax in Equation 3.9 denote the lower bound and the upper bound of ed, respectively. Note
that no specific range of ed is fixed in the geometry histogram, while the range of the intensity values in
[0, 255] in the histograms of typical images. Therefore, a user can adaptively select the dynamic range
of [edmin; edmax] according to the stretching level of geometry histogram. In practice, we determine edmin
and edmax as
edmin =  dminedmax =  dmax (3.11)
where  is the scaling parameter, and dmin and dmax mean the lower bound and the upper bound of
d in the original geometry, respectively.
3.5 Normal Mapping Based Geometry Contrast Enhancement
Although our approach is trustworthy to improve the visibility of the weak features in a 3D point model,
moving point positions yields an undesired artifact. As shown in Figure 3.13, we can observe disconti-
nuities around the modified surfaces when rendering the enhanced model. This artifact becomes severer
when closing up the modified surface regions.
Figure 3.13: Discontinuity artifact in the enhanced model.
In order to alleviate this artifact, we adopt a concept of normal mapping (also known as bump map-
ping) (Blinn 1978, Cohen et al. 1998). The normal mapping is normally used to create the illusion of
details without adding geometry to the 3D models. Such illusion effect of normal mapping can be per-
formed by putting a normal map containing 2D height information on the simple and smooth surface,
which finally represents the wrinkled surface as illustrated in Figure 3.14. For example, this faking tech-
nique is used to improve the appearance and details of a simple mesh model by producing a normal map
from a highly detailed mesh model (Normal mapping --- Wikipedia, The Free Encyclopedia 2012). It
is generally agreed that the normal mapping is same with the bump mapping, where the bump mapping
uses single-axis normal map, the normal mapping exploits three-axis normal maps to be stored as color
images having RGB channels.
Figure 3.14: Normal mapping.
Motivated by the concept of normal mapping, we introduce a novel technique to alleviate the dis-
continuity artifact. We first define a mapping function (p) for each weak feature point, which is given
as
 (p) =  !nep (3.12)
where  !nep denotes the normal estimated from the new position ep of p. As shown in Figure 3.15,
the estimated normal  !nep at the new position ep is assigned to the corresponding original point p by the
mapping function  (p). Note that this procedure is performed only on the weak feature points.
Figure 3.15: Normal mapping function.
3.6 Fast Processing
Figure 3.16: Bottleneck in the preprocessing step.
Order Operation Processing Time
1 Memory loading 400 msec
2 Preprocessing 3700 msec
3 Weak Feature Extraction 200 msec
4 Geometry histogram Equalization 700 msec
Table 3.2: Comparison of processing time for each operation in the proposed algorithm. (Input: the
"Golf-club" model composed of 209,779 points.)
As shown in Figure 3.16 and Table 3.2, the preprocessing stage of the proposed algorithm yields the
largest amount of processing time when compared to the other stages. Especially, finding KNN requires
Figure 3.17: Flow timeline of KNN algorithm based on GPU architecture.
many basic operations and the KNN search area polynomially grows according to the number of points
(Garcia et al. 2008, Hwang & Wen 1998). The generic CPU is not optimized for dealing with such
time-consuming tasks. Some well-optimized CPU based KNN algorithms (Arya et al. 1998) have been
presented in order to reduce the computation time. Even though these are fairly competitive, they cannot
efficiently handle very huge data sets because the distance computation on the generic single-core CPU
is performed in serial order.
We present an alternative method for reducing the computation time. Since the KNN computation
can be parallelizable, we implement this algorithm based on the GPU architecture (Garcia et al. 2008).
For the implementation of the KNN algorithm on the GPUs, we need to build KD-trees in the CPU based
system, then copy the tree information from host memory to device memory on the GPUs. As shown
in Figure 3.17, a number of basic operations of KNN searching can be performed in parallel in GPU
architecture. Hence, each computation to find the nearest neighbors at each point can be implemented
per thread. Then each thread calls the kernel function composed of the KNN algorithm. In the middle of
the KNN computation per thread, we especially allocate shared memory on the GPUs in order to store
the indices and corresponding positions of neighboring points. Since the shared memory is very fast
device memory, it allows to reduce memory access time.
Chapter IV
Experimental Results
4.1 Experimental Environment
The proposed algorithm was performed in the Windows 7 platform with Intel Core i7 2.79 GHz CPU,
6GB RAM, Nvidia Quadro FX 1800 GPU. We have also used the glDrawArrays API of OpenGL to
facilitate a simple and fast rendering of points (Wright 2010). For the implementation of the GPU based
KNN algorithm, we have applied the parallel programming procedure to the KD-tree construction by
using CUDA (Compute Unified Device Architecture) language (Nvidia 2011). In addition, we have also
attempted to examine another well-optimized KNN libraries such as FLANN (Fast Library for Approxi-
mate Nearest Neighbors) (Muja 2011) and Google's PCL (Point Cloud Library) (Rusu & Cousins 2011),
in order to evaluate our application on the GPU architecture. The following table denotes the specifica-
tion of the test 3D point models used to evaluate the performance of the proposed method.
Input model Number of point Frames per second
Golf-club 209,779 43 fps
Isis 187,644 46 fps
Screwdriver 27,152 50 fps
RockerArm 40,177 49 fps
Table 4.1: Specification of test 3D point models.
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4.2 Experimental Results
Figure 4.1 shows the performance of feature extraction on the "Golf-club" model. The detected weak
feature points are locally grouped into the several regions with different colors. Figure 4.2a and Fig-
ure 4.2b show the geometry contrast enhanced models without and with the region growing method to
determine the weak feature regions. While the rough and coarse edges are shown around the weak fea-
tures in Figure 4.2a, the weak feature regions are more clearly recognized in Figure 4.2b.
Figure 4.3, 4.4, 4.5, and 4.6 show the performances of the geometry contrast enhancement algo-
rithm on the "Golf-club", "Isis", "Screwdriver", and "RockerArm" models, respectively. Figure 4.3b
directly renders the modified enhanced geometry model and Figure 4.3c shows the normal mapping
based enhancement result. We observe that the shallowly carved letters and numbers on the surface of
the original model are clearly represented in the enhancement results. Figure 4.4a indicates the "Isis"
model, where the indistinct patterns are engraved on the back of the model. As shown in Figure 4.4b, we
can more easily visualize the patterns by enhancing the geometry contrast. Moreover, we observe that
the discontinuity artifact yielded by direct rendering of the enhanced model is alleviated in Figure 4.4c
due to the normal mapping. In Figure 4.5b and 4.5c, we can exaggerate the patterns which are shallowly
engraved on the bottom of the "Screwdriver" model. Similarly, Figure 4.6b and 4.6c show that the dim
patterns on the surface of the original "RockerArm'' model are clearly observed in the enhanced model.
(a)
(b)
Figure 4.1: Weak feature extraction. (a) The "Golf-club" model. (b) Color-labeled weak feature regions.
(a)
(b)
Figure 4.2: Geometry contrast enhancement on the "Golf-club" model (a) without the region growing
method and (b) with the region growing method, respectively.
(a)
(b)
(c)
Figure 4.3: Results of the geometry contrast enhancement where  = 7. (a) Original "Golf-club" model.
Enhanced models (b) without the normal mapping and (c) with the normal mapping.
(a)
(b)
(c)
Figure 4.4: Results of the geometry contrast enhancement where  = 7. (a) Original "Isis" model.
Enhanced models (b) without the normal mapping and (c) with the normal mapping.
(a)
(b)
(c)
Figure 4.5: Results of the geometry contrast enhancement where  = 7. (a) Original "Screwdriver"
model. Enhanced models (b) without the normal mapping and (c) with the normal mapping.
(a)
(b)
(c)
Figure 4.6: Results of the geometry contrast enhancement where  = 14. (a) Original "RockerArm"
model. Enhanced models (b) without the normal mapping and (c) with the normal mapping.
Chapter V
Conclusion
In this thesis, we introduced a novel concept of geometry contrast and proposed a geometry contrast
enhancement algorithm for 3D point models using the histogram modification techniques. In weak fea-
ture extraction, we defined the points as the weak feature points when the normal deviation belongs to a
specific range. Then, a region growing method is applied to generate the locally grouped weak feature
regions.
We defined the geometry histogram for each weak feature region as the distribution of the points
along the normal direction to a locally approximated plane. By equalizing and stretching the distribution
of points, we increased the visibility of 3D point models and enhanced the geometry contrast. Moreover,
we presented an alternative rendering method using normal mapping without directly changing the orig-
inal point positions.
Although the proposed method was trustworthy for 3D point models that have low geometry con-
trast, two major challenges are still remained. One is that the proposed method is not adaptive because
we need to set some user defined parameters whenever the input model changes. The other is that we
observe that the unnatural phenomenon cannot be eliminated even if we apply normal mapping based
rendering, since the concept of normal mapping is not enough for implementing the self-occlusion effect.
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