Abstract. In this article, we conduct a rigorous stability and bifurcation analysis for a highly idealized model of planetary-scale atmospheric and oceanic flows. The model is governed by the twodimensional, quasi-geostrophic equation for the conservation of vorticity in an east-west oriented, periodic channel. The main result is the existence of Hopf bifurcation of the flow as the Reynolds number crosses a critical value.
The basic equations of large-scale atmospheric and oceanic circulation are the primitive equations. These equations can be derived from the full Navier-Stokes equations with gravity, rotation, and variable density by neglecting vertical accelerations (the so-called hydrostatic approximation) and compressibility effects (i.e., sound waves); see Ghil and Childress [10] , Kalnay [21] , Lions, Temam, and Wang [24, 25] , and Pedlosky [36] . One philosophy in the geosciences is to study in great detail simplified models that approximate well the dominant balance of forces on the planetary-scale atmospheric and oceanic flows before addressing the more complete PDE systems that govern these flows in all their complexity. By starting with models that incorporate only the most important effects, and by gradually bringing in others, one is able to proceed inductively and thereby avoid the pitfalls inevitably encountered when a great many poorly understood factors are introduced all at once.
The ideas of dynamical systems theory and nonlinear functional analysis have been applied so far to climate dynamics mainly by careful numerical studies. These were pioneered by Lorenz [26, 27] , Stommel [43] , and Veronis [44, 45] among others, who explored the bifurcation structure of low-order models of atmospheric and oceanic flows. More recently, pseudoarclength continuation methods have been applied to atmospheric (Legras and Ghil [23] ) and oceanic (Speich, Dijkstra, and Ghil [42] and Dijkstra [9] ) models with increasing horizontal resolution. These numerical bifurcation studies have so far produced fairly reliable results for two classes of geophysical flows: (i) atmospheric flows in a periodic midlatitude channel, in the presence of bottom topography and a forcing jet; and (ii) oceanic flows in a rectangular midlatitude basin, subject to wind stress on its upper surface. In both cases, the symmetry properties of the forcing have a decisive effect on the bifurcations that arise-saddle-node (Charney and DeVore [6] and Pedlosky [35] ) or Hopf (Legras and Ghil [23] and Jin and Ghil [19] ) in the atmospheric channel and saddle-node, pitchfork, or Hopf [2, 4, 14, 16, 18, 32, 42] in the oceanic basin.
More recently, the role of global bifurcations, via homoclinic and heteroclinic orbits, has been demonstrated numerically in the wind-driven ocean circulation problem, for both shallow-water (Chang et al. [5] , Simonnet et al. [40, 41] ) and quasigeostrophic (QG) (Meacham [31] and Nadiga and Luce [34] ) models. Both of these models represent further simplifications of the primitive equations [10, 36] . Still, the only mathematically rigorous proof of a bifurcation in either the atmospheric or the oceanic problem outlined here appears, as far as we know, in the work of Wolansky [47, 48] , and it extends solely to the existence of asymmetric stationary solutions.
The present paper addresses the somewhat more difficult problem of proving the existence of Hopf bifurcation in a QG flow in two dimensions. The main difficulty in solving this problem is in estimating the crucial information on the spectrum of the problem linearized around the basic flow. The main objective of this article is to overcome this difficulty and bring a new set of tools to the rigorous study of successive bifurcations in geophysical fluid dynamics problems.
More precisely, we conduct a bifurcation analysis of the following idealized twodimensional (2-D) QG flow problem. The governing equation dictates the conservation of vorticity, as modified by forcing and dissipation:
∂ t ∆ψ + εJ(ψ, ∆ψ) + ∂ x ψ = E∆ 2 ψ − τ 0 sin πy, (1.1) where ψ = ψ(x, y, t) is a streamfunction and J(ψ, φ) = ∂ x ψ∂ y φ−∂ y ψ∂ x φ is the advection operator. The x-axis is directed to the east and the y-axis to the north. The zonal and meridional velocity components u and v are obtained from the streamfunction by u = −ψ y , v= ψ x .
The relative vorticity ξ and the streamfunction ψ are related by the Poisson equation ∆ψ = ξ. Equation (1.1) is derived from either the shallow-water equations with rotation or the primitive equations by the so-called QG approximation, which assumes that the balance between the Coriolis force and the pressure gradient dominates the flow. This approximation corresponds to a singular perturbation that filters out the Poincaré waves, also called inertia-gravity waves (i.e., gravity waves modified by the presence of rotation). The QG equation (1.1) only supports Rossby waves, whose phase velocity-in the absence of forcing and dissipation, i.e., with a zero right-hand sideis comparable to the characteristic particle velocity; see Ghil and Childress [10] and Pedlosky [36] . Wolansky [48] studied the so-called barotropic, 2-D version of the QG model (1.1), while Wang [46] obtained results on existence, uniqueness, and long-time dynamics of the so-called baroclinic, three-dimensional (3-D) version.
The flow domain is a rectangular region Ω = {(x, y); 0 ≤ x ≤ 2/a; 0 ≤ y ≤ 2}. For simplicity, we use here only the zonal component of the forcing. In an atmospheric model, this forcing represents-in the QG vorticity equation (1.1), in which there are no explicit thermodynamic effects-the transfer of angular momentum into midlatitudes due to the tropical Hadley cell (Lorenz [28] ). Alternatively, one can think about a zonal forcing jet that would be in perfect geostrophic equilibrium with the pole-to-equator temperature gradient (Lorenz [27] and Ghil and Childress [10] ).
In an oceanic model, the time-and-longitude independent forcing on the righthand side of (1.1) is the curl of the wind stress ∇ × τ = −τ 0 sin πy; a wind stress of the form τ = −τ 0 (cos πy, 0) mimics the annually averaged zonal wind distribution over the North Atlantic or North Pacific, with westerly (i.e., eastward) winds over the midlatitudes and easterlies in the tropics and polar latitudes.
The parameters ε and E are positive constants, called the Rossby and Ekman numbers, respectively. They measure the relative importance of nonlinearity and lateral diffusion. The effect of the bottom friction is neglected in this article. The Reynolds number is defined here as
The unknown streamfunction ψ satisfies periodic boundary conditions at x = 0, 2/a and free-slip boundary conditions at y = 0, 2:
Along the meridional boundaries y = 0, 2, ∆ψ = ∂ 2 y ψ = −∂ y u, and u y = 0 corresponds to free slip along these boundaries. More general, "partial-slip" boundary conditions-intermediate between free slip and no slip (u = −ψ y = 0)-are discussed in Appendix A of [18] for the 2-D shallow-water equations and in [14] for a 3-D version of the QG equations.
It is readily seen that (1.1) with (1.2) admits the steady-state solution ψ 0 = ψ 0 (y), where
We shall take τ 0 = 1 below for simplicity.
This midlatitude channel with zonal periodicity is a better model for the atmospheric problem that we outlined above than for the oceanic one. Still, the methods we apply might eventually be extended to the latter. As mentioned already, Wolansky [47] studied existence, uniqueness, and stability of stationary solutions of (1.1) in the presence of topography and free-surface effects, which are omitted here. Wolansky [48] showed, for a domain bounded by a closed streamline and nondivergent forcing, that sufficient conditions exist under which a branch of asymmetric stationary solutions bifurcates from the symmetric branch obtained when the domain, as well as the forcing, admits a symmetry group. His results were shown to apply in an infinite channel with the symmetry group of zonal translations.
The main objective of this article is to prove the following theorem. 
This theorem is based essentially on the eigenvalue analysis of the spectral problem with respect to the linearization of (1.1) and (1.2) around ψ 0 , by using the continued-fraction method first introduced by Meshalkin and Sinai [33] . For the 2-D Navier-Stokes equations, without the Coriolis term and with periodic boundary conditions in both the x and y directions, stability and bifurcation were studied in [7, 17, 33] . For the 3-D Navier-Stokes equations, without the Coriolis term and with periodic boundary conditions in three directions, pitchfork bifurcation was studied by Chen and Wang [8] . They showed that the bifurcated branches exist for all Reynolds number values past the critical one and that the stationary solutions on these branches stay bounded as R → ∞.
For 2-D incompressible viscous flows with periodic boundary conditions, Meshalkin and Sinai [33] deduced the linear stability of the steady state (1.3) when a = 1 with respect to all Reynolds numbers, Iudovich [17] proved the existence of steady-state bifurcation when 0 < a < 1, and Chen and Price [7] obtained the existence of Hopf bifurcation for some a with 0 < a < √ 3/2. Steady-state bifurcation, however, no longer occurs for any a under the free-slip boundary conditions described by (1.2) .
In the present paper, the constant a is bounded from below by √ 3/4 for Hopf bifurcation to occur. In fact, for 0 < a < √ 3/4 multiple pairs of eigenvalues crossing the imaginary line do occur, and by applying our approach here in a more sophisticated manner, the existence of time-periodic solutions can also be proven rigorously in this case; this will be reported elsewhere. Numerically, the multiple periodic solutions are found in section 6 here ( Figures 6.2 and 6.3) .
To prove assertion (ii) of Theorem 1.1 requires verifying a transversal crossing condition; see (1.7) below. This verification is rendered more difficult by the presence of the so-called β-term ∂ x ψ in (1.1), which arises due to the meridional gradient of the planetary vorticity [10, 36] . In order to prove the validity of this condition, we have to assume that E > c 0 for some constant c 0 , although numerical experiments reveal the occurrence of Hopf bifurcation for large τ 0 but small E [14, 18, 40, 41, 42] . Technical difficulties prevent us from covering in Theorem 1.1 the range of x-periods given by α 0 < a < √ 3/2, with 3/4 < α 0 0.8. The overall situation for our QG channel flow, governed by (1.1), (1.2) , is illustrated in Figure 1 To prove Theorem 1.1, we decompose the streamfunction into a stationary part ψ 0 (x, y) given by (1.3) and a perturbation with exponential time dependence
where φ satisfies the boundary conditions (1.2). Introducing this solution into the governing equation and linearizing the latter with respect to the amplitude of the perturbation, we obtain the spectral problem
Substituting the basic solution ψ 0 from (1.3) yields
The stability assertion (i) in the main theorem, i.e., the nonexistence of an eigenvalue ρ with Re ρ ≥ 0 for all R > 0, will be obtained by using the argument that Meshalkin and Sinai [33] first applied to the linear stability analysis of the 2-D NavierStokes equations.
The main effort is devoted to the proof of the bifurcation assertion (ii) of Theorem 1.1. Using the functional analysis framework of the Hopf bifurcation theorem in an infinite-dimensional setting (Joseph and Sattinger [20] , Marsden and McCracken [30] ), assertion (ii) of this theorem will follow if the following assertions can be shown to hold:
(a) There exists a critical Reynolds number R 0 > 0 and an eigenvalue ρ = ρ(R 0 ) of (1.2) and (1.5) such that Re ρ(R 0 ) = 0 and Im ρ(R 0 ) = 0; (b) this eigenvalue is simple, i.e.,
Here H 4 denotes the complex space
which contains the solution space of (1.1) and (1.2). This is a Hilbert space in the norm
It is readily seen from the definition of H 4 that the bifurcating solution can be represented in the form of the Fourier expansion
This paper is organized as follows. The rigorous stability and bifurcation analysis of the problem is carried out in sections 2-5. Section 2 contains the proof of assertion (i) and a basic lemma on formulating the spectral problem. The proof of assertion (ii) is completed by combining section 3 on the existence of R 0 and ρ(R 0 ), section 4 on the simplicity of the eigenvalue ρ = ρ(R 0 ), and section 5 on the transversal crossing condition (1.7).
These analytical results are verified and complemented by numerical results in section 6. This section also contains comments on the geophysical significance of the periodic solutions. Brief remarks on the role of symmetry breaking in the bifurcation of time-periodic vs. stationary solutions follow in section 7.
Stability and equivalent formulation of the spectral problem.
To prove the linear stability result of Theorem 1.1 and to obtain an equivalent formulation of the spectral problem, we follow the argument of Meshalkin and Sinai [33] by transforming the spectral problem into a difference equation, which is solved by continued-fraction methods.
As stated already in section 1, the free-slip boundary condition in (1.2) is equivalent to the condition φ = ∆φ = 0 at y = 0 and y = 2. An application of this condition to (1.5) yields the generalized boundary condition ∆ n φ = 0, at y = 0 and y = 2 (n = 0, 1, 2, . . .).
Thus the general expansion of the unknown function φ ∈ H 4 for the spectral problem represented by (1.2) and (1.5) takes the form
The fact that i n appears explicitly in the coefficients of this expansion is only for convenience of notation in the derivation.
Note that no bifurcation can occur for Reynolds number R for which the corresponding eigenvalue ρ lies in the complex half-plane Reρ < 0. In order to obtain our stated bifurcation result, it is necessary to specify all of the eigenvalues ρ with Reρ ≥ 0 and their corresponding eigenfunctions. However, the general expression of the eigenfunction in (2.1) is too complicated for this purpose. Fortunately, the eigenfunctions can be expressed in a simpler form, as given by the following lemma.
Lemma 2.1. Let a ≥ √ 3/4 and let ρ be an eigenvalue of (1.2) and (1.5) such that Reρ > −Eπ 2 (a 2 + 1/4). Then a < √ 3/2 and the corresponding eigenfunction has the form
Proof. To begin with, we show that for given integers m and k = 0, 1, the subspace of
is invariant with respect to the spectral operator ∆ −2 L(ρ), L being defined by (1.5). For φ in the previous subspace, we see that
We thus have
where ψ n is a linear combination of φ n−1 , φ n , and φ n+1 . More precisely, for n > 1−k,
This gives the invariance of the subspace (2.3), and thus we may assume that any eigenfunction φ is in this subspace for some integer m and some k = 0, 1. We can now prove the desired assertion. Indeed, suppose that (ρ, φ) solves the spectral problem L(ρ)φ = 0 and thus, by (2.4),
whereφ n is the complex conjugate of φ n , and so its real part satisfies
This result, together with the condition Reρ + Eπ 2 (a 2 + 1/4) > 0 and (2.5), implies
The proof is thus complete. This lemma immediately gives the stability result contained in assertion (i) of Theorem 1.1.
As we shall see, it is important to realize that k = 0 corresponds to a function φ(x, y) that is antisymmetric about the axis y = 1 of the channel, while φ(x, y) is symmetric about this axis for k = 1. It follows from Lemma 2.1 that no bifurcation can arise in the problem governed by (1.1) and (1.2) from an antisymmetric instability.
To address the bifurcation problem, we thus consider the spectral equation (1.5)
it follows, in particular, that Re d 0 < 0 and Re d n > 0 with n ≥ 1.
The spectral problem L(ρ)φ = 0 is, by (2.4), equivalent to ψ n = 0; see (2.5). With definitions (2.7) and (2.9), the latter formulation becomes
and (2.6) can be rewritten as
It is readily seen that (2.10) implies that ξ n = 0 for all n ≥ 0 whenever there exists an n 0 ≥ 0 for which ξ n0 = 0.
Thus we may assume that ξ n = 0 for n ≥ 0. Hence, we obtain from (2.10) that
It follows therewith from (2.8) that ρ = ρ(R) solves the following continued-fraction equation:
Moreover, we see that the spectral problem L(ρ)φ = 0 is equivalent to the complex conjugate spectral problem L(ρ)φ = 0, with
and thus (ρ,φ) satisfies the complex conjugate of the three-term recursions (2.10), namely,
Note that (2.10) and (2.13) are two distinct difference equations.
The above argument implies the following fundamental lemma. 
where c is an arbitrary complex constant and the factors γ n are given by the infinite continued fractions
Furthermore, the spectral problem described by (1.5) and (1.2) with another unknown solution (ρ,φ), the complex conjugate of (ρ, φ), is equivalent to the difference equation (2.13).
Existence of a critical Reynolds number.
In this section, we show the existence of a critical Reynolds number R 0 and the existence of an eigenvalue ρ(R) such that Re ρ(R 0 ) = 0 and Im ρ(R 0 ) > 0. We begin with the existence of the eigenvalue ρ, which may reach, and eventually cross, the imaginary axis of the complex plane.
Lemma 3.1. The spectral problem expressed by (1.5) and (1.2) admits a unique pair of complex conjugate eigenvalues ρ = ρ(R) andρ =ρ(R) for any R > 0 and √ 3/4 ≤ a ≤ α 0 , such that Re ρ > −Eπ 2 (a 2 + 1/4). Proof. From Lemma 2.2, we see readily that it suffices to show the existence and uniqueness of a function ρ = ρ(R) that satisfies (2.7)-(2.12). Combining (2.7) and (2.12), we may write ρ(R) as
To derive the existence of the unique pair of eigenvalues that satisfies the required strong inequality, we denote by Φ R (ρ) the right-hand side of (3.1). It suffices then to show the existence of a fixed point of Φ R in the complex plane C. Indeed, since Reρ ≥ −Eπ 2 (a 2 + 1/4), R > 0, and a 2 < 3/4, we have
and
Denoting this bound by K R , we see that Φ R maps the closed convex set
into itself. It follows from Brouwer's fixed point theorem that there exists a value ρ(R) in this compact set such that Φ R (ρ(R)) = ρ(R). This gives the existence of the desired pair of eigenvalues.
By Lemmas 2.1 and 2.2, we see that there is a one-to-one correspondence between each pair of complex conjugate eigenvalues of the spectral problem L(ρ)φ = 0 and a solution ρ to the difference equation (2.10) . In order to show that the pair of eigenvalues is unique, we suppose the existence of two pairs of complex conjugate solutions ρ j = ρ j (R) andρ j =ρ j (R), with Reρ j > −Eπ 2 (a 2 + 1/4) for j = 1, 2 and R > 0. This is equivalent to (2.10) admitting two solutions ρ j for j = 1, 2 such that 
and so, by induction,
here {η n (ρ j )} is now the solution specified by Lemma 2.2 such that η n = ξ n and η 0 = c = 1. This yields, for ρ 1 = ρ 2 ,
where we have used (2.11). The strong inequality implies ρ 1 = ρ 2 , which completes the proof of Lemma 3.1. Lemma 3.2. Let ρ = ρ(R) with R > 0 be one of the two complex conjugate eigenvalues obtained in Lemma 3.1. Then we have Imρ(R) = 0.
Proof. Assuming otherwise, i.e., Im ρ = 0, we derive a contradiction. To this end, notice that
This, together with induction on n, implies that
Thus we have
and so
Therefore, Proof. First, we prove the smoothness of ρ(R) by using the implicit function theorem. Define the function
. We see immediately that F (ρ(R), R) = 0, due to (2.12) and Lemma 3.1. It follows from (3.4) that
where {η n } is the solution specified by Lemma 2.2 such that η 0 = 1. Hence we have, by (2.11), that
Thus, by the implicit function theorem, ρ = ρ(R) is continuously differentiable. Next, letting R → 0 in (2.7) and (2.12), we see that To do so, we suppose that lim sup R→∞ Re ρ(R) ≤ 0, which will lead to a contradiction. Without loss of generality, by Lemma 3.3, we may suppose that
for some constants µ and ν. Otherwise, we may consider instead a subsequence {R n } that converges to these values.
Applying (2.12) and Lemma 2.2 yields
Furthermore, it follows from (3.10) that
and thus
Multiplying the last equation by R and passing to the limit R → ∞, we obtain, after using (3.9), (3.11), (3.12) , and the positivity of Re γ 3 ,
That is, 
Spectral simplicity condition.
This section is devoted to the simplicity of each of the two complex conjugate eigenvalues that cross the imaginary axis. We prove the following theorem. 
where L = L(ρ) is the linear operator defined in (1.5).
Proof. We introduce the invariant subspaces of the spectral problem (1.5) for any integer m:
Hence the simplicity condition holds true provided that the following assertions are valid:
for (m, k) = (1, 1), and for some φ ∈ E 1,1 . It remains to show that φ ≡ 0. Following the derivation of (2.10), we obtain the equivalent formulation of (4.5) and (4.6) in terms of two coupled difference equations:
here d n is defined by (2.7) and {ξ n /d n }, {ξ n } ∈ l 2 2 , while l 2 2 denotes the Hilbert space
We see that M is compact in l whenever {ζ n } ∈ l 2 2 is a nontrivial solution of the dual equation
where M * is the dual operator of M . Such a nontrivial solution of (4.10) is given by
This becomes, by settingζ n = (−1)
By Lemma 2.2 and Theorem 3.4, we havê
for some constant c = 0. Thus (4.9) becomes
Hence, it follows from (2.11) that Proof. Recalling the definition of the function F = F (ρ, R) in (3.6), we see that the eigenvalue ρ = ρ(R) satisfies the equation F (ρ(R), R) = 0, and so
∂F ∂ρ
It follows from the derivation of (3.7) that
Collecting terms while using (2.12) and Lemma 2.2, we have
Let us now apply the following lemma, whose proof will be given at the end of this section.
Lemma 5.2. One of the following two estimates,
the latter is positive due to Lemma 5.1, after letting E > c 0 for some constant c 0 > 0.
which is positive as well for E large enough. 
This also implies the desired assertion by letting E be large enough. 
This implies
and R 0 > c 2 E for some positive constants c 1 and c 2 , independent of E and R 0 . Thus
On the contrary, we suppose that
which will lead to a contradiction. Indeed, by following the final step in the proof of Theorem 3.1, we use (2.12) or (3.10) to obtain
where, for simplicity of notation, we have supposed the existence of the limit.
Furthermore, multiplying (3.13) by R 0 /E and passing to the limit E → ∞, we obtain, after applying (5.4), (5.5), (5.6), (5.7), (5.8) , and the positivity of Re γ 3 ,
that is,
This leads to a contradiction for √ 3/4 ≤ a ≤ α 0 , and hence (5.2) is valid. The proof of Lemma 5.2, and hence that of Theorem 5.1, is complete.
As stated in section 1, assertion (i) of Theorem 1.1 was proven in section 2, while assertion (ii) follows by combining the results of Theorems 3.4, 4.1, and 5.1.
Numerical experiments.
In this section, we compute numerically the Hopf bifurcation of the zonally periodic problem (1.1) with boundary conditions given by (1.2) and for various values of the aspect ratio a. We discretize a steady-state version of (1.1), as well as the spectral problem (1.5), both using the free-slip boundary conditions (1.2). The finite-difference discretization uses the Arakawa scheme, which conserves energy and enstrophy for 2-D incompressible flows [1] . The spatial resolution is ∆x = ∆y = 0.0249; i.e., there are N = 80 points in the y direction, N ∆y = 2; this resolution is kept the same for all values of a tested (0.2 ≤ a ≤ 0.86).
The basic solution ψ 0 = ψ 0 (x i , y i ) is found by a pseudoarclength continuation algorithm [9, 23, 39, 42] that solves the discretized steady-state version of (1.1) instead of using (1.3) . In order to solve the spectral problem (1.5) we compute the first 10 leading eigenvalues of its discretized version, i.e., those that are closest to the imaginary axis, since it is prohibitive to compute the whole spectrum for our resolution of N ×N/a = O(10 4 ) variables. This is achieved using a spectral transformation of the problem combined with a simultaneous iteration technique algorithm (see [39, 40, 42] ). An oscillatory eigenfunction Φ r +iΦ i and the corresponding pair of complex conjugate eigenvalues κ r ±iκ i provide the time-periodic disturbance structure Φ(t) with angular frequency κ i and growth rate κ r , i.e., Figure 6 .1 shows the spatial patterns of the leading eigenvector that loses its stability as R is increased. According to (6.1) this instability propagates westward and it does so for all aspect ratios a we used. The dipolar east-west structure of the destabilizing perturbation is also independent of a. The time-periodic solution is thus characterized by a westward propagation of alternating positive and negative vortices. When a nonlinearly saturated, finite-amplitude version of this oscillatory mode is added to the basic zonal flow Ψ 0 , it results in a meandering of the eastward jet (not shown).
The numerically obtained spatial patterns also confirm the theoretical result that this instability is symmetric with respect to the midaxis of the channel. Moreover, numerical results tend to show that there is no other 2-D instability but this one: for fairly large values of R >> R 0 , there is no other eigenvalue that crosses the imaginary axis.
We now investigate the value of the critical Reynolds number R 0 at the Hopf bifurcation, as a function of the aspect ratio a. We also compute the period T = 2π/κ i of the instability at R 0 . Both the curves R 0 = R 0 (a) and T = T (a) are shown in √ 3/2 are purely technical. In this interval, the flow becomes unstable as well, with a spatial pattern that resembles Figure 6 .1 (not shown). The period of the instability increases as the zonal length of the channel decreases and it tends to infinity as a tends to the critical value √ 3/2. Numerical experiments also confirm that only a single instability with wavenumber one is found in the interval √ 3/4 ≤ a < √ 3/2. For a < √ 3/4, interesting phenomena occur that are not captured by our Theorem 1.1. Numerical experiments indicate the existence of additional oscillatory instabilities, characterized by higher spatial harmonics, as shown in Figures 6.2 and 6 .3. The competition between these instabilities is expected to generate chaotic dynamics as a is decreased. Codimension-2 Hopf-Hopf bifurcations, with complex global dynamics nearby, are likely to play a key role in this process. The first of these bifurcations is denoted in Figure 6 .2(a) by H and it occurs at a 0.31. At a = 0.2 and R = 26.6 (not shown in Figure 6 .2), three unstable modes, with m = 1, 2, 3, coexist. These modes are shown in Figure 6 .3 and are all symmetric about the channel's midaxis.
To gain some geophysical insight into the nature of the fundamental instability, we select characteristic dimensional magnitudes for the width 2L of the channel and the maximum τ 0 U/π 3 E of the zonal velocity in the midlatitude atmospheric jet. The value of L = 4000 km thus yields a meridional extent of the channel of 8000 km. The choice of U = 15 ms −1 and E between 50 and 100 corresponds to maximum zonal jet velocities between 25 and 50 ms −1 that agree well with those observed. Taking the midaxis of the β-channel at 45
• N, as is often done in theoretical studies of large-scale atmospheric flow, and a 0.26 yields a channel length of 2L/a that corresponds to about 360
• in longitude. With these choices of L, U , and a, the numerical results shown in Figures 6.2(b) and 6.3 yield periods of 20-25 days for the instabilities obtained. Of these, the second one, with zonal wavenumber m = 2, has about the correct dimensional wavelength to match the westward-traveling Branstator-Kushnir [3, 22] wave. This wave has been shown to have, indeed, an equivalent-barotropic, i.e., essentially 2-D, structure and a period of about 25 days [11, 12, 13] .
Symmetry considerations.
As discussed in section 1, the symmetry properties of the domain and the forcing, on the one hand, and of the perturbation that gives rise to the bifurcation, on the other, have a decisive effect on whether the bifurcation leads to a branch of stationary or oscillatory solutions. Legras and Ghil [23] and Jin and Ghil [19] pointed out that, in the atmospheric channel problem with bottom topography, back-to-back saddle-node bifurcations resulted when the zonal forcing jet had a flat or unimodal velocity profile; see also Charney and DeVore [6] and Pedlosky [35] . To the contrary, when a higher-order component, which exhibited an inflection point, was present in the forcing jet, an oscillatory instability with so-called intraseasonal periods of 30-60 days could set in by resonance with this higher-order component and lead to a stable limit cycle.
Traveling Rossby waves are the unique type of solutions of (1.1) in the same periodic-channel geometry and in the absence of forcing, topography, and dissipation. The longest known period of this type of so-called free Rossby wave is about 16 days (Madden [29] ). The periods of the oscillatory instabilities obtained previously, with bottom topography [6, 19, 23, 35] , and here without it, are considerably longer: 25-50 days. Our rigorous result in Theorem 1.1 shows that Hopf bifurcation occurs even for a flat bottom of the channel, in agreement with the numerical results of section 6. The separate effects of forcing and dissipation, on the one hand, and topography, on the other, on the period of oscillatory solutions will be studied further elsewhere.
In the oceanic rectangular-basin problem, on the other hand, given the antisymmetric wind-stress forcing profile of (1.1) here, a steady double-gyre circulation resulted that is antisymmetric with respect to the basin's zonal symmetry axis [4, 18, 42] . This circulation is first destabilized by a pitchfork bifurcation-perfect in QG models [4, 5, 14] and perturbed in shallow-water models [18, 40, 41] -that arises from a purely exponential instability, which is symmetric with respect to the symmetry axis defined here as y = 1. Oscillatory instabilities documented numerically in either type of model, QG or shallow-water, also included some that have an asymmetric spatial pattern. The periods of these asymmetric instabilities are also much longer than those of the oceanic problem's free modes (i.e., the Rossby basin modes arising in the absence of forcing and dissipation); see Simonnet and Dijkstra [39] and Simonnet et al. [41] .
The symmetry properties of the Hopf bifurcation here are thus in agreement with those obtained numerically for the atmospheric channel flow. The situation for the oceanic double-gyre problem is more complex and requires further investigation. It might be possible, using some of these symmetry ideas, to adapt the approach and methods used here to this oceanic problem, in spite of the fact that analytic stationary solutions are harder to find for it [18, 44] .
