Fine needle aspiration (FNA) is a minimally invasive biopsy technique that can be used to successfully diagnose types of cancer, including breast cancer. Immediately, it is difficult for a human to spot any trends in the cell level data gathered during a fine needle aspiration procedure. One way to predict the type of tumor a patient has, is to use a computer to develop a mathematical model based on known data. This project utilizes the Diagnostic Wisconsin Breast Cancer Database (DWBCDB) to create an accurate mathematical model that predicts the type of a patient's tumor (Malignant or Benign). A neural network model is created in a two step-process. It is first created with random parameters, and is then refined using the data set, with known tumor types. A model with a success rate of 98% is created, which suggests that there is a high level of correlation between FNA data and the type of tumor a patient had. This approach was not capable of producing a perfect model that could be used in clinical applications.
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The objective of this project is to develop an accurate neural network based model with machine learning techniques, that is capable classifying a patient's tumor type based on the data found in the DWBCDB. MATHEMATICAL DESCRIPTION AND SOLUTION APPROACH I.
MODELING THE DATA In a situation with many possibly correlated variables, one of the best options is to use a neural network to model the data and to make a prediction. A neural network is simply a mathematical model that can fit many shapes, unlike a low degree polynomial. It is based on the neuron structure of the human brain, but it much less powerful. A neural network can be 'taught'
to recognize trends by adjusting its parameters so that the difference between what it predicts and the actual value is minimal. input layer. Although it is possible to have many output nodes, this situation will only require one. We will consider an output value of 1 to represent 'Malignant' and a value of 0 to represent 'Benign'. We can consider the network to be a multivariate function with a range of (0,1).
=
( 1 , 2 , 3 , … )
When each node in the input layer is set to an activation value representing the input of the function, each subsequent node in the network will receive an activation value based on the ones in the previous layer, and the weights. The activation values in the first layer are simply the inputs of the network function, shown above. The activation value of the node in the last layer will be the prediction of the network. The activation for the j th node in the ℓ th layer is denoted by:
( ) is a non-linear function. The function must be non-linear for the network to fit nonlinear data. We will use the sigmoid function because it closely resembles how a human neuron would be activated (Wikipedia) .
The limits of the sigmoid function are useful because we can consider an output close to 1 to represent an activated neuron and an output close to 0 to represent a non-activated neuron.
They also scale all outputs to our desired range of (0,1). In the output layer an activated neuron will mean that the data satisfies the criteria of the category that the node represents.
The term ℓ is the weighted sum of the inputs plus a bias term ℓ . The bias constant is necessary here because we want the sigmoid function to be able to shift to the left or right, which makes fitting the function to the data easier. Later, both the weights and biases will be updated to make the network fit the data more closely, but they will be initialized to random constants.
Here we are summing over each node i in the previous layer and multiplying its weight by its activation value. The upper limit of the sum, ℓ−1 , is the number of nodes in the previous layer. The term ℓ represents the weight from the i th node in the previous layer (ℓ-1) to the j th node in the layer ℓ. ℓ−1 is the activation value of the i th node in the previous layer.
With equations (1) and (2), we can calculate the output of the neural network given the inputs. A completed application of these equations is in Appendix I.
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II. TRAINING THE MODEL: ADJUSTING THE WEIGHTS AND BIASES
To improve the weights and biases of the network, we can come up with a function of these parameters that returns a value that represents how far off the real value the network's prediction is. The parameters of the function can then be altered in a way that minimizes it. We will use the one half squared error function which is commonplace in machine learning applications. is the expected activation value for node i in the last layer, L. Note that in this equation the activations of the final layer are constants, as are the expected activations, because we will iterate through each training example and minimize the error for each example.
(
While it is theoretically possible to minimize the function in closed form, it would be very difficult and time consuming. Since we will be using a computer to do the math, we can use an iterative algorithm called gradient descent. Gradient descent uses the derivative of a function to find a downward slope, and then takes a step down that slope, much like the way a sled would go down a hill. The derivative is multiplied by a constant , to determine how large the step should be. Note that this technique will only find a local minimum, so the process is repeated multiple times starting at random values, and the best result (Closest to absolute minimum) is used. There is an example of this process in Appendix II. Here is the equation that will be used to update each weight and bias using gradient descent:
Now all that is needed is the partial derivatives of E with respect to each weight and bias.
These could be calculated using only the chain rule, but the process would be lengthy. A simple algorithm called Backpropagation will make the process faster. Backpropagations states (Nielsen) :
This alias for the partial derivative of E with respect to ℓ is called the error or delta term, and can be used to calculate the error terms in the layer before it. To incorporate (6) into equations (4) and (5), the chain rule is applied:
The final term of each equation is easy to calculate, we take the partial derivatives of (2) with respect to the weights and biases. The summation may be removed because the term will be zero unless k is equal to i:
The partial derivatives of the error function, (3), may be revised to:
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To find delta in terms of the delta in the layer ℓ + 1, the chain rule can be applied to (6) to find how the z value of one node affects all the z values in the next layer, and subsequently how those z values affect the one-half squared error function.
The summation of the values for each node in the next layer is required because the change of a node in a previous layer will affect all nodes in the next layer, and all layers after that. The delta alias can be substituted for the first partial derivative, representing the error of each node in the next layer. The partial derivative of ℓ+1 can be calculated like so, using a slightly modified version of (2):
The summation can be removed because all terms where i ≠j will be zero. We also substitute ( ℓ ) in for ℓ using (1).
Based on the above equations, we can use the following equation for the delta of an arbitrary node j in layer ℓ, where k represents a node in the next layer, ℓ + 1:
Now we just need to determine the actual value of ℓ in the last layer, so we can use it to solve the rest of the delta terms. This can be solved simply by substituting ( L ) in for L using (1), and applying the chain rule. The summation can be eliminated again because if i ≠j the derivative will be zero.
The last layer's delta term can be used to calculate all other error terms, and then the partial derivatives of each weight and bias, which gives us enough information to complete an update of the parameters to minimize the error function. A worked example of a weight update can be found in Appendix III.
III. IMPLEMENTING THE MODEL
Fully training the model to fit the dataset will require thousands of iterations of gradient descent with hundreds of training examples. For this reason, the most efficient way to implement the model is by creating a computer program that will make the calculations without the possibility of human error. The following is an explanation of the program that I implemented, the full source code can be found in Appendix IV.
1. Before writing the program, I scaled all the data from the DWBCDB into values between 0 and 1. This makes the input activation levels fall in the same range as the rest of the activation values. This was done using the following formula, where x is the column's value for a row of data: 5. The model is tested using the 100-row training set. The network is fed the inputs for those rows, and the value of the output node is compared to the real output. The number correct guesses, as well as the mean of the error function (calculated for each row) is logged.
6. Steps 4-5 are repeated 1200 times. I found that this number provides the best results. If the process is run more than this, the model becomes too specific to the training set and begins to start failing to recognize items in the testing set.
7. The entire process is repeated multiple times and the best result is used, in case the gradient descent algorithm finds a local minimum and gets stuck.
DISCUSSION
Running the program multiple times, I found a set of weights and biases that could predict the type of tumor in 98 of the 100 testing rows. This gives the model a 98% success rate.
The exhaustive list of optimal weights and biases can be found in Appendix V. This is a higher success rate than anticipated and is indicative that at least some of the input parameters used have a very strong correlation with the output. Unfortunately, the model abstracts away a lot of information about how things are correlated so it is very difficult for a human to understand exactly what the machine is doing. It does however, provide a way to classify information when humans do not know anything about how it correlates to the results.
It is also clear in and becoming less generic, thus making it unable to deal with items it has not seen before. This indicates the training set may need to be larger than it is, with a more diverse set of examples.
CONCLUSION AND RECOMMENDATIONS
Using a neural network system, a 98% accurate model was reached. This suggests that there is a strong correlation between FNA data and the type of a patient's tumor. 
APPENDIX I. FORWARD PROPAGATION
Consider a neural network with 2 input nodes, 2 nodes in the second layer, and 1 node in the output layer. The output can be calculated as follows when the inputs are both equal to 1, and the following weights and biases.
1 1 = 1, 2 1 = 1 1,1 2 = 0.5, 1,2 2 = 0.5, 2,1 2 = 0.5, 2,2 2 = 0.5 1,1 3 = 0.5, 2,1 3 = 0.5 1 2 = 0.5, 2 2 = 0.5, 1 3 = 0.5
The goal is to find the activation value of the node in the last layer, but first we must find the activation values in the second layer, using (1) and (2): Then the activation value of the last node can be calculated, again using (1) and (2): So for the inputs of 1, and 1 our network predicts an output value of 0.789.
II. GRADIENT DESCENT
We will apply gradient descent to the function ( ) = 2 , starting at x = 1 using = 0.4.
We can write the update as follows:
∶= − ⋅ ′ ( )
Or ∶= − 0.8 As you can see, each iteration of gradient descent is getting closer to the minimum value of the function, 0.
III. BACKPROPAGATION
To update the weights of the 3-layer neural network created in Appendix I, there are a couple more pieces of information that are necessary. The first is the term for gradient descent, we will use = 0.1. The next is the expected output given the inputs of 1, and 1. We will use 1 as the expected output. Again, we have a neural network with a 2 node first layer, a 2 node second layer, and a 1 node output layer, with the following weights, biases, and inputs: 1 1 = 1, 2 1 = 1 1,1 2 = 0.5, 1,2 2 = 0.5, 2,1 2 = 0.5, 2,2 2 = 0.5 1,1 3 = 0.5, 2,1 3 = 0.5 1 2 = 0.5, 2 2 = 0.5, 1 3 = 0.5 1 = 1 = 1
We start by forward propagating the network, which is already done in Appendix I. We know that: Then the delta terms for the nodes in the second layer may be calculated, using (9): Now the delta values can be used to calculated the derivatives of each weight and bias, using (7) and (8) Finally, gradient descent is used to update each weight and bias, using (4) and (5): 
IV. SOURCE CODE
The following is the raw C# code that I wrote to calculate the weights and biases, as well as create the model that was arrived at as a solution to the problem. 
