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Optical image correlation using acoustooptic and
charge-coupled devices
Demetri Psaltis
An optical processing method is presented which allows the correlation of two images to be computed in real
time with a 1-D acoustooptic spatial light modulator as the input device. Two-dimensional processing is
accomplished by a combination of spatial and temporal integration. The time-integrating processing is per-
formed by a CCD detector that is operated as an optically addressed.correlator.
1. Introduction
Optical image processors normally require at the
input stage a real-time 2-D spatial light modulator
(SLM)l which creates a suitable transparency corre-
sponding to the input image. The relatively immature
state of development of 2-D SLMs is a major factor that
has prevented the realization of the huge potential of
optical image processors. The limitations presently
imposed by the SLMs can be overcome either by further
developments in device technology or alternatively by
modifying the 'optical' system architecture. Several
architectural designs have been proposed for this pur-
pose.2-4 For example, if the optical processor can be
implemented with noncoherent illumination the re-
quirements on the optical quality of the SLM can be
relaxed, and a self-luminous display (such as a CRT)
could be used as the input SLM. In a recent publica-
tion by the author3 a 2-D signal processing technique
has been presented that does not require the use of
real-time 2-D SLMs. This is accomplished by entering
the 2-D input data into the optical processor one line at
a time using a 1-D acoustooptic SLM.5 Each line is
filtered spatially by the optical system. The data are
processed in the second dimension by integrating the
response due to consecutive lines on a time-integrating
detector array. Acoustooptic technology is highly de-
veloped and consequently high quality acoustooptic
SLMs can be fabricated. The use of acoustooptic de-
vices (AOD) rather than 2-D SLMs in the optical pro-
cessor can lead to improvements in accuracy, speed, and
practicality (size, weight, power requirements, cost). In
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this paper we describe the application of the time-
and-space integrating processing technique to the im-
plementation of an image correlator. Image correlation
is a useful signal processing operation in pattern rec-
ognition, image restoration and enhancement, and video
compression and is also the most powerful operation
that can be implemented by an optical computer.
Therefore, image correlation is probably the most sig-
nificant 2-D signal processing operation that can be
implemented with the time-and-space integrating
method. In the following section we describe the op-
eration of the optical image correlator, and in Sec. III
we discuss the unique characteristics of this architec-
ture.
11. Description of the Processor
The time-and-space image correlating architecture
is shown in Fig. 1. We will demonstrate that this sys-
tem computes the'cross-correlation g (.,9) of two com-
plex functions f (x ,y) and h (x ,y):
g(i,9) = Sf f(xy)h*(x + 9,y + 9)dxdy. (1)
The operation of the correlator in Fig. 1 can be sum-
marized as follows: the optical system is a multichannel
1-D correlator which consecutively correlates each row
of the function f(x,y) with all rows of the function
h(x,y). The AOD is used to enter the rows of f(x,y)
sequentially into the optical system. The 1-D corre-
lations are summed appropriately by operating the CCD
detector in the shift-and-add mode.6 The key com-
ponents of the system are the AOD and the CCD de-
tectors.
The AOD consists of a piezoelectric transducer
bonded onto an acoustooptic crystal. We denote the
voltage applied to the piezoelectric transducer by s (t).
The signal s(t) has the form s(t) = a (t) cos[wot + 0(t)],
where the complex envelope a(t) (t) expLbk(t)] is the
modulating signal and wo/2r is the center frequency of
the AOD. The device is illuminated by a collimated
light beam incident at the Bragg angle OB, where7
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our analysis it is more convenient to use the coordinate
transformation x =-x' + A. In the x-coordinate sys-
tem the origin is at the far end of the acoustooptic
crystal, and x increases toward the transducer.
Equation (3) can be rewritten as follows:
E(x,t) = cl rect Ix A ) a t + - -- exp(jwot).
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Fig. 1. Image correlator architecture.
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X is the wavelength of light in the acoustooptic crystal,
and v is the speed of sound in the crystal. The acoustic
wave that is induced by the voltage s(t) causes a portion
of the incident light to be diffracted. In the Bragg re-
gime essentially all the diffracted energy is concentrated
in the first order. For relatively weak modulation levels
the amplitude of the diffracted light E(x',t) is given
by8
E(x',t) c rectf A /) a t-I
[exp it (t - )x [wo (t - exp (x 2 sOBX)
= cl rect (x' ) A (t--)
X exp(jwot) exp ( 2r sinOBX ) (3)
In Eq. (3) c is a constant, x' is along the direction of the
acoustic wave propagation, and A is the aperture of the
AOD. Thus, the amplitude of the diffracted light is
modulated by the complex signal a (t - x'/v) over the
spatial window A, Doppler shifted by the traveling
acoustic wave by wo/27r, and deflected around the Bragg
angle B. For the rest of our discussion we will not carry
the deflection term exp[-j(27r sinOBx')/X] in the
equations since it does not affect the operation of the
system we will describe. In Eq. (3) the origin of the x'
coordinate is assumed to be at the piezoelectric trans-
ducer, and x' increases away from the transducer. In
(4)
We shall use Eq. (4) in the rest of our discussion.
The CCD image sensor consists of a matrix of pho-
tosensitive sites where incident photons are converted
to electronic carriers which are trapped locally in the
depletion region of a MOS junction.9 The photogen-
erated charge packets can be transferred to adjacent
pixels along one of the dimensions of the array by
applying a clock waveform to the device. When the
device is used as an image sensor, each charge packet is
shifted continuously along the array after a single ex-
posure to light until it reaches the edge of the device
where an output CCD stage transfers the signal to the
output pin. In our system the CCD array is exposed
periodically. After each exposure the charge that is ac-
cumulated in each site is shifted by only 1 pixel. The
photogenerated charge due to the most recent exposure
is simply added to the charge that is already stored in
each pixel. In Fig. 1 the spatial dimension along the
shifting direction of the CCD is denoted by 9. Let the
intensity of the illuminating light at the location 9
during the nth exposure be denoted by I(n,9). The
charge generated at the pixel located at during the nth
exposure is proportional to I(n). After N exposures
(N 2 n), the charge I(n,9) shifts N - n pixels or by a
distance (N-n)Ay in the9 direction. y is the pixel
separation. The charge that is accumulated in the CCD
as a function of pixel position 9 after N exposures is
given by
N
Q(9) = En I[n, + (n - N)y,
n=1
(5)
for 9 = 0 to 9 = MAy, where M is the number of pixels
in the CCD and I(n,) =0 for all S 0. The maximum
number of exposures N for which the addition in Eq. (3)
can be performed is equal to M. Bromley, and Mona-
han et al. 6 have used a CCD detector array in this mode
of operation to perform a variety of 1-D linear opera-
tions. In our system we use the CCD detector to con-
struct an array of parallel 1-D correlators.
In most image recognition applications the input
scene and the filter functions are real. For this reason
and to present the principles of operation of the system
more clearly, we will restrict our analysis initially to real
functions f and h. For completeness we will describe
the operation of the system with complex signals f and
h at the end of this section. The 1-D Fourier transform
of a transparency with amplitude transmittance h (x,y)
is formed with an astigmatic lens system which trans-
forms in the x direction and images alongy.10 A holo-
gram of the resulting light amplitude distribution is
formed by recording its interference with a plane wave
reference on photographic film or any other suitable
device. The amplitude transmittance of the developed
hologram is proportional to10
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B exp(-j2Tr sinOHFf&) + H(f ,y) 2
= B
2
+ IH(f.,y)12
+ BH*(f&,y) exp(-j2ir sinOHFf&)
+ BH(f,,y) exp(+ j27r sin0HFf), (6)
where
H(fx,y) = fh(x,y) exp(-j27rf.x dx,
0 H is the angle of incidence on the hologram of the ref-
erence beam, B is its amplitude, F is the focal length of
the lens in the x direction, and f is the spatial frequency
variable which is linearly related to the spatial variable
t in the plane of the hologram (f = /(XF)). In Eq. (6)
only the term containing H* contributes to the corre-
lation, and the remaining terms are blocked out in the
optical system. Thus the effective complex transmit-
tance of the hologram can be written
tH(fx,y) = BH*(fx,y) exp(-j2-r sinOHFfx). (7)
This hologram is placed in plane P2 of Fig. 1.
The image f(x,y) is scanned in a raster format to
produce a temporal electronic signal r(t). The raster
signal r(t) is related to the 2-D function f(x,y) by the
following equation:
r(t) = f[t - (n - 1)T]v,,nAy} (8)
for n = 1 to N, where v is the scanning velocity of the
device (such as a TV camera) that produces the raster
signal, T is the duration of each raster line [v, T is the
size of f (x ,y) in the x direction], and Ay is the resolution
of f (x,y) in the y direction [NAy is the size of f (x,y) in
the y direction]. In Eq. (8) we assume that f (x,y) = 0
for x > vT and x < 0. r(t) is heterodyned to the center
frequency wo and applied to the AOD in plane P1 of Fig.
1. The modulation tA(X,t) introduced by the AOD on
the amplitude of the diffracted light can be found by
substituting a(t) by r(t) in Eq. (4):
tA(X,t) = 1 rect (x A )/ r (t + - ) exp(jwot)
= cl rect(X A ) f [t + nT+ T) vnyI
X exp(jwot) (9)
We set A = vT, i.e., the aperture of the AOD can ac-
commodate exactly one raster line of f (x ,y). For con-
venience we also set v, = v. At time instances t = nT
the modulation of the AOD is given by
tA(x,nT) = c rect -vT ) f[nT+v nT+T) vnyI
X exp(jwonT)
= cif(x,nAy) exp(jwonT). (10)
The rect function can be dropped in Eq. (10) since f(x ,y)
was defined to be nonzero for 0 < x < vT. Thus at
times t = nT, a single line of the function f (x,y) mod-
ulates spatially the light diffracted by the AOD. A
pulsed light source is used in the system to illuminate
the AOD only at the instances t = nT. The temporal
modulation of the source can be written as
ts(t) = rect (t -n) (11)
for n = 1 to N, where r is the duration of each light
pulse, and the pulse shape has been approximated by
a rectangular function. The light diffracted by the
AOD is modulated by the product of Eq. (9) and (11).
We denote this modulation function by tSA (x,t). For
11T larger than the bandwidth of r(t), tSA can be ap-
proximated by
tSA(X,t) = t(t)tA(X,t)
= exp(jwot) rect ( ) / [(t + - nT) v,nAyI
_ f(x,nAy) exp(jwot) rect t - (12)
Lens L1 in Fig. 1 is used to collimate this light distri-
bution in the vertical direction so it illuminates the
hologram in plane P2 uniformly in the y direction. Lens
L2 takes the Fourier transform in the x direction. The
amplitude of the light entering plane P2 is modulated
by
tSA(fXtn) = tSA(x,t) exp(-j2irfxx) dx
= F(fx,nAy) exp(jwot) rect t n ' (13)
where
F(fx,nAy) = ff(x,nAy) exp(-j2irfx) dx.
The light immediately after plane P2 is modulated by
the product of Eqs. (7) and (13). The astigmatic lens
system L3 images plane P2 onto the output plane P3 in
the y direction, while it performs the Fourier transform
in the horizontal (x) direction. The amplitude of the
light at plane P3 is given by
tD(X,,t,n) = rtfSA(fx,t,n)tH(fX,9) exp(-j27rf~x'dfx)
= 2 exp(jwot) rect(t - nT) fF(fxnAy)H*(fxy)
X exp[-j27r(sinOHF + x')fxdfx]
= 2 exp(jwot) rect (t -nT)
X ff(x,nAy)h(x + x,y)dx, (14)
where = ' + sinOHF and 9 are the horizontal and
vertical spatial coordinates, respectively, in P3, and c2
is a constant. The convolution theorem was used to
obtain the last form of Eq. (14). The output light dis-
tribution is detected interferometrically by the CCD
detector array at the output plane to obtain a detected
signal proportional to Eq. (14). A reference beam de-
rived from the same source is heterodyned to the center
frequency w0 of the AOD and made incident on the
detector at an angle OD. The amplitude of the reference
beam is described by
tR(X,t) = A exp(j27r sinODx/X) exp(jwot) rect T * (15)
The signal I(x ,y,n) that is detected by the CCD is pro-
portional to the time integrated intensity of the sum of
Eqs. (14) and (15)
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I(U,9,n) = C3 ItD + tRI2dt
nT+/2
-3 n T- i/2 I exp (2irfox)
+ Sf (x,nAy)h (x + x ,9)dx I 2dt
= Tc 3 1A
2 + I ff (x,nAy)h(x + ,9)dx 2
+ 2A[ff(x,nAy)h(x + x,9)dx] cos(27rfox)1, (16)
where fo = sinOD/X. The third term in this equation is
the 1-D correlation of the nth row of f(x,y) with all the
rows of h(x,y). The correlation forms on the spatial
carrier fo. Since both f and h are real functions only the
amplitude of the fringe pattern is modulated. In the
9 direction the CCD is operated in the shift-and-add
mode described earlier. The charge that is accumulated
in the CCD after N light pulses can be found by sub-
stituting Eq. (16) into Eq. (5):
NQ(x'y) = a_ I[x,n,9 + (n - N)Ay]
n=1
N
= C4 NA2 + E Iff(x,nAy)h[x+.e,j + (n - N)Ay]dxj 2
+ 2A Sf(x,nAy)h(x + ij + nAy - NAy)dx cos(27rfox)4. (17)
The third term in Eq. (17) forms on a spatial carrier of
frequency fo. By setting fo equal to or larger than the
bandwidth of f(x,y), this term can be separated from the
other two baseband terms by electronic filtering after
the signal from the CCD is converted to a video signal.
The envelope of the carrier in Eq. (17) is recognized to
be the 2-D correlation described by Eq. (1) with the
integration over the continuous variable y replaced by
the summation over the discrete variable nAy. The
correlation pattern is shifted by the constant NAy in
the 9 direction. For a CCD detector with N horizontal
rows, this means that each slice of the correlation pat-
tern is formed sequentially at the last row of the device.
The fast horizontal CCD shift register transfers each
line of the 2-D correlation to the output stage of the
device where it can be displayed or processed further
electronically.
We shall close this section by discussing how the
system of Fig. 1 can be used to correlate complex 2-D
functions. We assume that we have the complex
function h (x ,y) recorded either holographically or in a
digital memory. The 1-D Fourier transform of this
complex function can then be produced and placed in
plane P2 of Fig. 1 either optically or by computer gen-
eration. The function f(x,y) is represented by two real
functions that correspond to its real and imaginary
parts. The two corresponding electronic raster signals
are used to modulate in quadrature the carrier that is
applied to the AOD. From Eq. (4) we conclude that the
modulation introduced by the AOD is proportional to
the complex signal that is used to modulate in quadra-
ture the carrier. The optical system performs the
complex correlation in the x direction. The phase of
the 1-D complex correlation is preserved in the phase
of the fringe pattern in Eq. (16). Thus the full 2-D
complex correlation is formed by performing the addi-
tion over n in Eq. (17).
Ill. Discussion
We devote this section to the discussion of the char-
acteristics of the AOD/CCD image correlator. The
majority of the potential advantages of this system are
consequences of the use of an AOD as the real-time
SLM. AODs have been investigated and manufactured
for many years. Consequently reliable and relatively
inexpensive high quality devices are now commercially
available. The simple structure of an AOD relative to
most 2-D SLMs allows compact systems to be built with
relatively low power requirements and without the need
for high voltages. Thus the use of AODs can lead to
practically feasible optical image processors in the im-
mediate future. The excellent modulation character-
istics of AODs 1 (high linear dynamic range, spatial
uniformity, and low scatter level) allow the input image
to be represented in the optical computer with high fi-
delity, with a corresponding improvement in overall
accuracy. AODs can accept data at rates up to several
gigahertz. We do not anticipate however, that this
capability can be approached by the AOD/CCD image
processor in the near future because of limitations in the
speed with which the CCD can be read out. The system
also requires a device which produces an electronic
raster signal corresponding to the input image. In most
applications this device can be a TV camera. The
current limitations of CCD and image sensor tech-
nologies impose a limit of 50-MHz input rate which
corresponds to the processing of 200 images, each con-
sisting of 5002 pixels in 1 sec. The need for an auxiliary
image sensor may be construed as a disadvantage of this
technique. Ideally it is preferable to have a device
which serves simultaneously as the image sensor and the
SLM for the optical computer. In many applications,
however, 2-D SLMs are not suitable for direct detection
of the live scene, and an auxiliary sensor must be used.
The output of the auxiliary sensor is then scanned onto
the 2-D SLM either electronically or optically. In such
cases, the ability of the AOD/CCD system to accept
directly the electronic raster signals is an advantage.
The limitations on the performance of the AOD/CCD
processor are imposed primarily by the CCD detector.
These limitations are not significantly different from
the limitations imposed by the detector on any optical
image processor. For continuous processing of frames
the input data rate cannot exceed the readout rate in the
AOD/CCD processor. The speed at which commer-
cially available CCD detector arrays are normally read
out is 5-10 MHz (standard video frame rates).
Therefore, the processing speed is limited by the de-
tector if one is restricted to using commercially available
devices. CCD detectors which are fabricated specifi-
cally for optical signal processing applications can be
made with several parallel output stages, 2 which in-
creases the readout speed. For example, a device with
10 parallel readout stages could be read out at 50-
100-MHz rates. In addition, current research in GaAs13
CCDs shows promise of extending the inherent speed
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of these devices to hundreds of megacycles per second.
CCD detectors have 500 X 500 pixels,14 and devices
with over one thousand pixels in each dimension are
presently under development. The number of pixels
of the CCD in the nonshifting dimension determines in
this dimension the space-bandwidth product of the
images that can be processed. The number of pixels in
the shifting direction determines the space-bandwidth
product of the filter in the shifting dimension but does
not limit the size of the input scene. In other words,
this processor is a sliding window correlator in one di-
mension. This feature can be useful in applications
where the input image is sensed by a linear detector
array, and the imaging in the second dimension is ac-
complished by the relative motion between the detector
and the object. The dynamic range, noise, linearity,
and spatial nonuniformity of the CCD detector are
factors that affect the accuracy with which the pro-
cessed image can be detected. Commercial CCD
cameras have dynamic range in excess of 1000:1 with
excellent linearity in this range.' 4 This range can be
extended by designing CCDs with large detector ele-
ments that can store a larger photogenerated charge and
also by cooling the device and using postdetection
electronic processing to minimize detector noise. The
detector noise is caused by shot noise of the signal and
leakage current, feed-through of clock transients, and
thermal noise in the amplifiers.' 4 The trade-off be-
tween output noise and bandwidth is the major engi-
neering challenge in the design of the AOD/CCD image
processor. The portion of the detector dynamic range
that is utilized to represent the output signal is pro-
portional to the ratio of the signal to the bias terms in
Eq. (17):
SBR =
N
2A E fff(x,nAy)h(x+ x,nAy+S)dx
n=1
N
NA 2 + E ff(x,nAy)h[x +, + (n - N)Aydx 1 2
n=1
For SBR = 1, half of the dynamic range is utilized. The
SBR however can be significantly lower depending on
the functions f and h. It is thus crucial to maximize the
dynamic range of the CCD.
We are considering two types of pulsed source for this
system: mode-locked gas lasers7 and semiconductor
lasers.7 Gas lasers can satisfy all the requirements of
the system (pulse width, peak power, coherence, sta-
bility), but semiconductor lasers are attractive because
they are compact, efficient, and relatively inexpensive.
The modes in a semiconductor laser, however, are so
widely spaced because of the short cavity length that
interferometric detection is feasible only with a sin-
gle-mode laser. Single-mode laser diodes can be fab-
ricated and are even available commercially. However
when these diodes are pulsed several modes exhibit gain
during the transients. For a well-fabricated diode the
transients decay within 1 nsec.15 Thus, if a pulse with
duration of 5 nsec is used, single-mode operation can be
obtained 80% of the time.
The operation of the CCD detector in the shift-and-
add mode has an important advantageous consequence.
Since the signal that eventually reaches the output stage
of the detector is a weighted sum of the signal detected
by all the detector elements in a single column of the
CCD array, the variations in the responsivity among the
individual pixels and dark current will average out.' 4
In addition, speckle noise which is uncorrelated from
pixel to pixel will also average out. Thus the system
utilizes coherent light which provides the flexibility of
easily synthesizing a filter in the spatial frequency do-
main but is immune to coherent noise.
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