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We investigate the effect of ring-exchange on the ground-state properties and magnetic excitations
of the S = 1/2 Heisenberg model on the anisotropic triangular lattice with ring-exchange at T = 0
using linear spin-wave theory. Classically, we find stable Ne´el, spiral and collinear magnetically
ordered phases. Upon including quantum fluctuations to the model, linear spin-wave theory shows
that ring exchange induces a large quantum disordered region in the phase diagram, completely
wiping out the classically stable collinear phase. Analysis of the spin-wave spectra for each of these
three models demonstrates that the large spin-liquid phase observed in the full model is a direct
manifestation of competing classical orders. To understand the origin of these competing phases we
introduce models where either the four spin contributions from ring exchange, or the renormalization
of the Heisenberg terms due to ring exchange are neglected. We find that these two terms favor
rather different physics.
PACS numbers: 75.10.Jm, 75.10.Kt, 75.30.Ds, 75.50.Ee
I. INTRODUCTION
Quantum spin liquids are characterized by ground
states with no long-range magnetic order and no breaking
of spatial (rotational or translational) symmetries that
are not adiabatically connected to the band insulator1–3.
Recently a number of experiments have identified a hand-
ful of materials as candidate spin liquids4–14. Both the
organic charge transfer salts κ-(BEDT-TTF)2Cu2(CN)3
(Ref. 5–8) and Me3EtSb[Pd(dmit)2]2 (Ref. 8–10),
where Et = C2H5 and Me = CH3 are spin-liquid
candidates. However, other members of the organic
charge transfer salt families κ-(BEDT-TTF)2X and
Y [Pd(dmit)2]2 display long range magnetic order, for ex-
ample, X =Cu[N(CN)2]Cl or Cu[N(CN)2]Br (for deuter-
ated BEDT-TTF) and Y =Me4P, Me4As, EtMe3As,
Et2Me2P, Et2Me2As and Me4Sb.
3,8,11 Additionally, the
inorganic materials Cs2CuCl4
12, Ba3CoSb2O9
13 and
Ba3CuSb2O9
14 have also been suggested to be spin-liquid
candidates.
The simplest model for the Mott insulating states of
the κ-(BEDT-TTF)2X and Y [Pd(dmit)2]2 salts is the
half-filled Hubbard model on the anisotropic triangular
lattice3 (see Fig. 1(a)), where each site represents a
dimer, (BEDT-TTF)2 or [Pd(dmit)2]2. This model con-
tains three parameters: U the effective on-site Coulomb
repulsion, t the nearest neighbor hopping integral and
t′ the next-nearest neighbor hopping integral along one
diagonal only. The Hubbard model on the anisotropic
triangular lattice has been studied via a number of
approaches15–21. Some methods have suggested that a
spin liquid is realised in the insulating phase.
For U ≫ t, t′, i.e., deep in the Mott insulating phase,
the model simplifies further to the Heisenberg model on
the anisotropic triangular lattice with J = 4t2/U and
J ′ = 4t′2/U to leading order. Electronic structure cal-
culations on the anisotropic triangular lattice22–26 sug-
gest that both spin liquids κ-(BEDT-TTF)2Cu2(CN)3
and Me3EtSb[Pd(dmit)2]2 and the valence bond-solid,
Me3EtP[Pd(dmit)2]2, have 0.5 . J
′/J . 0.8; whereas
salts that display long range order have either J ′/J . 0.5
or J ′/J & 0.8. The anisotropic triangular lattice is
also realized in Cs2CuBr4 (J
′/J ≈ 2) and Cs2CuCl4
(J ′/J ≈ 3)12 and the isotropic limit (J ′/J = 1) describes
Ba3CoSb2O9 and Ba3CuSb2O9
27.
Many of the organic charge transfer salts considered
here undergo Mott metal-to-insulator transitions under
relatively modest hydrostatic pressures8,28. This sug-
gests that higher order terms in the U/t expansion may
be relevant. Furthermore, there is significant variation
in the critical pressure required to drive the Mott tran-
sition in different salts29 which suggests that different
salts represent different values of U/t and not just dif-
ferent values of t′/t. There has been far less investiga-
tion of how U/t affects the properties of the materials
than t′/t. If one continues to integrate out the charge
degrees of freedom, the first non-trivial new terms ap-
pear at fourth order with the ‘ring-exchange’ processes
illustrated in Fig. 1(b) [see also Eq. (1), below]. Such
ring exchange processes frustrate the system. There are
two distinct ring exchange terms on the anisotropic tri-
angular lattice K = 80t4/U3 and K ′ = 80t2t′2/U3 to
lowest order30,31, which originate from the different ways
to arrange four-sites on the anisotropic triangular lat-
tice. Note that the large prefactor means that the ring
exchange term is relevant to larger values of U/t than
one would expect na¨ıvely. It has been argued32,33 that
near the Mott transition ring exchange destroys the long
2range magnetic order. In particular, for J ′ = J and
K ′ = K Motrunich32 found that AFM order is preserved
for small K/J . 0.14− 0.2034 but is destroyed for larger
K/J leading to a gapped spin liquid for K/J > 0.28.
However, this implies that applying pressure, which de-
creases U/t, should drive a magnetically ordered to spin
liquid transition; which has not been observed in the an-
tiferromagnetically ordered organic charge transfer salts
with t′ ≃ t.
The isotropic triangular lattice with multiple-spin ex-
change has been widely studied since the 1960s in the
context of solid 3He; for an extensive review of mag-
netism in solid 3He see Roger35 and references therein.
Since the early studies by Thouless,36 single monolay-
ers of solid 3He have been absorbed on graphite37,38
and several studies were performed to develop a the-
oretical understanding of the experiments in terms of
multiple spin-exchange models39–47. Additionally, mul-
tiple spin-exchange models have gained interest in frus-
trated spin systems, in particular the parent cuprate
high-temperature superconductors48–50.
The Heisenberg model on the isotropic triangular lat-
tice without ring exchange (J ′ = J , K = K ′ = 0) has
been studied extensively1,3. Anderson first proposed the
resonating valence bond (RVB) spin liquid state as a pos-
sible ground state of the isotropic triangular lattice51.
However, later numerical work52 has shown that the
ground state has ‘120◦ order’ - a special case of spiral
order, discussed below, with an ordering wavevectorQ =
(2pi/3, 2pi/3). A range of other methods have been used
to study the Heisenberg model on the anisotropic trian-
gular lattice including linear spin wave theory53,54, mod-
ified spin-wave theory55, series expansions12,56, the cou-
pled cluster method57, large-N expansions58, variational
Monte Carlo59, resonating valence bond theory15,19,60–62,
pseudo-fermion functional renormalization group63, slave
rotor theory64, renormalisation group65, and the density
matrix renormalisation group66. These calculations show
that for small J ′/J , Ne´el (pi, pi) order is realised and spi-
ral (q, q) long range AFM order is realized for J ′/J ∼ 1.
There remains controversy as to whether another state
is realized between these two phases, but no conclusive
evidence for a spin liquid ground state has been found in
this model.
The only works we are aware of to discuss the Heisen-
berg model on the anisotropic triangular lattice with ring
exchange consider two leg67 and four leg68 ladders. Both
studies suggest the existence of quantum spin liquids.
Therefore, it is important to ask how these states sur-
vive as one moves to the full two-dimensional problem.
Hauke55 has considered the fully anisotropic triangu-
lar lattice and argued that this can explain the phase
diagram of the organic charge transfer salts. Alternative
models such as the quarter-filled Hubbard model, with
each site representing a monomer69 and multi-orbital
models25 have also been proposed. These works do not
consider ring exchange and it is believed that additional
interaction terms beyond the nearest neighbour Heisen-
berg model need to be included to help understand and
explain why some materials have magnetically ordered or
spin liquid ground states.
Very recently we studied the effect of third nearest-
neighbour interactions within a mean-field Schwinger-
boson framework70 and found a spin-liquid phase for
J ′/J > 1.8 and J3/J . 0.1. Such terms can arrive as the
two-spin contribution from ring exchange. Majumdar et
al.71 has performed a spin-wave theory study to order
1/S2 of the effect of ring exchange on the Ne´el phase,
but only considered the four-spin terms and neglected
the two-spin renormalization. It is therefore interesting
to study the effect of the full ring-exchange term on the
observed magnetic properties of the anisotropic triangu-
lar lattice.
The aim of the present work is to investigate the ef-
fect of ring exchange on the magnetic properties of the
anisotropic triangular lattice, using linear spin-wave the-
ory. Linear spin-wave theory provides an important
benchmark, and is a good starting point for more tech-
nical studies. Furthermore, we will explicitly compare
the behaviour of the model keeping only spin-exchange
or four-spin exchange terms from ring exchange with the
full model considering both exchange terms.
For the full model we found Ne´el order is robust to
ring exchange for J ′/J ≪ 1, being stable up to around
J ′/J ≈ 0.59 for K/J ≈ 0.12. For K/J > 0.12, min-
ima develop along the (k, k) direction which cause the
Ne´el order to become destabilized. We also found that
the spiral phase was dramatically suppressed in the quan-
tum calculations. With strong quantum fluctuations, the
spiral phase was only able to survive up to K/J = 0.10
for J ′/J = 1 in constast to K/J = 1/3 found classically.
In the weakly-coupled chain limit of our model J ′/J ≫ 1
we found spiral order persists in the presence of weak
frustration from ring exchange (K ′/K ≪ 1). This is
highly analogous to the ‘order-by-disorder’ mechanism
due to quantum or thermal fluctuations72–74. In a large
region of the quantum phase diagram, the classically sta-
ble collinear phase is wiped out and replaced with a spin-
liquid phase. Analysis of the spin-wave spectra show that
the spin liquid is a consequence of competition between
classical ordered states.
The present work is organised as follows: in section
II we introduce the anisotropic triangular lattice with
ring exchange model. We consider the classical phase
diagrams for three variants of the ring exchange model
III. In section IV we present the spin-wave theory for-
malism, while in section V we consider the ground-state
properties: quantum phase diagram and staggered mag-
netization of the three models studied. In section VI we
discuss the elementary excitations of the three models, in
particular (i) the existence of minima along the diagonal
in the Ne´el phase and (ii) why the collinear phase is so
fragile to quantum fluctuations. In section VII we relate
our findings to the organic materials. Finally, in section
VIII we present our conclusions.
3FIG. 1: (a) Sketch of the anisotropic triangular lattice show-
ing the exchange interactions J and J ′, which act in the
nearest-neighbor and next-nearest neighbor along one diag-
onal directions as shown. (b) The three distinct ways to
draw the four-site plaquettes relevant to ring exchange on
the anisotropic triangular lattice. We have also shown the
x-y coordinate system in which we perform our analysis
II. HEISENBERG MODEL ON AN
ANISOTROPIC TRIANGULAR LATTICE WITH
RING EXCHANGE
We are interested in understanding the magnetic
properties of the S = 1/2 multiple-spin exchange
Hamiltonian36,40 on an anisotropic triangular lattice in-
volving ring exchange on four sites at T = 0:
Hˆ =
J
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s s
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J
2
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s
s
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J
2
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)
(1)
where J and J ′ measure the relative strengths of the near-
est neighbour and next-nearest neighbour spin exchange,
while K, and K ′ measure the relative strengths of the
ring exchange terms on four-sites (since there are three
ways to have four-site rings on the anisotropic triangu-
lar lattice c.f. Fig. 1). Note that we defined the ring
exchange coupling constants K/S2 and K ′/S2 to have a
meaningful semiclassical limit for S → ∞, i.e., so that
the two-spin exchanges are not negligible with respect
to the four-spin exchange terms in this limit. The per-
mutation operator which exchanges two spins on sites i
and j is given by Pˆij = 2Si · Sj + 12 and Sˆi is the usual
spin operator on site i, while Pˆijkl = Pˆij PˆjkPˆkl cyclically
permutes four spins around a plaquette, cf. Fig. 1(b).
At this point it is helpful to note that, to lowest order
in t/U and t′/U , K ′/K = J ′/J . In this work we take
this equality to hold, primarily to limit the size of the
parameter space of the model.
III. CLASSICAL PHASE DIAGRAM
Writing out the Hamiltonian in terms of spin operators
gives:
Hˆ = Hˆ2 + Hˆ
∗
2 + Hˆ4 (2)
The first term Hˆ2 arises from the usual Heisenberg ex-
change terms on the anisotropic triangular lattice
Hˆ2 = J
∑
t t
Si · Sj + J
∑
t
t
Si · Sj + J ′
∑
 t
t
Si · Sj
(3)
The next term Hˆ∗2 arises from the two-spin terms
from the four-spin permutation operators. Physi-
cally it dresses the nearest-neighbour and next-nearest-
neighbour exchange strengths and induces next-next
nearest neighbour contributions in the Heisenberg model:
Hˆ∗2 = (2K + 3K
′)
∑
t t
Si · Sj + (2K + 3K ′)
∑
t
t
Si · Sj
+ (K + 4K ′)
∑
 t
t
Si · Sj +K
∑
❅
t
t
Si · Sj
+ K ′
∑
✟✟t
t
Si · Sj +K ′
∑
✁
✁
t
t
Si · Sj
(4)
The final term consists of the four-spin plaquette terms
on the anisotropic triangular lattice.
Hˆ4 =
K
S2
∑
t t
t t
Tˆijkl +
K ′
S2
∑
   
t t
t t
Tˆijkl +
K ′
S2
∑
 
 
t
t
t t
Tˆijkl
(5)
where
Tˆijkl = (Si · Sj)(Sl · Sm) + (Si · Sm)(Sj · Sl)
− (Si · Sl)(Sj · Sm) (6)
We are interested in the relative effects of each of the
terms in Eq. (2). We will therefore explicitly compare
three models: (i) the full model given by Eq. (2), (ii)
the extended Heisenberg model, HˆeH = Hˆ2 + Hˆ
∗
2 , and
finally (ii) the four-spin plaquette model HˆP = Hˆ2+ Hˆ4.
From now on, these three models will be referred to as the
“full”, “extended Heisenberg”, and “plaquette” models.
The four-spin terms in Eq. (6) are decoupled in a lead-
ing order mean-field approximation taking
〈Sα · Sβ〉 = S2 cos(Q · δαβ) (7)
so that
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FIG. 2: Classical phase diagrams for the (a) full, (b) extended Heisenberg and (c) plaquette models. The four-spin terms in the
Hamiltonian Hˆ4 contribute as trivial constants classically, resulting in the full and extended Heisenberg models having identical
classical phase diagrams.
1
S2
(Sα · Sβ)(Sγ · Sδ) = cos(Q · δαβ)Sγ · Sδ + cos(Q · δγδ)Sα · Sβ − S2 cos(Q · δαβ) cos(Q · δγδ) (8)
At this level of approximation ring-exchange contributes by dressing the effective two spin exchange and, in partic-
ular, introduces additional long-range frustrated interactions
Jxˆ = J + 2K + 3K
′ + 2(K +K ′) cos(Qx)−K ′ cos(Qx + 2Qy)
Jyˆ = J + 2K + 3K
′ + 2(K +K ′) cos(Qy)−K ′ cos(2Qx +Qy)
Jxˆ+yˆ = J
′ +K + 4K ′ + 4K ′ cos(Qx +Qy)−K cos(Qx −Qy)
Jxˆ−yˆ = K(1− cos(Qx +Qy))
J2xˆ+yˆ = K
′(1− cos(Qy))
Jxˆ+2yˆ = K
′(1− cos(Qx)) (9)
where Jηˆ describes an antiferromagnetic exchange interaction in the ηˆ direction. Here xˆ and yˆ are vectors of length
one lattice spacing in the x and y directions respectively (cf. Fig. 1(a)). All other Jηˆ are zero.
The classical ground-state energy per site for the full model is
E
(0)
GS
NS2
= J
(
cos(Qx) + cos(Qy)
)
+ J ′ cos(Qx +Qy) +K
(
1 + 2 cos(Qx) + 2 cos(Qy) + 2 cos(Qx) cos(Qy)
)
+K ′
(
2 + 3 cos(Qx) + 3 cos(Qy) + 4 cos(Qx +Qy) + cos(2Qx +Qy) + cos(Qx + 2Qy)
)
. (10)
We note that the four-spin contibution (Eq. (5)) to the classical ground state energy leads to a trivial constantK+K ′
and the energies (and thence all other properties) of the full and extended Heisenberg models are identical.
To calculate the classical phase diagram we considered Ne´el, collinear, and spiral phases with ordering vectors
Q = (pi, pi), Q = (pi, 0), and Q = (q, q) respectively. We also considered several other phases including the diagonal,
incommensurate spiral, columnar dimer and diagonal dimer phases with Q = (pi/2, pi/2), Q = (pi, q), Q = (q − pi, q)
and Q = (pi− 2q, q) respectively when considering the classical phase diagram but these are all higher in energy. The
ordering vector for the commensurate spiral phase q is found by minimizing Eq. (10) with respect to q assuming
Qx = Qy = q. We find that the spiral ordering vector for the full and extended Heisenberg models depend on ring
exchange, and are given by
q = cos−1
(
− J
′ +K + 4K ′ −
√
(J ′ +K + 4K ′)2 − 12(J + 2K)K ′
12K ′
)
(11)
whereas for the plaquette model we find
q = cos−1
(
− J
2J ′
)
(12)
In Fig. 2 we plot the classical phase diagrams obtained
5for the three models. For K = 0 we observe a transi-
tion from Ne´el to spiral order with q = cos−1(−J/2J ′)
for J ′/J = 0.5, consistent with previous studies of the
Heisenberg model53,54. With increasing ring exchange
the Ne´el and collinear phases are stabilized, while the spi-
ral order is destabilized in the full and extended Heisen-
berg models. Even at the classical level the spiral phase
is most stable to ring exchange when J ′ = J . We will
see below that this stabilisation of the spiral phase is
reflected in the quantum calculations.
For the plaquette model, we find that the critical point
between the Ne´el and spiral phases is independent of ring
exchange classically since the ordering vector for the spi-
ral phase in this model (Eq. (12)) is independent of ring
exchange. The collinear phase is not observed in the pla-
quette models since it is always higher in energy than the
spiral ordering.
IV. LINEAR SPIN-WAVE THEORY
We study the quantum phase diagram and elementary
excitations for S = 1/2 at T = 0 using linear spin-wave
theory. It is convenient75,76 to assume that the spins lie
in the x−z plane and rotate the quantum projection axis
of the spins at each site along its classical direction:
Sˆx
′
i = S˜
x
i cos(θi) + S˜
z
i sin(θi)
Sˆy
′
i = S˜
y
i
Sˆz
′
i = −S˜xi sin(θi) + S˜zi cos(θi) (13)
Here θi = Q·ri, where ri is the position of the ith spin and
Q = (Qx, Qy) is the ordering vector of the lattice. This
simplifies the spin-wave treatment with the result that
only one, rather than three, species of boson is required
to describe the spin operators.
The bosonization of the spin operators is performed
via the Holstein-Primakov transformation
S˜zi = S − aˆ†i aˆi
S˜+i =
√
2S − aˆ†i aˆiaˆi
S˜−i = aˆ
†
i
√
2S − aˆ†i aˆi (14)
where S˜±i = S˜
x
i ± iS˜yi with subsequent expansion of
square roots in powers of a†iai/(2S). Linear spin-wave
theory takes the leading order terms in a 1/S expansion,
which describe noninteracting spin waves. Performing a
Fourier transform of the bosonic operators results in the
following Hamiltonian
HˆLSWT = 2S
∑
k
[
Aka
†
kak−
Bk
2
(a†ka
†
−k+aka−k)
]
(15)
where
Ak =
∑
η
Jη
2
cos(k · δη)(cos(Q · δη) + 1)− Jη cos(Q · δη)
Bk =
∑
η
Jη
2
cos(k · δη)(1 − cos(Q · δη)) (16)
Introducing the Fourier transform of the exchange inter-
action
Jk =
∑
η
Jη cos(k · δη) (17)
allows us to conveniently express the functions Ak and
Bk through Jk as
Ak =
1
4
[
JQ+k + JQ−k
]
+
Jk
2
− JQ
Bk =
Jk
2
− 1
4
[
JQ+k + JQ−k
]
(18)
We proceed by diagonalizing Eq. (15) via a Bogoliubov
transformation
a†k = ukα
†
k + vkα−k
ak = ukαk + vkα
†
−k (19)
where
uk =
√
Ak
ωk
+
1
2
vk = sgn(Bk)
√
Ak
ωk
− 1
2
(20)
which yields
Hˆ = E
(0)
GS +
1
2
∑
k
(ωk −Ak) +
∑
k
ωkαˆ
†
kαˆk (21)
where the spin-excitation spectrum, ωk, reads
ωk = 2S
√
(Jk − JQ)([JQ+k + JQ−k]/2− JQ) (22)
It is already clear from Eq. (22) that the magnon spec-
trum has zeros at k = 0 and k = ±Q in the two-
dimensional Brillouin zone.
In studying the quantum phase diagram a key quantity
is the staggered magnetization,
ms = 〈S˜zi 〉 = S +
1
2
− 1
8pi2
∫
BZ
Ak
ωk
d2k (23)
as ms vanishes in a a quantum disordered state.
V. GROUND-STATE PROPERTIES
A. Quantum Phase Diagrams
The quantum phase diagrams for the three models are
shown in Fig. 3. All three models are equivalent for
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FIG. 3: (Color online) Quantum phase diagrams for (a) the full and extended Heisenberg models and (b) for the plaquette
model. It is clear that, even in these semiclassical calculations, quantum fluctuations strongly suppress long-range order in
the full and extended Heisenberg models when ring exchange is introduced. In addition we have marked the critical end point
where the staggered magnetization transitions from a second order phase transition to a first order phase transition with a red
cross.
K/J = K ′/J = 0.0. This model has been studied via
LSWT previously.53,54 As in these studies we find a quan-
tum critical point driven by the vanishing of the spin-
wave velocity at J ′/J = 0.5 and a quantum disordered
phase for J ′/J & 3.75.
1. Full Model
In the full model (Fig. 3(a)) ring-exchange ini-
tially favours Ne´el order until the critical value of ring-
exchange, Kc, further increase of the ring-exchange cou-
pling destabilizes Ne´el order. Similar behaviour was ob-
served by Majumdar et al.71. Interestingly for K < Kc
the transition between the Ne´el and spin liquid phases is
second order, but for K > Kc this transition is first order
(cf. Figs. 4 and 5).
We also found that the spiral phase was dramatically
suppressed in the quantum calculations compared to that
found classically; the spiral phase only survives up to
K/J = 0.10 for J ′/J = 1 in constast to K/J = 1/3,
found classically. In a large region of the quantum phase
diagram, the classically stable collinear phase is wiped
out and replaced with a spin-liquid phase.
The behavior that we observe in the quantum
phase diagram is highly analogous to the ‘order-
by-disorder’ mechanism due to quantum or thermal
fluctuations72–74,77. In this mechanism, the fluctuations
determine which ground-states are stabilized and hence
selected.
For the isotropic case (J ′/J = 1) we found spiral or-
der persists for K/J < 0.1. Previously Motrunich32
predicted spiral order to be preserved for small K/J .
0.14 − 0.2034 but be destroyed for larger K/J leading
to a gapped spin-liquid for K/J > 0.28. Addition-
ally, Kubo and Momoi considered numerous mean-field
ground states with up to 144 sublattices46. In zero mag-
netic field they found the spiral phase with 120◦ order
exists for K/J < 0.1. Our results are consistent with
both of these studies.
The most striking feature of the phase diagram is that,
even in this semi-classical theory, quantum fluctuations
destroy long range magnetic order over large areas of the
phase diagram. These quantum disordered regions occur
in the parameter region consistent with DMRG calcula-
tions on four-leg triangular ladders.68
2. Extended Heisenberg and Plaquette Models
For the extended Heisenberg model (Fig. 3(b)) we find
that Ne´el order is stabilized by ring exchange and extends
to the isotropic case (J ′/J = 1) for K/J ≈ 0.44 where it
undergoes a first-order transition to the collinear phase.
Additionally, we find that the spiral phase was suppressed
in the quantum calculations relative to that found clas-
sically, although not as dramaticaly as in the full model.
However, unlike the full model, the collinear phase is
stable, although suppressed in the extended Heisenberg
model. Furthermore, like the case for the full model,
we found that the extended Heisenberg model also sus-
tains a sizeable spin-liquid phase. This is consistent with
our recent Schwinger boson mean-field theory study of
the effect of the third-nearest neighbour exchange terms
on the magnetic properties of the anisotropic triangular
lattice.70
For the plaquette model in Fig. 3(c), we find that the
Ne´el phase is stable for all J ′/J ≤ 0.5 up to K/J ≈ 0.1,
but further increasing ring exchange drives a quantum
disordered phase for J ′/J ∼ 0.5. Additionally there is a
spin liquid phase for all K/J ≥ 0 for J ′/J > 3.75. For
0.5 < J ′/J < 3.75 spiral order is robust to ring exchange,
as predicted classically.
Understanding the competing orders in both the ex-
tended Heisenberg and plaquette models is helpful in un-
derstanding the competing orders in the full model. The
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FIG. 4: (Color online) Staggered magnetization for the anisotropic triangular lattice with ring exchange calculated using linear
spin-wave theory (LSWT). In each plot we show the Ne´el-spiral transition for the (a) full model, (b) extended Heisenberg and
(c) plaquette models.
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FIG. 5: (Color online) Staggered magnetization for the anisotropic triangular lattice with ring exchange calculated using linear
spin-wave theory (LSWT). In each plot we show the destabilization of Ne´el order for the (a) full model, (b) extended Heisenberg
and (c) plaquette models.
behaviour of the Ne´el phase in the full model (see Fig.
3(a)) is as follows. For moderate values of K/J , the two-
spin renormalization of the Heisenberg terms by ring ex-
change help stabilize Ne´el order while for large values of
K/J the four-spin terms from ring exchange render the
Ne´el phase unstable since such terms drive the develop-
ment of a spin liquid phase. The change in order of the
Ne´el-spin liquid phase transition is also consistent with
this picture, as the phase transition remains second or-
der in the extended Heisenberg model of all K, whereas
this phase transition is always first order in the plaquette
model. Similarly, the development of a large spin-liquid
phase for large K/J in the full model can be understood
from the two-spin ring contributions wanting to drive a
collinear ground state while the four-spin terms favor a
spiral ground state.
B. Staggered Magnetization
In Fig. 4(a) we present the staggered magnetization
for the full model for the Ne´el and spiral phases as a
function of J ′/J for several values of K/J . The strong
dip in the magnetization in the region 0.5 − 0.8 for the
values of K/J considered, indicates a disordered interme-
diate phase. The nature of the ground-state cannot be
determined from linear spin-wave theory and will have to
be determined by more sophisticated techniques.
Examination of the staggered magnetization in this pa-
rameter region indicates that both the Ne´el-spin liquid
and spiral-spin liquid phase boundaries are lines of sec-
ond order phase transitions vanishing at a quantum crit-
ical point at K = K ′ = 0, J ′/J = 0.5. This is consistent
with what has previously been found in the K = K ′ = 0
case53,54.
In Fig. 4(b) and (c) we present the staggered magneti-
zation for the extended Heisenberg and plaquette models
respectively for the Ne´el and spiral phases as a function
of J ′/J for several values of K/J . We observe that the
two and four spin terms compete with each other with
the former decreasing mst while the latter increasing mst
with incrasing K/J . This results in the negligible change
in mst in the Ne´el phase of the full model in Fig. 4(a).
Furthermore, we observe the suppression of the spiral
phase with increasing K/J is driven purely by the two-
spin terms.
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FIG. 6: (Color online) Comparison of spin-excitation spectrum on the square lattice obtained using (a) the full model Hˆ =
Hˆ2 + Hˆ
∗
2 + Hˆ4 and (b) the plaquette model Hˆ = Hˆ2 + Hˆ4.
In Fig. 5 we present the staggered magnetization in the
Ne´el phase for each of the three models. For the full and
plaquette models we observe that for small values ofK/J
the Ne´el order undegoes a second order phase transition
to the spiral phase (Fig. 5(a) and (c)), while for moder-
ate K/J the transition from Ne´el order to the spin-liquid
phase is clearly first order. Therefore, the transition from
enhancement to suppression of Ne´el order with increasing
K/J can be understood in terms of a quantum critical
endpoint being reached where the quantum phase tran-
sition changes from second-order to first-order (marked
by a red X in Fig. 3(a)). For the extended Heisenberg
model we observe that for large K/J the transition from
Ne´el to collinear order is first order.
VI. SPIN-EXCITATION SPECTRA
We begin our discussion of the excitation spectra by
considering the Ne´el phase. In the Ne´el phase of the
full model the antiferromagnetic exchange constants (Eq.
(9)) reduce to
Jxˆ = Jyˆ = J + 2K
′
Jxˆ+yˆ = J
′ + 8K ′
Jxˆ−yˆ = 0
J2xˆ+yˆ = Jxˆ+2yˆ = 2K
′ (24)
For the square lattice K ′ = J ′ = 0, since K ′ = J ′K, the
spin-wave dispersion is independent of the ring exchange
coupling K in the full model, Eq. (1),
ω2k =
(
2J − J ′ + J(cos(kx) + cos(ky)) + J ′ cos(kx + ky)
)
×
(
2J − J ′ − J(cos(kx) + cos(ky)) + J ′ cos(kx + ky)
)
(25)
We plot this in Fig. 6.
In the plaquette model the antiferromagnetic exchange
constants (Eq. (9)) in the Ne´el phase are
Jxˆ = Jyˆ = J − 2K −K ′
Jxˆ+yˆ = J
′ + 4K ′ −K
Jxˆ−yˆ = 0
J2xˆ+yˆ = Jxˆ+2yˆ = 2K
′ (26)
However, the effect of ring exchange is opposite to that
of the plaquette model, this results in the the near inde-
pendence of the spin-excitation spectrum observed of the
full model to ring-exchange observed in Fig. 6(a).
A. Excitation Spectra For The Full Model
In Fig. 7(a) we plot the calculated spectra in the Ne´el
phase for J ′ = 0.5. We find that increasing K/J leads to
the softening of the mode at k = (pi, 0) and another along
the diagonal 0-pi direction, where 0 = (0, 0) and pi =
(pi, pi). The later is more physically significant as it drives
the Ne´el-spin liquid transition. For sufficiently largeK/J
local minima in ωk emerge at k = kN = (kN , kN ) and
k = pi − kN with
kN = arccos
(√
[κ1 −√κ2]/K ′2
8
√
3
)
(27)
where
κ1 = J
′2 + 16K ′(J ′ − J + 8K ′)
κ2 = J
′4 + 32K ′(J ′3 − J ′2(J − 4K ′)− 4J ′K ′(J + 4K ′)
+2K ′(J + 4K ′)2) (28)
As K/J is further increased these minima deepen and
eventually ωkN = ωpi−kN becomes imaginary (ω
2
kN
< 0).
The softening of these modes can be understood by con-
sidering them to be massive modes with an “effective
mass”
1
m∗
=
∂2ωk
∂k2
∣∣∣∣
k0
(29)
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FIG. 7: (Color online) Spin-excitation spectra calculated for the full model for (a) the Ne´el phase with J ′/J = 0.5 as well as
for the commensurate spiral phase J ′/J = 0.7 (b), J ′/J = 1.0 (c) and J ′/J = 2.0 (d). In (a)-(d) we mark spiral ordering
vectors kN , qb, qc and qd with kN ≈ 0.40pi, qb ≈ 0.76pi, qc = 23pi and qd ≈ 0.58pi. In all cases ring exchange increases the
competition between the different classical phases, which causes a dramatical softening of the dispersion at the competing
ordering wavevectors in (a)-(c). Above the critical value of the ring exchange the dispersion becomes imaginary at these
wavevectors - thus the competition between the different ordered phases is seen to be directly responsible for the quantum
disordered phases.
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FIG. 8: (Color online) (a) spin-wave gap and (b) effective masses for the Ne´el phase of the full model as functions of K/J for
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the effective masses we calculate the derivative along the diagonal k = (k, k) and perpendicular k = (kN/
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the k = (pi, 0) mode we calculate the derivative along the boundary (pi, k) and (k, pi) directions as well as along the diagonal
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respectively.
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FIG. 9: (Color online) Minimum value of ω2k assuming Q =
(pi, 0) ordering. In (a) we use ω2k obtained using the full model
(Eq. (30)); in (b) we use the spectrum calculated using the
extended Heisenberg model (Eq. (31)); while in (c) we use the
spectrum calculated using the plaquette model (Eq. (32)).
Calculations were performed using LSWT.
where k0 is the momentum of the mode of interest, i.e.,
the momentum where the local minimum occurs. In
Fig 8 we plot the (a) gap and (b) effective mass of the
k = (kN , kN ) and k = (pi, 0) modes in the Ne´el phase
for J ′/J = 0.5 as functions of K/J . In calculating the
effective masses we calculate the derivative along the
k = (k, k) and k = (kN/
√
2 + k, kN/
√
2 − k) directions
for the k = (kN , kN ) mode. Similarly for the k = (pi, 0)
mode we calculate the derivative along the (pi, k) and
(k, pi) directions as well as along (pi/2 + k, pi/2 − k) and
(pi/2 + k,−pi/2 + k) directions.
With increasing ring exchange we observe that the ef-
fective masses of both modes decrease. Eventually the
k = (kN , kN ) mode becomes massless and Goldstone’s
theorem implies that the long-range order commensurate
with that mode competes with the Ne´el phase. This leads
to an instability of the Ne´el phase. This is a clear indica-
tion that Ne´el order has become unstable due to compe-
tition with the spiral phase. Explicit calculation shows
that long range spiral order with Q = kN or pi − kN is
also unstable in this parameter regime. Generally, the
instability of ordered phases for K/J > 0 results from
the competition between two (or more) classical orders.
It is the competition between Ne´el (Q = pi) and spiral
(Q = kN) order destroys the Ne´el long range order in the
full model. This is very different from the mechanism for
the vanishing of long range order at the quantum critical
point in the K = 0 limit which has been shown53,54 to
be due to the vanishing of the spin-wave velocity along
0-pi and can be observed in Fig. 7(a).
In Fig. 7(b)-(d) we plot the spectra in the spiral phase
for J ′ = 0.7, J ′ = J and J ′ = 2J . In all three cases
one can clearly observe the expected Goldstone modes at
k = 0 and k = Q = (q, q). In the spiral phase increasing
K/J induces softenings at k = pi and k = (pi, 0), i.e.,
at the momenta of the Goldstone modes of the Ne´el and
collinear phases respectively. For J ′/J = K ′/K < 1 the
mode softens most rapidly at k = pi. For sufficiently
large K/J we find that ωpi becomes imaginary (as ω
2
pi
becomes negative) indicating that the competition with
the Ne´el phase has destroyed the long range spiral order.
For J ′/J = K ′/K > 1 the mode softens most rapidly at
k = (pi, 0). For sufficiently large K/J we find that ω(pi,0)
becomes imaginary indicating that the competition with
the collinear phase has destroyed the long range spiral
order. At J ′/J = K ′/K = 1 (Fig. 7(c)) both the Ne´el
and collinear phases compete with the spiral phases (as
one would suspect from the classical phase diagram, Fig.
2(a)) and the dispersion becomes imaginary at k = pi
and k = (pi, 0) simultaneously and likewise their effec-
tive masses also vanish simultaneously. A similar mini-
mum at (pi, 0) has been found from series expansions for
the Heisenberg model on an anisotropic triangular lattice
with no ring exchange due to recombination of particle-
hole spinon pairs of momenta: (pi/2, pi/2), (−pi/2,−pi/2)
into magnons12,56 in that case.
It is also interesting to note that for J ′ = J , the spiral
order is more robust to the disordering effects induced
by the ring exchange than for any other value of J ′/J
even classically. The effective two spin exchange cou-
plings of Hamiltonian (1) are J˜ ′ = J ′ + K + 4K ′ and
J˜ = J+2K+3K ′ implying that J˜ ′ = J˜ for all K/J when
J ′/J = K ′/K = 1. Furthermore, the strong geometrical
frustration suppresses Ne´el and collinear phases thereby
decreasing their ability to compete with spiral phase and
drive an instability to the quantum spin liquid.
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B. Absence of Collinear Phase in Quantum
Calculations
We found that, in the parameter range covered by Fig.
2, the collinear phase is classically stable (see Fig. 2(a)).
However, in the quantum phase diagram (see Fig. 3(a))
the collinear phase is always unstable as there is always
some point (or, typically, area) of the Brillouin zone for
which ω2k < 0. To demonstrate that the spectrum is
unstable in the full model we write down explicitly the
expression for ω2k assuming Q = (pi, 0) ordering:
ω2k =
(
J ′ +
[
J + 4(K +K ′)
]
cos(ky)
)2
−
(
cos(kx)
[
J + 2K ′ + 4K cos(ky)
]
+ J ′ cos(kx + ky) + 2K
′ cos(kx + 2ky)
)2
(30)
In Fig. 9(a) we plot the minimum values (with respect
to k) of Eq. (30) and notice that ω2k ≤ −1 for the entire
parameter space considered. Therefore we conclude that
competition with other classical phases means that the
collinear phase is not stable in our calculations.
An important question to answer is why is the collinear
phase so fragile in the quantum calculations for the full
model. To address this we consider explicit expressions
for the spin-excitation spectrum in the collinear phase for
the extended Heisenberg
ω2k,eH =
(
J ′ + 2K + 4K ′ + (J + 2K + 3K ′) cos(ky) +K
′ cos(2kx + ky)
)2
−
(
(J + 2K + 3K ′) cos(kx) +K cos(kx − ky)
+(J ′ +K + 4K ′) cos(kx + ky) +K
′ cos(kx + 2ky)
)2
, (31)
and plaquette models
ω2k,P =
(
J ′ − 2K − 4K ′ + (J + 2K +K ′) cos(ky)−K ′ cos(2kx + ky)
)2
−
(
(J − 2K −K ′) cos(kx) +K cos(kx − ky)
+(J ′ +K − 4K ′) cos(kx + ky) +K ′ cos(kx + 2ky)
)2
(32)
We plot the values of the minima (with respect to k) of
Eqs. (31) and Eq. (32) in Figs. 9(b) and (c). There is
a broad region of the phase diagram where the collinear
phase is stable for the extended Heisenberg model, but is
unstable in the entire parameter space considered for the
plaquette model. Therefore, we conclude that it is the
four-site ring exchange terms, rather than the renormal-
ization of the exchange couplings that destabilizes the
collinear phase.
One might wonder whether the instability of the
collinear phase at harmonic order (leading order in 1/S)
in the spin wave calculations is due to the spin waves
in this phase not being properly described by this level
of treatment. Hartree-Fock corrections, coming from the
spin-wave interaction terms could stabilize the collinear
phase. We have performed such a calculation but we
find that the collinear phase is also unstable for the full
model with points (or regions) of the Brillouin zone where
the renormalized spin excitation spectrum is imaginary.
We will discuss this calculation in detail in a forthcom-
ing manuscript, where we will calculate the full quantum
phase diagram using Hartree-Fock mean-field theory.
VII. COMPARISON WITH ORGANICS
So far we have limited the discussion to the spin de-
grees of freedom only. However, in the materials of in-
terest, particularly the organic charge transfer salts, the
charge degrees of freedom eventually become important
and a Mott transition occurs under pressure. For J ′ = J
(120◦) spiral order is found for K/J . 0.1. To lowest
order U/t =
√
20J/K, which would suggest that the
spiral-spin liquid transition occurs at U/t ≃ 14 which
is in good agreement with the previous calculations of
Motrunich32 and Yang et al.33 for the isotropic trian-
gular lattice model. This is also close to the estimated
value of the critical ratio of U/t for the Mott transition
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FIG. 10: (Color online) Qualitative sketch of a proposed phase
diagram for the Hubbard model on the anisotropic triangular
lattice with ring exchange based on the LSWT calculations
reported here and electronic structure calculations22 .
on the triangular lattice79. This suggests that for J ′ ∼ J
there is a direct transition from a spiral ordered Mott
insulator to a metal as pressure is increased, which is
believed to decrease U/t.3,8,80,81 This is consistent with
the observation22 that organic charge transfer salts with
t′ ≃ t undergo a Mott transition directly from a magneti-
cally ordered phase to a superconducting/metallic phase.
Whereas salts with J ′/J ∼ 0.8 display spin liquid (or
other exotic quantum) phases.
In Fig. 10 we present a qualitative sketch of a proposed
phase diagram for the Hubbard model on the anisotropic
triangular lattice with ring exchange. The boundary
lines for the Ne´el and spiral ordered phases are based
on the linear spin-wave theory for the full model, re-
ported above. It is well known that the perfect nesting of
the square lattice means that is insulating for arbitrarily
small U/t. For t′ = t it is found, numerically, that the
Mott transition occurs at around U/t = 10−15, depend-
ing on the method used.3,15–21,79 The metal-insulator
transition line in Fig. 10 is simply a smooth curve joining
these points. Nevertheless this simple analysis suggests
that there will be a region of the phase diagram in the full
model where the magnetic orderings compete strongly
enough to induce a stable spin-liquid region. Comparing
the observed phase diagrams of the κ-(BEDT-TTF)2X
and Y [Pd(dmit)2]2 salts to this picture and taking into
account the frustration (J ′/J) estimated from first prin-
ciples calculations22 one finds that this is consistent with
what is observed experimentally.
VIII. CONCLUSIONS
In this paper we have shown that the competition be-
tween different long range order states creates a quan-
tum disordered phase in the anisotropic triangular lattice
Heisenberg model with ring exchange even at the semi-
classical level. Analysis of the spin wave spectra show
that the spin liquid state is a consequence of competition
between classical ordered states. Thus we conclude that
the interplay of ring exchange and geometrical frustra-
tion is responsible for the spin liquid state found. Our
results are relevant to weak Mott insulators i.e. insu-
lators lying close to the insulator-to-metal transition so
that ring exchange is relevant.
A future challenge is understanding ring exchange ef-
fects on two-dimensional metals close to the Mott transi-
tion which may lead to exotic non-Fermi liquid d-wave82
phases.
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