Introduction
Recently, the processing of point cloud, which comprises an irregular set of 3D points, has drawn a lot of attention, due to its wide range of applications such as robot manipulation [19] and autonomous driving [30] . However, modern applications usually demand for a high-level understanding of point cloud, i.e., identifying the implicit 3D shape pattern. This is quite challenging, since the diverse shapes, abstractly formed by these irregular points, are often hardly distinguishable. For this issue, it is essential to capture sufficiently contextual semantic information for a thorough grasp of the elusive shape (see Fig. 1 for details).
Over the past few years, convolutional neural network (CNN) has demonstrated its powerful abstraction ability of semantic information in image recognition field [60] . Ac-* Corresponding author: Bin Fan Figure 1 . Motivation: sufficiently contextual semantic information is essential for a thorough grasp of the elusive shape formed by point cloud. The " bottle" is misidentified as the " vase" by Point-Net [31] , while with sufficient context aggregated, it can be accurately recognized. Here, we only illustrate the multi-level context around the blue point for visual clearness. cordingly, much effort is focused on replicating its remarkable success on the analysis of image [21, 40] , i.e., regular grid data, to irregular point cloud processing [33, 18, 34, 48, 58, 26] . A straightforward strategy is to transform point cloud into regular voxels [52, 27, 4] or multi-view images [43, 3, 6] , for easy application of CNN. These transformations, however, usually lead to much loss of rich 3D geometric information, as well as high complexity.
Another difficult yet attractive solution is to learn directly from irregular point cloud. PointNet [31] , a pioneer in this direction, achieves the permutation invariance of points by learning over each point independently, then applying a symmetric function to accumulate features. Though impressive, it ignores local patterns that have been proven to be important for abstracting high-level visual semantics in image CNN [60] . To remedy this defect, KCNet [38] mines local patterns by creating a k-NN graph over each point in Point-Net. Nevertheless, it inherits another defect of PointNet, i.e., no pooling layer to explicitly raise the level of semantics. PointNet++ [33] hierarchically groups point cloud into local subsets and learns on them by PointNet. This design indeed works like CNN, but the basic operator, PointNet, demands high complexity for enough effectiveness.
Besides high-level semantics, contextual information, which reflects the potential semantic dependencies between a target pattern and its surroundings [29] , is also critical for shape pattern recognition. A typical approach in this view is multi-scale learning. Accordingly, PointNet++ [33] directly applies multi-scale grouping in each layer, i.e., capturing context at the same semantic level. This way, however, is suboptimal as it ignores the inherent difference in semantic levels at different scales, and often causes huge computational cost, especially for lots of scales. M ultiresolution grouping [33] can partly alleviate the latter issue, yet actually, it also abandons crucial context acquisition. ShapeContextNet [54] finds another strategy inspired by shape context [2] . It applies self-attention [47] in each layer of PointNet [31] to dynamically learn the relation weight among all points, and regards this weight as global shape context. Though fully automatic, it lacks an explicit semantic abstraction like CNN from local to global, and the weight matrix N x N in self-attention can cause huge complexity when the number of points N increases.
In short, there are mainly two key requirements to exploit CNN for effective learning on point cloud: 1) A convolution operator on point cloud, which can be permutation invariant to unordered points, and can achieve efficient inductive learning of local patterns, is required; 2) A deep hierarchy, which can acquire sufficiently contextual semantics for accurate shape recognition, is also required.
Accordingly, we propose DensePoint, a general architecture to learn densely contextual representation for point cloud processing, as illustrated in Fig. 2 . Technically, DensePoint extends regular grid CNN to irregular point configuration by generalizing a convolution operator, which holds the permutation invariance of points, and respects the convolutional properties, i.e., local connectivity and weight sharing. Owing to its efficient inductive learning of local patterns, a deep hierarchy can be easily built in DensePoint for semantic abstraction. Architecturally, DensePoint finds inspiration from dense connection mode [ 12] , to repeatedly aggregate multi-level and multi-scale semantics in the deep hierarchy. As a result, densely contextual information along with rich semantics, can be acquired by DensePoint in an organic manner, making it highly effective.
The key contributions are highlighted as follows:
• A generalized convolution operator is formulated. It is permutation invariant to points, and respects the convolutional properties of local connectivity and weight sharing, thus extending regular grid CNN to irregular configuration for efficient point cloud processing. • A general architecture equipped with the generalized convolution operator to learn densely contextual representation of point cloud, i.e., DensePoint, is proposed. It can acquire sufficiently contextual semantic information for accurate recognition of the implicit shape. • Comprehensive experiments on challenging benchmarks across four tasks, i.e., shape classification, shape retrieval, part segmentation and normal estimation, as well as thorough model analysis, demonstrate that DensePoint achieves the state of the arts.
Related Work
In this section, we briefly review existing deep learning methods for 3D shape learning. View-based and volumetric methods. View-based methods [43, 3, 6, 53, 7, 32, 13 ] represent a 3D shape as a collection of 2D views, over which classic CNN used in image analysis field can be easily applied. However, 2D projections could cause much loss of 3D shape information due to many self-occlusions. Volumetric methods convert a 3D shape into a regular 3D grid [52, 27, 4] , over which 3D CNN [46] can be employed. The main limitation is the quantization loss of 3D shape information due to the low resolution enforced by 3D grid. Although this issue can be partly rescued by recent space partition methods like K-d trees [20] or octrees [49, 44, 35, 50] , they still rely on a subdivision of a bounding volume. By contrast, our work devotes to learn directly from irregular 3D point cloud. Deep learning on point cloud. Much effort has been focused on learning directly on point cloud. PointNet [31] pioneers this route by learning on each point independently and accumulating the final features. Yet it ignores local patterns, which limits its semantic learning ability. Accordingly, some works [33, 5, 38] partition point cloud into local subsets and learn on them based on PointNet. Some other works introduce graph convolutional network to learn over a local graph [48, 45, 24] or geometric elements [22] . However, these methods either lack an explicit semantic abstraction like CNN from local to global, or cause considerable complexity. By contrast, our work extends regular grid CNN to irregular point configuration, achieving efficient learning for point cloud processing.
In addition, there are some works mapping point cloud into a regular space to facilitate the application of classic CNN, e.g., a sparse lattice structure [42] with bilateral convolution [ 17] or a continuous volumetric function [ 1] with 3D CNN. Nevertheless, in our case, we learn directly from irregular point cloud, which is much more challenging. Contextual learning on point cloud. Contextual information is important for identifying the implicit shape pattern. PointNet++ [33] follows the traditional multi-scale learning by directly capturing context on the same layer, which often causes huge complexity. Hence an alternate called multi-resolution grouping [33] is devised for efficiency. It forces each layer to learn from its previous layer and the raw input (on the same local region) simultaneously. However, this can be less effective as it actually abandons crucial context acquisition. ShapeContextNet [54] finds another strategy inspired by shape context [2] . Instead of the traditional handcrafted design, it applies self-attention [47] to dynamically learn a weight for all point pairs. Though fully automatic, it lacks a local-to-global semantic learning like CNN. By contrast, we develop a deep hierarchy by an efficient generalized convolution operator, and organically aggregate multi-level contextual semantics in this hierarchy.
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Layer #2 □ Layer#3 □ Layer# 4 □ Layer# 5 □ receptivefield Figure 2 . The illustration of DensePoint. It extends regular grid CNN to irregular point configuration by an efficient generalized convolution operator (PConv in Eq. (1)). Instead of classic CNN architecture with layer-by-layer connections, it finds inspiration from dense connection mode [ 12] , to repeatedly aggregate multi-level along with multi-scale semantics in an organic manner. To avoid high complexity in deep layers, it forces the output of each layer to be equally narrow with a small constant k (e.g., 24) . As a result, densely contextual representation can be learned efficiently for point cloud processing. Here, N is the number of points while C, C* and k denote feature dimension.
Method
In this section, we first describe the generalized convolution operator and the pooling operator on point cloud. Then, we present DensePoint, and elaborate how it learns densely contextual representation for point cloud processing.
Convolution and Pooling on Point Cloud
PConv: convolution on point cloud. Classic convolution on the image operates on a local grid region (i.e., local connectivity), and the convolution filter weights of this grid region are shared along the spatial dimension (i.e., weight sharing). However, this operation is difficult to implement on point cloud due to the irregularity of points. To deal with this problem, we decompose the classic convolution into two core steps, i.e., feature transformation and feature aggregation. Accordingly, a generalized convolution on point cloud can be formulated as
where both x and x n denote a 3D point in R3, and f is feature vector. N (x ), the neighborhood formed by a local point cloud to convolve, is sampled from the whole point cloud by taking a sampled point x as the centroid, and the nearby points as its neighbors x n. f n (x), the convolutional result as the inductive representation of N (x ), is obtained by: (i) performing a feature transformation with function 0 on each point in N (x ); (ii) applying a aggregation function p to aggregate these transformed features. Finally, as shown in the upper part of Fig. 2 (PConv), similar to classic grid convolution, f n (x) is assigned to be the feature vector of the centroid point x in the next layer. Noticeably, some previous works such as [33] also use this general formulation.
In Eq. (1), f n (x) can be permutation invariant only when the inner function 0 is shared over each point in N (x ), and the outer function p is symmetric (e.g., sum). Accordingly, for high efficiency, we employ a shared single-layer perceptron (SLP, for short) following a nonlinear activator, as 0 to implement feature transformation. Meanwhile, as done in classic convolution, 0 is also shared over each local neighborhood, for achieving the weight sharing mechanism. As a result, with a symmetric p, the generalized PConv can achieve efficient inductive learning of local patterns, whilst be independent of the irregularity of points. Further, using PConv as the basic operator, a classic CNN architecture (no downsampling), as shown in the upper part of Fig. 2 , can be easily built with layer-by-layer connections. PPool: pooling on point cloud. In classic CNN, pooling is usually performed to explicitly raise the semantic level of the representation and improve computational efficiency. Here, using PConv, this operation can be achieved on point cloud in a learnable way. Specifically, N o points are first uniformly sampled from the input Ni points, where N o < Ni (e.g., No = Ni / 2). Then, PConv can be applied to convolve all the local neighborhoods centered on those N o points, to generate a new downsampling layer.
Learning Densely Contextual Representation
Classic CNN architecture. In a classic CNN architecture with layer-by-layer connections (the upper part of Fig. 2 ), hierarchical representations can be learned with the lowlevel ones in early layers and the high-level ones in deep layers [60] . However, a significant drawback is that each layer can only learn from single-level representation. As a consequence, all layers can capture only single-scale shape information from the input point cloud. Formally, assume a point cloud P 0 that is passed through this type of network. The network comprises L layers, in which the I th layer performs a non-linear transformation H e (-) . Then, the output of the I th layer can be learned from its previous layer as
where each point in P £-1 is of single-scale receptive filed on the input point cloud P 0, resulting that the learned P£ captures only single-scale shape information. Finally, this w ill lead to a weakly contextual representation, which is not effective enough for identifying the diverse implicit shapes. DensePoint architecture. To overcome the above issue, we present a general architecture, i.e., DensePoint shown in the lower part of Fig. 2 , inspired by dense connection mode [ 12] . Specifically, for each layer in DensePoint (no downsampling), the outputs of all preceding layers are used as its input, and its own output is used as the input to all subsequent layers. That is, P £ in Eq. (2) becomes
where [ ] denotes the concatenation of the outputs of all preceding layers. Here, P £ is forced to learn from multi-level representations, which facilitates to aggregate multi-level shape semantics along with multi-scale shape information.
In this way, each layer in DensePoint can capture a certain level (scale) of context, and the level can be gradually increased as the network deepens. Moreover, the acquired dense context in deep layers can also improve the abstraction of high-level semantics in turn, making the whole learning process organic. Eventually, very rich local-to-global shape information in the input P 0 can be progressively aggregated together, resulting in a densely contextual representation for point cloud processing. Note that DensePoint is quite different from the traditional multi-scale strategy [33] . The former progressively aggregates multi-level (multi-scale) semantics that is organically learned by each layer, while the latter artlessly gathers multi-scale information at the same level. It is also dissimilar to a simple concatenation of all layers as the final output, which results in each layer being less contextual. Narrow architecture. When the network deepens, Dense-Point w ill suffer from high complexity, since the convolutional overhead of deep layers w ill be huge with all preceding layers as the input. Thus, we narrow the output channels of each layer in DensePoint with a small constant k (e.g., 24 ), instead of the large ones (e.g., 512) in classic CNN. ePConv: enhanced PConv. Though lightweight, such narrow DensePoint w ill lack the expressive power, since with much narrow output k, the shared SLP in PConv, i.e., < in Eq. (1), could be insufficient in terms of learning ability. To overcome this issue, we introduce the filter grouping [21] to enhance PConv, which divides all the filters in a layer into several groups, and each group performs individual operation. Formally, the enhanced PConv (ePConv, for short) converts Eq. where <, the grouped version of SLP <, can widen its output to enhance its learning ability and maintain the original efficiency, and 0 , a normal SLP (shared over each centroid point x), is added to integrate the detached information in all groups. Both < and 0 include a nonlinear activator.
To elaborate ePConv with filter grouping, let SLP^ (resp. SLP^) denote the SLP of < (resp. 0 ), and Ci (resp. Co) denote the input (resp. output) channels of SLP^. Ng is the number of groups. Then, the parameter number of SLP^ before and after filter grouping is, Ci x Co vs. (Ci / N g ) x (Co / N g ) x N g = (Ci x Co )/ N g . Here Ci and Co are divisible by N g and the few parameters in the bias term are ignored for clearness. In other words, using filter grouping, Co can be increased by N g times but with almost the same complexity. Besides, inspired by the bottleneck layer [8] , we fix the output channels of SLP^ and SLP^ as Co : k = 4 : 1 (i.e., Co = 4k), to hold the original narrowness for DensePoint. Hence, with a small k, SLP^ actually leads to only a little complexity of 4k x k, which can be easily remedied by a suitable Ng . The detailed forward pass procedure of DensePoint equipped with ePConv can be referred in Algorithm 1, where * indicates performing grouping operation. DensePoint for point cloud processing. DensePoint applied in point cloud classification and per-point analysis (e.g., segmentation) are illustrated in Fig. 3 . In both tasks, DensePoint with ePConv is applied in each stage of the network to learn densely contextual representation, while PPool with original PConv is used to explicitly raise the semantic level and improve efficiency. For classification, the final global representation is learned by three PPools and two DensePoints (11 layers in total, L = 11), followed by three fully connected (fc) layers as the classifier. generate per-point predictions. A ll the networks can be trained in an end-to-end manner. The configuration details are included in the supplementary material. Implementation details. PPool: the farthest points are picked from point cloud for uniform downsampling. Neighborhood: the spherical neighborhood is adopted; a fixed number of neighbors are randomly sampled in each neighborhood for batch processing (the centroid is reused if not enough), and they are normalized by subtracting the centroid. Group number Ng in < (Eq. (4)): Ng = 2. Nonlinear activator: ReLU [28] . Dropout [41] : for model regularization, we apply dropout with 20% ratio on f n (x) in Eq. (4) and dropout with 50% ratio on the first two fc layers in the classification network ( Fig. 3(a) ). Narrowness k: k = 24. Aggregation function p: symmetric function max pooling is employed. Batch normalization (BN) [ 16] : as done in image CNN, BN is used before each nonlinear activator for all layers. Note that only 3D coordinates (X , Y, Z) in R3 are used as the initial input features. Code is available1.
Experiment
We conduct comprehensive experiments to validate the effectiveness of DensePoint. We first evaluate Dense-Point for point cloud processing on challenging benchmarks across four tasks (Sec 4.1). We then provide detailed experiments to study DensePoint thoroughly (Sec 4.2).
DensePoint for Point Cloud Processing
Shape classification. We evaluate DensePoint on Model-Net40 and ModelNet10 classification benchmarks [52] . The former comprises 9843 training models and 2468 test models in 40 classes, while the latter consists of 3991 training models and 908 test models in 10 classes. The point cloud data is sampled from these models by [31] . For training, we uniformly sample 1024 points as the input. As in [20] , we augment the input with random anisotropic scaling in range [-0.66, 1.5] and translation in range [-0.2, 0.2]. For testing, similar to [31, 33] , we apply voting with 10 tests using random scaling and then average the predictions. The quantitative comparisons with the state-of-theart point-based methods are summarized in Table 1 . Our DensePoint outperforms all the point-input methods. Specifically, it reduces the error rate of PointNet++ by 26.9% on ModelNet40, and also surpasses its advanced version that applies additional normal data with very dense points (5k). Furthermore, even using only point as the input, DensePoint can also surpass the best additional-input method SO-Net [23] by 0.9% on ModelNet10. These results convincingly verify the effectiveness of DensePoint. Shape retrieval. To further explore the recognition ability of DensePoint for the implicit shapes, we apply the global features, i.e., the outputs of the penultimate fc layer in the classification network ( Fig. 3(a) ), for shape retrieval. We sort the most relevant shapes for each query from the test set by cosine distance, and report mean Average Precision (mAP). Except for point-based methods, we also compare with some advanced 2D image-based ones. The results are summarized in Table 2 . As can be seen, DensePoint significantly outperforms PointNet by 18%. It is also com- parable with those image-based methods (even the ensemble one [37] ), which greatly benefit from image CNN and pre-training with large-scale datasets (e.g., ImageNet [36] ). Fig. 4 shows some retrieval examples. Shape part segmentation. Part segmentation is a challenging task for fine-grained shape recognition. Here we evaluate DensePoint on ShapeNet part benchmark [56] . It contains 16881 shapes with 16 categories, and is labeled in 50 parts in total, where each shape has 2^5 parts. We follow the data split in [31] , and similarly, we also randomly pick 2048 points as the input and concatenate the one-hot encoding of the object label to the last feature layer of the segmentation network in Fig. 3(b) . In testing, we also apply voting with ten tests using random scaling. Except for standard IoU (Inter-over-Union) score for each category, two types of mean IoU (mIoU) that are averaged across all classes and all instances respectively, are also reported. Table 3 summarizes the quantitative comparisons with the state-of-the-art methods, where DensePoint achieves the best performance. Furthermore, it significantly surpasses the second best point-input methods, i.e., DGCNN [51] , with 1.9t in class mIoU and 1.3t in instance mIoU respectively. Noticeably, it also sets new state of the arts over the point-based methods in eight categories. These improvements demonstrate the robustness of DensePoint to diverse shapes. Some segmentation examples are shown in Fig. 5 . Normal estimation. Normal estimation in point cloud is a crucial step for numerous applications, from surface reconstruction and scene understanding to rendering. Here, we regard normal estimation as a supervised regression task, and implement it by deploying DensePoint with the segmentation network in Fig. 3(b) . The cosine-loss between the normalized output and the normal ground truth is employed for training. We evaluate DensePoint on Model-Net40 benchmark for this task, where 1024 points are uniformly sampled as the input. The quantitative comparisons of the estimation error are summarized in Table 4 , where DensePoint outperforms other advanced methods. Moreover, it significantly reduces the error of PointNet++ by 48.6%. Fig. 6 shows some normal prediction examples. As can be seen, DensePoint with densely contextual semantics can obtain more decent normal predictions, while PointNet and PointNet++ present a lot of deviations above 90° from the ground truth. However, in this task, DensePoint can not process some intricate shapes well, e.g., curtains and plants. For visual clearness, we only show the predictions with the angle less than 30° in blue, and the angle greater than 90° in red between the ground truth.
DensePoint Analysis
In this section, we first perform a detailed ablation study for DensePoint. Then, we discuss the group number Ng in ePConv (Eq. (4)), the network narrowness k , the aggregation function p and the network stage to apply DensePoint, respectively. Finally, we analyze the robustness of Dense-Point on sampling density and random noise, and investigate the model complexity. A ll the experiments are conducted on ModelNet40 [52] dataset. Ablation study. The results of ablation study are summarized in Table 5 . We set two baselines: model A and model A. Model A is set as a classic hierarchical version (the upper part of Fig. 2 , i.e., layer-by-layer connections without contextual learning by DensePoint) of the classification network with the same number of layers, and each layer is configured with the same width. Model A directly concatenates all layers in each stage of model A as the final output of that stage. Both of them are equipped with PConv in Eq. (1).
The baseline model A gets a low classification accuracy of 88.6%, and it increases by only 0.5 percent with direct concatenation (model A). However, with the densely contextual semantics of DensePoint, the accuracy raises significantly by 2.5 percent (91.1%, model B). This convincingly verifies its effectiveness. Then, when using ePConv to enhance the expressive power of each layer in DensePoint, the accuracy can be further improved to 92.5% (model C). Noticeably, the dropout on f n (x) in Eq. (4) can bring a boost of 0.3 percent (model D). The data augmentation technique can result in an accuracy variation of 0.7 percent (model E). Finally, by voting strategy, our final model F can achieve an impressive accuracy of 93.2%. In addition, we also inves- (4) ). The filter grouping can greatly reduce the model complexity, whilst leading to a model regularization by rarefying the filter relationships [ 15] . Table 6 summarizes the impact of Ng on model parameters, model FLOPs (floating point operations/sample) and classification accuracy. As can be seen, the model parameters are very few (0.73M), even though the filter grouping is not performed. This is due to the narrow design (k = 24) of each layer in DensePoint and few parameters in the generalized convolution operator, ePConv. Eventually, with N g = 2, DensePoint can achieve the best result of 93.2% with acceptable model complexity. Network narrowness k. Table 7 summarizes the comparisons of different k . One can see that a very small Dense-Point, i.e., k = 1 2 , can even obtain an impressive accuracy of 92.1%. This further verifies the powerfulness of the densely contextual semantics acquired by DensePoint on shape identification. Note that a large k is usually unnecessary for DensePoint, as it w ill greatly raise the model complexity but not bring any gains. Aggregation function p. We experiment with three symmetric functions, i.e., sum, average pooling and max pooling, whose results are 91.0%, 91.3% and 93.2%, respectively. The max pooling performs best, probably because it can select the biggest feature response to keep the most expressive representation and remove redundant information. Table 8 . The comparisons of DensePoint applied in different stages of the classification network ( Fig. 3(a) Network stage to apply DensePoint. To investigate the impact of contextual semantics at different levels on shape recognition, we also apply DensePoint with ePConv in different stages of the classification network ( Fig. 3(a) ). The results are summarized in Table 8 . The baseline (model A) is set as the same as the model A in Table 5 but equipped with ePConv for a fair comparison. One can see that Dense-Point applied in the 1st stage (model B) and the 2nd stage (model C) can both bring a considerable boost, while the latter performs better. This indicates the higher-level contextual semantics in the 2nd stage can result in a more powerful representation for shape recognition. Finally, with DensePoint in each stage for sufficiently contextual semantic information, the best result of 93.2% can be reached. Robustness analysis. The robustness of DensePoint on sampling density and random noise are shown in Fig. 7 . For the former, we use sparser points of 1024, 512,256, 128 and 64, as the input to a model trained with 1024 points. Random input dropout is applied during training, for fair comparisons with PointNet [31] , PointNet++ [33] , SO-Net [23] , PCNN [ 1] and DGCNN [51] . Fig. 7(b) shows that our model and PointNet++ perform better in this testing. Nevertheless, our model can obtain higher accuracy than Point-Net++ at all densities. This indicates the densely contextual semantics of DensePoint, is much more effective than the traditional multi-scale information of PointNet++. For the latter, as in KCNet [38] , we replace a certain number of randomly picked points with uniform noise ranging [-1.0, 1.0] during testing. The comparisons with Point-Net, PointNet++ and KCNet are shown in Fig. 7(d) . Note Table 9 . The comparisons of model complexity (" -" : unknown). method #params #FLOPs/sample PointNet [31] 3.50M 440M PointNet++ [25] 1.48M 1684M DGCNN [25] 1.84M 2767M SpecGCN [25] 2.05M 1112M KCNet [38] 0.90M -PCNN [25] 8.20M 294M PointCNN [25] 0.60M 1581M Ours (k = 24,L = 11) 0.67M 651M Ours (k = 24,L = 6) 0.53M 148M that for this testing, our model is trained without any data augmentations to avoid confusion. As can be seen, our model is quite robust on random noise, while the others are vulnerable. This demonstrates the powerfulness of densely contextual semantics in DensePoint. Model complexity. The comparisons of model complexity with the state of the arts are summarized in Table 9 . As can be seen, our model is quite competitive and it can be the most efficient one with the network depth L = 6 (accuracy 92.1%). This shows its great potential for real-time applications, e.g., scene parsing in autonomous driving.
Discussion of limitations.
(1) The density of local point clouds is not considered, which could lead to less effectiveness in greatly non-uniform distribution; (2) The importance of each level of context is not evaluated, which could lead to the difficulty in identifying very alike shapes.
Conclusion
In this work, DensePoint, a general architecture to learn densely contextual representation for efficient point cloud processing, has been proposed. DensePoint extends regular grid CNN to irregular point configuration by an efficient generalized convolution operator. Based on this operator, DensePoint develops a deep hierarchy and progressively aggregate multi-level and multi-scale semantics from it. As a consequence, DensePoint can acquire sufficiently contextual information along with rich semantics in an organic manner, making it highly effective for implicit shape identification. Extensive experiments on challenging benchmarks across four tasks, as well as thorough model analysis, have demonstrated that DensePoint achieves the state of the arts. In addition, DensePoint shows quite good robustness against noisy points, which could provide a promising direction for robust point cloud representation learning.
