Abstract. We study the spectral sequence associated to the filtration by powers of the augmentation ideal on the (twisted) equivariant chain complex of the universal cover of a connected CW-complex X. In the process, we identify the d 1 differential in terms of the coalgebra structure of H * (X, k), and the kπ1(X)-module structure on the twisting coefficients. In particular, this recovers in dual form a result of Reznikov, on the mod p cohomology of cyclic p-covers of aspherical complexes. This approach provides information on the homology of all Galois covers of X. It also yields computable upper bounds on the ranks of the cohomology groups of X, with coefficients in a prime-power order, rank one local system. When X admits a minimal cell decomposition, we relate the linearization of the equivariant cochain complex of the universal abelian cover to the Aomoto complex, arising from the cup-product structure of H * (X, k), thereby generalizing a result of Cohen and Orlik.
1. Introduction 1.1. The equivariant chain complex. In his pioneering work from the late 1940s, J.H.C. Whitehead established the category of CW-complexes as the natural framework for much of homotopy theory. In [34] , he highlighted the key role played by the cellular chain complex of the universal cover, X, of a connected CW-complex X. Among other things, Whitehead showed that a map f : X → Y is a homotopy equivalence if and only if the induced map between equivariant chain complexes,f * :
, is an equivariant chain-homotopy equivalence. For 2-dimensional complexes, the fundamental group, together with the equivariant chain-homotopy type of C • ( X, Z), constitute a complete set of homotopy type invariants: if X and Y are two such spaces, with π 1 (X) ∼ = π 1 (Y ) and
As noted by S. Eilenberg [10] , the equivariant chain complex is tightly connected to homology with twisted coefficients: Given a linear representation, ρ : π 1 (X) → GL(n, k), the homology of X with coefficients in the local system ρ k n is H * ( ρ k n ⊗ kπ 1 (X) C • ( X, k)).
In this paper, we revisit these classical topics, drawing much of the motivation from recent work on the topology of complements of hyperplane arrangements, and the study of cohomology jumping loci. One of our main goals is to give tight upper bounds for the twisted Betti ranks, computable in terms of much simpler data, involving only ordinary cohomology. The basic tool for our approach is a spectral sequence, which we now proceed to describe.
1.2.
The equivariant spectral sequence. Let kπ be the group ring of a group π, over a coefficient ring k, and let M be a right kπ-module. The successive powers of the augmentation ideal, I = I k (π), determine a filtration on M ; the associated graded object, gr(M ) = n≥0 M I n /M I n+1 , is a module over the ring gr(kπ). Now let X be a connected CW-complex, with fundamental group π = π 1 (X), and let C • (X, M ) = M ⊗ kπ C • ( X, k) be the equivariant chain complex of X with coefficients in M , discussed in §2. The I-adic filtration on C • (X, M ) is compatible with the boundary maps, and thus gives rise to a spectral sequence, E • (X, M ), as explained in §3. Under some mild conditions, we identify in §4 the differential d 1 : E 1 → E 1 , solely in terms of the coalgebra structure of H * (X, k) and the gr(kπ)-module structure on gr(M ).
Theorem A. There is a second-quadrant spectral sequence, {E r (X, M ), d r } r≥1 , with E 1 −p,p+q (X, M ) = H q (X, gr p (M )). If k is a field, or k = Z and H * (X, Z) is torsion-free, then E 1 −p,p+q (X, M ) = gr p (M ) ⊗ k H q (X, k), and the d 1 differential decomposes as
where ∇ X is the comultiplication map on H * = H * (X, k), and µ M : M ⊗ k kπ → M is the multiplication map.
Full details are given in Theorem 4.1. In the case when X is of finite type, d 1 is determined by the cup-product structure in H * (X, k) and the map gr(µ M ).
The idea to use powers of augmentation ideals to define a second quadrant spectral sequence in terms of group presentations goes back to J. Stallings [32] . For more on the Stallings spectral sequence, see [14] , [33] .
In §5, we study the convergence properties of the spectral sequence from Theorem A. Under fairly general assumptions, E • (X, M ) has an E ∞ term. Yet, as we show in Example 5.3, there are finite CW-complexes X for which E • (X, kπ) does not converge.
1.3. Base change. To obtain more structure in the spectral sequence, we restrict in §6 to a special situation. Suppose ν : π ։ G is an epimorphism onto a group G; then the group ring kG becomes a right kπ-module, via extension of scalars. The resulting spectral sequence, E • (X, kG ν ), is a spectral sequence in the category of left gr J (kG)-modules, where J is the augmentation ideal of kG. In Proposition 6.3, we describe the differential d 1 G , solely in terms of the induced homomorphism, ν * : H 1 (X, k) → H 1 (G, k), and the comultiplication map, ∇ X .
Note that H * (X, kG ν ) = H * (Y, k), where Y → X is the Galois G-cover defined by ν. The homology groups of Y support two natural filtrations: F • , coming from the spectral sequence, and J • , by the powers of the augmentation ideal. We then have an inclusion, J k · H * (Y, k) ⊆ F k H * (Y, k). Equality holds for G = Z, as we show in Lemma 8. 4 , but in general the two filtrations do not agree, even when G = Z 2 .
In §8 we study the more general situation when ν : π ։ G is an epimorphism to an abelian group, making use of the general machinery developed by J.P. Serre in [30] . Assuming X is of finite type and k is a field, the spectral sequence E • (X, kG ν ) converges, and computes the J-adic completion of H * (X, kG ν ). Moreover, if X is a finite CWcomplex, the spectral sequence collapses in finitely many steps.
In the case when X is a K(π, 1) space, G = Z p , and k = F p , discussed separately in §7, the spectral sequence E • (X, kG ν ) is the homological version of a spectral sequence first considered by A. Reznikov in [27] .
1.4. Monodromy action. In §9, we focus exclusively on infinite cyclic covers, analyzing the homology groups H q (X, kZ ν ), viewed as modules over the Laurent polynomial ring, kZ = k[t ±1 ]. We assume k is a field, so that k[t ±1 ] is a PID. Given an element a ∈ H 1 (X, k) with a 2 = 0, left-multiplication by a turns the cohomology ring of X into a cochain complex, (H * (X, k), ·a) :
Theorem B. Let X be a connected, finite-type CW-complex, ν : π 1 (X) ։ Z an epimorphism, and ν k ∈ H 1 (X, k) the corresponding cohomology class. Then, for all q ≥ 0:
(1) The gr J (kZ)-module structure on E ∞ (X, kZ ν ) determines P q 0 and P q t−1 , the free and (t − 1)-primary parts of H q (X, kZ ν ), viewed as k[t ±1 ]-modules. ( 2) The monodromy action of Z on P j 0 ⊕ P j t−1 is trivial for all j ≤ q if and only if H j (H * (X, k), ·ν k ) = 0, for all j ≤ q.
For a more detailed statement, see Propositions 9.1 and 9.4. Part (2) has an analog, for ν : π 1 (X) ։ Z p and k = F p (p = 2); see Proposition 7.5.
Particularly interesting is the case of a smooth manifold X fibering over the circle, with ν : π ։ Z the homomorphism induced on π 1 by the projection map, p : X → S 1 . The homology of the resulting infinite cyclic cover was studied by J. Milnor in [21] . This led to another spectral sequence, introduced by M. Farber in [11] , and further developed by S.P. Novikov in [22] . The Farber-Novikov spectral sequence has (E 1 , d 1 )-page dual to our (E 1 (X, kZ ν ), d 1 ν )-page, and higher differentials given by certain Massey products, see [12] . Their spectral sequence, though, converges to the free part of H * (X, kZ ν ), and thus misses the information on the (t − 1)-primary part captured by the equivariant spectral sequence. The spectral sequence E • (X, kZ ν ) was also investigated by G. Denham in [6] , in the special case when X is the complement of a complexified arrangement of real hyperplanes through the origin of R ℓ , and p is the Milnor fibration.
Theorem B has already found several applications in the literature. In [24] , we analyze the monodromy action on the homology of Galois Z-covers, for toric complexes associated to finite simplicial complexes. Using Part (2) of the Theorem, we obtain a combinatorial criterion for the full triviality of this action, up to a given degree. In [25] , Theorem B(2) yields a new formality criterion, and a purely topological proof of a basic result on the monodromy action, for the homology of Milnor fibers of plane curve singularities.
1.5. Bounds on twisted Betti ranks. Computing cohomology groups with coefficients in a rank 1 local system can be an arduous task. It is thus desirable to have efficient, readily computable bounds for the ranks of these groups. We supply such bounds in § §10-11.
Given a non-zero complex number ζ ∈ C × and a homomorphism ν : π → Z, define a representation ρ : π → C × by ρ(g) = ζ ν(g) . If ζ is a d-th root of unity, such a homomorphism ρ is called a rational character (of order d).
Theorem C. Let X be a connected, finite-type CW-complex, and let ρ : π 1 (X) → C × be a rational character, of prime-power order d = p r . Then, for all q ≥ 0,
The proof is given in Theorems 10.3 and 11.3. Neither of these two inequalities can be sharpened further: we give examples showing that both the prime-power order hypothesis on d and the torsion-free hypothesis on H * (X, Z) are really necessary.
The second inequality above generalizes a result of D. Cohen and P. Orlik ([4, Theorem 1.3]), valid only when X is the complement of a complex hyperplane arrangement, and r = 1. This inequality is used in a crucial way in [19] . It yields a purely combinatorial description of the monodromy action on the degree 1 rational homology of the Milnor fiber, for arbitrary subarrangements of classical Coxeter arrangements.
1.6. Minimality and linearization. Using the equivariant spectral sequence of a Galois cover, we give in §12 an intrinsic meaning to linearization of equivariant (co)chain complexes, in the case when the CW-complex X admits a cell structure with minimal number of cells in each dimension.
Pick a basis {e 1 , . . . , e n } for H 1 = H 1 (X, k), and identify the symmetric algebra S = Sym(H 1 ) with the polynomial ring k[e 1 , . . . , e n ]. The universal Aomoto complex of H * = H * (X, k) is the cochain complex of free S-modules,
Let X be a minimal CW-complex, and assume k = Z, or a field.
(1) Let ν : π ։ G be an epimorphism. Then the linearization of the equivariant chain complex,
The linearization of the equivariant cochain complex of the universal abelian cover of X coincides with the universal Aomoto complex of H * (X, k).
Part (1)-suitably interpreted with the aid of Theorem A-was proved in [7, Theorem 20] , in the case when ν = id and k = Z, and under the additional assumption that the cohomology ring H * (X, Z) is generated in degree one.
Part (2) generalizes [4, Theorem 1.2], valid only for complements of complex hyperplane arrangements, and k = C. Earlier results in this direction, also within the confines of arrangement theory, were obtained in [5] and [3] . The result in Part (2) was recently proved by M. Yoshinaga [35] , under an additional condition, satisfied by arrangement complements, but not by arbitrary minimal CW-complexes. Theorem D (2) shows that this condition is unnecessary, thereby answering a question raised by Yoshinaga in Remark 15, preprint version of [35] .
The equivariant chain complex of a CW-complex
In this section, we review a well-known construction, going back to J.H.C. Whitehead [34] and S. Eilenberg [10] : the chain complex of the universal cover of a cell complex X, with coefficients in a kπ 1 (X)-module M . We start with some basic algebraic notions.
2.1. Associated graded rings. Let R be a ring, and J a two-sided ideal. The successive powers of J determine a descending filtration on R, called the J-adic filtration. The associated graded ring, gr J (R), is defined as
On homogeneous components, the multiplication map gr n J (R) ⊗ gr m J (R) → gr n+m J (R) is induced from multiplication in the ring R.
We will be mainly interested in the following situation. Let π be a group, and let k be a commutative ring with unit 1. The group ring of π, denoted kπ, consists of all finite linear combinations of group elements with coefficients in k. Multiplication in kπ is induced from the group operation on π; the unit (denoted by 1) is 1 · ι, where ι is the identity of π. The augmentation ideal, I = I k π, is the kernel of the ring homomorphism ǫ : kπ → k, n g g → n g ; as a k-module, I is freely generated by the elements g − 1, for g = ι.
The augmentation ideal defines the I-adic filtration on kπ; let gr(kπ) = gr I (kπ) be the associated graded ring. Note that gr(kπ) is always generated as a ring in degree 1. Clearly, gr 0 (kπ) ∼ = k. Moreover, the map π → I, g → g − 1 factors through an isomorphism H 1 (π, k) → I/I 2 (see [17] ). Thus,
As an example, consider the free abelian group π = Z n . The group ring kZ n can be identified with the Laurent polynomial ring k[t ±1 1 , . . . , t ±1 n ], while gr(kZ n ) can be identified with k[x 1 , . . . , x n ], the polynomial ring in n variables, via the map t i − 1 → x i .
Associated graded modules.
A similar construction applies to modules: if M is a left kπ-module, then M is filtered by the submodules {I n M } n≥0 . The associated graded object, gr I (M ) = n≥0 I n M/I n+1 M , inherits a graded module structure over gr(kπ). This module is generated in degree 0 by the module of coinvariants, M/IM .
All these constructions are functorial. For example, if α : π → π ′ is a group homomorphism, then the linear extension to group rings,ᾱ : kπ → kπ ′ , is a ring map, preserving the respective I-adic filtrations. Thus,ᾱ induces a degree 0 ring homomorphism, gr(α) : gr(kπ) → gr(kπ ′ ).
Given a kπ-module M and a kπ ′ -module M ′ , a k-linear map φ : M → M ′ is said to be equivariant with respect to the ring mapᾱ : kπ → kπ ′ if φ(gm) = α(g)φ(m), for all g ∈ π and m ∈ M . Such a map φ preserves I-adic filtrations, and thus induces a map gr(φ) : gr I (M ) → gr I (M ′ ), equivariant with respect to gr(α).
Completely analogous considerations apply to right kπ-modules.
2.3.
Chains on the universal cover. Let X be a connected CW-complex, with skeleta {X q } q≥0 . Up to homotopy, we may assume X has a single 0-cell, call it e 0 , which we will take as the basepoint. Moreover, we may assume all attaching maps (S q , * ) → (X q , e 0 ) are basepoint-preserving. Fix a commutative ring k with unit, and denote by
is a free k-module, with basis indexed by the q-cells of X.
Let p : X → X be the universal cover. The cell structure on X lifts to a cell structure on X. Fixing a liftẽ 0 ∈ p −1 (e 0 ) identifies the fundamental group π = π 1 (X, e 0 ) with the group of deck transformations of X, which permute the cells. Therefore, we may view
as a chain complex of left-modules over the group ring kπ. We shall call C • ( X, k) the equivariant chain complex of X, over k.
Using the action of π on X, we may identify
as left kπ-modules. Under this identification, a basis element of the form 1 ⊗ e from the right hand side corresponds to the unique liftẽ of the q-cell e sending the basepoint * ∈ D q toẽ 0 . These constructions are functorial, in the following sense. Suppose f : X → X ′ is a map between connected CW-complexes. By cellular approximation, we may assume f respects the CW-structures; in particular, f (e 0 ) = e ′ 0 . Let f * : C • (X, k) → C • (X ′ , k) be the induced map on cellular chain complexes, and let f ♯ : π → π ′ be the induced homomorphism on fundamental groups. By covering space theory, the map f lifts to a cellular map,f : X → X ′ , uniquely specified by the requirement thatf (ẽ 0 ) =ẽ ′ 0 . The induced chain map,f * :
, is equivariant with respect to the ring homomorphismf ♯ : kπ → kπ ′ .
2.4. The first differentials. Let ǫ : kπ → k be the augmentation homomorphism. Under identification (4), the induced homomorphism p * :
The first boundary map,∂ 1 , is easy to write down. Let e 1 be a 1-cell of X. Recall we assume X has a single 0-cell, e 0 ; thus, e 1 is a loop at e 0 , representing an element
The second boundary map,
can be written by means of Fox derivatives [13] . If {e i 1 } i are the 1-cells of X, and e 2 is a 2-cell, then
where r is the word in the free group F on generators x i , determined by the attaching map of the 2-cell, andφ : kF → kπ is the extension to group rings of the projection map φ : F ։ π. As for the higher boundary maps∂ q , q > 2, there is no general procedure for computing them, except in certain very specific situations. If X is an Eilenberg-MacLane K(π, 1) space, i.e., if X is contractible, then the augmented chain complex C • : C • ( X, k) → k is a free kπ-resolution of the trivial module k. For instance, if T n = K(Z n , 1) is the n-torus, then C • is the Koszul complex over the ring
n ]. 2.5. Building up CW-complexes. Given a group π, and a matrix D over Zπ, it is possible to construct a CW-complex X having D as a block in one of the equivariant boundary maps in C • ( X, Z).
Example 2.1. Let X 0 be a connected CW-complex, with fundamental group π = π 1 (X 0 , e 0 ), and denote by X 0 ∨ S n the wedge sum of X 0 with the n-sphere, n ≥ 2. Note that π 1 (X 0 ∨S n ) = π. The inclusion S n ֒→ X 0 ∨S n defines an element [S n ] ∈ π n (X 0 ∨S n ).
Given an element x in Zπ, construct a new CW-complex, X, by attaching an (n + 1)-cell along a map φ x :
, where C(n, x) denotes the elementary chain complex C n+1 → C n , with differential ·x : Zπ → Zπ.
More generally, for any integer n ≥ 2, and any Zπ-linear map D : (Zπ) m → (Zπ) ℓ , a construction much as above produces a CW-complex X, with π 1 (X) = π 1 (X 0 ), and
, where C(n, D) denotes the chain complex concentrated in degrees n + 1 and n, with differential equal to D.
2.6. Coefficient modules. Let X be a connected CW-complex, with fundamental group π. Suppose M is a right kπ-module. The cellular chain complex of X with coefficients in M is defined as
In the particular case when M is the free kπ-module of rank one, C • (X, kπ) coincides with the equivariant chain complex C • ( X, k).
Similarly, if M is a left kπ-module, define the cellular cochain complex of X with coefficients in M as
Example 2.2. Let k be a field, and let ρ : π → GL(n, k) be a linear representation of π. Then M = k n acquires a right module structure over kπ, via mg = ρ(g −1 )(m); such a module is called a rank n local system on X, with monodromy ρ. We write H * (X, ρ k n ) := H * (C • (X, M )) for the homology of X with coefficients in this local system. When n = 1, there is no need to turn a representation into an anti-representation; in this case, we simply define H * (X, k ρ ) to be H * (C • (X, M )), where M = k is viewed as a right kπ-module, via mg = ρ(g)(m).
Example 2.3. Let Y → X be a Galois cover, with group of deck transformations G and classifying map ν : π → G. The cell structure on X lifts in standard fashion to a cell structure on Y . Let kG ν denote the group-ring of G, viewed as a right kπ-module, via h · g = hν(g). Similarly, let ν kG denote the same group-ring, viewed as a left kπ-module,
, as chain complexes of left kG-modules, and
, as cochain complexes of right kG-modules. Notable is the case of the universal abelian cover, X ab → X, defined by the abelianization map, ab : π ։ π ab . The homology groups H q (X ab , k), viewed as modules over the ring Λ = kπ ab , are called the Alexander invariants of X, while the boundary maps ∂ ab q = id Λ ⊗ kπ ∂ q are called the Alexander matrices of X.
The equivariant spectral sequence
We now set up the spectral sequence associated to the I-adic filtration on the equivariant chain complex C • (X, M ), and analyze some of its properties.
3.1. A spectral sequence. We use [2] and [31] as standard references for spectral sequences. Given an increasing filtration
, while the d 1 differential is the boundary operator in the homology exact sequence associated to the triple (F s , F s−1 , F s−2 ). Each term E r is a bigraded k-module, the differentials d r have bidegree (−r, r − 1), and
Now let X be a connected CW-complex as in §2.3, with fundamental group π = π 1 (X), and augmentation ideal I = I k (π). Let M be a right kπ-module, and let C • (X, M ) be the cellular chain complex of X with coefficients in M .
The I-adic filtration on M yields a descending filtration,
The n-th term of this filtration is given by
Definition 3.1. The equivariant spectral sequence of the CW-complex X, with coefficients in the kπ 1 (X)-module M is the spectral sequence associated to the I-adic filtration
with differentials d r : E r s,t → E r s−r,t+r−1 . In order to analyze this spectral sequence, we need some preliminary facts.
3.2.
The associated graded chain complex. Under the identification from (4), the terms of the chain complex (7) can be written as
The I-adic filtration on this chain complex is then given by
Proof. Let e be a q-cell of X. Then
Now let m be an arbitrary element in M · I n . By the above,
The conclusion follows at once.
It follows that the graded chain complex associated to filtration (11) has the form
This chain complex is typically much easier to handle than the equivariant chain complex (7). Here is an illustration.
Example 3.3. Consider a local system M as in Example 2.2. Suppose there is an element g ∈ π such that ρ(g) does not admit 1 as an eigenvalue-this happens whenever M is a non-trivial, rank 1 local system. Then clearly M I = M . Thus, gr(M ) = 0 and gr(C • (X, M )) is the zero complex in this instance.
Remark 3.4. In the case when M = kπ, the I-adic filtration on
while the associated graded chain complex takes the form
Notice that the differentials in this chain complex are gr(kπ)-linear.
3.3. The first pages. The E 0 term of the equivariant spectral sequence of X with coefficients in M is defined in the usual manner, as the associated graded of the filtration
Using (12), we find:
if p ≥ 0 and q ≥ p, and otherwise E 0 −p,q (X, M ) = 0. Hence, the spectral sequence is concentrated in the second quadrant. Under this identification, and as a consequence of Lemma 3.2, the differential
3.4. Functoriality properties. Let f : (X, e 0 ) → (X ′ , e ′ 0 ) be a cellular map, and suppose φ : M → M ′ is equivariant with respect to f ♯ . The resulting k-linear map,
is a chain map, preserving I-adic filtrations. Consequently, φ ⊗f * induces a morphism between the corresponding I-adic spectral sequences,
In particular, φ ⊗f * induces a chain map between the associated graded chain complexes, (18) gr(φ ⊗f * ) :
Proof. It is readily seen that, under the identification gr 0 (kπ) = k, the map gr 0 (f q ) corresponds to the map f q :
Let m be an element of M I n , and let e be a q-cell of X, with liftẽ. By the above,
Hence, (φ⊗f q )(m⊗ẽ) = φ(m)⊗f q (ẽ) equals φ(m)⊗f q (e) modulo F ′n+1 . The conclusion follows.
As a simple example, take f = id X . Then any morphism φ : M → M ′ of right kπ-modules induces a morphism of spectral sequences,
3.5. Homotopy invariance. Let f : (X, e 0 ) → (X ′ , e ′ 0 ) be a cellular homotopy equivalence, and let M be a right kπ-module. Use the isomorphism f ♯ : π → π ′ to view M as a right kπ ′ -module.
Corollary 3.6. The spectral sequences {E r (X, M )} r≥1 and {E r (X ′ , M )} r≥1 are isomorphic.
Proof. View id M as an equivariant map with respect to f ♯ . Using Lemma 3.5 and identification (15), we see that the map E 1 (id M ⊗f * ) coincides with the induced homomorphism
Corollary 3.7. Let X be a path-connected topological space having the homotopy type of a CW-complex, and let M be a right kπ 1 (X)-module. Then there is a well-defined second quadrant I-adic spectral sequence {E r (X, M ), d r }, starting at r = 1.
Identifying the d 1 differential
Throughout this section, X is a CW-complex with a single 0-cell e 0 and with basepointpreserving attaching maps, π = π 1 (X, e 0 ) is the fundamental group, and C • (X, M ) is the cellular chain complex, with coefficients in a right kπ-module M . Our goal is to identify the first page of the equivariant spectral sequence of X, in terms of the coalgebra structure of H * (X, k) and the module structure of M . 4.1. The first page. Let {E r (X, M ), d r } r≥1 be the spectral sequence from Definition 3.1. We wish to analyze the differentials
, for all p ≥ 0 and q ≥ p. Schematically, the E 1 page looks like
To identify these maps in terms of cohomological data, we need to assume the following: Either k = Z and H * (X, Z) is torsion-free, or k is a field. Using this assumption, formula (15) , and the Universal Coefficients Theorem, we find
for each p ≥ 0 and q ≥ p. The d 1 differentials enjoy the following naturality property. Suppose f : X → X ′ is a cellular map, and φ : M → M ′ is a morphism of modules, equivariant with respect tō f ♯ : kπ 1 (X) → kπ 1 (X ′ ). From Lemmas 3.2 and 3.5, we deduce E 1 (φ⊗f * ) = gr(φ)⊗H * (f ). Using the naturality property from (17), we obtain a commuting diagram,
The main result of this section is the following Theorem, which identifies the differentials on the E 1 page in terms of the comultiplication in H * (X, k), and the kπ-module structure on M , given by the multiplication map,
Fix integers p ≥ 0 and q ≥ 1.
Theorem 4.1. Let X be a connected CW-complex, and M a right kπ-module. Assume either k = Z and H * (X, Z) is torsion-free, or k is a field. Then the differential
Here, ∇ X is the comultiplication map, defined as the composite
where the first arrow is the homomorphism induced by the diagonal map, the second arrow is the Künneth isomorphism, and the third arrow is projection onto direct summand. Under the identification
The proof of Theorem 4.1 will occupy the rest of this section.
4.3.
Reducing to the case M = kπ. Using the functoriality of the spectral sequence with respect to coefficient modules, we first reduce the proof to the case when M is a free kπ-module of rank 1.
Lemma 4.2. If the conclusion of Theorem 4.1 holds for the coefficient module kπ, then it holds for any coefficient module M .
Proof. Let ψ : N → M be a homomorphism of right kπ-modules. Write H q = H q (X, k), and ⊗ = ⊗ k . We then have the following cube diagram:
All side squares of the cube commute: the front one by naturality of d 1 , as explained in (21), the right one by functoriality of gr, and the other two for obvious reasons. Now suppose the top square commutes for N = kπ. Let [x] ⊗ h be an additive generator of gr p (M ) ⊗ H q , where x = ya, with y ∈ M and a ∈ I p . Let ψ : kπ → M be the kπ-linear map sending the unit of π to y. Chasing the cube diagram, we see that the bottom square commutes, with [x] ⊗ h = (gr(ψ) ⊗ id)([a] ⊗ h) as input. Hence, the bottom square commutes.
4.4.
The case M = kπ. The E 1 -term of the I-adic spectral sequence of X with coefficients in kπ,
is a left gr(kπ)-module, freely generated by a k-basis for 1 ⊗ H * (X, k). We want to show
Clearly, the map on the right side is gr(kπ)-linear. In the next Lemma, we verify that d 1 is gr(kπ)-linear, too (a more general result will be proved in Lemma 6.2).
. By definition, the differential d 1 is the connecting homomorphism in the homology exact sequence of
Clearly, this implies the claim of the lemma.
Thus, to verify (22) , it is sufficient to check equality on free gr(kπ)-generators, i.e., on a k-basis for 1 ⊗ H * (X, k). In other words, to identify the differentials on the E 1 page, we only need to show that, upon identifying E 1 0,q = H q (X, k) and
,q coincides with the comultiplication map ∇ X , for all q ≥ 1.
4.5.
Further reductions. Clearly, we may assume X is a finite CW-complex. Indeed, an arbitrary homology class in H q (X, k) is represented by a cycle supported on a finite subcomplex of X. Dualizing, we are left with proving the following Proposition.
Proposition 4.4. Let X be a connected, finite-type CW-complex, and assume either k = Z and H * (X, Z) is torsion-free, or k is a field. Then, the dual
In the above, we may suppose k is actually a prime field. Indeed, in the first case, both δ 1 and ∪ X are defined over Z, and H * (X, Z) injects into H * (X, Q), so we may replace k = Z by Q. In the second case, both maps are defined over the prime field of k, so we may replace k by its prime field.
We will reduce the proof to a special class of spaces, using the functoriality properties of the spectral sequence. Let us first state those properties, in the form we will need.
Let f : X → X ′ be a cellular map, and consider diagram (21) , for the morphism φ =f ♯ : kπ → kπ ′ . In degree p = 0, this diagram simplifies to (23) H q (X, k)
Dualizing, and writing f * = H * (f ), we obtain the commuting diagram
For an integer r ≥ 1, let K r be an Eilenberg-MacLane space of type K(R, r). We may assume K r is a finite-type CWcomplex, obtained from S r by attaching cells of dimension r + 1 and higher,
] ∈ H r (K r , R) be the homology class represented by the r-cell, and let [[e r ]] * ∈ H r (K r , k) be its dual over k. Now let K ′ r be another copy of K r , with cells e ′ j , and consider the product CW-
Let pr and pr ′ be the projections of K onto the two factors. Define cohomology classes
, with k coefficients. By Kronecker duality, we only need to verify:
] and vanishes if z belongs to one of the other two summands in (26) .
Similarly, the left hand side of (25) vanishes if z belongs to one of those two summands; this follows from the naturality of d 1 , as expressed in (23) . Now suppose r > 1. Note that π 1 (K 1 ) is a cyclic group, generated by [e 1 ], whereas
Proof of Proposition 4.4. First assume q = 1. Let e be a 1-cell of X, and [[e]] ∈ H 1 (X, k) the homology class it represents. From the identification I/I 2 = gr 1 (kπ), and formula (5), we get
be an EilenbergMacLane space as above. By obstruction theory, there is a map f r : X → K r such that
is a copy of K q−1 , and define f to be a cellular approximation of the map (24) and the naturality of cup-products, the conclusion follows from Lemma 4.5.
Convergence issues
In this section, we discuss the convergence properties of the equivariant spectral sequence E • (X, M ). Throughout this section, k will denote a fixed field. 5.1. The E ∞ term. Let C • = (C q , ∂ q ) be a chain complex over k, endowed with an increasing filtration, · · · ⊂ F −2 ⊂ F −1 ⊂ F 0 = C, and let E • = {E r s,t , d r } r≥1 be the spectral sequence associated to F
5.2.
The E ∞ term of the equivariant spectral sequence. Now let X be a connected CW-complex, with fundamental group π = π 1 (X). Let I = I k (π) be the augmentation ideal of kπ, and let M be a right kπ-module. Under fairly general assumptions, the Iadic spectral sequence E • (X, M ) has an E ∞ term. Its convergence, though, is a rather delicate matter.
Proof. Recall gr(M ) is generated as a gr(kπ)-module by gr 0 (M ) = M/M I, and gr(kπ) is generated as a ring by gr 1 (kπ) = H 1 (X, k). We infer that dim k gr s (M ) < ∞, for all s. Hence, for any fixed s and t, the vector space E 1 −s,t = gr s (M ) ⊗ k H t−s (X, k) is finite-dimensional. The conclusion follows.
Remark 5.2. Let X be a finite-type CW-complex, and suppose M = kπ. Then M/M I = k, and so the E ∞ term exists. More generally, suppose ν : π ։ G is an epimorphism. Take M = kG ν , and let J = I k G. Then M/M I = kG/J = k, and so E ∞ exists.
5.3.
A non-convergent spectral sequence. We now give an example of a CWcomplex X and a kπ-module M for which the assumptions of Proposition 5.1 are satisfied, yet the spectral sequence E • (X, M ) does not converge. More precisely, for each integer m ≥ 3, we construct a finite CW-complex X of dimension m for which the convergence condition (28) fails for the coefficient module M = kπ, in filtration degree s = 0 and total degree m.
Example 5.3. Let L be the 2-component link in S 3 depicted in Figure 1 , 1 and let π = π 1 (S 3 \ L) be the fundamental group of its complement. In [16] , J. Hillman showed that this group is not residually nilpotent; that is, if {Γ n (π)} n≥1 is the lower central series of π, then Γ ω (π) := n≥1 Γ n (π) is non-trivial. Pick an element 1 = g ∈ Γ ω (π), and set x = g − 1 ∈ I. From [26] , we know that the map π ֒→ kπ, h → h − 1, sends Γ n (π) to I n , for all n ≥ 1. Hence, x belongs to the I-adic radical, I ω := n≥1 I n .
The link complement has the homotopy type of a finite 2-complex, say X 0 . Fix an integer m ≥ 3. Using the construction from Example 2.1, we may define a CW-complex
, and the differential of C(m − 1, x),∂ m : kπ → kπ , sends 1 ∈ kπ to x ∈ kπ. From the definitions, Z r 0,m = {z ∈ kπ |∂ m (z) ∈ I r }; hence, 1 ∈ r Z r 0,m . On the other hand, Z ∞ 0,m = ker(∂ m ). Thus, if (28) were to hold, we would have 1 ∈ ker(∂ m ) + I. Now, ker(∂ m ) = {y ∈ kπ | yx = 0}, and this subspace vanishes. Indeed, every link group is locally indicable, by [18] , and the group algebra of a locally indicable group has no zero divisors, by [15] . We conclude that 1 ∈ I, a contradiction.
Base change and filtrations on homology
We now turn to the special case when the module M is actually a ring R, with right kπ-module structure given by extension of scalars. We analyze the d 1 differential of E 1 (X, R), and two natural filtrations on H * (X, R).
6.1. Base change. Let π be a group, and k a commutative, unital ring. Suppose we are given a ring R, and a ring homomorphism ρ : kπ → R (also known as a 'base change' or 'extension of scalars'). Then R becomes a right kπ-module by setting r · x = rρ(x), for all x ∈ kπ and r ∈ R. We will denote by J the two-sided ideal of R generated by ρ(I), where I is the augmentation ideal of kπ.
A particular case arises when we are given a group homomorphism, ν : π → G. Then, the linear extension of ν to group rings, call itν : kπ → kG, is a ring homomorphism. As in Example 2.3, we will denote the resulting kπ-module by kG ν .
Lemma 6.1. With notation as above, suppose R is a commutative ring, or R = kG ν , for some epimorphism ν : π ։ G. Then:
Proof.
(1) By definition, J = Rρ(I)R, and so the inclusion RI n ⊂ J n always holds. If R is commutative, the reverse inclusion is obvious. Now suppose R = kG ν . Recall I = I k π is generated (as a k-module) by all elements of the form g − 1, with g ∈ π. Since ν is surjective, it follows thatν(I) = I k G. In particular,ν(I) is a two-sided ideal of R, so J = I k G and J n ⊂ RI n .
(2) Follows from (1).
6.2. The spectral sequence with R-coefficients. Let X be a connected CW-complex with a single 0-cell e 0 , and fundamental group π = π 1 (X, e 0 ). Suppose R is a ring, endowed with the right kπ-module structure given by a ring homomorphism ρ : kπ → R.
Then the I-adic spectral sequence E • (X, R) is a spectral sequence in the category of left R-modules. Indeed, R acts on itself by left-multiplication, and this action extends in a natural way to each term E r (X, R). Furthermore, all differentials d r R : E r → E r are R-linear.
Now assume R satisfies one of the two conditions of Lemma 6.1. As above, let J be the two-sided ideal of R generated by ρ(I). Consider the R-chain complex C • (X, R) = R ⊗ k C • (X, k), with differential∂ R = id R ⊗ kπ∂ , and filtration F • given by (11) . By Lemma 6.1, the terms of this filtration can be expressed as
for all n ≥ 0. Hence, by (15),
Suppose R is a commutative ring, or R = kG ν , for some epimorphism ν : π ։ G. Then E • (X, R) is a spectral sequence in the category of left gr J (R)-modules.
Proof. Let Z r −s = {z ∈ F −s |∂ R z ∈ F −s−r }. By construction, the terms of the spectral sequence are given by
−(s+1−r) ). From (29), we find that J n · Z r −s ⊂ Z r −s−n , for all n ≥ 0. Using these inclusions, together with (31), we infer that
−s−n , for all n ≥ 0. This allows us to define a natural gr J (R)-module structure on q E r = s≥0 E r −s,s+q , for all q ≥ 0, and thus on E r = q≥0 q E r , for all r ≥ 1. (The gr J (R)-module structure on q E 1 = s≥0 H q (X, gr s J (R)) is induced by left-multiplication.) Using once again (31), it is readily checked that the differentials d r R : q E r → q−1 E r act gr J (R)-linearly, for all r ≥ 1.
6.3. The differential of E 1 (X, kG ν ). In this subsection, we assume that either k = Z and H * (X, Z) is torsion-free, or k is a field. In this case, q E 1 = gr J (R) ⊗ k H q (X, k), by (20) ; in particular, q E 1 is a free gr J (R)-module, for all q ≥ 0.
The above Lemma tells us that, in order to describe d 1 R completely, it is enough to identify its effect on free gr J (R)-module generators. We will do this now, in the case when the ring R is a group-ring, kG, with kπ-module structure given byν : kπ ։ kG, the linear extension of an epimorphism ν : π ։ G.
As above, let J = I k G be the two-sided ideal of kG generated byν(I), where
be the homomorphism induced by ν in homology with coefficients in k. In view of Lemma 6.2, the next result describes the differential d 1 G of E 1 (X, kG ν ), solely in terms of ν * and the comultiplication map ∇ X in H * (X, k).
Proof. Let µ : kG ⊗ k kπ → kG the multiplication map of the kπ-module kG, given on group elements by µ(g ⊗ x) = gν(x). In view of Theorem 4.1, we only need to identify the map gr(µ) : gr
. Under the identification gr 0 J (kG) = k, this map coincides with gr 1 (ν) : gr 1 I (kπ) → gr 1 J (kG). In turn, under the identifications gr 1 I (kπ) = H 1 (X, k) and gr 1 J (kG) = H 1 (G, k) provided by (2), the map gr 1 (ν) coincides with ν * . This finishes the proof.
The next corollary describes (under some mild hypothesis) the dual of the differential d 1 G , solely in terms of the cup-product structure on H * (X, k), and the homomorphism ν * : H 1 (G, k) ֒→ H 1 (X, k) induced in cohomology by the epimorphism ν : π ։ G. Corollary 6.4. Suppose X is a finite-type CW-complex, and H 1 (G, k) is a free k-module. Let δ 1 G be the transpose of the restriction of d 1 G to 1 ⊗ H q (X, k). We then have a commuting triangle
6.4. Filtrations on homology. Let X be a connected CW-complex as before, k a commutative ring, and let M be a right kπ-module. The I-adic filtration on C • (X, M ) naturally defines a descending filtration on H * (X, M ). The n-th term of the filtration is given by
Clearly, F 0 H r (X, M ) = H r (X, M ). As usual, we will write F −n = F n . The associated graded object of this filtration will be denoted by gr F (H * (X, M )). The filtration (32) need not be separated, even when the spectral sequence converges. We shall illustrate this phenomenon in Example 8.5. Now consider the case when M is a ring R, with right kπ-module structure given by a base change ρ : kπ → R. Let J be the two-sided ideal generated by ρ(I). As before, we will assume that either R is commutative, or R = kG, and ρ =ν, for some epimorphism ν : π ։ G.
Using (29), we find that the spectral sequence filtration on H * (X, R), as defined in (32) , is given by
This puts a natural gr J (R)-module structure on gr F H * (X, R), since plainly
Remark 6.5. Suppose X is of finite type, k is a field, and dim k R/J < ∞ (this happens automatically when R = kG ν , in which case R/J = k). Fix an integer q ≥ 0. Applying Proposition 5.1, and making use of (27), we obtain an inclusion
which is compatible with the respective gr J (R)-actions.
Comparing the two filtrations.
We now have two filtrations on H q (X, R): the spectral sequence filtration F • H q (X, R), given by (33) , and the J-adic filtration, J • · H q (X, R). The two filtrations are related as follows.
Proof. Our claim follows from (33) and (34).
Corollary 6.7. The J-adic filtration on H * (X, R) is finer than the filtration defined by I-adic spectral sequence:
In general, the two filtrations differ, even in the case when R = kA, with A an abelian group, as the next example shows. On the other hand, we will see in Lemma 8.4 that the two filtrations coincide for A = Z. Example 6.8. Consider the space X = S 1 ∨ S 1 , and its universal abelian cover, X ab → X, classified by the map ab :
It follows that J s · H 1 (X ab , k) ∼ = J s . On the other hand, F −s H 1 (X ab , k) ∼ = J s−1 . Thus, the two filtrations on H 1 (X ab , k) do not coincide.
The homological Reznikov spectral sequence
In this section, we specialize to the case where the coefficient module is the group-ring kG of a cyclic group of prime-power order p r , over a field k of characteristic p. When X = K(π, 1) is an Eilenberg-MacLane space and G = Z p , the resulting spectral sequence is the homological version of a cohomology spectral sequence described by Reznikov in [27] .
7.1. A convergent spectral sequence. Let X be a connected CW-complex, and let π = π 1 (X). Assume we have an epimorphism ν : π ։ Z p r . Fix a field k of characteristic p, and denote by (kZ p r ) ν the group-ring of Z p r , viewed as a right kπ-module via the linear extensionν : kπ ։ kZ p r . Let I = I k (π) and J = I k (Z p r ) be the respective augmentation ideals.
, and note that J is the ideal generated by (t − 1). By the binomial formula, (t − 1) p r = t p r − 1 over k. Thus, J p r = 0. Putting things together, we conclude that
Therefore, E • (X, (kZ p r ) ν ) converges. In fact, the spectral sequence collapses in finitely many steps:
For another situation when the spectral sequence converges, see Proposition 8.1 below.
Nevertheless, the spectral sequence filtration, F • H * (X, (kZ p r ) ν ), does not always coincide with the J-adic filtration, J • · H * (X, (kZ p r ) ν ), as the following example shows. Example 7.2. Let X = S 1 , and consider the canonical projection ν :
is the ideal generated by the norm element,
On the other hand, N augments to 0 in F p , and so N ∈ J ∩ ker(
7.2. The Reznikov spectral sequence. We now specialize to the case when G = Z p and k = F p . Identify
, where x = t − 1. Let ν : π ։ Z p be an epimorphism, and consider the spectral sequence E • (X, (F p Z p ) ν ). By (30) , the first term is
, for t − s ≥ 0 and 0 ≤ s ≤ p − 1, and 0 otherwise. Here we used that gr s J (F p Z p ) = F p , with basis x s , in the specified range.
To identify the d 1 differential, let ν * : H 1 (X, F p ) → H 1 (Z p , F p ) = F p be the homomorphism induced by ν in homology, and let ν Fp ∈ H 1 (X, F p ) be the corresponding cohomology class. Proposition 7.3. Under the identification from (36), the differential
If, moreover, X is of finite type, then the dual δ 1 = (d 1 ) * coincides with the leftmultiplication map
Proof. For the first statement, use Proposition 6.3 with G = Z p and k = F p , noting that under the identifications
The second statement follows from Corollary 6.4.
In the particular case when X = K(π, 1), we recover the spectral sequence from [27, Theorem 13.1], in homological form.
be an exact sequence of groups. There is then a spectral sequence 1) , and converging in finitely many steps.
Monodromy action.
In view of Proposition 7.3, the first page of the spectral sequence
with columns running right-to-left from E 1 0, * to E 1 −p+1, * . Thus, if p = 2, we have a chain complex,
be the spectral sequence filtration. Our hypothesis forces E 2 −s,q+s = 0, for 0 < s < p − 1. Hence, E ∞ −s,q+s = 0, for 0 < s < p − 1, which implies
Now recall from Lemma 6.6 that J k · F n ⊆ F k+n . Hence:
and this finishes the proof.
Completion and homology of abelian covers
In this section, we study the more general situation when the coefficient module is the group-ring of an abelian group A, with emphasis on the good convergence properties of the corresponding equivariant spectral sequence. In the process, we use standard completion tools from commutative algebra, as described in [20] and [30] .
8.1. Convergence. Let k be a field. Suppose we are given an epimorphism ν : π ։ A onto an abelian group. We may then view the ring Λ := kA as a right kπ-module, via the ring mapν : kπ ։ kA. We shall denote this module by Λ ν , and will consider the spectral sequence E • (X, Λ ν ), associated to the Galois cover of the CW-complex X corresponding to ν.
As usual, write I = I k π and J =ν(I)Λ, and recall that J is the augmentation ideal of Λ = kA. Also, note that J is a maximal ideal of the Noetherian ring Λ. Let ι : Λ → Λ be the J-adic completion. Set J := ι(J) Λ, and note that Λ is a Noetherian local ring, with maximal ideal J, hence a Zariski ring. The ring morphismν := ι •ν defines another kπ-module, which we will denote by Λν. We thus obtain a morphism of spectral sequences,
We will frequently make use of the fact that, for any finitely generated Λ-module M , there is a natural Λ-isomorphism,
and the completion filtration on the J-adic completion M coincides with the J-adic filtration.
The good convergence properties of both spectral sequences follow easily from the Artin-Rees Lemma, as explained by Serre in [30] . Proposition 8.1. Let X be a connected CW-complex of finite type. With notation as above, we have:
If X is a finite complex, the spectral sequence E • (X, Λ ν ) collapses in finitely many steps.
Proof. See [30, pp. 22-24] .
The next lemma shows that
Lemma 8.2. Let X be a connected CW-complex of finite type. Then the maps
are isomorphisms, for all 1 ≤ r ≤ ∞ and q ≥ 0.
Proof. Set C • := C • (X, Λ) and C • := C • (X, Λ). Note that, by construction, C • is the J-adic completion of the Λ-chain complex C • . By (29) ,
for all k. Since ι : C • → C • is the completion map, it follows from (37) that E 0 (ι) is an isomorphism. Therefore, E r (ι) is an isomorphism, for 1 ≤ r < ∞. The remaining assertions follow from convergence.
Cyclic quotients.
We now specialize further, to the case when A = Z. Let ν : π ։ Z be an epimorphism, and k a commutative ring. Identify the group-ring kA with the Laurent polynomial ring Λ = k[t ±1 ], and note that the augmentation ideal of Λ is principal: J = (t − 1)Λ. Identify also the associated graded ring gr(kZ) with the polynomial ring k [x] , where x = t − 1. Assuming either k = Z and H * (X, Z) is torsionfree, or k is a field, it follows from (20) and Lemma 6.1 that
, where we used that gr s J (kZ) is freely generated by x s . The induced homomorphism ν * :
Proceeding as in the proof of Proposition 7.3, we obtain the following.
Corollary 8.3. Let X be a connected CW-complex and let ν : π 1 (X) ։ Z be an epimorphism. Assume either that k = Z and H * (X, Z) is torsion-free, or k is a field. With identifications as in (38), the differential
8.3. Comparing the two filtrations. Next, identify the J-adic completion of Λ = kZ with the power-series ring Λ = k [[x] ], so that the map ι : Λ → Λ sends t to x + 1. Note that the extension of the ideal J is principal: J = x Λ. Let ν : π ։ Z be an epimorphism. We have seen in §6.2 that each piece of the corresponding spectral sequences, q E r * and q E r * , supports a natural graded module structure over the ring gr J (Λ) = gr b J ( Λ). Recall from Corollary 6.7 that, for any commutative ring R, viewed as a right kπ-module via a ring map ρ : kπ → R, we have an inclusion
, where J is the ideal of R generated by ρ(I).
Lemma 8.4. Let X be a connected CW-complex and k a commutative ring. Set R = kZ ν or kZν . Then
(1) For each r and q, the gr(R)-module q E r * is generated by q E r 0 . (2) The spectral sequence filtration on H * (X, R) coincides with the (x)-adic filtration.
Proof. Part (1). It is enough to check that
. If z = x s y and∂(y) = x r y ′ , then z ∈ F s and ∂(z) = x s+r y ′ ∈ F s+r , hence z ∈ Z r −s . Conversely, if z = x s y and∂(z) = x s∂ (y) = x r+s y ′ , then∂(y) = x r y ′ , and therefore y ∈ Z r 0 , as needed. Part (2) follows from the equality Z ∞ −s = x s ·Z ∞ 0 , which is checked in a similar way.
Nevertheless, the filtration F • (X, kZ) need not be separated, as the next example shows.
Identify the group ring kZ with Λ = k[t ±1 ], and consider the Λ-module
Thus,
where J denotes the augmentation ideal of Λ. By Lemma 8.4, the filtration {F s N } is not separated, if char k = 2. In this situation, the spectral sequence E • (X, kZ) converges, yet we cannot recover N = H 1 (X, kZ) from the spectral sequence, even additively.
Monodromy action and the Aomoto complex
In the previous section, we showed that the equivariant spectral sequence of a finite type CW-complex X, starting at E 1 s,t (X, kZ ν ), converges to H s+t (X, kZ ν ), the homology groups of the cover determined by an epimorphism ν : π 1 (X) ։ Z, with coefficients in a field k. Using this fact, we now investigate the monodromy action of Z on H * (X, kZ ν ). In the process, we relate the triviality of the action to the exactness of the Aomoto complex defined by ν k ∈ H 1 (X, k).
9.1. Modules over kZ. Start by identifying the group-ring kZ with Λ = k[t ±1 ]. Since k is a field, the ring Λ is a PID, and so every finitely-generated Λ-module P decomposes as a direct sum of a free module, P 0 = Λ rank P , with finitely many modules of the form
indexed by irreducible polynomials f ∈ Λ. We call P f the f -primary part of P , and Λ/f i an f -primary Jordan block of size i. Now let X be a finite-type CW complex, and ν : π 1 (X) ։ Z an epimorphism. For each q ≥ 0, the homology group P q := H q (X, kZ ν ), viewed as a module over Λ = kZ, decomposes as
with P q 0 = Λ rq , where r q is the rank of P q , and
, where e q i = e t−1,i (P q ) is the number of (t − 1)-primary Jordan blocks of size i.
Our first result in this section identifies precisely the information that the I-adic spectral sequence carries about the kZ-module structure on H * (X, kZ ν ), or, equivalently, the monodromy action of the group Z = t on the homology groups of the covering space of X determined by ν. Set J = (t − 1)kZ.
Proposition 9.1. For each q ≥ 0, the gr J (kZ)-module structure on q E ∞ (X, kZ ν ) described in §6.2 determines the free and (t − 1)-primary parts of H q (X, kZ ν ), viewed as a module over kZ.
Proof. Identify gr
, where x = t − 1. Proposition 8.1, together with Lemma 8.4 and (35), guarantee that the k[x]-modules q E ∞ and gr J H q (X, kZ ν ) are isomorphic. From (40), we obtain a decomposition
as k[x]-modules. Hence, the gr J (kZ)-module structure of q E ∞ determines the numbers r q and e q i , that is, the free and (t − 1)-primary parts of H q (X, kZ ν ).
9.2. Aomoto complex. As before, denote by ν Z the class in H 1 (X, Z) determined by an arbitrary homomorphism ν : π → Z. Let ν * : H 1 (X, k) → H 1 (Z, k) = k be the induced homomorphism. The corresponding cohomology class, ν k ∈ H 1 (X, k), is the image of ν Z under the coefficient homomorphism Z → k. We then have:
Indeed, by obstruction theory, there is a map f : X → S 1 and a class ω ∈ H 1 (S 1 , Z) such that ν Z = f * (ω). Hence, ν Z ∪ ν Z = f * (ω ∪ ω) = 0. Formula (42) then follows by naturality of cup products with respect to coefficient homomorphisms. As a consequence, left-multiplication by ν k turns the cohomology ring H * (X, k) into a cochain complex,
which we call the Aomoto complex of H * (X, k), with respect to ν k .
Definition 9.2. The Aomoto Betti numbers of X, with respect to the cohomology class ν k ∈ H 1 (X, k), are defined as
In general though, the inequality is strict.
Example 9.3. Let X = T n , the n-dimensional torus. The cohomology ring H * (X, k) is simply the exterior algebra on H 1 (X, k) = k n . If ν is onto, ν k = 0, and so the complex (43) is exact. Thus, β q (X, ν k ) = 0, for all q ≥ 0, though, of course, b q (X) = n q . 9.3. Monodromy action. We are now ready to state and prove the second result of this section. Let P q = H q (X, kZ ν ), viewed as a module over kZ via the epimorphism ν : π ։ Z, with decomposition as in (40).
Proposition 9.4. For each k ≥ 0, the following are equivalent:
(1) For each q ≤ k, the vector space H q (X, kZ ν ) is finite-dimensional, and contains no (t − 1)-primary Jordan blocks of size greater than 1. (2) For each q ≤ k, the monodromy action of kZ on
Proof. The equivalence (1) ⇔ (2) is an immediate consequence of decompositions (39)-(40). To prove the equivalence (2) ⇔ (3), recall we have a spectral sequence
The condition β ≤k (X, ν k ) = 0 is equivalent to E 2 −p,q = 0, for q − p ≤ k and p > 0. Consequently, E ∞ −p,q = 0, in the same range. By convergence of the spectral sequence and Lemma 8.4, this means:
Taking p = 1 in the above, and recalling the discussion from §9.1, we obtain
for all q ≤ k. This implies r q = 0 (since gr 1 (Λ) = 0) and e q i = 0, for i > 1 (since dim k gr 1 (P q t−1 ) = i>1 e q i ), for all q ≤ k, which is equivalent to t − 1 = 0 on P
In our situation, we have
, and this vanishes, by assumption. The induction step is thus proved.
Bounds on twisted cohomology ranks: I
In this section, we give upper bounds on the ranks of the cohomology groups with coefficients in a rank 1 local system defined by a rational character of prime-power order.
10.1. Twisted Betti numbers. We start with some definitions. Let X be a connected, finite-type CW-complex. Given a field k, the k-Betti numbers of X are defined as b q (X, k) := dim k H q (X, k). More generally, if R is a Noetherian ring, define b q (X, R) to be the minimal number of generators of the R-module H q (X, R). Now suppose ρ : π → C × is a homomorphism from π = π 1 (X) to the multiplicative group of non-zero complex numbers. The twisted Betti numbers of X corresponding to the character ρ are defined by
where ρ C = C, viewed as a left module over Cπ, via ρ. By duality, b q (X, ρ) = dim C H q (X, C ρ ), where C ρ = C, viewed as a right module over Cπ, via ρ.
Of particular importance to us are characters of the form ρ(g) = ζ ν(g) , where ν : π → Z is a homomorphism, d is a positive integer, and ζ is a primitive d-th root of unity. In this case, we say ρ is a rational character of order d, and write Lemma 10.1. Let Q ∈ Z[t] be a polynomial with integer coefficients. Suppose Q(ζ) = 0, for some root of unity ζ ∈ C of prime-power order p r . Then Q(1) = 0 (mod p).
Proof. The minimal polynomial of ζ is the cyclotomic polynomial Φ p r (t). Thus, Φ p r | Q. But Φ p r (1) = p, and so p | Q(1).
The following Corollary will be useful in the sequel. Let A be a matrix with entries in Z[t ±1 ]. We will denote by A(z) the evaluation of A at a non-zero complex number z ∈ C × . For p a prime, we may also view A(1), after reduction modulo p, as a matrix with entries in F p . Theorem 10.3. Let X be a connected, finite-type CW-complex. Let ν : π 1 (X) → Z be a homomorphism, and p a prime. Then, for all r ≥ 1 and q ≥ 0,
Proof. Let C • (X, Z) = (C q , ∂ q ) q≥0 be the cellular chain complex of X, and let ZZ ν be the ring ZZ = Z[t ±1 ], viewed as a module over Zπ 1 (X) via the ring mapν :
Note that ∂ ν q (1) = ∂ q . From the definition of twisted Betti numbers, we have
, where ζ is a primitive root of unity of order p r . Now consider the chain complex
(1). The desired inequality follows from (49), (50), and Corollary 10.2.
Remark 10.4. Given a knot K in S 3 , let X = S 3 \K be the knot complement, π = π 1 (X) the knot group, and ν = ab : π ։ Z the abelianization map. The Alexander polynomial of the knot, ∆ K (t) ∈ Z[t ±1 ], is the greatest common divisor of the codimension 1 minors of the Alexander matrix, ∂ ν 2 , defined as in (48). Let ρ : π → C × be a non-trivial character. Writing ρ(g) = z ν(g) , for some z ∈ C × , we have:
(see [9] for a much more general statement). In particular, b 1 (X, ν/d) = 0 if and only if ∆ K (ζ) = 0, for some primitive d-th root of unity ζ.
10.4.
Examples and discussion. We conclude this section by discussing the necessity of the hypothesis in Theorem 10.3, and the sharpness of inequality (47). We start with the prime-power hypothesis. Suppose d is a positive integer so that d = p r , for any prime p. One may wonder whether an inequality of the form
holds, for some suitable choice of Noetherian ring R. The following example shows that this is not possible, in general.
Example 10.5. By assumption, d is not a prime-power integer; thus, Φ d (1) = 1. On the other hand,
Hence, by a classical result of Seifert [29] , there is a knot
Fix an integer n > 1, and let K = ♯ n K d be the connected sum of n copies of K d . Denote by X d = S 3 \ K d and X = S 3 \ K the corresponding knot complements. By additivity of Alexander invariants under connected sums of knots (see for instance [28] ), we have an isomorphism of CZ-modules, 
On the other hand, b 1 (X, R) = 1, for any ring R.
Next, we show that inequality (47) from Theorem 10.3 may fail to be an equality.
Example 10.6. Let X = S 3 \K be a knot complement, ν : π 1 (X) ։ Z the abelianization map, and d = p r . If b 1 (X, ν/d) were non-zero, then ∆ K (ζ) would vanish, and so
Finally, we show that the bound (47) cannot be improved.
Example 10.7. Let X be any connected, finite-type CW-complex with H q (X, Z) torsionfree, and let ν : π 1 (X) → Z be the zero map. Then b q (X, ν/p r ) = b q (X, F p ) = b q (X), for all primes p.
Bounds on twisted cohomology ranks: II
Continuing the theme from the previous section, we sharpen the bounds on the twisted Betti numbers b q (X, ν/p r ), by using the Aomoto Betti numbers β q (X, ν Fp ) instead of the usual Betti numbers b q (X, F p ), under an additional freeness assumption on H * (X, Z).
11.1.
Decomposing the boundary map. Let X be a connected, finite-type CWcomplex. Assume k = Z and H * (X, Z) is torsion-free, or k is a field. Let C q = C q (X, k) be the the group of cellular q-chains over k, and ∂ q : C q → C q−1 the boundary map. Writing Z q = ker ∂ q and B q−1 = im ∂ q , we have a split exact sequence
By assumption, H q = Z q /B q is a free k-module. Thus,
where N q ∼ = H q ⊕ B q−1 . The next Lemma follows at once.
Lemma 11.1. With respect to the direct sum decompositions C q = Z q ⊕ B q−1 and C q−1 = B q−1 ⊕ N q−1 , the matrix of the differential ∂ q : C q → C q−1 takes the block-matrix form
It easily follows that the block-matrix decomposition (54) of ∂ q is compatible with the canonical coefficient homomorphism Z → k.
11.2.
Aomoto bounds on the twisted Betti numbers. We are now ready to state the main result of this section.
Theorem 11.3. Let X be a connected, finite-type CW-complex, with H * (X, Z) torsionfree. Let ν : π 1 (X) → Z be a homomorphism, and p a prime. Then, for all r ≥ 1 and q ≥ 0,
Proof. Without loss of generality, we may assume ν is surjective. Indeed, if ν = 0 then clearly
On the other hand, if the image of ν has index m in Z, then plainly
Here p s is the order of ζ m , where ζ is a primitive root of unity of order p r .) If p divides m, then ν Fp = 0 and claim (55) becomes inequality (47). Otherwise, s ≥ 1 and β q (X, ν Fp ) = β q (X, ν ′ Fp ). Hence, the result for ν ′ implies the claim for ν.
Consider the equivariant chain complex C • (X, ZZ ν ), viewed as a chain complex over Λ = Z[t ±1 ]. Identify C q (X, ZZ ν ) = Λ ⊗ C q , where C q = C q (X, Z), and denote by ∂ ν q : Λ ⊗ C q → Λ ⊗ C q−1 the boundary maps. Since ∂ ν q (1) = ∂ q and ∂ q | Zq = 0, the restriction of ∂ ν q to Λ⊗Z q takes values in J ⊗C q−1 , where J = (t − 1)Λ. As in §11.1, write C q = Z q ⊕ B q−1 and C q−1 = N q−1 ⊕ B q−1 . Using formula (54), we see that ∂ ν q takes the block-matrix form
where Q(1) is the identity, and S(1) is the zero matrix. For future use, define the blockmatrix A q := P Q R S
, and note that rank
, where ζ is a primitive root of unity of order p r . Hence,
Let us estimate the right side. By Corollary 10.2,
By Lemma 11.1 and Remark 11.2,
Combining (57), (58), and (59) with the equality b q (X) = rank C q − rank B q − rank B q−1 , we obtain
We now turn to the Aomoto-Betti numbers. By definition,
Using the identifications gr 0 (F p Z) = F p and gr 1 (F p Z) = x · F p ∼ = F p , where x = t − 1, we may view this differential as a map
q has the same rank as
is the projection, and ι :
. In view of (60) and (62), it suffices to show that δ 1 q = R q (1). Let z ∈ Z q (X, F p ). Using formula (56)-with everything reduced mod p-we find:
where at the last step we used the identification gr 1 (
This finishes the proof.
11.3. Necessity of the hypothesis. We now give examples showing that the two hypotheses in Theorem 11.3 are necessary. We start with the prime-power hypothesis. Given a Noetherian ring R, let ν R ∈ H 1 (X, R) be the cohomology class determined by the homomorphism π 1 (X) ν − → Z ι − → R, where ι(1) = 1. Define β q (X, ν R ) to be the minimal number of generators of the R-module H q (H * (X, R), ·ν R ). Now suppose d is a positive integer so that d = p r , for any prime p. One may wonder whether an inequality of the form b q (X, ν/d) ≤ β q (X, ν R ) holds, for some suitable choice of Noetherian ring R. The following example shows that this is not possible.
Example 11.4. Let us start by recalling an old result of R. Lyndon (see [1, Thm. 3.6] ). If v 1 , . . . , v n are elements in Λ = ZZ n satisfying n i=1 v i (t i − 1) = 0, then there is a word r ∈ F ′ n such that (∂r/∂x i ) ab = v i , for all i. Hence, if π = x 1 , . . . , x n | r is the corresponding 1-relator group, and X is the presentation 2-complex, then the chain complex C • (X ab , k) has boundary maps ∂ ab 2 : Λ → Λ n and ∂ ab 1 : Λ n → Λ given by
v i e . Hence, H 1 (X, C ρ ) = C, and so b 1 (X, ν/d) = 1.
Next, let R be a Noetherian ring, and set 
To recap, we showed that b 1 (X, ν/d) = 1, yet β 1 (X, ν R ) = 0. Let us note that X is a minimal CW-complex, in the sense of the definition from §12.1 below; indeed, ǫ(v 1 ) = ǫ(v 2 ) = 0, and so the boundary maps in C • (X, Z) vanish. Furthermore, Corollary 6.4 implies that X has the same cohomology ring as S 1 × S 1 .
Next, we show that the hypothesis that H * (X, Z) be torsion-free is really necessary.
Example 11.5. Start with Y = S 1 ∨ S 2 , and identify π 1 (Y ) = Z, with generator t, and set Λ = Z[t ±1 ]. Using the construction from Example 2.1, build the CW-complex X = Y ∪ φ 1+t e 3 . The equivariant chain complex of X can be written as
− → Z, and so H 2 (X, Z) = Z 2 . Now take ν : π 1 (X) → Z to be the identity, and pick the prime p = 2. The chain complex C • (X, C ρ ) corresponding to the rational character ρ(t) = −1 has the form
− − → C, and so b 3 (X, ν/2) = 1. On the other hand, it follows from (63) that all boundary maps of C • (X, F 2 ) are 0. Hence,
We also know from (63) that∂ 3 (1⊗e 3 ) = (1+t)⊗e 2 . Hence,
. By Corollary 8.3, the map ·ν
11.4. Sharpness of the bound. Inequality (55) from Theorem 11.3 may fail to be an equality, as we now show.
Example 11.6. Let G = x, y | [x, y] p , let X be the associated presentation 2-complex, and let ν : G → Z be the diagonal character, sending both x and y to 1. We then have b 1 (X, ν/p) = 0, whereas β 1 (X, ν Fp ) = 1.
On the other hand, the bound (55) cannot be improved, as the next example shows.
Example 11.7. Let A be a subarrangement of a complexified reflection arrangement of type A, B, or D, and let X be the complement of A. Choose ν : π 1 (X) → Z to be the diagonal character, sending each oriented meridian to 1. In this case, the bound in Theorem 11.3 is attained at all primes, for q = 1 and r = 1; see [19, Theorem C].
Galois covers, minimality, and linearization
In this section, we analyze in detail the first page of the equivariant spectral sequence of an arbitrary Galois cover. Using this approach, we give an intrinsic meaning to the linearization of the equivariant chain complex, in the important case of minimal CWcomplexes. Throughout, k will denote the integers Z, or a field.
12.1. Minimal cell complexes. We start by reviewing a notion discussed in [23] ; see also [7, 8] for various applications. Let X be a connected, finite-type CW-complex. We say the CW-structure on X is minimal if the number of q-cells of X coincides with the (rational) Betti number b q (X), for every q ≥ 0. Equivalently, the boundary maps in the cellular chain complex C • (X, Z) are all the zero maps. In particular, X has a single 0-cell, call it e 0 .
If X is a minimal cell complex, the homology groups H * (X, Z) are all torsion-free. In particular, H q (X, k) = H q (X, Z) ⊗ k and H q (X, k) = H q (X, k) * , for k = Z or k a field.
Even if the homology groups of X are torsion-free, the space X need not be minimal. For example, if K is a knot in S 3 , with complement X, then H * (X, Z) = H * (S 1 , Z), yet X does not admit a minimal CW-structure, unless K is the trivial knot.
Examples of spaces admitting minimal CW-structures are: spheres S n , tori T n , orientable Riemann surfaces, and complex Grassmanians-in fact, any compact, connected smooth manifold admitting a perfect Morse function. If A is a complex hyperplane arrangement, then its complement, X, has a minimal cell decomposition; see [7] . 12.2. Linearizing the equivariant boundary maps. Let X be a minimal CWcomplex, with fundamental group π = π 1 (X). As usual, let (C • (X, k), ∂) be the cellular chain complex of X, and let (C • ( X, k),∂) be the equivariant chain complex, with filtration F n = I n · C • ( X, k), where I = I k π. Let ν : π ։ G be an epimorphism, and consider the chain complex (C • (X, kG ν ),∂ G ), with filtration F n C • (X, kG ν ) = J n ⊗ k C • (X, k), where J =ν(I) = I k G.
Lemma 12.1.∂ G F n C • (X, kG ν ) ⊂ F n+1 C • (X, kG ν ), for all n ≥ 0.
Proof. Recall from §2.4 that p •∂ = ∂ • p, where p : C • ( X, k) ։ C • ( X, k)/F 1 C • (X, k) is the quotient map. Consequently,∂F 0 ⊂ F 1 , by minimality of X.
From the discussion in §3.4, we know that (ν ⊗ id) •∂∂ G • (ν ⊗ id), and that ν ⊗ id preserves filtrations. Since ν ⊗ id is onto, we infer that∂ G F 0 ⊂ F 1 . The conclusion follows from kG-linearity of∂ G . Now use again the minimality of X to identify C q (X, k) = H q (X, k) and C • (X, kG ν ) = kG ⊗ k H q (X, k). From the construction of the equivariant spectral sequence, we obtain immediately that E 1 (X, kG ν ) = E 0 (X, kG ν ), and d 1 G = ∂ lin G . At this point, it is easy to give a concrete interpretation of linearization, in terms of matrices and natural k-bases provided by cells. For each q ≥ 1, denote by Mat(∂ G q ) the matrix corresponding to the boundary map ∂ G q : kG ⊗ k H q (X, k) → kG ⊗ k H q−1 (X, k). By Lemma 12.1, all the entries of Mat(∂ G q ) belong to the ideal J = I k G. Reducing those entries modulo J 2 , we obtain a new matrix, denoted by Mat(∂ G q ) mod J 2 , with entries in J/J 2 ∼ = H 1 (G, k).
Corollary 12.3. Let X be a minimal CW-complex, and let ν : π 1 (X) ։ G be an epimorphism. Then, for all q ≥ 1,
Proof. With the identifications discussed above, Mat(∂ G q ) mod J 2 is the matrix of ∂ lin G = d 1 G . The conclusion follows from Proposition 6.3. Remark 12.4. The above equality was proved in [7, Theorem 20] for ν = id and k = Z, provided H * (X, Z) is generated as a ring in degree one.
2 When k is a field, there is a connection between the chain complex (E 1 (X, kπ), d 1 ) and the well-known Koszul complex from homological algebra. We refer to [7, Proposition 22] for a class of Koszul resolutions coming from linearization, and to [7, Theorem 23] for an application to the computation of higher homotopy groups.
12.3. Linearizing the equivariant cochain complex. Let X be a connected CWcomplex, with π = π 1 (X), and let ν : π ։ G be an epimorphism. Recall from Example 2.3 that C • (X, ν kG) = (Hom kπ (C • ( X, k), ν kG),δ
• G ) denotes the cochain complex of X, with coefficients in the left kπ-module ν kG. This is a cochain complex of (right) kG-modules, endowed with a decreasing filtration F • , with n-th term given by F n = Hom kπ (C • ( X, k), J n ), with J = I k G viewed as a left kπ-module via ν. Alternatively, if we identify C q (X, ν kG) with Hom k (C q (X, k), kG), then F n corresponds to Hom k (C q (X, k), J n ).
Lemma 12.5. Suppose X is a minimal CW-complex. Thenδ G F n ⊂ F n+1 , for all n ≥ 0.
Proof. Follows immediately from the definition ofδ G and Lemma 12.1 applied to ν = id.
Thus, the coboundary mapδ • G induces a (dual) linearization map, gr * F C • (X, ν kG) → gr * +1 F C • (X, ν kG), or, modulo standard identifications, Mat(δ
12.4. Linearization and the Aomoto complex. Finally, we describe the dual linearization map in more familiar terms, in the case when ν : π ։ π ab is the abelianization homomorphism. It turns out that this may be done in terms of the universal Aomoto complex, so we begin by reviewing this notion. Let H * be a graded k-algebra. We need to assume that H 1 is a free, finitely-generated k-module, and a 2 = 0, for all a ∈ H 1 . (These conditions are satisfied by the cohomology rings of minimal CW-complexes, with arbitrary coefficients.) Pick a k-basis {e * 1 , . . . , e * n } of H 1 , and denote by {e 1 , . . . , e n } the dual basis of H 1 := Hom k (H 1 , k). Denote by S the symmetric algebra Sym(H 1 ), and identify it with the polynomial ring k[e 1 , . . . , e n ]. The universal Aomoto complex of H is the cochain complex of free S-modules,
where the differentials are defined by
for α ∈ H q−1 , and then extended by S-linearity. Our hypothesis on (strong) anti-commutativity of H * in degree one easily implies that D • D = 0. The terminology is motivated by the following universal property of A • . Pick any element z ∈ H 1 = Hom k (H 1 , k), and denote by ev z : S → k the change of rings given by evaluation at z. This leads to a specialization of A • , namely to the k-cochain complex A • (z) := A • ⊗ S k. It is easy to check that A • (z) coincides with the Aomoto complex of H with respect to z, as defined in §9.2. We are now in position to state the last result of this paper. Theorem 12.6. Let X be a minimal CW-complex. Then the linearization of the equivariant cochain complex of the universal abelian cover of X, with coefficients in k = Z or a field, coincides with the universal Aomoto complex of the cohomology ring H * (X, k).
