We have designed a statistical test that eliminates the assumption of equal group variances from one-way analysis of variance. This test is preferable to the standard technique of trial-and-error transformation and can be shown to be an extension of the Behrens-Fisher T test to the case of three or more means. We suggest that this procedure be used in most applications where the one-way analysis of variance has traditionally been applied to biological data.
Fixed effects one-way analysis of variance I (ANOVA-1W) is a frequently used statistical tool in many areas of science, especially the biological sciences. A difficulty inherent in its application, however, is the common occurrence of intergroup heteroscedasticity-i.e., variances differ among groups. The ANOVA-1W test requires that variances be homogeneous.
One solution to the heteroscedasticity problem is based upon sequential statistical analysis (1) . This technique requires that two samples be taken from each population, with the sizes of the second samples contingent upon the characteristics of the first samples. Such conditional, multiple sampling is not practical in many biological settings, and a nonsequential procedure is warranted.
Transformation is a nonsequential technique that may be used to correct for heteroscedasticity, but exact significance testing is only possible when a suitable transformation can be prescribed a priori. An approximate test is possible when trial and error leads to a transformation that, based upon residual analysis, eliminates heteroscedasticity while maintaining normality of group means. Even this approximate test is inappropriate when sample sizes are small, however, because residual analysis cannot reliably determine the suitability of a transformation. A second complicating factor is that elimination of heteroscedasticity by transformation tends to skew the transformed data and thereby violates the assumption of the normality of sample means. Exact, nonsequential testing in the context of ANOVA-1W is therefore rarely possible when heteroscedasticity is encountered, and a researcher is left with the dilemma of no suitable parametric test.
Here we solve this problem by developing an ANOVA-1W procedure that requires neither equality of the group variances nor sequential sampling. We begin by first expressing Fisher's F statistic (2) , from the ANOVA-1W, in terms of Student's t tests between all pairwise combinations of means. Fisher's F statistic from an ANOVA-1W is typically expressed as the ratio of the between-group to the within-group mean-squared errors-i.e., values support the HA that ai, 7 it, for at least one iJ,/ pair. The P value from a test based upon the F* statistic is the probability, on H( with repeated sampling, that FE will be greater than or equal to the observed value. This is the prob(X >1/(K -1) -F* served) in repeated sampling, where Proc. Natl. Acad. Sci. USA 86 (1989) Fisher's F statistic, which enables testing when there is a common but unknown variance among groups. When the variances are unknown and differ among groups, we propose replacing the Zij with Behrens-Fisher T values (T;j = {YI, -y }/{S21Ni + S;1/N }1/2). Barnard (3) has recently discussed the appropriateness of the Behrens-Fisher T test (2, 4) when comparing means derived from normal distributions with unequal variances. He concludes that P values from the Behrens-Fisher T test need not be motivated by fiducial arguments and that T is the preferred nonsequential test statistic for comparing means from normal distributions with unequal and unknown variances.
To incorporate the Behrens-Fisher T statistic into ANOVA-1W we define the modified F* statistic, Fu, in which the V2 are replaced by their sample estimates, For testing purposes, one rejects the null hypothesis H( in favor of the alternate hypothesis HA for large values of Fu. The P value from a test based upon Fu is the probability, on H(, that Fu . FU(observed). As was the case for Fisher's F, the Fu statistic can be interpreted as an average two-tailed test between means.
The distribution of Fu converges on that of a x2 variate divided by degrees of freedom (X2_1/[K -1]) when all sample sizes jointly approach infinity. The cumulative distribution function of Fu will be described in detail elsewhere and can be shown to equal, 
