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Abstract 
Synergetics is the study of systems in which individual sub-systems act co-operatively. 
In particular, we are interested as to how this co-operation on a microscopic scale can 
lead to the formation of macroscopic spatial structures or patterns. 
Synergetic pattern recognition is a non-conventional form of pattern recognition 
which is modelled on these synergetic pattern formation systems. Indeed the paradigm 
of synergetic pattern recognition states that pattern recognition is a type of pattern 
formation. 
This thesis is split into two parts. In Part A we introduce synergetic pattern 
recognition. A review of the current range of synergetic pattern recognition systems 
leads to a recognition of two major weaknesses in the current crop of synergetic pattern 
recognition algorithms, so we introduce a number of generalised pattern formation 
models which extend the capabilities of synergetic pattern recognition. 
We also investigate the concept of synergetic learning whereby learning is consid-
ered as a type of pattern formation. During a review of the current approach to this 
task we recognise a number of problems and solve them with an important observa-
tion concerning the dependence between variables. The new learning algorithm which 
results is a significant improvement over the current approach. 
In Part B of this work, we discuss the possible application of synergetic pattern 
recognition to the task of view-based pose estimation, which is the challenge of es-
timating the angles at which an image has been rotated, without reference to a full 
model of the object. 
Synergetic pattern recognition has not been used to solve this problem previously, 
so following a review of the view-based pose estimation literature, we introduce two new 
approaches to pose estimation based on synergetic pattern recognition. Comparison 
of the results found by the various techniques on a standard dataset reveal a number 
of common issues, foremost among which is the need to make a compromise between 
the precision of a system's estimate and the amount of time taken to produce the 
estimate. 
This observation leads to the most exciting finding of this work. We describe 
a new approach, not just to view-based pose estimation, but to the general field of 
pattern analysis, which we call explicit inversion. The reason for the name is that 
we have replaced the problem of numerically inverting a high-dimensional, unknown 
equation with analytically inverting a known, low-dimensional equation. Comparison 
with other approaches shows that this new approach yields comparable accuracy to 
current algorithms but with a dramatic reduction in calculation times. For datasets 
used in this dissertation, the increase in speed was between one to two orders of 
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magnitude. 
We then apply our algorithms to the real-world task of tracking the pose of an 
aircraft. While a number of attempts have been made previously, this is the only 
approach which shows promise of being able to track aircraft pose in real-time. 
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pendent of arbitrary user-defined parameters. 
• Introduction of a parallel version of the new synergetic algorithm, 
which provides extra flexibility. 
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• Design of an extended pattern formation model which allows for both 
pattern recognition and rejection at user-defined levels. 
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• Critical analysis of the current approach to unsupervised synergetic 
learning. 
• Design and testing of a practical unsupervised synergetic learning sys-
tem. 
Chapter 7 
• Design of synergetic warping based pose estimation. 
• Design of synergetic prototype warping based pose estimation. 
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• Design of synergetic interpolation based pose estimation. 
• Creation of code for a gradient-descent based minimisation from a 
point in an arbitrarily-dimensioned space to a non-uniform rational 
b-spline surface of the same dimension, parameterised by an arbitrary 
number of dimensions. 
Chapter 9 
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• Construction of a standard framework for scalar-product based feature 
extractors. 
• Recognition of equivalence of MELT and Optimal Linear Identification 
Mapping. 
• Design of separable, analytically invertible feature extractor mappings 
for qualitative and quantitative image analysis. 
Chapter 10 
• Application of view-based pose estimation to multi-dimensional pose 
estimation. 
• Design of pose tracking system. 
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Chapter 1 
Introduction 
This thesis brings together for the first time, the two disparate fields of synergetic 
pattern recognition and pose estimation. As a result of this combination, we have de-
veloped more powerful pattern recognition algorithms, more practical pattern learning 
algorithms and a fundamentally new approach to pose estimation. 
In this chapter we introduce separately the fields of synergetic pattern recognition 
and pose estimation before combining them in the body of the dissertation. 
1.1 What is Synergetics? 
The word, synergetic, is derived from the Greek root synergos, which means coopera-
tion. The term, synergetics, is used to convey two different meanings in this disserta-
tion. This double meaning is historic, having been introduced by the man who coined 
the term. The two meanings, which are described below, are sufficiently different that 
it should not lead to any confusion. The intended meaning will be clarified explicitly 
in any instances where the context is not sufficient to do so. 
1.1.1 Broad Meaning 
The first meaning of synergetics then, is the broadest possible definition. Synergetics is 
the study of systems in which individual sub-systems act co-operatively. In particular, 
we are interested as to how this co-operation on a microscopic scale can lead to the 
formation of macroscopic spatial, temporal and functional structures. 
Synergetic behaviour can be found in Benard convection, a phenomenon from 
classical fluid dynamics. In this example, a liquid in a vessel is heated evenly from 
below, as shown in Figure 1.1. The heat is transported to the top of the vessel by 
conduction at a microscopic level, and no macroscopic motion or structure is visible. 
When the temperature difference between the top and bottom of the vessel reaches 
a critical temperature, however, macroscopic patterns, like those seen in Figure 1.2, 
may appear. 
The individual molecules are now acting in a co-operative fashion to transfer the 
heat to the top of the vessel. The fluid forms visible rolls, rising at certain positions, 
cooling and then sinking down at different positions. 
14 
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Figure 1.1: Onset of alternative rol patterns in a Benard convection cel. From [27] 
Figure 1.2: Two alternative possible rol patterns in a Benard convection cel. 
From [27] 
Referring again to Figure 1.2, it is clear that the shape of the vessel is symmetric, 
and the heating applied to the bottom surface is completely even. Yet this symmetry 
is broken by the rols which adopt a specific orientation over al other possible orienta-
tions. Computer simulations confirm that the final orientation of the rols is based on 
the initial conditions of the liquid, as can be seen in Figure 1.3. When, in the first two 
columns, the liquid is given an initial bias towards a given orientation, this modality 
grows until it dominates the system and al other modalities are suppressed. This can 
be seen when t = 200 in the bottom row. In the third column, the liquid was given 
biases towards two orientations. The two modalities grow and compete until the mode 
with the largest initial bias dominates the other. This winner takes al behaviour is 
typical of synergetic systems. 
The breadth of this definition ensures that synergetics encompasses many disparate 
sciences. Among others, synergetic models have been used to describe chemical reac-
tions [57], morphogenesis [11], neurobiology [4] and EEG-patterns [20, 26, 27] as wel 
as spin-glasses and neural-networks [51, 106]. 
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T= 0.0 1= 0.0 1= 0.0 
T= 3.0 T= 3.0 1= 10.0 
T= 7.0 1= 7.0 T= 60.0 
T = 200.0 T = 200.0 T = 200.0 
Figure 1.3: Compute simulations of a Benard convection cel. Each simulation leads 
to a winner-take-al solution, dependent on the strengths of the competing modes at 
t = 0. From [8] 
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Synergetics is a category of systems, grouped together by similarities in their be-
haviour. It is not a group of techniques, but rather there is a large number of es-
tablished techniques which are used to study synergetic systems. Among these are 
non-linear dynamics and bifurcation theory. 
1.1.2 Specific Meaning 
This dissertation investigates the application of synergetic systems to image analysis. 
We therefore restrict our attention to those systems in which synergetics produces 
macroscopic spatial structures, or patterns. In particular we study a canonical syner-
getic system, which was first introduced by Haken [38] as the basis of a competitive 
pattern recognition scheme. This system takes the form of a set of non-linear diferen-
tial equations. It has a wel defined set of user-controled parameters, yet it is capable 
of exhibiting the behaviours typical of real-life synergetic systems. It is also amenable 
to the processing of image data due to its innate data reduction characteristics. These 
attributes make it an appropriate choice of synergetic system with which to attempt 
image analysis. 
Much of the work in this dissertation is based on this particular system and ex-
tensions to it, as introduced by both ourselves and others. Our second, more specific 
meaning of the word synergetic, refers to systems, functions and algorithms based on 
this system. 
1.2 What is Pose Estimation? 
The pose, orientation or atitude of an object is the set of angles which define the 
rotation of the object around an arbitrarily defined set of axes. Pose estimation is 
the task of estimating the pose of a given object. Pose tracking is continuous pose 
estimation of an object over time. 
In this dissertation we apply synergetic image analysis techniques to the chalenge 
of pose estimation. While the physical object in question is three-dimensional, image 
analysis is clearly two-dimensional. Thus we face the chalenge of estimating a vector 
of three-dimensions which describes the pose of a three-dimensional object using two-
dimensional data. 
1.3 Motivation 
There are three main incentives to study synergetic image recognition with applications 
to pose estimation. First is the purely pragmatic assessment that these tasks have an 
extraodinary range of possible applications in automated industrial manufacturing 
environments. Second is the realisation that, while pose estimation is a very specific 
problem, casting it within the synergetic framework alows us to treat it as an instance 
of a very general problem with far-reaching implications. Finaly, as synergetic pattern 
recognition is based on physical synergetic systems, we are greeted with the exciting 
prospect that algorithms created within this framework could be implemented on 
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massively paralel, analogue devices [37, 102]. We now look at each of these factors in 
turn. 
1.3.1 Automating Industrial Manufacturing Environments 
Image recognition systems already play a major, and increasingly important role, in 
modern manufacturing. Automated visual inspection (AVI) is a special case of pattern 
recognition, which is used to inspect, grade, measure and locate objects, often on an 
assembly line. The importance of AVI systems can be seen in the example of Motorola, 
which believes that almost without exception, each of its semi-conductor inspection 
tasks is 'a candidate for vision and automation' [18]. 
Pose estimation also has applications within manufacturing. A stationary robot, 
for instance, is generaly required to manipulate an object on an assembly line. For 
this to be possible the robot must be able to recognise the object irrespective of its 
pose. It wil also often need to estimate the pose to alow the robotic manipulator to 
grasp the object successfuly. 
A mobile robot faces these, plus other possible chalenges with regard to pose. 
Assuming a robot needs to take a path that is blocked by objects of a known type, 
the robot's progress through the area would be enhanced by being able to estimate 
the pose, as wel as the type of the object which was in the way, so as to be able to 
calculate the best possible path. 
Appearance-Based Vision Systems 
Traditional image analysis systems for manufacturing rely upon the existence of a 
CAD model of every object to be analysed. In essence, the standard approach involves 
extracting features from an image and comparing these with features extracted from 
the CAD model. While this approach has the ability to produce accurate and robust 
results, it is often slow and is expensive when the cost of creating a CAD model is 
high. In contrast, synergetic pattern recognition belongs to the expanding group of 
appearance-based vision systems [34], which can now ofer a viable alternative to the 
traditional CAD model approach [85, 50, 63]. 
An appearance-based vision system is so-caled because it constructs an implicit 
model of an object of interest through a systematic acquisition of views of the ob-
ject [73, 15, 43]. This implicit model is not an attempt to recreate the CAD model, 
as might be done using shape from shading or stereovision routines. Rather, it is es-
sentialy a database which stores image features, indexed by the variables of interest 
to the user. The three major chalenges facing researchers in appearance-based vision 
are how to design the features, how to construct the database and how to recal and 
interpolate between the test images. Al three of these elements are addressed in this 
dissertation. 
The characteristics of appearance-based vision systems are wel suited to the nature 
of the manufacturing environment. First, training only requires a number of images 
of a given object. This makes it inexpensive and capable of being used genericaly for 
any object. Second, it is inexpensive to use, because the input to the system can be 
supplied by a single standard video signal. This is much cheaper than many alternative 
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sensing modalities, such as rangefinder, ultrasound or x-ray imaging. Third, as wel as 
being inexpensive, this sensing modality means that the process is completely passive, 
so it does not interfere with the manufacturing process. 
As implied by the name, appearance-based vision systems rely on the appearance of 
an object being consistent, so they are sensitive to changes in external variables such as 
lighting conditions. Fortunately, the highly controled nature of many manufacturing 
environments means that the lighting conditions, and the camera parameters can be 
fixed. 
1.3.2 Working Within a General Framework 
Image recognition and pose estimation are two instances of a broad field of study 
known as machine vision which attempts to determine values of interest to the user 
from an image. This in turn is a subset of patern analysis, which attempts to do the 
same, this time using any type of input. 
Synergetic image recognition and pose estimation as espoused in this work are 
generic in two senses. First, they are generic in that the features required by the 
system are object independent. In contrast to systems that have been designed to 
work on a specific object, this makes the algorithms flexible enough to work on any 
object. 
Beyond this, however, it is generic in that the variables that are estimated by the 
system can be freely chosen by the user. For example such a system could be trained 
to estimate the location of the predominant light source, instead of object pose. This 
flexibility means that our algorithms can be used as general purpose machine vision 
algorithms. 
Furthermore, our treatment of the input images is not, with the exception of the 
method described in Chapter 7, specific to images. For example, we do not extract 
lines or locations of vertices and other visual highlights. Instead the pixels are simply 
treated as a vector of inputs in a generic way. Thus, we can see that the algorithms 
can be thought of as general purpose patern analysis algorithms. 
By folowing the philosophy of maintaining a generic approach, one loses a num-
ber of opportunities to increase accuracy by using problem-specific knowledge. The 
payback, however, is that advances made in the specific case can be directly applied 
to the entire range of problems within machine vision and patern analysis. 
1.3.3 Producing Synergetic Devices 
The dominant computing paradigm of the Turing machine [97] is the basis of the 
modern digital computer. While these devices are capable of massive numerical cal-
culations that the human mind could not contemplate, they are very poor at dealing 
with problems of classification, rejection and generalisation which even a child can 
solve successfuly. 
Artificial neural networks (ANNs) are an alternative approach to computing, in-
spired by the structure of the human brain. Researchers have demonstrated that even 
smal ANNs can classify, reject and generalise as wel as learn and forget. While most 
ANN research is implemented in software on a standard digital computer platform, 
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there is no doubt that much of the excitement about ANNs stems from the prospect 
that a viable hardware implementation wil be possible in the future. Unfortunately, 
the massive connectivity required of an ANN chip would make such a device incredibly 
expensive to produce. 
In a similar way, synergetic pattern recognition represents an alternative approach 
to computing, inspired by physical synergetic systems. Also similarly, the goals of 
synergetic pattern recognition are to classify, reject and generalise. While our im-
plementation is in software for a digital computer, the prospect of a viable hardware 
implementation seems a lot more likely than for ANNs [37, 102]. This is because the 
systems which we are modeling are much simpler than the human brain. They also 
occur commonly around us. 
1.4 Chalenges and Achievements 
This dissertation tackles several of the key issues facing synergetic pattern recognition 
and pose estimation. 
Generalisation 
The study of synergetic pattern recognition is stil in its infancy. As such, there are 
many important issues that need to be addressed. Foremost among these issues is 
the ability of such a system to generalise from the set of patterns on which it has 
been trained. The current state-of-the-art in synergetic pattern recognition requires 
that we accept a compromise between the power of that generalisation and the speed 
of the classification. This is a serious limitation to the practical situations in which 
synergetic pattern recognition can be used and represents a major disadvantage in 
comparison to standard pattern recognition approaches. 
We address this issue by introducing two new synergetic algorithms which increase 
the classification power of the system. The algorithms are extensions of the standard 
approach in which certain constants are alowed to vary, thereby parameterising the 
location of the class boundaries. We also introduce corresponding learning techniques 
which minimise the classification error over a given training set. 
Rejection 
When considering pattern recognition schemes we must be aware not only of the 
chalenge of classifying patterns correctly, but also of rejecting patterns that do not 
belong to any of the classes. The model used to define synergetic pattern recognition 
does not alow for this concept, and no serious attempt has been made to address this 
in the literature. The ability to reject is of particular importance when considering 
synergetic devices in hardware, because we do not want noise internal to the device 
being classified as a pattern. 
It is possible to set arbitrary rejection levels and enforce these restrictions directly, 
but such an approach breaks the link between the recognition algorithm and the canon-
ical synergetic model. So we folow a more sophisticated approach and extend the 
synergetic model to include a rejection wel. The wel is parameterised by a number of 
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variables which alow the user to simply train the rejection system appropriately for a 
given training set. 
Learning 
In an even earlier stage of development is the idea of learning using synergetic algo-
rithms. The advantage of synergetic learning is that it occurs using the same process 
as synergetic recognition, which as wel as being elegant, is in accord with neurophys-
iological evidence that learning and recal are paralel processes. Unfortunately, the 
current approach to synergetic learning involves a system of very high dimensional-
ity, and requires the addition of extra terms to the learning model. As a result, the 
strong relationship between learning and recognition is significantly weakened and the 
resulting system quickly becomes impractical for even moderate numbers of classes. 
The system is also no longer based on the minimisation of a Lyapunov function and 
so the behaviour of the system is unpredictable. 
We remove these issues by recognising a fundamental relationship between the 
training images and the learned memories. This understanding alows us to construct 
a new learning algorithm. The new technique maintains the strong link between syner-
getic recognition and synergetic learning, is based on the minimisation of a Lyapunov 
function and is of a much lower dimension than the current synergetic learning algo-
rithm. 
Continuous Variable Estimation 
The chalenge of applying synergetic pattern recognition to pose estimation stems 
from the fact that pattern recognition is a discrete task, whereas in pose estimation 
the results are continuous variables. 
This is the first work which has attempted to develop a continuous form of syner-
getic pattern recognition. In fact, we have developed three distinct approaches to this 
problem, each of which is described in a separate chapter. 
Estimation Speed 
While much work on the accuracy and robustness of pose estimation systems has 
appeared in the literature, the third element which determines the applicability of an 
approach to pose estimation is speed. This is particularly the case when attempting 
to track the pose of an object in real time. For such a task, the time requirements are 
paramount in determining the success of the solution. The fundamental approach to 
this problem is consistent throughout the literature and essentialy involves searching 
a database of points in a high-dimensional space. A number of clever search variations 
exist to help speed the process, but the search is stil the bottleneck in the estimation 
system and the main impediment to real-time pose estimation. 
Our solution to this problem is the most exciting finding of this work. It is a 
fundamentaly diferent approach which completely removes the need for a search 
through a series of database points. We cal it explicit inversion, because the system 
is designed such that we invert a known function explicitly, rather than an unknown 
function implicitly. We show that explicit inversion yields accuracy comparable to 
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current algorithms but with a dramatic reduction in estimation times. We have found 
reductions of between one and two orders of magnitude. Our technique has a number of 
other powerful properties, including the ability to de-couple independent parameters 
and the existence of an optimum training strategy. Furthermore, explicit inversion 
has possible applications wherever pattern analysis is required, thus justifying our 
generalist approach to synergetic pattern recognition and pose estimation. 
1.5 Dissertation Structure 
The structure of the dissertation has been built around meeting the chalenges just 
identified. At the highest level, it has two parts. Part A describes synergetic pattern 
recognition and learning. 
Chapter 2 introduces the concept of synergetics in physical systems and shows how 
we can model such systems to derive synergetic pattern recognition algorithms. 
We review the current range of synergetic pattern recognition systems and recog-
nise their major strengths and weaknesses. 
Chapter 3 addresses the fact that the current crop of synergetic pattern recognition 
algorithms are highly constrained in their classification power. We introduce two 
new pattern recognition algorithms based on a generalisation of the canonical 
synergetic model. Both of these algorithms can be optimised over a training set 
to ofer improved classification power. 
Chapter 4 tackles the fact that the standard synergetic pattern recognition system 
is incapable of rejecting an image. We introduce an extension of the standard 
synergetic model which incorporates a parameterised, trainable rejection wel. 
This new model is then used as the basis of a synergetic pattern recognition and 
rejection system. 
Chapter 5 investigates the concept of unsupervised learning in synergetic pattern 
recognition. We review the current approach to this problem and find it to be 
unwieldy and incapable of reproducing the results of supervised learning. We 
propose a new approach to unsupervised synergetic learning which addresses 
both of these issues. 
Part B discusses how to apply synergetic pattern recognition to the task of pose 
estimation. 
Chapter 6 reviews the concept and specific instances of view-based pose estimation 
from the literature. It also introduces the key ideas of uniqueness, equality and 
ambiguity. 
Chapter 7 then introduces a new approach to pose estimation based on the results 
of synergetic pattern recognition and neuro-physiological theories of the human 
visual understanding of pose. 
Chapter 8 describes a second, more practical approach to view-based synergetic pose 
estimation and compares results with the benchmark routine in this field. 
scalar 
vector 
matrix 
rate of change of q with respect to time 
rate of change of q with respect to time 
rate of change of Q with respect to time 
the ith of a series of q's or the ith element of q 
the ith of a series of q's or the ith vector of Q 
the element of Q from the ith row and jth column 
rotation around the x axis 
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Chapter 9 introduces the new technique of explicit inversion. Results on the database 
of images used in Chapter 8 show that this new approach yields comparable ac-
curacy to current algorithms but with a dramatic reduction in calculation times. 
For the particular data set in question, we found reductions of one order of 
magnitude. 
Chapter 10 reports on the application of explicit inversion to estimating the pose 
of an aircraft. This work was carried out in response to a problem faced by 
Australia's Defence Science and Technology Organisation. We show that the 
increase in speed ofered by the explicit inversion technique makes a real-time 
pose tracking system possible. 
Chapter 11 draws conclusions from the work, places it in a more general context 
and proposes future directions for research. 
1.6 Notes on Notation 
The folowing general rules have been used with notation throughout this dissertation: 
Part A 
Synergetic Pattern Recognition 
and Learning 
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Chapter 2 
Synergetics and Pattern 
Recognition 
Synergetic systems are comprised of individual microscopic sub-systems which act 
in a co-operative way to from macroscopic structures. As can be seen in the Benard 
convection cell of Figure 1.2, we can consider a synergetic system as a pattern formation 
system. 
In order to use such systems to create a synergetic pattern recognition scheme, 
we need to achieve three goals. First, we need a better understanding of the natural 
systems. Second, we need the ability to create, using the same principles, artificial 
pattern formation systems which form particular, user-given patterns. Third, we must 
understand how to use such a system for the task of pattern recognition. These three 
goals are tackled in Section 2.1. 
Having retraced the derivation of the standard synergetic approach to pattern 
recognition, we then review the variations which have been proposed in the literature 
and analyse their major strengths and weaknesses. 
2.1 Deriving a Synergetic Pattern Recognition System 
2.1.1 Defining the Synergetic Pattern Formation Model 
In order to better understand how pattern formation in natural synergetic systems 
works, we need a model which is capable of reproducing the characteristics of a syn-
ergetic system while requiring only a manageable number of system parameters. As 
it is capable of producing synergetic behaviour, we will label this a synergetic model. 
The exposition below closely follows the initial formulation of synergetic pattern 
recognition by Haken [38], while changing the notation to be consistent with the rest 
of the dissertation. 
We start by summarising the results of this section, such that the important con-
cepts are clear within the mathematical details. When a system is controlled externally, 
the system may be driven away from the equilibrium of a stable state into an unstable 
state. The point at which this occurs is a phase transition. When a phase transition 
occurs, there are a number of possible modes or patterns that the system could ex- 
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hibit. The various modes compete against each other until one mode dominates and 
damps al the other modes. The amplitudes of the growing modes are caled order 
parameters. Which mode dominates the system is dependent on the initial state of 
the system, as produced by fluctuations. 
The analysis begins by defining a highly general set of diferential equations which 
control the state of the synergetic system. Based on experience with physical synergetic 
systems, such as the Benard convection cel, we assume that there is a stable state and 
proceed with a linear stability analysis. Having established conditions for the stability 
of the state, we construct a form for the state vector as a function of both space and 
time. This form alows us to re-express the initial set of diferential equations in terms 
of a set of diferential equations for the order parameters. The eigenvalues associated 
with each system mode are then used to invoke Haken's slaving principle, by which it 
is found that the majority of the system's modes are not independent, but rather are 
slaves to a smal number of dominant modes. The dynamical system has now been 
reduced to one equation of motion for each dominant mode, which makes clear the 
possible behaviours of the system. By re-expressing the motion as the movement of 
a particle on a potential surface, we can isolate each of the important macroscopic 
behaviours. 
The state of a physical system can be defined by a state vector q of length 1. As we 
require that our model be capable of producing spatio-temporal patterns, each element 
of the vector q should be dependent on both space and time, 
q = q(x, y, z,t) = q(x,t). 	 (2.1) 
Each element of the state vector q describes a physical measure of the system. In 
a fluid, for example, you may have three elements; the density p(x ,t), the velocity 
v(z, t) and the temperature 7-(x, t). In a chemical reaction, qi(x,t) might represent 
the concentration of the ith chemical in the system. 
The dynamics of the system are modeled by a set of diferential equations of the 
form, 
4(x , t) = d[q (x , t), V, a, x] 	 f (t). 	 (2.2) 
The vector function d defines the deterministic evolution of the state vector q, while 
(t) describes fluctuating forces which may be either internal or external to the system. 
We now look briefly at each of the dependencies in the deterministic function d. Clearly 
the rate of change is dependent on the current state of the system, q (t), possibly over 
the entire space domain of x. The nabla operator, V, alows the inclusion of difusion 
or wave propagation within the system by incorporating the partial diferentials, V 
(alax,018y,010z). The vector a represents external controls on the system. In the 
Benard convection described in Chapter 1, for example, the temperature diference 
between the top and bottom plates is the single external control. In the language of 
bifurcation theory, the external controls are caled bifurcation parameters. Finaly, d 
may also be dependent on spatial inhomogeneities, as indicated by the inclusion of x 
in the dependencies of d. 
Equation 2.2 is a very general prescription, capable of a wide range of behaviours, 
and applicable across distinct fields, such as biology, physics, chemistry and fluid 
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dynamics. It is also impossible to solve for the general case. Based on a knowledge 
of bifurcation theory, changes in the bifurcation parameters or external controls can 
lead to qualitative changes in the state of such systems, so to proceed, we assume that 
there is a time independent, stable state go, 
(a = ao) = (g = go), 	 (2.3) 
and carry out a linear stability analysis. 
We perturb the system in its steady state by changing the external control, 
(a = ao + (5) = (q = go+ w(x,t)- 	 (2.4) 
Substituting this form of solution into Equation 2.2, expanding the nonlinear function 
d, and temporarily ignoring the fluctuation terms, we find 
d(q0-1- w) = d(q0)+ Lw el(w), 	 (2.5) 
where L is the linearisation matrix, defined by, 
ad, Li Oq at q = go, 	 (2.6) 
and 21(w) contains the higher order terms. By assumption, go is a stationary point 
and w is smal, so the first term on the right hand side of Equation 2.5 is zero and 
the third term is smal. Thus the linear stability analysis yields the linear diferential 
equation, 
= Lw. (2.7) 
For the case of non-degenerate eigenvalues then, we can find solutions for w in terms 
- of the eigenvalues and eigenvectors, 
w = e3tv(xj), 	 (2.8) 
and substitute back into Equation 2.4 to obtain, 
e (t) V 3 (X) 	 (2.9) 
where .7(t) are the order parameters. Now clearly in Equation 2.9 the magnitude of 
the order parameter measures the strength of the associated eigenvector. Thus by 
inspecting the values of the order parameters, we can investigate the status of the 
competition between modes. We can do this by substituting the new form for q into 
the original general formulation of Equation 2.2, thereby re-expressing the system as 
a set of diferential equations for the order parameters. 
T6(t)v3(x). d[qo 'si(t)vj (x), V, a, x] 	 1(0. 	 (2.10) 
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To simplify the resulting expression, we apply the linearisation of Equation 2.5, and 
introduce the adjoint eigenvectors, 4(x) which are constructed to be orthonormal to 
the eigenvectors vk(x), 
v:-v3 =6 , 	 (2.11) 
where 5,3 is the Kronecker delta function. We multiply Equation 2.10 by 4(x) and 
integrate over al space to find, 
= Akek Cik (e) 	fk 	 (2.12) 
where dk(e) contains nonlinear deterministic components dependent on the entire vec-
tor of order parameters and fk(t) represents the fluctuating forces acting on the kth 
order parameter over time. 
It is clear from Equation 2.8 that modes with a positive eigenvalue wil grow 
in amplitude with time. We categorise these modes as unstable. Equaly, modes 
with negative eigenvalues wil decay with time and are labeled stable. The case of 
complex eigenvalues leads to time-periodic solutions which are not required for an 
understanding of this dissertation. So restricting ourselves to real eigenvalues, we can 
re-write Equation 2.12 to represent the two mode classes, 
= Akeu 4(6 fu(t), 	 (2.13) 
where the subscripts u and s designate unstable and stable respectively. Now we 
invoke Haken's slaving principle [39], which states that when the real parts of Au are 
smal, the stable order parameters are driven by the unstable order parameters, and 
can therefore be written as, 
= gs(u(t), t). (2.14) 
We can therefore rewrite Equation 2.12 without explicit reference to the stable modes 
as, 
eu = Akeu dk(e) fu (t) (2.15) 
where the competition between unstable modes for dominance of the system is implicit 
in the nonlinear term, dk(). 
Now we wish to make this formulation more concrete by describing the type of inter-
modal competition. We assume that the competition is analogous to the evolution of 
a criticaly damped particle moving on a potential surface, p(e), giving us a special 
case of Equation 2.15 where 
ap = — 	 (2.16) aeu 
This now gives us a firm intuitive feeling for the evolution of the system. A particle 
wil move along the lines of steepest descent until it lands in a wel on the potential 
surface. This wel represents one of the many possible final outcomes for the system. 
The starting point of the system, combined with the potential surface, determines the 
final state of the system. 
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2.1.2 Constructing an Artificial Synergetic Pattern Formation Sys-
tern 
Having gained a better understanding of pattern formation processes in natural sys-
tems, our next step is to adapt our model to form specific, user defined patterns. 
We start by expressing the concept of a pattern as a state vector. Restricting 
ourselves to greyscale images, the standard treatment of an image by digital computers 
is to digitise the continuous, two dimensional luminance function into a matrix of pixel 
values, each of which is proportional to the average luminance over the pixel. We can 
then simply reshape the matrix into a column vector of n pixel values to represent the 
state vector q of the system. 
Now we need to construct a suitable go, which is an unstable, time independent 
stationary state. The most obvious choice is the vector containing al zeros which 
represents the completely blank pattern. We can then re-express the state vector as 
q = E 	 „(x) + w3, 	 (2.17) 
where ws represents the efect of the stable modes, which tends to zero as t — > co. 
In the previous section we derived the possible final states from the linearisation 
of an unknown function. Now we proceed in the opposite direction and directly define 
the m memories, vk, which we cal prototypes in the language of pattern recognition. 
For the sake of neatness, we scale the prototype vectors to have unit length. In order 
to construct a set of adjoint prototypes, v, the prototypes also need to be linearly 
independent. This requirement is almost automaticaly fulfiled by the nature of the 
inputs. The number of pixels in each image, n, wil invariably be much larger than the 
number of prototypes, m, so the likelihood that the patterns wil be linearly dependent 
is very smal. The matrix of adjoint prototypes which satisfies Equation (2.11) can 
then be given as, 
v+ = (vTv)_'vT, (2.18) 
where V is the n x m matrix containing the prototype column vectors and the su-
perscript T is the matrix transpose operator. The kth row in V+ is the kth adjoint 
prototype, vt . 
2.1.3 A Pattern Recognition System Based on the Synergetic Model 
The final step in deriving Haken's synergetic pattern formation system is to introduce 
the important concept that we can implement pattern recognition as an instance of 
pattern formation. In fact, Haken [40] goes further and states his belief that pattern 
recognition is pattern formation. 
In this section we show how to construct a potential function, p, such that the only 
possible final states of the system are the user defined prototypes. Now if an image 
is given to the system as initial conditions, the dynamics on the potential surface wil 
evolve such that the new image is transformed into one of the prototypes. We consider 
this process to be pattern recognition, and so the new image is classified as belonging 
to the same class as the selected prototype. 
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High Dimensional System 
We now introduce a potential function p which leads to a dynamical system analogous 
to Equation 2.15. When choosing a functional form for the potential, we have a number 
of requirements. First, we need the potential to be diferentiable so that we can derive 
a dynamics that minimises the value of the potential. Second, we need the potential 
to have minima for each prototype image, and no other spurious minima. 
Haken introduced the folowing potential form which satisfies these criteria, 
P = — 1 \  4 iok kot 
B k (VI-q)2 (v 	 + c (qT (7)2 4 (2.19) 
where Bki and c are constants and A = [A1, 	 , An] is a vector of constants labeled 
atention parameters. 
In fact, this formulation is symmetric about the origin such that the potential is 
minimised when q = +vk, Vk. So the framework of synergetic pattern recognition 
considers inverted images to be identical. 
Each of the three terms on the right hand side of Equation (2.19) plays a distinct 
role in defining the potential surface. The first term defines the minima on the po-
tential surface at the prototypes. The depth of each minimum is controled by the 
attention parameters, Ak. The second term defines the competition among prototypes 
and controls, in combination with the attention parameters, the location of the ridges 
in the potential surface. This is parameterised by the matrix constant, Bki . The third 
term is required to limit the growth of q, and is parameterised by the constant c. 
Applying the gradient descent approach of Equation 2.16 yields, 
Ti = 	 Akvk (v4k-q) — 	 B (vt q)2(viE q)vk — c(eq)q. 
k=1 	 10k kOl 
(2.20) 
Now to use this dynamical system for pattern recognition, we select a set of pro-
totypes, calculate the adjoint prototypes using Equation 2.18 and use a numerical 
integrator to track the evolution of a novel image into one of the stored memories. 
Low Dimensional System 
The dynamic system which results from the potential of Equation (2.19) has one 
dimension for each pixel in the test image, which is a massive computational burden. 
In order to make the process viable on a digital computer, we use the fact that the 
evolution of the system is controled completely by the order parameters, ek. We 
calculate the initial values for the order parameters by projecting the image onto the 
adjoint prototypes, 
= 	 k = 1, 	 , n. (2.21) 
Using this definition and applying the orthonormality conditions of Equation 2.11, 
it folows that the kth prototype is projected onto the kth axis unit vector in order-
parameter space. 
( n Bk/aG — C 	 si Ck. e2 e = Akk 
10k 1=1 
(2.23) 
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Standard Synergetic Potential 
 
Figure 2.1: The restricted synergetic potential with A = 1. 
We can now re-write the potential as a function of the n order parameters, 
2 
Aka + 	 Bkiee + —1 c 4 P = 2 k=1 	 10k kOl 	 1=1 
(2.22) 
Finaly, we now use Equation 2.16 to derive a low dimensional dynamic system, 
This is Haken's pattern formation model, which we label PF and use as the basis 
of synergetic pattern recognition. 
2.2 Deriving a Linear Synergetic Pattern Recognition Al-
gorithm 
2.2.1 Predicting the Final State 
In order to gain an intuitive understanding of synergetic pattern recognition, we now 
look at the potential surface defined by Equation 2.22. In order to visualise the surface, 
we fix al but one of the n2 + n 1 free parameters, so that, 
(Bk/ = c = Ak) = A > 0, 	 (2.24) 
and plot the resulting surface in Figure 2.1 for the case A = 1. 
The pattern formation model resulting from this choice of parameters is labeled 
PFR, where the subscript R denotes, 'restricted': 
= fk(C A) = Aek (1 + — 2 Ed). 	 (2.25) 1=1 
,,,,, ......... 
• 
...... 	 .... 
214 
2. Synergetics and Pattern Recognition 	 32 
Evoluoon sISIEoo91 Marta, P1o9,991•79 
0.9 
OA 
0.7 
; 0.5 
02 
0.1 
	
10 	 15 	 20 	 25 	 30 
Arno 
Figure 2.2: The final state of the order parameters determines the classification. 
We can clearly see that this potential surface satisfies our needs as the basis for 
an associative memory. Furthermore, the symmetry of the surface suggests that it 
may be possible to predict the final position of the imaginary particle from its initial 
conditions. Indeed, Haken [40] has proven that PFR has the folowing properties: 
•al the prototypes (and their negatives) are possible final states; 
•there are no other possible final states; 
•the order parameter with the largest absolute value wil grow while al others 
wil decay. 
The first result assures us that al memories are accessible. The second result proves 
that the system wil not learn any 'spurious' memories, as is often the case in neural 
network associative memories. The third property implies that the final solution can 
be predicted from the initial conditions, so that integrating the system is unnecessary 
for classification. Figure 2.2 demonstrates behaviours typical of the PFR model. The 
final state of the system is 4 = 1 and = 0, Vi 0 4. This signifies a classification of 
class 4. Note that the classification could have been predicted by inspecting the initial 
order-parameter set. 
2.2.2 SCAP 
These properties of the PFR model led to the creation of SCAP, which stands for 
Synergetic Computer using Adjoint Prototypes. SCAP is a linear algorithm which 
calculates the initial order-parameter set using Equation (2.21) and classifies the image 
according to the order parameter with the largest absolute value. The SCAP algorithm 
has been used successfuly in industrial settings [101], due mainly to its high speed 
classification. 
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2.3 Other Synergetic Pattern Recognition Algorithms 
SCAP is the most widely used synergetic pattern recognition system, but it is far from 
the only scheme which can be drawn from the synergetic framework described above. 
Here we describe a number of alternatives in the literature, divided into four cat-
egories based on the way in which they difer from SCAP. The first category uses the 
same dynamics but uses a more sophisticated way of constructing the prototype im-
ages. The second category removes some of the restrictions on the pattern formation 
variables used in PFR. The third category includes the difusion term, V2, which was 
excluded when deriving SCAP. The fourth category extends the standard approach by 
including pre-processing for synergetic pattern recognition systems. 
2.3.1 Choosing Prototypes 
The approach to pattern recognition derived from synergetic pattern formation is 
example-based. The standard approach requires that the user select one example for 
each class which is representative of that class. Clearly, this is not a simple task, as it 
is rare that the variations within a class of patterns can be suficiently represented by a 
single prototype. Assuming that the user has access to a number of images from each 
class, three schemes have been proposed in the literature for the creation of hybrid 
images to be used as prototypes. 
Average Image 
The first obvious approach is to use prototypes which are the average image for each 
class in the training images. This idea has the significant drawback that if a training 
image were given to the system it wil not be projected directly onto one of the minima. 
In fact, we cannot be certain that even the training set wil be classified correctly. 
SCAPAL 
SCAPAL [101] is an iterative training method designed to construct the hybrid proto-
type which minimises the classification error. It does this by focusing the training of 
the system on those training images which are important for the learning process, as 
suggested by the experimental findings of Anderson and Gaborsky [1], who found that 
repeatedly training neural network systems on mis-classified images can substantialy 
reduce the error rate. The starting point for the iteration are the averaged prototypes 
described above, and the iterations are stopped when the classification error reaches 
a specified level or no longer decreases. The process is described in point form below. 
•construct a SCAP classifier using the current averaged prototypes yk• 
•calculate the average Svk over the mis-classified training images. 
•adjust the average prototypes by setting vk = vk abvk, where a is an 
adjustable learning rate. 
•return to first step. 
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MELT 
A practical solution to the problem of alowing multiple prototypes per class was 
proposed by Bobel et al. [12]. In their approach the orthonormality between the 
prototypes and adjoint prototypes is generalised such that, 
= bij, 	 (2.26) 
where v3/ is the /th training image belonging to class j. We are therefore looking 
for a set of adjoint prototypes such that each training image belonging to class j is 
projected onto the jth unit axis in order parameter space. 
We calculate such a set of adjoint prototypes by defining I as a generalised unit 
matrix. I has one column for each training image, one row for each class and each 
column has a single element equal to unity with al other elements being set to zero. 
For example, the I given below, 
= 
 [
1 1 1 0 0 0 0 
0001 1001, 
0 0 0 0 0 1 1 
(2.27) 
is for the situation where the first three prototypes belong to class 1, the next two 
prototypes to class 2, and the final two prototypes are from class 3. 
Now the required adjoint prototypes can be written in the same form as Equa-
tion (2.18), 
v+ = i(vTv)-1vT. (2.28) 
This process has essentialy reduced the multiple training images for a given class 
to form a single prototype image by 'melting' them together. This is the basis of the 
name MELT that has been given to this method. In this way, the multiple training 
image per class problem has been reduced to the original problem and we can therefore 
proceed using the high-dimensional dynamics, the low-dimensional dynamics, or the 
linear classifier used for SCAP. 
2.3.2 Removing Parameter Restrictions 
Selective Competition 
The pattern formation model PF of Equation 2.23, includes a symmetric matrix B of 
competition parameters. By adjusting these parameters, we can set a diferent level of 
competition between each pair of prototypes. Yudashkin [108] has used this ability to 
alow multiple prototypes per class. He constructs a B such that, 
	
low_ fb 	 k and 1 diferent classes — 0 	 k and 1 same class. 
Now using this competition matrix along with the restrictions, 
(2.29) 
(c = Ak). b> 0, 	 (2.30) 
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we have a new pattern formation model, PF y udashkin. 
The competition between classes means that the prototypes of al the non-winning 
classes wil be suppressed and evolve to have zero order parameters. Because there is 
no competition between prototypes of the same class, however, the final solutions for 
the system wil no longer be the unit axes, as was the case with PFR. Instead, there 
wil exist a curved manifold between the unit axes in order parameter space which is 
stable and which represents the selection of a winning class. 
Attention Parameters 
The attention parameters, A, control the depth of each minimum on the synergetic 
potential surface and are, therefore, key in controling the evolution of a particle 
moving on the surface. For example, if the attention parameter for the ith class 
is set such that their are no minima for that class, then no image wil be classified as 
belonging to the ith class. Haken [40], has used this control to model the recognition of 
several diferent objects within one scene, and our oscilating perception of ambiguous 
patterns. 
Wang et al. [103] loosened the restrictions on the attention parameters in FFR 
to generalise the pattern formation model, and hence the pattern recognition system. 
They found that by selecting a set of attention parameters which minimise the clas-
sification error over a training set of images, they could correctly classify images that 
were incorrectly classified using SCAP. Unfortunately they did not find a method of 
predicting the outcome of the evolution so, although it is a more powerful classifier, 
their system is much slower than SCAP, and their scheme for training the attention 
parameters is not guaranteed to take advantage of this extra classification power. More 
details of this work are given in Chapter 3, where we extend this concept and produce 
a classifier that is as powerful as this approach, yet has the same speed as SCAP. 
2.3.3 Synergetics with Diffusion 
The standard synergetic pattern recognition model, and indeed, most associative mem-
ories [59, 2, 67, 28], treat two dimensional images as one dimensional vectors. Yet it 
is wel known that neighbouring pixels have a higher correlation than distant pixels, 
so spatial information is lost in this representation. 
It is also likely that the human visual system processes information in paralel, using 
local calculations only [56]. In contrast the models mentioned above work sequentialy 
and use information from the entire image to create the dot products. 
These facts are the motivation behind two extensions to the standard synergetic 
model which introduce local, paralel processing by adding difusive terms to the stan-
dard system. 
The first of these extensions was proposed by Schmutz and Banzhaf [91], who 
added standard nearest-neighbour difusion between neurons and identified the exis-
tence of localised stable states when a balance between the difusive and localising 
efects of the system has been reached. The existence of these difuse stable states in 
the model matches wel with known neurobiological systems which exhibit coherent 
spatial structures over lattices of neurons. 
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As wel as being representative of the states found in neurobiological systems, these 
ground states are much more robust than those found in the standard model, because 
the information is stored across the lattice instead of in a single neuron. In the original 
formulation damage to the neuron which recaled class i would result in the system 
failing to recognise any instance of class i. Bresslof [13] has proven that these states 
can exist in any finite-dimensional lattice. 
The second of these extensions adds difusion to the original system, but struc-
turaly separates the reaction and difusion efects. Yuasa et al [107] have extended 
the concept of the order parameter from a scalar value for each prototype, to a two 
dimensional matrix for each prototype. Each matrix element represents the activity 
of an individual pixel, and changes in time as the system evolves. They introduce 
difusion with periodic boundary conditions that acts not on the pixel values, but on 
the activity matrix. The difusion acts to average out the activity levels within each 
prototype. At the same time, the standard synergetic competition is taking place 
between the prototypes. The combination of these two efects means that the system 
has final states where the activity matrix of one prototype is uniformly equal to unity, 
while al others are equal to zero. 
The extended system is therefore capable of emulating the results of the original 
system, but the local processing decreases classification time, and greatly reduces the 
number of connections required in a possible hardware implementation. 
2.3.4 Synergetics with Pre-processing 
Haken and his coleagues have developed a number of pre-processing techniques, to be 
used in conjunction with standard synergetic recognition, which increase the system's 
robustness to important types of transformations. 
The first approach is a static pre-processing in which each image is transformed in 
such a way that the resulting feature set is identical for a given image irrespective of 
how it has been transformed. For translation, scale and in-plane rotation, Haken [40] 
has proposed using Fourier transforms and logarithmic maps to achieve this invariance. 
If al of the training and test images are pre-processed identicaly, it is clear that the 
standard pattern recognition system wil be invariant to these transforms. 
The second approach is a dynamic pre-processing. This procedure can be used 
for scaling, translation and in-plane rotation [40], as wel as for more complicated 
transformations, such as smal, local deformations across an image [40, 16, 17]. There 
are a number of pattern recognition problems in which we would like to introduce 
invariance to smal deformations, such as in optical character recognition. 
Using this idea, the particular transformation is parameterised so that the test 
image can be transformed into any one of a family of images. The transformation 
changes the pixel values indirectly by changing the location of points on the image. So 
if x defines a square grid of pixel locations in the original image, these are transformed 
into locations given by X, 
= x s(x). 	 (2.31) 
The greyscale value associated with each location is moved accordingly, and so the 
image is transformed. 
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The pre-processing is now defined in terms of a gradient dynamics which adjusts 
s(x), so as to minimise the distance between the transformed image and the proto-
types. The pre-processing dynamics are derived from a potential function, which is 
based on the Euclidean distance between two images, such that the potential is zero 
when the test and prototype images are identical. In the case of smal, local deforma-
tions [40, 16, 17], a cost term is added to penalise the system for large deformations. 
Using a cost function based on the values of the dilation and shear forces required 
to produce the deformation on an isotropic elastic sheet, this system has been used 
successfuly to recognise hand-written characters which were incorrectly classified using 
the standard approach. 
2.4 SCAP as an Orthogonal Projection Method 
The derivation of SCAP started with Haken's studies of synergetic behaviour in lasers, 
was developed into a form of pattern recognition using a synergetic dynamics and ended 
with the understanding that the dynamics were unnecessary for classification because 
the final state of the system could be predicted from the initial conditions. 
SCAP can also be derived more directly from consideration of orthogonal, symmet-
ric projection operators. This earlier, paralel derivation is the work of Noguchi [79], 
which has not previously been cited within the literature on synergetics. 
Among other results, Noguchi proves that the order parameters defined by Equa-
tion (2.21) maximaly reconstruct the test vector q over the subspace spanned by the 
prototypes. This can be expressed mathematicaly as, 
— q112 < MVO — qI2. 	 (2.32) 
To prove this hypothesis, we look for the f3 which minimises the functional form, 
OP) = 11v0 - 9112 (2.33) = 13T V T V 2/3T V T qT 
> 0. 
Diferentiating O(/3) with respect to 13 and setting al of the elements to zero yields, 
VTV13 — Vrq = 0. 	 (2.34) 
Re-arranging to solve for 0, we find that, 
= (vTv)—ivTg 	 (2.35) 
= V+q (Equation (2.18) = 
Therefore, the order parameters provide the optimal reconstruction of a test image 
over the space spanned by the prototypes. 
By adding the restriction that each class must have the same number of training 
images, Noguchi also derived an alternative to MELT using the theory of orthogonal 
projection operators. 
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2.5 Conclusions 
This chapter traces Haken's derivation of a synergetic pattern recognition scheme from 
an understanding of the physical processes that occur in synergetic systems. For a 
solid understanding of future chapters, there are two key points to be gained from this 
derivation. First is the concept that pattern recognition can be thought of as a form 
of pattern formation, where a given pattern is changed such that it forms a pattern 
previously memorised by the system. This is the key concept behind synergetic pattern 
recognition. Second is the idea that while the dynamics of such a pattern formation 
involves a huge number of dimensions, the evolution is in fact, completely controled 
by the order parameters. This concept is important as it alows us to derive a low-
dimensional system which is completely equivalent to the high-dimensional system, 
yet makes synergetic pattern recognition computationaly inexpensive. 
We have also reviewed the various synergetic pattern recognition algorithms which 
have been proposed in the literature. From this review it is clear that synergetic pat-
tern recognition is a new field, with many unexplored options. In terms of developing 
practical pattern recognition systems, perhaps the most exciting element of synergetic 
pattern recognition is the fact that the potential surface, in contrast to many neural 
networks, has no spurious memories. It is also easy to use, in that one does not need 
to define a network structure and the learning algorithm is deterministic, again in 
contrast to many neural networks. 
There are, however, a number of facets in which synergetic pattern recognition 
needs to be improved. Foremost among these is the classification power of the system, 
which is the subject of the next chapter. 
Chapter 3 
Enhanced Synergetic Pattern 
Recognition 
3.1 Motivation 
In Chapter 2, we introduced the original synergetic pattern recognition scheme along 
with several extensions proposed by various authors to cope with weaknesses in the 
original formulation. The sum of these algorithms constitutes the state of the art in 
synergetic pattern recognition. 
Wang et al [103] recognised that probably the most limiting problem faced by 
someone attempting to use standard synergetic pattern recognition to solve a practical 
problem is the inflexibility of the decision boundaries. Having selected prototypes, the 
user has no further control of the system. Assuming that a test set reveals unacceptable 
error rates, the user has no option but to select a new set of prototypes and try again, 
because the decision boundaries are fixed. 
In comparison, the user of a standard back-propagation type neural network can 
train the network with emphasis on the test data which is near the decision boundary, 
and this non-uniform training will change the position of the boundary. In a similar 
vein, Wang and his co-workers made the attention parameters variable, and introduced 
a training scheme to find optimal values for the attention parameters. Unfortunately, 
their training scheme is slow and cannot be guaranteed to take advantage of the extra 
flexibility found in the new system. Also, the pattern recognition times are much 
slower than those found using SCAP, because the system requires the evolution of a 
dynamic system. 
In this chapter, we describe two new synergetic algorithms which allow the user 
to train the system to find optimal decision boundaries, and yet maintain the high 
classification speed of SCAP. 
3.2 SCAPAP 
The SCAP formulation of synergetic pattern recognition places much weight on the 
speed of the classification at the expense of the flexibility of the classification bound- 
aries, and hence possibly on the accuracy of the classification. Wang et al [103] pro- 
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posed a closely related synergetic classifier with more flexible boundaries and showed 
that their system can indeed lead to increased classification accuracy. Unfortunately, 
their system sufers from much longer classification times and has an unsatisfactory 
training regime. 
In this section we introduce a new algorithm which matches the discrimination 
capabilities of Wang's system, yet has the same time requirements as SCAP, and can 
be trained using linear programming. 
We demonstrate our new algorithm on its ability to recognise pose, or the angle 
at which an object is presented to the camera. Irrespective of their mathematical 
implementation, pose recognition algorithms can be split into two streams, depending 
on the form of output produced. The first stream attempts to find a vector, 0, which 
captures the angles through which a given object has been rotated [19, 23, 14, 43]. The 
second classifies an object into aspects [35, 62, 78, 81, 95]. An aspect is a contiguous 
set of 0 values which is determined uniquely by the shape of the object. 
Our approach alows us to recognise that a compromise between these two streams 
has applications in robotic manipulation. Here we classify objects into aspects that 
can be defined by the user. If a robotic arm has several diferent grasps, depending 
on the pose of an object, the user-defined aspects are an efective way for the robot to 
decide which grasp is required [30]. 
The characteristics of our technique are wel suited to the nature of the manu-
facturing environment. First, our algorithm classifies quickly and requires only the 
use of a standard video signal. Thus it is completely passive and need not interfere 
with, or slow down, the manufacturing process. Second, since the external variables 
can be highly controled, we can assume that translation, scale, lighting conditions 
and camera parameters are al fixed. The appearance of the object wil therefore be 
dependent purely on the shape and pose of the object. 
Motivated by the need for a more accurate and flexible approach, we discuss the 
need for generalisation of the classification model in Section 3.3, and introduce an 
extension based on freeing the so-caled attention parameters [103]. Analysis of the 
extended model leads to a new, more powerful algorithm which we label SCAPAP, 
standing for SCAP with attention parameters. Section 3.4 describes a deterministic 
training procedure for the new classification scheme and presents some examples of 
pose classification which demonstrate the increased power of the new technique. 
3.3 Generalisation 
The decision boundary used to separate classes k and / in the SCAP algorithm is 
defined by the surface, k = The boundary is therefore both linear and fixed. The 
success of SCAP is reliant on the test images being projected correctly into order-
parameter space, and the only course of action available if this does not succeed is to 
select new prototypes and start again. 
By loosening some of the restrictions given by Equation (2.24), we aim to make the 
decision boundaries more flexible. When testing shows an unsatisfactory error rate, 
the system can then be tuned using the free parameters, to minimise the error over a 
training set. 
xi1 xi1 
-0.5 
xi2 
-0.5 
xi2 
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Standard Synergetic Potential 	 Generalised Synergetic Potential 
lambda = (1,1) 	 lambda = (1, 0.7) 
(a) The standard synergetic potential 
with A = A = 1. 
(b) The generalised synergetic poten-
tial with A = (1,0.7). 
Figure 3.1: The standard synergetic potential is a special case of the generalised 
potential. 
We choose to loosen the restriction on the attention parameters, such that, 
Bid = C, 
Ak >0. (3.1) 
We can see the efect this has on the potential surface VAp, where the subscript AP 
denotes 'attention parameters', in the two-dimensional case shown in Figure 3.1(b). 
In this instance, al four minima are accessible, but the two minima associated with 
class 1 have larger basins of attraction than those associated with class 2. This figure 
is in contrast to Figure 3.1(a) which shows the restricted potential surface which is 
the basis of SCAP. 
The generalised pattern formation model PFAp is given by, 
71 = fk(C A) = k(Ak + Ca — 2C) de). 	 (3.2) 
1=1 
We already have an intuitive feel for the efect of changing the attention parameters 
as they control the depth of the minima on the potential surface. Also, choosing to 
free the attention parameters has a number of advantages over freeing the competition 
parameters, Bki. First, the analysis is made easier by removing the summation in the 
second term of Equation (2.23). Second, the number of free parameters grows linearly, 
not quadraticaly, with the number of classes. 
The new system, PFAp, is capable of behaviours not seen in PFR. An example 
of this can be seen by contrasting the evolution of PFAp in Figure 3.2(b) with the 
evolution of PFR in Figure 3.2(a), using the same initial conditions. 
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Figure 3.2: The final state of the order parameters determines the classification. 
Note that for this particular set of attention parameters, the PFAp model classified 
the pattern as belonging to class 3, where the PFR model must select class 4. Control 
of the attention parameters therefore alows the system designer to control the location 
of the class boundaries. 
3.3.1 Analysis 
The classification boundary of the PFR model is simple and can therefore be repro-
duced exactly by the SCAP algorithm, but the model itself is restrictive in the classes 
that it can separate. In adopting the PFAp model, our goal is to approximate the 
more complicated boundary so that we can use the extra descriptive power of the 
model, while maintaining the speed of the linear algorithm. 
3.3.2 The Final States 
Equating the right-hand side of Equation (3.2) to zero, it is clear that the PFAp model 
has 2' stationary points consisting of both zero and non-zero elements. A solution 
with m < n non-zero elements is denoted as m  and given by, 
{ 	 2 	 Ak rn  
k -= 0 
k =1,... ,rn 
k=m+1,...,n. (3.3) 
Wang et al. [103] have shown that the potential energy achieves its minimum value 
when m = 1. Thus the global minima correspond to the prototype images, which are 
projected onto, 
Ak 
le = (07 • • • \I—1- • • 7 ° ) 1 (3.4) 
in order-parameter space. We can conclude, therefore, that al prototypes are stable 
final states. 
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As a classification model, it is important that al prototypes are possible final states 
of PFAp simultaneously. The linear stability matrix, A, for Equation 3.2 is given by 
(3.5) 
where 
2 oVc afk = Ak — 2C Ei=i,jok 	 0c ak 
• a   = —4Cekei (3.6) 
Substituting the kth prototype solution (Equation 3.4) into the stability matrix 
gives, 
A = diag(Ai — 2Ak, 	 , — 2Ak, • • • , An — 2Ak), 	 (3.7) 
which is stable only if al of the diagonal terms are negative. Since we require stability 
for al prototypes simultaneously, we must choose the attention parameters to satisfy, 
2A, > Ak > —2Ai 	 Vi k. 
1 	 (3.8) 
Stability analysis of the origin (m = 0) and local minima (m > 1) shows that these 
stationary points are al unstable [103]. We can summarise these results by stating 
that, 
•al the prototypes are simultaneous possible final states given restrictions on the 
choice of the attention parameters (Equation 3.8); and 
•there are no other possible final states. 
The location of the stationary point 714 is fundamental to the behaviour of the 
system. We label it C and state that it is given by, 
1 
—
c 
(—Ak 	  2n— 
2 
i=1 
(3.9) 
which can be verified by substitution into Equation (3.2). Now substituting Equa-
tion 3.8 into Equation 3.9 demonstrates that CI: is real and positive. 
Rearranging this equation yields the relationship, 
(3.10) 
which can then be used to define A, in terms of the location of 
Ai = 2 2 
i=1 
(3.11) 
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3.3.3 Predicting the Final State 
2-Class Classification 
We now look at the case where there are two user-defined aspects, which is to be 
implemented as a 2-dimensional version of Equation (3.2). 
Fortunately, this system is amenable to phase-plane analysis, which alows us to 
predict the long-term behaviour of the evolution, as we have shown previously [44]. 
The system has four stationary points: the origin, which is unstable, the two proto-
type solutions (Equation 3.4), which are stable if Equation 3.8 is satisfied, and C. 
Substituting n = 2 into Equation 3.9 gives, 
V2A23Vq., 
A1—A2 = 3c 	7 (3.12) 
and the stability matrix (Equation (3.5) yields two eigenvalues, 
—Ai — A2 ± V-23A? 62A1A2 — 234 	 (3.13) 
Because of the restrictions of Equation (3.8), the eigenvalues have opposite signs, 
and so C is a saddle point. 
The nature of the stationary points alows us to state that there is a separatrix 
between the origin and WI', which defines the boundary between the two classes. 
SCAPAP approximates this boundary by the line segment between these points and 
classifies patterns projected below the line as Class 1, and those above as Class 2. 
This analysis has been tested numericaly for a number of choices of the attention 
parameters, as shown in Figure 3.3. Each graph shows the boundaries between classes 
for SCAPAP and the generalised pattern formation model PFAp for a particular at-
tention parameter set. The boundaries were found by classifying each point in order 
parameter space using the two diferent methods and then dividing order parameter 
space accordingly. 
Figure 3.3 shows good agreement between the SCAP boundary and the separatrix 
predicted using phase-plane analysis. Beyond the saddle point, however, the analysis 
does not predict the shape of the class boundary and the straight-line approximation 
is poor except in the special case of equal attention parameters. In Section 3.3.4, we 
wil show for the general n-dimensional case, that no images are projected into this 
region of space. 
The SCAPAP Algorithm 
We can scale order-parameter space so that the axes are now defined by 
ei xi = 	 (3.14) e: 
The barrier between the two classes is now the line x1 = x2 and, in the same manner 
as SCAP, SCAPAP classifies by selecting the class with the largest initial value among 
the xk's. 
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Figure 3.3: 2-dimensional SCAPAP boundaries. Graphs show the actual boundary 
(solid line), approximate boundary (dashed line) and saddle point (x). 
n-Class Classification 
We have shown above that the only stable solutions to the ful n-dimensional PFAp 
are the prototype patterns. Unfortunately, the question of predictability cannot be 
solved in higher dimensions using phase-plane analysis. 
We therefore use a numerical approach to find the boundaries in higher dimen-
sions. In a natural extension of n-dimensional SCAP and 2-dimensional SCAPAP, we 
conjecture that the border between classes i and j is defined by the surface, 
(3.15) 
We could test this conjecture for a specific problem by acquiring a very large 
number of images and comparing the predicted result to the result of the ful dynamic 
system. However, such a large image set would be very expensive to obtain, and the 
conclusions dificult to generalise. 
Instead of folowing this approach, we looked at order-parameter data from a num-
ber of diferent problem sets, and modeled the distribution of the order-parameter 
sets as normal distributions. Using the resulting approximations for the mean, it, and 
standard deviation, a, it was possible to artificialy create very large order-parameter 
data sets of 10, 000 samples inexpensively. Table 3.1 shows the percentage of the 
10, 000 samples for which the SCAPAP classification agreed with that given by the 
pattern formation model, PFAp. Each row represents a certain number of classes to 
be separated, ranging from 2 to 10. For each dimension, 10 systems with randomly 
selected attention-parameter sets were tested, and the columns of the table show the 
minimum, maximum and mean percentage agreement over the 10 systems. 
We believe the tabulated values are pessimistic for two reasons. First, the percent-
age correctly classified by the conjectured border decreased with increasing standard 
deviation. We chose a mean of pi = .15 and a standard deviation of a = 0.2, which 
was the largest standard deviation from the problem sets. Second, the original data 
on which the normal distribution was modeled showed a better agreement than the 
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Dimension min max mean 
2 96.2 99.9 96.9 
3 95.6 98.3 97.1 
4 85.9 96.4 90.9 
5 80.6 92.0 85.7 
6 80.3 87.0 84.2 
7 75.9 93.1 82.3 
8 78.6 83.6 81.2 
9 78.3 82.7 80.2 
10 73.7 78.6 76.9 
Table 3.1: Percentage of space correctly classified by SCAPAP. 
large sample sets. This is probably associated with the dependence between the order 
parameters that was not captured in the univariate, normal-distribution model. 
3.3.4 The Initial States 
Figure 3.3 shows that there is a region beyond e* in which the SCAPAP boundary is a 
poor approximation to the actual boundary. We wish to construct a system in which 
no image q is projected into this problematic region of order-parameter space. 
Theorem 1 (Initial States Theorem.) When the attention parameter set is chosen 
such that, 
2 > 1 	 (3.16) 
i=1 
no image is projected into the problematic region. 
The Initial States Theorem is proved in Appendix A. 
3.4 Training 
The PFAp model has n + 1 free variables which can now be chosen to minimise the 
classification error over a training set. As the constant, c, scales al of the variables 
equaly, we now set c = 1 without loss of generality. 
3.4.1 Award-Penalty Learning 
In contrast to many neural-network systems, the relationship between the free variables 
and the expected SCAPAP classification is understood. It is clear from Equation (3.2) 
that an increase in ek wil increase the likelihood that a test image is classified as 
belonging to class k. We can use this knowledge to adjust the free variables using 
an award-penalty learning mechanism. This training paradigm alters the parameters 
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whenever a test pattern is incorrectly classified. The attention parameter correspond-
ing to the correct result is 'awarded' an increase by (a smal, user-defined) J. At the 
same time, the attention parameter for the incorrect result is 'penalised' by a decrease 
of 6. These two adjustments wil increase the probability of the correct result's being 
found next time the image is classified. The parameters are left unchanged whenever 
an image is correctly classified. 
One run through the training set is caled a training epoch. The user sets an 
acceptable number of errors for a single epoch and the training continues until the 
number of classification errors is acceptable. 
Wang et al. [103] successfuly used this mechanism to train the attention parameters 
of Equation (3.2) for an optical character-recognition problem. However, this approach 
has a number of weaknesses. 
First, the final trained system cannot be guaranteed to be an optimum solution 
on the training set. The method has a number of user-defined parameters, namely: 
the award/penalty value, 8; the maximum alowable errors; and the initial attention 
parameter set. Al of these wil afect the final parameter set. 
Second, the training time is likely to be lengthy, because every training image must 
be classified once for every training epoch. Previously, this involved integrating Equa-
tion (3.2), but the results of Section 3.3.3 alow us to replace each of these integrations 
with the SCAPAP algorithm. 
Even given this reduction, the time required to train the system is indeterminate. 
Indeed, the training may cycle indefinitely depending on the user-defined parameters. 
3.4.2 Explicit Parameter Learning 
Here we develop a training system for the PFAp model which takes advantage of the 
classification criterion of SCAPAP to avoid the problems described above. 
Each element of the training set defines n — 1 inequality relationships between the 
attention parameters. Because we now understand the implications of adjusting any 
given attention parameter, we can move from the 'blind' training technique described 
above, to one that wil always give an optimum result in a single training epoch. 
For an n-dimensional SCAPAP system, we want to find Al..n such that the system 
classifies the training set with minimum error. 
We can simplify the algebra of this problem by expressing it in terms of finding 
the optimum C. We then use Equation (3.11) to find the corresponding optimum 
attention-parameter set. 
Consider a training set T of m images, qi, and a correct classification for each 
image -yi E {1, 	 , n}. Now for each (q, y) pair, SCAPAP requires that, 
(7, = k) 	 (xk > xi) 
for the image to be correctly classified. 
This gives m(n — 1) restrictions of the form, 
vi 	i 	 (3.17) 
(3.18) 
3. Enhanced Synergetic Pattern Recognition 	 48 
—45 0 +45 
.....o•offweam!ra 
Figure 3.4: 'Man' rotated at —45°, 0° and +45°. 
We can now find a solution to these restrictions simultaneously using an n-dimen-
sional linear program. To complete the list of restrictions, we add n inequalities to 
ensure that the saddle point is real and positive, 
> 0, 	 k = 1,.. , n, 	 (3.19) 
and the restriction required by the Initial Values Theorem, 
(3.20) 
This final restriction cannot be used directly because of its non-linearity. We can, 
however, use the linear restriction, 
(3.21) 
which implies the wanted restriction. 
Now any feasible solution for e* wil correctly classify the entire training set. 
3.4.3 2-Class Training Example 
A 2-class example is useful for visualising the training process. The goal of this example 
is to classify images of a single object into two user-defined aspects. 
The data were a set of computer-generated images of a stick figure titled, 'man', 
rotated around the vertical axis. The rotation varied in 5°-steps from —45° to +45°. 
The image at 0° showed 'man' looking straight at the viewer. Three of the images are 
shown in Figure 3.4. 
The images at +45° were used as the prototypes for the SCAP algorithm. Fig-
ure 3.5(a) shows the smooth curve formed in order-parameter space when the complete 
set of images is projected into the space. 
Using the SCAP algorithm, the Actual Decision Boundary has falen naturaly 
between —5° and —10°. Using SCAPAP, users can decide where they want the decision 
boundary to lie. For this example, we want the boundary to lie between +10° and 
+ 15°. 
The training process is shown in Figure 3.5(b). We use al of the images as the 
training set although, in this case, we need only use the two nearest the boundary. 
Each of the images results in either a greater-than (dotted line) or less-than (dashed 
line) inequality relationship. 
It can be seen from the Figure 3.5(b) that there is an infinite number of attention-
parameter sets that wil produce the required boundary. We choose to select one on 
00 	 x-45 0.8 0.2 	 OA 	 0.6 
Prototype —45 Degrees 
0.2 	 0.4 	 0.6 	 0.8 
lambda_1 
Order Parameter Space 
0.9 
0.8 
0.7 
0.6 
0.5 
0.4 
0.3 
0.2 
0.1 
1 
0.9 
0.8 
0.7 
1,0.6 
0 
0.5 
10 4 
0.3 
0.2 
0.1 
X30 
0.15.  
X.30 
3. Enhanced Synergetic Pattern Recognition 	 49 
Attention Parameter Space 
(a) Order-parameter space: Actual 
Decision Boundary (line) and Desired 
Decision Boundary (dotted line). 
(b) Attention-parameter space. 
Figure 3.5: 2-class training example. 
the line Ai + A2 = 1. The upper and lower bounds of feasibility on this line are shown 
as crosses. We selected the point mid-way between these and marked it with a circle. 
The selected attention-parameter set was then verified using the ful dynamical 
system of Equation (3.2) and the 2-dimensional SCAPAP algorithm described in Sec-
tion 3.3.3. In both cases the entire training set was classified correctly. 
3.4.4 n-Class Training Example 
As an example of training an n-class system, we present an extension of the 2-class 
system described above. Given an object which is rotated around one axis, we wish 
to divide the rotation domain into a set of n user-defined aspects. 
In this example we use real images of a child's toy, rotated 3600 around one axis 
in 5°-steps. We use four prototypes at 00,90°, 180° and 2700, which are shown in 
Figure 3.6. The images are part of the COIL database, which is described in detail by 
Nene et al. [71 
The desired classification is shown in Table 3.2, 
We defined a training set T of images which consisted of the folowing images, 
T = {45,50,135,140,220, 230,315,320), 	 (3.22) 
and trained the system using a standard linear programming code. The program 
converged to yield a value for e* which satisfied al of the requirements described in 
Equation (3.18). 
Having trained the system to find a value for e*, we converted this into a set of 
attention parameters using Equation (3.11). We then used a test set which contained 
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Figure 3.6: Prototype images of child's toy (from COIL database). 
Rotation Range Class 
320 - 45 1 
50 - 135 2 
140 - 225 3 
230 - 315 4 
Table 3.2: Correct Classifications of Child's Toy. 
al 72 images in the database as a basis of comparison between the pattern-formation 
models studied in this chapter. The results, which are a significant improvement over 
SCAP, can be seen in Table 3.3. 
The fourth row is of particular interest. This is the error of the ful non-linear 
system PFAp when using the chosen attention-parameter set. In Table 3.1, the mean 
agreement between SCAPAP and PFAp for a 4-class system was quoted as 90.9%. 
For this actual example, however, 70 of the 72 patterns were classified in the same 
way, which has 97% agreement. This is further evidence to suggest that the results 
of Table 3.1 using artificial order parameter data is pessimistic in comparison to real 
image data. 
Note also the disappointing result in the second row of Table 3.3 for the award-
penalty training scheme used by Wang et al. [103]. For this dataset, the initial value 
A = [1, 1, 1,1] is a local minimum and so the training scheme is incapable of improving 
on the results returned by SCAP. 
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Algorithm Train Test 
SCAP - 11 
Wang et al. 4 11 
SCAPAP 0 1 
PFAP 2 
SCAPAP-P 0 0 
Table 3.3: Classification Error. 
3.5 SCAPAP-P 
As the size of the training set and the number of classes increases, the likelihood that 
a feasible set of SCAPAP attention parameters wil exist decreases. This is because 
the single set of chosen attention parameters must satisfy al of the increasing number 
of restrictions simultaneously. 
SCAPAP-P is a variation on SCAPAP, where the P stands for paralel, and denotes 
the paralel nature of the algorithm. SCAPAP-P uses the same generalised pattern 
formation model, PER, and uses the same linear approximation to the non-linear deci-
sion boundaries as SCAPAP. The distinction is that for an n-class scheme, SCAPAP-P 
consists of n 2-class SCAPAP systems in paralel. Each of these subsystems has been 
trained to decide if a test image belongs to a given class or not. 
In this approach, the SCAPAP subsystems require a diferent training scheme 
which reflects their new, simpler role. For each subsystem we find a separate set of 
attention parameters, which we wil distinguish with a superscript, Ak, which distin-
guish only between belonging to class k and not belonging to class k. This set is not 
intended to distinguish between any other classes. 
It is simple to write down the restrictions required for this training. To train the 
kth set, Ak, 
Xk > Xi  
xk < max(xi) 	 -yi k. (3.23) 
The advantage of SCAPAP-P over SCAPAP is the extra flexibility gained from 
having multiple sets of attention parameters. By dividing the task of n-class classifi-
cation into n 2-class classification problems we have increased the likelihood that the 
final classification wil be successful. Indeed, in Table 3.3 it is shown that SCAPAP-P 
was capable of completely separating the four classes as required. 
The drawback is that the restrictions of Equation (3.23) are non-linear, so such a 
system cannot be solved using linear programming techniques. However, the relative 
simplicity of the requirements alowed us to use a simple Monte Carlo search to find 
appropriate attention parameter sets for this example. 
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3.6 Conclusions 
SCAPAP represents a significant improvement over the current generation of syner-
getic pattern recognition algorithms. The generalised pattern formation process at the 
heart of SCAPAP yields a more flexible boundary than that provided by SCAP, and 
yet the classification times for the two algorithms are equal. 
The classifications made by SCAPAP approximate those made by the algorithm 
of Wang et al [103], yet in comparison the classification times required by SCAPAP 
are a major reduction, as we do not need to alow a system of diferential equations to 
evolve. 
Furthermore, we have shown that the attention parameters used by both SCAPAP 
and Wang et al, can be trained using linear programming. This provides a deter-
ministic, non-iterative scheme which does not rely on any arbitrarily defined user 
parameters and is guaranteed to return a set of attention parameters with zero error 
over the training set, if such a set exists. 
In the case that no feasible set of attention parameters exist, we have the option 
to use SCAPAP-P. This algorithm increases the likelihood of success by creating a 
number of SCAPAP systems in paralel, each of which has simpler requirements than 
the original SCAPAP system. 
Chapter 4 
Synergetic Pattern Rejection 
4.1 Motivation 
The standard synergetic recognition model [40] is incapable of concluding that a novel 
image does not belong to any of the learned classes. This inability to reject an image 
is a serious weakness of the approach as even white noise, or a novel image which 
bears no resemblance to any of the prototypes, will be classified as belonging to the 
same class as one of them. In this chapter we start by introducing the concept of a 
rejection threshold. It is then a simple matter to add a rejection rule to SCAP, stating 
that any order parameters falling below their respective rejection threshold will be set 
to zero. While this method results in a practical linear classification scheme capable 
of rejection, the scheme is no longer derived from the synergetic potential. This is 
aesthetically unpleasing because the link to pattern formation has been broken, and it 
has real implications in the attempts to produce physical computing devices capable 
of synergetic pattern recognition [37]. We therefore introduce instead, an extension to 
the standard synergetic potential which leads to a dynamics in which an image can 
be rejected. The resulting classification system can be tuned by the user to allocate 
desired rejection threshold values for each class. 
4.2 Rejection Threshold 
Consider a classification scheme with a single prototype representing each class. Given 
a test image, we can calculate a measure of its similarity to each of the prototypes 
and decide to which class the test image belongs. If we want to be able to reject an 
image as belonging to none of the classes, the obvious approach is to set rejection 
thresholds for each class. A similarity measure below the rejection threshold signifies 
that the image cannot be classified to that class. In the case that each of the similarity 
measures fall below their respective rejection thresholds, the image is rejected. 
In general, rejection thresholds are problem specific and can only be set after an 
extensive trial and error procedure. This is due to the fact that the rejection thresholds 
must vary with the similarity between the prototypes. As discussed by Bobel et al. [12], 
we can find analytic upper bounds on rejection thresholds for SCAP in the two class 
case. 
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Figure 4.1: The classification and rejection boundaries using simple rejection thresh-
olds. 
To see how this is done, we proceed by finding the inter-class boundary for SCAP, 
given by 
- 6 = (14- V-2/)(/ = O. 	 (4.1) 
An upper bound on the rejection threshold for class 1, i, is given by the value of 
ei for which membership of class 1 is assured. This can be expressed mathematicaly 
as, 
— v-2Fq > 0 	 Vq. 	 (4.2) 
Now as shown in Equation (2.17), al test images, q can be expressed as a linear 
superposition of the prototypes plus a smal term orthogonal to the prototypes which 
plays no part in the classification process. 
Substituting this expression for q into Equation (4.2) and enforcing the orthonor-
mality between the prototypes and adjoint prototypes leads to, 
< 	 (4.3) v2(1+ viv2) 
We can find a problem-independent upper bound by assuming the smalest possible 
value of v1v2 as equaling zero. This reveals that for al possible images the rejection 
threshold should be less than 1/.\-. 
Figure 4.1 shows how a simple rejection thresholding can be used to introduce a 
subset of order parameter space in which images are rejected. This two-dimensional 
case can be simply extended to the general n-dimensional case by a hypercube centred 
on the origin with arbitrary lengths on each axis. 
The approach of using simple rejection thresholds therefore ofers a practical, linear 
approach to synergetic image recognition. 
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Standard Synergetic Potential 
Figure 4.2: Standard synergetic potential. 
4.3 A Synergetic Rejection Potential 
In Figure 4.2 we see the standard potential for a 2-class problem, where the origin 
represents a rejection of al possible classes. While the origin is a stationary point, 
it is clearly unstable and wil never actualy be reached. This surface is defined by 
the standard restricted synergetic potential used as the basis of SCAP and given by 
Equation (2.24) as, 
1 	 1 
PR = 2A 	 + —4(b k=1 	 k=1 
(4.4) 
We now add an extra term to the potential which wil place a minimum at the 
origin and leave the remaining section of the potential as unchanged as possible. We 
model the potential wel as, 
2 
[1.:n (Lk 	 e— 	 0) 2 (4.5) Pweit = 
k=1 \a/  
where a, is a variable that controls the length of the potential wel along the i-th axis. 
We chose this function for a number of reasons. First, it has a minimum at zero and 
approaches zero from the positive side, as lei becomes large. Second, it is diferentiable. 
Third, it can be easily extended to an arbitrary number of dimensions. 
A two-dimensional example of this potential wel can be seen in Figure 4.3(a). In 
this instance, the wel was created with al 0 cr2. 
The new synergetic potential with rejection wel, formulated by p = PR-F Pwel, can 
be seen in Figure 4.3(b). 
Now that we have a formulation for the new potential, we need to choose ai such 
that the boundary between rejection and classification occurs at a point defined by the 
user. From Figure 4.3(b) it is clear that this boundary crosses each of the axes and is 
4. Synergetic Pattern Rejection 	 56 
Rteettion Potential Classacetion and Flejectlon Potentlel 
(a) Rejection Wel (b) Potential with Rejection Wel 
Figure 4.3: Construction of the new potential. 
formed by a maximum in the potential surface. Any image projected to a point inside 
this boundary wil be rejected. Any image projected to a point outside the boundary 
wil be classified. Say that for each class we have determined a value, ei, at which this 
boundary should occur on the ith axis. We require that the potential have a maximum 
here, so we can express this as, 
,0) = O. 	 (4.6) 
Diferentiating the new potential, 
op =ei[—A-f(b+c) 
k--1 
1  
— be'? + 	 ( o-i k=1(— 
	 e 	 k 2 = 0 k ek)
2 3) 	 (1") 
(4.7) 
evaluating at the appropriate value of the order parameter vector and re-arranging 
leads to the folowing expression for cri in terms of known values, 
1 	 e,i 	 (02 
—- +3 e 2o) 	 (4.8) Cr- 	 ai 
We can now solve this numericaly for cri to complete our definition of the synergetic 
rejection potential. 
4.4 Understanding the Evolution 
We have now defined a potential with a rejection border at certain known points 
along the axes of the system. Before using our extended potential function for image 
classification and rejection, we wish to confirm that the evolution on the potential 
surface acts as required. We proceed by breaking the problem into two sub-cases. 
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4.4.1 Equal Rejection Boundaries 
Here we look at the special case when al classes are given the same rejection bound-
aries. In this case ei = e and therefore, by virtue of Equation (4.8), a, = a. 
Given these equalities, the surface has a high degree of symmetry which can be 
used to predict the results of the evolution. 
Class-Rejection Boundary 
First, we want to find exactly where the boundary of the rejection wel lies. This occurs 
when Equation (4.7) is equal to zero for al i. Excluding the origin, the boundary e, 
is given by, 
—A + (b + c) 
k=1 
n 
+ 3e 	 k=Ik= 0 	 Vi. 	 (4.9) 2 	 a2 k=i 
Now given the symmetry of the .system, and the fact that we have designed the 
boundary to pass through (0, , e, , 0), we now test the supposition that the 
boundary is the n-dimensional hypersphere of radius e. We do this by substituting 
the equation of the hypersphere, 
i=1 
"2 (4.10) 
into Equation (4.9). The resulting equation is the same as Equation (4.8), which 
we have made to be true by our choice of a. We can therefore conclude that the 
class/rejection boundary for this special case is a hypersphere centred at the origin, 
with radius e. 
Inter-Class Boundary 
When outside the rejection zone, the inter-class boundaries are the same as those found 
for SCAP. The proof of this folows using the same argument used by Haken [40] in 
finding the inter-class boundaries for SCAP. Using a gradient-descent based integra-
tion, 
Vi, 	 (4.11) 
where 
0.2 [ 0.2 
9 	 e  a = \- (b c) 	 ez - — 	 + 3 e-Tcr7 k=1 k 	 (4.12) 
k=1 	 k=1 
and is therefore consistent over al of the equations. 
Now since Equation (4.11) is invariant to replacing ei with -e„ we can proceed 
assuming that ei > 0 without loss of generality. 
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Assume without loss of generality that at time t, 	> 	 Vi j, then 
(a + ben > (a +b) Vi j, 	 (4.13) 
and, using Equation (4.11), we can state that 	 > 	 Thus the largest initial order 
parameter wil grow faster than any other order parameter and, due to the winner- 
takes-al nature of the system in the non-rejection area of parameter space, the final 
winner can be predicted by the order parameter with the largest initial absolute value, 
class = max (4.14) 
We have run a number of numerical simulations to confirm our understanding of the 
system's evolution. To create Figure 4.4(a), which is a 2-dimensional example when 
= [.5 .5], we classified in two ways. First we integrated the ful system of evolution 
equations until a minimum potential was reached. Second, we used our approximate 
classification scheme. In order to find the boundaries, we did this over the whole order-
parameter space, and then found the location of the boundaries. The roughness of the 
circular rejection wel seen in this image is due to the sampling of order parameter 
space. In fact, the boundary is completely smooth, and the approximate solution is 
very accurate. Note that this Figure also confirms that edges of the rejection wel do 
occur at the rejection thresholds nominated by the user. 
Figure 4.4: Comparisons between Actual and Approximate Boundaries. 
4.4.2 Distinct Rejection Boundaries 
By alowing distinct rejection thresholds for each class, we break the symmetry of 
the potential surface which alows us to predict the results of the evolution precisely. 
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However, we know that the equal rejection threshold case is simply a special case of the 
general distinct threshold case, so the forms we use to approximate boundaries in the 
distinct rejection case should colapse to the boundaries found in the equal rejection 
case. 
For the boundary between classification and rejection, we know that the boundary 
is symmetric around each axis, that it crosses each axis at the values of e, and that 
the completely symmetric case yields a hypersphere. Accordingly, our most reasonable 
approximation to this boundary is the hyper-elipsoid, 
(e.4 (4.15) 
The inter-class boundary, which is defined by e2 = ei in the equal rejection thresh-
old case, is also afected by distinct rejection thresholds. We look for a boundary of 
the form, e2 = Mei d, which wil colapse into the original boundary for the equal 
threshold case. 
Now numerical simulation of the boundary suggests that for rejection threshold 
values required to separate realistic datasets such a.s those in the example below, the 
slope of the boundary, in is fixed at the value 1 while d varies such that the bound-
ary approximately passes through C. The classification given by this approximate 
boundary is, 
class = max(lei(0)i- (4.16) 
which clearly colapses to the equal threshold result when each element of 4" is equal. 
An example of this can be seen in Figure 4.4(b), which shows both the actual and 
approximate boundaries for the case e = [0.8 0.7]. The boundaries in this diagram 
were found in the same way as described above for Figure 4.4(a), 
4.4.3 Example 
To demonstrate the use of our synergetic classification/rejection potential, we now 
solve a two-class image recognition problem where some of the test data belongs to 
neither class. More specificaly, our task is to classify or reject the images correctly, 
irrespective of the rotation angle at which they are presented to the camera. 
In this experiment we have used three objects from the COIL database of im-
ages [77]. There are 72 images of each object, rotated around a natural axis of rotation 
in 50  steps. Figure 4.5 shows an example image of each of the objects. 
We chose the duck and the wooden block to be the two classes and calculated a 
prototype for each class by combining four images of each object using the MELT 
algorithm. When al 216 images were projected onto the resulting order parameter 
space they were clustered, as can be seen in Figure 4.6. Superimposed on top of this 
projection are the boundaries found by our synergetic classification/rejection poten-
tial. The solid lines represent the boundaries found by the non-linear evolution of 
Equation (4.7) and the dotted lines represent the boundaries used by RSCAP, the 
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Figure 4.5: Three toys. The first two are examples of the two classes in the problem. 
The third is an example of an image that belongs to neither class. 
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Figure 4.6: Order parameter space for the example problem. 
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linear approximation to those boundaries. It is clear that both sets of boundaries have 
been able to successfuly reject the images that belonged to neither of the required 
classes. The cluster of points around the origin are the projections of images consist-
ing entirely of noise. It is evident that very low rejection thresholds could be used to 
reject these inputs and hence ensure that non-significant input fluctuations remained 
unclassified. 
4.5 Conclusions 
The standard synergetic recognition potential is incapable of rejecting an image be-
cause the origin is an unstable solution. Any excitation whatever, no matter how smal, 
wil therefore cause such a system to evolve to its final state. Clearly this behaviour 
would be problematic in an attempt to create synergetic hardware. 
In this chapter we have introduced an extension to the standard synergetic po-
tential which creates a minimum at the origin. The resulting potential wel, centred 
at the origin, is parameterised in an intuitive way, thus alowing the user to tune the 
system to reject white noise, or to reject real images which are projected below certain 
threshold values into order parameter space. Furthermore, analysis of the extended 
system shows that it behaves intuitively in terms of the location of boundaries. 
For a practical, linear system capable of image rejection, the simple use of rejection 
thresholds is suficient. 
In terms of pattern recognition, the value of pattern rejection is clear. In the next 
chapter, we introduce the concept of synergetic learning. The role that rejection might 
play in this process is less clear, but it seems reasonable to assume that the human 
mind rejects some information that it cannot classify during learning. The application 
of this rejection potential to the task of synergetic learning is an interesting task for 
the future. 
Chapter 5 
Synergetic Learning 
5.1 Motivation 
Machines which make a decision based on a training set of examples must learn how 
to make that decision. Once the system has been trained on the training set, the ma-
chine is judged on its ability to generalise that knowledge successfully to novel inputs. 
Undoubtedly the most fundamental division of machine learning is into supervised and 
unsupervised learning. 
In supervised learning, the training set of inputs has been labelled with the correct 
outputs. In this way the system knows when it has incorrectly categorised an input, 
and can attempt to modify its learning such that the entire training set is learnt 
correctly. The much quoted analogy is a classroom situation, in which a teacher 
provides the child with the correct answer. 
To continue the analogy, unsupervised learning is learning without a teacher. The 
machine is simply given a number of inputs and is asked to group them into clusters of 
similar inputs. The user may give the machine a number specifying how many classes 
are present in the data, but no information as to which input belongs to which class. 
The machine must develop its own concept of similarity such that it can establish class 
boundaries and generalise those classifications to encompass novel inputs. 
As an example-based classifier, synergetic pattern learning is a necessary precursor 
to synergetic pattern recognition, yet the learning process used by the synergetic clas-
sifiers described in Chapter 2 is implicit, rather than explicit. In this chapter we make 
it explicit by re-casting supervised synergetic learning in the familiar form of neu-
ral network learning so as to be able to draw parallels and highlight the distinctions 
between them. 
We also review the current approach to unsupervised synergetic learning. The 
unsupervised learning procedure requires two dimensions for each pixel in the image, 
leading to an unwieldy and slow process. This massive dimensionality also results in 
the fact that the system cannot be guaranteed to reproduce the results of supervised 
learning without the introduction of two additional mathematical elements. 
In contrast to this, we introduce our new form of unsupervised synergetic learning 
which is of a much lower dimension, is more robust and naturally reproduces the 
results of supervised learning. 
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Figure 5.1: A neural network architecture that implements SCAP. Based on figure 
in [40]. 
5.2 Supervised Learning 
Al of the synergetic systems described so far, along with the majority of neural net-
works, use supervised learning. When discussing learning, it is ilustrative to compare 
synergetic learning with the familiar neural network learning, so we folow Haken [40] 
and briefly re-formulate SCAP in a neural network architecture, as seen in Figure 5.1. 
The design of a neural network requires decisions concerning the: 
•structure and connectivity of the network; 
•transfer function for each neuron; and the 
•algorithm used to learn the synaptic weights. 
We construct a two layer network in which the input layer has one neuron for each 
pixel and receives the greyscale values of the novel image, q(0) as input. Each neuron 
in the second layer is completely connected to the input layer. The activation of each 
second layer neuron is equal to the associated order parameter value, and is calculated 
by, 
pixels 
ek = 	 Vkl:q2(0). 	 (5.1) 
i=1 
So the second layer neurons sum the initial input as weighted by the connectivity 
matrix V.  Now the role of the learning algorithm is to learn a connectivity matrix 
that minimises the error. As is suggested by our use of notation, we simply need to 
calculate the adjoint prototype matrix, as given by Equation (2.18). 
So we have a deterministic procedure that directly calculates the connectivities. 
This is in contrast to the standard learning algorithms for neural networks, such as 
back-propagation, in which the paralel with the student/teacher analogy is much more 
clear. In general a neural network is started with a randomly chosen connectivity 
matrix. It is then presented with a series of training images and uses a learning 
Ak(vil-q)2 	E 
k$1 10k 
n n (v 02(v-if-02 	 (vt02. 	 (5.2) 
4 	 k=1 1=1 
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algorithm to fine tune the connectivity matrix and decrease the classification error. 
Training is stopped when the number of errors is acceptably low. 
As an aside, the dynamical system can be implemented as a neural network by 
adding the 'competition pool', seen in Figure 5.1. This extra neuron alows the order 
parameters to compete for dominance in such a way that there is only one winner, 
with al other order parameters being suppressed. 
5.3 Unsupervised Learning 
For unsupervised learning, our task of finding the required connectivity matrix is 
unchanged. However, the goal of minimising the classification error is no longer valid, 
as we do not know the correct training image classifications. Instead we must introduce 
a potential function which is minimised when similar input patterns are classified 
together. By minimising this function over the training set, the system wil develop 
its own categories, which can then be generalised in exactly the same manner as for a 
connectivity matrix constructed using supervised learning. 
Fortunately in our case, we have access to just such a potential function already. In 
the previous chapters we have emphasised the fact that synergetic pattern formation 
is the basis of synergetic pattern recognition. It is also true that we can apply pattern 
formation principles to the training of synergetic systems [3, 40, 102, 36]. We can 
therefore construct synergetic systems which learn in an unsupervised environment 
using the same potential function, which we repeat here for the sake of convenience, 
The derivation of unsupervised learning described here is due to Haken [40]. The 
concept has been implemented in a neural network by Banzhaf and Haken [3] who 
successfuly learned noisy Sz occluded images as wel as demonstrating its relationship 
to Kohonen's self-organising maps [61]. It has also been implemented as a system of 
diferential equations by Wagner et al. [102], who used their system to learn defects in 
woven materials. 
For pattern recognition the adjoint prototypes t are fixed so the potential is a 
function of q. In contrast, for unsupervised learning we hold the image q fixed and 
vary the adjoint prototypes v to find a minimum on the potential surface. Since we 
wil in general have more than one image q to learn, we in fact minimise a sum of 
potentials, one for each of the m training images. 
in 
p(V+  , (12) . 	 (5.3) 
i=1 
Folowing the same approach as for pattern recognition, we can apply gradient 
dynamics to Equation (5.3), derive a system of diferential equations and integrate 
the system until it converges on a connectivity matrix. Clearly, we would like the 
adjoint prototypes calculated in this way to stay in the space spanned by the training 
images during the integration, so they resemble the training images. Unfortunately, the 
7[2(vil-q)q — 
10k 	 1=1 
(V7:211)(4-47)q — 	 q)(vr q)viF]. 
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potential of Equation (5.2) does not enforce this. Rather than enforce this requirement 
at each time step, Haken [40] circumvented this problem by adding a new potential 
term which is minimal when the vlic- are in this subspace, 
P2 = 71(1— f)912 	 (5.4) 
Here -y is a decay constant and f is a projection operator defined by, 
I 	 -It (t)Vk (t). 	 (5.5) 
Ic 
Now the final form of our potential is 73+ p2, which leads to the folowing system 
of diferential equations for the adjoint prototypes, 
71 	 71 
= Ak (vitq)q — b 
( -Itq)(vtq)2q - q)(vt q)2 q + 	 (5.6) 
The prototypes are learnt simultaneously, and their evolution is described by, 
= 7[2(211k-47)Q — E(vtq) (v 14; q)v — E(v-kl-vi-T)(vToqi. 	 (5.7) 
1=1 1=1 
There are a number of penalties which must be paid for introducing the extra 
potential term. First, we need to adjust 7 so as to weight the second potential term 
carefuly. A poor choice of weighting wil mean that we are not truly minimising the 
synergetic potential, 75. Second, the resulting dynamical system is considerably more 
complex. Third, the extended potential requires that we calculate the prototypes 
and adjoint prototypes simultaneously, thereby doubling the number of equations to 
integrate. If we wish to learn four classes of images, each of which has just 1002 
pixels, this amounts to integrating a system of 80, 000 equations. While it is envisaged 
that this wil be practical for the construction of synergetic hardware [102], software 
implementations are unwieldy. Fourth, and most important, Haken has shown that 
the original synergetic potential is a Lyapunov function for the learning process [40, 
p. 107]. With the addition of extra terms, no such proof exists, and so the absence of 
false minima can no longer be guaranteed. 
We need one further element before this system can be used for unsupervised 
learning. In the case when we have n training images and n classes, the system should 
define each training image as a prototype and the learned connectivity matrix should 
be identical to the one which would have been produced using SCAP. This wil be the 
case if the potential finds its global minimum during the learning process. However, 
we have no guarantee that distinct training images wil start in diferent basins of 
attraction, and if they begin in the same basin, they wil converge to a single final 
memory. Haken [40] has found a necessary and suficient condition which precludes 
this situation. If the initial conditions satisfy, 
1(vtqk)1 > 1(v),-41)1 	 V/ 	 k, 	 k = 1, 	 , in, 	 (5.8) 
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then the unsupervised learning wil emulate the supervised learning as desired. 
Unfortunately, these initial conditions which ensure that the system reaches a 
global minimum are problematic, as they pre-suppose a knowledge of the required 
answer. 
5.4 Enhanced Unsupervised Learning 
There are four major problems with the approach just described. The complicated 
method of constraining the answer, the need to tailor the initial conditions, the sheer 
size of the equation set that needs to be integrated and the unknown efect of the extra 
terms on the potential. We remove al four of these problems with one observation. 
A vector vit lies in the space spanned by the set of vectors q3, if it can be expressed 
as a linear superposition of the q3. Thus if we construct the adjoint prototypes as 
a linear superposition of the q vectors, our requirement wil automaticaly be met 
without the need for an extra potential term. 
Poulton [86] has interpreted the task of finding the adjoint prototypes as a Lagrange 
multiplier optimisation problem and shown that they are in fact, a linear superposition 
of the prototypes transposed. Our restriction on the subspace of the adjoint prototypes 
is therefore met if the prototypes are a linear superposition of the training images. This 
situation is described by, 
V+ = AV, V = QGT, 	 (5.9) 
where A is a square superposition matrix of side-length n, G is the superposition 
matrix of size (m x n), Q is the matrix of qi vectors and the superscript T represents 
the transpose operation. 
We can calculate A by substituting Equation (5.9), into the orthonormality re-
quirement, V+V = 
A  _ (vTv)--1 _ (GQTQGT)—i. 	 (5.10) 
We now define the order parameters, e = V+ Q and use Equation (5.9) to give, 
= AGQTQ. 	 (5.11) 
Now the potential p can be expressed in terms of the order parameters as, 
p(V+ , q j) = — 
n n 	 n b  +c 	 c2 c2 	 u 	  c4 Akcjk + 4 	 - —4 z_,‘-.jk• 
k=1 1=1 	 k=1 
(5.12) 
Applying Equation (5.3) gives a potential 73(G ,Q), which is a function of the (mx n) 
elements in the G matrix. For the previously described situation, we have reduced the 
number of variables from 80, 000 to four times the number of training images. 
Now by minimising the potential we wil calculate an optimal G matrix which 
defines our final set of learned prototypes. Due to the massive reduction in the number 
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Training Images Learned Prototypes 
Figure 5.2: Training images and learned prototypes 
of variables, we can use a sophisticated minimisation routine, namely the Broyden-
Fletcher-Goldfarb-Shanno quasi-Newton method with a mixed quadratic and cubic 
line search procedure [87]. This procedure is far less likely to find a local minimum 
than gradient descent, and so the need for using tailored initial conditions is removed. 
If the system were to find a local minimum, this would be clearly visible in the final 
potential returned by the minimisation routine, in which case, a new random initial 
condition could be used until the desired result was found. 
At each iteration, C is scaled such that the resulting prototypes have unit length 
and A is calculated using Equation (5.10). The initial G(0) matrix may be chosen 
randomly. 
5.4.1 Unsupervised Supervised Learning 
One of the chalenges of unsupervised learning is how to measure the success of a 
learning process. In general, there is no one correct result, only a sense of what might 
be considered reasonable. One test in which the reasonable answer is obvious is that of 
reproducing supervised learning of n training images to produce n prototypes. To test 
this we used a dataset of twenty objects from the COIL database [76]. The training 
images and the learned prototypes are shown in Figure 5.2, where the diferent grey-
levels are due to automatic scaling within the graphics program. Note the inversion of 
a number of the prototypes, which is alowed in the formalism of synergetics [41]. It 
is also worth noting that this result has been achieved without the need to construct 
favourable initial conditions as required by the standard approach [40]. 
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(a) Subset of the training images. 
(b) Learned Prototypes 
Figure 5.3: Learning prototypes from a set of occluded images. 
5.4.2 Learning from a Noisy Training Set 
Our unsupervised learning system is also capable of learning prototypes from a set of 
corrupted training images. 
Given images of three faces we created a database of 60 training images, each of 
which was a face occluded by uniformly grey squares. Figure 5.3 shows a selection of 
training images and the resulting prototypes. Note that in this case, the system has 
actualy reconstructed each complete face. 
5.4.3 Learning a Concept 
Just as in supervised learning, the idea of unsupervised learning is to learn a concept. 
The distinction is that the system has to form its own concept without guidance from a 
teacher. There may, however, be several reasonable concepts within the same dataset. 
A training set of facial images could, for example be broken into male and female, or 
into those that do and do not wear spectacles. 
We have chosen to test the system on learning the concept of pose. We folow 
Wagner et al. [102] and introduce a new training database containing images of a 
single, wide line segment rotated in the plane at an angle around the centre. There 
are 36 images, covering 00 to 175° in 5° steps, a sample of which are shown in Figure 5.4. 
In Figure 5.5 the vertical axis gives the absolute value for the order parameters, which 
are the synergetic measure of similarity, and the horizontal axis gives the angle of 
rotation. Clearly, the system has successfuly learned the concept of pose. It has 
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Figure 5.4: Examples of images from the database of rotated lines. 
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Figure 5.5: The largest order parameter determines the classification. 
divided the continuous set of training images into 2, 3 and 4 classes, based on their 
rotation angle. 
5.5 Conclusions 
Synergetic learning is a recent concept which treats pattern learning as a type of pat-
tern formation. This idea is quite intuitive, matching wel with the accepted example-
based learning of neural networks, which is itself loosely modeled on neurological 
behaviour. 
Importantly, the pattern formation model used for learning is exactly the same 
as that which has been used for recognition in previous chapters. This confluence of 
what have often been treated as two separate activities in engineering, is in contrast 
to many neural networks in which there are distinct learning and recognition phases. 
Our implementation of pattern formation as learning is a major improvement over 
the original formulation. It dramaticaly reduces the dimension of the system, as 
wel as simplifying the individual elements in the system. It is also robust because 
it is based on minimisation of a Lyapunov function. These improvements over the 
previous algorithm are made possible by understanding and explicitly enforcing the 
relationships between the training set and the prototypes. As a result of these changes, 
our implementation is a practical approach for a software based unsupervised learning 
system. 
The decision to explicitly enforce the prototype restrictions, however, has more 
implications. We can now envisage similarly practical algorithms for two related areas. 
First is the chalenge of unsupervised updating, where a memory, which has already 
been trained, either in a supervised or unsupervised fashion, is to be extended to 
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incorporate new patterns. Second is the idea that as both recognition and learning 
can be carried out by the same mechanism separately, we can also devise systems in 
which learning and recognition happen simultaneously. Mathematicaly, we simply 
make both the prototypes and training images evolve in time by the addition of linear 
combinations of the patterns. These evolutions are controled by a user defined scalar 
which defines the ratio of learning to recognition. The final result is that which, via 
the evolving order parameters, minimises the synergetic pattern formation potential. 
Another interesting area for investigation is that of combining a synergetic pat- 
tern formation/rejection potential, such as the one introduced in Chapter 4, with an 
unsupervised updating routine. Such an approach could result in a system which re- 
jected patterns that did not belong to the classes in memory, but which was capable of 
extending the concept of each class by capturing new information in a novel pattern. 
Part B 
Synergetic Pose Estimation 
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Chapter 6 
View-Based Pose Estimation 
Pose estimation is the task of estimating the pose, or rotation parameters, of an object. 
The literature on this topic is relatively smal, but it is growing quickly in line with the 
increase in inexpensive computational power which makes such algorithms practical, 
and the increasing numbers of applications, such as autonomous navigating robots, 
which motivate the research. 
We have ilustrated the large variety of difering approaches by Figure 6.1. 
Training Phase 
- 1 0 
Testing Phase 
object 
-any object 
•CAD object 
•human face 
sensor 
-camera 
•IR camera 
•angefinder 
Ipre-processor 
•no rmalise r 
-edge-fi rider 
•point-finder  
	1-- input —0- -image 
-2D points 
-2D edges 
*3 D points 
•3D edges  
Jp 
••• ....... 	 • - • • • • • 	 • • • 
• 
system — output —> 
-pose estimation 
•aspect classification 
-p ose-i ndependent 
recognition 
Figure 6.1: Schematic diagrams for generic pose estimation system. 
Amongst these various possibilities there are four major distinguishing factors. 
•First, if the training phase requires a ful CAD model of an object, we refer to 
it as a model-based approach to pose estimation. Alternatively, a system which 
is trained using a number of examples of the object rotated at diferent poses is 
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referred to as an example-based estimator. 
•Example-based estimators can be subdivided further by the second considera-
tion, which is the type of sensor used. If, like a standard video camera, the 
sensor captures a two-dimensional representation of the three dimensional ob-
ject, we refer to the system as view-based. In contrast, a sensor which captures 
three-dimensional information gives a range-based system. 
•The third important element in classifying the available algorithms is their pur-
pose. Some algorithms return a quantitative estimate of the test object's pose, 
and are labeled pose estimation systems. Others return an aspect, which was 
originaly defined as a topologicaly equivalent class of object appearances [58], 
but which can be thought of more intuitively as a contiguous subdomain of pose 
space in which the object looks qualitatively the same. Thus the result is a 
qualitative algorithm or pose classifier. Finaly, a number of algorithms attempt 
to achieve pose independent object recognition, and calculate an estimate of the 
pose as an intermediate step. 
•The fourth major classification issue is the genericy of the approach. For certain 
important problems, such as estimating the pose of a human face, application-
specific approaches have been built. We label these object-specific as opposed to 
object-independent. 
6.1 Review 
6.1.1 View-Based Pose Estimation 
In 1979 Ulman [100] reported an important result on pose estimation from images. He 
found that the pose of a rigid object could be found uniquely (up to a reflection), using 
three orthographicaly projected images of the object with four corresponding points 
on each image. There are a number of related results [52, 49, 80], but the problem 
of finding related points, the so-caled correspondence problem is a dificult one which 
limits the practical use of these findings. 
A diferent approach is to use global features, such as image moments, which 
are a popular form of feature for image processing [88], and more specificaly, for 
estimating the pose of an object [22, 89]. The moment functions of the image intensity 
distribution are defined as surface quadratures and are used to represent the global 
shape characteristics of the image. 
Mukundan [69] used a quaternion representation of the pose parameters and found 
a closed form solution using geometric moments of up to order two. Rotational am-
biguities were resolved using non-moment information from the image. Mukundan et 
al. [70] later added the use of moment invariants for calculating the camera-view axis. 
Moment invariants are functions of moments that are independent of scale and in-plane 
rotation. Later stil, they generalised their approach to alow a ful afine transforma-
tion of the object, encompassing translation, rotation and scale. The solution of this 
system required the use of the third order moments and was found iteratively [71]. 
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Brochard et al [14] have extended the moment approach by applying it to five 
separate camera images of the same object. They establish a new model of rigid-
body movement in three-dimensional space based on the bi-dimensional moments of 
an object's orthogonal projections, given the assumption that the object has a matt, 
convex surface and uniform lighting. 
An alternative global feature set which captures the shape of the object is the 
Fourier descriptor [89] as used, for example, by Man et al. [64]. When an object, 
defined by a series of points from the outline of the object, is projected onto the plane 
of the monitor, the authors show a relationship between the Fourier descriptors of 
the planar object and those of the projected object. The solutions to these equations 
then yield approximations for the slant and tilt angles of the original object with good 
robustness to randomly distributed noise. 
Fairney and Fairney [24] have argued that these global measures of shape are 
susceptible to occlusions and other local noise structures. For this reason, they use a 
local measure of shape, namely linear boundary segments from the object's silhouette. 
They store a training set of such feature sets and use a pose clustering algorithm to 
find the closest match. As a result of their local shape measures, the resulting pose 
estimator is demonstrated to be highly robust to occlusions and localised noise. 
Ikeuchi and his co-workers [54] group appearances of simple objects obtained by 
tesselating the viewing sphere, into aspects. This can be done with use of a CAD model 
or from a planned set of observations of the object. They define an interpretation tree 
as the basis of a recognition strategy which classifies a novel image as belonging to a 
specific aspect. A second system is then used to estimate the pose within that aspect. 
Poggio et al [84, 83, 82] have developed a general purpose image analysis network 
based on generalised radial basis functions. It is general purpose in that it can be 
used to estimate parameters other than pose. For example, facial expression was 
analysed in the more recent reference. They have also extended their approach to 
produce a paralel synthesis network, which constructs an image from a canonical 
image and a series of transformations. Both the analysis and synthesis networks require 
the calculation of pixelwise correspondences, which is a dificult and computationaly 
expensive problem. 
Murase et al [74, 75] introduced a parametric eigenspace representation of an object 
to produce a general purpose image analysis algorithm. Given an object, they produce 
a low dimensional hypersurface representation, which is parameterised by the variables 
which are to be estimated. In this case, they use one pose variable and one lighting 
direction variable. Since images of a single object wil be highly correlated they used 
Principal Component Analysis to reduce the dimensionality of the representation by 
finding the most significant eigenvectors of the training set images. These eigenvectors 
span a subspace known as the eigenspace, into which the test images were projected to 
form the parametric representation. Once a suitable representation has been found for 
an image, a novel image is analysed by projecting it into the eigenspace and finding the 
closest point on the representation surface. The novel image is assigned the parameters 
belonging to that surface point. 
For particular objects of interest, object-specific approaches can use knowledge of 
the object or restrictions specific to a given application. A good example of this is 
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for very low bit rate teleconferencing applications, in which a system is required to 
estimate the pose of a human face so that this information can be transmitted and 
the face reconstructed. Bruneli [15] restricts the problem to the rotation found in a 
shaking gesture, and measures the asymmetry of the two eyes as the basis for a pose 
estimate. Tsukamoto et al. [96] alow for variation in al three rotation angles but take 
advantage of the restricted range of the variables to estimate pose. Beymer [9] uses 
the structure of the human face by finding the eyes and nose of the subject, before 
applying a template matching procedure to estimate the pose. 
6.1.2 View-Based Pose-Independent Object Recognition 
Most computer vision systems perform object recognition based on features extracted 
from a single sensed instance of the object. While in many practical situations this 
may be necessary, it does make the implicit assumption that any one instance of the 
image holds enough information for this to be possible. Common experience, however, 
assures us that this is often not the case, as ilustrated by the back of a human head. 
Gremban and Ikeuchi [34] introduced a view-based object recognition system caled 
a vision algorithm compiler or VAC. A VAC analyses object images and creates ap-
propriate object recognition code of-line. The recognition procedure is then executed 
for a novel image in the on-line phase. They have also addressed the question of which 
images should be used as a training set for a VAC [35]. 
The Murase [74, 75] scheme for pose estimation can also be used efectively for pose 
independent object recognition. A parametric representation is found for each possible 
object and a novel image is projected into each of the eigenspaces. The object and its 
pose can be estimated simultaneously by finding the closest surface point across al of 
the representations. 
Black and Jepson [10] used the same eigenspace for finding a given object in an 
image and tracking its position throughout a video sequence. The tracking uses optical 
flow and is designed to be robust to changes in pose as wel as motion in articulated 
objects. The task of tracking an object uses the dashed arrow shown in Figure 6.1 
where the output from the previous time-step is used as a starting point for the system 
in the current time-step. 
Seibert et al. [92] also use a view-based approach to object recognition over a 
period of time. They, however, use the time information to continuously re-assess their 
classification hypothesis. In a similar manner to Fairney and Fairney [24], they cluster 
images into aspects, but they extend this to analyse transitions between aspects. This 
process alows the changes in image pose to be used to distinguish between possible 
object classifications. 
6.2 Uniqueness, Equality and Ambiguity 
The three rotation angles around the x, y and z axes are an obvious choice for repre- 
senting pose. Unfortunately they are not unique. It is possible to describe the same 
rotation with two diferent angle sets because rotations are not commutative. Thus 
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we can find a set of angles, a, b, c and d, where a 0 d and b c, and yet 
Rx(a)Ry(b) = R(c)R(d). 	 (6.1) 
In order to remove confusion resulting from this, we enforce the rotation order 
x -4 y -4 z. 
Even having enforced an order of rotation, and normalised angles to a standard 
interval, say 0 < a < 27r, there are always at least two ways of representing the same 
pose. If we select an arbitrary set of angles, a, b and c, then 
R(a)R(b)R(c) = Rx(7 a)Ry(ir — b)Rx(r c), 	 (6.2) 
is an identity [33]. 
Depending on the shape of an object, there are also instances of view equality. This 
occurs when two diferent poses produce the same image, and is particularly common 
in objects with symmetry. For example the sphere, which is symmetric around al 
axes passing through its centre is a degenerate object in terms of pose, because every 
possible orientation produces the same image. Clearly, view equality is a problem for 
any pose estimation system. The most common view equalities occur with rotations 
of 1800, but they can occur elsewhere. In practical terms view ambiguity, which is 
defined roughly as instances where the views are similar, is equaly problematic. 
Clearly, a situation of view equality must yield equal feature sets from the images, 
leading to feature equality. Similarly, we would expect that view ambiguity would lead 
to feature ambiguity or actual ambiguity. It would probably be possible to extract a 
distinct, object-specific feature from the images such that the feature sets would not 
be ambiguous, but the genericy of the approach would be diminished. In choosing 
a feature extractor, our aim is that no two images which do not sufer from view 
ambiguity wil produce feature sets that have feature ambiguity. When this aim is not 
met, the resulting feature ambiguity is artefact ambiguity. 
The first approach to dealing with ambiguity is for the system to return al possible 
values. For certain applications, this would be suficient. 
In the case of feature equality, the only way to diferentiate the alternatives is to 
use extra information, not present in the images. For example, if one is tracking the 
pose of a single object over time, the previous pose estimate could be used to decide 
between the alternative pose values. 
Instances of artefact ambiguity suggest a poor choice of feature extractor. Rather 
than attempt to resolve the ambiguity, the best approach would be change or supple-
ment the features such that the artefact ambiguity is resolved. 
Unlike equality, ambiguity is not a precise concept, so we can find diferent levels 
of ambiguity in diferent situations. When the ambiguity level is high enough, the 
diference between the features wil be corrupted by the noise, and so we proceed as 
we would for feature equality. For lower levels of ambiguity, pose space subdivision, 
which is described in Section 8.5.1, can help to distinguish between the alternatives. 
6.3 Conclusions 
View-based pose estimation is a relatively new approach to pose estimation, which 
does ofer a viable alternative to traditional CAD-model based approaches under cer- 
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tam n conditions. The applicability of view-based algorithms depends on the particular 
situation involved. In general they perform wel in situations where the viewing con-
ditions are consistent, such as those found in manufacturing environments. Their 
main strength is that they can be applied to any object, as images at known pose are 
inexpensive to produce. 
Their major weakness is a lack of robustness to changes in viewing conditions. 
The appearance of an object changes, for example, with lighting and camera location 
variation, whereas the definition of a CAD model remains constant. The solution to 
this problem must come from a more sophisticated approach to extracting features 
from the image to ensure, for example, that there is no artefact ambiguity. 
A major chalenge facing both model-based and view-based pose estimation sys-
tems is speed. In both of the approaches, it is necessary to search feature-space for a 
closest match to the test input. This requirement is problematic when the application 
cals for tracking the pose of an object in real-time. 
Chapter 7 
Synergetic Warping 
7.1 Motivation 
In Part A we discussed a simple model of pattern formation and showed how it 'could 
. be used to implement a practical synergetic pattern recognition scheme. This is a 
qualitative classification scheme. In this and the following chapters, we investigate 
whether the same concept can be quantified and used to investigate patterns which 
are controlled by continuous parameters, such as pose. As a result of this investigation, 
we have developed two new methods for synergetic pose estimation. 
Our own experience states that there is sufficient information in an image of a 
familiar object, to be able to estimate its pose. While the question of how we do this 
is still open, a significant volume of research [93, 48] suggests that we store a number 
of canonical views [105] of an object, and interpolate between them by performing 
a mental rotation. This theory is also supported by the commonly experienced phe-
nomenon that it can be difficult to recognise an object which is far from a canonical 
rotation, such as when it is upside down. 
Fortunately, some of the framework required to implement this principle within a 
synergetic algorithm has already been put in place by Haken and his co-workers [40, 16]. 
They introduced a method of transforming images as a pre-processing step before 
carrying out standard synergetic recognition. The method described in this chapter 
also applies a transformation to images and uses standard synergetic recognition, but 
it is different in a number of important ways. First, the transformation is an out of 
plane rotation, in contrast to the in-plane transformations used previously. Second, we 
have implemented the transformation and recognition sections to occur concurrently. 
7.2 Concept 
Synergetic warping, our first method of synergetic pose estimation, applies the princi-
ples of canonical views and mental rotation within the construct of synergetic pattern 
recognition. Synergetic warping uses the standard synergetic potential, but is distin-
guished from the standard recognition process in several ways. 
• Each canonical view is stored as a prototype, and the final state of the system 
will be close to, but not in general, equal to, one of the prototypes. 
78 
7. Synergetic Warping 	 79 
•The evolving image is a transformation of the original image, not a linear super-
position of the prototype images. 
•The transformations are restricted to the set of rotations viewed with perspective, 
thereby implementing the concept of a mental rotation, and 
•the evolution is measured quantitatively. 
The metric used here is classified by Basri et al. [6] as a transformation metric 
because it measures the deformations applied to an object to produce an observed 
image. In contrast, most pose estimation systems use an image metric which measures 
the distance between two images of the object. 
7.2.1 Synergetic Warping Potential 
We start by re-expressing the standard synergetic potential as the synergetic warping 
potential, 
Pwarp — (vq(0,f))2 
k=1 
E 4 iok /4/ 
1 	 +-4c )._,(vi-q(0, f))2(vil-q(0, f))2, kl 
where the evolving image q is a function of the rotation angles 0 and the focal 
distance of the perspective system, f, both of which are varied so as to minimise the 
potential. 
Apart from the dependence on 0 and f, this is identical to the standard potential 
and the three terms of the potential function play their familiar roles. The first term 
deforms the test image q towards one of the prototypes. The second term introduces 
competition between the prototypes and the third term enforces the normalisation of 
the image. 
7.2.2 Perspective Rotation Transformation 
Our goal in transforming the image q is to mimic as closely as possible, the image which 
we would have seen, had the given object been rotated by 0 degrees from its current 
pose and viewed with the focal length f. We therefore define the transformations 
represented by the function q([3, f) to achieve this goal. 
The given image is a 2-dimensional projection of a 3-dimensional object onto the 
plane of the monitor. Rather than change the greyscale values of the image directly, 
we place the image on a square grid defined by the coordinates u = (us, us, 0). Now 
we rotate the square grid around the x, y and z axes before projecting the warped 
grid back onto the plane of the monitor using the given focal length, f. The resulting 
warped grid defines our transformed coordinates, it = (ux,fty, 0). 
Bki(vt q (0, f))2(v-ikq(f3, f))2 
(7.1) 
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Using homogeneous coordinates for the sake of mathematical simplicity ([104]), the 
desired transformation can be written as 
where P and R are matrices that 
respectively. Since R consists of three 
write R = R,RyR, in homogeneous 
Rx(px) = 
RY(I3Y) = 
R,(0,) = 
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and rotation operators 
x, y and z axes, we can 
(7.3) 
,  ( 7 . 4) 
(7.5) 
(7.6) 
where f is the focal length of the system. This projects the point (x, y, z) onto 
( 	 —2-- 0) z+1, 	 • Expanding Equation 7.2 yields two equations, 
aux + buy 
where 
a = cos(02)cos(03) 
b = sin(01)sin(02)cos(03) — cos(131)sin(03) 
= sin(01)cos(02) 
d = —sin(132) 
= cos(02)sin(03) 
g = sin([31)sin(02)sin([33)-F cos(131)cos(/33). 
fly rcu 	 rd, +1' 
= rcu 	 rd x+ 1 
eu, + guy 
(7.7) 
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Figure 7.1: The original and transformed grids. 
Now to find the required transformation, we solve Equation 7.7 for ux and uy, 
which gives, 
— any) 
um. = (eux — afiy)(rcfix — b) (bfty — gfis)(rditz — a) 
ix(bity — gilx) 
uY = (eiis — afiy)(rci, — b) (bfty — gus)(rdils — a)• 
The warping of the image grid is shown in Figure 7.1, which shows both the 
square grid and the transformed coordinate system derived by applying the R and P 
transformations. 
Having calculated the transformed coordinate system, we now warp the image by 
a two-dimensional linear interpolation process, such that the greyscale value at it in 
the warped image is equal to the greyscale value at the equivalent point it in the 
original image. Pixel values that are not defined by this transformation are set equal 
to the background in the original image. Figure 7.2 shows the three stages in the image 
transformation. The first image is the original, the second image has been transformed 
but has undefined pixel values in the left hand corners, and the third image shows the 
final image where these pixels have been made part of the background. 
original into= wiles; transformed 
Figure 7.2: The original, intermediate and transformed images. 
It is important to emphasise the separation between the synergetic warping po-
tential and the particular transformation described above, because the concept of 
minimising the synergetic warping potential can be applied using any transformation. 
(7.8) 
7. Synergetic Warping 	 82 
The given transformation is suficient to demonstrate this concept, yet it is naive 
in a number of ways. First it has no knowledge of the shape of the object. Second, it 
assumes that the axis of rotation for the object is in the centre of the image. Third, 
it only uses a single image, ignoring the object information available in the prototype 
images. While no transformation based on two-dimensional images wil be able to 
perfectly mimic the efect of a rotation of a three-dimensional object, al three of these 
assumptions could be removed or restricted to form the basis of a more sophisticated 
transformation and hence a more robust pose estimation system. 
The major source of error introduced by this transformation is the assumption that 
al of the points in the image lie on a plane paralel to the monitor. When the object 
is rotated in such a way as to make the validity of this assumption poor, the accuracy 
of the system wil decrease significantly, as wil be ilustrated by the examples. 
7.3 Pose Estimation with Synergetic Warping 
As a view-based pose estimation routine, synergetic warping needs access to a training 
set of images which are correctly labeled with the pose values used to create the image. 
Let each one of these n images be a prototype, vk, and let ak be a vector defining 
the pose of the kth prototype. In the standard way, we normalise the prototypes and 
construct the adjoint prototypes using Equation 2.18. 
Given a test image q with unknown pose, we wish to find a 13 and an f, which wil 
warp q to look as close to one of the prototypes as possible. They wil not be identical, 
as is the case in pattern recognition, because the transformations are constrained to 
perspective rotations. 
We could attempt to minimise the potential using the familiar gradient descent 
approach, but the relationship between the order parameters and the transformation 
parameters is non-linear and the likelihood of local minima is high. Considering that 
we have just four variables, we choose to use again the Broyden-Fletcher-Goldfarb-
Shanno minimisation routine [87] to find 3 and f: Fortunately, the choice for the 
initial value of 0(0) is clearly the zero vector. For f(0), we use a focal length typical 
of the focal lengths in the training set. 
- When the minimisation routine has converged, the outputs are 0, f. and i, the 
index of the prototype closest to the warped image. We then calculate an estimate of 
the novel pose, a, as 
= cxi 	 (7.9) 
Figure 7.3 ilustrates this process in the case of the rubber duck shown in Figure 7.2, 
which is rotated around its natural axis of rotation by an angle, p. In this instance the 
minimisation ended with a value of = 80 and the largest order parameter belonged 
to the prototype image rotated at 300. Since the new image was rotated 8° to match 
the prototype as closely as possible, the estimated pose for the test image is given by 
30 — 8 = 22°. 
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The Potential, Beta and Estimated Pose 
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Figure 7.3: The minimum of the potential gives a value for beta and an estimate of 
the pose. 
7.3.1 Synergetic Prototype Warping 
In our implementation we have transformed the test image such that it resembles the 
prototypes. This is in contrast to Haken et al. [40, 16], who deformed each prototype 
in paralel to resemble the test image. 
This distinction suggests an alternative approach to pose estimation using syn-
ergetic warping based on transforming the prototypes. We wil cal this technique 
synergetic prototype warping, and the appropriate synergetic potential is given by, 
PSP W = Ak (2/icf. (0, f)q)2 
 
k=1 
 
y Bki(v+(/3'  f)q)2 (vit (0, f)q)2 4 	 I iok koi 
1 +4—c 	 (vil- (0, f)q)2(Vt (0, f)q)2, kl 
(7.10) 
where the rotation vector 13, now holds the rotation angles for al n prototypes. 
In choosing between the two synergetic warping approaches, we must compare 
accuracy with complexity and speed. There are two reasons why synergetic prototype 
warping is potentialy more accurate. 
First, the fact that standard synergetic warping assumes that the object is two-
dimensional, is likely to be a source of significant errors. In order to calculate the 
deformation due to the rotation, it is necessary to assume that al elements in the 
image lie in the same plane z = zo. As we have no real knowledge of the test image, 
this is the most reasonable assumption available to us. 
However, if we deform the prototypes, we can use a more sophisticated assumption 
because we know more about the prototypes. A simple possibility would be to continue 
the assumption that the object is planar, but loosen the assumption that the plane be 
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Figure 7.4: Two objects on which synergetic warping for pose estimation was tested. 
paralel to the plane defined by the x and y axes. In the case that an object has an 
axis significantly larger than the other two axes, this assumption should significantly 
increase the accuracy with which the deformation of the image mimics the rotation of 
the object. 
A second possibility is to use shape from shading algorithms on each of the pro-
totypes. These techniques attempt to estimate the distance from the camera to each 
point in an image within an additive constant, based on assumptions about the re-
flective properties of the object. The most common assumption is that the object 
has a Lambertian surface. Having estimated the associated z values as part of the 
pre-processing, we can then use this extra information as the starting point for the 
deformation process. 
The second reason why synergetic prototype warping is likely to be more accurate 
is that if there is significant noise in the test image, standard synergetic warping is 
likely to exacerbate the efect in the deformation. In contrast, we can pre-process the 
prototype images to remove as much noise as possible to minimise this efect. 
Unfortunately, there is a considerable increase in the complexity required for syn-
ergetic prototype warping. First, in standard synergetic warping we have a maximum 
of four variables to be ascertained: the three rotation parameters and the focal length. 
In contrast, n prototypes require a maximum of 3 x (n 1) variables for synergetic 
prototype warping. Second, we must deform the prototypes but the potential of Equa-
tion (7.10) is dependent on the associated adjoint prototypes, so we must calculate 
these at each time step. Calculating these involves inverting an n x n matrix, as shown 
in Equation (2.18) so this requirement is clearly problematic. 
7.4 Examples 
To test the concept of synergetic warping for pose estimation we have estimated the 
pose of two objects as shown in Figure 7.4 from the COIL database [77]. 
Each image is rotated in a complete revolution around a natural axis in 5° steps. 
Empirical evidence [90] suggests that humans have dificulty in recognising or imag-
ining wire-frame objects in a novel orientation that difers by more than 30° from a 
known view, so we selected images in 30° steps as our prototypes. We do not know 
the focal length used to capture images in the COIL database, so we set an arbitrary 
but reasonable focal length of 100 pixels. 
The results for the two diferent objects were markedly diferent. This is reflected 
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Calculated and Expected Bela Values 	 Calculated and Expected Beta Values 
Duck 
(a) Duck. Note the opposite signs from ap- 	 (b) Tylenol. 
proximately 450  to 145°. 
Figure 7.5: The calculated and expected values of for each object. 
in the errors listed in Table 7.1 but can be seen most prominently in the comparison of 
the two parts in Figure 7.5. The test set consisted of the 60 images not in the training 
set. 
Errors Mean Max 
Duck 	 8.18 	 28.4 
Tylenol 	 3.83 	 24 
Table 7.1: Errors using synergetic warping. 
Note in Figure 7.5(a) that when the duck is rotated between approximately 45° and 
145°, the sign of the calculated value of is incorrect, but the magnitude is close to 
the expected value. This behaviour is due to the combination of a simplistic rotation 
transformation and a relatively complicated shape. To be more specific, when the 
duck is rotated at 90°, which is at the centre of the problematic domain, it is facing 
directly away from the camera. Now because the duck's head is at the furthest distance 
possible from the camera and its tail is as close as possible, the assumption that the 
object lies on a plane paralel to the monitor is a very poor one. 
While this argument explains the breakdown of the pose estimation system, we 
must investigate the symmetry of the object to understand why the results are incorrect 
by a factor of—i. When the head of the duck is facing the camera, a clockwise rotation 
would move the duck's head to the left of the image. This rotation has been successfuly 
approximated by the image transformation, as can be seen in Figure 7.6(a). When the 
duck's head is distant from the camera, the same rotation should see the head move to 
the right, but because the planar assumption puts the head on a plane, essentialy at 
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original transformed 
(a) The head of the front-facing duck image 
moves correctly to the left. 
°Ogled transformed 
(b) The head of the rear-facing duck image 
moves incorrectly to the left. 
Figure 7.6: Duck images transformed to mimic a rotation of 200. 
the front of the image, the head is seen to move in the wrong direction (Figure 7.6(b). 
Because the image of the duck is symmetric when rotated to 900, we therefore find 
that the calculated values for 0 have approximately the expected value but the wrong 
sign. 
In contrast, the Tylenol package is a simple object without outstanding features, 
such as the duck's head. The improved accuracy found using this object over the 
duck can be seen quantitatively in Table 7.1. This can also be seen qualitatively in 
Figure 7.5(b) which shows a good correlation between the calculated and expected 0 
values across the entire revolution. 
7.5 Conclusions 
Synergetic warping for pose estimation is of interest for two reasons. First, it is syn-
ergetic in the strict sense of the word, because it is based on competition between 
prototypes using the synergetic potential derived in Chapter 2. Second, its struc-
ture agrees with theories on human pose estimation techniques in that it is based on 
transforming a novel image into a canonical view by performing a mental rotation. 
As a practical pose estimation scheme, however, it has a number of serious short-
comings. Foremost amongst these are the facts that even relatively simple shapes such 
as the duck require a more sophisticated mental rotation procedure to be robust, and 
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that each image requires approximately 30 seconds to be processed. 
It is worth noting that the concept of synergetic warping is not restricted to the 
particular transformation described here. By replacing this naive rotation transforma-
tion with a more sophisticated one, it should be possible to construct a more robust 
pose estimation routine. Alternatively, by using the rubber sheet transformation pro-
posed by Dafertshofer and Haken [M], synergetic warping can be used to robustly 
identify hand-written characters. 
Chapter 8 
Synergetic Interpolation 
8.1 Motivation 
Synergetic warping for pose estimation is attractive as a concept because of the paral-
lels between it and certain theories concerning the human visual system. As described 
in Chapter 7, however, as a practical scheme it has a number of disadvantages. 
In this chapter we describe our second method of synergetic pose estimation which 
we call, synergetic interpolation, and which is designed to be a practical view-based 
pose estimation system. 
Pose estimation by synergetic interpolation is based on the assumption that the 
order parameters capture enough pose information to allow us to estimate the pose 
of an object from these features alone. Now instead of interpolating between known 
images, we interpolate between known feature sets. 
Synergetic interpolation is based on Murase and Nayar's successful view-based pose 
estimation routine [73]. They used principal component analysis on a set of training 
images to create an object manifold in an object eigenspace, parameterised by the 
pose variables. By interpolating on the manifold, they showed that it was possible to 
effectively estimate the pose of the same object from a single test image. 
8.2 Concept 
There are two spaces in the pose estimation problem. The pose space, PS, is a three 
dimensional space representing the three rotation parameters. The image space, IS, 
has a dimension equal to the number of pixels in the image, which is typically more 
than 100 2 dimensions. The goal of pose estimation is to find a mapping from IS to 
PS. 
Finding such a mapping is made difficult because of the dimension of IS, so the 
first step in any technique must be the definition of a third, intermediate, feature 
space, FS. 
Defining an intermediate space splits the initial problem into two subproblems. 
First, how to select the feature extraction technique and second, how to calculate the 
mapping from FS to PS. 
88 
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8.2.1 Feature Space Design 
As both PS and IS are givens, the design of FS is crucial to the success of the pose 
estimation routine. 
Image space is capable of representing every possible monochrome image, so we 
denote the domain of IS in which images of the object of interest are found, as IS. 
We label FS similarly as the domain of FS in which images of the object of interest 
are found. 
The ideal FS would need to satisfy a number of criteria: 
Cl FS should be of dimension such that 
dim (PS) < dim (FS) < dim (IS). 	 (8.1) 
C2 The size of 1.-"S should be maximised. 
C3 There should be bijective mappings from IS to FS and from PS to PS. 
The first criterion enforces the requirement that the feature space reduce the di-
mensionality of the problem. This goal is the main reason behind the introduction of 
FS. Typicaly, the dimension of FS is of the order of 10. The second criterion can be 
thought of as a weak form of the third criterion, because if it is met, the chances of 
meeting the third criterion are improved. If the third criterion is met, the introduction 
of feature space wil not give rise to any ambiguity. 
In this chapter we use the synergetic feature extractor from synergetic pattern 
recognition, as described in Chapter 2. Our features are the order parameters defined 
by Equations (2.18) and (2.21). As discussed in Section 6.1, Murase et al. [73], imple-
mented this concept system using the scalar product of an image with the eigen-images 
as their feature extractor. 
8.2.2 Explicit vs Implicit Mapping from Feature Space to Pose Space 
Symbolicaly, the mapping from feature space to pose space can be written as, 
P = h() (8.2) 
where p is a 3-dimensional pose vector and is an n-dimensional feature vector. This 
is the explicit model. 
Now using our set of training images with known pose, we can calculate the corre-
sponding 4' and thereby sample the function h. Unfortunately, the nature of makes it 
very dificult to interpolate between these known samples so as to estimate the pose of 
novel images. First, has a variable, and possibly large dimension. This means that 
we have to interpolate on a high dimensional surface, which is computationaly expen-
sive. Second, the known values of 4. are not uniformly positioned over feature space. 
This adds a lot of algorithmic complexity to the task. Third, the size of the training 
set required to populate the space suficiently for interpolation increases exponentialy 
with the dimension of order parameter space. So if a 1-dimensional function requires a 
theta = 0 Order Parameter Space 
: increasing theta 
theta = 180 
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Feature Manifold 
Figure 8.1: Ilustrative feature manifold in two-dimensional order parameter space. 
training images, an n-dimensional function wil need of the order of an training images. 
With a typical dimension of 10, this is untenable. 
To avoid these problems, we use an implicit model for pose estimation and approx-
imate the inverse function 
(8.3) 
Given that p is 3-dimensional, and that we can now choose the training set to be 
uniformly spaced over PS, the problems encountered with interpolating the explicit 
model are avoided. 
To proceed we take our training images, which we now insist are sampled from 
a regular grid over the PS domain, and calculate the feature vectors for each. The 
result of this is an n-dimensional hyper-surface, parameterised by and sampled evenly 
over, the three independent pose variables. Every sample point on the hyper-surface 
represents a training pose. Now by fitting a surface through the sample points we 
create a hyper-surface which we cal the feature manifold, or FM. FM represents the 
object at every possible pose and every point on FM represents a distinct pose. 
The concept of a feature manifold is ilustrated in Figure 8.1 which shows a manifold 
parameterised by a single pose variable in a two-dimensional order parameter space. 
The manifold is a smooth interpolation through the training points, each of which has 
an associated pose value. 
Using the implicit model does, however, introduce two issues. First, our model 
ignores the interdependence of the e values, treating them as if they were truly inde-
pendent. Second, our goal is to approximate h, not h-1, so we must introduce another 
step which attempts to invert the function numericaly. 
Imagine that the training set contained one image of the object for every possible 
pose. Then no interpolation wil be required and the feature manifold wil be equal 
to the actual pose manifold in feature space. In this case, we could proceed by taking 
a test image and projecting it onto a test point in feature space. Because the feature 
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manifold is defined perfectly, the test point wil lie on it, so we simply need to find the 
stored pose value associated with the matching point on FM, and we have found the 
required pose value. 
In reality, the feature manifold wil be an approximation to the actual pose man-
ifold, because it is created by interpolating through a number of known points. We 
proceed in a similar vein by projecting the test image onto a test point in feature 
space. Now referring again to the feature manifold in Figure 8.1, we would expect the 
test point to lie near FM, since the manifold is an approximation to the actual pose 
manifold. We estimate the pose of the test image by finding the point on FM closest 
to our test point and interpolating along FM to find an estimated value for the pose 
at that point. This is the pose value we assign as our estimate for the test image. If 
the image is of a diferent object, we would not expect the test point to lie near the 
feature manifold. If this is the case, we can question the validity of the input image. 
Referring again to the feature manifold in Figure 8.1, we estimate the pose of a 
test image by projecting the image into order parameter space. Assuming that it lies 
near FM, we find the point on FM closest to our test image and assign the associated 
pose value as our estimate. 
8.3 Balance between Accuracy and Speed 
Assuming that there is no innate ambiguity in the mappings from IS to PS, there are 
two possible causes for inaccurate pose estimation. The first occurs when FM is an 
inaccurate approximation to the actual pose manifold. The second is failing to find 
the global minimum of the distance from the novel point to FM. 
It is clear then, that if we choose a large enough training set and find the global 
minimum of d(p, FM), the system wil meet any possible error criteria. In practice 
however, neither of these assumptions are practical and the compromises that must 
be made on these issues wil decide the balance between accuracy and speed. 
A highly accurate surface definition is bulky and slow to search, but an inaccurate 
mapping wil introduce errors. We must therefore choose a compromise position for the 
definition of our fitted surface. We have control over the number of data points used 
by the surface fitter. We also control the position of those points, with the restriction 
that they al lie on a regular grid of the independent variables. 
Finding the minimum of d(p, FM) is also a cause of compromise as a search for 
the global minimum wil be slow, but finding a local minimum instead wil intro-
duce possibly large errors. This problem is a case of non-linear multi-variable global 
minimisation and we have a number of options. 
The first option is a tree-based search routine. The basic concept of this method 
is to store the data in specialised data structures based on an ordering of the data. 
These structures are often supplemented with indices that speed up the search process 
but add to the overhead costs. 
There are many possible variations developed in the computer-science literature 
for fast database searching. The most appropriate choice for this problem is the 
search technique espoused by Nene et al. [76]. This is not guaranteed to find a global 
optimum. In fact it is not guaranteed to find a local minimum. It is, however, certain 
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to find a point close to (in terms of d) the global minimum and it does have excelent 
speed characteristics. 
The second option is to use a gradient descent search directly on the surface defined 
by d. This is the classical solution to non-linear minimisation and there is a wealth of 
literature available. The search is for a local, not the global minimum, and the result 
of the minimisation is highly dependent on the starting point supplied by the user. 
The correct choice depends on the particular application. In this chapter we test 
the algorithms on a number of different objects rotated around one axis. In this 
situation, the gradient descent method is inappropriate, because we have no basis on 
which to guess a starting point for the minimisation, and are likely to find large errors 
due to local minima. This, combined with the fact that we only need to search a single 
dimensional pose space suggests that we use a search-based technique. 
In Chapter 10 we attempt to track the pose of a single object in time. Now, any 
physical object can only rotate a limited amount within a smal timeframe so knowing 
the pose at a certain time gives a good starting position for the minimisation in the 
next time step. This fact can be used by the gradient descent method, but not by the 
tree-based search. As wel as giving increased accuracy, the contiguity of the physical 
system wil increase the speed of estimation because the estimation time decreases 
when the initial pose estimate is close to the actual pose. 
A further advantage of the gradient descent based option is storage. A b-spline 
representation is capable of representing a surface in a much more compact fashion than 
an ordered database of surface points, as required by the tree-based search algorithm. 
Thus, for the same data storage usage, a b-spline representation is capable of recording 
a significantly larger section of the hypersurface. 
8.3.1 Gradient Descent Algorithm 
At the core of the gradient descent algorithm is the cubic b-spline surface fitting 
procedure. We need to fit a surface through a series of points with three independent 
variables and an arbitrary number of dependent variables. This is no easy task, and 
requires a very sophisticated surface fitting procedure. We used the DT_NURBS [5] 
library, available from the United States Navy, to implement this fitting. Note that 
this process is only carried out once during training, so a lengthy fitting procedure is 
quite satisfactory. 
Having constructed and stored the feature manifold, the second key function must 
find the point on the surface closest to any given point in feature space. This function 
is caled every time an estimate is required, so an eficient and accurate system is 
important. We have extended the DT_NURBS library with a fortran function which 
can achieve this with an arbitrary number of dependent and independent variables 
and works directly on the data structure used by the DT_NURBS library, making it 
as fast as possible. It is based on Gauss' method, and has been supplemented by the 
modifications suggested by Marquardt [66]. 
Given a point in feature space, and a feature manifold, MF, our goal is to find 
the pose 23 such that, 
iiMF(P) 	 Ei = minplIMF(P) 	 .411, 	 (8.4) 
8. Synergetic Interpolation 	 93 
where 11.11 represents the Euclidean norm. Starting with the initial guess Po' the pro-
gram calculates a sequence of (hopefuly) improved estimates until it either converges 
or reaches a maximum number of iterations. The values defining the convergence and 
maximum iteration criteria are given by the user and are described below. 
At each time step, A is the matrix of first partials of the feature manifold evaluated 
at pi, and r, the vector of residuals, is given by r = e — F(p). The next iterate is 
calculated as pi+i = pi + h x di, where di is the least squares solution to Adi = r. 
When the step-size, h, is arbitrarily defined, we have Gauss' method. Marquardt 
realised that there is no guarantee that a value of h exists which wil ensure that the 
next iterate is an improvement over the current one, so he suggested the folowing 
modifications. 
The matrix equation AT Ad, = AT r which is used to find di is replaced with, 
AT Adi + 71 = AT r, 	 (8.5) 
where 7 is a user supplied positive constant and I is the identity matrix. Now when 
-y is large, di rotates towards the direction of steepest descent, so for a large value of 
'y and a smal value of h, improvement should occur. Clearly however, we would like 
the step size to be as large as possible, while stil improving the estimate, because a 
very smal h wil increase time costs. 
We implemented a heuristic approach [5] to balancing the values of 7 and h. In-
troducing some more user defined constants, the heuristic is, 
1 7 = 70 where subscript 0 designates the default value; 
2 h = h0 where subscript 0 designates the default value; 
3 if current residual is less than residual for previous estimate, stop. 
4 if number of halvings equals max_half, goto 6; 
5 h = h/2, goto 3; 
6 if number of gamma multiplications equals max_amp, stop. 
7 7 = yx amplification factor, 
8 goto 2. 
We also need parameters to define the stopping criteria. The user must set a 
maximum number of iterations, after which the system is considered to have failed to 
converge on an answer. The first success criterion is when the residual is suficiently 
smal, 
< i. (8.6) 
The second is when the relative change in the residual is smal, 
Ilri+1 — 7'21 
I nil < f2- (8.7) 
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The third stops the iterations when the absolute change in the pose estimate is smal, 
Ilpi+i -Pil <3, 	 (8.8) 
and the fourth when the relative change fals below a user defined limit, 
iPi+i — pIl < 	 (8.9) 
Al of the user defined parameters, along with minimum, maximum and recom-
mended values where appropriate, are listed in Table 8.1. 
Variable Use Min Max Recommend 
7 Marquardt factor 0 1 .25 
a amplification factor 1 10 2 
max_half max number of h halvings 2 8 3 
max_amp max number of Marquardt amplifications 4 20 5 
max_iter max number of iterations 1 na 30 
61 min residual problem dependent 
62 min relative change in residual problem dependent 
E3 min absolute change in pose estimate problem dependent 
E4 min relative change in pose estimate problem dependent 
Table 8.1: Values for Gauss/Marquardt minimisation routine. 
8.4 Examples 
To compare synergetic interpolation to synergetic warping, we now test the system on 
the objects shown in Figure 7.4. For consistency with the results reported in Table 7.1, 
we again have 12 training images rotated in 30° steps from one another. As described 
above, we must decide on the optimum number of these to select as prototypes. To 
reflect the diferent possibilities, Table 8.2 records the results across a range of diferent 
prototype numbers. 
The results given in this table are ilustrative of a number of issues discussed above. 
We concentrate at first on the results for the duck. Note the strong efect that 
the number of prototypes has on the error, with the optimum choice being four pro- 
totypes. For fewer prototypes, our original assumption that the order parameters 
wil capture enough of the pose information to be able to estimate pose, is incorrect. 
This is ilustrated in Figure 8.2(a), which shows the two dimensional order param- 
eter space for the duck. As the interpolation is based upon this curve, not on the 
original images themselves, the fact that the curve is self-intersecting shows that our 
projection has introduced artefact ambiguity. This occurs when two or more dissimilar 
images are projected onto nearby locations in order parameter space, and results in 
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used by Murase et at [73]. In this case the system used al of the training images to 
calculate the required number of eigen-images. 
We applied al three options to the twenty objects in the COIL database [77] as 
the basis for a numerical comparison. Each object was described by a training set 
of 9 images rotated in 30° steps, each of which was used to define the manifold in 
order-parameter space. For each option, we experimented with a range of prototypes, 
only the best of which is reported in Table 8.3. 
Object Synergetic Orthonormalised Synergetic Eigen-Image 
Duck 1.28 1.73 1.08 
Wooden Block 1 2.17 1.75 1.02 
Car 1 4.37 2.41 1.48 
Cat 2.69 2.18 1.27 
Toothpaste 7.10 4.68 1.72 
Car 2 15.3 19.8 7.41 
Wooden Block 2 2.18 1.42 1.49 
Talcum Powder 2.46 1.31 1.15 
Tylenol 26.8 22.0 19.6 
Vaseline 3.29 2.24 1.02 
Wooden Block 3 5.96 4.86 1.37 
Japanese Cup 6.66 7.44 8.17 
Piggy Bank 4.95 3.76 2.25 
Gasket 7.22 8.13 4.73 
Salad Spinner 4.64 3.08 3.55 
Hair Conditioner 7.44 6.85 7.02 
Bowl 8.88 8.24 10.4 
Tea Cup 9.53 5.36 10.1 
Car 3 33.2 24.3 25.3 
Cream Cheese 7.53 7.28 5.24 
Table 8.3: Mean estimation errors in degrees from interpolating over various feature 
extractors. 
The most notable factor in this table is the variance between objects. Inspection of 
those objects with large mean error values shows that they sufer from view ambiguity, 
leading to feature ambiguity. With the exception of the toothpaste, a diferent choice 
of feature extractor was unable to resolve the ambiguity. 
Nonetheless, it is clear that the choice of feature extractor can alter the accuracy of 
the resulting estimation. This efect is not uniform across al objects but, in general, 
the best results were found using the eigen-image, folowed by the orthonormalised 
prototypes. 
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8.5.1 Pose Space Subdivision 
One approach to the problem of view ambiguity is subdividing pose space into a 
number of smaler domains, within which there is no ambiguity. For the Tylenol 
package with three order parameters as shown in Figure 8.2(b), we can subdivide pose 
space into the domains 0 — 179° and 180 — 359°. 
If we can successfuly decide to which of these two subdomains any given image 
belongs, then interpolating within the appropriate subdomain yields over the entire 
domain, an average error of 5.67° and a maximum of 13°. This level of error is in stark 
contrast to the results quoted in Table 8.2. 
The question remains as to how we can determine to which subdomain a given 
image belongs. A successful determination wil lead to significant reduction in error 
values due to view ambiguity. However, an incorrect determination wil introduce its 
own errors because an image classified to the wrong subdomain wil never be classified 
correctly, even if the global minimum is correctly situated for that example. There are 
three options available to us when trying to distinguish between ambiguous views. 
The first is to use the entire image information, not simply the order parameter 
values. Since the pose of the Tylenol package was successfuly estimated using syn-
ergetic warping, it is clear that these ambiguities can be clarified, and each image 
successfuly classified using the appropriate subdomain, by using the ful image infor-
mation. Unfortunately, this process significantly increases the memory requirements 
of the system, which must now also store the entire training set of images. 
The second option is to define a new set of order parameter values that are designed 
specificaly to distinguish between the ambiguous views. Fortunately, the means to do 
this are already wel established in the form of the MELT algorithm. We simply take 
the training set of images, classify them depending upon the appropriate subdomain, 
and use MELT to create the appropriate adjoint prototypes. While simple and inex-
pensive on memory, this approach wil often fail to find a way of completely separating 
the two domains because of the innate view ambiguity which any projection wil find 
dificulty in overcoming. In the particular instance of the Tylenol package, 14 of the 72 
images were mis-classified. Most of these errors were near the subdomain boundaries, 
and therefore lead to relatively smal pose estimation errors. 
The final option is to use object-specific information to clarify the situation. If a hu-
man was asked to distinguish between the two images shown in Figure 8.3, the response 
would probably involve the orientation of the brand name. This is object-specific in-
formation which we use to clarify ambiguous situations. One possible solution then, 
is to use optical character recognition to distinguish between these two options. The 
smaler sides of the box could be distinguished by the existence, or otherwise of a 
barcode. 
8.6 Conclusions 
Synergetic interpolation is a fast, practical object-independent approach to pose es-
timation. It is based on the assumption that the features extracted from the image 
capture enough pose information to interpolate pose on the resulting manifold, without 
introducing any feature ambiguity. 
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Figure 8.3: Two views of an object showing view ambiguity. 
The results reported here show a large range of error values, dependent on the 
shape of the object. Those objects with view ambiguity are poorly estimated, and 
require the use of object specific information or pose-space subdivision to resolve the 
ambiguity. 
It is clear that the major design decision in this method is the choice of feature 
extractor, which leads us to the next chapter in which we ask if we can find an optimal 
feature extractor. 
Chapter 9 
Explicit Inversion 
9.1 Motivation 
We have strived in this work to look for the most general approach to pose estimation. 
We therefore rejected the use of CAD models in favour of view-based pose estimation. 
We have extracted generic features from images, without any specific knowledge of the 
object involved. Even beyond this, synergetic interpolation as described in Chapter 8 
can be used to estimate any continuously valued function, such as the direction of 
lighting in the image. 
In this chapter, we take our broadest view yet. Here we introduce a new approach 
to signal analysis, of which both pose estimation and pattern recognition are special 
cases. Given a signal, which is the output of some complicated and possibly unknown 
function, the goal of signal analysis is to estimate the parameters of that function. 
Formally, at least, the solution to the problem can be found by inverting the function 
which produced the signal. In practice this inversion requires two major elements; 
a feature extractor to limit the dimension of the signal and a parameter estimator. 
The reader will recall that these are the same two elements required by the syner-
getic interpolation method of Chapter 8. While there has been much research into 
these two elements, they are generally designed separately from one another, whereas 
recognition of the relationship between these two elements suggests that they should 
be designed as a pair. Following this design concept allows us to replace the problem 
of implicitly inverting an unknown, possibly high-dimensional function, with that of 
explicitly inverting a known, low-dimensional function. Amongst other benefits, the 
major advantage of following this method is a dramatic increase in speed over the 
standard approaches. 
To be more concrete, we will restrict our discussion to the challenge of image 
analysis, to which our approach is particularly well suited due to the size of the signal 
vector. It should be kept in mind, however, that our technique can be applied to any 
form of signal. 
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9.2 Problem 
Consider a set of n grey-scale images, each of which has been sampled so as to have 
1 pixels. We store each image qi as a column vector in a 1 x n matrix, labeled Q. 
Throughout this chapter we wil assume that al image vectors have been scaled to 
have unit length. 
These images are the training set for our image analysis. If our task is qualitative, 
each image in the training set is associated with a class ci E N, to which the image 
belongs. If our task is quantitative, each training image has a parameter vector pi E lI 
associated with it. In general, these parameters wil not represent quantities that are 
directly measurable from the image. Rather each element of p, wil be a physical 
characteristic of the object or objects in the image where the relationship between the 
characteristic and the pixel values is complicated and unknown. 
Given a test image q, our goal is to return either a classification c or a parameter 
vector p, which correctly matches or closely approximates, the correct values for the 
test image. 
Clearly a pixel-by-pixel comparison between Q and q is unwieldy and expensive. 
For this reason we introduce a feature extractor f to calculate m features e E 
= f (q) (9.1) 
Applying this to the n training images, we store the resulting n feature vectors, 
e, in an in x n matrix, E. When presented with a test image, q we apply the same 
feature extractor to calculate e, which is the comparable set of features for the test 
image. 
Next we need to construct a classifier or parameter estimator, h, which estimates 
the class or parameter values from the extracted feature vector, 
p = h() or c = h(e). 	 (9.2) 
The complete flow of an image analysis system is shown in Figure 9.1 and Equa-
tion 9.3, 
parameter/class -g-> image 4 features -h-). estimated parameter/class. 	 (9.3) 
Now since the imaging function g is fixed, both of these flow diagrams show clearly 
that we should choose f and h to be related. Indeed we can state that the optimal 
choice of functions would give a perfect image analysis system where, 
p = h(f(g(p))) or c = h(f(g(c))). 	 (9.4) 
Yet the standard approach is to select a feature extractor and an estimator/classifier 
separately. We wil see that by designing functions f and h as a pair, we can produce 
major time and memory savings. 
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Figure 9.1: Schematic of a parameter estimation problem. 
The rest of this chapter is structured as folows. First we look at feature extrac-
tors. We introduce a set of ideal characteristics for feature extractors, and use them 
to compare a number of popular feature extractors in Section 9.3. In Sections 9.4 
and 9.5 we review a number of standard image classifiers and parameter estimators 
respectively. Section 9.6 introduces our method for constructing extractor/classifier 
and extractor/estimator pairs and describes how to design these pairs to solve spe-
cific problems. In Section 9.7 we look at a number of examples which clearly show 
the advantages of our new approach over the standard method before drawing our 
conclusions in Section 9.8. 
9.3 Feature Extractors 
Feature extractors can be categorised as object-specific or object-independent. An 
example of an object-specific feature extractor is an algorithm that measures certain 
distances in images of a human face. While features such as eye-to-eye distance are 
used successfuly to implement face recognition they do have a number of drawbacks. 
First, locating individual parts of the face, such as the eyes is a chalenging task [68]. 
Second, as the features are object specific, efort invested in algorithms to extract them 
cannot be easily transferred to other objects. 
Al of the feature extractors described below are object-independent. They treat 
the image as a whole and do not attempt to extract information which is specific to 
particular objects. 
Feature extractors may also be classified as either problem-specific or problem-
independent. As the title suggests, a problem-specific feature extractor is designed 
to achieve a particular image analysis task. This can be represented symbolicaly 
by including the associated class or parameter values in the definition of the feature 
extractor, 
e = f (q, c) or e = f (q, p). 	 (9.5) 
Problem-independent feature extractors on the other hand work solely on the im-
ages in the training set without reference to p or c. 
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Al of the feature extractors described here share a similar construction. We extract 
m features by calculating the scalar product of an image with m images known as 
prototypes. Each prototype is a linear superposition of the training images, Q, such 
that, 
e = f(q)=Vq = GQTq, 	 (9.6) 
where V are the prototypes,.G is an m x n linear superposition matrix and the super-
script T denotes the matrix transpose operation. The diference between the various 
feature extractors described below, is in the construction of G. 
9.3.1 Comparing Methods 
When deciding between various possible G matrices, a useful measure is the ability of 
the system to reconstruct the training set images. The better the reconstruction, the 
more 'information' has been extracted from the training set. 
If G is the identity matrix, there is no reconstruction error, but there is also no 
data reduction. So in practice we look for a G which reaches a useful compromise 
between data reduction and reconstruction error. 
An optimal feature extractor of the type shown in Equation 9.6 would have the 
folowing characteristics: 
Cl a robust, deterministic procedure to calculate G; and 
C2 a low reconstruction error with reasonable data reduction. 
Depending on the type of image analysis task, it would also project the images into 
feature space such that: 
C3a the classes could be easily separated; or 
C3b the features populate a smooth manifold upon which interpolating the parameter 
vector p is simple. 
9.3.2 Review of Feature Extractors 
Correlation 
The simplest approach to the construction of C is for the user to select a subset of the 
training images as the prototypes. The associated matrix G, is zero everywhere except 
for a single 1 in each row. No column has more than a single non-zero entry. As only 
the image data is used, the correlation method is a problem-independent approach. 
The resulting feature vector yields the correlation between the test image and 
the prototypes. This is a measure of the distance between the test images and the 
prototypes in the high-dimensional image space. 
In the case that al of the training images are used, G., simply becomes the identity 
matrix of size n and the approach fails to meet C2. We must store the entire set 
of training images and calculate the correlation with each. In the literature, imple-
mentations of this approach have required the development of special purpose VLSI 
hardware to deal with the size of this calculation [29]. 
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For most practical problems m < n, so the user must choose a subset of the 
training set which is representative of the entire set. This task is known as subset 
selection. A number of alternatives for making an appropriate decision exist, including 
QR decomposition [32], SVD decomposition [31] and total least squares fitting [53]. 
Of the three optimal characteristics, this approach satisfies Cl through the use 
of the subset selection algorithm. C2 may also be met, but the more sophisticated 
feature extractor designs shown below are capable of producing lower reconstruction 
errors with the same level of data reduction. The question of whether C3 is met, can 
only be answered on an individual case basis. 
Synergetic Feature Extractor 
The features calculated by the synergetic feature extractor are the order parameters 
defined by Equations (2.18) and (2.21). The synergetic feature extractor is problem-
specific, and is derived from multivariate linear regression [55], so as to minimise the 
reconstruction error [79]. 
We have already seen the synergetic feature extractor used for image classification 
in Chapters 2, 3 and 4, and for parameter estimation in Chapter 8. 
We now re-formulate the synergetic feature extractor into the formulation of Equa-
tion (9.6). As with the correlation method described above, we select one image from 
each class to be the class prototype by defining the matrix G. Now recal that the 
synergetic feature extractor is defined such that the kth prototype is projected onto 
the kth unit axis in order parameter space. This means that the matrix of training 
features, E, must be the identity matrix /, so we need to define G, such that, 
= G,QTV = /, 	 (9.7) 
where V = QGT is the prototype matrix. 
This requirement is met when G, is given by 
Gs= (G,QTQCT)-1Gc, 	 (9.8) 
as can be confirmed by substituting Equation 9.8 into Equation 9.7, 
E = (G,QTQGT)GcQTQGT = I. 	 (9.9) 
This new matrix formulation of the synergetic feature extractor highlights the pre-
viously unreported fact that the synergetic feature extractor is equivalent to Kohonen's 
Optimal Linear Identification [60]. 
The scheme can be extended to alow multiple training images per class [12] using 
the MELT algorithm described in Chapter 6. In this case, al training images assigned 
to the ith class are projected onto unity on the ith axis in feature space. 
To fulfil Cl, we must complete the matrix inversion in Equation 9.8. This requires 
that the training set be linearly independent, which is not in general a problem for 
images, but can be restricting for shorter input vectors. 
As G, is a function of Gc, the reconstruction error wil again be dependent on 
the prototypes chosen by the subset selection method. However, as discussed in Sec-
tion 2.4, it has been shown [79] that given a particular Gc, G, provides the mini-
mum possible reconstruction error. Thus the synergetic feature extractor compares 
favourably with the correlation method when judged on the basis of C2. 
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Judged solely on the training set, the multiple training image per class synergetic 
feature extractor fulfils the requirements of C3a by definition. The 7n-dimensional 
feature space contains just m points, one at unity on each axis, and so separating 
the classes is trivial. If the training set is representative of the likely test data, this 
separability is likely to be maintained. 
The single training image construction is more likely to meet C3b, because ex-
tracting the same features from two diferent images creates a multi-valued function, 
making interpolation dificult. Intuitively, the fact that the reconstruction error is 
minimal for any given G, suggests that the synergetic feature extractor is more likely 
to meet C3b than the correlation method. 
Eigen-Images 
Eigen-images are a popular form of prototype for both qualitative [94, 98, 99, 42] and 
quantitative [73, 74] image analysis. Their popularity is due to the folowing useful 
characteristics. First, the prototypes are designed to capture as much of the variation 
among the training set as possible. This means that significantly fewer prototypes 
are needed to represent the training set, which reduces memory and time costs in 
comparison to the previous methods. Second, the eigen-images are orthogonal, making 
it simple to reconstruct the original image from the eigen-images. 
The eigen-images are in fact the eigenvectors of the image covariance matrix, which 
are the result of applying Principal Component Analysis (PCA) [55] to the training 
images Q. In our formalism, Ge is a matrix with orthonormal rows that rotates the 
axes so as to maximise the variance over the axes. Now a measure of the variance 
on each axis is supplied by the corresponding eigenvalue, and so we can choose the 
m eigenvectors with the largest eigenvalues as the prototypes. In this way we max-
imise the amount of 'information' captured in the prototypes. Clearly if we choose 
al n eigenvectors we wil be able to reconstruct each training image perfectly. In 
terms of memory and time requirements, however, we wil have reverted to the simple 
correlation procedure. 
Eigen-images satisfy Cl because of the availability of PCA routines. For large 
training sets, considerable time savings can be obtained by using algorithms that only 
calculate the eigenvectors associated with the largest m eigenvalues [72]. For online 
learning, update PCA algorithms are also available [65]. 
Eigen-images have excelent properties when measured against C2. The previ-
ous methods required one prototype for each image in the training set, and we were 
therefore forced to select a subset of the training images, thereby ignoring possibly 
valuable information. The eigenvector approach alows the user to present the entire 
training set and then select how many prototypes are required to reach the desired 
reconstruction error. In this way, the user can control the compromise implicit in C2. 
Unfortunately, problems arise with C3 because the approach is problem-independent. 
By maximising the variance over the entire set, it is likely that the features wil popu-
late a smooth manifold in feature space, thereby partialy fulfiling C3b. However, as 
the prototypes were not designed using the associated parameters pi, we cannot judge 
the ease of interpolating the parameter vector p on the resulting manifold. Neither 
are the eigen-images likely to fulfil C3a as the smooth manifold wil have, in general, 
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smeared diferent classes together, making class separation dificult. 
Fisher-Images 
Fisher-images are a generalisation of eigen-images, which provide a problem-dependent 
feature extractor, designed specificaly for image classification. The eigen-image based 
feature extractor attempts to maximise the variance of the features, in a problem-
independent fashion. For an image classification task, the training class information is 
ignored, and it is quite possible that classes which were previously linearly separable 
wil be projected into the same section of subspace. Clearly, this is not ideal for image 
classification. 
Fisher-images, on the other hand, are designed to maximise the inter-class variance 
while minimising the intra-class variance. A construction which achieved this would 
tend to have smal, isolated clusters of same-class points in feature space, leading to a 
simple decision boundary. 
This is the idea behind the construction of Fisher-images [7], which are a variation 
on Fisher's Linear Discriminant [25], and are calculated using a generalisation of PCA. 
Again, G f is a matrix with orthonormal rows, where for Fisher-images, it maximises 
the ratio of inter-class variance to intra-class variance. 
Fisher-images satisfy Cl and C2 for the same reasons as given for eigen-images. 
The reconstruction error wil no longer be minimal because of the requirement to have 
low intra-class variance but the level of compromise is stil in control of the user who 
selects the number of prototypes. They do, however have an important restriction 
that for a d class problem, the maximum number of prototypes is d — 1 [21]. Unlike 
eigen-images, this is an upper limit on how many prototypes can be used to minimise 
the reconstruction error. 
As stated above, Fisher-images are designed specificaly to meet C3a. They are 
unsuitable for C3b because the concept of a class does not exist in quantitative tasks. 
9.4 Image Classification 
The task of image classification is equivalent to approximating the function h in Equa-
tion 9.4. Having extracted features, E and a test point 4", we must now use a classifi-
cation scheme to associate the correct class with the test input image. If the feature 
extractor has been wel designed, a test image of class i wil be projected into feature 
space near points from the training set of class i. Thus a distance measure in the 
feature space forms the basis on which we wil make our classifications. For a stan-
dard guide to image classifiers, the reader is referred to Duda and Hart [21]. We wil 
look briefly at three popular classifiers: nearest neighbour, k-nearest neighbour and 
linear-discriminant functions. 
9.4.1 Review of Classifiers 
Nearest Neighbour Classifiers 
In the nearest neighbour scheme, we calculate the distance in feature space from the 
test point to each training point. If the closest training point has classification ci, then 
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we classify the test image as belonging to class i. 
The nearest neighbour classification scheme is an example of a non-parametric 
classifier, in that we do not pre-suppose a parameterised shape for the class boundaries. 
This leads to a very flexible boundary which is capable, for example, of successfuly 
dealing with a class which is broken into distinct, separated clusters. However, it can 
yield poor results when combined with a problem-independent feature extractor such 
as correlation and eigen-images because no attempt has been made to cluster the data. 
While simple in concept, it can also be an expensive scheme to compute. In a naive 
implementation, we must calculate the distance to every training point in order to find 
the closest. It is possible to speed up the search by implementing a sophisticated search 
structure, such as a tree or indexed list structure [76]. 
The k-nearest neighbour scheme is an extension of the nearest neighbour scheme 
in which the k closest points are found. The test image is classified as belonging to 
the median class in the k closest points. 
Like its simpler cousin, the k-nearest neighbour is capable of creating flexible de-
cision boundaries. It also has the advantage of being less likely to deteriorate in the 
presence of poorly clustered data. However, we must find the k closest points, which 
exacerbates the computational problems confronted by the simple nearest neighbour 
routine and the choice of k is an extra parameter which must be set by the user. 
Linear Discriminant Functions 
Linear discriminant functions are a parametric classifier with the form, 
hi 	 = wr4s wio, (9.10) 
where s is the number of classes. 
The values for wi and wio are calculated based on the training set and test images 
are classified using the folowing rule, 
hi(4s) > hi(E) V j i 
if no such i 
C=C 
c undefined (9.11) 
The resulting classifier splits feature space into s regions bounded by the hyper-
planes, hi() = 
The linear discriminant function classifier is only capable of separating linearly 
separable clusters. The simplicity in the structure alows most of the computational 
work to be done during training when calculating the weights, w. As a result, test 
points can be classified quickly. 
9.5 Parameter Estimation 
The task of parameter estimation is equivalent to approximating the function h in 
Equation 9.4. Having extracted features, E and a test point we must now interpolate 
over the E with known pi, to estimate the unknown p of the test image. As was the 
case with image classification, the distance between points in feature space is the 
appropriate measure for comparing images. 
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9.5.1 Review of Parameter Estimation Methods 
Search 
The search based methods for parameter estimation are equivalent to nearest neigh-
bour classification. Again we look for the point in feature space that is closest to 
our model point. We then estimate p with the pi value associated with that point. 
Recaling that p E RU  and recognising the fact that the system can only return values 
of pi, it is clear that we must have a large training set for p to be estimated accurately. 
This exacerbates the time costs previously described for nearest neighbour classifiers 
and makes it even more necessary to use the advanced search techniques referenced 
above. Thus for search-based methods, the user must decide on a compromise between 
accuracy and speed. A combination of eigen-images and an advanced search technique 
has been used for problems in pose and lighting direction estimation, and forms the 
basis of a commercialy available system [73, 74]. 
Minimisation 
The search based methods do not take advantage of the fact that a wel designed 
feature extractor should project points onto a smooth manifold within feature space. 
Using this fact, we can design a gradient-descent based routine that wil find local 
minima in the distance-to-surface function. 
Just such a gradient-descent routine was described in detail and used to estimate 
pose in Chapter 8. 
The first step in this process is to construct a hyper-surface through the points 
in E using a flexible tool such as B-splines. Each point on the surface is defined by 
m features and is parameterised by the u elements of p. Now that we can calculate 
both the distance and the gradient of the distance to the surface with respect to the 
parameter vector p, we can iteratively improve an initial guess Po until it reaches a 
local minimum. 
The advantage of this technique is that the constructed surface completely param-
eterises the vector p, thereby alowing the system to return values for p not present in 
the training set, but interpolated between them. Unfortunately, the need to construct 
such a surface places limits on the choice of data in the training set. In order to build a 
high-dimensional surface parameterised by a possibly large number of variables, most 
surface fitting routines require that the data be situated on an evenly spaced grid. One 
cannot therefore, give more training examples in an area of parameter space where 
problems are likely to arise without doing the same in areas which should be simple 
to interpolate. 
The time costs for the parameter estimation are no longer linked to the size of the 
training set, but rather on the accuracy of the initial guess. So too is the accuracy of 
the estimate. A poor initial guess may lead the system into a false minimum, causing 
large approximation errors. 
This technique is most useful when a good initial guess is available. One such 
application is that of tracking the pose of an object through a video sequence, where 
the availability of the result from the previous frame reduces time and error in the 
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estimation of the current frame [45, 47]. This problem wil be discussed further in 
Chapter 10. 
9.6 Explicit Inversion 
We now reconsider the problem of image analysis in the light of our belief that the 
feature extractor and the classifier/estimator should be designed as a pair. As a result, 
we propose a new method which we cal 'explicit inversion' [46], because it replaces 
the implicit inversion carried out by the current classifier/estimator algorithms with 
an explicit, algebraic inversion. 
9.6.1 Designing a Feature Extractor 
We start by recaling our definition of the perfect image analysis system, Equation 9.4. 
When using the correlation, eigen-image or fisher-images based feature extractors, 
it is clear that most of the responsibility for achieving this goal is concentrated in the 
design of the estimator h. 
We argue that this responsibility should be moved to the feature extractor f. In 
this way h can be greatly simplified, leading to a reduction in classification/estimation 
times. 
This is achieved by designing a feature extractor which can return an arbitrarily 
defined set of feature vectors for the images in the training set. 
From Equation 9.6 we can state that the training set features are given by 
E = GpQTQ. 	 (9.12) 
Now we wish to find Gp such that E can be designed arbitrarily by the user. We can 
achieve this by re-arranging to make Gp the subject, 
GP = E(QT Q)-1 	 (9.13) 
For a given E, the resulting feature extractor is Kohonen's Optimal Linear Associa-
tive Mappping [60], re-expressed in terms of our standard form for feature extractors. 
The key to successfuly applying our approach is the design of E and we refer to the 
resulting feature extractor as a designed feature extractor. We show how to design 
a feature extractor that satisfies C3a for image classification in Section 9.6.2. The 
requirement of C3b for parameter estimation can also be met by a good design of E, 
as explained in Section 9.6.3. 
In order to satisfy Cl, the correlation matrix QTQ must be non-singular. As 
discussed above, the sheer length of image vectors, combined with the normalisation 
assumptions in place mean that the training images are almost certain to be linearly 
independent. When this is not the case, or for application to shorter signals where 
linear independence is not so likely, the Moore-Penrose pseudo-inverse supplies a least-
squares solution, as described in Appendix B. 
In general, designed feature extractors wil fail criterion C2 because no attempt 
has been made to minimise the reconstruction error. However, the reasoning behind 
C2 is that the likelihood of ambiguity within feature space on an unknown distribution 
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in feature space is lessened if the reconstruction error is smal. With a designed feature 
extractor, however, we know the exact distribution of the training set in feature space, 
so C2 is of secondary importance. Nonetheless, the reconstruction error does play a 
role in applying explicit inversion, as wil be shown in the examples of Section 9.7. 
It is worth noting that the synergetic feature extractor is a special case of a designed 
feature extractor. In the general case, the training set can be projected onto known 
arbitrary points in feature space, while the synergetic feature extractor projects the 
training set onto the unit axes. 
9.6.2 Direct Image Classification 
We now have the tools to design a feature extractor which extracts arbitrary features 
from the training set. In this section we see how we can use these to design a feature 
extractor/classifier pair for image classification. 
When the distribution of points in feature space is unknown, we are forced to 
choose between a powerful but slow non-parametric classifier or a less-powerful and 
fast parametric classifier. This is because the function h is attempting to invert an 
unknown, complicated and high-dimensional function. 
In contrast, our designed feature extractor alows us to create a classifier with 
the speed of linear discriminant functions and the efective classification power of the 
nearest neighbour classifiers. 
To do this we design E such that, 
ei = f(qi, ci) = 	 (9.14) 
Now, as our choice of notation implies, by choosing 1/-1 to be a simple, analyticaly 
invertible function, we can trivialy find the required classification function h. 
In a simple two class example, we might extract a single feature and create a 
projection such that, 
ci = 1 	 e = —1, 	 (9.15) 
ci = 2 	 = 1. 
Now inverting this function we find our classifier h, 
< 0 = c = 1 
> 0 = c = 2 
= 0 	 c undefined. 
(9.16) 
Inspection of this example makes it clear that al three classifiers; nearest neigh- 
bour, k-nearest neighbour and linear discriminant functions, would calculate the same 
classification boundary. Thus our choice of E has made al three classifiers equivalent. 
As the synergetic feature extractor is a special case of a designed feature extractor, 
we can also classify a test image directly from e, albeit without the flexibility ofered 
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by an unrestrained choice of E. For the synergetic feature extractor, the classification 
rule is, 
Vi j 	 = class = i 	 (9.17) 
if no such i 	 => class undefined. 
9.6.3 Direct Parameter Estimation 
When the distribution of points in feature space is unknown, we are forced to choose 
between a fast system with smal training requirements which only finds local minima 
or a slower system which finds the minimum of a large set of training examples but is 
incapable of interpolating between these examples. 
Our designed feature extractor means that we do not need to accept either of these 
compromises. A good choice for the locations of the training points alows us to create 
a parameter estimation system which is significantly faster than either of the current 
methods, which requires only a relatively smal training set but which can efectively 
utilise a large, unevenly distributed training set and which is guaranteed to find the 
global minimum of the distance-to-surface function. 
To do this, we design E to fit f, an invertible function of p, such that, 
(9.18) 
and we can state directly the required estimation function h as, 
h= 	 (9.19) 
Thus we can calculate the estimate directly, so we no longer need either search 
or minimisation routines and the major computational requirement of the system is 
removed. 
Furthermore, a relatively smal training set can be used because the function h 
can interpolate between members in the training set. Clearly the system wil give a 
more accurate interpolation with a large number of training images and it is important 
to note that the system has no extra computational or memory requirements during 
parameter estimation when extra training images are used. Since we know the form of 
f, we do not need to store E and there is no compromise between accuracy and speed. 
The extra computational requirements are restricted to the ofline training process. 
We also no longer have any restrictions on the training set, because we do not need 
to construct the high-dimensional surface for interpolation. We are therefore free to 
choose our training set such that problematic areas of parameter space are densely 
populated, and simple areas are sparsely populated. 
Finaly, since we can freely assign E, we can separate the estimation of each of the 
u elements in p into u distinct problems. Let Ci be the ith row of E, which is the 
vector containing the ith feature for al of the training images. Now, if we choose 
such that, 
Ci = L(g(h)), (9.20) 
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Figure 9.2: Toys from COIL database. 
then each feature (i is dependent on only one parameter and that parameter can be 
estimated independently of al others. 
The simplest of al choices for E is, 
— (9.21) 
In this case the feature extractor directly returns an estimate of the parameter 
vector p and the estimation function, p = h(e) = e, is trivial. 
9.7 Examples 
We now ilustrate the significant advantages of explicit inversion by comparing its per-
formance to the standard techniques on a number of image classification and parameter 
estimation problems. 
9.7.1 Image Classification 
The first example is an image classification task. We have four diferent toys, each of 
which can appear at any angle of rotation around the object's natural axis. Images of 
the four toys are taken from the COIL database [77], and can be seen in Figure 9.2. 
Our task is to classify a set of such images as belonging to two classes, labeled 'animal 
toy' and 'wooden toy', irrespective of the angle of the object. 
We are given a training set of 24 correctly labeled images consisting of 6 images 
for each toy, rotated in 300 steps. The test set contains 228 images, 72 for each toy, 
rotated in 50  steps. 
This is a chalenging task, because the system is required to cope with multiple 
objects at multiple rotation angles belonging to the same class. 
We have investigated this problem with al of the procedures described above, and 
the results can be seen in Tables 9.1 and 9.2. Each row in the tables corresponds 
to a particular feature extractor. Each column corresponds to a specific classifier. 
As stated previously, a compromise between speed and accuracy must be made when 
deciding on the number of prototypes to be used by each feature extractor. When 
selecting the values shown here, we put equal weight on the speed and accuracy of the 
results. In the case of Fisher-images the construction of the prototypes only alows 
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228 images Number of Misclassifications 
Extractor Features nn 3-nn 5-nn 7-nn ldf Eq. 9.17 Eq. 9.16 
correlation 24 14 29 34 74 3 na na 
synergetic 2 na na na na na 3 na 
eigen-image 5 27 43 70 101 83 na na 
fisher-image 1 23 23 23 23 23 na na 
design (Eq. 9.15) 1 na na na na na na 3 
Table 9.1: Toy Classification Errors. 
228 images Classifier - Times (seconds) 
Extractor Features nn 3-nn 5-nn 7-nn ldf Eq. 9.17 Eq. 9.16 
correlation 24 35.1 35.2 35.2 35.3 34.5 na na 
synergetic 2 na na na na na 0.81 na 
eigen-image 5 4.47 4.55 4.62 4.67 4.02 na na 
fisher-image 1 0.78 0.85 0.91 0.99 0.42 na na 
design (Eq. 9.15) 1 na na na na na na 0.41 
Table 9.2: Toy Classification Times. 
for a maximum of one class, as this is a two class problem. For our designed feature 
extractor, we used the design given in Equation 9.15. 
Three diferent schemes in Table 9.1 returned the lowest error count of 3, or approx-
imately 1.5%. It is interesting to note that the best choice between nearest-neighbour 
(nn), k-nearest neighbour (k-nn) and linear discriminant function (ldf) classifiers is 
dependent on the choice of feature extractor. 
Of the three minimum-error options, the designed feature extractor is clearly the 
fastest, as seen in Table 9.2. The 24 prototypes required by the correlation method 
makes it 90 times slower than the proposed method. The synergetic feature extractor 
also performs wel in terms of time requirements. 
Table 9.2 makes it clear that most of the time requirement was spent extracting 
features, so the choice of classifier had only a smal efect on the classification times. 
This is only true, however, with a smal number of training images. As the size of the 
training set increases, the time used by the classifier wil dominate the classification 
times. In comparison, the time taken by the direct classifier is smal and dependent 
only on the number of prototypes. Fortunately, we can design the prototypes to keep 
their number to a minimum. In this 2-class case, in fact, the design of Equation 9.15 
requires just a single prototype. 
Figure 9.3 shows the values of extracted from the test data by the designed 
feature extractor, with the class boundary given by Equation 9.16 shown as a solid 
line. The classification power of the extractor is made clear by the dashed line, which 
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Figure 9.3: Toy classification test points are separable in the 1-D feature space. 
has separated the classes completely. 
9.7.2 Parameter Estimation 
We now look at two examples of a parameter estimation problem, namely estimating 
the unknown pose, or rotation angle, of an object. Our object of interest is the rubber 
duck shown in Figure 9.2, and we use the same set of 72 images rotated in 5° steps 
described previously. 
In the first of these experiments we train the system with a smal number of images 
containing the object at a known pose and test the ability of the image analysis systems 
discussed above to interpolate values between images in the training set. In the second 
experiment, we train the system to act as a database containing a large number of 
training images and test the ability of the system to correctly recal the pose values in 
the presence of noise. 
Given a set of training images with known pose 0, we must define E. in such a way 
that we can calculate the unknown pose 0 directly from 4. We choose, 
sin(0 + 0) (9.22) cos(0 	 ) 
where 0 is a constant angle which wil be calculated below. 
Figure 9.4 shows feature space populated by the training data. It is clear that 
the training points have been projected onto the unit circle at angles 0 + 0, which is 
our smooth manifold prescribed in C3b. This example demonstrates the flexibility of 
the explicit inverse approach in that we have been able to use our knowledge that the 
parameters are periodic to design a smooth manifold. 
—1.50 
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Figure 9.4: Pose interpolation training points in 2-D feature space. 
Now as required, we clearly have an invertible function, such that given 0 and 4, 
we can calculate two diferent estimates for j, 
= tan-1 	 — 0, 	 (9.23) e2 
= 	 sf 	 — if 2 > 0 
if e2 < 0. (9.24) 
In the case that al points were projected onto the circle, Equations 9.23 and 9.24 
would be equivalent. This is not the case in general, however, and better results are 
achieved by using each formula in diferent situations, as explained in the examples 
below. 
Another advantage of using the unit circle as our manifold, is that we know that 
whenever a test point is not projected directly onto the unit circle, there is an uncer-
tainty involved in our estimation. So as wel as directly calculating an estimate of the 
parameter, we can directly calculate a measure of the uncertainty involved, 
uncertainty =11 — 4-1 — hj. 	 (9.25) 
Interpolation 
For the interpolation experiment, we selected 8 images in 450  steps as our training 
images. 
Experience with curves and surfaces interpolated through the training points in 
feature space suggests that the smoothness of the interpolated surface increases with 
decreasing reconstruction error over the training set. This experience is also in keeping 
with criterion C2. While we have chosen the unit circle as our manifold, this can be 
parameterised by 0, so in fact we have a family of possible manifolds available to us. 
We have chosen 0 to minimise the reconstruction error for prototype 1, and thereby 
increase the smoothness of the sine curve approximation. Equation 9.24 is the correct 
choice of formula for estimating the unknown pose because it interpolates solely on 
the sine curve, using the cosine curve only to resolve ambiguities. 
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Pose Interpolation Errors and Times 
Feature Extractor Features Estimator mean° max° seconds 
correlation 8 minimisation 3.06 13.0 5.21 
synergetic 8 minimisation 2.94 8.85 5.91 
eigen-image 5 minimisation 3.21 18.72 3.24 
design (Eq. 9.22) 2 Equation 9.24 3.67 9.64 0.29 
Table 9.3: Pose Interpolation Results. 
The pose estimation results and times can be seen in Table 9.3, where each element 
of the table represents a combination of a feature extractor with a parameter estimator. 
We used a minimisation-based estimator with the standard feature extractors because 
search-based estimators require a large training set, and are therefore unsuitable for the 
interpolation task at hand. Al of the feature extractors returned mean error values 
within a single degree of each other. Comparing maximum error values, the best 
performing feature extractors were the synergetic extractor and the designed feature 
extractor. 
It is in comparing calculation times that the advantages of the designed feature ex-
tractor/estimator pair become apparent. The explicit inversion process was one order 
of magnitude faster than its nearest competitor. Furthermore, this time comparison 
wil become more favourable with larger problems. In Chapter 10, for example, we 
report on a situation where the pose estimation is two orders of magnitude faster. 
Database Recall 
As previously stated, the standard approaches to parameter estimation must al make 
a compromise between accuracy and time/memory requirements. In contrast, explicit 
inversion has the enviable ability to increase accuracy simply by adding new training 
images without any extra costs. To demonstrate this, we have trained the feature 
extractor using the complete set of 72 images. We are no longer interpolating between 
images, but rather rapidly recaling the instances that have already been learned. 
The first row of Table 9.4 confirms that it correctly recals al of the images in 
the same time and using the same memory requirements as were required for the 
interpolation example above. Therefore in the situation where training images can be 
inexpensively acquired, the optimum design strategy is to train the feature extractor 
with every available image. 
To test the robustness of the recal, we have also added white noise to the test 
images before rescaling them to have unit length. Recaling that each training image 
has been normalised to have an amplitude of unity, we measure the strength of the 
white noise in terms of its amplitude. Table 9.4 shows the mean and maximum errors 
across the entire domain for a range of white noise amplitudes. 
As we have added noise to the system, it is unlikely that either 	 and e2 wil be 
better estimated than the other. In this situation Equation 9.23 with = 0 is used, 
x, 
0.8 • 	 x x x 
0.6. 	 X 
x • 	 • 0.4-8 
- 8„ 
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Pose Database Recal Errors Times 
Noise Amplitude Features Estimator mean° max° seconds 
0 2 Equation 9.23 0 0 0.28 
0.1 2 Equation 9.23 0.06 0.23 0.28 
0.2 2 Equation 9.23 0.11 0.42 0.28 
1 2 Equation 9.23 0.19 1.98 0.28 
Table 9.4: Pose Database Recal Results 
Manifold and Projection of Noisy Images 
' 
Figure 9.5: Pose database recal. The angle from the origin is robust to noise. 
as the most robust estimator available. 
Clearly our approach displays excelent robustness to white noise. The reason for 
this can be seen in Figure 9.5. Here we show the expected and actual pose manifolds 
when white noise with an amplitude of 1 is added to a one-dimensional case, trained 
with al possible images. This is the same system which produced the errors seen in the 
last row of Table 9.4. Note that the values of both 6 and 6 have been underestimated, 
but the angle from the origin to is relatively unafected. 
9.8 Conclusions 
The explicit inversion approach to image analysis described here represents a funda-
mental shift from the mainstream. In creating a mapping from image space to pa-
rameter/class space, the standard approaches rely on inverting an unknown, possibly 
high-dimensional function. As this cannot be achieved directly, a number of schemes 
are commonly used to approximate the inversion. These techniques are typicaly either 
slow, or have poor classification power. 
In contrast, we have mapped the image space to a known, low-dimensional function 
which can be inverted analyticaly. This results in an estimator which is both fast and 
powerful. 
As the approach is object-independent, it can be folowed for any image analysis 
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task. Furthermore, the technique can be applied to the general field of signal analysis, 
particularly when the input vectors are long. This is required such that a large number 
of training vectors can be used while maintaining the required linear independence. 
There are a number of other advantages which come as a direct consequence of 
this change in approach. First, we can directly calculate an uncertainty for each 
estimate returned by the system. Second, as ilustrated in Chapter 10, we can split 
a d-dimensional problem into d, 1-dimensional problems. Third, we can design our 
estimator to be robust against white noise. Fourth, the estimation function can be 
designed to take advantage of knowledge about the parameters available to the user. 
Fifth and finaly, the memory and time requirements of the system are smal and fixed. 
This means that we can increase the size of the training set without increasing time 
or memory costs, such that there is no compromise between accuracy and speed. 
Chapter 10 
Application to IR Jet Aircraft 
Pose Estimation 
10.1 Motivation 
Having established a new method of estimating the pose of an object, we now look at 
a particular application, namely that of tracking the pose of an aircraft. 
The motivation behind this choice of application is a request from Australia's 
Defence Science and Technology Organisation (DSTO) to investigate the practicality 
of tracking the pose of a jet aircraft in real-time. We thank the DSTO for setting a 
challenge and for providing us with the data required to meet it. 
The major application for such a system is in tracking the location of an aircraft. 
Rather than simply reacting to data on a frame-by-frame basis, tracking systems are 
generally built to predict the immediate future location of the aircraft. This prediction 
increases both the speed and robustness of the tracking. Current tracking systems base 
their prediction on the immediate past history of the aircraft's location. It is clear that 
the possible movements that an aircraft can make are highly constrained by the current 
pose of the aircraft, so supplementing the location information with pose information 
should lead to improved prediction and tracking. 
A more advanced use of an aircraft pose estimation system is predicting pilot 
intention. As a simple example of this, an aircraft which is heading towards a target 
might well be considered to be intending to attack. Information about the pose of the 
aircraft, however, could support or question this conclusion, depending on whether 
the aircraft was approaching at an angle appropriate for an attack. An expert system 
which used both pose and location estimation to predict pilot intention could therefore 
be more accurate that one using location information alone. 
There are three elements to 'practicality' when discussing the viability of a real-
time pose tracking system. First is speed, second is invariance to translation and 
scale, and third is robustness against noise. We argue here that these three elements 
have been listed in descending order of importance. The speed of the estimation is of 
fundamental importance because of the nature of the aircraft's movement. A robust 
and accurate reading is of no use for tracking or predicting pilot intention if it has 
taken too long to produce. We have therefore concentrated our efforts on this first 
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element of speed, leaving invariance and robustness to future work. 
10.2 The Problem 
10.2.1 Estimating Pose and Tracking Pose 
An aircraft does not stay stil while we estimate its pose. In fact, given the incredible 
manoeuvrability of modern fighter aircraft, our goal is to track the pose of an aircraft 
faster than the 25 frames per second which is considered to be 'real-time' for most 
video applications. 
While this requirement ofers major chalenges to pose estimation systems, it also 
ofers one significant bonus. Given that an aircraft is an essentialy rigid object with 
physical restrictions on its movements, there is undoubtedly a correlation between its 
pose at one instant and its pose at the next time step. Therefore, assuming that our 
pose estimate is correct at a given time, we can simply produce a reasonable estimate 
of where it wil be at the next time step. 
Figure 10.1 shows an ilustrative subdomain of pose space with the current pose 
estimate in the centre, marked with a point. In a naive implementation of this idea, the 
area of pose space in which the next estimate is likely to be found forms a circle around 
the current estimate. This is shown by the solid line. A more sophisticated approach 
shown by the dashed elipse, recognises that an aircraft can rotate around some axes 
faster than others and so the shape of the likely area must be altered accordingly. 
A third, stil more sophisticated model would also take advantage of the fact that 
the aircraft has momentum, and so any future changes in pose wil be related to the 
immediate pose history. Thus our likely area should be decided based on the recent 
pose history of the aircraft, as marked with plus signs in Figure 10.1. This concept 
has been ilustrated schematicaly using a dashed line in Figure 10.1. 
We can take advantage of this knowledge to provide increased robustness to large 
errors. As a simple but important example, the symmetry of an aircraft ensures that 
many views 180° apart wil be similar. Yet if pose is estimated frequently enough, 
it is not possible that an aircraft could rotate almost 180° between frames and so 
such an estimate could be ignored. More generaly, we could improve our estimate 
of uncertainty to include some measure of the distance in pose space between our 
estimate and the likely area. 
10.2.2 Infra-Red Imaging 
The images for aircraft pose estimation are captured using sensors which are sensitive 
to the infra-red section of the electromagnetic spectrum. As such, the resulting image 
are significantly diferent to those captured using a standard video camera using the 
visible part of the spectrum. 
Figure 10.2 shows two images of the same aircraft. Both of the images have been 
created artificialy using a CAD model of the aircraft and rendering software. Fig-
ure 10.2(a) attempts to re-create an image taken in the visible spectrum, and uses a 
fixed light source behind the camera and the aircraft surface description to calculate 
the greyscale values. The light source is distant from the aircraft, such that the light 
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Pose Tracking 
Likely Areas of Pose Space 
Figure 10.1: Increasingly sophisticated models of the likely pose at the next time step 
gives three diferent likely areas. The current pose is shown by a central point, and 
the immediate pose history by plus signs. 
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(a) (b) 
Figure 10.2: Artificial visible and infra-red spectrum images. 
rays are considered to be moving in paralel. Figure 10.2(b) attempts to re-create 
an image taken in the infra-red spectrum. There are no external light sources and 
each aircraft component has been assigned a self-luminosity according to the expected 
temperature of the component. 
The most obvious distinction in the images is the flare of the jet engine. In the 
visible spectrum this is a very minor image feature, whereas the heat of the flare 
assures us that it is the dominant, bright feature in any infra-red image. 
The most important distinction, and the reason why infra-red images are chosen for 
this task, is that the infra-red image does not contain any shadow efects. Shadow can 
significantly change the appearance of an object and is therefore problematic when our 
approach is based on the relationship between appearance and pose. In Figure 10.2(a) 
there are no extraneous objects such as clouds to cast a shadow on the image, but self-
shadowing efects can clearly be seen. Thus in visible images, the direction of lighting 
wil afect the appearance of the object and our pose estimate. Using infra-red imaging 
this problem is eliminated. 
Clearly it would be advantageous to be able to test the algorithms with real images, 
but there are two reasons why this is dificult. First and foremost, the costs involved in 
acquiring such images makes it infeasible. Second, it is unclear how one would assign 
exact pose values to a real image. Given these two constraints, we have used artificial 
infra-red images for the work described below. 
10.2.3 Dimensionality 
An aircraft can rotate freely around any axis, so the task is to estimate three in-
dependent rotation angles for the aircraft. As described in Chapter 9, the explicit 
inversion approach to parameter estimation is simply scalable to any number of inde-
pendent variables as we decouple the problem to estimate each independent variable 
separately. Unfortunately, the disk-space requirements to store enough images for the 
ful three-dimensional problem are impractical, so we have demonstrated the eficacy 
of our approach in a subset of two dimensional space. 
Figure 10.3 shows the relationship between the aircraft and the estimated pose 
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Figure 10.3: The two estimated pose variables. 
variables. The definition of (0,0) in the pose variables is arbitrary. 
10.2.4 The Dataset 
The dataset consists of 1368 artificial images of a jet aircraft. Each image is square 
and has a side-length of 256 pixels. The aircraft rotates around the rol axis 90° in 5° 
steps. It rotates a complete revolution completely around the yaw axis. 
10.2.5 Noise 
There are a number of possible sources of white noise in a realistic aircraft pose es-
timation system. Among these are atmospheric conditions, radiation from nearby 
electronics and camera sampling. It is expected, however, that the noise levels expe-
rienced using high-quality video equipment, would be low. 
More problematic for view-based pose estimation is correlated noise, or clutter, 
which is localised in regions of the image. This type of noise is caused by infra-red 
radiation emitted from objects other than the aircraft. The main source of this noise 
for a ground-based system would clearly be the sun, and to a lesser extent, temperature 
variations in the air. A pose estimation system located in an aircraft wil have to cope 
with many sources of temperature variation. Among these are buildings, roads, rivers 
and coasts. 
Strategies to remove this cluttered noise are a significant chalenge themselves and 
are outside the scope of this work. They are currently being investigated in separate 
projects at DSTO. We therefore assume that pre-processing has removed most of the 
cluttered noise, but it is important that the pose estimation technique be as robust as 
possible to the noise that remains. 
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10.3 The Solution 
The proposed solution for this problem is to use the explicit inversion technique de-
scribed in Chapter 9. In that chapter we described symbolicaly how it was possible 
to decouple the pose parameters. Using the standard approach, each pose parame-
ter is dependent of the entire feature vector. As a result of this, the pose parameter 
estimates are inter-dependent and each extra dimension adds new complexities. In 
contrast, explicit inversion alows us to simply define a separate interpolation curve 
for each parameter. 
For this application with two pose variables, we can extend the one-dimensional 
case of Equation 9.22 to give, 
E = 
(
sin(Gi) \ 
cos(01) 
sin (02) 
cos(02) j 
(10.1) 
and the pose parameters are estimated by 
61 = tan 	 (-1 e,.. , 	 0-2 = tan-1 	 . e2 	 e4 (10.2) 
10.4 Examples 
10.4.1 Aircraft Pose Estimation 
Explicit Inversion vs Eigen-Image 
This experiment demonstrates the speed and accuracy of explicit inversion in compar-
ison to the standard technique. To be able to draw a fair comparison, we have used 
the same training set for both methods, not taking advantage of the database recal 
approach most suitable to explicit inversion. We used 84 images on a square grid 
covering the available pose space as the training set, and interpolated between these 
for al 1387 images in the test set. In Table 10.1, we show the errors for the explicit 
inversion process in comparison to an eigen-image/minimisation based routine. We 
also show the times required by the parameter estimator once the features have been 
extracted. 
Clearly the most notable result here is the time requirements for explicit inversion, 
which is two orders of magnitude faster than the benchmark approach of Murase and 
Nayar. [73]. 
Effects of White Noise 
In this experiment, we have used the optimum training method for explicit inversion, 
which is to use the largest possible training set. To test the robustness of the recal, 
we have also added white noise to the test images before rescaling them to have unit 
length. Recaling that each training image has been normalised to have an amplitude of 
unity, we measure the strength of the white noise in terms of its amplitude. Figure 10.4 
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F16 features mean error seconds 
Eigen-Image 4 20.9° 52.3 
Eigen-Image 6 11.61° 52.1 
Eigen-Image 8 9.57° 54.6 
Eigen-Image 10 9.10° 56.3 
Direct 4 9.94° .098 
Table 10.1: Pose Estimation Errors. 
Robustness to White Noise 
Figure 10.4: Explicit inversion has a natural robustness to white noise. 
shows the mean and maximum errors across the entire domain for a range of white 
noise amplitudes. 
This result confirms the finding of Chapter 9, that the explicit inversion approach 
displays excelent robustness to white noise. 
Effects of Clutter 
Without access to a more sophisticated model of clutter, we have taken a simplistic 
approach. For each input image we measure the total size of the aircraft in the image. 
We then create clutter consisting of a circle whose centre is coincident with a point on 
the aircraft and whose area is a given percentage of the size of the object in the original 
image. This percentage is our measurement of the size of the noise. The luminance 
value was constant over the circle and equal to the largest value in the original image. 
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Figure 10.5: A typical infra-red image with randomly positioned clutter. 
As with al input images, this input image including clutter is normalised to have unit 
length. Figure 10.5 shows how this simple clutter model afects a typical infra-red 
jet image when the clutter level is 10%. The same image without clutter is shown in 
Figure 10.2(b). 
Figure 10.6 shows the results for our technique when clutter is added to each image. 
Even with our simplistic clutter model, it is possible to conclude that our approach 
is susceptible to clutter in the image. This is not surprising, because our features are 
based on dot-products across the entire image, which are themselves susceptible to 
clutter. Recal from Chapter 9 that the competing view-based methods, such as the 
one proposed by Murase and Nayar [73], al construct their features in a similar way. 
They are therefore, also susceptible to clutter. 
There are a number of strategies which could be used in paralel, in order to improve 
the system's robustness. The first is the use of sophisticated pre-processing to remove 
clutter. This could be based on the use of optical flow, and take advantage of a more 
sophisticated model of the likely clutter to be able to distinguish between the object 
and noise. 
The second option is to use the uncertainty measure described above such that 
estimates with high uncertainty could be disregarded or treated with suspicion. 
In practice, the measure of uncertainty associated with our circular pose manifold is 
of limited value. This is because our error is measured in degrees away from the correct 
angle, while uncertainty is measured as a Euclidean distance away from the manifold. 
In Figure 9.5, for example, al of the images are projected to a point approximately 
half way between the origin and the estimation manifold, so the uncertainty measure 
is quite high, but the error is low. This is a reasonable result using white noise as 
the amplitude of noise is in fact, high. But clutter may project an image into feature 
space with a radius near unity but at the wrong angle. In this case, the estimate wil 
be considered to have low uncertainty, yet the error level is high. 
10.4.2 Aircraft Pose Tracking 
The Dataset 
We do not have access to a dataset designed specificaly to emulate any realistic air- 
craft motions. Yet as explained above, the correlation in pose between frames in a 
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Figure 10.6: Explicit inversion is not robust against clutter. 
continuous sequence of images is a valuable tool for adding robustness to the pose 
tracking system. We have therefore carried out some simple experiments with the 
dataset of stil images described in Section 10.2.4. We created artificial trajectories by 
selecting arbitrarily chosen but reasonable flight sequences of stil images. 
Experiment: Tracking Pose 
Figure 10.7 shows seven diferent artificial trajectories and compares them with the 
trajectory estimated by the system. These results did not use any higher level in-
formation such as the likely area for the next pose. Each of the images in the test 
trajectory had been corrupted with white noise of an amplitude equal to that of the 
original signal. This confirms visualy the excelent robustness against white noise 
found in Table 9.4. 
10.5 Conclusions 
The goal of this work was to investigate the viability of view-based pose estimation 
for real-time infra-red pose tracking of aircraft. Methods reported in the literature are 
infeasible for this application because of speed. The manoeuvrability of modern jet 
aircraft is such that for a system to be valuable, it must be able to estimate pose at 25 
frames per second or faster. On square images of side length 100 pixels, the current 
systems were only capable of half this speed or approximately 13 frames per second. 
It became clear that until speeds faster than this became achievable, other ques-
tions concerning the viability of such systems were purely academic. 
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Figure 10.7: Tracking pose using artificial trajectories. These results used the optimum 
training method and corrupted the input images with white noise of amplitude equal 
to the original signal. 
frames per second feature extractor parameter estimator 
Standard 160 13 
Explicit Inversion 160 2953 
Table 10.2: Typical Frame Rates. 
Our new method, known as 'explicit inversion' is an approach to view-based pose 
estimation which makes tracking aircraft in real-time a realistic possibility. Using this 
method we have fundamentaly changed the structure of view-based pose estimation 
systems by completely removing the need for a search in feature space. On the same 
problem, our new approach is an order of magnitude faster, being capable of processing 
160 frames per second. 
It is a valuable exercise to break typical time costs over the two elements in the 
pose estimation system: feature extractor and parameter estimator. Table 10.2 shows 
the frames per second for these two elements on a Sun Ultra 1 UNIX box running 
uncompiled Matlab code. 
It is clear that while for the standard approach, the system bottleneck is the 
parameter estimator, using explicit inversion, the system is now dependent on the 
time taken to extract the features. Currently the features are dot products of large 
vectors, so paralel processing could be used to speed the process even further. 
The current rate of 160 frames per second is ample for this application. 
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Figure 10.8: Resampling an image to remove the efects of translation and scale. 
10.5.1 Outstanding Issues 
As argued in Section 10.1, the speed of the estimation for aircraft pose tracking is 
the fundamental issue. We now look briefly at the other important issues which are 
required for a practical pose tracking system. 
Translation and Scale 
The dataset used for these experiments contains artificial images where the aircraft 
is centred, and at a constant distance from the infra-red camera. Clearly, a practical 
pose tracking system would be required to cope with variation in these parameters. 
There are three methods which could be used to address this issue. First is to 
estimate the values of these parameters and change the image input to the system 
to correct for the variation. For example, object-specific information such as the size 
and location of the jet flare in the image, could provide the required estimates. With 
this estimate, it would be possible to alter the image to correct for these variables 
accordingly. 
A second, similar option is to re-sample al images, as shown in Figure 10.8. By 
treating al images in this way, translation ceases to be an issue. In terms of scale, 
the resampling wil introduce a certain level of noise to the system. However, this 
noise wil tend to have mean zero value and have a bel-shaped distribution, similar to 
that of white noise. This similarity in the noise distributions suggests that the system 
should be quite robust to the sampling noise. 
Unfortunately, both of these options involve recalculating the input image, which 
is computationaly expensive, due to the size of the image. It is therefore unlikely to 
be feasible for pose tracking. 
The third option is to extract translation and scale independent features from the 
image. Promising results have been found by Fairney and Fairney [24], who have 
developed a set of features based on object edge points. Calculation of these features 
is, however, stil computationaly expensive, and the time requirements may make 
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real-time estimation problematic. Their feature extraction techniques are static, in 
that they do not use the current features as a starting point for extracting features in 
the next time step. Further work in creating a dynamic feature extractor may increase 
the viability of such features. 
Clutter 
The other major technical hurdle which must be faced before a pose estimation system 
can be of practical use for this application, is the issue of correlated noise, or clutter. 
It is an undeniable truth that any view-based pose estimation system wil face 
dificulties with this issue because the clutter can fundamentaly change the image. 
There are two diferent approaches to this problem, both of which can be used in 
paralel, to maximise the robustness of the system to clutter. 
The first is to pre-process the image to remove as much of the noise as possible. 
Again, object-specific information such as the likely temperatures of various aircraft 
components, along with techniques such as optical flow, could be used advantageously 
to remove clutter. 
The second option is to calculate features which are more robust to clutter. The 
features used by Fairney and Fairney [24] show excelent robustness to both white and 
correlated noise. Unfortunately, these features are not directly suitable for use with 
the explicit inversion process due to the need for linear independence, as described in 
Chapter 9. 
Further work in attempting to adapt these features for use within the explicit 
inversion technique, could lead to a practical, fast, and robust pose tracking system. 
Chapter 11 
Challenges and Conclusions 
11.0.2 Challenges in Synergetic Image Analysis 
The three major challenges facing synergetic image analysis are, as discovered in the 
example of aircraft pose estimation, invariance, robustness and speed. Our technique 
of explicit inversion answers the challenge of analysis speed by providing a fundamen-
tally faster method of estimating image parameters, but the issues of invariance and 
robustness are still to be adequately addressed. 
For example, humans are capable of recognising familiar faces irrespective of the 
style of haircut, the facial expression, the lighting or the amount of facial hair. Yet 
any one of these changes taken singly can prove to be very difficult for a computer-
based face recognition system. Within reasonable tolerance zones, we also recognise 
objects invariantly with respect to rotation and viewing distance. Clearly, human per-
formance is the main comparison by which we measure the success of computer-based 
image analysis, but it is interesting to see that our human understanding of robust-
ness and invariance does not always match our strictly mathematical understanding. 
In Figure 11.1 for example, a human subject might quite reasonably state that the 
two images are the same, yet by looking at the images righted, we can see why the 
most basic of computer vision programs could state that they were different. 
Perhaps the first step which must be tackled in achieving acceptable robustness 
Figure 11.1: Human rotational invariance. From [40]. 
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Figure 11.2: Schematic of an image analysis problem. 
and invariance is to remove the vectorisation of images. With the exception of syner-
getic warping, al of our work has used a one-dimensional representation of images by 
digitising an image into pixels and raster-scanning them into column vectors, thereby 
throwing away valuable inter-pixel correlation information. Translation of an image, 
for example, is a simple operation when the pixels are in a two-dimensional matrix. 
In a column vector, it is not. A similar example is that of rotational invariance, which 
is generaly treated by calculating a rotationaly invariant transform of an image, and 
then vectorising the resulting signal. A good start has been made on two-dimensional 
synergetic pattern recognition by Yuasa et al. [107], but much work remains to be 
done. 
The second step towards improved robustness and invariance is defining more so-
phisticated measures of similarity between images. Progress towards this goal should 
be greatly simplified by a successful two-dimensional image representation. In syn-
ergetic pattern recognition, for example, the dot product of vectorised images is the 
measure of similarity. Yet this measure has no concept of background or of a region 
of interest within the image, so al sections of the image are treated in the same way. 
Only with a more sophisticated concept of similarity wil there be significant progress 
towards improving system robustness. 
11.0.3 Conclusions 
The goal of al image analysis is to complete the circuit shown in Figure 11.2. The 
goal of this work is to understand how natural synergetic systems can be used as a 
model to help complete this circuit. 
The system shown in Figure 11.2 is perfect, in that the estimated parameters 
exactly equal the actual parameters. As described in Chapter 9, we have two controls 
for designing such a system. First is the design of the estimator/classifier. Second is 
the design of the feature extractor. 
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Part A: Synergetic Pattern Recognition and Learning 
In Chapters 3, 4 and 5 of this work, we described three distinct elements of synergetic 
image analysis: recognition, rejection and learning. For each of these elements we 
learnt how to change either the classifier or feature extractor to increase the likelihood 
of completing the circuit of our ideal image analysis system. 
The synergetic framework, through the central focus of the synergetic potential, 
alows us to construct a single process which combines recognition, learning and rejec-
tion. 
The key to this understanding is the fact, as shown for the first time in this 
dissertation, that synergetic recognition, supervised learning, unsupervised learning 
and rejection, can al be expressed as the minimisation of a single synergetic potential. 
Therefore, we can use the same process to learn, recognise and reject simulta-
neously. This confluence of learning and recognition paralels Haken's philosophy of 
synergetics, that pattern recognition is pattern formation (learning) [40]. 
This combination of traditionaly distinct processes is more than simply aesthet-
icaly pleasing. First, since al of these processes are essentialy special cases of the 
one larger process, improvements made in the synergetic potential for one of these 
processes, wil have implications for the others. For example, in Chapters 3 and 4, 
we generalised the synergetic potential to alow for greater classification power and 
image rejection. This new potential holds the possibility of being used for learning 
more complicated classes as wel as learning to reject spurious training images. 
Second, as we have succeeded in unifying these three elements, it is worthwhile 
noting that the interesting chalenge of including the forgeting of memories within 
this framework, is unexplored. 
Finaly, recal from Chapter 1 that synergetic pattern recognition is based on real 
physical systems, which leads to the possibility of synergetic hardware devices which 
perform pattern recognition. Now the unification of learning, forgetting, rejecting and 
recognising patterns, increases the possibilities for such devices. 
In contrast, the traditional approach to pattern recognition, while capable of pro-
ducing very powerful classifiers, has no such unity. Instead, each process is defined 
individualy. Supervised learning, for example, alters the variables in the classifier 
to minimise classification error over the training set, while unsupervised learning at-
tempts to minimise a function of the features, such as in Kohonen's self organising 
maps, which learn to cluster the feature sets together. Recognition and rejection, in 
contrast, are static processes, relying simply on the division of feature space given by 
the learning process. 
Part B: Synergetic Pose Estimation 
An important, and less often studied, sub-class of the general image analysis task 
shown in Figure 11.2, is continuous parameter estimation. In Part B of this dissertation 
we have investigated pose estimation, as an instance of parameter estimation. This is 
the first time that synergetic image analysis has been used for estimation of continuous 
parameters. 
To achieve this, we have introduced a number of new techniques, each of which 
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attempt to complete the circuit of the ideal image analysis system by adapting either 
the estimator/classifier or the feature extractor, or both. 
In Chapters 7 and 8 we folow the traditional line of thinking, where features 
are essentialy fixed and the parameter estimator is changed so as to create the best 
possible agreement between the actual and estimated parameters. In essence, the fixed 
features leads to a fixed and sub-optimal learning process. 
In contrast, Chapter 9 introduces explicit inversion, which creates problem-specific 
feature extractors and therefore, a flexible, tailored, supervised learning process. Be-
cause the learning process has been defined specificaly to learn the task at hand, it 
is simple to create a parameter estimator that completes the circuit. As was shown 
in Chapters 9 and 10, using both the feature extractor and the parameter estimator 
controls to complete the circuit, leads to fundamentaly superior parameter estimation 
systems. 
Appendix A 
Initial States Theorem 
Proof: [Initial States Theorem] We do not know the exact location of the prob-
lematic region. We wil therefore show instead that the theorem holds for a superset 
of the problematic region. This superset, which we label 0, is the hyper-rectangle with 
one vertex at C, going to positive infinity on al axes, 
= 	 > 	 Vi = 1, 	 , n. 	 (A.1) 
Any image q can be decomposed so that 
q = rivi w, 	 (A.2) 
where w is orthogonal to the prototypes, 
wv/4: = 0, 	 Vk = 1, 	 , n. 	 (A.3) 
Now scaling q to have unit length and substituting into the definition of the order 
parameters (Equation 2.21), we find that 
= 	 (A.4) nrtvi + WI • 
This is maximised when w is zero. Therefore, we can restrict our search for a test 
image q which wil project into 0, to those which are linear superpositions of the 
prototypes, or q = rivi. 
Now from the definition of 0 (Equation Al), if q is to be projected into 0, there 
are n inequality relationships which must hold simultaneously. Let us assume, without 
loss of generality, that the first n - 1 of these inequalities are true, 
> 	 Vi = 1, 	 , - 1. 	 (A.5) 
We now show that the nth inequality restriction cannot be true at the same time. 
Squaring both sides and adding the left- and right-hand sides of these inequalities 
(Equation A.1), and using Equations (3.9) and (A.4), yields the inequality, 
E7=-1 r? 1 2(n - 1) EL 	E  
2n - 1 (A6 . )
n- 1 
rk 
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Manipulation of this gives an inequality between the rn 
r2 	 1 [c(2n — 1) — s 
and An, 
An] 
• 
Equation 3.10, to give, 
(A.7) 
(A.8) 
(A.9) 
(A.10) 
(A.11) 
2 	 + 2-4=1 riCL 	 2n — 1 
This can then be re-expressed in terms of en and en*, 
1 	 Ail en2 < e4;12 + [c 
c 	 2n — 1 
The final term can be re-expressed in terms of e* using 
en2 
i=1 
Now setting 
*2 1, 
i=1 
as given in the statement of the theorem, gives, 
en2 < en*2. 
This does not satisfy the requirements to be a member of 0 as given by Equation A.1. 
Since q represents al possible images, we can conclude that no image can be projected 
into 0. 	 • 
Appendix B 
Avoiding the Singularity 
At the center of the proposed feature extractor is the inversion of the correlation matrix 
QTQ. When it is singular, the system breaks down. However, the fact that the same 
form is used for both calculating Gp and extracting features from test images means 
that the Moore-Penrose pseudo-inverse wil sufice. We replace Equation 9.13 with, 
Gp = EX = E(QT Q)+ , 	 (B.1) 
where the superscript plus denotes the pseudo-inverse. We now wish to confirm that 
the training values E are recaled correctly using this new formulation. Substituting 
Gp back into Equation 9.6, we find, 
i., = ExQT(2 GpQTQxQTQ 	 (B.2) 
Now the pseudo-inverse has the property that TQ Q x QT Q=QT,, y so we can conclude 
that E. = GpQTQ = E, as required. 
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