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Informatics: Accelerated progress in computing through new
algorithms
While the acceleration of hardware has been a landmark of progress in computing technology
in the past few decades, the computing enhancements that it provides is dwarfed by the
increase in speed, performance, and robustness resulting from new algorithms. As a point
in case, the status of hardware and algorithms in 1970 allowed to compute an optimal
tour of a traveling salesman (a classical optimization problem and accepted benchmark for
computing power) through 120 cities. Increasing the number of cities from n to n+1 leads to
a multiplicative increase of the number of possible tours by a factor of n. Thus, relying only
on the increase of hardware speed, with today’s technology, and the algorithms of 1970 we
could find optimal tours among only 135 cities. It is the progress in algorithms that, today,
enables us to find optimal tours between many thousand of cities. Relying only on progress
in hardware this performance would not be achievable in hundreds of years.
The Max Planck Institute for Informatics is devoted to cutting-edge research in informatics
with a focus on algorithms and their applications in a broad sense. Our research ranges from
foundations (algorithms and complexity, programming logics) to a variety of application
domains (computer graphics, geometric computation, constraint solving, database systems
and internet search, and computational biology/bioinformatics).
– On the fundamental research side, this involves first-class research on new algorithms.
– The algorithmic work for applications encompasses the integration of new algorithms
into full-fledged systems and concrete application scenarios that are of high practical
relevance. This involves the implementation of comprehensive software platforms and
their experimental evaluation in application settings.
– We provide a stimulating environment for junior researchers.
Our goal is to have impact through publications, software and people alike.
We regard informatics as a field that strives towards grounding the use of computational
resources on thorough understanding of the underlying principles of computational methods.
This involves reasoning mathematically and/or formally about the behavior of algorithms
wherever possible. Consequently, much of our fundamental research is of a fairly rigorous
mathematical character. Some of that research lies in established fields of theoretical com-
puter science (algorithms and complexity, programming logics). Before a concrete application
background, many computational problems are so complex that their in-depth formal treat-
ment is not feasible. Therefore, in these cases, our analysis of the involved algorithms is
more experimental, usually in the form of systematic validation based on carefully curated
application data and specially developed statistical models and, last but not least, of real
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life systems use in the application field. In fact, many problems in complex application areas
are fuzzily stated or ill-formed, at first, such that modeling, i.e., giving a rigorous definition
of a problem is a major aspect of the research. We test the value of our ideas by integrating
new algorithms into systems and assessing their utility in realistic settings. This experience
is useful in the short term in refining our designs and invaluable in the long term in advanc-
ing our knowledge. Most of the major advances in informatics and algorithms research have
come through this combination of new theoretical insights and experimental validation. We
provide a stimulating environment for junior researchers that enables them to develop their
own research programs and build up their own groups. The institute runs an active fellowship
program on both the PhD and postdoc level and, since the establishment of the institute,
a large number of researchers have spread out over other institutions, many of them taking
tenured positions. We are also strongly committed to communicating our results. Expos-
ing and testing our ideas in the research and development communities leads to improved
understanding. We actively seek publication of our results and findings in professional jour-
nals and conferences, and we use our internet pages to make our results widely available
to the community. We seek users for our prototype systems among those with whom we
have common interests, and we encourage collaboration with researchers from academia and
industry alike. We encourage our junior researchers to build their own research programs




Since the last visit of the Fachbeirat in June 2003 several major developments have reshaped
the institute.
On the bright side, Gerhard Weikum has joined the institute in October 2003. The instal-
lation of this department1 (AG5: Databases and Information Systems) marked the complete
filling of the institute for the first time in its history. The buildup of the department has
been completed and the group is in full operation.
All other departments have continued their successful work. The scientific work of the
research groups in the institute is presented in Parts II and III of this report.
On a very sad side, Harald Ganzinger succumbed to his severe disease in June 2004.
The first anniversary of his death coincides with the coming visit of the Fachbeirat. We
will commemorate our sorely missed colleague in a special workshop dedicated to Harald
Ganzinger which the members of the Fachbeirat will be able to attend as well. Thomas
Lengauer has taken over the role as Acting Director of AG2. Andreas Podelski has taken
over the scientific direction of the department. The discussion on the succession of Harald
Ganzinger is under way but no definite decisions have been taken yet. The reason for this
is that Max Planck Society decided to establish a second institute in computer science, the
MPI for Software Systems (MPI-SWS) with locations in Kaiserslautern and Saarbru¨cken (see
below). The research areas of this institute are related to that of AG2 and the succession of
Harald Ganzinger has to be considered in the context of the direction taken by MPI-SWS
which is just becoming apparent. We will make concrete concepts on the succession of Harald
Ganzinger in the coming months.
Bruno Blanchet, who directed the Independent Research Group 1 (Static Analysis), has
left the institute in August 2004 to take up a full appointment at CNRS. The results of
his research at the institute are summarized in Section 8. IRG1 has been closed down. No
succession for Bruno Blanchet is planned, at this moment.
Presently 73 research associates, 53 doctoral students and 28 postdocs are affiliated with
the institute. The scientific staff is complemented by an administrative unit with 14.5 mem-
bers (including secretaries), by a computing support unit (6.5 members of staff), and by our
library (2 members of staff). The computing support unit currently operates a network of
approximately 400 workstations and notebooks. With gratefully acknowledged support from
the Fachbeirat we were able to secure two additional positions for computer support for the
1The institute is just revising its corporate identity. This includes new webpages, which can be found at
http://www.mpii.mpg.de. As part of the change we also are adopting the official nomenclature of Max




institute which are being allocated to improve the maintenance of the prototype software
developed in-house.
Institute Mission
Partly due to a suggestion of the Fachbeirat the Mission Statement of the institute has been
revised to make the mission more coherent and transparent. The revised Mission Statement
can be found in Section 1 of this report and on our webpages.
Teaching and Graduate Education
The institute makes a strong effort to offer a variety of courses to computer science and
bioinformatics students of Saarland University. Courses taught during the period of this
report are listed in Sections 11.12, 12.12, 13.11, 14.16, 15.12, 16.6, 17.8, and 18.14. Within
the reporting period 29 doctoral dissertations and two habilitations have been completed
successfully.
Teaching is partly embedded into the day-to-day offering of Saarland University and partly
linked to special projects in undergraduate and graduate education which we will describe
now.
The central stage of graduate research for the institute is the International Max Planck
Research School for Computer Science (IMPRS-CS) which was founded in the year 2000.
This is a graduate school in computer science (with courses taught in English) which offers
both a Masters and a PhD program. Since its start a total of 200 students have entered the
school; 129 of them are PhD students, the other 71 are registered in the Masters program.
About 50% of the PhD students come from foreign countries (Algeria, Austria, Bosnia and
Herzegovina, Bulgaria, Canada, China, France, Georgia, India, Iran, Israel, Japan, Malaysia,
Morocco, Poland, Romania, Russia, South Africa, South Korea, Spain, Sweden, Switzerland,
and USA). All funded Master students within the IMPRS program are foreigners. (They
come from Brazil, Bulgaria, Canada, China, Costa Rica, Croatia, Cyprus, Greece, India, Iran,
Macau, Macedonia, Pakistan, Poland, Romania, Russia, Turkey, and USA.) 37 of the IMPRS-
CS PhD students have completed their theses within the past years. The institute receives
additional financial support from Max Planck Society for scholarships within IMPRS-CS. In
October 2004 IMPRS-CS has been evaluated. The result was very favorable, and a proposal
for extension of the school has been submitted to Max Planck Society in April 2005.
Members of the institute together with their colleagues at the CS department of Saar-
land University participate in the Graduiertenkolleg (Graduate Research Center) on Quality
Guarantees for Computer Systems. The graduate research center comprises a program of
collaborative research projects and advanced graduate courses on quality guarantees for
computer systems with an emphasis on predictable runtime, provable correctness, and guar-
anteed quality of service. The program offers several PhD fellowships in close collaboration
with the IMPRS-CS.
In the year 2000 we have expanded the scope of our activities to also include bioinformatics.
The CBI – Center for Bioinformatics Saar, a joint operation of Saarland University and
several research institute, among them our institute, has become internationally visible and
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ranked at top place (among five) in the half-time review by its funding agency DFG in
2003. The institute contributes heavily to the curricula offered in computational biology by
CBI (Bachelor, Master, PhD). The institute takes up over a third of the teaching in core
bioinformatics offered in Saarbru¨cken, and advises many students projects and a growing
number of master theses. Seven students have completed their student projects and four
have completed their Master theses, so far. A proposal for a new International Max Planck
Research School on Bioinformatics has been submitted to Max Planck Society in February
2005.
Third Party Funding
The institute participates in quite a number of projects funded by research grants awarded
by the European Union (EU), the German-Israeli Foundation (GIF), the German Academic
Exchange Service (DAAD), the German Research Foundation (DFG), and the German Min-
istry for Education and Research (BMBF), among others. Cooperation with industry has
also substantially increased. For the descriptions of these grants see Sections 11.14, 12.14,
13.13, 14.18, 15.14, 17.10, and 18.15.
Max Planck Center for Visual Computing and Communication
The Max Planck Center for Visual Computing and Communication (MPC-VCC) with cor-
responding research activities at the MPI for Informatics and at Stanford University was
established jointly by Max Planck Society and Stanford University in October 2003. The
proposed collaboration has two intertwined goals: Establish a joint research program in the
area of visual computing and communication and, incorporate a strong career development
component to alleviate the shortage of qualified faculty and scientists in information tech-
nology in Germany. The center currently encompasses five independent reseach groups (two
at Stanford and three at MPII).
Honors and Awards
Several outstanding honors and awards were conferred on members of the institute. Hans-
Peter Seidel received the Leibniz Award of DFG, the highest German basic research award, in
2003. Thomas Lengauer became a member of the Academy of Natural Scientists Leopoldina,
the oldest European Academy of Science, in 2003, Kurt Mehlhorn was awarded the same
honor in 2004. Thomas Lengauer received the Konrad Zuse Medal, the highest honor of
the German Informatics Society, in 2003. Thomas Lengauer also received the Karl-Heinz
Beckurts Award in 2003. Hans-Peter Seidel was named Fellow of the European Graphics
Association in 2004. Harald Ganzinger received the Herbrand Award, the most distinguished
award in the field of automated reasoning, in 2004.
Andreas Podelski (AG2, together with Witold Charatonik) received the Prize for Scien-
tific Achievements in Collaborative Research of the University of Wroc law in 2003. Friedrich
Eisenbrand (IRG2), received the Heinz Maier-Leibnitz Award of DFG in 2004. Niko Beeren-
winkel (AG3) received the Heinz-Billing Award (third rank) in 2004 and the Otto-Hahn
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Medal, the Dissertation Award of Max Planck Society, in 2004. Jan Kautz (AG4) was
awarded the Otto-Hahn Medal 2002.
Fellowships, paper and poster awards as well as awards for master theses and others are
mentioned specifically for each group in Part III of this report.
Research Results
In Parts II and III of this report we describe in detail the research programs and results
obtained in the period June 2003 through March 2005 for the five departments and the
three independent research groups of the institute. For an introduction into the research
highlights of the groups, please refer to Part II of this report. The publication output of
the institute during the reporting period comprises about 570 articles in journals, books or
proceedings of major refereed international conferences. All references that are coauthored
by MPII staff members are marked with “•” in the reference lists throughout Parts II and III
of this report.
In addition, many of the institute’s results are available to the public through software
systems such as the LEDA library of efficient algorithms (AG1), the SPASS theorem prover
for first-order logic (AG2), several graphics toolkits (AG4), tools for web information re-
trieval (AG5), and bioinformatics software (AG3), part of which is offered freely via the
internet (ARBY protein structure prediction server, geno2pheno server for analyzing HIV
drug resistance, ROC’R package for analysis of statistical data) and part of which is dis-
tributed commercially (Flex* program suite for molecular docking). Our software is widely
used and has been validated in a variety of applications. Again, details can be found in Parts
II and III.
Cooperation between the Groups
In the past reporting period several cooperative activities have surfaced between the group
in the institute. Diverse collaborations exist between AG4 and IRG3 and AG1 and IRG2,
respectively. AG1 and AG5 jointly organized the summer school ADFOCS 2004 and jointly
participate in the EU project DELIS. AG3 and AG1 are in a dialog about geometric issues
in molecular docking. AG3 and AG4 have identified the analysis of molecular motions with
computer graphics motions as a joint topic of interest. AG2 and AG5 pursue joint interests
on the verification of workflows and on ontologies and the semantic web. AG2 and IRG2
jointly participate in the DFG Sonderforschungsbereich AVACS.
Professional Activities
Members of the institute were involved in the organization of 38 workshops and conferences.
In 159 cases we have been invited to join the program committee of major international
conferences, not counting program committee memberships for national conferences and
international workshops. Finally, we serve on the editorial boards of 28 scientific journals.
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Offers of Faculty Positions
The following members of the groups received offers for faculty positions or equivalent posi-
tions within the reporting period:
Ernst Althaus (AG1, LORIA Nancy),
Surender Baswana (AG1, ITU Copenhagen),
Bruno Blanchet (IRG1, Ecole Normale Supe´rieure, Paris)
Volker Blanz (AG4, Universita¨t Siegen),
Sunil Chandran (IRG2, Indian Institute of Science, IISC, Bangalore),
Dimitris Fotakis (AG1, University of the Aegean),
Jo¨rg Haber (AG4, Technical University of Dresden, declined)
Juha Ka¨rkka¨inen (AG1, University of Helsinki),
Jan Kautz (AG4, University of Bielefeld)
Dariusz Kowalski (AG1, University Warsaw),
Jochen Lang (AG4, University of Ottawa, Canada)
Sylvain Pion (AG1, INRIA Sophia Antipolis),
Andreas Podelski (AG2, Universita¨t Freiburg),
Peter Sanders (AG1, Universita¨t Karlsruhe; Universita¨t Dortmund (declined)),
Ulrich Schwanecke (AG4, University of Applied Sciences, Wiesbaden),
Martin Skutella (AG1, University of British Columbia (declined); Universita¨t Dortmund;
TU Mu¨nchen (declined)),
Venkatesh Srinivasan (AG1, University of Victoria),
Kavitha Telikepalli (AG1, IISc Bangalore),
Max Planck Institute for Software Systems
In 2004, Max Planck Society decided to found a second institute in Computer Science,
the MPI for Software Systems, to be located in Kaiserslautern and Saarbru¨cken. The new
institute is planned for five departments and three independent research groups split evenly
between the locations. The founding director is Prof. Peter Druschel from Rice University,
Houston. Prof. Druschel will take up office in August 2005. Of course, we are happy about
the strengthening of Computer Science within Max Planck Society and will strive for an
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3 The Algorithms and Complexity Group
Kurt Mehlhorn’s goals for AG1 are threefold:
– do first-class basic research in theoretical and experimental algorithmics,
– build generally useful software libraries and implementations for specific application
areas and contribute towards a theory of implementation,
– give junior researchers the possibility to work in a stimulating environment and to
develop their own research programs and groups.
We are doing well in all three aspects. The research group has impact through publica-
tions, software and people. We do first-class research on a broad range of topics. Our work
appeared in top conferences and journals, our software libraries (LEDA in the past, CGAL
and EXACUS at the moment) have significant impact in academia (as experimental plat-
forms) and industry (as a means to transfer knowledge), and researchers from the group have
spread out to other institutions1. At the day of this writing (April 1st, 2005), Kurt Mehlhorn
is the only permanent member of the group, other researchers stay in the group between one
and seven years. More than half of the current group members have joined the group since
the last review. We also have an extensive short- and long-term visitor program. Collabora-
tion with other groups at the institute has increased. We cooperate with Fritz Eisenbrand’s
group on optimization and with Gerhard Weikum’s group on information retrieval.
The effort expended for items one and two relate approximately as 3 to 1. Many group
members contribute to both items. Also, some of our theoretical work is strongly related to
our implementation work and either leads to improved implementations or is motivated by
shortcomings of our implementations.
In the subsequent sections, I discuss (1) our research directions and representative achieve-
ments, (2) our research strategy, (3) software development, (4) group development, (5) co-
operations and (6) industrial take-up.
Research Areas and Representative Achievements
We are currently pursuing seven research areas. For each area I indicate the coordinator and
highlight results.
Foundations, Coordinator Seth Pettie: A spanner of an undirected graph is a subgraph
that is sparse and yet preserves the distances in the original graph to some desired accuracy.
1Since the last review, the group coordinators Peter Sanders, Martin Skutella, Ernst Althaus and Stefan
Funke moved on to a full professorship in Karlsruhe, a full professorship in Dortmund, a junior group
leader position at LORIA, Nancy, and a research assistant professorship at Stanford, respectively.
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They are useful in many contexts; one application is the construction of space-efficient routing
tables that guarantee nearly shortest routes.
A subgraph is called an (α, β)-spanner if the distance in the spanner between any two
vertices exceeds the α-fold true distance by at most β. Baswana, Kavitha, KM and Pettie
(SODA 2005) showed that there are (k, k − 1)-spanners of size O(n1+1/k) for any integer
k (previously only (2k − 1, 0)-spanners of this size were known) and (1, 6)-spanners of size
O(n4/3) (previously, no purely additive spanner of size o(n3/2) was known).
Several group members (Pettie, Sanders, Kavitha, Michail, KM, Paluch) contributed to
a series of papers on variations of the matching problem and an average case analysis of
matching algorithms (SODA 05, ISAAC 05, 2 × STACS 04, SODA 04, IPL).
The foundations group in AG-1 does not have a common research agenda and we consider
this one of our strengths. The steady influx of new researchers and new ideas rejuvenates
our concept of what constitutes an important, foundational problem in computer science;
therefore, it is impossible to forecast the course of our future research. However, in general
terms, our goals can be simply stated. We will pursue optimal algorithms for the classical
(and most stubborn) problems in computer science and attempt to explain the inherent
difficulty of these problems. (Likely topics include graph theory, combinatorial optimization,
algebra, and data structures.) We will study abstracted versions of problems encountered
in real-world applications and explain the empirical behavior of algorithms using rigorous
theoretical models. Although the immediate consequences of our work are largely theoretical,
we expect that a byproduct of our research will be simple and effective algorithms fit for
widespread use.
Combinatorial Optimization, Coordinator Kurt Mehlhorn2: Metrical task systems are a
framework used for modeling a large class of on-line problems. Guido Scha¨fer and Naveen
Sivadasan (STACS 2004), two of our PhD-students (both finished in 2004) gave a smoothed
competitive analysis of the work function algorithm for metrical task systems. Smoothed
analysis is an in-between of worst case and average case complexity: The expected behavior of
an algorithm is studied in small neighborhoods of an adversarial instance. Guido and Naveen
showed that the smoothed complexity of the work function algorithm is much better than its
worst case complexity. This indicates that worst case instances are isolated in instance space
and that small perturbations destroy the property of being worst-case or nearly worst-case.
Martin Skutella with various co-workers (IPCO, SODA, ICALP, MFCS) did an in-depth
study of time-dependent flow problems.
In optimization, we closely cooperate with Fritz Eisenbrand’s group.
Computational Geometry, Coordinator Lutz Kettner3: Computational geometry tradi-
tionally studied simple objects (points, lines, planes, spheres) and stayed away from higher-
degree algebraic objects (= objects defined by higher degree algebraic equations). These
objects were studied by the Solid Modeling community. Only recently, the computational
geometry community opened up to curved objects (our group was among the first to do
so), while keeping the aim of exact computations. Nicola Wolpert in a collaboration with
2Martin Skutella coordinated the group until Summer 04.
3Stefan Funke and Kurt Mehlhorn coordinated the group till Fall 04.
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R. Seidel from the CS-department showed how to compute the exact arrangement of a single
arbitrary algebraic curve specified by equations with integral coefficients with a single al-
gebraic primitive: root isolation of polynomials with integral coefficients. Previous methods
required root isolation of polynomial with algebraic coefficients (SoCG 2005).
We continue with our theoretical investigation of fundamental and application oriented
questions, the actual implementation of algorithms and the corresponding theoretical sup-
port. As for the foundations work in AG1, we have a steady influx of new researchers and
new diverse ideas in computational geometry. Besides that, we have an established focus on
extending computational geometry type question to curves and surfaces that we will continue
for the next years, e.g., in the upcoming three-year European project Acs. An important new
question that we plan to address is the backend of the exact geometric computing paradigm,
i.e., how to deliver the result to the end user, for example, how to round the exact result to
correct floating point representations.
Furthermore, we intend to intensify collaboration with the models of computation group
(Uli Meyer). In particular we are interested in developing efficient external memory algo-
rithms for geometric problems, as well as the application of geometric techniques when
designing distributed protocols for wireless sensor networks.
Advanced Models of Computation, Coordinator Uli Meyer4: Juha Ka¨rkka¨inen and Peter
Sanders (ICALP 2003) gave a simple linear work algorithm for suffix array construction.
Suffix arrays are one of the most useful data structures for text searching. Their algorithm was
the first linear time construction algorithm and nicely extends to external memory (ALENEX
2005). The algorithm may become the ultimate suffix array construction algorithm.
Graph Exploration is a notoriously hard problem for cache-efficient and external memory
algorithms. Uli Meyer with co-workers Arge, Toma, Brodal, Fagerberg and Zeh considerably
advanced the state of the art (ICALP 04, SWAT 04, ESA 03); he discovered the first o(V ) +
O(sort(E + V )) external memory algorithms for breadth-first search and shortest paths.
Lars Arge (Univ. of Aarhus) and Uli Meyer are currently in the process of building up a
European consortium of about 10 sites dedicated to the joint research on algorithms for large
data sets and memory hierarchies. They aim for a strong focus on graphs and geometry and,
in particular, for the interplay of these two areas. The problems we want to work on will
to a large extent be derived from practical applications and will also be considered from an
algorithm engineering point of view. So far, AG1 has been a major contributor of external-
memory graph algorithms. While not neglecting our strengths in this area, the inclusion of
geometric aspects will most probably lead to more cooperation with the geometry group
within AG1.
Information Retrieval, Coordinator Holger Bast: Holger Bast built this group over the
past 18 months. Together with his PhD-student D. Majumdar, he gave the first satisfactory
theoretical explanation of the behavior of spectral methods in information retrieval (SIGIR
2005). Spectral retrieval methods try to uncover the semantic concepts that underlie a doc-
ument collection, by means of an eigenanalysis of the so-called word-document matrix. Bast
4Peter Sanders coordinated the group till Summer 04.
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and Majumdar observed that spectral retrieval methods work by assigning relatedness scores
to pairs of words, and they identified the essential word co-occurence patterns that lead to
high relatedness scores.
Another highly interesting result is an efficient search engine with auto-completion. Bast
and co-workers engineered an expert search engine with a novel context-sensitive autocomple-
tion feature. At its core is a sophisticated new indexing data structure that enables extremely
fast response times even in the worst-case (demo web service: http://search.mpi-sb.mpg.
de/sab; theoretical work submitted).
As one of our next steps, we will integrate our new autocompletion technology with our
fundamental work on concept-based search as well as with state-of-the-art techniques for
top-k retrieval (Gerhard Weikum’s group) and IO-efficient algorithmics (Uli Meyer).
As soon as time permits we will start our long-planned project on web-based collaborative
micro-linking of knowledge oriented documents (person P found that passage A in document
i is related to passage B in document j and can easily make this information available to
other users). This would build upon our autocompletion work.
The Leitmotiv of the IR group is the holistic view on expert search problems, with the
development of theoretically sound solutions in constant awareness of the actual needs.
Virtual Assembly and Simulation, Coordinator Elmar Scho¨mer5: Virtual environments
in CAD/CAM-applications require efficient distance computation and collision detection
algorithms. Thomas Warken and Christian Lennerz provide them for quadratic complexes
and other rigid objects (2 PhD-theses).
Software Libraries, Coordinator Lutz Kettner: One highlight is the first release of the
EXACUS library (Berberich, Eigenwillig, Hemmer, Kettner, Scho¨mer, and Wolpert). It sup-
ports the exact, complete and efficient computation of arrangements of low degree (arbitrary
degree two and three curves and a subclass of degree four curves) algebraic curves (SoCG
2004, SoCG 2005). Another highlight is the improved implementation of Nef-polyhedra by
Hachenberger and Kettner (ESA 03, Solid Modeling Conference 2005) because it shows for
the first time that for an industrially relevant problem (boolean operations on polyhedra)
exact methods can be as efficient as state-of-the-art inexact industrial solutions.
In the next three years of the upcoming European project Acs, we will see continued work
on Exacus. Important milestones will be an efficient realization of arrangements of general
algebraic curves and arrangements of quadrics in space. We will also see a move towards
maturing the implementation in Exacus and will jointly contribute with our partners in
Acs in the design and the development of an Algebraic Kernel and a Curved Kernel to
support curves and surfaces in algorithms and data structures in Cgal.
We plan to utilize the unique features of our new implementation of Nef-polyhedra in
Cgal, in particular, its robustness and exactness. Examples are planned application for
visual hulls (collaboration with Marcus Magnor, NWG3) that are difficult to implement
robustly and in Minkowski sums of Nef polyhedra to represent exact configuration spaces of
robots including tight passages.
5Elmar Scho¨mer moved to Mainz for a professorship in October 2002. This area will end in 05.
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The coordinators coordinate research and teaching in their area and together with Kurt
Mehlhorn form the steering committee of AG1. Many group members contribute to more
than one research area. The steering committee meets biweekly to discuss and organize the
work of the group. We use our noon seminar (twice weekly), mini courses and group meetings
to educate each other and to inform other group members about own work. In the fall of
each year the senior group members present their personal research program at the noon
seminar and all group members give short talks about their work.
I encourage group members to build their own subgroups and to apply for their own re-
search funding, which they can take with them once they leave the group. Uli Meyer has
his own project with the German Research Foundation (DFG). Peter Sanders and Mar-
tin Skutella took their DFG-projects with them. The group participates in EU-projects
ALCOM-FT, ECG, ACS and DELIS and in a GIF-project.
Research Strategy
How do we choose our research areas and our specific research questions?
Our choice of research areas is long-term. The areas foundations, combinatorial optimiza-
tion, models of computation, computational geometry and software libraries have existed
since the foundation of the group in 1990 and are core areas of algorithmics. Except for soft-
ware libraries, they can be found in almost any algorithms group. The fact that we also build
(successful) software is a distinctive feature of our group. I have made sure over the past
15 years, that at least one senior researcher, some postdocs and some PhD-students work
in each of our core areas. For example, software libraries was coordinated by Stefan Na¨her,
Stefan Schirra and now Lutz Kettner, models of computation was coordinated by Michael
Kaufmann, Jop Sibeyn, Peter Sanders, and now Uli Meyer, foundations was coordinated by
Torben Hagerup, Susanne Albers, Berthold Vo¨cking and now Seth Pettie. Of course, the
specific research questions change over time, e.g., within advanced models of computation
there is now extensive work on communication in wireless networks and internet switches
and within foundations there is now considerable work on computer algebra.
Other areas come and go and are usually associated with a person. In most cases, the
person joined the group as a junior researcher, suggested a new area and I gave him/her the
resources to develop it: Petra Mutzel built up graph drawing and took the area with her
to Vienna, Hans-Peter Lenhof built up Computational Biology and took the area with him
to the University (of course, with Thomas Lengauer’s group the area is now much stronger
presented in the institute), Elmar Scho¨mer built up Assembly and Simulation and took the
area with him to Mainz, Holger Bast is building up Information Retrieval.
How do we choose our specific research questions? There are two main strategies:
– Hiring excellent postdocs who bring new problems into the group and by fostering an
atmosphere of cooperation. Our noon seminars, the mini-courses and the integration-
talks in the fall of each year are our tools for educating each other about new results
and topics and for integrating new group members.
– Identifying long-term goals and building subgroups to work on them. The work on exact
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algorithms for curves and surfaces6 and the work on information retrieval belongs to
this category. Frequently, we attract additional out-side funds to support the work
(here ECG/ACS and DELIS, respectively) and we install a teaching program to bring
in master and PhD-students.
There are themes which are orthogonal to our research areas:
Algebraic methods: Computer algebra was completely outside our scope five years ago. How-
ever, in our work on curves and surfaces algebraic computation has become essential
and we have observed the short-comings of existing solutions. We started to work on
separation bounds, root isolation and analysis of algebraic curves. Through our postdoc
Mohammad El Kaoui our interest has become even broader.
Algorithm engineering: Algorithm Engineering is a topic at the interface between advanced
models and software libraries.
Reliability and correctness of software: We address this issue in our implementation work,
in the work on certifying algorithms, in the work on exact number types and in the
work on ECACUS.
Software Projects
A distinctive feature of our group is the combination of theoretical and experimental research
and software development. Our software serves the academic and research community as an
experimental platform and a teaching aide and transfers knowledge to industry. We started
with LEDA (Library of Efficient Data Types and Algorithms), then came CGAL (Com-
putational Geometry Algorithm’s Library) and BALL (Biochemical Algorithm’s Library, it
moved to Hans-Peter Lenhof’s group at the University and Oliver Kohlbacher’s group at
Tu¨bingen), EXACUS and <stxxl> (it moved to Peter Sanders’ group in Karlsruhe). The
older libraries have achieved international recognition. The combined number of installations
is several thousand and they are marketed through Algorithmic Solutions and Geometry Fac-
tory, respectively.
6I wrote in the last report: “Elmar Scho¨mer joined us in 2000 and brought in simulation and virtual reality.
Lutz Kettner joined us in 2001 and brought in this expertise in computational geometry, algorithmic
software and library design. Elmar, Lutz and Kurt defined the EXACUS (Exact Computation with Curves
and Surfaces) project. In the past, computational geometry has concentrated on linear objects. The
challenge for the next years is to extend algorithms, kernels and software systems to curved objects. This
will require significant theoretical progress as well as serious systems building. A successful effort will
have to combine expertise in algorithms, algebra, numerical analysis, data structures and computational
geometry. We have formed the ECG group in 01, secured EU- and DFG-funding, ran an internal seminar
series in the summer of 01, taught (Elmar Scho¨mer, Lutz Kettner, and Kurt Mehlhorn) a course in the
winter term 01/02, ran seminars and system projects in the winter term 01/02 and subsequent terms,
hired Susanne Schmitt (computer algebra) and Nicola Wolpert (geometry and algebra) and Sylvain Pion
(floating point filter, geometry libraries), attracted PhD and master students (Joachim Reichel, Erik
Berberich, Arno Eigenwillig and Peter Hachenberger) and got Professor Schreyer (computer algebra)
from the math department into the boat.”
We continued along these lines. We taught more courses and attracted additional master and PhD-
students, postdocs and guests. The project now runs full steem.
18
3 The Algorithms and Complexity Group
We also develop software for specific applications, e.g., geometric packing (in a cooperation
with Daimler-Chrysler) and suffix tree construction.
Our software work is intimately tied to our theoretical work and inspirations flow in
both directions. New algorithms lead to improved implementations and shortcomings of our
implementations suggest new theoretical research.
Group Development
The composition of the group has changed considerably over the past two years.
On the senior level7, Martin Skutella (now full professor at Dortmund) and Peter Sanders
(now full professor at Karlsruhe) left the group, Ernst Althaus became leader of a junior
research group at LORIA (Nancy), Stefan Funke became leader of a junior research group
under the MPG-Stanford program and will return to SB in the Fall of 2005 and Holger Bast,
Uli Meyer and Seth Pettie became group coordinators.
On the postdoc level, we had the expected fluctuation: Every year about eight new post-
docs join the group. Integrating them is a major task. Last year, we attracted postdocs from
IIT Dehli, Eindhoven, Rutgers, Duke, MIT, Tel Aviv and Alexandria.
Eight PhD-students have finished since the last review: Guido Scha¨fer (now postdoc in
Rome, Sven Thiel (now with Algorithmic Solutions), Thomas Warken (at MPI till March),
Rahul Ray (now postdoc at Dartmouth), Naveen Sivadasan, Rene Beier (now postdoc at
ICSI), Christian Lennerz (at MPI till March) and Irit Katriel (at MPI till June).
Prizes and Honors:
Rene Beier won an ICSI fellowship, Uli Meyer received the Dissertationspreis of the Uni-
versity, Kurt Mehlhorn became a member of Leopoldina, Alexander Kesselmann and Seth
Pettie won Humboldt fellowships and Peter Sanders was the recipient of the ALCATEL-
SEL research prize Technische Kommunikation 2004. Naveen Garg was appointed head of a
MPG-India partner group, Telikapelli Kavitha became a Max-Planck-India-fellow.
Cooperations
We list some long-term cooperations (short-term ones for single research papers are not
listed).
Within the institute, we cooperate mainly with the groups of Gerhard Weikum and Fritz
Eisenbrand. On campus, our partners are Raimund Seidel, the constraint programmers (Gert
Smolka’s group) and the computer linguists (Manfred Pinkal’s group).
We were part of the EU-Projects ALCOM-FT and ECG and are part of the EU-Projects
ACS and DELIS. Partners are Aarhus, Utrecht, Rome, Cologne, Paderborn, Patras, Barce-
7In 2003, I wrote: Edgar Ramos (now University of Illinois), Elmar Scho¨mer (now University of Mainz) and
Berthold Vo¨cking (now University of Dortmund) left the group and Martin Skutella (formerly Technical
University of Berlin) joined the group. Some of our junior members (Stefan Funke, Holger Bast, Ernst
Althaus, Uli Meyer) are on their way to advance to the senior level.
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lona, INRIA Rocquencourt, Zu¨rich, Groningen, INRIA Sophia-Antipolis, Berlin and Tel
Aviv. Our cooperation with these partners is a long-term tradition.
In CGAL, we continue to cooperate with Utrecht, INRIA Sophia-Antipolis, Berlin, Zu¨rich,
Tel Aviv and Geometry Factory.
In EXACUS, we cooperate with the partners in ECG, Elmar Scho¨mer (Mainz), Stefan
Na¨her (Trier), Stefan Schirra (Magdeburg), Frank Schreyer (Uni des Saarlandes), Raimund
Seidel (Uni des Saarlandes), and Sylvain Lazard (Nancy).
In Constraint Programming, we cooperate with the computer linguists and constraint
programmers in Saarbru¨cken and the constraint programmers at SICS.
In Virtual Reality, Simulation and Packing, we cooperate with Elmar Scho¨mer, the virtual
reality lab of Daimler-Chrysler and Fritz Eisenbrand.
Industrial Take-Up
Algorithmic Solutions (AS) is a spin-off of AG1. AS is marketing LEDA (Library of Effi-
cient Algorithms) and BALL (Biological Algorithms Library) under license agreements with
Max Planck Society. In the case of LEDA, it is also responsible for maintenance. CGAL is
marketed by Geometry Factory, a spin-off of our EU-projects CGAL and GALIA.
LEDA is widely used in academia and industry, CGAL is also widely used in academia
and has found some commercial use and BALL has a small but devoted group of academic
users.
Algorithms developed by Elmar Scho¨mer and his group have made their way into the
virtual reality software at Daimler-Chrysler. Our work on geometric packing is also supported
by Daimler-Chrysler.
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Harald Ganzinger  3.6.2004
We, the members of the Programming Logic Group, deplore the death of Harald Ganzinger.
We did not only lose a director but we lost a friend.
Harald Ganzinger wanted us to do excellent research and produce internationally visible
results. This is what we continued to do after his death.
Thomas Lengauer took over as the Acting Director. The scientific direction of the group
was taken over by Andreas Podelski.
Vision
“Software to Make Software Better”
The goal must be to achieve predictable quality in software, just as for any other industrially
engineered product. One way towards that goal is to integrate more and more automation
into the software process (specification, programming, testing). This is true of every process:
the more automated it is, the more reliable it gets.
The automation must be performed by software that manipulates software. That is, by
algorithms and tools that take code as input (source-code or design models) and analyze the
code as it is being written (and not only once the system is up running, usually as part of
bigger system). They analyze the code and automate the bug finding, the testing and the
quality-assurance procedures.
As utopical this may sound to an outsider, in a preliminary form these tasks are performed
routinely already today, namely by static analysis and type checking in every modern com-
piler. What will lift static analysis to software automation in our sense is the integration of
powerful constraint solvers, decision procedures and theorem provers. It is this integration
with reasoning capabilities that turns tools into intelligent mathematical assistants in the
software process: assistants that are able to mathematically reason about (what will happen
during) execution.
Predictable quality and reliability go hand in hand with automation to serve another goal,
which is to increase software productivity. Hence we would like to categorize our research
under Software Productivity Tools.
Overview and Group Structure
The emphasis of our vision and of our ongoing research efforts is shifting from a broad to a
more concrete application perspective, namely, deduction-based algorithms and tools for the
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automatic verification and analysis of complex systems and programs. This is a consequence
of our massive participation in three related research projects: AVACS, Verisoft and eJustice.
The projects together finance 10 positions; in fact, now all of the currently 24 group members
engage themselves in themes related to verification.
The group has been previously structured according to the two research areas of Auto-
mated Theorem Proving and Deductive Program Analysis. With the above-mentioned shift
of research efforts, the research goals and the activities in the two areas become more and
more intertwined. This cross-over aspect is reflected by the themes of our weekly group meet-
ings. In addition to the group seminar (with paper presentations) and the project-related
meetings we have a discussion group on decision procedures. Our group provides an ideal
setting where increasing demands meet increasing capabilities of constraint solvers, decision
procedures and theorem provers.
Research Directions and Highlights
Let us highlight a few results our research activities. (A more detailed break-down can be
found in Ch. 12.)
In the research direction of Software Model Checking, a sequence of results has lead to
a breakthrough in automatic program verification. We are now able to check software for
the full-fledged class of temporal-logic properties. This is the class of properties for which
hardware is checked with great success today. The sequence of results goes from logic (a
new proof rule) to algorithms (a new way of abstracting programs) and finally to tools,
co-developed and evaluated in an industrial context (on Windows device drivers). This is
joint work by Andreas Podelski and Andrey Rybalchenko and, for the last part, jointly with
Byron Cook at Microsoft.
The research direction of Verification refers to system models in the design phase (whereas
the Software Model Checking term refers to implementations in the form of source code).
Hybrid systems are an example of such models, in this case of embedded systems that
control some physical environment using sensors and actuators. The environment may show
non-linear behavior (speed, temperature, . . . ). Here, a new approach for solving non-linear
constraints has lead to a rather surprising decidability result for the correctness of ‘robust’
hybrid systems; arguably all practically interesting examples fall into this class of hybrid
systems (robustness accounts for measuring errors). A new model checking tool for hybrid
systems implements the corresponding decision algorithm, based on the new solver for non-
linear constraints. This is joint work of Stefan Ratschan together with Zhikun She.
The main focus of our work in automated deduction has been on the integration and combi-
nation of deductive systems in order to increase both their expressiveness and their efficiency.
In the realm of decision procedures and constraint solving, this has lead to a new frame-
work for the flexible and efficient integration of decision procedures into general-purpose
SAT-checkers. For superposition theorem proving, we were able to show that switching from
usual first-order logic to a logic with total and partial functions results in a calculus for which
hierarchic and modular combinations are complete. This is joint work of Harald Ganzinger,
Viorica Sofronie-Stokkermans, and Uwe Waldmann.
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Cooperation
We cooperate with industrial and academic partners through interacting tool environments.
Our RankFinder tool interacts with the SLAM tool of Microsoft in an implementation of a
software model checker for termination properties of dispatch routines of Windows device
drivers. We develop our shape analysis for pointer programs to fit into a modular analysis tool
kit of Martin Rinard’s group at MIT. We collaborate with SAP on a checker of separation-
of-duties properties for SAP’s Nehemia environment for business process models. Together
with TU Munich we integrate our tools into the Isabelle interactive proof environment (for
automating part of the otherwise manual correctness proofs).
Part of our cooperation is institutionalized in the form of publicly funded projects.
In the Transregio-SFB project AVACS (funded by the DFG) we collaborate with the uni-
versities of Oldenburg (Damm, Olderog), Freiburg (Becker, Nebel) and Saarbru¨cken (Wil-
helm) as well as with Fritz Eisenbrand (MPI) on foundational research in tools for the
automatic verification of safety-critical systems in planes, cars and trains.
In the project Verisoft (funded by the Federal Ministry of Education and Research, bmb+f)
we collaborate with a large number of academic and industrial partners on foundational and
applied research in engineering methods for verification.
In the project eJustice (an IP project funded by the EU) we collaborate with SAP (France)
and two departments at the University of Saarbru¨cken (Law and Economics) on the veri-
fication of security aspects in business processes and transnational juridical processes in
particular.
Awards
Harald Ganzinger received a Herbrand Award for Distinguished Contributions to Automated




5 The Computational Biology and Applied
Algorithmics Group
History of the Group
The department became established when Thomas Lengauer joined the institute on Octo-
ber 1, 2001. The department has grown somewhat in size throughout the reporting period. As
this text is written there are 14 scientists, four fellowship holders, two support people and one
guest in the department, see http://www.mpi-sb.mpg.de/units/ag3/people.html. Three
people left the department during the reporting period, 8 people joined the department
during that time.
Due to the fact that the curricula on bioinformatics at Saarland University have gained
momentum, there is a steady influx of students into the department who work on bachelor
(FoPra), diploma and master theses in the department. Aside from the director, several
scientists have offered in-depth courses on bioinformatics themes within the bioinformatics
curricula at Saarland University.
New Research Vision: Systems Biology for Diseases
In the reporting period, work in the group has progressed along the focus areas that were
established upon foundation of the group. The process of transition from the GMD De-
partment has finished. There is a new vision emerging in the department that is drawing
increasing amounts of resources. This vision is termed Systems Biology for Diseases and we
summarize it in the following.
Through the advent of new technologies of biological experimentation, such as genomics,
proteomics, or drug screening, and the accompanying bioinformatics analysis techniques
there is tremendous potential for accelerating the understanding of disease processes at the
molecular level. In the past, much of the experimental and computational effort has been
expended on collecting the building blocks (genes, proteins, intermolecular interactions). In
contrast, the concept of systems biology, which has been put forward more recently, aims
at elucidating the interaction networks of the cell and understanding (and simulating) the
inner workings of a living cell as a whole. This goal incurs many great challenges on the
experimental and computational side that are currently attacked forcefully.
We advocate a version of systems biology targeted towards understanding specific diseases.
Most common diseases cannot acceptably be reduced to local molecular events such as a
single misdirected molecular interaction. Rather the disease process employs large networks
of molecular interactions. Here genetic variations are an essential ingredient of the analysis.
Fortunately, not all processes inside a cell need be understood or modeled at the same
level of detail in order to understand the essentials of a disease. On the other hand, disease
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processes do not stop at the cell boundary but involve higher levels of organization such
as interactions between the host and the pathogen in infectious diseases or intercellular
interactions in diseases such as cancer. The greatest challenge is probably to insightfully
model and simulate the development of a disease (and its cure under an appropriate therapy)
over time.
In the department we are embarking on this quest. We are focusing on specific diseases
along this road. Our main focus is on AIDS caused by HIV. Here we have worked on the
interaction between the virus and the drug for several years with considerable success. We
are now incorporating host-pathogen aspects into our consideration (see Section 13.5). Our
long-term vision is to generate a simulatable model of disease progression and therapy effect
including both molecular and evolutionary aspects.
A second viral infection that we are considering in detail is Hepatitis C caused by HCV.
Here we joined a Clinical Research Group headed by Prof. Stefan Zeuzem (Gastroenterology)
at the Medical Faculty of Saarland University. The research group was awarded funding by
DFG beginning in 2005. Our first tasks in this group are to analyze the genotype-phenotype
relationships of the pathogen, where phenotype means resistance behavior of the virus, and
to model the viral proteins structurally (see Section 13.4.3). The datascape is much less
developed for HCV than for HIV such that an integrated analysis is still far off.
At Saarland University, within the Center for Bioinformatics, there is research being car-
ried out on cancer (see Section 13.6.2). We also have made our first experiences in studying
this disease, and we consider making it our third disease focus.
Research Focusses
Topically, the department aims at covering a reasonable part of the biologically most relevant
fields of bioinformatics along the spectrum from the genotype to the phenotype. The topics
which are currently pursued in the department are
– Protein structure prediction
– Protein function prediction from structure
– Protein-ligand docking and drug screening
– Analysis of metabolomics data for protein function signals
– Viral evolution
– Statistical analysis of biomedical datasets
– Analysis of epigenetic datasets
– Computational chemistry
After 3.5 years, we feel that the department has become a coherent group in which the
scientists are not only well on track with respect to their own work but also realize the full
potential of interacting with each other.
Where the topics suggest it the department is also interacting with other departments of
the institute. Dialogs are being carried out on computational geometry and data analysis in
the context of protein-ligand docking (AG1) and on motion analysis in the context of protein
flexibility (AG4).
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The Group and the Center of Bioinformatics Saar
The department is a major partner in the Center of Bioinformatics Saar (CBI, http://www.
cbi-saar.de), a joint initiative of Saarland University, MPI and the Fraunhofer Institute for
Biomedical Engineering, Sankt Ingbert, which has received substantial funding from DFG.
CBI Saar encompasses the complete structure of a bioinformatics center covering research
and teaching. Research is facilitated through a number of cooperative projects between biolo-
gists/chemists/medics and computer scientists. Teaching encompasses full curricula towards
the bachelor and master of bioinformatics. Thomas Lengauer is continuing to be the scien-
tific director of the center, the department engages in many of the center’s research projects
and also provides much of the teaching. At the midterm evaluation in spring 2003, CBI has
placed at first rank (equo loco with Bielefeld) of the five DFG-supported Bioinformatics
Centers in Germany.
Some Achievements
Among the scientific achievements within the report period are:
– Further success of the Arevir project for analyzing HIV resistance data: This project
is an international factor scientifically. Within the report period, it has generated
publications in ISMB 2003, RECOMB 2004, NAR, Journal of Infectious Diseases and
multiple in Bioinformatics. The Website server has drawn 35000 queries from around
the world and fares well in competition with commercial products. Niko Beerenwinkel
has finished his Ph.D. summa cum laude and obtained a reputable Emmy Noether
Fellowship by DFG to continue his research at UC Berkeley. The project could be
restaffed successfully. Now, three research scientists are working in the project (Kirsten
Roomp, Igor Savenkov, Tobias Sing).
– Analyses of medically relevant proteins. This work has been instrumental in acquiring
several third-party funds projects (NFGN project within the Genomic Network on
Environmental Diseases, DFG Clinical Research Group on Hepatitis C). Two Nature
Genetics papers have appeared for which the computational protein structure analysis
was performed in the department (Mario Albrecht). In total, over 10 publications have
appeared in this area during the report period.
– MPI is partner in the BioSapiens Project: This EU Network of Excellence is the only
network focused on Bioinformatics, so far. It is coordinated by Janet Thornton (EBI
Hinxton, UK) and has 29 partners EU-wide. Within the network, the department
is contributing its work on structure-function relationships and on bioinformatics for
infectious diseases. The publication on STRuster (Francisco Domingues, Section 13.4.3)
is among the first publications resulting from the whole network.
Thomas Lengauer was on the Organizing Committee of ISMB/ECCB 2004, the largest
Bioinformatics Conference in the year 2004 which was held in Glasgow, Scotland. Prof.
Lengauer is continuing to chair the Steering Committee of the ECCB Conference Series.
The conference goes into its fourth year now and is very successful.
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Honorary Memberships and Awards
In 2003 Thomas Lengauer received the Konrad-Zuse Medal 2003 of the German Informatics
Society (GI), the highest award that this society has to offer. Also, in 2003, Thomas Lengauer
received the Karl-Heinz-Beckurts Award, an award that is given annually to up to three
groups of scientists for their achievement in research that has impact on industrial practice.
The award has been given since 1989.
Jochen Maydt, Oliver Sander and Tobias Sing have received awards for their outstanding
diploma theses. Niko Beerenwinkel has received the Third-Place Heinz-Billing-Award 2004
of Max Planck Society for the software on resistance analysis of HIV. Furthermore, Niko
Beerenwinkel received the Otto-Hahn Medal 2004, the Dissertation Award of Max Planck
Society.
Third Party Funding
Currently 5 of the 14 scientists in the group are funded by third-party funds, 2 from the
ministry of science, 2 from DFG, and 1 from EU. Two additional third-party positions are
awarded and can be filled. Two of the fellowship holders are financed by the International
Max Planck Research School for Computer Science.
Collaboration and Networking
Cooperation with the other departments in the Institute has started but is still in a dia-
log stage with no joint publications being complete. We take the remarks of the Fachbeirat
during the last evaluation seriously but continue to give top priority to the relevance of the re-
search topic. It is our continuing experience in the department that with the interdisciplinary
orientation of the research the major direction for effective cooperation is with biology and
medicine. We are computer scientists and can bring in competence in this field ourselves,
but we do need enough volume of high-quality data and relevant problems. Both can only
be afforded by biological and medical cooperation partners. Dialog with the Lenhof group
at Saarland University (Bioinformatics) is close but, again, there are no joint publications.
As we mentioned already, being placed within a computer science context requires special
efforts for networking to the biology community. On campus the major device for networking
to biologists is CBI. We are involved in four cooperative projects within CBI, so far, with
more projects being prepared. The DFG Clinical Research Group on HCV is our major vehi-
cle for cooperating with Medical Experts at Saarland University. However, our cooperation
extends beyond the limits of this group to geneticists interested in cancer. On a national
scale the Arevir consortium is staying together beyond the initial funding period. Together
with the partners in this consortium from Cologne and Bonn, we prepared the EU grant
Euresist that is supposed to lift data collection for HIV resistance as well as the respective
computational method development to a European level. Also, on the EU scale, the group
is a partner in the proposed BioSapiens Network of Excellence.
An alphabetical list of academic cooperation partners that are outside the institute follows:
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– Dr. Ahlenstiel (NIH Bethesda) – Bioinformatics for HIV
– Dr. Apostolakis (Bioinformatics, Munich University) – Cheminformatics
– Dr. Beerenwinkel (UC Berkeley) – Bioinformatics for HIV
– Prof. Eils (German Cancer Research Center, Heidelberg) – Expression Data Analysis
– Prof. Hartmann (Pharmacology, Saarland University) – Docking and Homology Mod-
eling
– Prof. Heinzle (Biotechnology, Saarland University) – Metabolomics
– Prof. Helms (Bioinformatics, Saarland University) – Docking
– Dr. Kaiser (Virology, University of Cologne) – Bioinformatics for HIV
– Dr. Sylvia Krobitsch (Max Planck Institute for Genetics, Berlin) – Neurodegenerative
disorders
– Dr. Lederer (MPG Computer Center, Garching) – MPG-wide Bioinformatics Infras-
tructure
– Prof. Lenhof (Bioinformatics, Saarland University) – Bioinformatics Software
– Prof. Lehr (Pharmacology, Saarland University) – Drug Screening
– Prof. Mansmann (LMU Munich) – Expression Data Analysis
– Prof. Marian (Theoretical Chemistry, Du¨sseldorf University) – Cheminformatics
– Dr. Merkwirth (University of Cracow) – Drug Screening
– Prof. Meyerhans (Virology, Medical Campus, Saarland University) – HIV Recombina-
tion, HCV
– Dipl.-Math. von O¨hsen (Fraunhofer Institute for Algorithms and Scientific Computing)
– ARBY Server
– Dr. Scho¨nbach (RIKEN Genomic Sciences Center) – Analysis of DNA Sequences
– Prof. Schreiber (First Medical Clinic, Kiel University) – Inflammatory bowel diseases
– Dr. Spang (Max Planck Institute for Molecular Genetics, Berlin) Expression Data
Analysis
– Dr. Spengler (Medical Clinic and Policlinic I, University of Bonn) – Bioinformatics for
HIV
– Prof. Tosatto (University of Padova) – Protein Structure Prediction
– Dr. Urbschat (Human Genetics, Medical Faculty, Saarland University) – Cancer Re-
search
– Prof. Walter (Genetics, Saarland University) – Epigenetics
– PD Dr. Wu¨llner (Neurology, Bonn University) – Neurodegenerative disorders
– Prof. Wullich (Urology, Saarland University) – Cancer Research
– Prof. Zeuzem (Gastroenterology, Medical Campus Saarland University) – HCV
We are cooperating with the following scientific consortia:
– Arevir Consortium – HIV Resistance Patterns
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– BioSapiens Network of Excellence – Structure-function Relationships in Proteins/Bio-
informatics for Infectious Diseases
– DFG Clinical Research Group on Hepatitis C – HCV
– National Genome Research Network NFGN: SMP Bioinformatics – Expression Data
Analysis
– National Genome Research Network NFGN: Genomic Network on Environmental Dis-
eases – Analysis of the Structure and Function of Medically Relevant Proteins
We are cooperating with the following companies:
– BioSolveIT GmbH, Sankt Augustin (http://www.biosolveit.de, Dr. Holger Claußen,
Dr. Sally Hindle, Dr. Christian Lemmen), a startup company of which Thomas Lengauer
is a co-founder – Docking and Drug Screening
– Hoffmann-LaRoche, Basel (Dr. Martin Stahl) – Drug Screening
Software Policy
It is the acclaimed intention of the group to develop bioinformatics software that is useful to
a wide user community. Thus the group also commits to realizing channels of dissemination
and evaluation of the software, be it commercial or non-commercial. Previously developed
protein structure prediction software has been made accessible non-commercially via an in-
ternet server offer (ARBY server at MPI, software contribution to the Helmholtz Network
for Bioinformatics). The analysis software of HIV genotypes for drug resistance has also been
made available on the internet via the Geno2Pheno Server (http://www.geno2pheno.org).
The docking software has mostly been made available commercially through the startup com-
pany BioSolveIT, Sankt Augustin (http://www.biosolveit.de), co-founded by Thomas
Lengauer in 2001.
Within the report period several new software packages have been made available via our
webserver (see http://www.mpi-sb.mpg.de/units/ag3/software.html). These include
Mtreemix: A software package for estimating mutagenetic trees from cross-sectional data.
This software is applied in the HIV project and the cancer projects in our group. An
Applications Note in Bioinformatics announces this software to the user community.
STRuster: A database of protein conformations that extends to alternative conformations
of the same protein. This software has been announced in a paper that appeared in
Protein Engineering, Design and Selection.
ROCR: An R-package visualizing classification data in the form of sensitivity/specificity
curves and generalizations of these curves. This software has been deposited in CRAN
(Comprehensive R Archive Network). An Applications Note is in preparation.
We will continue to target much of our future software to larger user communities and
exploit the distribution channels open to us. This requires special measures for the hardware
and software infrastructure for the group. We have allocated a full scientist (Joachim Bu¨ch)
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to the responsibility for installing and maintaining an operative environment for local bioin-
formatics software and databases and the servers offered to the community. This position is
responsible for maintaining continuity when developers leave the group and for keeping the
hard- and software up-to-date. The developers support this effort by bringing the software




6 The Computer Graphics Group
The computer graphics group has been established in 1999 and currently consists of about
40 researchers. Although the group is stable and well-up running by now, there has again
been a considerable change in personnel over the past two years, and five more researchers
have received offers for faculty positions during the reporting period. This brings the total
number of researchers from the former Erlangen / new Saabru¨cken group who have received
offers for faculty positions since 1999 to a total of 17 persons.1
Despite this loss of expertise, the current group has performed extremely well during the
reporting period, and members of the group have, e.g., co-authored a total of 8 papers at
Siggraph’03 and Siggraph’04 and a total of 10 papers at Eurographics’03 and Eurographics’04
– the two premier scientific events in the field.
Vision and Research Directions
During the last decades computer graphics has established itself as a core discipline within
computer science and information technology. Computers are more and more used to model,
simulate and render parts of the real or an imaginary world, and due to the importance
of visual information for humans, computer graphics is at the very core of the technologies
enabling the modern information society. New and emerging technologies such as multimedia,
digital television, telecommunication and telepresence, virtual reality, or 3D-internet further
indicate the potential of computer graphics in the years to come. Typical for the field is
the coincidence of very large data sets with the demand for fast, if possible interactive, high
quality visual display of the results. Furthermore, the user should be able to interact with
the environment in a natural and intuitive way.
In order to address the challenges mentioned above, a new and more integrated scientific
view of computer graphics is required. In contrast to the classical approach to computer
graphics which takes as input a scene model – consisting of a set of light sources, a set
of objects (specified by their shape and material properties), and a camera – and uses
simulation to compute an image, we like to take the more integrated view of 3D Image
Analysis and Synthesis for our research, and consider the whole pipeline from data acquisition
over processing to rendering in our work. In our opinion, this point of view is necessary in
order to exploit the capabilities and perspectives of modern hardware, both on the input
(sensors, scanners, digital photography, digital video) and output (graphics hardware) side.
1T. Ertl (C4, Stuttgart), P. Slusallek (C4, Saarbru¨cken), G. Greiner (C4, Erlangen), L. Kobbelt (C4,
Aachen), R. Westermann (C4, Munich), J. Haber (C4, Dresden, declined), A. Kolb (C4, Siegen), M.
Stamminger (C3, Erlangen), V. Blanz (W2, Siegen), J. Kautz (W2, Bielefeld), U. Schwanecke (C3, FH
Wiesbaden), P. Bekaert (C3, Univ. Limburg, Belgium), W. Heidrich (Assoc. Prof., Univ. British Columbia,
Canada), C. Soler (Tenured Researcher, INRIA, France), S. Ghali (Ass. Prof., Univ. Alberta, Canada), J.
Lang (Ass. Prof., Univ. Ottawa, Canada), S.-W. Choi (Research Fellow, KIAS, Korea)
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According to this point of view, one of the key research challenges then is the development
of good models and modeling tools to efficiently handle the huge amount of data during the
acquisition process and to facilitate further processing and rendering.
In order to make progress along the lines above our work is both theoretical and practical
with a focus on first-class research on new methods and algorithms, as well as on the integra-
tion of new algorithms into functioning software systems, and the experimental validation
of systems in specific application scenarios that are of practical relevance. We also try to
provide a stimulating environment for junior researchers that allows them to develop and
build their own research programs and groups.
Research Topics and Structure of the Group
As mentioned above we consider the whole pipeline from data acquisition over processing to
rendering in our work. Within this framework our choice of research areas is long-term. We
reconsider them, as senior researchers leave and as new opportunities arise. Hiring decisions
on all levels (PhD students, postdocs, research associates) are made on quality and fit into
our research program. Our research is currently organized into the following ten research
areas, each having its own small group of coordinators:
– Shape Reconstruction and Data Modeling (A. Belyaev, I. Ivrissimtzis, C. Ro¨ssl)
– Mesh Processing (A. Belyaev, S. Gumhold, Z. Karni, H. Yamauchi)
– Vector Field Visualization (H. Theisel)
– 3D Animation Processing (S. Gumhold)
– Physics-Based Modeling and Animation of Faces and Humans (J. Haber)
– Learning-Based Modeling of Faces (V. Blanz)
– Optical Motion Capture and Free Viewpoint Video (C. Theobalt, M. Magnor)
– Scene Digitization and Acquisition of High Quality Reflectance Models (M. Goesele)
– Advanced Global Illumination (V. Havran, K. Dmitriev, I. Wald, K. Myszkowski)
– High Dynamic Range Imaging and Perception Issues in Graphics (K. Myszkowski)
The coordinators coordinate the work in their areas and together with Hans-Peter Seidel
form the AG4 steering committee. The steering committee meets on a weekly basis and
discusses all group related issues. In particular, it addresses topics such as recruiting, guests
and seminars, teaching, project acquisition, mid-term and long-term strategic planning.
Some Achievements
We have been pursuing first-class research on a broad range of topics, and members of
the group have actively published in the top conferences and journals (3 books, 71 journal
articles, 98 conference articles) (see Section 14.19 for details). We have actively participated
in program committees and have given numerous invited talks and tutorial presentations
at major national and international events (see Section 14.15 for details). Our software has
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been successfully integrated and validated in a variety of projects (see Sections 14.14 and
14.18), and researchers from the group have spread out to other institutions.
In the following we briefly highlight some of our achievements in each of the ten research
areas:
Shape Reconstruction and Data Modeling. We developed new algorithms for shape re-
construction based on multilevel partition of unity implicit radial basis functions (SIG-
GRAPH’03, SMI’03), and on statistical learning (3DPVT’04). We contributed to the analysis
of subdivision surfaces (ACM TOG’04), and we developed and successfully applied a new
trivariate spline scheme for the modeling and visualization of volumetric data (JAT’04, IEEE
Visualization’03, IEEE TVCG’04).
Mesh Processing. We developed an implicit surface fitting procedure for detecting view-
and scale-independent ridge-valley structures (aka crest lines) for surfaces approximated by
dense triangle meshes (SIGGRAPH’04) and developed an algorithm for estimating the cur-
vature tensor on a mesh surface (PG’04). We extensively investigated the topic of mesh
parameterization and developed new algorithms for mesh parameterization based on stretch
minimization (SMI’04) and on quasi-harmonic maps (SMI’05). Feature sensitive mesh seg-
mentation with mean shift was addressed in (SMI’05). We also significantly contributed to
mesh compression and coding (ACM SODA’05, C&G’04).
Vector Field Visualization. Topological methods for vector field visualization can be used
to segment the vector field into regions of different flow behavior. This is done by ex-
tracting critical points and separatrices starting from the saddle points. We developed
novel algorithms for visualizing complex 3D vector fields (IEEE Visualization’03, EG Vis-
sym’04, EG’04), for visualizing 2D time dependent vector fields (IEEE Visualization’04,
IEEE TVCG’05), and for the topology preserving compression of 2D vector fields (PG’03,
EG’03).
3D Animation Processing. Work in 3D animation processing is devoted to the generaliza-
tion of mesh processing techniques from static geometry to the dynamic case. In particular,
this involves generalizations of previous mesh compression (SIGGRAPH’03, IEEE Visual-
ization’03) and multiresolution modeling (CAGD’05) techniques to the dynamic setting.
Physics-Based Modeling and Animation of Faces and Humans. Research in this area
focuses on anatomically correct modeling and physically based animation of human faces and
bodies. We developed algorithms for generating facial expressions (Virtual Reality’05), for
real-time rendering of human hair (CGI’04), and for reconstructing expressive faces from skull
data (SIGGRAPH’03). We also presented a human hand model with underlying anatomical
structure (SCA’03) and successfully used this model for capturing the hand movement of a
baseball pitcher (SIGGRAPH’04).
Learning-Based Modeling of Faces. The goal of learning-based modeling is to replace
much of the manual design by automated procedures for measurement and data analysis.
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In our group this involves measurement of the reflectance properties of skin (IEEE TVCG),
robust methods for face recognition (IEEE PAMI’03, CVPR’05) and novel techniques for
exchanging faces in images (EG’04). Current work on the measurements of facial movements
is performed with a newly acquired dynamic 3D scanner that records textured depth images
at a rate of 40 frames per second, which is sufficient for capturing even the fast mouth
movements during speech.
Optical Motion Capture and Free Viewpoint Video. This area lies on the intersection
of computer vision and computer graphics and uses methods from both areas. We have de-
veloped novel algorithms and techniques for capturing high-speed motion with regular digi-
tal photo cameras (SIGGRAPH’04), for marker-free kinematic skeleton estimation (PG’04,
IEEE VRST’04), for hardware accelerated rendering of photo hulls (EG’04), for free view-
point video of human actors (SIGGRAPH’03, GMOD’04), for encoding 3D video (PCS’04,
ICIP’04), and for joint motion and reflectance capture.
Scene Digitization and Acquisition of High Quality Reflectance. Research in this area
aims at the automatic acquisition of high quality real world objects (geometry, appearance,
material properties). During the reporting period we developed novel techniques for the
acquisition of translucent objects (SIGGRAPH’04), for reflectance modeling (ACM TOG’03,
TVC’04), a method to determine the accuracy of a range scanning system in terms of its
spatial frequency response or its modulation transfer function (3DIM’03), and a method for
the acquisition of linear deformation models (IEEE Trans. Robotics’04, EG’04).
Advanced Global Illumination. The use of global illumination algorithms can significantly
improve the realism of synthetic images. In conjunction with Philipp Slusallek’s group at
the university we pursued the topic of real-time ray tracing and its application to interac-
tive global illumination (EGRS’04, EG’04). We also investigated the use of precomputed
radiance transfer for interactive scene relighting (EGRS’04) and interactive global illumi-
nation modeling in the car interior (ACM VRST’04). In collaboration with W. Heidrich
and Xavier Granier at UBC we developed a digitization approach for complex light sources
(SIGGRAPH’03) and an algorithm that allows to render a scene illuminated with a captured
light source at interactive frame rates (PG’03). Finally, we successfully continued our work
on exploiting temporal coherence in off-line animation rendering (EGRS’03, CGI’04).
High Dynamic Range Imaging and Perception Issues in Graphics. Due to rapid techno-
logical progress in high dynamic range (HDR) video capture and display, the efficient storage
and transmission of such data is crucial for the completeness of any HDR imaging pipeline.
We proposed a new approach for inter-frame encoding of HDR video, which is embedded
in the well-established MPEG-4 video compression standard (SIGGRAPH’04). In collabora-
tion with Scott Daly from Sharp Laboratories, we also improved our HDR visible difference
predictor (SPIE Symp. Electronic Imaging’05). Finally, we successfully continued our work
on tone mapping (EG’03, ACM Applied Perception in Graphics and Visualization’04).
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Prizes and Awards
Hans-Peter Seidel received the Gottfried-Wilhelm-Leibniz Prize 2003 by the German Re-
search Foundation (DFG). He also became a Fellow of the Eurographics Association in 2003,
and he was selected as founding chair of the newly established Eurographics Awards Pro-
gramme in 2004.
Volker Blanz won consecutive best paper awards at EG’03 and EG’04. Jan Kautz won
the Dr. E. Martin Award (Best PhD thesis in his field of study at Saarland University) in
2004 and also received the Otto-Hahn-Medal 2004. Jan also successfully applied for postdoc
fellowships both with DAAD and DFG (Emmy-Noether-Fellowship). Christian Theobalt was
accepted to the ATI Fellowship Programme in 2005.
Thomas Annen’s diploma thesis was selected as best diploma thesis in computer science
at a Fachhochschule in Germany in 2003. Martin Fuchs won the VDI award (best diploma
thesis in his field of study at Saarland University) in 2004.
Cooperations
In addition to the collaborations inside the institute (surface reconstruction, free viewpoint
video) and with the university (realtime ray tracing, interactive global illumination, mesh
processing, speech synchronization), and in addition to numerous collaborations between
individual researchers (including several of our former graduates), we have also established
a substantial number of formal cooperations with other institutions on both a national and
international level.
We have been coordinating the EU project ViHAP3D (partners: UPC Barcelona, CNR-
ISTI, Gedas, Minolta, SBAAAS), and have participated in the EU projects MINGLE (part-
ners: U. Oslo, U. Tel-Aviv, TU Munich, Technion Haifa, Univ. Grenoble, U. Cambridge, U.
Genova), RealReflect (partners: U. Vienna, U. Bonn, U. Prague, INRIA Grenoble, Mercedes
Benz VR Center, IC:IDO, VR Architecture GmbH), and in the EU Network of Excellence
Aim@Shape (partners: CNR-IMATI, U. Genova, EPFL Lausanne, FHG-IGD Darmstadt,
INPG Grenoble, INRIA Rhone Alpes, ITI-CERTH, Thessaloniki, U. Geneva, SINTEF Oslo,
Technion, Haifa, TU Darmstadt, U. Utrecht, Weizmann Institute).
We also participate in a GIF-project (partners: U. Tel Aviv, Technion Haifa, U. Tu¨bingen,
U. Bonn, RWTH Aachen), in the DFG-Schwerpunktprogramm Verteilte Verarbeitung und
Vermittlung digitaler Dokumente (partners: U. Braunschweig, U. Bonn, U. Tu¨bingen, U.
Stuttgart, U. Konstanz, among others), and in the OpenSG project funded by BMBF
(partners: FhG-IGD Darmstadt, U. Bonn, U. Stuttgart, U. Tu¨bingen, RTWH Aachen, TU
Braunschweig, TU Darmstadt, ZGDV Darmstadt). We also collaborate directly with Daimler
Chrysler (simulation of display appearance in the car cockpit). Details on those cooperations
can be found in Section 14.18.
Max Planck Center for Visual Computing and Communication
The Max Planck Center for Visual Computing and Communication (MPC-VCC) with cor-
responding research activities at the Max Planck Institute for Informatics and at Stanford
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University was established jointly by MPG and Stanford University in October 2003. The
proposed collaboration has two intertwined goals: Establish a joint research program in the
area of visual computing and communication and incorporate a strong career development
component to alleviate the shortage of qualified faculty and scientists in information tech-
nology in Germany.
The Max Planck Center fosters the professional development of a small number of selected
outstanding individuals by providing them with the opportunity to work at Stanford Uni-
versity as visiting assistant professors in the area of visual computing and communication
for two years and then return to Germany to continue their research as leader of a junior
research group at the Max Planck Institute for Informatics and ultimately as a professor at
a German university.
The center is directed jointly by Hans-Peter Seidel (MPII) and Bernd Girod (Stanford)
and currently encompasses five independent research groups (two at Stanford and three at
MPII).
Group Development
The composition of the group has changed considerably over the past two years.
Stefan Gumhold joined us with an Heisenberg-Stipendium and became leader of a junior
research group within the Max Planck Center for Visual Computing and Communication
(MPC-VCC) in 2004. Volker Blanz (2004) and Holger Theisel (2005) also became junior
research group leaders within MPC-VCC. Ingo Wald joined us as a postdoc from Saarland
University in 2003, and Zachi Karni joined us as a postdoc from Technion in 2004.
Jochen Lang accepted a faculty position at Univ. Ottawa, Canada, and left the group in
2004. Jan Kautz who is currently on leave as a postdoc at MIT (2003-2005) received an offer
for an Associate Professorship at Univ. Bielefeld. Hendrik Lensch joined Stanford University
as a visiting assistant professor within MPC-VCC in 2004. Ulrich Schwanecke accepted a
faculty position at FH Wiesbaden. Jo¨rg Haber received an offer for a faculty position at TU
Dresden but decided to stay. Cyril Damez (2003) and Yitaka Ohtake (2004) left the group
and accepted positions in France and Japan. Volker Blanz received an offer for an Associate
Professorship at Univ. Siegen and is likely to leave the group in the fall.
Michael Goesele, Ming Li, Christian Ro¨ssl, Takehiro Tawara, Christian Theobalt, Ingo
Wald, and Jens Vorsatz all completed their PhD theses. Michael Goesele (Univ. Washington),
Ingo Wald (Univ. Utah) and Christian Ro¨ssl (INRIA) are all planning to do a postdoc abroad,
starting in the fall. Christian Theobalt will continue with the group as a postdoc. Ming Li and
Jens Vorsatz accepted positions in industry. Takehiro Tawara accepted a research position
at Tokyo University in Japan.
Our current PhD students are Naveed Ahmed, Irene Albrecht, Thomas Annen, Robert
Bargmann, Tongbo Chen, Edilson De Aguiar, Alexander Efremov, Christian Fuchs, Martin
Fuchs, Wolfram von Funck, Marde Greeff, Johannes Gu¨nther, Grzegorz Krawczyk, Torsten
Langer, Rafal Mantiuk, Waqar Saleem, Oliver Schall, Kuangyu Shi, Carsten Stoll, Akiko
Yoshida, Shin Yoshizawa, Rhaleb Zayer, and Gernot Ziegler.
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Group
Overview
AG5 has been established in October 2003. It is headed by Prof. Dr. Gerhard Weikum,
and currently consists of 14 doctoral students and 2 post-doctoral researchers. The group’s
research falls into two major areas:
1. intelligent organization and search of semistructured information, in intranets, digital
libraries, and on the Web;
2. architecture and strategies for self-organizing distributed information systems, partic-
ularly, peer-to-peer systems.
Vision and Research Directions
Intelligent Organization and Search of Information
The first theme pursued in AG5, intelligent organization and search of information, is moti-
vated by the following considerations. The Internet and the intranets of large organizations
increasingly exhibit semistructured data sources in XML that are more richly structured and
annotated than traditional Web pages (in HTML) but lack a globally unified schema that
a conventional database approach would suggest. Often applications need to query multiple
data sources and thus face highly heterogeneous data with diversity in structure, annota-
tions, and terminology of contents. Database query languages like XQuery or XPath are
inappropriate for searching such diverse data: queries would often return too many or too
few results. Rather a ranked retrieval paradigm is called for, where queries return result
lists in descending order of some relevance or similarity measure. Computing such rank-
ings is based on statistical models, typically over text term or attribute value distributions.
This entails difficult research issues regarding both the effectiveness of search, in terms of
result quality measures like precision, recall, authority, freshness, etc., and the efficiency of
search, in terms of throughput and response time on billions of data items such as Web or
digital-library documents.
The following are a few example queries where current Web and intranet search engines
fall short or where data integration techniques and traditional database querying (in SQL
or XQuery) face unsurmountable difficulties even on structured, but federated and highly
heterogeneous databases:
Q1: Which professors from Saarbru¨cken in Germany teach information retrieval and do
research on XML?
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Q2: What are the most important research results on large deviation theory?
Q3: Which drama has a scene in which a woman makes a prophecy to a Scottish nobleman
that he will become king?
Why are these queries difficult (too difficult for Google-style keyword search unless one
invests a huge amount of time to manually explore large result lists with mostly irrelevant
and some mediocre matches)? For Q1 no single Web site is a good match; rather one has
to look at several pages together within some bounded context: the homepage of a professor
with his address, a page with course information linked to by the homepage, and a research
project page on semistructured data management that is a few hyperlinks away from the
homepage. Q2 is not a query in the traditional sense, but requires gathering a substantial
number of key resources with valuable information on the given topic; it would be best
served by looking up a well maintained Yahoo-style topic directory, but highly specific expert
topics are not covered there. Q3 cannot be easily answered because a good match does not
necessarily contain the keywords “woman”, “prophecy”, “nobleman”, etc., but may rather
say something like “Third witch: All hail, Macbeth, thou shalt be king hereafter!” and the
same document may contain the text “All hail, Macbeth! hail to thee, thane of Glamis!”.
So this query requires some background knowledge to recognize that a witch is a woman,
“shalt be” refers to a prophecy, and thane is a title for a Scottish nobleman.
The effectiveness of information search can be potentially improved by preprocessing and
organizing the information in a richer and more explicit manner. This includes thematic
classification of documents based on supervised and semisupervised learning, automatic an-
notation of documents using techniques for named entity recognition, part-of-speech tagging
and more advanced structuring of natural language text, mapping words with a given tex-
tual context onto explicit concepts compiled in thesauri and ontologies, and so on. On the
other hand, such techniques pose tremendous challenges for the efficiency of indexing, query
processing, and search result ranking. A key theme of the group’s research is to gain funda-
mental insights into this tradeoff, and advance the state-of-the-art on both more intelligent
information organization and more efficient search of richer information.
The extraction of topic labels, named entities, and other “facts” from text and semistruc-
tured data brings Web and intranet information closer to the realm of traditional databases
with a clean and explicit structure and a precise, logic-based querying paradigm (expressed in
languages like XQuery or SQL). However, as the automatic extraction and tagging processes
are based on statistical learning and heuristics, their results do usually not achieve hundred
percent confidence. Thus, even when the data appears database-like, the diversity in data
quality mandates a ranked retrieval approach where schema-driven querying is combined
with probabilistic and statistical reasoning.
The research in this area currently encompasses the following issues:
– intelligent search on Web data (i.e., hyperlinked HTML pages),
– intelligent search on semistructured data (i.e., non-schematic XML documents, inter-
linked in a graph structure),
– efficient query processing (for computing the top-k results of a query)
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– intelligent organization of information (by automatic classification, annotation, map-
ping to concept spaces), and
– applications (for business portals, digital libraries, analyzing scientific data, etc.).
Self-Organizing Distributed Information Systems
The second major theme pursued in AG5, architecture and strategies for self-organizing
distributed information systems, is motivated by the following considerations. Peer-to-peer
systems, P2P systems for short, are decentralized federations with thousands or millions of
computers and data resources that are dynamically organizing themselves in a self-managing
and self-optimizing manner, to collaborate for long-running distributed computations or
global information sharing. Well-known example applications are the sharing of MP3 music
files on platforms such as Gnutella or KaZaA; future applications could include decentral-
ized Internet search, collaborative data mining, and the dynamic just-in-time optimization of
complex workflows in logistic planning and other business processes that span organizational
boundaries. Such architectures offer great opportunities in utilizing the aggregated computa-
tional, storage, and communication resources of the underlying peers, and could potentially
provide unlimited scalability and much better resilience to component failures and attacks.
On the other hand, efficiently utilizing the distributed resources in the presence of high dy-
namics (caused by failures and churn) and heterogeneity (in terms of performance capacities
and peer behavior) poses tremendous challenges. In addition, the highly distributed nature
of these systems require an “autonomic” approach: all components and the entire system
must be completely self-managing, self-healing (after failures), and self-tuning (to provide
performance guarantees) without the care and feed of a system administration staff.
A particularly intriguing P2P application and a challenging research goal by itself is de-
centralized Web search, with Google-or-better functionality, but built on a self-organizing
P2P network with thousands or millions of computers and users. In the envisioned architec-
ture each peer, say the home PC of a scientist or student, has a full-fledged search engine
that indexes a small portion of the Web, according to the interest profile of the user. Such
an architecture not only poses major challenges, but also offers great opportunities to ad-
vance the quality of Internet information search beyond state-of-the-art search engines like
Google. First, as the data volume and the query load per peer are much lighter than on
the server farm of a centralized search engine, a peer’s local search engine can employ much
more advanced techniques for concept-based rather than keyword-based search, leveraging
background knowledge in the form of thesauri and ontologies and powerful mathematical
and linguistic techniques such as spectral analysis and named entity recognition. Second,
peers can collaborate for finding better answers to difficult queries: if one peer does not
have a good result locally it can contact a small number of judiciously chosen peers who
are considered “knowledgeable” on the query topic. This approach should often be able to
exploit the small-world phenomenon on the Web: knowledgeable peers are only a short dis-
tance away. Third, a P2P system can gather and analyze bookmarks, query histories, user
click streams, and other data about user and community behavior; the implicit and explicit
assessments and recommendations derived from this input can be leveraged for better search
results. In contrast to a central server, the P2P approach provides each user with direct, fine-
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grained control over which aspects of her behavior may be collected and forwarded to other
peers. Fourth, a politically important issue is that a P2P search engine is less susceptible to
manipulation, censorship, and the bias induced by purchased advertisements.
The research in this area currently encompasses the following issues:
– self-organizing peer-to-peer systems (especially for Web search), and
– dependable infrastructure.
Earlier work of the group also included stochastic modeling for performance prediction and
self-tuning strategies for performance guarantees (see, e.g., [1, 2, 3]. However, this direction
has currently lower priority, and none of the current researchers and doctoral students is
working on this theme.
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Achievements
The group has successfully undergone a major transition, moving from traditional database
research, with emphasis on performance guarantees, to information retrieval and Web search.
It has been among the first research groups that addressed ranked retrieval of XML data,
and has established itself as one of the world-wide leaders on this topic. The scientific cor-
nerstones on which the group’s successful systems work (XXL, TopX, SphereSearch) builds
are the integration of thesauri and ontologies with statistically quantified relationships, the
efficient indexing of transitive paths, and the advanced top-k query processing algorithms
with probabilistic pruning.
The group puts major efforts into prototyping software systems, and pursues the philos-
ophy of open source software dissemination. Currently, the workflow management system
Mentor-lite and the focused crawler BINGO! can be freely downloaded from the group’s
Web site. BINGO! has received a fair amount of attention, and several industry players have
expressed their interest in this software. It is planned to soon disseminate the TopX engine
(for efficient top-k querying on text, Web, and XML data). Furthermore, the P2P search
engine Minerva is being made available to project partners within the DELIS EU project. All
these software systems are also used intensively within AG5 itself; for example, several doc-
toral students use BINGO! for collecting and preparing data in their experimental studies,
although their research topics are not related to focused crawling.
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The group emphasizes the experimental evaluation of newly developed models, algorithms,
and systems. Substantial efforts have been made to build up appropriate datasets (e.g., Web
crawls, IMDB and Wikipedia both in XML format with additional annotations, ontologies
mined from WordNet and Wikipedia, etc.) and the necessary infrastructure for experimen-
tation. The group has been participating in the Web, Robust, and Terabyte tracks of the
TREC benchmark conference and the INEX benchmark for XML information retrieval.
Several AG5 members won awards: Arnd Christian Ko¨nig was awarded with the 2003
Dr.-Eduard-Martin Prize for his dissertation on Query Estimation Techniques in Database
Systems, Michael Scholl received the Gu¨nter-Hotz Medal for the best Diploma students in
2004, and Julia Luxenburger received the Student Award of the regional chapter of the
German Computer Society in 2005.
The group has been quite successful also in terms of first-rate publications: eight full
papers in the VLDB, EDBT, ICDE, SIGIR, CIKM conferences of the last year, which are
among the premier conferences in the database and information retrieval fields and have
acceptance ratios of 1:5 or higher, and numerous papers in other highly selective conferences
and workshops (such as ECIR, WISE, and WebDB, all of which have acceptance rations of
1:4 or higher).
Collaborations and Networking
Within the institute, AG5 is primarily cooperating with AG1 (Bast) on algorithms and
models for information retrieval in a broad sense. The two groups jointly participate in the
EU-funded Integrated Project DELIS on Dynamically Evolving Large-Scale Information Sys-
tems, and they have jointly organized the ADFOCS Summer School on advanced information
retrieval in fall 2004. There are also smaller-scale local collaborations with bioinformatics
(Lenhof at Saarland University) on rule mining for gene expression time-series and on graph
indexing, material sciences (Mu¨cklich at Saarland University) on automatic classification of
microstructure images, computational linguistics (Uszkoreit at DFKI, Pinkal at Saarland
University) on richer representations of natural-language text, computational logics (Baum-
gartner at AG2, Siekmann at DFKI) on ontologies, and with the Dagstuhl Seminar Center
(Wilhelm) on using advanced link analysis techniques for impact assessment.
At the national level the group collaborates with the information retrieval group of the
University of Duisburg (Fuhr) on the DFG-funded project CLASSIX (classification and
search of information in XML), with the Heinz-Nixdorf Institute in Paderborn on semantic
overlay networks for P2P Web search in the context of the EU project DELIS, and with
various industry partners in the context of the BMBF-funded project P2E2 on peer-to-peer
technology for workflow management.
Internationally, the group participates in the EU Integrated Project DELIS, with intensive
collaboration with the University of Patras, Greece, and the EU Network of Excellence DE-
LOS on future digital libraries. Another Integrated Project, AEOLUS on global computing
with partners like U Patras, ETH Zurich, etc., has recently been approved by the EU, and a
proposal for an EU Research Infrastructures Action, VOILA (Virtual Observatory of Inter-
net Life and Access) with partners like Hebrew U and European Internet Archive, has just
been submitted. In addition the group informally collaborates with the Athens University
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of Economics and Business (Vazirgiannis) and Microsoft Research in Redmond (Chaudhuri,
Lomet), and it maintains close contacts to various other universities.
Group Development
When AG5 was established in October 2003, the institute made special efforts to enhance
the facilities and integrate the new group. The experimental work of AG5 posed extra re-
quirements on the computing and networking infrastructure. It took some time to build up
the facilities for large-scale data management and Internet experiments.
The group, which was formerly part of the Saarland University, grew rapidly from 6
doctoral students and 1 post-doctoral researcher to its current size of 14 students and 2
researchers. The growth path was not planned this particular way, but it turned out to be
difficult to hire first-rate postdocs whereas there was a peak of highly talented students
completing their Master’s degrees in the area of AG5.
The group has a collaborative rather than hierarchical structure. All group members report
to the director. Each student and researcher writes a short progress report every six months,
which is discussed with the director. All graduate students meet regularly with the director
and also interact with other senior scientists at the institute or the Saarland University,
who could potentially serve as supervisors and readers of the doctoral theses. The group
runs a weekly research seminar with informal presentations and discussion. In addition,
group members participate in the AG5 Oberseminar, which consists of presentations on
Diploma and Master thesis projects, and various activities within the International Max
Planck Research School (IMPRS) and the Graduate Studies Program (Graduiertenkolleg)
at the Saarland University.
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Static Analysis
The static analysis group was closed at the end of August 2004. The head of the group, Bruno
Blanchet, has left the Max Planck Institute for Informatics for E´cole Normale Supe´rieure,
Paris.
Vision
Static analysis aims at determining properties of programs by inspecting their code, without
executing them. The goal of the group is to apply static analysis techniques to the verification
of real software. This task presents a number of challenges: full languages have to be analyzed,
analyses that offer a good compromise between cost and precision and that scale up have to
be designed.
Our work is both theoretical and practical. We design new static analysis techniques, prove
their soundness, implement them, and evaluate them on practical examples.
All areas in which programming errors can have serious consequences are good candidates
for verification by static analysis. We focused mainly on the verification of cryptographic
protocols, as detailed below. In the first two years of the group, we also worked on the
verification of critical embedded software, as mentioned in the previous report.
Some Recent Achievements
Cryptographic protocols are used for secure communications on an insecure network such
as Internet. Their design is particularly error-prone, so they are good targets for formal
verification. We first worked on the verification of formal models of protocols, represented in
extensions of the pi calculus. We designed and implemented an efficient automatic verifier
ProVerif, which can prove secrecy and correspondence assertions (authenticity) for an
unbounded number of sessions of the protocol. Recent extensions to this tool allow us to
verify observational equivalence properties in a fully automatic way. Such properties can be
used to formalize a wide range of security properties. We have also extended ProVerif
in order to reconstruct attacks against the protocol when the proof of the desired property
fails.
We have used this tool for cases studies on complex protocols, such as JFK (a proposed
replacement for IKE in IPsec). This tool is also used by other teams. For instance, an
automatic analysis tool for web services protocols, TulaFale, has been implemented at
Microsoft Research Cambridge, relying on ProVerif as back-end.
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We also started to prepare the analysis of protocols in a more realistic computational
model and the analysis of real implementations of protocols (in Java).
Cooperations
The group has close links with the Computer Science Laboratory of E´cole Normale Supe´rieure,
Paris, in which Bruno Blanchet is a researcher. There is on-going work with Prof. Patrick
Cousot’s abstract interpretation team, and a collaboration has started with Prof. Jacques
Stern’s complexity and cryptography team and with Dr. David Monniaux, on the formaliza-
tion and mechanization of security proofs in the computational view of cryptography.
We have a long-term collaboration with Prof. Mart´ın Abadi (University of California,
Santa Cruz) and with Dr. Ce´dric Fournet (Microsoft Research, Cambridge) on the verifica-
tion of cryptographic protocols.
Inside the Max Planck Institute, the group also has links with the Programming Logics
group (AG2), in particular with Andreas Podelski.
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Discrete Optimization
The IRG2 Discrete Optimization was established in January 2001. Our group currently
consists of 5 PhD students and the head of IRG2. We work in the areas Integer Programming
and Combinatorial Optimization.
Difficult optimization problems are hidden in many different areas of everyday life. In a
globalized business, manufacturing and communication world, optimization problems have
become large and hard to solve. Mathematical optimization is now a key technology for
decision making and the ability to solve difficult optimization problems is a competitive
advance.
In respect thereof, we are driven by the following goals.
– Deliver fundamental results in the theory of integer programming and combinatorial
optimization, which have high impact in the community.
– Contribute with software to solve difficult applied optimization problems.




– Friedrich Eisenbrand and So¨ren Laue present an optimal algorithm for integer pro-
gramming in the plane. Their result marks the endpoint of a 20 year long history on
the search for faster algorithms for this problem.
– Markus Behle and Friedrich Eisenbrand, together with Bernd Becker and Ralf Wimmer
(University of Freiburg) incorporate Binary Decision Diagrams (BDDs) into a Branch-
And-Cut framework. They produce competitive code for hard unstructured integer
programs on which state of the art commercial solvers fall short.
– Gennady Shmonin and Friedrich Eisenbrand consider equality constrained integer pro-
grams with many variables and show that if an optimal solution exists, then there
exists one with “few” nonzero variables. Their result implies in particular that the
high multiplicity bin-packing problem is in NP. This question, whether this is the case,
was addressed by various authors.
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Combinatorial Optimization
Coordinator: Friedrich Eisenbrand
– Friedrich Eisenbrand, together with Gianpaolo Oriolo (Rome), Paolo Ventura (IASI
Rome) and Gautier Stauffer (EPFL Lausanne) have proved a longstanding open prob-
lem concerning the description of the convex hull of stable sets in quasi-line graphs.
– Fabrizio Grandoni and Friedrich Eisenbrand, together with with Martin Skutella (Dort-
mund) and Gianpaolo Oriolo (Rome) developed a new approach for virtual private
network design. They derive new lower bounds and the so far best approximation
algorithm for this problem.
Applied Optimization
Coordinator: Friedrich Eisenbrand
– Andreas Karrenbauer’s Master’s Thesis presents a new variant of a simulated annealing
approach which is applied to a difficult packing problem which arises in car manufactur-
ing. By combining his approach with the discrete solution method which is developed
by Joachim Reichel (AG1), their software achieves the quality which is required by
their industrial partner.
– Gennady Shmonin cooperates with the research group of Professor Werner Damm
in Oldenburg in the scope of the SFB/Transregio AVACS. He develops an efficient
algorithm for task distribution in realtime systems. The industrial applications of this
problem are for example found in the automotive industry, where periodically triggered
control units have to communicate via a bus-system and have to satisfy strict deadlines.
Graph Theory
Coordinator: L. Sunil Chandran
– Sunil Chandran has related boxicity with the notions of treewidth and tree decom-
positions. Treewidth is an extensively studied concept, both from graph theoretical
and computer science point of view. By relating boxicity with treewidth, we were
able to give (almost) tight upper bounds for the boxicity of various special classes
of graphs. Moreover, we also proved some interesting structural results about high
boxicity graphs.
– Sunil Chandran and Naveen Sivadasan (AG1) investigated Hadwiger’s conjecture in the
case of graph Cartesian products. They present conditions under which the Hadwiger
conjecture holds true.
Plenary Talks and Awards
– In April 2005 Andreas Karrenbauer received the Gu¨nter Hotz medal, which is awarded
by the Freunde der Saarbru¨cker Informatik.
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– In July 2004 Friedrich Eisenbrand received the Heinz Maier-Leibnitz award of the
German Research Foundation (DFG).
– Friedrich Eisenbrand was an invited plenary speaker at the International Conference
for Operations Research KOI 2004 of the Croatian Operations Research Society.
Cooperation with Other Groups and Industrial Partners
– Friedrich Eisenbrand and Andreas Karrenbauer work jointly with Stefan Funke (AG1),
Elmar Scho¨mer (Mainz) and Joachim Reichel (AG1) on an industrial project which is
funded by Daimler-Chrysler
– We are part of the SFB/Transregio AVACS, which is a transregional collaborative
research center, founded by the German Research Foundation (DFG). Apart from the
MPII, the other sites are Freiburg, Oldenburg and the University of Saarbru¨cken.
– Our co-authors of recent (last two years) publications are from AG1, Stanford (USA),
MIT (USA), Dortmund (Germany), Freiburg (Germany), EPFL Lausanne (Switzer-




10 Independent Research Group 3:
Graphics – Optics – Vision
The Independent Research Group “Graphics–Optics–Vision”, established in 2002, works on
interdisciplinary challenges from computer graphics, computer vision, and applied optics.
Our research currently concentrates on video-based rendering, 3D television, and dynamic
scene reconstruction. Specific research topics include
– spacetime-coherent reconstruction (Bastian Goldlu¨cke),
– realistic modeling and visualization of natural dynamic phenomena (Ivo Ihrke),
– numerical optics for rendering (Lukas Ahrenberg),
– acquisition, modeling, and rendering of non-rigid dynamic surfaces (Volker Scholz),
– augmented astronomy and astronomical visualization (Andrei Lint,u), and
– example-based animation and editing tools (Timo Stich).
During the report period, our research efforts have lead to a number of publications in
scientific journals and at internationally renowned conferences. We are partner in the newly
established EU Network of Excellence “3D–TV”.
Cooperations
We actively seek collaborations with other international research groups. During the report
period, we welcomed research visitors from the University of Tokyo, Japan, the Israel In-
stitute of Technology, the International University Bremen, the University of Surrey, UK,
Heriot-Watt University, UK, and the Bauhaus University in Weimar. In the same spirit,
members of our group visited the University of Utah, Indiana University, and Microsoft
Research Asia to pursue joint research projects.
Group Development
Since the last biennial report in 2003, the group has doubled in size from three to six
Ph.D. students, thanks to successful application for third-party funding. Andrei Lint,u from
Romania, Volker Scholz from Stuttgart, and Timo Stich from Mannheim joined the group
as Ph.D. students, adding to our group their respective expertise in virtual reality, cloth
modeling, and machine learning. The group’s first Ph.D. student, Bastian Goldlu¨cke, is
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11 The Algorithms and Complexity Group
11.1 Personnel
Director
Prof. Dr. Kurt Mehlhorn
Researchers
Dr. Ernst Althaus (until 30.04.04, now LORIA Nancy)
Dr. Holger Bast
Dr. Surender Baswana (since 01.10.03)
Dr. Stefan Burkhardt (until 31.08.04, now Google)
Dr. Bela Csaba (until 31.08.03)
Dr. Benjamin Doerr (since 01.04.05)
Dr. Khaled Elbassioni (since 01.10.04)
Dr. Mohammad El Kaoui (since 01.10.04)
Dr. Aleksei Fishkin (since 01.09.04)
Dr. Dimitris Fotakis (until 31.08.03, now University of the Aegean)
Dr. Stefan Funke (at Stanford during 01.09.04–31.08.05)
Dr. Juha Ka¨rkka¨inen (until 31.12.03, now University of Helsinki)
Dr. Alex Kesselmann (until 28.02.05, now Corvil, Dublin)
Dr. Lutz Kettner
Dr. Dariusz Kowalski (until 30.09.04, now University of Warsaw)
Dr. Spyros Kontogiannis (until 30.09.03, now University of Ioannina)
Dr. Martin Kutz (since 01.10.04)
Dr. Theocharis Malamatos
Dr. Uli Meyer
Dr. Maria Minkoff (01.10.03-31.12.04, now UBS Investment Bank, Zu¨rich)
Dr. Nabil Mustafa (since 01.10.04)
Dr. Seth Pettie (since 10.09.03)
Dr. Sylvain Pion (until 30.09.03, now INRIA Sophia Antipolis)
Priv. Doz. Dr. Peter Sanders (until 30.09.04, now Universita¨t Karlsruhe)
Dr. Susanne Schmitt
Dr. Rene Sitters (since 01.09.05)
Priv. Doz. Dr. Martin Skutella (until 30.09.04, now Universita¨t Dortmund)
Dr. Venkatesh Srinivasan (until 31.12.03, now University of Victoria)
Dr. Kavitha Telikepalli (until 31.12.04, now IISc Bangalore)
Dr. Nicola Wolpert
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In the time period from June 2003 to March 2005, the following researchers visited our group:
Dieter von Melkebeek 25.06.03–28.06.03 University of Wisconsin,
Madison
Gokul Varadhan 25.06.03–27.06.03 University of North Carolina
Chee Yap 29.06.03–29.08.03 New York University
Sandeep Sen 04.07.03–10.07.03 ITT Delhi
Rahul Jain 05.07.03–25.07.03 Tata Institute of Fundamental
Research (TIFR) Mumbai








Afra Zomorodian 01.08.03–30.11.03 Standord University
Bertrand Meyer 07.09.03–09.09.03 ETH Zu¨rich
Dan Halperin 07.09.03–12.09.03 Tel Aviv University
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Stefan Na¨her 07.09.03–12.09.03 Universita¨t Trier
Ed Rothberg 08.09.03–14.09.03 Rice University
Robert E. Bixby 08.09.03–14.09.03 Rice University
Georges Dupret 06.10.03–08.10.03 IBM Zu¨rich
Shahid Jabbar 07.10.03 Universita¨t Freiburg
Gregorg Chirikjian 24.09.03–26.09.03 John Hopkins Univ. Baltimore
Oliver Kohlbacher 24.09.03–26.09.03 Universita¨t Tu¨bingen
Andre Lieutier 24.09.03–26.09.03 Research Engineer Dassault,
Aix-en-Provence




Andrzej Pelc 17.11.03–20.11.03 University of Quebec
Bogdan Chlebus 11.12.03–23.12.03 University of Colorado
Christian Knauer 07.01.04–10.01.04 Freie Universita¨t Berlin
Geraldine Morin 07.01.04–10.01.04 Freie Universita¨t Berlin
Yoshihiro Kanno 21.01.04–22.01.04 University of Lisboa
Torsten Koch 28.01.04–29.01.04 ZIB Berlin
Tobias Achterberg 28.01.04–29.01.04 ZIB Berlin
Christian Worm Mortensen 02.02.04–02.08.04 University of Copenhagen
Philipp Friese 10.02.04–11.02.04 TU Berlin
Norbert Zeh 01.03.04–14.03.04 Dalhousie University, Halifax
Fousse Laurent 01.03.04–31.05.04 Universite Paris 6
Volker Kaibel 08.03.04–12.03.04 TU Berlin
Rene Sitters 16.03.04–17.03.04 University of Rome
David Abraham 31.03.04–31.07.04 Carnegie Mellon University
Martin Kutz 13.04.04–14.04.04 TU Berlin
Laurent Dupont 03.05.04–30.09.04 Universite Nancy
Fernanda Salazar 07.05.04–30.06.04 University of Quito, Ecuador
Oscar Ruiz 26.05.04–12.08.04 EAFIT University, Medellin
Alexander Hall 13.06.04–18.06.04 ETH Zu¨rich
Chee Yap 01.07.04–31.08.04 New York University
Phil Bradford 10.07.04–25.07.04 University of Alabama
Boris Aronov 05.07.04–31.08.04 Polytechnic University New
York
Amr Elmasry 28.08.04–03.09.04 University of Kairo
Thorsten Theobald 27.09.04 Universita¨t Frankfurt
Joachim Giesen 27.09.04 ETH Zu¨rich
Benjamin Do¨rr 27.09.04 Universita¨t Kiel
Christian Sohler 27.09.04 Universita¨t Paderborn
Haim Kaplan 01.11.05–05.11.04 Tel Aviv University
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Efi Fogel 07.11.04–12.11.04 University of Tel Aviv
Dariusz Kowalski 08.12.04–12.12.04 University of Warsow
Sergey Sevastyanov 23.01.05–07.02.05 University of Novosibirsk
Evripides Bampis 27.01.05–02.02.05 LaMi, Universite d’ Evry
Joannis Milis 27.01.05–02.02.05 University of Athens
Valentin Delaplace 04.03.05–31.05.05 Universite Nancy
Meena Mahajan 28.03.05–08.05.05 Institute of Mathematical
Science, Chennai
11.3 Group Organization
The group meets two to four times a week at 1.30 pm:
– On Monday and Wednesday (1.30–2.15) we have our noon seminar (sometimes also on
Friday). It lasts about 45 minutes and is reserved for presentations of new results and
ongoing research. We also ask our guests to give presentations in the noon seminar.
– On Tuesday and Thursday (1.30–3.00) we run the “Selected Topics in Algorithms”
course. This course is reserved for two to four week intensive treatments of subjects of
current interest.
On a monthly basis we run a “‘Group-meeting” in which all the members of the group
participate to discuss various topics regarding the group and to be informed about several
other activities.
We are currently pursuing seven research areas, each having its own coordinator. The
subgroups and their coordinators are:
– Foundations, coordinator: Kurt Mehlhorn and Seth Pettie. Holger Bast coordinated
this group until September 2003.
– Combinatorial Optimization, coordinator: Kurt Mehlhorn and Ernst Althaus (at LO-
RIA Nancy). Martin Skutella coordinated this group until October 2004.
– Advanced Models of Computation, coordinator: Uli Meyer. Peter Sanders coordinated
this group until October 2004.
– Information Retrieval, coordinator: Holger Bast. This group started in October 2003.
– Computational Geometry, coordinator: Kurt Mehlhorn and Lutz Kettner. Stefan Funke
coordinated this group until August 2004.
– Assembly and Simulation, coordinator: Elmar Scho¨mer (at Universita¨t Mainz). This
group will not be continued.
– Software Libraries, coordinator: Lutz Kettner.
Most group members contribute to more than one area. The coordinators coordinate
research and teaching in their area and together with Kurt Mehlhorn form the steering
committee of the group which meets weekly to discuss and organize the work of the group.
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11.4 Foundations
Coordinator: Seth Pettie
How good is this algorithm or data structure? How efficiently can this computational problem
be solved? And under which circumstances? Giving mathematically rigorous answers to
such questions lies at the heart of computer science. Challenges are to identify fundamental
problems, to develop sensible measures of computational complexity, to analyze algorithms
with respect to such measures and improve them if possible, and, often the most difficult
of all, to make statements on the intrinsic complexity of a problem, that is, lower bounds
which no algorithm can surpass.
AG1 has always contributed strongly to this area of computer science. Topics covered
in the last two years included matching theory, graph theory, online and approximation
algorithms, algebraic algorithms, string matching, and certifying algorithms.
11.4.1 Matching in Graphs
Matching is a core area in graph theory and one of the first graph problems studied from a
rigorous computational perspective [5]. (A matching is defined as a set of edges no two of
which share an endpoint.) The computational complexity of finding an optimal (or accept-
able) matching depends strongly on how solutions are to be evaluated and which assumptions
we make about the underlying graph. Our contributions in this area lie along several distinct
axes.
We explored assignment problems in bipartite graphs where preferences are expressed by
linear or partial orders and not by an edge weight function. The scenario is as follows: We
have a bipartite graph G = (A∪B,E) and the nodes in A (or the nodes in A and B) rank the
edges incident to them. The ranking is either a linear order or a partial order and ties may
be allowed or not. Concrete examples are: professors rank offices, persons rank jobs, medical
interns rank hospitals and hospitals rank medical interns, and so on. The goal is to find an
assignment optimizing some global notion of welfare. Some ranked matching problems can
be reduced to the maximum weight matching problem by assigning exponentially large edge
weights. We design efficient matching algorithms that are tailored to very large weights; see
below.
We showed that even in sparse graphs (edge probability p = Θ(1/n) in the Gn,p-model)
non-maximal matchings have logarithmic length augmenting paths, which implies that in
such graphs, maximum cardinality matching is solvable in O(m log n) time. Previously, this
was only known [11] for edge probabilities above (lnn)/n. Finally, we addressed the compu-
tational complexity of finding approximately optimal solutions in matching problems.
Rank-Maximal Matchings
Investigators: Kurt Mehlhorn, Dimitrios Michail, Katarzyna Paluch, and Kavitha
Telikepalli, in collaboration with Robert Irving
Consider a bipartite graph (A ∪ B,E) and a partition E = E1 ∪ E2 . . . ∪ Er of E into r
disjoint classes. We call the members of Ei rank i edges and use r to denote the maximal
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rank of any edge. The intuition behind the partition is that edges of lower rank are preferred
over edges of higher rank.
For a matching M let si(M) = M ∩Ei be the number of edges of rank i in M and consider
the following three optimization criteria:
– Maximize (s1, s2, . . . , sr), i.e., maximize the number of rank one edges in the matching,
and subject to this maximize the number of rank two edges, . . . . We call an optimal
matching a rank-maximal matching. A rank-maximal matching optimizes “total hap-
piness”.
– Maximize (s1 + s2 + . . .+ sr, s1, s2, . . . , sr), i.e., as above, but subject to the condition
that the matching has maximum cardinality. An optimal matching is the maximum
cardinality matching optimizing “total happiness”.
– Maximize (s1 + s2 + . . .+ sr, −sr,−sr−1, . . . ,−s1), among the maximum cardinality
matchings, find one with a minimum number of rank r edges, . . . . So the optimal
matching is the maximum cardinality matching minimizing “total unhappiness”.
In [9], we solved the first problem in time O(min(rm
√
n,mn)) and space O(m), In essence,
we reduced the problem to a sequence of r maximum matching problems in derived graphs.
Later, we found a connection to weighted matchings, see below, which allowed to solve the
other problems in essentially the same time and space.
Popular Matchings
Investigators: David Abraham, Kurt Mehlhorn, and Kavitha Telikepalli, in collaboration
with Robert Irving
In this setting, the nodes in A rank their incident edges into a linear order with ties possibly
allowed. We call a matching M more popular than a matching N if the number of nodes
preferring M over N is larger than the number of nodes preferring N over M . A node prefers
M over N iff it prefers its partner in M over its partner in N . A popular matching is one
for which there is no matching which is more popular. Popular matchings do not necessarily
exist. The reason, of course, is that the more popular than relation is not acyclic. Consider
the following instance (Read: a1 prefers p1 over p2 and p2 over p3)
a1 : p1 p2 p3
a2 : p1 p2 p3
a3 : p1 p2 p3
and assume ai is matched with pi. Matching a1 with p3, a2 with p1, and a3 with p2 is more
popular. In fact, there is no popular matching for this instance.
We [1] characterized instances having a popular matching, and showed how to decide
existence of and how to compute a popular matching in time O(
√
nm). Furthermore, if the
preference lists are strictly ordered (no ties) we can find a popular matching in linear time,
if such a matching exists.
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Pareto-Optimal Matchings
Investigators: David Abraham and Kurt Mehlhorn, in collaboration with Katar´ına
Cechla´rova´ and David F. Manlove
In this setting, the nodes in A rank their neighbors with ties allowed. A matching M is
Pareto-optimal if there is no matching N in which no node is worse off and at least one node
is better off. A node is worse off in N than in M if is matched in M and unmatched in N
or it matched to more preferred partner by M .
Pareto-optimal matchings are maximal, but not necessarily maximum and there may be
Pareto-optimal matchings of different cardinality. We [2] characterize Pareto-optimal match-
ings, show that it is NP-complete to decide whether a given matching is a minimum cardinal-
ity Pareto-optimal matching, and give an algorithm which computes a maximum cardinality




Investigators: Kurt Mehlhorn, Dimitrios Michail, Katarzyna Paluch, and Kavitha
Telikepalli
In this setting, both sides of the graph rank their incident edges. Ties are allowed. A matching
M is called stable if it is not blocked by any edge (a, b) ∈ E \M . An edge (a, b) is blocking
if a would prefer to match up with b and b would not object (i.e., either b prefers a over
its current partner or is indifferent between the two) or vice versa. We [8] decide existence
of a stable matching and compute one in time O(nm). The previously best algorithm by
R. Irving had running time O(m2).
Weighted Matching Problems with Non-Polynomial Weights
Investigators: Kurt Mehlhorn and Dimitrios Michail
The rank-maximal matching problem discussed above and its variants reduce to weighted
matching problems. For example, if we assign weight nr−i to the edges of rank i, rank-
maximal matchings correspond to maximum weight matchings. Maximum weight match-
ings can be computed by a number of algorithms, e.g., the scaling algorithms of Gabow-
Tarjan [6] and Ahuja-Orlin [12]. These algorithms require O(
√
nm log(nC)) arithmetic op-
erations, where C = nr is the largest weight. Each arithmetic operation has cost lognC,
since numbers of magnitude C need to be handled by the algorithms. For our problems, this
results in time O(r2
√
nm log n) and space O(rm).
In recent work we improve the running time and the space requirement by a factor of r
by showing that it suffices to handle numbers of polynomial size in the algorithm.
Matching Algorithms are Fast in Sparse Random Graphs
Investigators: Holger Bast, Kurt Mehlhorn, and Guido Scha¨fer, in collaboration with Hisao
Tamaki
The classical algorithms for computing a matching of maximum cardinality of a given graph
are due to Hopcroft and Karp [7] (for bipartite graphs) and Micali and Vazirani [10] (for
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general graphs). They both have a worst-case complexity of Θ(m
√
n), where m is the number
of edges and n is the number of vertices. Both are augmenting path algorithms, that is, they
incrementally extend a partial matching by appropriate augmenting paths until the matching
is maximum; see Figure 11.1. The
√
n factor in the running time stems from the fact that
augmenting paths up to this length have to be considered in the worst case. To date, no
algorithms with a significantly better worst-case performance are known.
Figure 11.1: A graph with a non-maximum
matching (bold edges), and an
augmenting path (arrows)
Motwani [11] could show that in a random
graph, for any matching that is not maxi-
mum, there almost always exists a shortest
augmenting path of length O(log n). This
yields an average running time of O(m log n)
for maximum-cardinality matching as well
as for a number of related problems. These
results hold for the standard random graph
model, where each potential edge is present
with a probability p (common for all edges),
independent of the presence of other edges.
However, Motwani’s result crucially relies on
strong expansion properties of the graph,
which he could only show for the case p ≥
lnn/n; for less dense random graphs his ar-
gument breaks down.
In [3], we develop a new line of argument which weakens this requirement to p ≥ c/n, for
some constant c. For bipartite graphs, our analysis requires that c ≥ 8.83, for general graphs
it requires that c ≥ 32.67. Our analysis at the same time improves over and simplifies that
of Motwani.
Approximate Weighted Matching
Investigators: Seth Pettie and Peter Sanders
Given a weighted graph the maximum weight matching problem is to compute a matching
whose total weight is maximized. There exist several polynomial-time algorithms for this
problem. However, they are rather complicated and all have super-linear running times. In
practical situations it may be desirable to accept a lower quality matching in exchange for a
faster and simpler matching algorithm. In [13] we present two simple (2/3− )-approximate
maximum weight matching algorithms that run in O(m log 1 ) time. Our approach, as in
the Drake-Hougardy algorithm [4], is to gradually improve the weight of the matching with
short augmenting paths and cycles. Generalizations of our approach yield (1−)-approximate
maximum weight matchings, though the running time is not linear.
Most matching algorithms exploit random access to memory and use graph exploration
techniques that are infeasible in some models of computation, such as distributed networks
and the external memory model. In recent work we show that certain matching problems are
no harder than that of computing a maximal matching. In particular, the problems of finding
a (1/2−)-approximation to maximum weight matching and finding a (1−)-approximation
to maximum cardinality matching can be reduced to a constant number of invocations of a
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maximal matching routine. These reductions yield several superior matching algorithms in
non-traditional models of computation.
Multigraph Edge Coloring
Investigators: Peter Sanders and David Steurer
The edge coloring problem asks for a partition of the edges of a graph G = (V,E) into a
minimum number χ′ of matchings. While almost everything is known about coloring bipartite
graphs and simple graphs, the situation is very complicated for multigraphs where there
may be multiple edges between a pair of nodes. On the one hand there is a long standing
conjecture by Goldberg and Seymour that χ′ ≤ χ˜′ + 1 where χ˜′ is an obvious lower bound
for χ′. On the algorithmic side, there was an evolution to ever more complicated polynomial
time algorithms that need 43χ
′, 76χ
′ + 23 ,
9
8χ
′ + 34 ,
11
10χ
′ + 710 colors. These algorithms are
based on a massive case distinction for all subgraphs of constant size. If you want to go
to the next step in this evolution, you have to handle even more cases for the next largest
graphs. We [14] avoid this combinatorial explosion by allowing a small number of additional
colors. This allows us to handle subgraphs of arbitrary size using a relatively simple, uniform
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11.4.2 Approximate Distances and Shortest Paths
For sufficiently large inputs even polynomial-time algorithms may become infeasibly slow or
require too much storage space. If we can tolerate errors of bounded magnitude can time
and space be saved? And if so, what are the possible time-space-approximation tradeoffs?
We consider these questions in the shortest path problem.
Approximate All-Pairs Shortest Paths
Investigators: Surender Baswana, in collaboration with Vishrut Goyal and Sandeep Sen
Computing all-pairs shortest paths (APSP) is a fundamental algorithmic problem. To date
there are no substantially sub-cubic algorithms for solving the general APSP problem. Fur-
thermore, it has been shown that APSP on unweighted, undirected graphs is equivalent to
boolean matrix multiplication, a problem for which no quadratic time algorithm is known.
We are interested in simple and efficient algorithms for computing APSP approximately.
We say an algorithm is t-approximate if it returns paths that are at most t times longer
than the shortest paths. In [1] we design a nearly 2-approximate APSP algorithm that re-
quires only quadratic time, a substantial improvement over the quadratic time 3-approximate
algorithm of [4].
The [1] algorithm reports approximate distances explicitly, in a table of size Θ(n2). Build-
ing on the work of Thorup and Zwick [5] we investigate compact representations of t-
approximate APSP. In [5] it is shown that for any t ≥ 3, an “oracle” can be built in
subquadratic space that answers t-approximate distance queries in constant time. However
their construction time was suboptimal. In [3] we consider unweighted graphs and show that
a t-approximate distance oracle can be constructed in optimal quadratic time. For t ≥ 3 the
space of the data structure is O(n1+2/(t+1)), which is conjectured to be optimal [5].
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Additive Spanners
Investigators: Surender Baswana, Kurt Mehlhorn, Seth Pettie, and Kavitha Telikepalli
A spanner of an undirected graph is a subgraph that is sparse and yet preserves the distances
of the original graph to some desired accuracy. Spanners (and related structures) are useful
in many contexts. They are the basis of space-efficient routing tables that guarantee nearly
shortest routes, schemes for simulating synchronized protocols in unsynchronized networks,
and parallel and distributed algorithms for computing approximate shortest paths.
A subgraph is called an additive t-spanner if the distance between any pair of vertices in
the spanner is within t units of their true distance in the original graph. Before our work it
was only known that every undirected graph has an additive 2-spanner with O(n3/2) edges.
We prove [2] that every undirected graph also has an additive 6-spanner with O(n4/3) edges,
and that such spanners can be constructed in polynomial time.
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11.4.3 Computing Minimum Cycle Bases
Investigators: Kurt Mehlhorn, Dimitrios Michail , Katarzyna Paluch, Kavitha Telikepalli
The problem of computing a minimum cycle basis in a graph is well-studied. The problem
is motivated by its practical relevance as a preprocessing step in various application fields,
such as electric circuits and chemical ring perception.
The incidence vectors of the cycles in an undirected graph form a vector space over GF(2).
This vector space is called the cycle space of the graph and a basis of this vector space is
a cycle basis of the graph. The minimum cycle basis problem is, given a weighted graph,
to compute a cycle basis whose total weight is minimal. The previous best algorithm for
computing a minimum cycle basis in an undirected graph with m edges and n vertices
had complexity O(mωn) where ω is the exponent of the matrix multiplication problem. We
presented an algorithm with running time O˜(m2n) [3]. Our algorithm is based on a simple
algebraic method which is implemented efficiently using matrix multiplication. The basic
idea in this method is to compute a vector Si along with every cycle Ci such that Si is a
witness of Ci’s membership in the minimum cycle basis.
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The problem of computing a minimum cycle basis arises in directed graphs as well. In
directed graphs a {−1, 0, 1} vector is assigned to each cycle and the vector space spanned
by these vectors over the field of rational numbers is the cycle space of the graph. We gave
an O˜(m4n) algorithm [1] for computing a minimum cycle basis in directed graphs which was
the first polynomial time algorithm for this problem. We also gave an O˜(m3n) Monte Carlo
algorithm. Our algorithms use simple linear algebra and elementary number theory and are
in the domain of arithmetical algorithms.
For the undirected case of the problem we also did an experimental study [2] of the
existing algorithms. We implemented an O(m3) algorithm and derived several heuristics
which improved the running time substantially. Based on our experimental observations we
derived a new simple practical algorithm with running time O(m2n2) which performs very
good in dense unweighted graphs. Finally we compared our implementations with a number
of previously available implementations.
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11.4.4 Certifying Algorithms
Investigators: A. Eigenwillig, K. Kaligosi, K. Mehlhorn, and U. Meyer, in collaboration
with D. Kratsch, R. McConnel, and J. Spinrad
We call a program certifying if it produces not only the output it is supposed to give, but
also a certificate or proof that this output is correct. We advocate certifying algorithms
and programs as a pragmatic approach to program correctness. A conventional algorithm or
program computing a function f : X → Y receives an input x ∈ X and produces an output
y ∈ Y . The intention is that y is equal to f(x). However, given the pair (x, y), the caller of
the program has, in general, no way to know whether y is indeed equal to f(x). He has to
believe the program.
A certifying program, see Figure 11.2, for f produces not only y but an additional output
w (called the witness or certificate) which certifies (gives convincing evidence for, proves1)
the equality “y = f(x)”. This means two things. First, given a triple (x, y, w) it is easy to
check whether w is a valid certificate for “y = f(x)”, and, second, if w is a valid certificate,
then y is indeed equal to f(x). Observe that these are exactly the requirements on a formal
proof w for a statement ϕ (here “y = f(x)”): it is easy to check whether w is a valid proof
for ϕ and if w is a valid proof then ϕ is actually true.
1We prefer the word “certify” over “prove” because is does not have a mathematical meaning.
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Figure 11.2: The top figure shows the I/O behavior of a conventional program for computing
a function f . The user feeds an input x to the program and the program returns
an output y. The user of the program has no way to know whether y is equal
to f(x).
A certifying program computes y and a witness w. The checker C accepts the
triple (x, y, w) if and only if w is a valid certificate for the equality y = f(x).
What does it mean that is is easy to check whether w is a valid certificate for the equality
“y = f(x)”? We postulate that we have a correct program C which accepts a triple (x, y, w)
if and only if w is a valid certificate for “y = f(x)”. We call C the checker.
The concept of certifying algorithms is related to, but different from, the proposal made
by Manuel Blum and his collaborators [1, 5]. He mainly explored the idea of checking the
result of a program given only (x, y). In contrast, we modify the specification and specifically
allow a certifying algorithm to give additional output which eases checking. We feel that our
approach is more flexible.
We made progress along a number of directions:
– We explored the theoretical limits of certification. We showed that every deterministic
program can be made certifying with a construction akin to proof-carrying code [4].
However, making a Monte Carlo algorithm certifying amounts to converting it to a Las
Vegas algorithm.
– In a cooperation with AG 2, we explore the idea of formal correctness proofs for
checkers.
– We extended our paper on certifying algorithms for recognizing interval and permu-
tation graphs [2]. McConnell [3] found a certifying algorithm for the consecutive one-
property.
– Some of the algorithms reported about in other sections of this report are certifying,
e.g., the algorithms for computing minimum cost cycle basis in graphs.
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11.4.5 Algebraic System Solving
Many algorithmic problems reduce to solving algebraic systems of equations and inequalities.
At the very bottom of algebraic system solving lies the fundamental problem of isolating the
real roots of one polynomial in one variable. Then there comes a large variety of sophisticated
solution methods for increasingly complicated systems, up to first-order formulas in the
language of real closed fields. We have made contributions at various points on this scale.
The Descartes Method for Real Root Isolation
Investigators: Arno Eigenwillig, Lutz Kettner, Kurt Mehlhorn, Susanne Schmitt, and
Nicola Wolpert, in collaboration with Werner Krandick
Given a polynomial q with real coefficients, root isolation is the task of computing for each
real root of q an enclosing interval with rational endpoints such that no two intervals intersect.
One of the best approaches to root isolation is The Descartes Method, whose modern form
goes back to Collins and Akritas [6].
The Descartes Method works recursively by bisecting an interval until a certain transform
of q has exactly zero or one sign variation in its coefficient sequence, in which case it is
known from Descartes’ Rule of Signs that the interval under consideration contains no root
(and can hence be discarded) or exactly one root (meaning that it is an isolating interval).
To prove termination and bound the running time, one needs to know that zero or one
sign variations are eventually attained; that is, one needs a partial converse of Descartes’
Rule of Signs. The challenging part is to find a sufficient condition for exactly one sign
variation. Our investigations in that direction [13] led us to rediscover a partial converse
that was already given by A. M. Ostrowski [18] in the context of the theory of normal power
series: the number of sign variations is one if and only if the quotient that remains from
the transformed polynomial after dividing out the zero thus detected is normal; and it is
normal if all other roots of q lie outside two certain circles in the complex plane around
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the interval considered. This improves upon the partial converses from the contemporary
research literature and leads to a tighter bound on the size of the recursion tree.
This sufficient criterion for normality of the transformed quotient is also necessary if its
degree is one or two, but this equivalence breaks down for higher degrees. For degree three, we
have characterized the set of normal polynomials and investigated the gap between normality
and our criterion through computational experiments.
The Descartes Method works for polynomials that are square-free (all roots are simple)
and have exact coefficients. Squarefreeness is necessary because Descartes’ Rule of Signs
counts roots with multiplicity. However, the need for exact coefficients is an artifact of
the subdivision decisions made by the algorithm; the roots themselves vary continuously
with the coefficients. Computation with approximate coefficients makes the majority of easy
cases much faster in practice. Previous work in this direction [7, 19, 17] used approximate
computation in an ad-hoc fashion and could neither avoid exact arithmetic as a fallback nor
offer rigorous success criteria for approximate computation.
We overcome these limitations [9] by a two-step approach: (1) We give a partial Descartes
algorithm for approximate coefficients (it terminates with a failure notification or computes
the correct result) that comes with a sufficient criterion for successful execution. (2) We
show how to meet this criterion probabilistically by following a schedule of increasing nu-
meric precision and random translations of the polynomial. A gradual increase in precision
means that easy instances are solved quickly at low precision, and random translation avoids
numeric degeneracies that arise from bisections too close to a root.
Applied to polynomials of degree n with integer coefficients of τ bits, the expected worst-
case running time obeys the bound O(n6(log n + τ)2). This coincides with the worst-case
bound that is frequently stated for the Descartes Method used with exact long integer
arithmetic.
Structure of Gro¨bner Bases and Multivariate Interpolation
Investigators: M’hammed El Kahoui, in collaboration with Said Rakrak
The concept of Gro¨bner bases, introduced by Buchberger [2] in 1965, is nowadays one of the
main tools for studying algebraic systems and various related problems in computational
algebra [3, 1]. Many computational aspects of Gro¨bner bases theory have been studied so
far. For example, the way to get the solutions of an algebraic system from a Gro¨bner basis
with respect to the lexicographic order is studied in [20]. The same question, but with respect
to other monomial orders, is treated for example in [16]. The complexity aspect of Gro¨bner
basis computation is studied in [4, 5, 14].
In [11] we study the structure of Gro¨bner bases with respect to elimination orders. In the
case of two variables, Lazard’s theorem [15] gives a complete structural understanding of
lexicographic Gro¨bner bases. For higher dimensions, a structure theorem is given in [12] for
the case of radical zero-dimensional ideals. The structure theorem we give in [11] holds in the
general case and extends those given in [15, 12]. As an application of our structure theorem
we give a combinatorial algorithm for computing a lexicographic Gro¨bner basis of the ideal
of a finite set of points. Such a computation is fundamental for multivariate interpolation.
Our algorithm is polynomial in terms of the dimension and the number of points. It is also
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worth noting that our algorithm produces a Gro¨bner basis in factorized form, and so reduces
the space complexity of the problem.
Quantifier Elimination for Investigating Equilibria in Epidemic Modeling
Investigators: M’hammed El Kahoui, in collaboration with Christopher Brown, Dominik
Novotni and Andreas Weber
Modeling epidemics is important for public health programs, especially for planning vaccina-
tions. Commonly, the epidemics are modeled by systems of ordinary differential equations.
Examples are the SEIR model which is frequently used to model measles epidemics, models
considering reinfections such as the SIRS model, the SEIRS model, the MSEIRS4 model, or
models taking into account the effects of treatments such as the SEIT model. The division of
the population into different groups in their relation to various stages of infectiousness, im-
munity, susceptibility, behavior, etc is a standard technique for incorporating disease-specific
characteristics into the model while staying in the realm of ordinary differential equations.
These epidemiological models involve many parameters. Estimating these model parame-
ters falls in the realm of numeric techniques. However, there is also a very important calcu-
lation involving these parameters that is best formulated as a symbolic problem, namely the
computation of threshold conditions. Threshold conditions are conditions that the parameters
must satisfy in order for the model to exhibit certain kinds of qualitative behaviors.
Up to now the calculation of threshold conditions required experts in the field, who calcu-
lated these conditions “by hand”, either solely by paper and pencil, or in part using computer
algebra systems such as Maple or Mathematica as “symbolic calculators”.
In [10] we show that by using more advanced techniques of computer algebra, especially
quantifier elimination and related techniques of simplifying large quantifier-free formulas,
threshold conditions can be computed completely algorithmically from the ODE-models of
the infectious diseases.
We present two approaches: One along the lines of previous hand calculations that is
basically a local analysis of the disease-free state. When there is a unique disease-free equi-
librium, this approach does not involve quantifier elimination, but requires the simplification
of large formulas over the reals.
Our second approach works globally as a quantifier elimination problem. As many of the
models used in epidemic modeling are of a quite special form, mostly linear with only some
quadratic or higher-order terms, we can use the efficient methods for linear, quadratic and
cubic quantifier elimination as they are implemented in the quantifier elimination package
Redlog [8].
By comparing the answers given by the two approaches we can also decide algorithmically
whether sub-threshold endemic equilibria exist. We have successfully tested our algorithmic
methods on various examples found in the literature on epidemic modeling. We report several
of these examples, as well as a few examples in which current QE/simplification programs
were not able to produce a solution in a reasonable amount of time and space.
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11.4.6 Suffix Array Construction
Investigators: Juha Ka¨rkka¨inen and Peter Sanders
Suffix trees and suffix arrays are widely used and largely interchangeable index structures
on strings and sequences that have important applications in full text search, data compres-
sion, and bioinformatics. Practitioners prefer suffix arrays due to their simplicity and space
efficiency while theoreticians use suffix trees due to linear-time construction algorithms and
more explicit structure. In [2] we narrow this gap between theory and practice with a simple
linear-time construction algorithm for suffix arrays. The simplicity is demonstrated with a
C++ implementation of 50 effective lines of code. The journal version of this paper has now
been accepted for the Journal of the ACM and generalizes the algorithm to a more space
efficient variant.
The algorithm is also easily generalized to parallel processors and external memory. In
[1] we develop an external memory implementation. Our implementation can construct suf-
fix arrays for inputs of up to 4GByte in hours on a low cost machine where all previous
implementations we are aware of would fail or take days.
We also developed several improvements and generalizations of previous algorithms that
all turn out to be inferior to the new algorithm.
As a tool of possible independent interest we present a systematic way to design, analyze,
and implement pipelined algorithms, i.e, algorithms that sort and scan sequences of tuples
such that the output of one scanning or sorting operation is directly fed into the input of
the next operation. For many external memory algorithms, pipelining saves a factor 2–3 in
I/O volume compared to a nonpipelined implementation. Pipelining is now supported by our
external memory algorithms library stxxl and is now also used for several external memory
graph algorithms.
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11.4.7 Towards Optimal Multiple Selection
Investigators: Kanela Kaligosi, Kurt Mehlhorn, and Peter Sanders, in collaboration with J.
Ian Munro
In [2] we consider the problem of determining the elements of several ranks in an ordered
set using as few comparisons as possible. In particular, given a totally ordered set, S, of n
values, we are to determine the elements of k ranks R = {r1, r2, . . . , rk}. Let B denote the
information theoretic lower bound on the number of element comparisons needed for multi-
ple selection. We showed that a variant of multiple quickselect—a well known, simple, and
practical generalization of quicksort—solves this problem with B +O(n) expected compar-
isons. We developed a deterministic divide-and-conquer algorithm that solves the problem
that uses an essentially optimal number of element comparisons.
Chambers [1] proposed multiple quickselect — a natural generalization of quicksort: Pick
a pivot element m as an estimate for the median of S and partition S into two sets S≤ =
{s ∈ S : s ≤ m} and S> = {s ∈ S : s > m}. Output m as the element of rank rm:= |S≤| if
rm ∈ R. Recurse on (S≤, {r ∈ R : r < rm}) and (S>, {r − rm ∈ R : r > rm}). The recursion
can be broken when R = ∅. The randomized algorithm is multiple quickselect with pivot
selection based on random sampling. The method is reasonably straightforward and so usable
in practice: one uses about n comparisons to split S into elements above and below a pivot
value which, with high probability, is quite close to the median. Some care is required in
sampling, but as long as one does not insist on minimizing lower order terms too vigorously,
this aspect of the analysis is fairly straightforward.
In [2] we present a deterministic multiple selection algorithm that nearly matches the
information-theoretic lower bound for the problem. In particular, our algorithm runs in
O(B) time and performs only B + o(B) +O(n) comparisons.
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11.4.8 Testing Abelian Group Isomorphism
Investigator: Kavitha Telikepalli
Two groups G and H are said to be isomorphic, written as G ≈ H, if there is a function
f : G → H which is one-to-one and onto such that for all a, b ∈ G, f(ab) = f(a)f(b).
Two isomorphic groups are essentially the same, with elements renamed. We consider the
problem of determining if two finite Abelian groups are isomorphic. We assume that the
groups are represented by their multiplication tables.
We exhibit an O(n) time algorithm [1] for this problem, improving upon the previous
bound of O(n log n). We solve a more general problem of computing the orders of all the
elements of any group, not necessarily Abelian, of size n in O(n) time. Our algorithm for
isomorphism testing of Abelian groups follows from this result. We use the property that
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our order finding algorithm works for any group to design a O(n) algorithm for testing if a
group of size n, described by its multiplication table, is nilpotent.
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11.4.9 Online Maintenance of Topological Orders
Investigators: Irit Katriel, in collaboration with Hans Bodlaender
Given a directed acyclic graph (DAG) G = (V,E), a topological order is a linear order of
V that is consistent with the edges E. That is, ord is a topological order if and only if
(x, y) ∈ E implies that ord(x) < ord(y). We study the problem of maintaining a topological
ordering in a dynamic graph, in which edges are added one at a time. Each time an edge
is inserted into the DAG we are required to update the mapping ord. Suppose we have a
DAG and a valid topological ordering ord, and that an edge (x, y) is added to this DAG. If
ord(x) < ord(y) then ord is a valid topological ordering function for the new DAG and no
updating is necessary. Otherwise, the new edge (x, y) is said to violate the topological order
ord. In this case, we need to find a new function ord′ which is a valid topological ordering
function for the new DAG.
We show [1] that it is possible to handle m edge insertions in O(min{m3/2 log n,m3/2 +
n2 log n}) time, an improvement over the best known previous result of O(mn). In addition,
we analyze the complexity of the same algorithm with respect to the treewidth k of the
underlying undirected graph. We show that the algorithm runs in time O(mk log2 n) for
general k and that it can be implemented to run in O(n log n) time on trees, which is
optimal. If the input contains cycles, the algorithm detects this.
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11.5 Combinatorial Optimization
Coordinator: Kurt Mehlhorn
Combinatorial Optimization is a wide and active field in computer science. Its importance
stems mainly from the fact that many real world applications are naturally formulated as
combinatorial optimization problems. Hence various methods were developed to tackle such
problems, among others approximation and online algorithms, integer programming, and
constraint programming. The AG1 worked on applying those techniques to problems that are
motivated by applications in several areas such as scheduling, network flows, computational
linguistics and industrial applications.
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11.5.1 Scheduling Problems
Stochastic Machine Scheduling with Precedence Constraints
Investigator: Martin Skutella
In [1] we address stochastic parallel machine scheduling problems with the objective to min-
imize the total weighted completion time in expectation. Machine scheduling problems play
an important role in various applications from the areas of operations research, management
science, and computer science. The total weighted completion time objective is of partic-
ular importance in situations where many jobs are to be scheduled on a limited number
of machines, and a good average performance is desired. Examples arise, e.g., in compiler
optimization and in parallel computing. The main characteristic of stochastic scheduling
problems is the fact that part of the input data, in our case the processing times of the
jobs, may be subject to random fluctuations. Hence, the effective processing times are not
known with certainty in advance. This assumption is of particular practical relevance in
many applications.
In fact, the twist from deterministic to stochastic processing times changes the nature
of the scheduling problem considerably. The solution of a stochastic scheduling problem is
no longer a simple schedule, but a scheduling policy. Roughly spoken, a scheduling policy
makes scheduling decisions at certain decision times t, and these decisions are based upon
the observed past up to time t as well as the a priori knowledge of the input data of the
problem. The policy, however, must not anticipate information about the future, such as the
actual realizations of the processing times of the jobs which have not yet been completed by
time t.
Our results rely on a list scheduling algorithm which generalizes both Graham’s classical
list scheduling algorithm and another, so-called job-based list scheduling algorithm. It has
been suggested by Chekuri, Motwani, Natarajan, and Stein to obtain approximation results
for deterministic machine scheduling problems. We adapt their list scheduling algorithm to
the stochastic case, but in contrast to their approach our list scheduling algorithm is governed
by a priority list that is obtained from an optimal solution to an LP-relaxation of the problem.
The latter generalizes an LP-relaxation that has been used before by Mo¨hring, Schulz, and
Uetz. We show that this approach gives rise to the first constant worst-case performance
guarantees for stochastic machine scheduling models with precedence constraints.
References
[1]• M. Skutella and M. Uetz. Stochastic machine scheduling with precedence constraints. SIAM
Journal on Computing, 2005. To appear.
Online Scheduling with Bounded Migration
Investigators: Peter Sanders, Naveen Sivadasan, and Martin Skutella
Consider the classical online scheduling problem where jobs that arrive one by one are
assigned to identical parallel machines with the objective of minimizing the makespan. In [1]
we generalize this problem by allowing the current assignment to be changed whenever a
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new job arrives, subject to the constraint that the total size of moved jobs is bounded by β
times the size of the arriving job.
Our main result is a linear time ‘online approximation scheme’, that is, a family of online
algorithms with competitive ratio 1+ and constant migration factor β(), for any fixed  > 0.
On the negative side, no constant migration factor suffices to maintain competitive ratio one,
i.e., optimality. We provide interpretations of these results in several different contexts:
Online algorithms. Online scheduling with bounded job migration is a relaxation of the
classical online paradigm. Obviously, there is a tradeoff between the desire for high
quality solutions and the requirement to compute them online, that is, to deal with a
lack of information. Our result can be interpreted in terms of the corresponding tradeoff
curve: Any desired quality can be guaranteed while relaxing the online paradigm only
moderately by allowing for a constant migration factor.
Sensitivity analysis. Given an optimum solution to an instance of an optimization problem
and a slightly modified instance, can the given solution be turned into an optimum
solution for the modified instance without changing the solution too much? This is
the impelling question in sensitivity analysis. As indicated above, for the scheduling
problem under consideration one has to answer in the negative. Already one additional
job can change the entire structure of an optimum schedule. However, our result implies
that the answer is positive if we only require near-optimum solutions.
Approximation results. Our result yields a new PTAS for the scheduling problem under con-
sideration. Due to its online background, this PTAS constructs the solution incremen-
tally. That is, it reads the input little by little always maintaining a (1+)-approximate
solution. Indeed, it follows from the analysis of the algorithm that every update only
takes constant time. In particular, the overall running time is linear and thus matches
the previously best known approximation result.
We believe that each of these interpretations constitutes an interesting motivation for results
like the one we present here in its own right and can therefore lead to interesting results for
many other optimization problems.
We also present simple deterministic online algorithms with migration factors β = 2
and β = 4/3, respectively. Their competitive ratio 3/2 beats the lower bound on the per-
formance of any online algorithm in the classical setting without migration. We also present
improved algorithms and similar results for closely related problems. In particular, we achieve
corresponding results for the objective to maximize the minimum load of a machine. The
latter problem has an application for configuring storage servers that was the original moti-
vation for this work.
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Splittable Scheduling and Traffic Allocation
Investigators: Piotr Krysta, Peter Sanders, in collaboration with Berthold Vo¨cking
In [2] we investigate variants of the well studied problem of scheduling tasks on uniformly
related machines to minimize the makespan. In the k-splittable scheduling problem each
task can be broken into at most k ≥ 2 pieces each of which has to be assigned to a different
machine. In the slightly more general SAC problem each task j comes with its own split-
tability parameter kj , where we assume kj ≥ 2. These problems are known to be NP-hard
and, hence, previous research mainly focuses on approximation algorithms [3].
Our motivation to study these scheduling problems is traffic allocation for server farms
based on a variant of the Internet Domain Name Service (DNS) that uses a stochastic
splitting of request streams. We can prove that the traffic allocation problem with standard
latency functions from Queueing Theory cannot be approximated in polynomial time within
any finite factor.
Because of the inapproximability, we turn our attention to fixed-parameter tractable algo-
rithms. Our main result is a polynomial time algorithm computing an exact solution for the
k-splittable scheduling problem as well as the SAC problem for any fixed number of machines.
The running time of our algorithm increases exponentially with the number of machines but
is only linear in the number of tasks. This result is the first proof that bounded splittability
reduces the complexity of scheduling as the unsplittable scheduling is known to be NP-hard
already for two machines. Furthermore, since our algorithm solves the scheduling problem
exactly, it also solves the traffic allocation problem that motivated our study.
We then study the previous load balancing problem and algorithms from the more practical
side in [1]. The Internet domain name system (DNS) uses rotation of address lists to perform
load distribution among replicated servers. We model this kind of load balancing mechanism
in form of a set of request streams with different rates that should be mapped to a set of
servers. Rotating a list of length k corresponds to breaking streams into k equally sized
pieces. We compare this and other strategies of how to break the streams into a bounded
number of pieces and how to map these pieces to the servers.
One of the strategies that we study computes an optimal k-splittable allocation using a
scheduling algorithm that breaks streams into at most k ≥ 2 pieces of possibly different
size and maps these pieces to the servers in such a way that the maximum load over all
servers is minimized. Our experimental study is done using the network simulator SSFNet.
We study the average and maximum delay experienced by HTTP requests for various traffic
allocation policies and traffic patterns. Our simulations show that splitting data streams can
reduce the maximum as well as the average latency of HTTP requests significantly. This
improvement can be observed even if streams are simply broken into k equally sized pieces
that are mapped randomly to the servers. Using allocations computed by machine scheduling
algorithms from [1], we observe further significant improvements.
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The Sum-Multicoloring Problem on Paths
Investigator: Annama´ria Kova´cs
Scheduling jobs with pairwise conflicts is a classical problem, with applications in diverse
areas like traffic intersection control, VLSI routing, session management in local area net-
works, operating systems, etc. [1]. The jobs are modelled as nodes of a conflict graph, where
the edges represent conflicts between certain pairs of jobs, meaning that they cannot be
processed at the same time. Time demands of the jobs are represented by integer weights
on the nodes. The goal is to schedule the jobs, i.e., to assign a set of time units to each job,
having the required size, so that the sets assigned to conflicting jobs do not intersect. In the
preemptive problems the assigned sets need not be contiguous.
From the jobs’ point of view, it is a natural goal to minimize the average completion time:
in the Sum-Multicoloring (SMC) problems, the average finish time, or equivalently, the sum
of finish times of jobs has to be minimized. For a comprehensive history of the SMC problems
see, e.g., [2, 3]. The hardness of the preemptive Sum-Multicoloring (pSMC) problem on tree
or path conflict graphs was posed as an open question in [3]. Marx showed in [6], that pSMC
is NP-hard even on binary trees.
We have investigated the pSMC problem on path and cycle conflict graphs. Let n be the
number of nodes, and p be the largest demand in the input. As a first result, in [4] we gave
a pseudo-polynomial algorithm, running in time O(n3p) on both paths and cycles. In [5],
we improved on our method and provided the first polynomial algorithm for this problem,
running in time O(n · min(n, log p)). The core of this improvement is a result about the
structure of some “nice” optimal schedules.
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11.5.2 Simple Truthful Mechanism for Scheduling Related Machines
Investigator: Annama´ria Kova´cs
Mechanism design provides a theory to deal with the problem of potentially selfish behaviour
of single entities in a complex system (e.g., Internet providers or users). Applications of the
mechanism design framework to diverse optimization problems arising in economics, game
theory, and recently in computer science and networking constitute a widely studied area.
We investigated the scheduling problem Q||Cmax in the context of truthful mechanisms. In
Q||Cmax, the goal is to (offline) schedule n jobs to m machines of different speeds, such that
the makespan is minimized. This problem is NP-hard even for 2 identical machines [3], but
it has an approximation scheme [2].
In our context it is assumed that the machines are owned by selfish agents, and the speed
of each machine is private information to its agent. We need to motivate that agents declare
the true speeds to the scheduling mechanism. As shown in [1], such a motivation is possible
only if the scheduling algorithm used by the mechanism is monotone, meaning that if one
machine speed is increased then the algorithm assigns not less total amount of jobs to this
machine than with the original speed.
In recent work we provide a fast and simple, monotone 3-approximation algorithm for
Q||Cmax. As compared to previous results, our method achieves a better approximation
bound than [4] while having polynomial running time O(m(n+logm)). Since it is determin-
istic, a stronger definition of truthfulness is fulfilled than in [1]. As a core result, we prove
the conjecture of [4], that the greedy scheduling algorithm (Lpt) is monotone, if machine
speeds are all integer powers of 2.
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11.5.3 Network Flows
Flows on Few Paths: Algorithms and Lower Bounds
Investigators: Maren Martens and Martin Skutella
In classical network flow theory, flow being sent from a source to a destination may be
split into a large number of chunks traveling on different paths through the network. This
effect is undesired or even forbidden in many applications. Kleinberg [3] introduced the
unsplittable flow problem where all flow traveling from a source to a destination must be sent
on only one path. This is a generalization of the NP-complete edge-disjoint paths problem.
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In particular, the randomized rounding technique of Raghavan and Thompson [5] can be
applied. A generalization of unsplittable flows are k-splittable flows where the number of
paths used by a commodity i is bounded by a given integer ki. This concept has been
introduced by Baier, Ko¨hler, and Skutella [1, 2].
Our contribution in [4] is twofold. First, for the unsplittable flow problem, we prove a
lower bound of Ω(logm/ log logm) on the performance of a general class of algorithms. These
algorithms start with a solution for the classical multicommodity flow problem, compute a
path decomposition, and select one of its paths for each commodity in order to obtain an
unsplittable flow. Our result matches the best known upper bound for randomized rounding
which falls into this class.
Moreover, we introduce a new variant of the k-splittable flow problem with additional
upper bounds on the amount of flow being sent along each path. This generalization is
motivated by transportation problems where divisible goods have to be shipped through a
network using containers of given sizes. Each container being used, must be routed along
some path through the network. In particular, the size of the container induces an upper
bound on the amount of flow being sent along the chosen path. It is therefore called path
capacity. An edge of the network corresponds, for example, to a train or ship which can
be used in order to transport containers from the tail to the head node of this edge. Of
course, such an edge cannot carry an arbitrary amount of flow. We consider two variants of
the problem for which we provide an intuitive motivation: i) When loading a ship, the total
weight of all containers on the ship must not exceed the capacity of the ship. The weight of a
container is determined by the actual amount of flow assigned to it. Thus, in the first variant
with weight capacities, the capacity of an edge bounds the actual amount of flow being sent
on paths containing this edge. This is the classical interpretation of edge capacities. ii) When
loading a train, the total size of the containers is usually more important than their total
weight. Therefore, in the model with size capacities, the capacity of an edge bounds the
total path capacity of all paths being routed through that edge. Notice that these capacity
constraints are more restrictive than the classical ones in the first model.
For both variants of the problem discussed above, we prove that they have essentially the
same approximability as the unsplittable flow problem. To be more precise, we show that any
ρ-approximation algorithm for the UFP can be turned into a 2ρ-approximation for either
variant of our problem. The underlying idea is to decompose the solution of the problem into
two parts. First, a packing of flow into containers is obtained. Then, each container is routed
along a path through the network. The latter step can be formulated as an unsplittable flow
problem. We present simple packing routines for both variants of the problem. We show that
we do not lose more than a factor 2 with respect to congestion.
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Flows Over Time with Fixed Transit Times
Investigator: Martin Skutella
Flow variation over time is an important feature in network flow problems arising in various
applications such as road or air traffic control, production systems, communication networks
(e. g., the Internet), and financial flows. Their common characteristic are ‘dynamic’ networks
with capacities and transit times on the arcs. The transit time of an arc specifies the amount
of time it takes for flow to travel from the tail to the head of that arc. Moreover, in contrast
to static flow problems, flow values on arcs may change with time in these networks.
While the ‘maximum s-t-flow over time’ problem can be solved efficiently and ‘min-cost
flows over time’ are known to be NP-hard, the complexity of (fractional) ‘multicommodity
flows over time’ has been open for many years. In [3], we were able to finally prove that this
problem is NP-hard, even for series-parallel networks. Moreover, we present new and efficient
algorithms under certain assumptions on the transit times or on the network topology. As
a result, we can draw a complete picture of the complexity landscape for flow over time
problems.
Traditionally, ‘flows over time’ are solved in time-expanded networks which contain one
copy of the original network for each discrete time step. While this method makes available
the whole algorithmic toolbox developed for static flows, its main and often fatal drawback
is the enormous size of the time-expanded network. In particular, this approach usually does
not lead to efficient algorithms with running time polynomial in the input size since the size
of the time-expanded network is only pseudo-polynomial in this measure.
In [1, 2], we have investigated ‘condensed’ time-expanded networks which rely on a rougher
discretization of time. Unfortunately, there is a natural tradeoff between the roughness of
the discretization and the quality of the achievable solutions. However, we prove that a so-
lution of arbitrary precision can be computed in polynomial time through an appropriate
discretization leading to a condensed time expanded network of polynomial size. In partic-
ular, this approach yields a fully polynomial time approximation scheme (FPTAS) for the
quickest multicommodity flow problem and also for more general problems.
Using completely different techniques, we describe a very simple capacity scaling FPTAS
for the minimum cost flow over time problem when costs are proportional to transit times.
The algorithm builds upon our observation about the structure of optimal solutions to this
problem: they are universally quickest flows. In contrast to the preceding FPTASes that use
a time-expanded network, this FPTAS runs directly on the original network.
An important issue for flows over time is the question of storage of flow at intermediate
nodes. In most applications (such as, e. g., traffic routing, evacuation planning, telecommu-
nications etc.), intermediate storage is limited, undesired, or prohibited. We prove that the
minimum cost flow over time never requires storage.
81
11 The Algorithms and Complexity Group
References
[1] L. Fleischer and M. Skutella. The quickest multicommodity flow problem. In W. J. Cook and
A. S. Schulz, eds., Integer Programming and Combinatorial Optimization, LNCS 2337, pp. 36–53.
Springer, Berlin, 2002.
[2]• L. Fleischer and M. Skutella. Minimum cost flows over time without intermediate storage. In
Proceedings of the 14th Annual ACM-SIAM Symposium on Discrete Algorithms (SODA-03), Bal-
timore, USA, January 2003, pp. 66–75. ACM.
[3]• A. Hall, S. Hippler, and M. Skutella. Multicommodity flows over time: Efficient algorithms
and complexity. In J. C. Baeten, J. K. Lenstra, J. Parrow, and G. J. Woeginger, eds., Au-
tomata, languages and programming, 30th International Colloquium, ICALP 2003, Eindhoven,
The Netherlands, June 2003, LNCS 2719, pp. 397–409. Springer.
Flows Over Time with Inflow-Dependent Transit Times
Investigator: Martin Skutella
In the last section, we have considered the setting of flows over time where transit times of
arcs are fixed. In many practical applications, however, the latter assumption is not realistic
since transit times vary with the flow situation on an arc. Usually, the correlation of the
transit time and the flow situation on an arc is highly complex. It is a major challenge
to come up with a mathematical model that, on the one hand, captures the real behavior
as realistically as possible and, on the other hand, can be solved efficiently even on large
networks.
While, for the special case of constant transit times, it is well known that quickest s-t-
flows can be computed in polynomial time, we show that the problem becomes NP-hard
if we allow inflow-dependent transit times [1]. We generalize the 2-approximation result
given in [2] to the setting with costs and multiple commodities. Our approach is based on
a new and stronger relaxation of the quickest flow problem. This relaxation is defined in a
bow graph similar to the one introduced in [2], but it uses additional ‘coupling constraints’
between flow values on different copies of one arc in the original graph. In particular, this
relaxation can no longer be solved by standard network flow algorithms but requires general
linear programming techniques. Nevertheless, the approximation technique based on length-
bounded static flows can be generalized to yield provably good solutions to our bow graph
relaxation. Moreover, we prove that such a solution to the relaxation can be turned into a
feasible multicommodity flow over time with inflow-dependent transit times and bounded
cost.
Our main contribution is a fully polynomial time approximation scheme for the quick-
est multicommodity flow problem with bounded cost and inflow-dependent transit times. It
again uses the new bow graph relaxation and generalizes the approach based on condensed
time-expanded networks mentioned in the last section. While approximation results and,
in particular, approximation schemes are often considered to be of purely theoretical inter-
est, the situation is quite different here. Flow-dependent transit times represent a crucial
phenomenon inherent in many real-world applications of network flows. Nevertheless, there
are hardly any models and algorithmic techniques known which are capable of providing
reasonable solutions even for networks of rather modest size; see, e. g., [3, 4]. Our FPTAS
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for inflow-dependent transit times is based on rather simple and efficient flow computations
in condensed time-expanded networks. It therefore reveals a promising direction and raises
hope for the development of efficient and flexible tools that can deal with reasonably sized
real-world networks.
References
[1]• A. Hall, K. Langkau, and M. Skutella. An fptas for quickest multicommodity flows with inflow-
dependent transit times. In S. Arora, K. Jansen, J. D. P. Rolim, and A. Sahai, eds., Approximation,
Randomization, and Combinatorial Optimization, Algorithms and Techniques, Princeton, USA,
August 2003, LNCS 2764, pp. 71–82. Springer.
[2] E. Ko¨hler, K. Langkau, and M. Skutella. Time-expanded graphs with flow-dependent transit
times. In R. Mo¨hring and R. Raman, eds., Algorithms — ESA ’02, LNCS 2461, pp. 599–611.
Springer, Berlin, 2002.
[3] E. Ko¨hler, R. H. Mo¨hring, and M. Skutella. Traffic networks and flows over time. In J. Kramer,
ed., DFG Research Center: Mathematics for Key Technologies, pp. 49–70. Berliner Mathematische
Gesellschaft, 2002.
[4] E. Ko¨hler and M. Skutella. Flows over time with load-dependent transit times. SIAM Journal
on Optimization, 2005. To appear.
Approximating Earliest Arrival Flows with Flow-Dependent Transit Times
Investigator: Nadine Baumann
For the earliest arrival flow problem one is given a network G = (V,A) with capacities u(a)
and transit times τ(a) on its arcs a ∈ A, together with a source and a sink vertex s, t ∈ V .
The objective is to send flow from s to t that moves through the network over time, such that
for each point in time θ ∈ [0, T ) the maximum possible amount of flow reaches t. If, for each
θ ∈ [0, T ) this flow is a maximum flow for time horizon θ, then it is called earliest arrival
flow. In practical applications a higher congestion of an arc in the network often implies a
considerable increase in transit time. Therefore, in the paper [1] we study the earliest arrival
problem for the case that the transit time of each arc in the network at each time θ depends
on the flow on this particular arc at that time θ.
For constant transit times it has been shown by Gale [2] that earliest arrival flows exist for
any network. We give examples, showing that this is no longer true for flow-dependent transit
times. For that reason we define an optimization version of this problem where the objective
is to find flows that are almost earliest arrival flows. In particular, we are interested in flows
that, for each θ ∈ [0, T ), need only α-times longer to send the maximum flow to the sink. We
give both constant lower and upper bounds on α; furthermore, we present a constant factor
approximation algorithm for this problem. Finally, we give some computational results to
show the practicability of the designed approximation algorithm.
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Metrical Task Systems
Investigators: Guido Scha¨fer, Naveen Sivadasan
Borodin, Linial and Saks [1] introduced metrical task systems, a framework to model a large
class of online problems. Metrical task systems can be described as follows. We are given a
graph G = (V,E) with n nodes and a positive edge length λ(e) for every edge e ∈ E. An
online algorithm resides in G and has to service a sequence of tasks that arrive online. A task
τ specifies for each node v ∈ V a request cost r(v) ∈ R+0 ∪ {∞}. If the algorithm resides in
node u before the arrival of task τ , the cost to service task τ in node v is equal to the shortest
path distance from u to v plus the request cost rt(v). The objective is to service all tasks at
minimum total cost. Borodin et al. showed that every deterministic online algorithm has a
competitive ratio of at least 2n − 1, independent of the underlying metric. Moreover, they
presented an online work function algorithm (WFA) that achieves this competitive ratio.
In [2], we present a smoothed competitive analysis of WFA. That is, given an adversarial
task sequence, we randomly perturb the request costs and analyze the competitive ratio of
WFA on the perturbed sequence. Here, we are mainly interested in the asymptotic behavior
of WFA. Our analysis reveals that the smoothed competitive ratio of WFA is much better
than O(n) and that it depends on several topological parameters of the underlying graph G,
such as the minimum edge length ∆min, the maximum degree ∆, the edge diameter diam,
etc. For example, if the ratio between the maximum and the minimum edge length of G is
bounded by a constant, the smoothed competitive ratio of WFA is O(diam(λmin/σ+log(∆)))
and O(
√
n · (λmin/σ + log(∆))), where σ denotes the standard deviation of the smoothing
distribution. That is, already for perturbations with σ = Θ(λmin) the competitive ratio
reduces to O(log(n)) on a clique and to O(
√
n) on a line. Furthermore, we provide lower
bounds on the smoothed competitive ratio of any deterministic algorithm. We prove two
general lower bounds that hold independently of the underlying metric. Moreover, we show
that our upper bounds are asymptotically tight for a large class of graphs.
We also provide the first average case analysis of WFA. We prove that WFA has O(log(∆))
expected competitive ratio if the request costs are chosen randomly from an arbitrary non-
increasing distribution with standard deviation σ = Θ(λmin).
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11.5.4 Finite Domain Constraint Programming
Investigators: Khaled Elbassioni, Irit Katriel, Sven Thiel
A constraint program P consists of a set V of variables and a set C of constraints. With
every variable X we associate a finite domain D(X) (usually a subset of the integers),
which is the set of all values that may be assigned to X. An n-ary constraint C is de-
fined by sequence V (C) = [X1, . . . , Xn] which contains the variables that are constrained by
C and an n-ary relation R(C). An assignment a which is defined on a superset of V (C)
satisfies C iff (a(X1), . . . , a(Xn)) ∈ R(C). For example, the relation for the constraint
alldifferent(X1, . . . , Xn) is the set of all n-tuples where all components are pairwise dif-
ferent. A solution s of P is an assignment defined on V that satisfies the domain constraint
s(X) ∈ D(X) ∀X ∈ V and all constraints C ∈ C.
Constraint Propagation
When a constraint program is solved, the domains of the variables are reduced by propagators
and by searching until a solution is found. Since, in general, propagation is NP-hard, we need
to design propagation algorithms for specific constraints. A propagator for a constraint C
observes the domains of the variables in V (C). It has to perform two tasks:
– It may detect failure, i.e., there is no assignment satisfying C and the domain con-
straint, or entailment, which means that all assignments satisfying the domain con-
straint also satisfy C.
– It may remove a value v from the domain of a variable X if there is no assignment
a with a(X) = v that satisfies C and the domain constraint. This process is called
pruning or narrowing.
In [1, 2], we define the Same and UsedBy constraints. UsedBy takes two sets of variables
X and Z such that |X| ≥ |Z| and assigns values to them such that the multiset of values
assigned to the variables in Z is contained in the multiset of values assigned to the variables in
X. Same is the special case of UsedBy in which |X| = |Z|. We show propagation algorithms
for these constraints. In [3] we generalize these algorithms to the case in which, for each
value, there is a lower bound and an upper bound on the number of variables that can be
assigned this value.
Multiconsistency and Robustness with Global Constraints
A variable-value pair (x, v) is said to be arc-consistent with respect to a constraint C if
the value v is in the domain of the variable x and there is a solution to C in which x is
assigned the value v. Propagation algorithms, discussed above, reduce the domains of the
variables by identifying inconsistent values. In [4], we propose a natural generalization of
arc-consistency, which we call multiconsistency: A value v in the domain of a variable x is
k-multiconsistent with respect to a constraint C if there are at least k solutions to C in
which x is assigned the value v. We present algorithms that determine which variable-value
pairs are k-multiconsistent with respect to several well known global constraints. In addition,
we show that finding super solutions (a recently introduced concept) is strictly harder than
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finding arbitrary solutions and suggest multiconsistency as an alternative way to search for
robust solutions to a constraint program.
Longest Paths Invariants
Modeling and programming tools for neighborhood search often support invariants, i.e., data
structures specified declaratively and automatically maintained incrementally under changes.
In [5, 6] we consider invariants for longest paths in directed acyclic graphs, a fundamental
abstraction for many applications. We present bounded incremental algorithms for arc inser-
tion and deletion which run in O(‖δ‖+ |δ| log |δ|) time and O(‖δ‖) time respectively, where
|δ| and ‖δ‖ are measures of the change in the input and output. The paper also shows how
to generalize the algorithm to various classes of multiple insertions/deletions encountered in
scheduling applications.
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11.5.5 Trunk Packing
Investigators: Friedrich Eisenbrand, Stefan Funke, Joachim Reichel, Elmar Scho¨mer, Kai
Werth
We study a specific large-scale packing problem. Given a polyhedral model of a car trunk,
the aim is to pack as many identical boxes of size 200mm× 100mm× 50mm into the interior
of the trunk. This measure is important for car manufacturers, because it is the standard in
the European Union.
Based on a result by Fowler, Paterson and Tanimoto [4], we show the NP-completeness
of our problem. Other results in the area of industrial packing problems suggest that exact
solutions can be computed only for very small problem instances. For example, Daniels and
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Milenkovic [5, 2] consider the problem of minimizing cloth utilization when cutting out a
small number of pieces from a roll of stock material. Aardal and Verweij [6] consider the
problem of labelling points on a map with pairwise disjoint rectangles.
There are two fundamentally different approaches for this problem, namely the discrete
(combinatoric) and the continuous approach. In the following, we describe the combinatoric
approach. The continuous approach was also studied, see Sect. 17.6.1.
In order to reduce the complexity of the problem, we perform two discretization steps
that are supported by the manual packings used so far. First, we discretize the space by
using a three-dimensional cubic grid. Only cubes completely contained inside the trunk are
considered in the remainder. The grid is aligned with the floor of the trunk, which is usually
a large planar face. The remaining translational freedom is used by an iterative discrete
procedure to maximize the number of cubes contained in the trunk.
Figure 11.3: CAD model of the trunk (left) and discretization of its interior by a cubic grid
(middle); computed packing of boxes (right)
Second, we discretize the box placements by demanding that all boxes have to be aligned
with the grid. Given the box extensions, a grid with spacing 50mm or 25mm seems reasonable.
A finer spacing of 12.5mm is still feasible for small problem instances (< 50l), otherwise the
problem turns out to be too complex.
Now our problem can be reformulated as computing a maximum stable set in a so-called
conflict graph. Each node in this graph corresponds to a possible box placement and two
nodes are connected by an edge if and only if the corresponding box placements are in conflict
with each other.
We use integer linear programming (ILP) techniques to solve the stable set problem.
Although we are using tight formulations (e.g. clique inequalities, violated lifted odd cycles),
our problem instances are too big to obtain a good solution in reasonable time. Still this
exact algorithm is useful for solving smaller subproblems.
We also study linear programming (LP) techniques and apply them iteratively to obtain
a rounding scheme. Alternatively, we apply the Reactive Local Search algorithm developed
by Battiti and Protasi [1] to our problem.
We further reduce the complexity of the instances by using geometry guided first-level
heuristics, which provide a dense packing of the center region. The algorithms above are
then applied to the remaining space.
Restricting all boxes to be aligned with the grid is often disadvantageous. Usually there
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are a few, small regions inside the trunk that would benefit from a different orientation of
the grid (e.g. at the very left and right, near the wheel-houses). Separation of such regions
by the user and treating them separately improves the result clearly.
After 24 hours running time, we obtain for most instances solutions that reach 99% of the
volume of a manual packing done by an experienced engineer. Longer running times don’t
enhance the quality of the results significantly.
This work has partly been published at ESA 2003 [3].
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11.5.6 Incremental Facility Location and k-Median
Investigator: Dimitris Fotakis
The model of incremental algorithms for data clustering [1] is motivated by practical applica-
tions where the demand sequence is not known in advance and the algorithm must maintain
a hierarchical clustering using a restricted set of operations. The problems of metric Facility
Location and k-Median find many applications in the area of data clustering and have been
the subject of intensive research (e.g., [6] for approximation algorithms and applications).
In the incremental versions of Facility Location and k-Median [3], the demand points
arrive one at a time and the algorithm either adds each new demand to an existing cluster
or places it in a new singleton cluster. The algorithm can also merge some of the existing
clusters at any point in time. In Incremental k-Median, the goal is to minimize the total
assignment cost using at most k clusters, while in Incremental Facility Location, the goal is
to minimize the sum of facility and assignment costs. The assignment cost of a demand is
its distance to the median/facility of the cluster in which the demand is currently included.
We present [5] the first constant-competitive incremental algorithm for metric Facility
Location with uniform facility costs. The algorithm combines a simple rule for opening
new facilities with a novel merge rule based on distance instead of cost considerations. To
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overcome the nearly logarithmic lower bound on the competitive ratio for Online Facility
Location [4], we show that certain merge operations decrease the total assignment cost.
Using the algorithm for Facility Location as a building block, we obtain the first incremen-
tal algorithm for k-Median which achieves a constant competitive ratio using O(k) medians.
Thus, we resolve an open question of [3] and improve the number of medians required for a
constant competitive ratio from O(k log2 n) [2] to O(k).
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11.5.7 Approximating k-Hop Minimum-Spanning Trees
Investigators: Ernst Althaus, Stefan Funke, Martin Skutella
In [1], we consider the problem of computing minimum-cost spanning trees with depth re-
strictions. Specifically, we are given an n-node complete graph G, a metric cost-function
c on its edges, and an integer k ≥ 1. The goal in the minimum-cost k-hop spanning tree
(kHMST) is to compute a spanning tree T in G of minimum total cost such that the longest
root-leaf-path in the tree has at most k edges.
Our main result is an algorithm that computes a tree of depth at most k and total expected
cost O(log n) times that of a minimum-cost k-hop spanning-tree. The result is based upon
earlier work on metric space approximation due to Fakcharoenphol et al [4], and Bartal [2, 3].
In particular, we show that the kHMST problem can be solved exactly in polynomial time
when the cost metric c is induced by a so called hierarchically well-separated tree.
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11.5.8 Computing Locally Coherent Discourses
Investigator: Ernst Althaus
One central problem in discourse generation and summarisation is to structure the discourse
in a way that maximises coherence. Coherence is the property of a good human-authored text
that makes it easier to read and understand than a randomly-ordered collection of sentences.
Several papers in the recent literature have focused on defining local coherence, which
evaluates the quality of sentence-to-sentence transitions. Measures of local coherence specify
which ordering of the sentences makes for the most coherent discourse, and can be based
e.g. on Centering Theory or on statistical models.
But while formal models of local coherence have made substantial progress over the past
few years, the question of how to efficiently compute an ordering of the sentences in a
discourse that maximises local coherence is still largely unsolved.
In [1], we present the first algorithm that computes optimal locally coherent discourses,
and establishes the complexity of the discourse ordering problem. We first prove that the dis-
course ordering problem for local coherence measures is equivalent to the Travelling Salesman
Problem (TSP). This result implies that the problem is not approximable.
Despite this negative result, we show that by applying modern algorithms for TSP, the
discourse ordering problem can be solved efficiently enough for practical applications. We
define a branch-and-cut algorithm based on linear programming, and evaluate it on discourse
ordering problems based on the GNOME corpus and the BLLIP corpus. If the local coherence
measure depends only on the adjacent pairs of sentences in the discourse, we can order
discourses of up to 50 sentences in under a second. If it is allowed to depend on the left-hand
context of the sentence pair, computation is often still efficient, but can become expensive.
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11.6 AMOC: Algorithms for Advanced Models and Computation
Coordinator: Uli Meyer
Basic algorithmic research traditionally assumed some variant of the von Neumann model of
computation with a single processor and uniform memory. However, more advanced models
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are by now an important established part of algorithmic research because many of the chal-
lenges in modern computer science have to do with communication, parallel and distributed
computing, and memory hierarchies. AG 1 has a wide range of activities in this area with
an emphasis on fundamental results.
Topics covered in the last two years were algorithms for large data sets (Section 11.6.1),
wireless networks (Section 11.6.2), various aspects of parallel and distributed computing
(Section 11.6.3), and quality of service issues (Section 11.6.4).
11.6.1 Algorithms for Large Data Sets and Memory Hierarchies
Graph Algorithms
Investigators: Deepak Ajwani, Roman Dementiev, Kurt Mehlhorn, Uli Meyer, Peter
Sanders
In connection with graph algorithms, the commonly accepted external-memory (EM) model
defines some parameters: N is the number of vertices and edges of the graph (N = V +E), M
(< N) is the number of vertices/edges that fit into internal memory, and B is the number of
vertices/edges that fit into a disk block. In an Input/Output operation (or I/O for short), one
block of data is transferred between disk and internal memory. The measure of performance
of an algorithm is the number of I/Os it performs. The number of I/Os needed to read N
contiguous items from disk is scan(N) = Θ(N/B). The number of I/Os required to sort
N items is sort(N) = Θ((N/B) logM/B(N/B)). For all realistic values of N , B, and M ,
scan(N) < sort(N) N . Advanced models include parallel disks or hide the parameters M
and B from the algorithms (cache-oblivious model): due to their generality, cache-oblivious
algorithms are efficient on each level of the memory hierarchy. In [10] we provide a recent
survey of algorithms and data structures for memory hierarchies.
Many results reported in this section have been obtained in cooperation with researchers
from other institutions: Lars Arge, Gerth Brodal, Rolf Fagerberg, Luigi Laura, Stefano
Leonardi, Stefano Millozzi, Dominik Schultes, Jop Sibeyn, Laura Toma, and Norbert Zeh.
BFS. External-memory graph-traversal algorithms like Breadth-First Search (BFS) and
Single-Source Shortest-Path (SSSP) are still in their infancy. Until recently, I/O-efficient
algorithms only existed for either dense graphs (which are quite rare in practice) or special
(mostly undirected) graph classes like planar graphs (e.g., we contributed in [3]). Only in
2002 we obtained the first o(V ) +O(sort(V +E)) I/O BFS algorithm for general undirected
sparse graphs [9]. The efficiency of our BFS algorithm – and also of our recent follow-up
results concerning SSSP with bounded edge weights [11], APSP [2], and cache-oblivious
BFS/SSSP [4] – stems from the fact that the graphs we consider are undirected; one exploits
that whenever the first node of a cluster is visited then the remaining nodes of this cluster
will be reached soon after. By spending only one random I/O in order to load the whole
cluster and then keeping the cluster data in some efficiently accessible data structure until
it is all used up, the total amount of I/O can be reduced. On sparse graphs, essentially a
factor of
√
B can be gained by this technique. An implementation using our Stxxl library
(see Section 11.10.5) is currently in the fine-tuning phase; first results have been reported
in [1].
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SSSP. A relatively simple extension of the BFS approach to SSSP with weights in [w,W ]
as already sketched in [9] increases the I/O bound by a factor of W/w; each edge may
be scanned
√
B ·W/w times. Obviously, W/w must be significantly smaller than √B for
this algorithm to be efficient. In [11] we show how to reduce the loss factor from W/w to√
log(W/w), thus exponentially increasing the range of efficiently usable edge weights. We
exploit that the relaxation of edges of large weights can be delayed because if such an edge
is on a shortest path, it takes some time before its other endpoint is settled. Therefore, we
maintain long edges pools that are touched much less frequently than the pools for short
edges. This idea alone already works well on graphs with random edge weights, where we
can solve SSSP essentially as fast as BFS. For non-random edge weights we even keep short
edges in pools that are touched infrequently; we shift these edges to pools that are touched
more and more frequently the closer the time of their relaxation draws.
APSP. In our All-Pairs Shortest-Paths paper [2] we show how to gain yet another factor
of
√
B (and thus achieving I/O-optimality) by solving all V SSSP problems concurrently.
While this is a nice result from a theoretical point of view, blowing up the external work
space by a factor of V may be unfeasible. Therefore we also explored how to reduce the work
space while still maintaining I/O-efficiency. For example, in the case of all-pairs BFS it is
sufficient to restrict concurrency to subproblems with sources in the same cluster: since the
resulting BFS trees are quite similar in shape, the I/O access sequence for one subproblem
can be reused to solve the others, too. Similar results have been obtained independently by
Chowdhury and Ramachandran [6].
Cache-Oblivious BFS/SSSP. In [4] we present improved cache-oblivious data structures
and algorithms for BFS and SSSP on undirected graphs with non-negative edge weights. Our
results close the performance gap between the currently best external-memory algorithms for
these problems and their cache-oblivious counterparts. Our shortest-path algorithm relies on
a new data structure, called bucket heap, which is the first cache-oblivious priority queue to
efficiently support a weak DecreaseKey operation. Another priority-queue data-structure
obtaining the same bounds was independently published in [5].
Semi-external DFS. We continued to work on semi-external DFS. Our set of heuristics
from [12] has been refined and used in order to conduct research on web graphs [8]. We
studied a large crawl of 200M pages and about 1.4 billion edges from 2001 made available by
the WebBase project at Stanford, and synthetic graphs obtained by the large scale simulation
of stochastic graph models for the Webgraph. In particular, we examined the distributions of
vertex in-degrees and out-degrees, the PageRank distribution of the vertices, the correlation
between the in-degree and the PageRank distribution, and the number of disjoint bipartite
cliques in the graph.
MST. In [7] we develop an external memory algorithm for computing minimum spanning
trees. The algorithm is considerably simpler than previously known external memory algo-
rithms for this problem and needs a factor of at least four less I/Os for realistic inputs.
Our implementation indicates that this algorithm processes graphs only limited by the disk
capacity of most current machines in time no more than a factor 2–5 of a good internal
algorithm with sufficient memory space.
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Suffix Array Construction
Investigators: Juha Ka¨rkka¨inen and Peter Sanders
In Section 11.4.6 we have presented an efficient sequential algorithm for suffix array con-
struction [2]. This algorithm is also easily generalized to parallel processors and external
memory: In [1] we develop an external memory implementation. Our implementation can
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construct suffix arrays for inputs of up to 4GByte in hours on a low cost machine where all
previous implementations we are aware of would fail or take days.
We also developed several improvements and generalizations of previous algorithms that
all turn out to be inferior to the new algorithm.
As a tool of possible independent interest we present a systematic way to design, analyze,
and implement pipelined algorithms, i.e, algorithms that sort and scan sequences of tuples
such that the output of one scanning or sorting operation is directly fed into the input of
the next operation. For many external memory algorithms, pipelining saves a factor 2–3 in
I/O volume compared to a nonpipelined implementation. Pipelining is now supported by
our external memory algorithms library Stxxl and is now also used for several external
memory graph algorithms.
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Algorithms for Scalable Storage Servers
Investigator: Peter Sanders
In [1] we survey a set of algorithmic techniques that make it possible to build a high per-
formance storage server from a network of cheap components. Such a storage server offers
a very simple programming model. To the clients it looks like a single very large disk that
can handle many requests in parallel with minimal interference between the requests. The
algorithms use randomization, redundant storage, and sophisticated scheduling strategies
to achieve this goal. The focus is on algorithmic techniques and open questions. This in-
vited paper summarizes several previous papers and presents a new strategy for handling
heterogeneous disks.
In the commercial world these techniques are known under the term storage virtualization.
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11.6.2 Communication in Wireless Networks
Investigators: Stefan Funke, Alexander Kesselmann, Dariusz Kowalski, Uli Meyer
Recent technological advances have led to the emergence of small, low-power devices with
wireless communication capabilities. Many devices also integrate sensors with limited on-
board processing capabilities. Pervasive networks of such sensors open new perspectives for
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many potential applications, such as surveillance, environment monitoring and biological
detection. Minimizing energy consumption to prolong the system lifetime is a major design
objective for wireless networks. If all the devices (nodes) simultaneously operate in active
mode, an excessive amount of energy is wasted and the data collected is highly correlated
and redundant. In addition, multiple packet collisions may occur when all the nodes in a
certain area try to transmit as a result of a triggering event. Thus, maximizing the network
lifetime can be achieved by scheduling some nodes to sleep (a power saving mode) while the
remaining active nodes can still provide continuous service.
Together with our colleagues Bogdan Chlebus, Marek Chrobak, Leszek Gasieniec, Chryssis
Georgiou, Kishori Konwar, Zvi Lotker, Andrzej Pelc, Michael Segal and Alexander Shvarts-
man we considered many aspects of communication in wireless radio networks.
A first chunk of papers deals with information spreading and collecting. In [8] we designed
a centralized algorithm for broadcasting in radio networks. It works in O(D log n + log2 n)
steps, for n stations and a D-hop network, which is the best possible with respect to the pa-
rameter D. Lower and upper bounds for broadcasting times under variable models (random-
ized versus deterministic, adaptive versus oblivious) are discussed in [7]. In [6] we considered
the convergecast problem in geometric radio network where stations can change their range
power. We designed a fast randomized algorithm for convergecast and raised the problem of
trading time for the energy.
Another branch of our research for radio networks is concerned with wake-up, leader
election and synchronization problems. In [2] we showed the first sub-quadratic (in the
number n of stations in the network) algorithm solving problems of wake-up, leader elec-
tion and synchronization in un-synchronized radio networks. These algorithms work in time
O(n5/3 polylog n). In [1] we improved the time complexity for wake-up and other prob-
lems to O(n3/2 polylog n), by introducing the notion of universal synchronizers. We also
showed the explicit (in time polynomial in n) construction of (n, k)-synchronizers of length
O(k2 polylog n).
We also studied the energy-efficient algorithms for basic communication tasks. In [5] we
considered problems of designing networks with certain constraints for diameter. We pre-
sented two approaches: first the centralized construction, and the second one when each
station interacts with others to get the best solution for both itself and the others.
In [3] we study the problem of providing coverage by sensors and connectivity in a unified
framework. The natural greedy sector cover algorithm is known to have an approximation
factor of logm, where m is the maximal number of sectors covered by a single sensor. In order
to obtain better approximation factors we focus on algorithms that always guarantee con-
nectivity, but provide only approximate coverage. We derive the grid placement and the fine
grid algorithms, which achieve approximation factors of 6pi (≈ 18.84) and 12, respectively.
In recent work [4] we considered finding virtual backbones in ad hoc networks. Such back-
bones are essential for efficient routing. Algorithmically, the problem boils down to finding
minimum connected dominating sets in unit disk graphs. Our approximation algorithm ex-
plicitly deals with the problem of interference between the neighboring stations and produces
a connected dominating set of at most 6.91 times the optimum size.
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11.6.3 Parallel and Distributed Computing
Investigators: Dariusz Kowalski, in collaboration with Bogdan Chlebus, Jurek Czyzowicz,
Anders Dessmark, Pierre Fraigniaud, Peter Musial, Andrzej Pelc, and Alexander
Shvartsman.
A significant part of our research in this area deals with reading from and writing to shared
memory by asynchronous processors. In [2] we concentrated on reading: we designed a dis-
tributed on-line algorithm with work competitiveness O(log7 n); it reduces the gap between
the lower and upper bounds from polynomial to polylogarithmic. Writing is dealt with in [1]:
we designed an efficient distributed algorithm for collective writing to shared memory. This
algorithm performs work O(n polylog n), and improves the previous best algorithm with
work O(n1+ε), for any constant ε > 0. In [6] we analyzed the problem of asynchronous
writing to shared memory with optimal work (a constant work per register, in average). In
this case the tradeoff between the number of processors and the length of the shared array
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plays important role. In particular we present an algorithm with optimal work for O(t1/2−ε)
processors, where t is the number of shared registers to write and ε > 0 is any constant.
In [4] we analyzed the behaviour of a dynamic system of units, which may join and leave.
We showed upper and lower bounds for the latency of information flow in various models of
dynamic systems.
Finally, we investigated basic algorithmic problems concerning mobile agents cooperating
in a network to solve a given task. One of the tasks is a meeting in unknown ad-hoc network [5,
3] by anonymous agents. We showed distributed algorithms and lower bounds for general
topologies and for some special classes of networks. In particular, we designed the first
polynomial time algorithm for meeting in general networks.
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11.6.4 Internet Switches and Quality of Service
Investigator: Alexander Kesselmann
Unlike the best effort service provided by the Internet today, next-generation networks will
support guaranteed Quality of Service (QoS) features. In order for the network to support
QoS, each network switch must be able to guarantee a certain level of QoS in some prede-
termined parameters of interest, including packet loss probability, queuing delay, jitter and
others. We focus on competitive algorithms for QoS Internet switches.
Scheduling of Optical Switches
Many high-speed routers today use Input-Queued (IQ) architectures with a crossbar switch-
ing fabric based on optical technology. Packets in the input queues are divided into cells
of unit length and the goal is to find a schedule of minimum makespan that forwards all
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packets to the output ports. The problem is complicated since in optical switches so called
configuration delay, that is the time required to reconfigure the switching fabric, is non-
negligible with respect to the cell transmission time. We aim to design a scheduler whose
complexity does not depend on the number of packets in the input queues. Thus, we focus
on the Non-Preemptive Bipartite Scheduling (NPBS) problem, where each input queue is
connected to each output port in at most one configuration.
In [1] we demonstrate that the NPBS problem is NP-hard for any value of the config-
uration delay and approximation within a ratio smaller than 7/6 is NP-hard as well. For
the offline version of the NPBS problem, we show that a simple greedy algorithm achieves
an approximation factor of 2 for arbitrary configuration delay. Then we consider the online
version of the NPBS problem, where the switch gathers the incoming traffic periodically
and then schedules the accumulated batches (batch scheduling). We propose a scheduling
algorithm which guarantees strict delay for any admissible traffic provided that the switch
has a moderate speedup of two.
Packet-Mode Scheduling
In the QoS real-time scheduling model each packet arrives to the switch with a given deadline
by which it must traverse the switch. A packet successfully passes the switch if the sequence of
cells comprising it is contiguously transmitted out of the switch before the packet’s deadline
expires. A packet transmission may be preempted and restarted from the beginning later.
The scheduling policy has to decide at each time unit which packets to serve. The problem
is online in nature, and thus we use competitive analysis to measure the performance of our
scheduling policies.
In [2] we first consider the case where the goal of the switch policy is to maximize the
total number of successfully transmitted packets. We derive two algorithms achieving the
competitive ratios of (22
√
logL + 1) and N + 1, respectively, where L is the ratio between
the longest and the shortest packet length and N is the number of input/output ports.
We also show that any deterministic online algorithm has a competitive ratio of at least
min(blogLc + 1, N). Then we study the general case in which each packet has an intrinsic
value representing its priority, and the goal is to maximize the total value of successfully







+3, where κ is the ratio between the maximum and the minimum
value per cell. In particular, our algorithm achieves a competitive ratio of approximately
11.123 for κ = 1. We complement our results by studying the offline version of the problem,
which is NP-hard. We give a pseudo-polynomial 3-approximation algorithm for the general
case and a strongly polynomial 3-approximation algorithm for the case of unit value packets.
This is joint work with Dan Guez and Adi Rosen.
Shared Memory Switches
The main benefit of shared memory switches is their flexibility. At the one extreme, they
can be used for complete sharing, where the memory is used as one buffer to serve all the
output links. At the other extreme, shared memory can also simulate complete partition, i.e.,
a dedicated buffer for each output link. The flexibility of shared memory allows to specify
98
11 The Algorithms and Complexity Group
many other policies on the spectrum between complete sharing and complete partition. The
goal is to achieve as much as possible of the benefits from both schemes while suffering as
little as possible from their weaknesses.
In [3] we introduce a novel general non preemptive buffer management scheme, which
considers the queues ordered by their size. We propose a new scheduling policy, based on
our general scheme, which we call the Harmonic policy. We analyze the performance of the
Harmonic policy by means of competitive analysis and demonstrate that its throughput
competitive ratio is at most ln(N) + 2, where N is the number of output ports. We also
present a lower bound of Ω(logN/ log logN) on the performance of any online deterministic
policy. Our simulations also show that the Harmonic policy achieves high throughput and
easily adapts to changing load conditions. This result has been obtained in cooperation with
Yishay Mansour.
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11.7 Information Retrieval
Coordinator: Holger Bast
Making large amounts of information accessible in a way such that sought-after items can be
located quickly and intuitively is still a problem far from being solved. Our research is aimed
at the development of innovative tools for this task that address actual needs, in particular
of the educated searcher, and that are built on a solid mathematical foundation. Our results
range from fundamental theoretical contributions over experimental work to publicly used
software.
We are a very young subgroup of AG1. Two years ago, Holger Bast started moving
from formerly very theoretical work towards information retrieval topics. Two PhD stu-
dents joined towards the end of 2003, two master students have now finished their work,
four master/bachelor students are still busy. Besides the natural interactions within AG1,
there is also a lot of interaction with AG5: joint master students and guests, joint presenta-
tions, and the EU Project DELIS (see Section 11.14); joint software development is planned
(see Section 11.7.1).
11.7.1 Concept-Based Search
Investigators: Holger Bast, Debapriyo Majumdar, Josiane Parreira, Ingmar Weber
In concept-based search, we consider the semantic concepts underlying a collection of doc-
uments with the aim of an improved retrieval effectiveness. For example, in response to a
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query on max planck institut informatik, we would certainly also like to retrieve docu-
ments that contain none of the query terms but instead the term MPII. Our work in the last
1 1/2 years focussed on unsupervised approaches to such concept-based search which do not
require any explicit knowledge input like, for example, lists of synonyms. Note that in our
example there is reasonable hope for such approaches to work, since the relation between
MPII and the query terms will clearly show in a frequent co-occurrence if the collection is
sufficiently large.
We have made major advances in this field, and will describe in the following our two
main results [4, 5] from the last 1 1/2 years. A concise overview over the field is given in
[2]. Two master theses and a half-year student project have significantly contributed to this
area as well [10, 3, 8].
All techniques described in the following are based on the vector space model (VSM),
where documents as well as queries are represented as high-dimensional vectors, with each
dimension corresponding to one of the terms in the collection. Each entry is an indicator of the
significance of that term for that document; in the simplest case it is just an occurrence count.
The similarity of a document to a query is measured by the similarity of the corresponding
vectors, e.g., by the dot product of the normalized vectors. Writing the document vectors
column by column gives us the so-called term-document matrix.
Understanding Spectral Retrieval via the Synonymy Graphs
One of the most prominent approaches to concept-based search is to derive the concepts
from a spectral analysis of the term-document matrix, that is, from some sort of eigenvector
computation. This includes the famous latent semantic indexing (LSI) [6] and its numerous
descendants. Spectral retrieval often works surprisingly well in practice. Despite its math-
ematical flavour, however, it is still little understood under which circumstances it works
how well and why. A number of mathematically interesting analyses exist, e.g. [9, 1], but all
of these are much closer to the mathematics used to solve the problem than to the actual
retrieval problem itself.
Our work in [4] is a big step forward in this respect. We work out what appears to be the
essence of spectral retrieval, with a number of surprising insights. Our analysis starts from
the (unusual) point of view that all spectral retrieval schemes, no matter which variant,
essentially work by assigning a relatedness score to each term pair. Almost all previous
methods and analyses had in common that they committed to a fixed number k of concepts,
and the appropriate choice of k has always been a major open research question. The main
trick in [4] is to study the course of the relatedness score of a fixed term pair when the
number of concepts is varied; plotting this, gives us, for each term pair, what we call its
synonymy graph. These synonymy graphs turn out to be the key to understanding how and
why spectral retrieval works.
We find that the main distinguishing feature between related and unrelated term is not any
particular value of the graph, but rather the course of the graph on the whole. Graphs for
related term pairs have a positive gradient up to some point, then drop, and finally go up
again. Graphs for unrelated terms fluctuate around zero, with most (but not necessarily all)
of their absolute values at least an order of magnitude below those reached by graphs for
related terms. We are able to derive these properties from a mathematical model, and these
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Figure 11.4: The synonymy graph for two pairs of related terms (a) + (b), and for a pair of
unrelated terms (c), all from a collection of computer science abstracts. On the
x-axis the number of concepts is varied, the y-axis gives the relatedness score.
insights are confirmed by extensive experiments.
The synonymy graphs reveal that no fixed choice for the number of concepts can be good
for all term pairs. An extreme, but not untypical example is given in Figure 11.4(a) and (b).
Both term pairs are highly related — indeed, one pair being the singular and plural of the
same word and the other pair forming a common phrase, they are related in the strongest
sense possible — and this relatedness indeed shows in the form of the synonymy graphs. But
any fixed choice of dimension can give a high relatedness score to only one of the two term
pairs.
We propose a new parameterless algorithm, which does not commit to a fixed number
of concepts, as all previous methods did, but instead assesses the course of the synonymy
graphs. On a variety of test collections of different sizes this algorithm outperforms a variety
of the most well-known previous spectral retrieval schemes. We also describe a set of three
fundamental variations of the basic spectral retrieval approach, which capture most of the
existing variants, and give new insights on the effectiveness of each of these variations from
the point of view of our synonymy graphs. In [10], one of these variants is investigated in
more depth. In [8], it is worked out that the course of the synonymy graphs depends mainly
on the first and second-order term-term co-occurrence patterns in the collection.
Insights from Viewing Ranked Retrieval as Rank Aggregation
In [5], we take a broader perspective and study the common principles behind ranked retrieval
in general. We view a multitude of methods in a unifying manner, namely as processes
of combining query-independent rankings that were precomputed for certain attributes. In
particular, we apply this view to various established concept-based retrieval schemes. While
our research on concept-based search described in the previous section focuses on linear
mappings from term to concept space, in [5] also non-linear methods are considered. We pay
particular attention to one of the most prominent and promising non-linear concept-based
retrieval schemes named probabilistic latent semantic indexing (PLSI) [7].
Non-linear methods have fundamental advantages over linear schemes; for example, they
have the ability to deal with polysems (surfing the web vs. surfing on water), which schemes
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based on a linear mapping from term to concept space can only do to a limited extent. This
has been rather vaguely commented on by various authors. In [5], we turn this into a precise
statement.
The optimization problems underlying PLSI and its relatives are significantly harder than
for the linear methods. In [5], we do away with PLSI’s heavy precomputation by recombining
its intricate, yet relatively cheap query mapping with a simplistic, easy to compute set of
document rankings. On a number of test collections of varying sizes, we find the retrieval
performance for this new method to be at least as good and frequently much better than
that of PLSI and a variety of other non-linear matrix decomposition schemes, and that at a
much lower computational cost!
Another advantage of the new method is that it is more suitable for a distributed peer-to-
peer setting. We are currently working on the integration of our new scheme into the peer-
to-peer Minerva Testbed that is being developed in AG5, the Databases and Information
Systems Group; see Section 15.7.
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11.7.2 Full-Text Search With Context-Sensitive Autocompletion
Investigators: Holger Bast, Christian Mortensen, Thomas Warken, Ingmar Weber
We have developed a new interactive search technology that offers a partial way out of the
common search dilemma of having to formulate a query before knowing the formulations
used in the documents one would like to retrieve. As an old Russian proverb puts it: “If you
know what you are looking for, why are you looking, and if you do not know what you are
looking for, how can you find it?”.
We have designed and analyzed novel index data structures and algorithms with a worst-
case performance guarantee and we have engineered a complete system that is being publicly
used. Before we describe these, let us clarify the main idea behind our new technology by
a simple example. We recommend to try this or any other example live via our website
http://search.mpi-sb.mpg.de/sab, where for demonstration purposes the English and
German Wikipedia is indexed (about half a million documents containing a total of over 60
million words).
Assume we are looking for documents on the recent reconstruction of the Frauenkirche in
Dresden. We start typing the most significant word
frauenkir
and will have instantly displayed three flexions of frauenkirche as they occur somewhere
in the collection we are searching in. Since all these flexions make sense in the context of our
query, we continue typing
frauenkir..dre
where the .. signals that the words should occur within the same sentence. We now see four
completions drei, dreifaltigkeitskirche, dresden, and dresdner, of which only two fit
what we are looking for, and so we type one more character
frauenkir..dres
and we see that we have effectively zoomed in on 32 documents at this point, which is exactly
the number of documents which contain a word starting with dres close to a word starting
with frauenkir. If we now continue to type
frauenkir..dres wieder
we get a list of about ten german words starting with wieder which all seem related with
the reconstruction aspect we were actually looking for. This has to be seen in contrast to
the huge number of all words starting with wieder, anywhere in the collection (just erase
the search field and type wieder to see the first 20 of them). Having typed thus far, we may
now simply browse in the hits, which are interactively displayed along with the completions
at any time.
Already this simple example shows two principle advantages over the two standard ap-
proaches to deal with the diversity of (written) natural language: thesaurus construction and
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spelling correction (which are both implemented, for example, in Google). The first advan-
tage is that these two classical approaches establish static relations between terms, while in
our approach alternatives are suggested to the searcher in the context of the present query
and the collection that is actually being searched in. The second advantage is that our ap-
proach works without any knowledge base and is thus readily applicable to any collection in
any language and of any type: mails, manuals, scientific articles, program listings, etc. Any
external knowledge or spelling correction could of course further enhance recall (and we are
working on this), but it is important to note that recall is much increased already in the
plain maintenance-free variant.
Viewed from a different angle, what makes the difference is that our technology enables a
simple leverage of the searcher’s intelligence, who can easily check from a short list of words
which of these make sense in the context of her current query. Without any such feedback, a
search engine is always caught in the classical dilemma of having to trade off either recall for
precision (high quality top hits but many relevant documents get lost; this is what all web
search engines do) or precision for recall (return as many relevant documents as possible at
the risk of returning a lot of irrelevant ones, too).
A New Index Data Structure
At the heart of our search technology lies a new data structure and algorithm for computing
context-sensitive completions with a worst-case performance guarantuee. In [2], we formalize
the following core problem: given a set D of document ids and a string p (p for prefix),
compute the set of W of words in the collection that contain p as a prefix and that occur
in at least one document from D, as well as the set D′ ⊆ D of documents containing any
of these words. We want to precompute an index data structure that fits into as little space
as possible and that enables us to answer the described completion queries as quickly as
possible.
The most straightforward solution is as follows. As preprocessing, construct a classical
inverted index, that is, precompute for each word from the collection, the list of (ids of)
documents containing that word. Then, for a given completion query specified by some D
and p, simply iterate over all words starting with p, and check whether the intersection of
its list with D is nonempty. The drawback of this approach is that we have to compute one
intersection for each of the K words in the collection that begin with p, in order to find those
k of these words for which the intersection is non-empty, where k is typically much smaller
than K.
In [2], we provide a sophisticated data structure and algorithm that comes close to having
a time complexity proportional to k (instead of to K), without using more space than
an ordinary inverted index. Interestingly, our data structure is reminiscent of the priority
search tree data structure used in [4] for geometric range queries. We implemented our
algorithm and found it to be indeed free from the taint of the naive algorithm which for a
significant fraction of queries has very long completions times. For a running system very
tightly bounded variance is an extremely desirable feature. We also give an algorithm that
puts emphasis on very fast worst-case response times, however, at the price of a significantly
larger space consumption: for the Wikipedia collection mentioned above, a factor of about
5 over the size of an ordinary inverted index.
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A Fully Functional Web Service
In fact, we went beyond implementing our algorithms for mere experimental purposes and
engineered a complete web service. The service is publicly available via http://search.
mpi-sb.mpg.de [3]. Response times are in the milliseconds for a collection like Wikipedia
with over half a million documents.
The engineering was a challenging task. First, proximity operators are an essential ingre-
dient of the service and their efficient implementation required a lot of thought and skill.
Getting the service to run smoothly on a variety of standard web browsers was a lot of work.
We further invested a lot of time in the design of a humane GUI. We have also started to
provide support for semi-structured (XML) queries. For example, if searching in the MPG
Email archives of the beginning of the century, a searcher could type
FROM..max.pl
to get all emails from one of the former presidents of Max Planck Society. The catch is
that no extensions of the algorithms or data structures were necessary to support queries
of this kind, except that the all-capital FROM tells the search engine to look only for those
occurrences of the word from occurring in the From line of Emails. The rest of the syntax
is just consistent with what we have described before.
User Studies
For a group of several hundreds of medical practitioners we set up a website where a popular
mailing list is indexed along with a number of medical encyclopedias. Setting up this service
provided, in return, valuable feedback on real user behaviour, and in particular a large
number of real queries which we could use in our experimental evaluation from [2]. The
service was received with great enthusiasm. One consequence was an invited article in the
major german professional journal for homeopathic medicine [1].
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11.7.3 Miscellaneous
Investigators: Holger Bast, Ingmar Weber
A Pitfall in Average Comparison
For two random variables X and Y and a monotonically increasing f , EX ≤ EY does not in
general imply that Ef(X) ≤ Ef(Y ), even when the monotonicity of f is strict. While this
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statement is easily verified mathematically (by a simple counterexample) its consequences
are much less apparent in the context of performance comparisons, as we know them from
so many computer science articles; see Figure 11.5. In [1], we point out this pitfall, and give
a number of concrete examples and publications where this is (potentially) an issue.
Figure 11.5: The average performance of two algorithms. Left: for some cost measure c.
Right: same data, but cost measure 2c.
The main contribution from [1] is that a relaxed form of the statement above, taking
deviations into account, does hold in general. Namely, we have the following theorem, where
E denotes expectation, and dZ = E|Z − EZ| is the expected absolute deviation from the
mean (which is never more than the standard deviation (E(Z −EZ)2)1/2).
Theorem: For any two random variables X and Y , and for any function f that is strictly
increasing, we have
EX + dX ≤ EY − dY =⇒ Ef(X)− df(X) ≤ Ef(Y ) + df(Y ) .
We also show, that none of the obvious relaxations of this theorem hold in general, for
example, it may well happen that the bands formed by the intervals [EX − dX,EX + dX]
and [EY − dY,EY + dY ] do not intersect in one measure, yet the order of the averages
changes by a monotone transformation of the data points. The theorem has a very elegant
proof in terms of a basic (yet not well known) fact relating the median to the mean [4].
The described pitfall first occurred to us in the area of language modelling that is very
much related to the dimension-reduction techniques we discussed in Section 11.7.1. A lan-
guage model yields a probability distribution {pi} which can be compared with the empirical
distribution {qi} of the data, and a straightforward measure for the quality of the model
is therefore the cross-entropy −∑i pi log qi between these two distributions. An alternative,
and equally popular measure is the so-called perplexity, which is nothing but an exponen-
tiation of the cross-entropy. When comparing two (randomized) algorithms for computing
language models via a number of runs, it may happen that one algorithm is better with re-
spect to cross-entropy, but worse with respect to perplexity, even though the one is a strictly
monotone function of the other.
But the significance of this phenomenon is by no means limited to the field of language
modelling. For example, a basic algorithm might be used as a subroutine in another, more
complex algorithm in a non-linear manner. In this case also, it has to be understood that
replacing the subroutine by one with better average performance does not imply an improved
performance of the complex algorithm.
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11.7.4 Analysis of Factors Used in Search Engine Ranking
Investigators: Ingmar Weber, in collaboration with A. Bifet, C. Castillo, and P.-A. Chirita
In [5], we seek insights into Google’s ranking algorithm by analyzing the influence of a variety
of web page properties: on-page factors like the number of occurrences of the query terms
in the title or in headers, as well as off-page factors like the number of in-links or whether
a page is listed in an open directory. Using basic machine learning techniques, we derived
a number of ranking functions from the top 100 web pages returned by Google in response
to each of a set of 36 hand-selected queries. We then tested these ranking functions on a
different set of queries and analyzed how, for each query, the top 100 Google hits would be
ranked by these functions. In [2], a similar study was conducted for the then (1998) popular
Infoseek; however, Infoseek provided the concrete similarity scores which Google does not.
The study of [3], which does consider Google, is methodologically flawed.
Because it is likely that a large web search engine such as Google uses different rank-
ing schemes for different types of queries, we considered four categories of queries: short
queries with little polysemy (e.g., “arizona”), short queries with significant polysemy (e.g.,
“leonardo”), two-term product queries (e.g., “free ringtones”), and very long domain-specific
queries (e.g., “discriminant gaussian link multiple radial supervised”).
Our results make it clear that the categories strongly differ with regard to which property
of a web page is how significant. For example, the rankings for the short non-polysemic
queries appear to depend mainly on one single factor: the number of in-links. Similarly, for
the long domain-specific queries, a ranking according to the single, basic measure of ordinary
unnormalized vector similarity came very close to that produced by Google; see Table 11.1.
Table 11.1: Predicted ranking for the query “discrim-
inant gaussian link multiple radial super-
vised” when using only vector similarity.
There were 33 results for this query.
Predicted rank 1 2 3 4 5 6
Google rank 3 5 6 4 13 2
Our analysis was, of course, lim-
ited to web page properties which
can either be readily computed (like
the number of query words in the
title) or which are explicitly avail-
able from Google (like the number
of pages pointing to a web page).
We were not able to consider in-
formation like query logs or the
modification times of links and web
pages, which certainly play a role in
Google’s ranking mechanism, too. These properties appear to be particularly significant for
queries, where many web page maintainers have a strong (commercial) interest in being
ranked high. Indeed, the rankings for our two-term product queries (“free ringtones”) for
which thousands of sites have been “search engine optimized”, were the most difficult ones
to predict with the web page properties we considered.
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11.8 Computational Geometry
Coordinator: Lutz Kettner
Our work in this area combines the theoretical investigation of fundamental and applica-
tion oriented questions with the actual implementation of algorithms and its corresponding
theoretical support.
The implementation work is described in Section 11.10; in this section we will focus on the
the theoretical work which is organized in the following themes: applications of geometric
data structures to problems in wireless communication, theoretical foundations for the exact
computation of arrangements of curves and surfaces, and geometric data structures and
applications.
We worked on two geometric optimization problems with applications in wireless com-
munication. The approximated k-hop-restricted shortest paths problem has applications in
radio networks with hard bounds on the delays, i.e., number of hops used for routing. The
conflict-free coloring of rectangle ranges has applications in the frequency assignment in
cellular networks.
The MPI was participating in the project Effective Computational Geometry for Curves
and Surfaces ( Ecg) granted by the European Union (lasting till May 2004). It was a coop-
eration with five other European research groups and it aimed to advance the handling of
non linear objects in geometric algorithms, both in theory and practice. A successor project
called Acs, Algorithms for Complex Shapes, was just granted, where MPI is responsible for
the software workpackage. In the context of Ecg the MPI started a software project called
Exacus (“Efficient and Exact and Algorithms for Curves and Surfaces”) three years ago.
On the theoretical side, we developed new methods for computing arrangements of curves,
in particular, cubic curves in the plane, intersection curves on quadrics in space, and general
algebraic curves in the plane. For more information on the software aspects and on the other
topics that are addressed in this project we refer to the section on “Software Libraries”
(Section 11.10.1), the section on “Exact Geometric Computation” (Section 11.10.3), and the
section on “Controlled Perturbation” (Section 11.10.4).
Our work on geometric data structures and applications includes work on energy-aware
stage illumination, polyline fitting under the min-sum-of-errors criterion with applications in
statistics, approximate sphere-range counting, approximation algorithms for Euclidean group
TSP, shortest paths in special line arrangements, and finding planar regions in a terrain.
The energy-aware stage illumination uses a combination of geometry and combinatorial
optimization techniques and is an example of a collaboration with Friedrich Eisenbrand
(NWG2).
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11.8.1 Applications of Geometric Data Structures to Problems in Wireless
Communication
Approximated k-Hop-Restricted Shortest Paths in Radio Networks
Investigators: Stefan Funke, Domagoj Matijevic, and Peter Sanders
For a given network G(V,E, ω) we define the k-hop restricted shortest path between two
vertices to be a shortest path in the network with respect to the weight function ω and
subject to the constraint that at most k edges are used in the path. Amongst others, this
problem has applications in wireless networking, where the aim is to route messages energy
efficiently subject to a constraint on the latency. We can solve this by setting up the following
network:
Given a set P of n points (stations) in R2 we define a radio network as complete graph
(P, P × P, ω) with edge weights ω(p, q) = |pq|σ for some constant σ > 1 and p, q ∈ P , where
|pq| denotes the Euclidean distance between p and q (see Figure 11.6 for σ = 2).
Figure 11.6: A Radio Network and 9, 4, 2, 1-
hop paths from P to Q with costs
9, 36, 50, 100
We showed in [3] that for (1 + )-
approximately optimal k-hop paths under
the weight function ω(p, q), it suffices to
compute a shortest path for a constant size
subset R ⊆ P of the representative points
— one point for each square cell in some
grid that depends on the query points. In
addition, we built a data structure based on
a well-separated pair decomposition which
allows us to guarantee constant query time
using linear space and O(n log n) prepro-
cessing time. The query time is indepen-
dent of , the preprocessing time and space
is polynomial in 1/.
One tool we employed here might be of
independent interest: For any pair of points
(p, q) ∈ P ⊆ Z2 we can report in constant time the cluster pair (A,B) representing (p, q) in
the well-separated pair decomposition of P .
In [4], we put particular emphasis on actual implementations of the above discussed prob-
lem and demonstrate that the large constant factors hidden in the theoretical analysis are
not a big problem in practice.
Conflict-Free Coloring of Rectangle Ranges
Investigators: Khaled Elbassioni and Nabil H. Mustafa
In this project, we study frequency assignment in cellular networks, which are heterogeneous
networks consisting of base stations and clients. The base stations are assigned fixed frequen-
cies to enable links to clients, which can connect to any base station, provided i) the base
station is located within range, and ii) no other base station within range of the client has
a similar frequency assignment (to avoid interference). This then leads to the fundamental
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problem of frequency-assignment in cellular networks: assign (fixed) base station frequencies
such that any client (which is within range) can be successfully served. Naturally, due to cost,
flexibility and other restrictions, one would like to minimize the total number of assigned
frequencies.
The study of the above problem was initiated in [1], and continued in a series of recent
papers [6, 5, 2]. It can be abstracted, and reduced to the following mathematical problem. A
set of points P in <2, together with a set R of ranges (say, the set of all discs or rectangles
in the plane) is called a range space (P,R). For a given range space (P,R), the goal is to
assign a color to each point p ∈ P such that for any range R ∈ R with R ∩ P 6= 0, the set
R ∩ P contains a point of unique color. Call such a coloring of the points P a conflict-free
coloring of (P,R). The problem then is to assign a conflict-free coloring to the range space
(P,R) with the minimum number of colors. Previous work gives various upper and lower
bounds for this minimum numbers of colors needed.
We study the following question: By adding a small number of new points (base stations),
can the total number of used colors (frequencies) be reduced? Negative answer follows for
disc ranges in <2 from previous work. However, for rectangle ranges, we answer affirmatively:
Given a set P of n points in <2, and any  ≥ 0, it is always possible to add a set Q of O(n1−)
points such that P ∪ Q can be conflict-free colored using O˜(n 38 (1+)) colors. We prove the
above by using a probabilistic re-coloring technique that can be used to get a coloring with
weaker properties, which we call a quasi-conflict-free coloring. We also give other applications
of this technique.
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11.8.2 Arrangements of Curves and Surfaces
Arrangements of Cubic Curves
Investigators: Arno Eigenwillig, Lutz Kettner, Elmar Scho¨mer, and Nicola Wolpert
Figure 11.7: Screen shot of cubics.
Already at the end of the last report period, we have
extended our earlier work on exact arrangements of
conic arcs [2] to the algebraically and geometrically
more intricate class of implicit cubic curves, again
yielding an exact, efficient and complete algorithm for
arrangement computation. In the current report pe-
riod, this algorithm has been presented at SCG 2004
[5]; a journal version (invited to a special issue of Com-
putational Geometry) is in preparation.
Results from the work on cubic curves have helped
to accelerate substantially the existing Exacus im-
plementation for arrangements of conic arcs, and they
have found their use in the ongoing work on quadric
intersection curves.
Arrangements of Quadric Surfaces
Investigators: Eric Berberich, Michael Hemmer, Lutz Kettner, Elmar Scho¨mer, and Nicola
Wolpert
We have continued our work on comput-
ing arrangements of quadric surfaces. We
have the first exact, complete and efficient
implementation that computes for a given
set P = {p1, . . . , pn} of quadric surfaces
the planar map induced by all intersection
curves p1 ∩ pi, 2 ≤ i ≤ n, running on the
surface of p1 [3].
We follow the approach of Wolpert [12]
and reduce the spatial problem by projec-
tion to the one of computing planar ar-
rangements of algebraic curves. We have
extended and improved the previous ideas
for computing small disjoint boxes around the event points to a full analysis of the topology
of curves and curve pairs.
During the projection we loose the spatial information: branches on the upper and lower
part of p1 are projected on top of each other. We have developed and implemented a method
to regain this information and to split the arrangement into one for the upper and one for
the lower part of p1.
Our implementation is part of the Exacus library. It is complete in the sense that it
can handle all kind of inputs including all degenerate ones where intersection curves have
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singularities or pairs of curves intersect with high multiplicity. It is exact in that it always
computes the mathematical correct result. It is efficient measured in running times. On a
1.7 GHz Pentium M machine it takes 512 seconds to compute the planar map on p1 in an
arrangement of 100 quadrics, consisting of over 85.000 edges.
The screen shots above are made by our program for the example arrangement of quadrics.
We compute the planar arrangements on the upper and on the lower part of the red ellipsoid.
Arrangements of Algebraic Curves
Investigators: Nicola Wolpert, in collaboration with Raimund Seidel
We have considered the problem of computing a representation of the plane graph induced
by one (or more) algebraic curves in the real plane. In the past we have developed a solution
for non-singular algebraic curves based on Jacobi-curves [11]. In this work we make no
assumptions about the curves, in particular we allow arbitrary singularities and arbitrary
intersection.
The problem has been well studied for the case of a single curve, e.g. [1, 4, 10, 6, 7, 9,
8]. All proposed approaches so far require finding and counting real roots of polynomials
the coefficients of which are algebraic numbers. Various algebraic approaches for this real
root finding and counting problem have been developed, but they tend to be costly unless
speedups via floating point approximations are introduced, which without additional checks
in some cases can render the approach incorrect for some inputs.
We have developed a method that is always correct and that avoids finding and counting
real roots of polynomials with non-rational coefficients. We achieve this using two simple
geometric approaches: a triple projections method and a curve avoidance method.
We have implemented our approach
for the case of computing the topology
of a single real algebraic curve. Even
this prototypical implementation with-
out optimizations appears to be com-
petitive with other implementations.
On the right you see an algebraic curve
and its planar map created by our pro-
gram.
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11.8.3 Geometric Data Structures and Applications
Energy-Aware Stage Illumination
Investigators: Friedrich Eisenbrand, Stefan Funke, Andreas Karrenbauer, and Domagoj
Matijevic
Figure 11.8: Power assignment to light sources
Consider the following illumination prob-
lem: given a stage represented by a line
segment L and a set of light sources rep-
resented by a set of points S in the plane,
assign powers to the light sources such that
every point on the stage receives a sufficient
amount – e.g. one unit – of light while min-
imizing the overall power consumption (see
Figure 11.8). Under the assumption that
the amount of light arriving from a fixed
light source decreases rapidly with the dis-
tance from the light source, this becomes
an interesting optimization problem.
We examine in [4] the problem introduced above and present different solutions, based
on convex optimization, discretization and linear programming, as well as a purely combi-
natorial approximation algorithm. Some experimental results are also provided in which we
investigate the actual behavior of the proposed algorithms, since we believe that our analysis
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Figure 11.9: A set of points fitted by a polyline with four joints.
of the approximation ratios is overly pessimistic. We also propose to reconsider the classical
illumination problems as known from computational geometry literature under this light
attenuation model. We reckon this new model creates quite a number of new and interesting
open questions for which only a combination of geometric reasoning and techniques from
combinatorial optimization will lead to provable results.
Polyline Fitting
Investigators: Kurt Mehlhorn, in collaboration with with Boris Aranov, Tetsuo Asano,
Naoki Katoh, and Takeshi Tokuyama
Fitting a curve of a certain type to a given set of points in the plane is a basic problem in
statistics and has numerous applications. We consider fitting a curve with a polyline with k
joints, see Figure 11.9 for an example, under the min-sum-of-errors criterion. In statistics,
minimizing the sum of errors is more meaningful than minimizing the maximal error, since
the sum of errors criterion is more robust with respect to outliers. The error of a point is
either the vertical distance of a point from the polyline (L1-fit) or the square of the vertical
distance (L2-fit). We [1] present efficient algorithms for the 1-joint version of the problems
and fully polynomial-time approximation schemes for the general k-joint versions.
Previously, only the min-max-error criterion was studied for polylines. For the min-sum-
of-errors only the 0-joint case had been considered.
Approximate Range Counting
Investigators: Theocharis Malamatos, in collaboration with Sunil Arya and David M.
Mount
Answering range queries is a problem of fundamental importance in spatial information
retrieval and computational geometry. The objective is to store a finite set of points so that
it is possible to quickly count the points lying inside a given query range. In [2] we present
the first space-time tradeoffs for approximate spherical range counting queries. Given a set S
of n data points in Rd, 0 <  ≤ 1/2 and a parameter γ, where 2 ≤ γ ≤ 1/, we show how to
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construct a data structure of space O(nγd log(1/)) that allows us to answer -approximate
spherical range counting queries in time O(log(nγ) + 1/(γ)d−1).
Figure 11.10: Example of an approximate range
query.
At one extreme, this yields a data struc-
ture of space O(n log(1/)) that can an-
swer approximate range queries in time
O(log n + (1/)d−1) which, up to a fac-
tor of O(log 1/) in space, matches the
best known result for approximate spher-
ical range counting queries. At the other
extreme, it yields a data structure of space
O((n/d) log(1/)) that can answer queries
in time O(log n + log 1/). This is the
fastest known query time for this problem.
We also show how to adapt these data
structures to the problem of computing an -approximation to the kth nearest neighbor,
where k is any integer from 1 to n given at query time. Our approach is broadly based on
methods recently developed for approximate Voronoi diagrams.
Approximation Algorithms for Euclidean Group TSP
Investigators: Khaled Elbassioni, Aleksei Fishkin, Nabil H. Mustafa, and Rene Sitters
A salesman wants to meet a set of potential buyers. Each buyer indicates a set of potential
locations where he or she can meet the buyer. The salesman would like to minimize the total
length of the tour required to meet all the potential buyers. How to construct such a tour?
This problem is a generalization of the classical Traveling Salesman Problem (TSP), and
hence is NP-hard. More formally, the problem we study can be stated as follows.
Euclidean Group TSP. Given a set P of points in the Euclidean plane, and m subsets
{S1, . . . , Sm} of P , one has to construct a tour on a set P ′ ⊆ P such that P ′ contains at
least one point from each subset (group) Si. The objective is to minimize the length of the
tour.
This model unifies two important separate bodies of research: (i) the Group Steiner Tree
problem, in which we are given a graph G on n vertices with non-negative weights on the
edges, and m subsets of vertices, and seek for computing a sub-tree of G which contains at
least one vertex from each subset (group), and whose total length is minimized, and (ii) the
Euclidean TSP with Neighborhoods problem, in which we are given m connected geometric
regions S1, . . . , Sm in the Euclidean plane, and seek to find a minimum length tour that
hits each region at least once. Such problems arise in VLSI design [9], and routing-related
applications [8].
In [5], we give a (9.1α + 1)-approximation algorithm for the problem where groups are
enclosed by non-intersecting α-fat objects of arbitrary size. This improves the previous best
result on the TSP with neighborhoods problem in several ways. First, we dramatically reduce
the previous best approximation factor of 12, 000α3 [3]. Second, our groups are arbitrary
point sets S1, . . . , Sm, separated by fat objects in the Euclidean plane, whereas previous
results only deal with the (continuous) case where each set Si is the (infinite) set of points
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belonging to an object. We also do not require the objects to be convex. Furthermore,
our algorithm yields an O((2α)d−1)-approximate solution for any dimension d. In contrast,
it was shown in [10] that TSP with neighborhoods in R3 is unlikely to be approximable
within O(log1/2 n), and thus, for d ≥ 3, it is unlikely that there is an approximation factor
independent of the fatness α.
We also consider the variant of the problem in which the instances are defined by m sets of
points in the Euclidean plane and a set of m disks. Disks may intersect and each disk defines
a group consisting of the enclosed points. Clearly, the intersection between disks admits
much more complicated systems of subsets than what we can get from the non-intersecting
sets. We present an O(1)-approximation algorithm for this problem.
We also prove that the Euclidean Group MST problem, in which we seek for a minimum
spanning tree instead of a tour, is NP-hard for non-intersecting unit disks with at most
two points per disk. On the other hand, it is straightforward to modify our approximation
algorithms to work for the Euclidean Group MST problem as well. Unlike the approxima-
tion algorithms presented in [3, 7, 11], our technique does not rely on linear programming
relaxations, and hence provides improvements in running time (as well as in approximation
factor).
On Shortest Paths in Line Arrangements
Investigators: Kavitha Telikepalli, in collaboration with Kasturi Varadarajan
Suppose one has an arrangement of lines and wants to compute a shortest path from one point


















Figure 11.11: The shortest s-t path is al-
ways one of s-u-t or s-r-t.
problem runs in Θ(n2) time which is obtained by
modeling this a shortest path problem in a pla-
nar graph. More efficient algorithms are known
in special arrangements. We prove the result that
the shortest path from s to t in an arrangement of
lines where the lines form two pencils, as in Fig-
ure 11.11, is either the path s-r-t or the path s-u-t.
The shortest s-t path never uses any “middle” line
in the arrangement. This gives us an O(n) algo-
rithm for computing the shortest s-t path in these
classes of arrangements [12].
This result can be carried over to general ar-
rangements in the following manner that certain
lines can be excluded from the arrangement since
they will never contribute to the shortest s-t path.
The resulting arrangement will have the property
that no three lines interest pairwise inside the re-
gion given by the intersection of the exterior half planes of the input lines. However this does
not result in an o(n2) algorithm always.
116
11 The Algorithms and Complexity Group
Finding Planar Regions in a Terrain
Investigators: Stefan Funke, Theocharis Malamatos, and Rahul Ray
Figure 11.12: Close-up on a fracture surface and
a connected almost planar region
in dark.
Motivated by an application from Mate-
rials Science, where people are interested
in the surface topography of materials that
have been exposed to fracture, wear, corro-
sion, and machining, to obtain information
about the internal composition of these
materials, we have looked at the problem
of computing large connected, almost pla-
nar regions in a triangulated terrain. We
define the notion of ‘almost planarity’ by
requiring the existence of a reference nor-
mal such that all triangles of the detected
region have a normal which is close (in
terms of angular distance) to this refer-
ence normal. In previous work an exact
near-quadratic (in the number of trian-
gles n) algorithm was presented, but only
a heuristic implementation with no guar-
antee was practicable. In [6], we present
a new approximation algorithm for the
problem which runs in O(n/2) time and—apart from giving a guarantee on the quality
of the produced solution—has been implemented and shows very good performance on real
data sets representing fracture surfaces with around half a million triangles.
We have also devised a simple approximation algorithm for the following related problem:
given a two-dimensional point-set of size n, compute a placement of the unit disk which
contains most points from the set. While finding the optimal placement is believed to take
at least Ω(n2) time in the worst case, our approximation algorithm runs in only linear time
and involves small hidden constant factors.
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11.9 Assembly and Simulation
Investigators: Thomas Warken, Christian Lennerz
Our work in this area investigates fundamental computational questions that arise in the vir-
tual development of industrial products. Using digital representations provided by CAD/CAM
systems, engineers are able to evaluate virtual prototypes and their assembly operations at
early stages of the development process. This allows to cut down costs of developing new
products and to reduce the time to market. Typical computational tasks in virtual prototyp-
ing applications are mechanical simulation and geometric queries such as collision detection
and distance calculation. Since polyhedral approximations of curved objects induce a trade-
off between efficiency and accuracy of the respective algorithms, we work with the original
CAD-data which allows to achieve both of these objectives. The class of objects we are con-
sidering is called the set of quadratic complexes. This generalizes the class of polyhedra by
allowing edges and faces to be embedded on arbitrary conics and quadrics, respectively. An
important subclass is the set of natural quadratic complexes, where faces are either planar
or patches of spheres, circular cones or circular cylinders and edges are straight or circular.
In the last two years we have completed our investigations on fundamental algorithms for
virtual prototyping. The results were published in [3] and [1], respectively. A summary of
the two main themes are given in the following subsections.
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11.9.1 Collision Detection and Dynamics Simulation
Investigator: Thomas Warken
In the thesis [3] we presented algorithms for both the static as well as the dynamic collision
detection problem for curved rigid objects. In addition to that we derived an approach to
simulate the rolling motion of a curved object on an arbitrary surface.
Static Collision Detection
An algorithm for static collision detection decides for two stationary objects whether they
overlap or not. We presented a generic algorithm that solves this task for arbitrary curved
objects. We specialized this algorithm for certain classes of objects, namely the quadratic
complexes, the natural quadratic complexes which were extended by the torus, and the
quadratic complexes extended by intersection curves between quadrics. We reduced all sub-
problems to the problem of finding the roots of univariate polynomials, where it was our
goal to keep the degrees of these as low as possible. We could show that for the former two
of the above mentioned classes these degrees were at most four, which allows to compute the
desired roots efficiently and accurately using the formulae of Cardano and Ferrari. For the
third class we showed that the degrees of the occurring polynomials are at most eight.
Dynamic Collision Detection
The dynamic collision detection problem is to decide whether two moving objects will inter-
penetrate during a given time interval. We presented a generic algorithm that solves this task
for arbitrary curved objects under the assumption that one of them is stationary whereas
the other one moves. We specialized the approach for the classes of quadratic complexes and
natural quadratic complexes. Again, we reduced all computational tasks to the root find-
ing problem for univariate polynomials and proved upper bounds for their degrees. To our
knowledge, this was the first time that a dynamic collision detection algorithm for complex
classes of objects with curved surfaces was published.
Dynamics Simulation
Simulating the dynamics of rigid objects means simulating their motions under the influence
of forces and mutual contacts. An example of such a dynamic behavior is the rolling motion
of a curved object on a surface. We derived an approach to simulate this effect for arbitrarily
shaped objects on arbitrary surfaces. We could show that in case there is more than one
contact point during such a motion, these points must all be collinear. This means that
one can restrict oneself to the cases of one and two contact points. For both these cases we
derived a system of ordinary differential equations describing the motion of the object. We
proved non-singularity for these equations which means that the behavior of the object is
uniquely determined by its initial position and velocities.
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11.9.2 Distance Computation
Investigator: Christian Lennerz
In [1] we have presented a generic algorithm that solves the distance computation problem for
curved solid objects. It relies on a collection of elementary queries which can be categorized
as containment, intersection and proximity tests. We have described the elementary tests for
the classes of quadratic and natural quadratic complexes, both of them extended by torus
patches. All computations are reduced to the problem of solving univariate and bivariate
polynomial equations. Thereby we aimed at keeping the degrees of the polynomials as low
as possible.
Our algorithm deals with all degenerate configurations of the input objects. These are con-
figurations for which one of the considered polynomial systems has an infinite solution set.
We could show that in all cases, it suffices to determine a finite number of point pairs wit-
nessing all extremal values of the distance function. Moreover, we derived a generic technique
that computes these points by solving systems of bivariate equations whose solution sets are
finite. To our knowledge we have presented the first approach that deals with degenerate
configurations of algebraic curves and surfaces in the context of proximity problems.
All derived systems are solved using a global root finding method. These kinds of algo-
rithms are well known for univariate polynomials. In the bivariate case, we therefore trans-
formed the system to a univariate one using the concept of resultants. Although the degrees
of these polynomials are high, there often exist non-trivial factorizations. Based on these
factorizations we can compute all roots of the resultants by solving polynomials of a degree
of at most 24. Compared to previous approaches, this represents an improvement in the
degree complexity by a factor of three.
An important special case is the class of natural quadratic complexes extended by torus
patches. For this object class we showed that all elementary queries can be answered by
finding the roots of univariate polynomials of a degree of at most 8. As shown in [2] it is not
possible to improve this result by finding factorizations of the arising polynomials.
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11.10 Software Libraries
Coordinator: Lutz Kettner
Software systems and algorithm engineering are categories that cut across the other areas
of our group. Some of the efforts are thus documented in the respective area. Similarly, the
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related theoretical work is covered in the respective sections, such as in Section 11.8 for
computational geometry.
We continued our work on Exacus, a project we created in the last reporting period to
study arrangements of curves and surfaces (Section 11.10.1). We made our first public release
of Exacus available at the end of 2004 as part of the EU funded Ecg project. The Ecg
project was successfully completed last year and the (slightly extended) consortium was
granted a new EU-funded three-year project called Acs, Algorithms for Complex Shapes.
About half of the resources in the project are dedicated to software development with the
main focus on extending Cgal towards curves and surfaces. MPI is leading the corresponding
workpackage with Lutz Kettner appointed as software coordinator in Acs.
We continued our work on Cgal, where we just released
a major new contribution, three-dimensional Nef-polyhedra
(Section 13). The robustness of our implementation started
a collaboration with Marcus Magnor (NWG3) on computing
visual hulls. The collaboration is in its beginning. We show
as a first test example that we can create a solid whose three
projections form the three characters of MPI.
In addition to above software libraries, we worked on two pieces to support the exact
geometric computing paradigm (Section 11.10.3): To motivate the need for exact geometric
computing in classroom, we created a set of examples to illustrate the problems of limited
floating-point arithmetic in geometric computations and we continued work on exact Leda
number types. We released the new Ext number type, an extension of the Leda reals with
the diamond operator that represents algebraic numbers in a unique and novel way as a
general purpose and efficient number-type implementation.
Controlled perturbation is a novel approach to the robustness problem. We were able to
extend this approach to the family of randomized incremental construction algorithms, in
particular to Delaunay triangulations (Section 11.10.4).
We continued our work on Stxxl, the Software Library for High Performance External
Computing (Section 11.10.5) that provides algorithms and data structures with generic Stl
interfaces for computations on huge data sets.
We report in algorithm engineering on publications on super scalar sample sort, a variant
of sample sort and a highly tuned implementation of van Emde Boas search trees on 32 bit
integer keys (Section 11.10.6).
11.10.1 EXACUS: Efficient and Exact Algorithms for Curves and Surfaces
The MPI was participating in the Ecg-project (Ef-
fective Computational Geometry for Curves and Sur-
faces) granted by the European Union (lasting till May
2004). It is a cooperation with five European research
groups in Tel Aviv, Inria Sophia-Antipolis, ETH
Zu¨rich, Groningen, and FU-Berlin. The project aims
to advance the handling of non linear objects in geometric algorithms, both in theory and
practice. Our results contributed to this project. A successor project called Acs, Algorithms
for Complex Shapes, was just granted, where MPI is responsible for the software workpackage.
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Figure 11.13: Library layers of the Exacus project.
In the context of Ecg the MPI started a software project called Exacus (Efficient
and Exact and Algorithms for Curves and Surfaces) in April 20022. The aim of Exacus
is to test and improve our theoretical ideas. The software libraries in Exacus are still
quite elaborately designed to support further research implementations based on these li-
braries. Furtheron, we see Exacus as a laboratory to study ideas how a mature implemen-
tation of support for curves and surfaces could look like in Cgal, as planned for the Acs
project.
The different research results are documented in the Subsection 11.8.2 on arrangements
of curves and surfaces of the Geometry Section 11.8. In the context of the Ecg and the
Exacus project in the last two years we have made several contributions to the exact and
efficient computation of arrangements, in particular we have results for 2-dimensional ar-
rangements of cubic arcs [3], arrangements of special quartic curves that are projections
of intersection and silhouette curves of arrangements of quadrics in space [2], and for ar-
rangements of algebraic curves of arbitrary degree [4]. We continue here with the software
aspect.
Software in EXACUS
Investigators: Eric Berberich, Franziska Ebert, Arno Eigenwillig, Peter Hachenberger,
Michael Hemmer, Susan Hert, Lutz Kettner, Kurt Mehlhorn, Joachim Reichel, Susanne
Schmitt, Elmar Scho¨mer, Dennis Weber, and Nicola Wolpert
Exacus is a collection of C++ libraries, see Figure 11.13 for their layered architecture. Our
design follows the generic programming paradigm with C++ templates similar to design
principles in Cgal.
The libraries consist currently of about 90000 lines of code including the documenta-
tion that is embedded in the C++ source code. We use Doxygen to create the reference
documentation. We use Cvs for version control and distributed collaboration. Configura-
2http://www.mpi-sb.mpg.de/EXACUS/
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tion and build management is done with the Gnu family of tools autoconf, automake,
and libtool. The supported compiler is g++ 3.3 and 3.4 and the supported platforms
are Linux and Solaris. We strive for C++ standard conformance of our code, but expe-
rience shows that porting to more compilers and platforms can sometimes be easy and
sometimes not. We run daily a fully automatized test-suite from Cvs based on our own
scripts.
We detect a couple of other libraries during configuration. Exacus does not depend on
these libraries in various core parts of its functionality. However, in other parts, we did not
reinvent the wheel and depend on existing implementations. Generic programming allows
us to stay flexible and postpone the decision between several alternatives to the final user
application code, for example, the choice of number types. The other libraries are: Leda
for its number types, the graph data structure in the SweepX library, and the window for
visualization in the ConiX applications. Cgal for its number types, kernel geometry, and
the planar map, just recently supported with a generic traits class adaptor in the SweepX
library such that all curve types available in Exacus can be used Cgal arrangements as
well. Qt for visualization of the CubiX applications. Gmp and Core for their number types.
Boost for the interval arithmetic.
For the details of the functionality in the libraries please refer to the research results
documented in the Subsection 11.8.2 on arrangements of curves and surfaces of the Geometry
Section 11.8.
We started three years ago writing the software. Last year we publicly released all libraries
up to ConiX under the open source license QPL, which is the license also chosen for the
Cgal basic library. The CubiX library is ready for a prototype demo application and would
be next for a public release. The QuadriX library is active research.
A first preliminary comparison with competing approaches in the Ecg project turned out
quite successful for the Exacus libraries that were the most stable and fastest implementa-
tion [1].
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11.10.2 CGAL: Computational Geometry Algorithms Library
We have continued the development of Cgal, the
Computational Geometry Algorithms Library3. The
distinguishing features of the library are the careful
and efficient treatment of robustness issues, the wide
scope of the algorithms and data structures provided,
and flexibility, extensibility, and ease of use. There have been three releases of the library
since 2003 (3.0 in November 2003, 3.0.1 in February 2004, and 3.1 in December 2004).
A new company, the GeometryFactory4, has been incorporated on January 6th, 2003. It
is now the sole distributor of commercial licenses for Cgal and it offers consultation around
Cgal.
The Cgal release 3.0 in 2003 was a big milestone that achieved the move of Cgal towards
an open source license (still allowing for commercial licenses and a viable business model for
the GeometryFactory). The move to open source was also in incentive for new developers
outside the original founding institutes to join the project.
Development and Maintenance
Investigators: Miguel Granados, Peter Hachenberger, Susan Hert, Lutz Kettner, Renata
Krysta, Andreas Meyer, and Sylvain Pion
A major effort in Cgal is the maintenance and improvement of the existing code base, user
support, and the creation of new releases. Several people at MPI contribute here. We give
an overview of tasks done at MPI:
– Implementation of three-dimensional Nef polyhedra, see below.
– Implementation of a fast box intersection algorithm [6], used in the Nef polyhedra
but also available independently in Cgal and useful in many applications, e.g., self-
intersection test for three-dimensional meshes.
– Tutorial for polyhedral surfaces in Cgal with selected useful algorithms from the basic
library and a generic library of subdivision surfaces5 (in collaboration with Pierre
Alliez, Le-Jeng Shiue, and Radu Ursu).
– Maintaining the following packages at MPI: Circulator, Convex hull d, Generator,
HalfedgeDS, Hash map, Nef 2, Nef 3, Nef S2, Polyhedron, Polyhedron IO, Robust-
ness, Timer, and Union find. The packages Kernel, Interval arithmetic, Number types,
Triangulation 2, and Triangulation 3 are maintained by Sylvain Pion, who moved to
Inria, Sophia Antipolis, France, during the reporting period of this report.
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– Maintaining and improving the self-written manual tools used to create our manuals.
Biggest new improvement is the addition of an index to the HTML version and a
revised joint manual of all manual parts of Cgal.
– Editing the final manual for the public release.
– Building the public release and its manual.
– Lutz Kettner is an active member of the Cgal Editorial Committee and reviews new
submissions to Cgal.
– User support on the Cgal user mailing list and developer discussions on the Cgal
developer mailing list.
– Maintenance of the Cgal web page: http://www.cgal.org/.
– Organizing developer meetings in Schloss Dagstuhl.
Nef Polyhedra in 3D
Investigators: Miguel Granados, Peter Hachenberger, Susan Hert, Lutz Kettner, Kurt
Mehlhorn, and Michael Seel
A Nef polyhedron is any set that can be obtained from open half-spaces by a finite number
of set complement and set intersection operations [5, 1]. The set of Nef polyhedra is closed
under the Boolean set operations.
We implemented a data structure, the Selective Nef Complex, that realizes three-dimen-
sional Nef polyhedra. Our implementation supports the construction of Nef Polyhedra from
manifold solids, boolean operations (union, intersection, complement, difference, symmetric
difference), topological operations (interior, closure, boundary, regularization), and rational
transformations including rotations by rational rotation matrices. Our software module is
part of Cgal release 3.1.
Our implementation is exact. We follow the exact
computation paradigm to guarantee correctness. The
binary operations are realized by a complete algo-
rithm for the overlay of two Nef polyhedra. The al-
gorithm is complete in the sense that it can handle
all inputs and requires no general position assump-
tion.
Our implementation is efficient. We implemented ef-
ficient search structures for the main sub-steps, i.e., we
use a kd-tree for ray shooting and point location, and
we do fast box intersection as described in [6]. Fur-
thermore, we performed an extensive number of experiments in order to analyze the runtime
behavior of our implementation. As a result, we could identify the most time consuming rou-
tines and find means to prevent the execution of those routines in most of the common cases.
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Comparisons with the professional CAD kernel Acis confirm the quality of our approach [3].
We used ExpLab6 [4] for the documentation of our experiments.
At the end of the previous reporting period, we had our algorithm working for the first
time [2]. Since then, we
– provided the means for configuring our software either with a normal or an extended
kernel at compile time. While using a normal kernel is faster, we are restricted to
polyhedra with a finite boundary without an extended kernel. Nef polyhedra with a
finite boundary are still closed under boolean set operations.
– provided rotation of 3D Nef polyhedra with an infinite boundary.
– finalized our software package for the Cgal release 3.1. This includes a test suite
covering the whole code, a user and a reference manual.
– implemented search structures for the main subroutines, i.e., we implemented a kd-tree
for ray shooting and point location, and we implemented fast box intersection in order
to find all edge–edge and edge–facet intersections of two polyhedra.
– performed experiments and optimizations as described above.
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11.10.3 Exact Geometric Computation
Classroom Examples of Robustness Problems in Geometric Computations
Investigators: Lutz Kettner, Kurt Mehlhorn, and Sylvain Pion, in collaboration with Stefan
Schirra and Chee Yap
The algorithms of computational geometry are designed for a machine model with exact
real arithmetic. Substituting floating point arithmetic for the assumed real arithmetic may
cause implementations to fail. Although this is well known, it is not common knowledge.
There is no paper which systematically discusses what can go
wrong and provides simple examples for the different ways in
which floating point implementations can fail. We hope that
our work will be useful for teaching computational geome-
try [3].
We studied simple algorithms for planar convex hulls and
3d Delaunay triangulations and give examples which make
the algorithms fail in many different ways7. For the incre-
mental planar convex hull algorithm our examples cover the
negation space of the correctness properties of the algorithms.
The examples show that the implementation may make gross
mistakes. It may leave out points which are clearly extreme,
it may compute polygons which are clearly non-convex (see the figure to the right), and it
may even run forever.
We also show how to construct failure-
examples semi-systematically and discuss
the geometry of the floating point im-
plementation of the orientation predicate.
The two figures on the right illustrates
the evaluation of the orientation test with
IEEE double precision arithmetic; We fix
two points in the orientation test and let
the third point vary in the least significant
bits of its coordinates mantissas. We color code the resulting grid: white for collinear, light
grey for negative, and dark grey for positive orientation. The two figures illustrate the result
for two different set of points, the first one for an already trivial placement of the points at
(12,12), (24,24) and the varying point at (0.5,0.5). Note that the error is not only towards
collinearity, but sign reversals can occur as well.
Exact Computation with Real Algebraic Numbers – EXT
Investigator: Susanne Schmitt
Exact computational geometry relies on exact computation with real algebraic numbers.
The most general real algebraic numbers (numbers given as roots of polynomials) turn out
7http://www.mpi-sb.mpg.de/~kettner/proj/NonRobust/
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to be a bottleneck of exact computation. Within the Exacus project we developed and
implemented two concepts for these numbers.
The Exacus intern real algebraic numbers express such a number by a defining polynomial
and an isolating interval. To compare two numbers, the intervals are bisected and the greatest
common divisor of the polynomials is considered, if necessary.
The Ext number package uses the separation bound approach [1]. It extends the Leda
number type real by the diamond operator that expresses a real root of a polynomial. The
Ext number package has been released 8 [2] and has recently been included in Leda (version
5.0).
First experiments were done to compare the real algebraic numbers from Exacus and Ext.
The implementation has also been compared with the real algebraic numbers from Core
(with the same concept as in Ext, but restricted diamond operator). In the experiments,
the Exacus real algebraic numbers were nearly always the fastest numbers and Core was
nearly always slower than Ext.
Although the experiments indicate that the Exacus algebraic numbers are the best, they
are not always the best choice, as it is not easy to compute with those numbers. Every
computation that involves a real algebraic number in Exacus has to provide a defining
equation for its result, which is in general difficult to get. Using Ext or Core computations
can be done in a straightforward way.
Separation bounds for expressions involving diamond operators tend to behave very bad.
This forces good approximations of the numbers, which is costly. During the implementation
process of the diamond operator, the separation bounds for diamond expressions have been
improved [4].
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11.10.4 Controlled Perturbation
Investigators: Stefan Funke, Christian Klein, Kurt Mehlhorn, and Susanne Schmitt
New algorithms in computational geometry are often designed assuming exact arithmetic and
non-degenerate input. Controlled Perturbation is a framework that allows the implementa-
tion of such “idealistic algorithms” without the need to explicitly handle those problems. In
other words it allows to write a simple but fast implementation that computes the correct
result to a slightly perturbed input. Controlled perturbation was pioneered by Halperin et.
al. and applied by them to the arrangement computation for spheres [3], polyhedral surfaces
[4] and circles [2].
In [1] we have shown that controlled perturbation is applicable to most randomized incre-
mental construction algorithms. We further were able to derive concrete controlled pertur-







perturbs the input in such a way that de-
generacies disappear and all computations
can be handled with fixed precision float-
ing point arithmetic. This perturbation is
done randomly and independently for each
input object. When devising a concrete
controlled perturbation scheme, one is in-
terested in the precision needed to resolve
all problems for a fixed given perturbation
amount, or, in the perturbation amount
needed for given precision. To analyze this,
we estimate the number and size of the for-
bidden regions for an input object to be
inserted, i.e., the regions in which its in-
sertion would cause numerical problems.
However, a carelessly inserted object may also cause problems for later insertions, hence we
get another set of forbidden regions in which the object should not lie. The perturbation
amount now has to be chosen in such a way that the current object will not lie inside any
of those forbidden regions with high probability.
For randomized incremental construction in general we showed that the number of forbid-
den regions behaves in a good way if some weak conditions are fulfilled by the algorithm.
In the case of Delaunay triangulations and convex hulls we further were able to derive the
perturbation needed by also estimating the size of the forbidden regions.
We also implemented a slightly more complicated “lazy” version of the algorithm that
perturbs an input object only if it causes a problem. While we were not able to show its
theoretical feasibility, our experiments suggest that it gives superior perturbation values in
practice.
129
11 The Algorithms and Complexity Group
References
[1]• S. Funke, C. Klein, K. Mehlhorn, and S. Schmitt. Controlled perturbation for delaunay tri-
angulations. In Sixteenth Annual ACM-SIAM Symposium on Discrete Algorithms (SODA-05),
Vancouver B.C., Canada, 2005, pp. 1047–1056. ACM.
[2] D. Halperin and E. Leiserowitz. Controlled perturbation for arrangements of circles. International
Journal of Computational Geometry & Applications, 14(4 & 5):277–310, 2004. Special issue,
papers from SoCG 2003.
[3] D. Halperin and C. R. Shelton. A perturbation scheme for spherical arrangements with application
to molecular modeling. Comput. Geom. Theory Appl., 10:273–287, 1998.
[4] S. Raab. Controlled perturbation for arrangements of polyhedral surfaces with application to
swept volumes. In Proc. 15th ACM Symposium on Computational Geometry, 1999, pp. 163–172.
11.10.5 A Software Library for High Performance External Computing
Investigators: Roman Dementiev, Lutz Kettner, and Peter Sanders
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files, I/O requests, disk queues,
block prefetcher, buffered block writer
completion handlers
Block management (BM) layer












Asynchronous I/O primitives (AIO) layer
Figure 11.14: The structure of Stxxl.
We are developing a high performance algo-
rithm library for huge data sets called Stxxl.
The structure of the library is shown in Fig-
ure 11.14. The library has many distinguish-
ing features: it supports parallel disks; it
can handle problems of real-world size (up
to dozens of terabytes); it explicitly over-
laps I/O and computation, achieving good
utilization of computer recourses; it has the
very well known interface of the C++ stan-
dard template library STL. Many algorithms
and data structures are already implemented:
vectors, stacks, priority queues, maps, sort-
ing, scanning. Currently that sums to about
20 thousand lines of code. The library and
its documentation is available for download
at http://stxxl.sourceforge.net.
Recently we have developed a library extension called pipelining that allows to save I/Os
for many external memory algorithm implementations. Implementations of suffix array con-
struction algorithms [1] using pipelining save at least factor of three in I/O volume. The
win is due to an efficient interface, that couples the input and the output of the algorithms–
components (scans, sorts, etc.). Stxxl gave the implementations an opportunity to build
suffix arrays in external memory for very long strings up to 4 billion characters in hours
using low-cost hardware.
High performance implementations of external memory minimum spanning trees (MST)
based on Stxxl were developed in [2]. The largest solved MST problem had 232 nodes, the
input graph edges occupied 96 GBytes. The computation on a PC took only 8h 40min.
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11.10.6 Algorithm Engineering
Comparison Based Sorting Without Branch Instructions
Investigator: Peter Sanders
Sample sort, a generalization of quicksort that partitions the input into many pieces, is
known as the best practical comparison based sorting algorithm for distributed memory
parallel computers. In [2] we present super scalar sample sort, a variant that sample sort is
also useful on a single processor. The main algorithmic insight is that element comparisons
can be decoupled from expensive conditional branching using predicated instructions. This
transformation facilitates optimizations like loop unrolling and software pipelining. The final
implementation, albeit cache efficient, is limited by a linear number of memory accesses
rather than the On log n comparisons. On an Itanium 2 machine, we obtain a speedup of
up to 2 over std::sort from the GCC STL library, which is known as one of the fastest
available quicksort implementations.
Engineering a Sorted List Data Structure for 32 Bit Keys
Investigators: Roman Dementiev, Lutz Kettner, and Peter Sanders
Search tree data structures like van Emde Boas (vEB) trees are a theoretically attractive
alternative to comparison based search trees because they have better asymptotic perfor-
mance for small integer keys and large inputs. In [1] we study their practicability using 32 bit
keys as an example. While direct implementations of vEB-trees cannot compete with good
implementations of comparison based data structures, our tuned data structure significantly
outperforms comparison based implementations for searching and shows at least comparable
performance for insertion and deletion.
References
[1]• R. Dementiev, L. Kettner, J. Mehnert, and P. Sanders. Engineering a sorted list data structure for
32 bit key. In L. Arge, G. F. Italiano, and R. Sedgewick, eds., Proceedings of the Sixth Workshop
on Algorithm Engineering and Experiments and the First Workshop on Analytic Algorithmics
and Combinatorics (ALENEX-04), New Orleans, LA, USA, January 2004, pp. 142–151. SIAM.
[2]• P. Sanders. Super scalar sample sort. In S. Albers and T. Radzik, eds., Algorithms – ESA 2004:
12th Annual European Symposium, Bergen, Norway, September 2004, LNCS 3221, pp. 784–796.
Springer.
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– Computational Geometry: Theory and Applications, Editor in Chief
– ACM Transactions on Algorithms, Editor
– Japan Journal of Industrial and Applied Mathematics, Advisor
11.11.2 Conference and Workshop Positions
Membership in Program Committees
Surender Baswana:
– 32nd Intern. Colloq. on Automata, Languages and Programming (ICALP 05), Lisboa,
July 2005.
Lutz Kettner:
– 14th Ann. Multimedia Review of Computational Geometry, Pisa, June 2005. (Chair)
Piotr Krysta:
– 11th Ann. European Symp. on Algorithms (ESA 03), Budapest, September 2003.
Kurt Mehlhorn:
– 11th Ann. European Symp. on Algorithms (ESA 03), Budapest, September 2003.
Uli Meyer:
– 15th Ann. ACM Symp. on Parallel Algorithms and Architectures (SPAA 03), San
Diego, June 2003.
– 6th Workshop on Algorithm Engineering and Experiments (ALENEX 04), New Or-
leans, January 2004,
– 12th Ann. European Symp. on Algorithms (ESA 04), Bergen, September 2004.
Seth Pettie:
– 7th Workshop on Algorithm Engineering and Experiments (ALENEX 05), Vancouver,
January 2005,
– 32nd Intern. Colloq. on Automata, Languages and Programming (ICALP 05), Lisboa,
July 2005.
Peter Sanders:
– 3rd Intern. Conference FUN with Algorithms, Elba, May 2004,
– 16th Ann. ACM Symp. on Parallel Algorithms and Architectures (SPAA 04), Barcelona,
June 2004.
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Martin Skutella:
– 11th Ann. European Symp. on Algorithms (ESA 03), Budapest, September 2003,
– 1st Workshop on Approximation and Online Algorithms (WAOA 03), Budapest, Sep-
tember 2003,
– 7th Intern. Workshop on Approximation Algorithms for Combinatorial Optimization
Problems (APPROX 04), Cambridge, August 2004,
– 2nd Workshop on Approximation and Online Algorithms (WAOA 04), Bergen, Sep-
tember, 2004.
Membership in Organizing Committees
Lutz Kettner, Peter Sanders:
– Summer School – 4th Max Planck Advanced Course on the Foundations of Computer
Science (ADFOCS 2003), Max Planck Institute for Informatics, Saarbru¨cken, Septem-
ber 2003. More information in http://www.mpi-sb.mpg.de/conferences/adfocs-03.
Holger Bast:
– Summer School – 5th Max Planck Advanced Course on the Foundations of Computer
Science (ADFOCS 2004), Max Planck Institute for Informatics, Saarbru¨cken, Septem-
ber 2004. More information in http://www.mpi-sb.mpg.de/conferences/adfocs-04.
Martin Kutz, Nicola Wolpert:
– Summer School – 6th Max Planck Advanced Course on the Foundations of Computer
Science (ADFOCS 2005), Max Planck Institute for Informatics, Saarbru¨cken, Septem-
ber 2005.
Dariusz Kowalski:
– Workshop on the Algorithmics of Radio Networks, University of Warsaw, Poland, April
2004.
11.11.3 Invited Talks and Tutorials
Lutz Kettner:
– CGAL Tutorial: Algorithms on Meshes based on the CGAL Polyhedron, Tutorial, 2nd
Eurographics Symposium on Geometry Processing (SGP), Nice, France, July 2004.
Kurt Mehlhorn:
– Implementing Algorithms, Tutorial, 10th Estonian Winter School in Computer Science,
Palmse, Estonia, February, 2005
Peter Sanders:
– Algorithms for Scalable Storage Servers, Invited talk, 30th Anniversary SOFSEM 2004,
Okres Benesov, January 2004.
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11.11.4 Other Academic Activities
Kurt Mehlhorn:
– Vice President Max Planck Society (2002–).
– Review Committee, CWI, Amsterdam, March 2005.
11.12 Teaching Activities
The group contributes intensively to the curriculum of the Department of Computer Sci-
ence at the Universita¨t des Saarlandes. We teach core courses (like “Optimization”, “Data
Structures and Algorithms”, etc) and specialized courses. The details follow.
Winter Semester 2003/2004
Courses:
Theoretische Informatik (K. Mehlhorn, M. Skutella)
Data Structures and Algorithms (P. Sanders, K. Telikepalli)
Effective Computational Geometry for Curves and Surfaces (L. Kettner, S. Schmitt,
N. Wolpert)
Parallel and Distributed Algorithms (U. Meyer)
Seminars:
Integer Programming and Combinatorial Optimization (E. Althaus, F. Eisenbrand)
Summer Semester 2004
Courses:
Optimization (U. Meyer, M. Skutella)
Large Scale Optimization (E. Althaus)
Algorithmic Aspects of Wireless Networking (S. Funke)
Seminars:
Das BUCH der Beweise – Proofs from THE BOOK (M. Skutella)
Theorie und Praxis geometrischer Algorithmen (K. Mehlhorn, S. Schmitt, N. Wolpert)
Winter Semester 2004/2005
Courses:
Exakte und Effiziente Algorithmen fu¨r Kurven und Fla¨chen (L. Kettner, S. Schmitt,
N. Wolpert)
Data Structures and Algorithms (E. Althaus, U. Meyer)
Randomized Algorithms (S. Baswana)
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Seminars:
Geometrisches Runden (L. Kettner, K. Mehlhorn, S. Schmitt)
Advanced Topics in Information Retrieval (H. Bast, I. Weber)
Break between Winter Semester 2004/2005 and Summer Semester 2005
Courses:
Algorithm Engeneering (K. Mehlhorn, L. Kettner, U. Meyer)
Summer Semester 2005
Courses:
Optimization (E. Althaus, N.N.)
Online and Approximation Algorithms (U. Meyer)
Seminars:
Geometrische Algorithmen (S. Schmitt, N. Wolpert)
Our group offers continually an advance course, called “Selected Topics in Algorithms”, on
various (advanced) topics in algorithms and complexity. This course is actually a sequence
of mini-courses at a graduatelevel; each mini-course is taught by a set (usually singleton) of
instructors which are group members and/or visitors. The advance course is mainly intented
to our PhD students, but it is also attended by many members of the group.
Diploma Theses
During the last two years, the following diploma theses have been completed under guidance
of members of our group.
– Arno Eigenwillig: Exact Arrangement Computation for Cubic Curves, October 2003.
– Kanela Kaligosi: Length Bounded Network Flows, October 2003.
– Andreas Bramer: Zwei Algorithmen zur Bestimmung kostenminimaler Flu¨sse in Netz-
werken, November 2003.
– Marc Fontaine: Computing the Filtration Efficiency of Shape-Indes-Filters for Approx-
imate String Matching, November 2003.
– Josiane Parreira: On the Role of the Singular Values in Latent Semantic Indexing,
December 2003.
– Wei Ding: Geometric Rounding without Changing the Topology, December 2003.
– Eric Berberich: Exact Arrangements of Quadric Intersection Curves, March 2004.
– Saurabh Ray: Counting Straight-Edge Triangulations of Planar Point Sets, March
2004.
– Mathias Klauk: Ein Algorithmus zur Konstruktion des Voronoidiagrams von Kreisbo¨-
gen, April 2004.
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– Christian Klein: Controled Perturbation for Voronoi Diagrams, April 2004.
– Rouven Naujoks: A Heuristic for Solving Interior Point Methods Exactly, August 2004.
– Andreas Baus: Symbolic Constraints in Linear Integer Programming, November 2004.
– Jens Mehnert: External Memory Suffix Array Construction, December 2004.
– Deepak Ajwani: Design, Implementation and Experimental Study of External Memory
BFS Algorithms, January 2005.
– Imran Rauf: Earliest Arrival Flows with Multiple Sources, January 2005.
11.13 Dissertations, Offers, Awards
11.13.1 Dissertations
Completed:
– Tobias Polzin: Algorithms for the Steiner Problem in Networks, May 2003.
– Guido Scha¨fer: Worst Case Instances are Fragile: Average Case and Smoothed Com-
petitive Analysis of Algorithms, February 2004.
– Sven Thiel: Efficient Algorithms for Constraint Propagation and for Processing Tree
Descriptions, May 2004.
– Thomas Warken: Collision Detection for Curved Rigid Objects in the Context of Dy-
namics Simulations, July 2004.
– Rahul Ray: Geometric Algorithms for Object Placement and Planarity in a Terrain,
July 2004.
– Naveen Sivadasan: Online Problems and Two-Player Games: Algorithms and Analysis,
July 2004.
– Rene Beier: Probabilistic Analysis of Discrete Optimization Problems, September 2004.
– Christian Lennerz: Distance Computation for Quadratic Complexes, submitted Jan-
uary 2005.
– Irit Katriel: Constraints and Changes, February 2005.
In preparation:
– Deepak Ajwani: External-Memory Graph Algorithms
– Eric Berberich: Algorithms in Curved Computational Geometry
– Arno Eigenwillig: Geometric Algorithms
– Tobias Friedrich: Algorithms for Advanced Models of Computation
– Peter Hachenberger: Nef Polyhedra in 3-dimensional Space: Implementation, Optimiza-
tion and Application
– Kanela Kaligosi: Certifying Algorithms and the Multiple Selection Problem
– Christian Klein: Controlled Perturbation
– Annamaria Kovacs: Fast Algorithms for diverse Scheduling Problems
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– Debapriyo Majumdar: Demension Reduction Schemes in Information Retrieval
– Domagoj Matijevic: Applications of Geometric Datastructures to Problems in Wireless
Communication
– Dimitris Michail: Faster Graph Algorithms: Matchings and Cycle Bases
– Rouven Naujoks: Phylogenetic Trees via Steiner Minimal Trees
– Ralf Osbild: Geometric Algorithms
– Imran Rauf: Graph Algorithms
– Saurab Ray: Triangulations of Planar Point Sets
– Joachim Reichel: Packing a Trunk
– Tobias Reitmann: Exact Arrangements of Tori
– Ingmar Weber: Intelligent Methods in Information Retrieval
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11.13.3 Awards
– Eric Berberich received the Gu¨nter-Hotz Medal for 2004.
– Arno Eigenwillig received the Gu¨nter-Hotz Medal for 2003.
– Alexander Kesselmann won a Humboldt fellowship in 2004.
– Kurt Mehlhorn became member of the Deutsche Akademie der Naturforscher Leopold-
ina.
– Uli Meyer received the Dissertationspreis of the Saarland University.
– Seth Pettie won a Humboldt fellowship in 2004.
– Peter Sanders received the research prize Technische Kommunikation 2004 of the Al-
catel SEL foundation.
11.14 Grants and Cooperations
We participate in some EU-projects (DELIS, APPOL II, ECG, and ACS) a GIF project,
a DFG-project, and one industry funded project. Recently a scientific partner group was
installed at IIT Delhi. There are also many smaller cooperations which do not receive extra
funding and are not listed here.
11.14.1 Projects Funded by the European Union
DELIS
DELIS, which stands for “Dynamically Evolving Large Scale-Information Systems”, is a huge
integrated European project under the roof of the 6th Framework Programme. DELIS comes
in six so-called subprojects (SPs): “System’s Monitoring”, “Self-Organization”, “Large-Scale
Optimisation”, “Game Theory”, “Biologically-Inspired Computing”, “Peer-to-Peer Web
Search” (titles abridged). The goal of the project is to bring together, in a big interdis-
ciplinary effort and as part of the Complex Systems initiative, European researchers from
diverse communities such as computer science, economy, physics, biology, and industry. There
are twenty partners, many of which were already partners in the previous ALCOM projects;
the new partners are mainly from industry or areas other than computer science. For details,
see the DELIS website at http://delis.upb.de.
The project started in January 2004 and was just recently approved for continuation;
the whole project duration is 3 years. The institute is involved mainly in SP3 (Large-Scale
Optimisation) and SP6 (Peer-to-Peer Web Search). A number of former staff members or
postdocs are now partners in DELIS. Currently, one of the institute’s postdocs is payed from
DELIS money. A former PhD student from AG1 is payed as a postdoc from DELIS money
in Rome.
In the first year of DELIS, AG1 has contributed work in combinatorial optimization (11.5),
external-memory computation (Section 11.6), and information retrieval (Section 11.7). Hol-
ger Bast coordinated two major deliverables of SP3. For the contributions of SP6, see Section
15.14.
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ECG and ACS
The project “Effective Computational Geometry for Curves and Surfaces” was a joint effort
together with other five European research groups and it aimed to advance the handling
of non linear objects in geometric algorithms, both in theory and practice. This required
interdisciplinary cooperation of computational geometry with computer algebra and numer-
ical analysis, as well as with software engineering and computer aided design. The project
was split into four work areas: Geometric algorithms for curves and surfaces, algebraic is-
sues, robustness issues, and approximation with topological and geometric guarantees. Each
work area produced three types of deliverables: reports on theoretical advances, software
prototypes and Cgal extension packages.
The project took place between May 2001 and April 2004. It was supported by the Euro-
pean Commission under the FET part of the Information Society Technologies programme
of the Fifth Framework, as project number IST-2000-26473. The EU grant supported a re-
searcher and a Ph.D. student for the three years, and in addition to this, the Institute was
committing a workforce about twice as large spread between the subgroups “Computational
Geometry”, “Assembly and Simulation” and “Software Libraries”.
The partners and group leaders of the ECG project were:
– INRIA Sophia-Antipolis, France (Dr. J.-D. Boissonnat, Dr. B. Mourrain, Dr. M. Teil-
laud)
– ETH, Zu¨rich, Switzerland, (B. Ga¨rtner, Prof. E. Welzl, Prof. P. Widmayer)
– Freie Universita¨t Berlin, Germany (Prof. H. Alt, Prof. G. Rote)
– Rijksuniversiteit Groningen, The Netherlands (Prof. G. Vegter)
– Max Planck Institute for Informatics, Saarbru¨cken, Germany (Prof. K. Mehlhorn, Dr.
L. Kettner)
– Tel Aviv University, Israel (Prof. D. Halperin)
The European Union just accepted the successor project ACS, Algorithms for Complex
Shapes, with the starting date of March 1, 2005 and running for three years. About half of
the resources in the project are dedicated to software development with the main focus on
extending Cgal towards curves and surfaces. MPI is leading the corresponding workpackage
with Dr. L. Kettner appointed as software coordinator in Acs.
For ACS the ECG consortium was extended by another partner:
– National University of Athens, Greece, (Prof. I. Emiris)
APPOL II
The APPOL II project was a joint effort between fifteen European research groups. The
aim of the project was to design efficient algorithms with proven worst-case performance
guarantees, under strict limitations either on the running time or on the accessibility of
the data. For NP-hard optimization problems, constraints on the running time can often be
satisfied by approximation algorithms; the second limitation leads to the notion of on-line al-
gorithms. The project focused on both traditional paradigmatic problems (graph theoretical,
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scheduling and packing problems) and algorithmic problems arising in new information tech-
nologies (resource management, communication and data management, telecommunication,
and other areas).
The project started in November 2001. It was supported by the European Commission
under the FET part of the Information Society Technologies programme of the Fifth Frame-
work, as project number IST-2001-30012. In April 2003, Martin Skutella, the leader of the
project at TU Berlin, brought the project with him to MPI. The project ended in October
2004.
The partners and group leaders in the project were:
– Universita¨t Kiel, Germany (Prof. K. Jansen, coordinator)
– Universita¨t Freiburg, Germany (Prof. S. Albers)
– Universita¨t Dortmund, Germany (Prof. I. Wegener)
– Universite´ d’Evry, France (Prof. E. Bampis)
– Universite´ de Paris-Sud, France (Prof. C. Kenyon)
– Technical University of Athens, Greece (Prof. F. Afrati)
– Athens University, Greece (Prof. I. Milis)
– Universita di Roma, Italy (Prof. A. Marchetti-Spaccamela)
– Teach. Training College Szeged, Hungary (Prof. G. Galambos)
– Maastricht University, The Netherlands (Prof. K. Vrieze)
– Technion Haifa, Israel (Dr. Y. Rabani)
– Tel-Aviv University, Israel (Prof. Y. Azar)
– ETH Zu¨rich, Switzerland (Prof. Th. Erlebach)
– Katholieke Universiteit Leuven, Belgium (Prof. F. Spieksma)
More information at http://www.informatik.uni-kiel.de/inf/Jansen/appol2/
11.14.2 Graph Algorithms: Theory and Practice (funded by GIF)
The project Graph Algorithms: Theory and Practice is funded by the German-Israeli Foun-
dation (GIF) for Scientific Research and Development. It was started in January 2005 and
will run for three years. It is led by Kurt Mehlhorn at MPI and Uri Zwick at Tel-Aviv
University. Under the project number I-792-136.6 GIF essentially covers the salaries of two
PhD students, one at each site.
We are planning to consider various aspects of graph problems. We will treat both static
and dynamic versions of several problems. In addition to the standard worst case complexity
we will also study the average case complexity of some of the problems, and the recently
introduced smoothed complexity (Spielman and Teng). We will also attempt to produce
algorithms that certify their results, i.e., algorithms that produce a succinct, easily verifiable,
proof that the result they produced is correct. Finally, we will also try to examine various
tradeoffs possible between the running time and the accuracy of the solution obtained.
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11.14.3 Algorithm Engineering for Large Graphs and Memory Hierarchies
(funded by DFG)
The project Algorithm Engineering for Large Graphs and Memory Hierarchies is funded
by the German Research Foundation (DFG). The project is also part of the DFG-Schwer-
punktprogramm Algorithmik großer und komplexer Netzwerke. The project is led by Uli
Meyer and Peter Sanders (now Universita¨t Karlsruhe) and is for the period August 2001–
July 2005. It covers the salary of one PhD student. An application for prolongation and
extension (another 2 years for 2 PhD students) is on the way.
The project deals with the study of fundamental graph algorithms like depth first search,
breadth first search, shortest paths and minimum spanning trees for large inputs. One aspect
are external algorithms and cache efficient algorithms for such problems that become impor-
tant when the graphs do not fit into faster layers of the memory hierarchy. Another aspect
are apparent gaps between theory and practice. We want to investigate how asymptotically
superior theoretical approaches that are considered impractical can be made practical for
large inputs.
11.14.4 Cooperations With Industry
Algorithmic Solutions (AS) is a spin-off of AG1. AS is marketing LEDA (Library of Efficient
Algorithms) and BALL (Biological Algorithms Library) under license agreements with Max
Planck Society. In the case of LEDA, it is also responsible for the maintenance. Through its
industrial contacts and through user feedback, AS brings interesting research problems into
AG1. CGAL is marketed by Geometry Factory, a spin-off of our EU-projects CGAL and
GALIA.
With Daimler-Chrysler we are cooperating on assembly simulation and geometric packing.
Joachim Reichel is paid by this cooperation. The information retrieval group established a
cooperation with Recommind Inc.
11.14.5 Partner Group Approximation Algorithms at IIT Delhi (funded by
MPG)
Scientific Partner Groups of Max Planck Society (Max Planck Partner Groups) can be
established together with a foreign research institute when an outstanding junior scientist,
subsequent to completing his or her research residency at a Max Planck Institute, returns
to a productive homeland laboratory in order to continue research work that is also in the
interest of his or her former hosting Max Planck Institute. Lasting relations between the Max
Planck Institutes and former foreign guest scientists are the goal of these Partner Groups.
To this end, Max Planck Society makes 20,000 euros per Partner Group available over a
five-year period.
Naveen Garg, a former member of AG1, leads one of the first four Max Planck Part-
ner Groups, which were inaugurated in December 2004. Naveen Garg is a computer scien-
tist at IIT Delhi to which he returned in 2000 after several years of research residency at
MPI Saarbru¨cken. Since then, Naveen Garg has been working closely together with Kurt
Mehlhorn’s group. Garg’s research interest lies in the area of approximation algorithms and
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12.3 Software Model Checking
A new paradigm is emerging for the automatic verification and error analysis of (source
code) programs. It runs under the somewhat misleading name of software model checking.
It arises from a powerful combination of abstraction and deduction, program analysis (as
in optimizing compilers) and model checking. So far, the paradigm has been restricted to
correctness specifications in the form of partial correctness (“if the program terminates,
then . . . ”) and the restriction of temporal logic to safety properties (“nothing bad will
happen”).
Historically, the academic and industrial contribution of model checking was the intro-
duction of temporal logic as a full-fledged program logic, and the development of automatic
verification tools for finite models of systems. That contribution came about as the drastic
extension of reachability and reachability analysis, which until then was the predominant
paradigm for automatic verification (reachability is ultimately linked with safety properties).
The question arises whether we are at a point that is historically analogous, here, whether
one can develop automatic tools verifying software not only for a small subset of correctness
properties but for the whole spectrum that is made available by temporal logic.
The restriction of the new paradigm to safety properties is a consequence of its very basis,
which is the notion of an invariant (i.e., an assertion on what states at each program point
may appear during a program execution). Namely, the automation includes, in its main part,
the synthesis of an appropriate invariant (to which the proof rule can be successfully applied;
once the invariant is available, the automated application of a proof rule is more standard).
We introduce an extension of the notion of invariant that we call transition invariant
and we explore its potential as a basis of software model checking for the full spectrum
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of correctness properties. In the next sections we will give an account of work in different
directions towards that goal.
12.3.1 Software Model Checking for Liveness
Investigators: Andreas Podelski, Andrey Rybalchenko
There exist successful tools like ASTRE´E [2], BLAST [5], MAGIC [3], and SLAM [1] for
the automated verification of particular temporal properties, which require the absence of
“bad” states in each program computation. These properties are known as safety properties.
Abstract interpretation [4] facilitates the success of these tools.
The next challenge for the automated tools is the verification of the remaining temporal
properties, which are known as liveness properties. Liveness properties require that some
“good” states appear in every computation. A typical liveness property is program termina-
tion.
Most liveness properties of concurrent programs only hold under certain assumptions on
the non-deterministic choices made during program computations, e.g., eventual execution
of an idling process or eventual, successful transmission over a lossy communication channel.
These assumptions are known as fairness requirements.
We propose the notion of transition invariants for the automated verification of liveness
properties. Transition invariants provide a basis for the verification of liveness properties by
abstract interpretation.
A transition invariant is a superset of the transitive closure of the transition relation of
the program [8]. A transition invariant is disjunctively well-founded if it is a finite union
of well-founded relations. Our proof rule characterizes the validity of a liveness property by
the existence of disjunctively well-founded transition invariants. Transition invariants can
be computed by abstract interpretation on a domain of abstractions of binary relations over
program states.
We explore the automation of transition invariant-based proof rule via transition predi-
cate abstraction [9]. Transition predicates are binary relations over states. We introduce a
notion of abstract-transition programs, which are built using transition predicates. Abstract-
transition programs overcome the inherent limitation of abstract-state programs to safety
properties. We reason about the termination of the input program by testing the well-
foundedness of the states of the corresponding abstract-transition program. We account for
fairness requirements (both weak and strong fairness) that are imposed on program tran-
sitions by considering the edge labeling of the abstract-transition program. We provide an
algorithm for the automated construction of abstract-transition programs.
Another common way to express fairness requirements (together with the transition-based
fairness, which we address via abstract-transition programs) is to impose them on sets of
states. In a joint work with Amir Pnueli, we propose labeled transition invariants for a
direct consideration of such fairness requirements [6]. We extend transition invariants by
sets of labels that correspond to the indices of fairness requirements. The labelling allows
us to handle state-based fairness, and specifications of liveness properties given by Bu¨chi,
generalized Bu¨chi, and Streett automata in a uniform way. We automate the construction
of labeled transition invariants via abstract interpretation.
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We represent components of (labeled) transition invariants, and states of abstract-transition
programs by ‘single while’ programs. These programs only contain (possibly non-determin-
istic) update statements in the loop body. Their termination proofs are required by the
transition invariants-based verification methods. In the case of concurrent programs with
linear arithmetic, we prove the termination of the corresponding ‘single while’ programs au-
tomatically. For this purpose, we propose an algorithm for the synthesis of linear ranking
functions [7].
Currently, we are investigating abstraction refinement methods for liveness, and the use
of the existing software model checkers for safety for the computation of transition invari-
ants. First experimental results, in joint work with Byron Cook at Microsoft Research at
Cambridge, are promising.
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12.3.2 Termination Analysis
Investigators: Chin Soon Lee, Andrey Rybalchenko
Linear Ranking Synthesis
Our transition invariants-based verification methods for liveness [5, 6, 3] are parameterized
by a termination check for ‘single-while’ programs, which consist of a while-loop containing
a single, possibly non-deterministic update statement. Furthermore, we are developing an
abstraction refinement procedure for termination, which requires the synthesis of ranking
function for ‘single-while’ programs.
We proposed a method for proving termination of ‘single-while’ programs [4] over lin-
ear arithmetic. The method synthesizes linear ranking function by a reduction to a linear
programming problem over rationals. It is complete for this class (of ranking functions).
Our implementation shows the practical efficiency of the method. It is integrated with our
prototype tool for abstraction refinement for termination.
Size Change Termination
In [2], we proposed a termination analysis, called SCT (size change termination), to func-
tional programs that manipulate well-founded data. SCT compares infinite paths in the call
graph of the program with the infinite paths in through the ‘size-change’ graphs that cap-
ture size changes of arguments at each function call. This comparison can be reduced to the
language inclusion test of Bu¨chi automata, and is complete for PSPACE.
In collaboration with Amir Ben-Amram, we formulated a procedure that recognizes prac-
tical instances of SCT in cubic-time. We conducted a theoretical study of the captured subset
of SCT, and provided an empirical evidence [1] that the proposed procedure is efficient and
sufficiently precise in practice.
We extend SCT, which is limited to strict and non-strict decreases in sizes, to allow more
general size changes of the form “the difference of the new value from the old value is bounded
by an integer c” and define a corresponding SCT property, called Delta-SCT. While Delta-
SCT is undecidable (recently established by Amir Ben-Amram), the SCT approximation can
be adapted for it. The resulting procedure is cubic-time and handles interesting Delta-SCT
instances.
Practical Delta-SCT opens up the possibility of applying the size-change approach to
programs operating on integers. We plan to design an analysis of bounds for integer variables
in a program slice that can be combined with Delta-SCT to form the base of a practical
termination analyzer for C.
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12.3.3 Recursive Programs
Investigators: Andreas Podelski, Ina Schaefer and Silke Wagner
Procedure summaries are a fundamental notion in the analysis and verification of recursive
programs [4, 3, 1]. They refer to the approximation of the “functional” effect of a pro-
cedure call. So far, they have shown useful for deriving and proving partial correctness,
invariance and safety properties (“nothing bad may happen”). Our results [2] show that pro-
cedure summaries may be useful for deriving and proving termination and liveness properties
(“something good will happen”).
We have developed a generalized notion of procedure summaries that applies to general
programs with arbitrary nesting of while loops and recursion; the program variables range
over possibly infinite data domains. A summary captures the effect of the unbounded un-
winding of the body of procedure definitions, as well as of while loops. More generally, a
summary may refer to any pair of programs points and captures the effect of computations
that start and end at these program points.
We may use a pair of state assertions to express a summary, e.g. the pair (x > 0, x < 0)
to describe that the program variable x is first positive and then negative. We also may use
assertions on state pairs, e.g. the assertion x′ = −x to describe that the program variable x
gets multiplied by −1.
While is is obvious that partial correctness and invariance and safety properties can be
expressed in terms of summaries, we have shown that also termination can be expressed in
terms of summaries. We have provided a fixpoint system for computing summaries, and a
proof rule for total correctness of a program given a summary.
The two classical proof rules for partial correctness and termination use invariants and
variants (ranking functions) for the auxiliary assertion on the program. Our proof rule for
total correctness uses summaries for the (one) auxiliary assertion on the program.
Besides illustrating a new facet of total correctness of recursive programs, the contribution
of the proof rule lies in its potential for automation. With suitable abstraction methods and
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algorithms for efficient summary computation, our results can be used for the automatic ver-
ification of termination and liveness properties for while programs with recursion. Currently,
we are working on extensions of our work to account for correctness properties expressed in
the CaRet logic [1] and for properties of the stack which are required for security of programs.
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12.3.4 Pointer Programs
Investigators: Patrick Maier, Andreas Podelski, Ina Schaefer, Thomas Wies
Pointers are an extremely powerful and flexible programming tool. They are employed for
dynamically allocating and accessing memory in many programming languages. However,
their use is inherently error-prone and therefore effective analysis tools for pointer programs
are most welcome. Yet, pointer programs are notoriously difficult to reason about because
of aliasing problems and destructive updating. Moreover, the state space of these programs
is typically infinite due to the unboundedness of the heap, hence automated verification is
in general undecidable.
The key to algorithmic analysis of infinite state programs are finitary representations of
sets of states and relations on states. In this context, we study logical representations of sets
of heaps and relations on heaps. We use these representations for bounded model checking,
automatic shape analysis and modular deductive verification.
Bounded Model Checking of Pointer Programs
Bounded model checking is a natural way of attacking infinite state programs with finite
state tools when emphasis is on finding bugs rather than verifying properties. Particularly,
bounded model checkers based on modern SAT-solvers have been applied to pointer programs
recently [1]. However, these checkers have to limit both the length of program executions
and the size of the heap.
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We propose a bounded model checking algorithm that does not bound the size of the
heap a priori. In collaboration with Witold Charatonik and Lilia Georgieva, we have estab-
lished decidability of a combination of Datalog with the 2-variable fragment of the Bernays-
Scho¨nfinkel class with equality and functional relations. In this logic, we can express initial
conditions of a program (such as some program variable points to a circular list) and weakest
preconditions of runtime errors (such as dereferencing NULL) that can happen in bounded
executions of the program. A bug is found if the conjunction of the initial condition of the
program with the weakest precondition of the runtime error is satisfiable.
Our decidability result is based on a small model theorem, which does not give any clues as
how to implement an efficient decision procedure. Therefore, we plan to investigate how tech-
niques from existing decision procedures for Datalog and the Bernays-Scho¨nfinkel class can
be combined. Moreover, as our logic is decidable and able to express reachability, it remains
to be studied whether it can be used for shape analysis based on predicate abstraction.
Abstractions for Shape Analysis
Predicate abstraction is a method for constrained-based abstraction that has been success-
fully applied in many domains. Unfortunately, in the context of shape analysis it is in general
not efficient enough. In [5], we describe a new approach to shape analysis based on predicate
abstraction. We propose a class of state predicates that exploits existent abstractions for
shape analysis [4] and uses the fact that the concrete states of the analyzed system are mod-
eled by graphs. This makes abstractions from shape analysis usable for predicate abstraction
based software model checking.
We are collaborating with Martin Rinard and Viktor Kuncak from the Computer Science
and Artificial Intelligence Lab at MIT and implementing a prototype of our analysis in the
context of the Hob project [6]. Hob is a project that serves as a test bed to combine multiple
specialized analyses for the verification of data structure consistency.
There is a number of theoretical problems open for future research. Decision procedures
play an important role for automatic abstraction. It is a challenging task to identify de-
cidable fragments of logics that are expressive enough to be used for shape analysis. For
shape analysis one needs second-order axioms to express properties such as reachability. An
interesting question is whether it is possible to find suitable first-order approximations of
these second-order axioms. This would enable the use of existing decision procedures for
first-order logic in shape analysis. Abstraction refinement for shape analysis is another topic
we want to further investigate. So far, in shape analysis there are no satisfying solutions to
this problem.
Separated Summaries
Separation Logic [3] is a Hoare style logic especially designed for programs dealing with
shared mutable data structures such as pointer programs. As a main feature, it incorporates a
spatial conjunction operator which expresses that two parts of the memory are separated. Our
work on separated summaries aims at extending separation logic with termination arguments
and with the ability to deal with recursion.
We use separated transition constraints to describe the effect of a program statement on the
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heap. These constraints are first order formulae in unprimed and primed variables together
with the spatial conjunction operator of separation logic relating the state of the stack
and the heap before the execution of the statement to the one afterwards. The constraints
have an active footprint, the part of the heap the program statement works on, and a
passive footprint, the part of the heap where everything remains unchanged. By relational
composition of separated transition constraints we obtain separated summaries describing
the effect of larger code fragments or complete procedures.
In [2], we have introduced a generalized notion of summaries that gave rise to a uniform
proof rule for total correctness of general while programs with recursion. Adapting this proof
rule to pointer programs expressed by separated transition constraints, we obtain a uniform
proof rule for total correctness of pointer programs. This proof rule uses separated summaries
which describe the effect the unbounded unwinding of the body of procedure definitions, as
well as of while loops.
Separated Summaries are capable to deal with local reasoning by their active and passive
footprints. Furthermore, whenever separation logic proves a pointer program partially correct
separated summaries can prove this program totally correct. For the future, we aim at adding
suitable abstraction techniques to the concept of separated summaries in order to create a
shape analysis framework for recursive pointer programs.
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In system development, be it hardware or software, it is widely accepted that the real benefits
of verification are the errors it uncovers in early design phases. The later an error is detected
the more costly it is to fix. Consequently, systems are to be verified as early as possible, and
long before any code is available. This calls for verification of abstract system models, in
contrast to verification of programs given in source code.
A real-life system typically has many different aspects, for instance it may have to deal
with continuous behavior of its environment, with timeouts and latencies in network com-
munication and with dynamically changing network topologies. To reduce the complexity
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of both modeling and verifying such systems, it is common practice to focus on individual
aspects in isolation. That is, for each aspect a specific abstract system model is built and ver-
ified, using specific techniques. Besides early error detection, these abstract system models
may also serve to answer quantitative questions about performance and dependability.
During the period covered by this report, the group has considerably extended its activities
in the field of verification, partly on external funding coming from the projects Verisoft and
AVACS, which started in mid 2003 and early 2004, respectively. In this section, we mainly
report on work that has been done in the context of AVACS (Automatic Verification and
Analysis of Complex Systems), where the focus is on verification of system models rather
than program code. The section is organized into subsections according to which system
aspects we intend to verify and which techniques we use.
There are two main themes in our work, the use of constraints and the integration of tech-
niques from planning. Constraints form the basis of many of our techniques and algorithmic
tools, in quite a number of ways. Not only do they serve as succinct representations for
potentially infinite sets of and relations on states, but they are also the key to characterize
a whole new and practically relevant class of robust systems. Surprisingly complex systems
are amenable to automatic verification under the assumption of robustness.
With focus on debugging rather than on complete verification, the time to search for an
error should be minimized. Informed search techniques from planning are helpful here as
they try to avoid blindly searching the whole state space but guide the search towards an
error state. Initial experiments with two basic planning heuristics integrated into a real-
time model checker are promising, and there is room for improvement using more advanced
techniques.
Besides real-time and hybrid system verification, individual group members and associ-
ated researchers, in collaboration with AVACS partners, have been active in several other
areas: modeling of systems with dynamic communication structure, stochastic modeling and
model checking, and synthesis of distributed systems. Adding to that, there has been work
on a development environment for constructing certified implementations by step-by-step
refinement of specifications. Work on planning is reported in this section due to its relevance
to error detection in model checking.
12.4.1 Real-Time Systems
Investigators: Jo¨rg Hoffmann, Patrick Maier
Embedded controllers typically need to take into account real-time delays and deadlines.
Even if the controllers themselves are discrete, the dense nature of time makes their verifi-
cation an infinite state problem. In this section, we report on two contributions to real-time
systems verification: Speeding up error detection in UPPAAL by using search techniques
from planning, and constraint-based checking of complex real-time models with infinite data
space.
Heuristics in UPPAAL
UPPAAL is the state-of-the-art tool for model-checking safety properties in networks of
timed automata. In its standard versions, UPPAAL incorporates only blind (depth-first or
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breadth-first) searches. However, when one focuses on error detection rather than proving
their absence, there is hope to complete the search without having to explore the entire state
space. If the search states are explored in the right order, few states need to be considered in
order to find an error state. Heuristic functions provide a search order by mapping states to
integers estimating the state’s distance to the nearest error state. In our work, we adapted
techniques from the area of planning (see Section 12.4.7), specifically from the FF planning
system [3], to the context of networks of timed automata. We obtained two different heuristic
functions, that we both implemented inside UPPAAL.
One of the heuristic functions is admissible – a lower bound on the real error distance – and
can be used to find optimal (shortest) error paths with the A* search algorithm. The other
heuristic function is not admissible but can be used to decrease search space size in A* or
more greedy searches. Our empirical experiments revealed significant, sometimes dramatic,
search space reductions in several test cases, including cases originating from an industrial
project.
Model Checking Expressive Real-Time Specification Languages
Complex computing systems exhibit various behavioral aspects such as communication be-
tween components, state transformation within components, and real-time constraints on
the communications and state changes. This observation has led research to combine and
semantically integrate complementary specification techniques. In [2], CSP-OZ-DC was in-
troduced as the combination of three well-investigated specification techniques: CSP (Hoare)
for specifying the communication behavior of processes, Object-Z (Spivey, Smith) for struc-
turing the state space and defining operations there upon, and Duration Calculus (Zhou)
for imposing real-time constraints. Due to its expressiveness CSP-OZ-DC is a convenient
modeling language, however, it is not directly suited for automated verification.
We propose a technique for verifying safety properties of CSP-OZ-DC specifications au-
tomatically by constraint-based model checking [1]. In collaboration with Jochen Hoenicke,
we have developed a compositional translation of a class of CSP-OZ-DC specifications to a
novel class of timed automata. The operational semantics of these automata is expressible in
(transition) constraints and thus amenable to verification by constraint-based abstraction-
refinement model checking, a technique which is becoming standard in software verification.
Adding to that, the constraint-based approach admits the verification of specifications with
infinite or parameterized data space.
The practicality of our approach depends on the availability and performance of decision
procedures (or constraint solvers) for the data types occurring in the Object-Z part of the
specifications. In most cases, the specifications require decision procedures for combinations
of theories, for instance, the theory of linear integer arithmetic combined with the theory of
arrays. A number of reasonably efficient implementations of such decision procedures exist
already, and we expect new ones becoming available in the near future.
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12.4.2 Hybrid Systems
Investigators: Andreas Podelski, Stefan Ratschan, Zhikun She, Silke Wagner
Frequently, real-time systems are neither discrete nor continuous but hybrid in the sense that
the state space contains both variables ranging over a discrete domain and variables ranging
over a continuous domain. In general, the system state can evolve in continuous flows as well
as in discrete jumps. There has been an increasing interest in such hybrid systems during
the last years, mostly due to the growing use of computers in the control of physical plants
but also as a result of the hybrid nature of many physical processes.
The mix of discrete and continuous dynamics makes automatic verification of hybrid sys-
tems a challenging task. We are developing two complementary approaches for model check-
ing hybrid systems; one restricting the class of systems to robust systems, the other focusing
on stability properties.
Robust Hybrid Systems
We worked on improving both the theoretical and practical run-time of algorithms for veri-
fying non-linear hybrid systems. On the theoretical side, we provided an algorithm that can
verify LTL properties of discrete-time hybrid systems, terminating for all robust inputs [3].
A system is robust, if there is a constant δ > 0 such that perturbing the constants in the
input by not more than δ does not change the truth of the LTL query on the system. For
example, the system that starts in the state x = 1, and updates its state according to the
equation x′ = x/2 is robust with respect to the question whether the system ever reaches a
solution of x ≤ −1, but not robust wrt. to the question whether the system ever reaches a
solution of x ≤ 0. Practical systems are usually designed to be robust since every system is
exposed to perturbations coming from limited sensor and actuator precision, or changes in
the environment.
On the practical side, we provided a method for verifying safety of non-linear continuous
time hybrid systems [5]. By building on our work in the constraint solving area [2], this
method can deal with a very general class of hybrid systems, is easy to implement, produces
correct results even under the presence of rounding errors, and can incrementally refine its
results. An implementation of our method is available [4].
Stability of Hybrid Systems
Stability is one of the most important properties of hybrid systems. Stability means that the
system must, in every trace, enter a ’stable’ region and then stay in it forever.
The ’classical’ stability results are extensions of Lyapunov theory where the existence of
an energy function satisfying certain properties verifies stability [1]. The search for such
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functions can be formulated as linear matrix inequality (LMI) problems, where solutions can
be found by computerized methods.
We have come up with a model checking algorithm for automatic stability proofs for lin-
ear hybrid automata. The algorithm is parameterized by a constraint solver. The idea of the
algorithm is to first compute a decomposition of (an abstraction of) the given hybrid system
into several one-mode hybrid systems with only one continuous activity and no discrete tran-
sition, and to construct energy functions for those ‘components’ only. The computation of
the decomposition uses the same constraint operations and the same abstraction and fixpoint
acceleration techniques as in reachability analysis. The automatic construction of linear en-
ergy functions for linear single-mode hybrid automata is possible by solving a corresponding
linear constraint.
One mixing point of the classical approach and our algorithm is in the computation of the
energy functions for the single-mode systems. On the other hand our algorithm can be used
to decompose hybrid systems for which Lyapunov methods cannot find a suitable energy
function into much more easier one-mode systems where Lyapunov methods work very well.
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12.4.3 Dynamic Communicating Systems
Investigators: Ina Schaefer, in collaboration with Jo¨rg Bauer, Tobe Toben and Bernd
Westphal
Dynamic communication systems (DCS) are prevalent. Prominent examples are wireless ad-
hoc networks, traffic control systems such as car platoons, or radio-based train controlling.
Also, recent concepts like mobile or ubiquitous computing have the typical features of DCS:
(i) a dynamically changing and potentially unbounded number of objects, and (ii) a dynam-
ically changing communication topology. These features do not only make the verification of
DCS difficult, but also require an elaborate modelling language, expressive enough to specify
all features of DCS, while still being amenable to formal verification.
The starting point for our work is the formalism of communicating finite state machines
(CFSM), proposed by Brand and Zafiropulo [2], which allows to specify a fixed number of fi-
nite state machines communicating through a fixed network of FIFO channels. To overcome
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these limitations, we have introduced LDCS, a modelling language for dynamic communi-
cation systems (DCS) [1], admitting dynamic creation and destruction of objects as well
as an evolving communication topology between them. In contrast to the closed world of
CFSM models without external stimuli we aim at open systems with an active environment,
meaning that new objects and messages from the environment can appear on the scene at
any time, allowing to model e.g. sensors external to the system. To keep track of individual
objects in an evolving communication topology, LDCS provides a mechanism to send object
identities as arguments of messages. The closeness of LDCS to CFSM suggests that DCS ob-
jects will be modelled as a new kind of finite state machine in LDCS: dynamic communicating
finite state machines (DCFSM).
While being clearly more expressive than earlier attempts to model DCS – in particular
communicating finite state machines – models written in LDCS are still amenable to auto-
mated formal verification of temporal properties. Furthermore, LDCS allows to define a new
and flexible notion of deadlocks.
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12.4.4 Stochastic Model Checking
Investigators: David Jansen, in collaboration with Holger Hermanns
The UML is an influential and widespread notation for high-level modelling of information
processing systems. UML statechart diagrams are a graphical language to describe system
behaviour. They constitute one of the most intensively-used formalisms comprised by the
UML. However, statechart diagrams are lacking concepts for describing real-time, perfor-
mance, dependability and quality of service (QoS) characteristics at a behavioural level.
This work is based on a QoS-oriented extension of UML statechart diagrams, called
StoCharts [2]. The design rationales behind this extension have been that the language
should be parsimonious (in the amount of constructs added), powerful (with respect to the
QoS models definable), effective (with respect to the usefulness in practice and tool sup-
port), and conservative (extending the original UML statechart diagrams without altering
their semantics). These rationales are met by the language StoCharts.
In order to support model-based QoS prediction, we have equipped StoCharts with a
formal mathematical interpretation. The presence of this rigid semantics has enabled us
to apply model checking to systems modelled graphically with StoCharts. In our context,
desired properties of the model are to be understood as QoS requirements such as: “In at
least 95% percent of the cases, the message will arrive within the required interval of 3 to 7
seconds.” To our knowledge, this application of model checking to verify QoS requirements
is unique in the context of the UML.
Currently, we are treating several case studies. One of them [1] focuses on a safety critical
fragment of the European Train Control System (ETCS) standard. This standard aims at
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ensuring interoperability of European railway systems in the future. Communication among
ETCS components (trains, trackside equipment, etc.) will be based on mobile communication
using GSM-R, an adaptation of the GSM protocol to railway applications. Parts of the GSM-
R communication is mission-critical, because the train distance management relies on the
timely communication of position reports. We developed a StoChart model of trains and
trackside infrastructure components following a design-by-contract approach. The model
enabled us to identify bounds on the distance between consecutive trains on a track, under
which crucial QoS requirements of ETCS are still satisfied.
Our case studies serve to show the practicality of the approach, but have also revealed
that seamless tool support is very important. We are working on this seamless tool chain,
from visual specification to automatic model analysis and result presentation.
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12.4.5 Synthesis of Distributed Systems
Investigators: Bernd Finkbeiner, in collaboration with Sven Schewe
In reactive synthesis, we automatically transform a specification into an implementation that
is correct by construction. The synthesis problem is well-understood for the case of single-
process implementations. For distributed systems, previous results were limited to isolated
architectures (such as pipelines and rings) and specific specification logics. In [1], we give
a comprehensive characterization of all distributed architectures with a decidable synthesis
problem and provide synthesis algorithms for all decidable cases.
We assume that the system architecture is given as a directed graph, where the nodes rep-
resent processes (including the environment as a special process) that communicate through
shared variables attached to the edges. Each process is either black-box, if its implementa-
tion is to be determined by the synthesis algorithm, or white-box, if the implementation is
already known and fixed. The same variable may occur on multiple outgoing edges of a single
node, allowing for the broadcast of data. A solution to the synthesis problem is a collection
of finite-state programs for the processes in the architecture, such that the joint behavior of
the programs satisfies the specification in an unrestricted environment.
In [1], we study the synthesis problem for synchronous distributed systems. We define
information forks, a comprehensive criterion that characterizes all architectures with an
undecidable synthesis problem. The criterion is effective: for a given architecture with n pro-
cesses and v variables, it can be determined in O(n2 ·v) time whether the synthesis problem is
decidable. We give a uniform synthesis algorithm for all decidable cases. Our algorithm works
for all ω-regular tree specification languages, including the µ-calculus. The undecidability
proof, on the other hand, uses only LTL or, alternatively, CTL as the specification language.
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Our results therefore hold for the entire range of specification languages from LTL/CTL to
the µ-calculus.
We have solved the synthesis problem for asynchronous distributed systems for branching-
time specifications under various fairness conditions. While previous synthesis algorithms
were limited to linear-time specifications, our new approach provides a general solution for
all ω-regular tree specification languages. Our synthesis algorithm works in nO(c
2·n2) time
and nO(c·n) space, where n denotes the size of the specification and c its alternation depth
when given as a µ-calculus formula. The construction applies to all architectures with a
single black-box process. We show that in the asynchronous setting, the synthesis problem
for an architecture with more than one black-box process is undecidable.
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12.4.6 Certified Refinement and Inheritance
Investigator: Virgile Prevosto
The Focal language (see Sect. 12.10.5) allows a programmer to incrementally build pro-
gramming structures and to formally prove their correctness. Focal encourages a develop-
ment process by refinement, deriving step-by-step implementations from specifications. This
refinement process is realized using an inheritance mechanism on structures which can mix
primitive operations, axioms, algorithms and proofs. Inheritance from existing structures
allows to reuse their components under some conditions, which are statically checked by the
compiler.
In object-oriented programming, inheritance is often associated with redefinition: we want
to be able to replace the generic definition of an operation by a more specialized (and
more efficient) one. However, when we add properties and proofs to the language, things
become more complicated. Indeed, some proofs may depend on the exact definition of a
given function f . If f gets redefined during inheritance process, those proofs are not correct
anymore, and need to be done again, in the context of the new definition of f . Dealing with
such dependencies, called def-dependencies is one of the major issue of Focal’s inheritance
resolution [2].
These investigations, made in collaboration with Sylvain Boulme´, form a firm theoretical
background on the top of which the Focal environment (see Sect. 12.10.5) is based. Fo-
cal’s primary interest lies in the development of certified computer algebra libraries. Recent
presentations [1] have shown a growing interest from the community for the specification
and certification features offered by the environment.
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12.4.7 Planning
Investigators: Peter Baumgartner, Jo¨rg Hoffmann
Planning is a sub-area of Artificial Intelligence. It addresses the reachability problem in
declaratively specified transition systems. That is, given a vector of state variables (of some
type), an initial state (a variable assignment), a set of transition rules (how states can
change), and a goal condition (a formula), the question is if there is a solution, namely a
sequence of transitions that maps the initial state into a state that satisfies the goal condition.
The main focus of the research done in Planning lies in how to find solutions efficiently (rather
than trying to prove their absence). The developed methods are fully automatic in the sense
that no input other than the problem instance description is required.
Solution technology as above can, in Artificial Intelligence, be useful to, e.g., implement
the control loop of an autonomous robot that has to be able to take its own decisions (e.g., on
a trip to Mars). Solution technology as above can also be useful in the verification of safety
properties: finding a solution corresponds to finding an error state, i.e. automatic planning
in AI corresponds to automatic debugging in Verification.
The exchange of techniques between planning and debugging is still in its infancy, and is
in part addressed in sub-project R3 of AVACS (see Section 12.4.1). Between September 2004
and March 2005, various work packages, which we describe in some detail below, were done
on Planning. We expect that the developed techniques can also be made useful in automated
debugging, but doing so is deferred to future work. The work packages are the following:
– Landmarks. Landmarks are formulas φ, out of some sub-class Φ of 1st order logic, so
that φ is true at some point on every solution path. Such formulas can be found with
(incomplete) polynomial time approximation methods exploiting necessary conditions
for goal formula achievement. One can also define and approximate ordering constraints
between landmarks, e.g. in the case where some φ will necessarily be true directly before
some other φ′. Such information can be computed in a pre-process, and be exploited
to speed up search. E.g. one can control the search by posing the outmost (no ingoing
ordering edges) landmarks as goals first. This kind of approach was, in part by us, made
successful – yielding dramatic runtime improvements in many benchmark examples –
in a relatively simple planning formalism, using a very restricted class Φ of possible
formulas [7].
– Contingent Planning. Contingent Planning is a formalism where a set of initial
states is given in the form of a CNF formula, and the solution has to work for every
initial state. Special observation transitions can be used to branch, in the plan, on the
value of a state variable, so that the solution is now a tree rather than a sequence of
transitions. In collaboration with Ronen Brafman, we showed that successful planning
techniques [6, 2] can be naturally extended to this setting, giving the ability to find
solutions in problem instances that were previously completely out of reach of existing
systems [4].
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– International Planning Competition. Jointly with the planning community, we
have set up realistic benchmarks (i.e. problem instances adapted from applications
with fewest possible simplifications) for IPC-4, the fourth international planning com-
petition, held in 2004. The benchmarks and their origins are described in [5]. In col-
laboration with researchers outside MPI, we have formally examined the properties of
a language construct newly used in the competition [8]. In [3], we have investigated
topological properties of the search space surface under a standard heuristic function,
in a large range of planning benchmarks including those of IPC-4.
In addition, we researched into techniques for planning systems that connect to a more
general knowledge representation paradigm, viz., logic programming. In this approach, plan-
ning problems are translated to “normal logic programs”, the answers of which, the “stable
models” encode solutions to the original planning problem. We investigate in this context a
classical AI search technique, bidirectional search, where search is performed simultaneously
from the initial state towards the goal state, and vice versa. Compared to na¨ıve backward- or
forward only search, bidirectional search allows for exponential savings in the search space.
Our contribution is a refined translation scheme that encodes such bidirectional search in
the generated logic programs. We evaluated the technique experimentally and obtained en-
couraging results [1].
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12.5 Constraint Solving and Decision Procedures
When analyzing software systems, either in the form of models or in the form of actual code,
certain components often employ very specific domains in their computation. For example, in
a hybrid system, a large part of the model ranges over the theory of the real numbers. Also,
very often we have system models that have a large Boolean component. In our work have
developed algorithms for reasoning over such domains in the form of decision procedures and
constraint solvers.
More specifically, we have developed constraint solving technology for the domain of the
real numbers, where we are now able to efficiently handle a class of constraints that is in
general undecidable, by requiring termination only for so-called robust constraints.
Furthermore, we have designed a new approach for combining a SAT solver with a decision
procedure for an arbitrary theory. This allows us to achieve synergy between the efficiency
of the SAT solver at Boolean reasoning and the efficiency of the decision procedure for a
specific theory.
Finally, we have studied the structure of SAT problems, for which branching over only a
small set of variables suffices to decide satisfyability using a DPLL procedure.
12.5.1 Arithmetic
Investigator: Stefan Ratschan
The problem of solving quantified constraints with function symbols like sin, and cos is in
general undecidable. In the past we worked on algorithms that can solve such constraints,
terminating for all inputs that are robust in the sense that small perturbations of the occur-
ring constants do not change the truth value (in the case where all variables are quantified).
In this period we have worked on making this approach practically feasible [5], resulting in a
publically available software system [4]. Moreover, we have partially removed the restriction
of the original approach that equalities of the form t = 0 have to be approximated by in-
equalities of the form −ε ≤ t∧ t ≤ ε, where ε is a small, positive, real constant—introducing
an algorithm that allows one (unchanged) equality [2].
We have applied the resulting constraint solving machinery to problems in control [6, 1],
and in hybrid systems (see Sect. 12.4.2).
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12.5.2 SAT-Solving Modulo Theories
Investigators: Harald Ganzinger and Virgile Prevosto, in collaboration with George Hagen,
Robert Nieuwenhuis, Albert Oliveras, and Cesare Tinelli
Testing the satisfiability of a given propositional formula (built upon the usual boolean
connectors, ∨, ∧, ⇒, . . . , and boolean variables) is a widely investigated problem, and
state-of-the-art SAT-checkers are now able to deal with very large inputs. However, plain
propositional logic is not always adequate to express every formula one wants to verify. For
instance, in software verification, one often has to express arithmetic constraints, or to deal
with equalities between terms formed with arbitrary function symbols, or to do both.
Two main categories of approaches have been developed to deal with such theories. In the
eager approaches, the input formula is transformed into a propositional one which is satisfi-
able if and only if the original one is, by adding additional constraints between the atomic
formulae. However, the resulting formula can be considerably bigger than the original one.
On the other hand, the lazy approaches add such constraints only to discard a propositional
model incompatible with the theory. They are usually quite flexible, but in general slower,
because they do not use the theories to prune the search tree.
A new approach has been proposed in [1], and tries to provide a flexible and efficient
integration of decision procedures within a general-purpose SAT-checker. The propositional
part is generic, and parametrized by a solver for the theory of interest. Briefly, this solver
must be able to say if a new assignment is consistent with the previous ones, and to compute
consequences of this assignment modulo the theory. A prototype implementation of this
approach has been done as part of the Verisoft project, and the first comparisons show
that it is very competitive with the other provers usually used for software verification (see
Sect. 12.10.4 for more details on the implementation).
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12.5.3 Propositional Satisfiability
Investigator: Jo¨rg Hoffmann
Propositional satisfiability concerns the classic NP-complete problem asking for the existence
of a satisfying value assignment to the variables of a propositional formula in conjunctive
normal form (CNF). Recent research [2, 3] has revealed that CNF formulas encoding appli-
cations, that is, problem instances from verification or planning, often contain very small
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backdoors, that is, subsets of variables such that branching over just these variables suffices
to decide satisfiability with a DPLL procedure. We shed light on what kinds of problem
structure cause the existence of such small backdoors [1]. We examined carefully crafted
synthetic domains, clean enough to allow a rigorous analysis of DPLL search spaces, yet
meaningful enough to allow conclusions about more practical domains. The synthetic CNF
encodings are parameterized not only in their size, but also by a structure parameter control-
ling the extent of an intuitive bottleneck behavior in the underlying task. We investigated the
size of the smallest possible backdoors as a function of the structure parameter. We proved
that, in certain cases, the backdoor size decreases exponentially in that parameter. We ran
empirical experiments indicating that our notion of bottleneck behavior is also relevant in
more practical domains.
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12.6 Automated Theorem Proving Calculi
For several years, the main focus of our work in automated theorem proving for first-order
logic has been on the one hand on the development of efficient deductive calculi, on the other
hand on the combination and modularization of such calculi and on the integration of theory
knowledge into general deductive systems.
Our recent research on instantiation-based theorem proving methods for first-order logic
falls in the first of these two categories. Instantiation-based methods share the principle of
proving the unsatisfiability of a set of input clauses by systematically deriving instances of
these clauses and analyzing their propositional unsatisfiability, for instance by a black box
SAT procedure or by interleaving instance generation with a tableau calculus. We have
worked on enhancements of the disconnection calculus, on integrating equality into the
Instance Generation and the Model Evolution calculus, and on a comparison of different
instantiation-based methods.
The second line of research is represented by two different topics: We have continued our
work on resolution theorem proving in theories of lattices and we have presented a logic
of total and partial functions for which modular and hierarchical superposition proving is
possible.
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12.6.1 Instantiation-Based Theorem Proving
Investigators: Peter Baumgartner, Harald Ganzinger, Swen Jacobs, Konstantin Korovin,
Gernot Stenz
Instantiation-based theorem proving refers to a family of methods for first-order logic theo-
rem proving. They share the principle of carrying out proof search by maintaining a set of
instances of input formulas, typically clauses, and analyzing it for propositional satisfiability
until completion.
While these two aspects “instantiation” and “propositional satisfiability” are underlying
most methods for automated theorem proving, instantiation-based calculi separate them.
This allows to explore new ways of their interleaving. The spectrum ranges from using Sat
procedures as black boxes, thereby benefiting from recent remarkable improvements in the
performance of propositional Sat procedures, to fine-grained methods of interleaving a` la
resolution [5], a` la Tableaux [8] or a` la Davis/Putnam [2, 3]
The stream of publications over the last years demonstrates a growing interest in instanti-
ation based methods. Several different methods based on distinguished paradigms are known
by now, among them the just mentioned methods introduced by us. In general, the results
obtained so far show that research on instantiation based methods is in the middle of its
development – the consolidation phase has begun – but there is still high potential further
improvements and extensions like equality handling. This view is consistent with our new
results we obtained during the last two years. They are described in the following.
Disconnection Theorem Proving. The disconnection calculus since its original conception
has been developed into one of the most successful tableau methods ever devised. Still, de-
ductions in the disconnection calculus can suffer from redundancies inherent to the tableau
framework. Even though the calculus can decide the Bernays-Scho¨nfinkel class of formulae
it is in many cases inferior to combinations of a grounding mechanism with a Davis-Putnam
prover system. In [8] we address two enhancements of the disconnection calculus that are
intended to reduce some of the redundancies typical for tableau methods. First, we investi-
gate the use of local variables, a syntactically detectable form of universal variables. These
variables can be used to relax the ∀-closure condition and introduce partial unification for
branch closures. However, the use of such variables has certain ramifications, which we dis-
cuss. Then, we examine the extended use of context lemmas during proof search by allowing
the use of context lemmas for subsumption of new tableau clauses. We also show limitations
to this method. Both techniques described in this paper have been implemented as part of
the DCTP disconnection tableau prover.
Comparison of Instantiation-Based Methods. We started investigations into the relations
between different instantiation-based methods known from the literature. Such investigations
are important, as they not only help to clarify conceptual differences and similarities, but
may also provide exact technical results as a basis to identify qualitative differences and
commonalities.
Surprisingly, almost no such exact technical results have been published. Indeed, when
starting such comparisons at a detailed, technical level it soon becomes clear that many of the
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commonalities intuitively expected or informally observed do not hold, or can be established
on a technical level only with difficulties. This is one of the conclusions in [7], which is the
first attempt of its kind to rigorously compare instantiation-based methods. More specifically,
[7] covers the Disconnection Tableau Calculus [8], Primal Partial Instantiation, which is a
saturation-based method, and Resolution-based Instance Generation [5]. We investigate the
relationship between these calculi and answer the question to what extent refutation or
consistency proofs in one calculus can be simulated in another one.
Equality Reasoning in Instantiation-Based Calculi. In many theorem proving applications,
a proper treatment of equational theories or equality is mandatory. In fact, the efficient treat-
ment of equality in first-order theorem provers has been a research focus of the AG2 from
its very beginning. With the two recent papers summarized below, we have been able to
integrate into two of our instantiation-based methods substantial parts of the equality han-
dling techniques pioneered in the Bachmair/Ganzinger framework [1] for the superposition
calculus.
The method presented in the article [6] employs a satisfiability solver for ground equational
clauses together with an instance generation process based on an ordered paramodulation
type calculus for literals. The completeness of the procedure is proved using the model
generation technique, which allows us to justify redundancy elimination based on appropriate
orderings.
In the article [4] we show how to integrate a modern treatment of equality in the Model
Evolution calculus (ME) [3]. The new calculus, MEE, is a proper extension of the ME calculus
without equality. Like ME it maintains an explicit “candidate model”, which is searched
for by DPLL-style splitting. For equational reasoning MEE uses an adapted version of the
ordered paramodulation inference rule, where equations used for paramodulation are drawn
(only) from the candidate model. The calculus also features a generic, semantically justified
simplification rule which covers many simplification techniques known from superposition-
style theorem proving. Our main result is the refutational completeness of the MEE calculus.
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12.6.2 Hierarchical and Modular Proof Calculi
Investigators: Harald Ganzinger, Viorica Sofronie-Stokkermans, Uwe Waldmann
In applications of deductive systems, it is often necessary to deal with combinations of theo-
ries, say, arrays, lists, and numeric data types. One would like to handle such combinations of
theories using a modular combination of deductive systems for the individual theories, that
is, a combination where the systems interact only by exchanging formulas over the common
part of the vocabulary. In contrast to Nelson/Oppen-style combinations of decision proce-
dures [5], however, modular combinations of clausal theorem provers for first-order logic are
in general not complete. This changes when one considers partial functions: We have devel-
oped a superposition calculus for a logic of total and partial functions and we have shown
that a modular combination of provers is complete, provided that all non-shared functions
are declared as partial [2]. This result also means that if the unsatisfiability of a goal modulo
the combined theory does not depend on the totality of the functions in the extensions, the
inconsistency will be effectively found. Moreover, we have considered a constraint super-
position calculus for the case of hierarchical theories and have shown that it has a related
modularity property. Finally we have identified cases where the partial models can always
be made total so that modular superposition is also complete with respect to the standard
(total function) semantics of the theories.
Extensions which satisfy the condition that partial models can always be made total are
instances of the more general concept of local theory extensions, which is studied in detail
in [6]. Many theories important for computer science or mathematics are local extensions of
a base theory. Examples are theories of arrays, or of functions defined by tail recursion as
already shown in [2], but also other theories of data structures (e.g. theories of lists), theories
of monotone functions or of functions satisfying Lipschitz conditions.
The notion of local extension of a theory is a natural generalization of the notions of local
theory introduced by Givan and McAllester [3, 4] and of local equational Horn theory studied
by Ganzinger in [1]. In [6] we continue the line of research opened by [1]. We consider local
extensions T0 ⊆ T1, where the base theory T0 can be arbitrary (if T0 is the empty theory the
original notion of locality is recovered). In defining locality of a theory extension T0 ⊆ T1 by a
set K of formulae we allow K to be an arbitrary set of clauses (not necessarily Horn). We show
that, as done in [1] for local theories, we can relate these extended notions of locality with
semantical properties, involving embeddability of partial algebras into total algebras. These
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results are used for hierarchical reasoning in local theory extensions. We show that, for local
theory extensions, checking the validity of a universal formula can be reduced to checking the
validity of a set of clauses with respect to the base theory – for this, any specialized theorem
prover for the base theory can be used as a “black box”. This allows to identify situations
in which parameterized complexity results can be given, by expressing the complexity of the
universal theory of the extension in terms of the complexity of appropriate fragments of the
base theory. Possibilities of extending the results beyond universally quantified formulae are
also considered.
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12.6.3 Combination of Algebraic and Logical Methods for Automated Theorem
Proving
Investigator: Viorica Sofronie-Stokkermans
In previous work, we showed that representation theorems for distributive lattices with op-
erators can be successfully used for efficient automated theorem proving for (i) the universal
theory of various classes of (many-sorted) distributive lattices with operators, and (ii) uni-
fication, resp. the positive theory, of the class of bounded distributive lattices. We have
recently extended these results in the following directions:
– applications to automated theorem proving in non-classical logics
– extensions to unification in more general classes of algebras.
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Applications to Non-Classical Logics
In [8] we give an overview of a variety of results, all centered around a common theme, namely
embedding of non-classical logics into first order logic and resolution theorem proving. This
study was motivated by the fact that our previous results on automated theorem proving for
distributive lattices with operators [9, 7], subsume existing methods for embedding many-
valued or modal logics into classical logic. In [8] we consider also other problems which
can be formulated as uniform word problems for classes of lattices and semilattices with
operators, such as the subsumption problem for terminological reasoning in description logics.
In particular, we consider the description logic EL (used in terminological reasoning in
medicine), in which the only concept constructors are intersection and existential restriction.
We show that for EL the problem of checking subsumption with respect to terminological
definitions reduces to checking the uniform word problem for the class of semilattices with
monotone operators. As the latter problem is known to be decidable in polynomial time
(in fact the equational theory of semilattices with monotone operators is local, in the sense
of [4]), we obtain a natural justification of the fact that, for EL, subsumption with respect
to terminological definitions can be checked in polynomial time (an alternative proof is
given in [1]). We identify situations when resolution-based decision procedures with optimal
complexity can be obtained by using refinements of resolution such as ordered resolution
with selection, or ordered chaining with selection.
Unification
In [6] we gave a resolution-based procedure for deciding unifiability in the class of bounded
distributive lattices. In recent work [10] we extended this result to a whole class of varieties
of algebras, in which the free algebras have a description similar to that of the free bounded
distributive lattices. We consider classes of algebras for which representation theorems in
terms of homomorphisms into a finite algebra exist (cf. [3]), and show that representation and
duality theorems in algebra allow to replace the algebraic reasoning with reasoning about
structured spaces which are in some sense simpler and more tractable than the original
algebras. We use these representation theorems for encoding several classes of unification
problems into satisfiability problems, and prove that, for the sets of clauses generated by
this translation, superposition specializes to an extension of many-valued resolution (cf.
[2, 5]). We illustrate the method on several classes of algebras: distributive lattices, Boolean
algebras, varieties generated by primal algebras, and Kleene algebras.
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12.7 Prover Construction
The design of efficient calculi for proof search is an important research topic in our group, but
if one wants to construct a theorem prover, there are many other theoretical and practical
problems that one needs to consider as well. These problems vary from efficient management
of large clause sets to the problem of constraint solving and formal proof output.
In saturation-based calculi, ordering constraints play a crucial roˆle. They are used for
controlling the search process, and it can be expected that more efficient calculi can be
obtained, once the theoretical properties of orders are better understood. In our group,
Knuth-Bendix orders have been studied. It has been shown that constraint solving for Knuth-
Bendix orders is NP-complete. It has also been shown that the question whether there exists
a Knuth-Bendix order that directs a given system of equations in a desired direction can be
solved in polynomial time.
If one wants a theorem prover that outputs machine verifiable proofs, one needs to de-
cide on how to represent the proofs, and whether one accepts Skolemization in the resulting
proofs. We developed a method for efficiently (i.e. polynomially) removing Skolemization
from resolution (and paramodulation) proofs, and we designed data structures and algo-
rithms for the implementation of this method.
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Another problem that has been addressed in our group is the problem of efficient indexing.
Saturation-based theorem provers construct large clause sets. In order to efficiently find sub-
suming clauses and demodulators, one needs an indexing data structure. Indexing techniques
are based on sharing parts of clauses that are identical. A new kind of index (called con-
text tree) was introduced that allows a more liberal representation of clauses which makes
it possible to share common parts of clauses that cannot be shared with other indexing
techniques.
12.7.1 Knuth-Bendix Orders in Automated Deduction
Investigator: Konstantin Korovin in collaboration with Andrei Voronkov
Ordering restrictions play an important roˆle in many calculi for automated deduction. They
are important for term rewriting, and essential for the superposition calculus. There exist
calculi, in which clauses are enhanced with ordering constraints, which are still waiting
to be implemented. In [1] clauses are enhanced with ordering constraints that represent
the assumptions made about the ordering during the derivation of the clause. When the
constraints is unsatisfiable (which means that the assumptions are inconsistent), the clause
can be deleted. In order to efficiently implement this calculus, one needs to be able to
efficiently solve the ordering constraints. In [5] it was shown that constraint solving is of
relatively low complexity (NP-complete) for the class of Knuth-Bendix orders, which is a
large family of orders which are very common in theorem proving.
Another problem that is very frequent in term rewriting and automated theorem proving
is the problem which order to choose. Often, the choice of the right order is essential for the
success of the theorem prover. We have shown that for Knuth-Bendix orders, it is possible
to automate the choice of the right order. In [3, 4], we show that the problem of existence
of a Knuth-Bendix order which orients a given system of equalities in a given direction can
be solved in polynomial time, relative to the size of the equations.
The third aspect of Knuth-Bendix orders that we studied is modification of Knuth-Bendix
order in the presence of associativity and commutativity (AC). AC-operators are very com-
mon in practical applications. In order to have efficient theorem proving for such problems,
AC-compatible orders are essential. In [2], we present modifications of the Knuth-Bendix
order that are AC-compatible. The orders preserve attractive properties of original Knuth-
Bendix orders such as polynomial-time term comparison, computationally efficient approxi-
mation based on weight comparison, and the fact that it tends to lighter terms in theorem
proving.
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12.7.2 Elimination of Skolemization from Resolution Proofs
Investigator: Hans de Nivelle
In [2], we introduce a polynomial method for eliminating Skolem functions from resolution
proofs. The elimination method is based on the fact that function symbols can be replaced
by serial relations in resolution proofs. For example, the resolution inference
∀x ¬p(x) ∨ p(s(x)) ` ∀x ¬p(x) ∨ p(s(s(x)))
can be replaced by
∀xα F (x, α)→ ¬p(x) ∨ p(α) ` ∀xαβ F (x, α) ∧ F (α, β)→ ¬p(x) ∨ p(β),
which is still a valid first-order inference. Using the Skolem function elimination method,
it is possible to use a first-order theorem prover using on the CNF-transformation with
saturation, and in the end obtain a proof that is purely within first-order.
In [1], we discuss how the method can be implemented. One needs to implement the CNF-
transformation in such a way that it constructs a correctness proof together with the normal
form. In order to keep the correctness proofs down to acceptable size, one needs to be able to
apply proof reductions, similar to the proof reductions used in cut elimination. In order to be
able to implement this, we propose a representation of sequent calculus, which we call proof
trees. The advantages of this representation are that proof reductions can be easily performed,
and that formulas are not explicitly mentioned. In proof trees, it is assumed that sequents are
labelled. A labelled sequent has form {α1 : A1, . . . , αp : Ap} ` {β1 : B1, . . . , βq : Bq}, where
the A1, . . . , Ap, B1, . . . , Bq are formulas, and α1, . . . , αp, β1, . . . , βq are distinct labels. The
proof tree, contains no references to formulas, only to labels. This brings the space of the
proof down by one order, because there are usually many repeated formulas in correctness
proofs of CNF-transformations. The proof reductions can be described in a way that is
closely related to reductions in λ-calculus.
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12.7.3 Fast Indexing using Context Trees
Investigator: Harald Ganzinger
During proof search, saturation-based theorem provers construct very large sets of clauses.
In order to obtain efficient access to these clauses, indexing is essential. All modern in-
dexing techniques are based on sharing of common structure between terms or clauses. In
discrimination trees, terms are written in prefix notation, and common prefixes are shared.
For example, the terms p(f(a), b) and p(f(b), c) can be written as (p, f, a, b) and (p, f, b, c),
which have common prefix (p, f, . . . ).
In substitution trees, a term is decomposed into a chain of substitutions. This makes
it possible to obtain a higher degree of sharing, because not only common prefixes, but
also common structure at other positions can be shared. For example, the terms p(a, f(a))
and p(b, f(a)) can be decomposed into chains [ X := p(Y, f(a)), Y := a ] and [ X :=
p(Y, f(a)), Y := b ], of which the common prefix [ X := p(Y, f(a)) ] can be shared.
Although substitution trees allow more sharing than discrimination trees, there are still
terms with common structure, between which no sharing is possible. For example, a sub-
stitution trees is unable to exploit the common structure between terms p(a, b) and q(a, b).
This is due to the fact that p(a, b) and q(a, b) have different function symbols. In [1], we
introduced context trees in order to solve this problem. In context trees terms are entered
using Curry Normal Form. We write p(a, b) = (p · a) · b, and q(a, b) = (q · a) · b. Now the
terms can be decomposed into [ X := (Y · a) · b, Y := p ], and [ X := (Y · a) · b, Y := q ], of
which the first parts can be shared.
We have implemented context trees in C and tested them within the COMPIT-framework.
Experience shows that the most time consuming operations are the operations for forward
redundancy checks (demodulation and clause subsumption) and our tests concentrated on
these operations. The experiments suggest that context trees are comparable to code trees
in time consumption, but much more space efficient, on the average by a factor of three. We
expect that the improved space efficiency will scale up on bigger examples.
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12.8 Automated Theorem Proving Applications
The ultimate goal of most of the research on automated theorem proving is to enable the
construction of fully automatic theorem provers that can successfully be used in applications.
Given the “universality” of first-order logic, it is not surprising that a broad range of appli-
cation areas can be covered. In this section we report on recent work concerning applications
of our automated theorem provers, which indeed stem from rather different areas.
The first two applications described below are Integrating Automated Theorem Provers
into Interactive Theorem Provers and Verification of Result Checking for Priority Queues.
The former work has been carried out in the frame of the Verisoft project, and the latter
work has been carried out in collaboration with AG 1 (Prof. Mehlhorn). Both works stem
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from the area of software verification, which is possibly the most important and fruitful
application area for automated theorem provers for classical first-order logic with equality.
The underlying theorem provers are SPASS and Saturate, respectively, and feature a
built-in, efficient handling of equality, which is mandatory for verification applications. Both
systems implement the superposition calculus, which has also been developed in our group.
On a different line are the applications Database Schema Reasoning, Ontological Reasoning
(carried out in collaboration with the Computational Linguistics group at the Universita¨t
des Saarlandes, Prof. Pinkal) and Document Management, described afterwards. These ap-
plications stem from the area of knowledge representation. Efficient treatment of equality is
not so important there. Of greater importance are features like non-monotonic negation and
model-building capabilities. We have therefore chosen a calculus and system offering these
features, the KRHyper system1.
12.8.1 Integrating Automated Theorem Provers into Interactive Theorem
Provers
Investigators: Thomas Hillenbrand, Carsten Ihlemann
Automatic Theorem Provers like SPASS are limited in solving real-life verification prob-
lems on their own. This is mainly because automatic provers are, due to general principle,
restricted to first order logic with equality. Some first-order theories may be hard-wired into
them too, but the restriction to first-order logic cannot be overcome.
On the other hand, interactive theorem provers, such as Isabelle, do not suffer from
this restriction, but for the very same reason their degree of automation is rather low. They
require a lot of user input and guidance. This can become an acute practical problem for
larger verification tasks. A desirable goal is therefore to combine the best of the two worlds
for large verification tasks. In particular, our research is about increasing the degree of
automation of Isabelle. Although user guidance will still be required we aim to delegate
a lot of clerical proof tasks to the automatic prover SPASS. A lot of subgoals of a typical
proof can be formalized in first-order logic and are dealt with in mere seconds by SPASS.
To this goal, a partial translation of polymorphic and typed higher order logic to (untyped)
first-order logic was designed and implemented. This interface between Isabelle and SPASS
already allows the transfer of the untyped HOL fragment into SPASS. However, it became
apparent in experiments that the most natural translation of typed HOL into the language of
SPASS performs badly. A further emphasis of our research is therefore to find more efficient
codings. If successful, this line of work could greatly increase the feasibility of automatic
methods for real-life verification tasks.
This approach is motivated by the success we had with a case study in processor verification
that dealt with the data path of a DLX-like processor. We managed to prove its correctness
with SPASS in a fully automatic fashion. In this study we detected a possible method to
efficiently code the type information of the theory of bit-vectors such that the type informa-
tion is, from the prover’s perspective, in the background. In this vein, our research continues
to expand on this case study by designing a bit-vector package for Isabelle/SPASS.
1KRHyper was originally developed during the former employment of the principal investigator Peter
Baumgartner at the university of Koblenz-Landau.
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12.8.2 Verification of Result Checking for Priority Queues
Investigators: Harald Ganzinger, Ruzˇica Piskacˇ
We verified the algorithm of the LEDA [3] priority queue checker with the theorem prover
Saturate. Saturate [5] is a theorem prover for first-order logic, primarily based on sat-
uration. Its main focus is on the efficient treatment of transitive relations by term rewrite
techniques [1, 2] and on the restriction of the search space by applying sophisticated tech-
niques for detecting redundancy of clauses. CNF transformation is integrated into Saturate
in order to keep the logical structure (quantifiers and equivalences) visible.
The internal state of a data structure is not visible to the user. Therefore, correctness of the
data structure can only be checked by checking the correctness of its observational behavior.
For priority queues this means that we have to verify the correctness of the del min/find min
commands. They are considered correct if the element returned is indeed the minimal element
in the priority queue. LEDA provides an off-line priority queue checker, which consists of
some additional data structures needed to maintain a system of lower bounds. To every
element in the priority queue a unique lower bound is associated. The lower bound of an
element is defined as the maximum value reported by all del min and find min operations
which where performed after the element was inserted. Every time we access an element of
priority queue, we check whether the element is greater or equal to its lower bound. In case
the element is smaller, the checker reports an error.
The system of lower bounds was modelled as a list of ordered pairs from E× (E∪{−∞}).
If (e1, e2) belongs to the list, then e1 represents an element from E and e2 its lower bound.
Lists are defined inductively, using nil and cons as constructors.
A sequence of commands can be seen as a word over the set Σ:
Σ = {create, ins(e), del(e), dmin | e ∈ E}
We introduce a predicate error free(s), with s a sequence of commands, that is true if
every time some element was accessed, its lower bound was less than or equal to the element
itself. Using this additional predicate we proved the following theorem:
If s ∈ Σ∗ is a error free sequence and every element which is contained in the lower bound
system corresponding to application of s on the empty priority queue, is greater or equal
to its lower bound, then every time when we performed the dmin operation, the element
returned was the minimal element in the queue.
Using this theorem, we proved that in a complete and error free sequence s any incorrect
output of an del min operation will be reported by the priority queue checker.
The complete model of the checker and its full specification can be found in [4].
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12.8.3 Database Schema Reasoning
Investigator: Peter Baumgartner
The growing use of XML in commercial as well as non-commercial domains to transport
information poses new challenges to concepts to access this information. Common ways to
access parts of a document use XPath-expressions. In [2] we provide a transformation of
DTDs into a knowledge base in Description Logic. We use reasoning capabilities grounded
in description logics to decide if a given XPath can be satisfied by a document, and to
guide the search of XML-Processors into possibly successful branches of the document, thus
avoiding parts of the document that will not yield results. The extension towards object
oriented subclassing schemes opens this approach towards OODB-queries. In contrast to
other approaches we do not use any kind of graph representing the document structure, and
no steps towards incorporation of the XML/OODB-processor itself will be taken.
The motivation and techniques in [2] are complemented by the approach described in [1].
In [1] we aim to demonstrate that automated deduction techniques, in particular those
following the model computation paradigm, are very well suited for database schema/query
reasoning. Specifically, we present an approach to compute completed paths for database
or XPath queries. The database schema and a query are transformed to disjunctive logic
programs with default negation, using a description logic as an intermediate language. Our
underlying deduction system, KRHyper, then detects if a query is satisfiable or not. In
case of a satisfiable query, all completed paths – those that fulfill all given constraints – are
returned as part of the computed models.
The purpose of computing completed paths is to reduce the workload on a query proces-
sor. Without the path completion, a usual XPath query processor would search the whole
database for solutions to the query, which need not be the case when using completed paths
instead.
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12.8.4 Ontological Reasoning
Investigator: Peter Baumgartner
The growing size of electronically available text corpora like companies’ intranets or the
WWW has made information access a hot topic within Computational Linguistics. Despite
the success of statistical or keyword based methods, deeper Knowledge Representation (KR)
techniques along with “inference” are often mentioned as mandatory, e.g. within the Semantic
Web context, to enable e.g. better query answering based on “semantical” information.
In the paper [1] we contribute to the open question how to operationalize semantic infor-
mation on a larger scale. As a basis we take the frame structures of the Berkeley FrameNet II
project, which is a structured dictionary to explain the meaning of words from a lexicographic
perspective. Our main contribution is a transformation of the FrameNet II frames into the
answer set programming paradigm of logic programming, where the KRHyper system men-
tioned above is an adequate interpreter. Together with methods for automatic annotation
of text documents with frame semantics which are currently developed at various sites, we
arrive at an infrastructure that supports experimentation with semantic information access
as is currently demanded for.
The approach in [1] has been generalized in [2] to work with the much more expressive
knowledge representation language SUMO-KIF. Although extensive formal ontologies writ-
ten in this language are readily available, such as for instance the Suggested Upper Merged
Ontology (SUMO), automated reasoning support in particular for SUMO has so far been
limited. In [2] we propose a novel transformation scheme for a non-trivial subset of the
language that enables the meaningful application of model-generation automated reasoning
systems like KRHyper. Our transformation features the handling of equality, the Unique
Name Assumption and default values and it can be configured to guarantee the finiteness of
the resulting models.
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12.8.5 Document Management
Investigator: Peter Baumgartner
In [1] we describe a system for the management of personalized and scenario specific teaching
material. The system has been instantiated by a course on “Logic for Computer Scientists”
and offers uniform access to various tools like theorem provers and an interactive tableau
editor. The paper [1] describes both, the system together with its application of theorem
proving technology as a core component in the knowledge management system (KMS), and
its use in academic teaching.
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The KMS provides a scenario management component where teachers may describe those
parts of given documents that are relevant in order to achieve a certain learning goal. The
task of the KMS is to assemble new documents from a database of elementary units called
“slices” (definitions, theorems, and so on) in a scenario-based way (like “I want to prepare
for an exam and need to learn about resolution”). The computation of such assemblies is
carried out by the KRHyper model-generating theorem prover for first-order logic with a
default negation principle. Its input consists of meta data that describe the dependencies
between different slices, and logic-programming style rules that describe the scenario-specific
composition of slices. Additionally, users may assess what units they know or don’t know.
This information is stored in a user model, which is taken into account to compute a model
that specifies the assembly of a personalized document.
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12.9 Modal, Temporal, and other Non-Classical Logics
Non-classical logics play an important roˆle in various fields of computer science as for exam-
ple knowledge representation, reasoning about programs, multi-agent systems, or reasoning
about temporal behaviour. Many non-classical logics can naturally express properties in
these domains, that cannot be naturally expressed in first-order logic. Other non-classical
logics are less expressive than classical logic, but in return are much easier to handle by
theorem proving methods. Examples of such logics are description logics or modal logics,
which are usually decidable.
The work on on non-classical logics in our group can be classified as follows: (i) translations
of modal and description logics into the guarded fragment or the two-variable fragment, which
are both decidable subsets of first-order logic; (ii) automated theorem proving for other non-
classical logics, by using embeddings into first-order logic and resolution, or by alternative
methods such as tableaux or Rasiowa-Sikorski deduction systems; (iii) investigation of a
newly developed intuitionistic temporal logic for specifying properties of programs.
In Section 12.9.1 we describe our research on translations of modal and description logics
into the guarded fragment. The guarded fragment is a particularly important subset of first-
order logic that captures many modal logics. It was introduced by Andre´ka, Ne´meti, and van
Benthem with the purpose of identifying the modal fragment of first-order logic. Although
the fragment intuitively seems the right fragment, there are still many modal logics that
cannot be translated into the guarded fragment. Our research on the guarded fragment has
proceeded along two lines. The first line is to extend the fragment in order to capture more
logics. We were able to obtain a resolution-based decision procedure for the guarded frag-
ment with transitivity. Using this decision procedure, it is possible to use resolution theorem
proving for modal logics based on transitive frame properties. The second line of research
is to improve the translation methods, so that more logics are captured, without extending
the fragment. We have introduced a translation from the 2-variable guarded fragment with
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counting quantifiers into the guarded fragment. We have also introduced an improved trans-
lation from modal formulas to the guarded fragment. Using this translation, many modal
logics that could not be translated before into the guarded fragment with the standard
translation, can now be translated into the guarded fragment.
In Section 12.9.2 we present our research on automated theorem proving and proof meth-
ods for other classes of non-classical logics, encompassing – but not limited to – multiple-
valued logics, modal logics, description logics and dynamic logics for multi-agent systems.
We start by describing our research directed towards identifying classes of non-classical logics
which can be translated into classical first-order logic. Finding embeddings into first-order
logic allows us to use standard refinements of resolution; in many cases we obtain decision
procedures. We continue by presenting an orthogonal direction of research, in which other
methods for automated theorem proving in non-classical logics, and the relationships between
them, are studied: We show that two deduction systems for Peirce logic, namely Rasiowa-
Sikorski-style deduction systems and standard tableau systems are dual to each other. We
end by presenting work on proof methods for multi-agent systems. Two new classes of agent
dynamic logics (ADL and BDL) were introduced. They provide formal means of specifying
and reasoning about the agents’ activities, and for making a formal distinction between ab-
stract and concrete actions. Results on soundness, completeness, the small model property
and decidability for these logics were obtained.
Section 12.9.3 describes a new topic of research in our group, on an intuitionistic temporal
logic for specifying properties of programs. This logic is introduced as a tool for expressing
and reasoning about properties that relate finite and infinite behaviours, in particular for
logical reasoning about safety and liveness. It can be also used, for instance, for defining in
logical terms certain constructions in assume-guarantee reasoning.
12.9.1 The Guarded Fragment
Investigators: Yevgeny Kazakov and Hans de Nivelle, in collaboration with Ste´phane Demri
Resolution Decision Procedure for the Guarded Fragment with Transitive Guards
In [4], we extend the superposition strategy for the guarded fragment from [2] to the guarded
fragment with transitive guards. This fragment is important not only for description logics,
but also for temporal verification and for program shape analysis, since transitivity can
formalize discrete time and ordered structures.
The guarded fragment with transitive guards has been previously studied in [8], where it
has been shown to be decidable in 2EXPTIME, using a procedure based on enumeration of
possible models. The practical disadvantage of such enumeration procedures is that, with-
out further optimisation, they are guaranteed to perform at worst-case complexity. On the
other hand, a resolution-based approach will scale well between easy and hard problems due
to its goal-oriented nature. In [4] we use advanced resolution refinements, as redundancy
elimination and ordering constraints in combination with a selection function, to obtain a
resolution-based decision procedure for the guarded fragment with transitive guards. Another
contribution of the paper is the introduction of a special scheme notation that facilitates de-
scription of resolution strategies and supports a formal analysis of the resulting decision
procedures.
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A Polynomial Translation from the Two-Variable Guarded Fragment with Number
Restrictions to the Guarded Fragment
The interest in description logics has been constantly growing over the last decade. Descrip-
tion logics are considered as languages for the Semantic Web: notably, the DL-based ontology
language OWL, has recently received a recommendation by the W3C (the World Wide Web
Consortium).
To support such applications, there is a need for the development of efficient engines for
performing reasoning in description logics. Saturation-based theorem provers can do such
reasoning using a well-known translation to the guarded fragment of first-order logic [2].
However, until now translational methods have covered only description logics with a limited
number of constructors. In particular, transitive relations and counting quantifiers (which
are now commonly used in description logics) have not been treated by such methods.
In [3] we propose an extension to the guarded fragment that captures so-called number
restrictions in description logics. Number restrictions (or counting quantifiers) are used to
formalize combinatorial constraints, as for example: every client must be connected to at
least n hosts and ever host can have at most m incoming connections. Number restrictions
in description logics are hard to handle efficiently, especially when the numbers are big.
This is rather surprising, since the theoretical complexity of reasoning in description logics
augmented with number restrictions, usually remains the same. In the paper [3] we propose
a method which makes it possible to reason about number restrictions using the guarded
fragment. We describe a polynomial translation that given a two-variable guarded formula
with number restrictions, produces a guarded formula without number restrictions which
is linear in the size of the input formula. This translation remains polynomial even if the
number restrictions are binary encoded. This is surprising because, using a binary encoding,
the input formula can be exponentially smaller than the numbers it contains. The result
has both theoretical and practical implications. On the theoretical side, we obtain a sharp
complexity characterisation for satisfiability of such formulas, yielding that the two-variable
guarded fragment with number restrictions is EXPTIME-complete. On the practical side, our
translation provides a bridge between the description logics with counting and the guarded
fragment, for which decision procedures and optimization techniques are relatively well-
studied.
Deciding Modal Logics through Relational Translations into GF2
The original motivation for introduction of the guarded fragment, according to [1], was the
identification of the modal fragment of first-order logic. Although it is not precisely defined
what this means, it probably implies that modal logics should be easily translatable, that
the decision procedure for the guarded fragment should have a complexity not worse than
modal logics, and that the fragment should have good metalogical properties, like modal
logics have. (for example interpolation)
In [6, 5, 7], we concentrate on one aspect, namely the possibility to translate modal logics
into the guarded fragment. There are many simple modal logics, for example S4,K4, S5,
whose frame properties cannot be expressed in the guarded fragment, and which therefore
cannot be translated into the guarded fragment by the standard relational translation.
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In [6] and [5], an improved relational translation is introduced, through which a large class
of modal logics can be translated into the guarded fragment. The improved relational trans-
lation does not explicitly translate frame properties. Instead frame properties are implicitly
translated when universal modal operators are translated. The translation works for a class
of modal logics that are called regular grammar logics with converse. The logics mentioned
above are in this class. In [7], a characterization is given, for which modal logics the trans-
lation works. The logic must have a frame condition, for which the effect of closing a frame
under this frame condition can be described by a regular language.
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12.9.2 Automated Theorem Proving in Non-Classical Logics
Investigators: Viorica Sofronie-Stokkermans and Renate Schmidt in collaboration with
Ullrich Hustadt, Ewa Or lowska and Dmitry Tishkovsky
During the last years, a large number of non-classical logics has been studied and various
methods for automated theorem proving in such logics have been proposed: sequent calculi,
various kinds of analytic tableaux, various types of resolution-like calculi. Most of these
methods are strongly related to the particular characteristics of the logics. It usually is non-
trivial to give efficient implementations for these specialized calculi, which makes it difficult
to maintain, scale, and modify such provers in order to ensure that they develop at the same
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speed as high performance theorem provers for classical logic. Therefore, it is very desirable
to find uniform principles, applicable to large classes of logics, which lead to simple and
reusable implementations. Identifying such a unifying principle is the main goal of [6]. It
is also important to find which links exist between various deductive systems. In [2], two
deduction systems for Peirce logic are compared: Rasiowa-Sikorski-style deduction systems
and standard tableau systems.
Resolution-Based Theorem Proving in Non-Classical Logics
In [6] we give an overview of a variety of results on automated theorem proving in non-
classical logics using translation to classical first-order logic and automated theorem prov-
ing. We present several classes of non-classical logics – ranging from many-valued logics to
logics which are sound and complete with respect to a class of algebras (usually a class of
Boolean algebras, lattices or semilattices with operators). We identify logics which can be
translated into decidable fragments of classical logic, and show that the standard refinements
of resolution yield, in many interesting cases, optimal decision procedures.
The paper starts with a study of multiple-valued logics. We mention earlier results estab-
lished in [1], where we showed that many-valued resolution for finitely-valued logics can be
reconstructed by using general saturation-based techniques for first-order theories of transi-
tive relations. Many-valued logics with an infinite algebra of truth values are also considered.
We continue with a unifying study of more general logics, encompassing some fuzzy logics,
as well as modal, intuitionistic and description logics, which are sound and complete with
respect to classes of algebras. It is known that checking validity of formulae in non-classical
logics having an algebraic semantics often can be reduced to checking whether corresponding
word problems hold in the class of algebraic models. We show that similar phenomena
also occur in description logics: checking subsumption with respect to TBoxes can often
be reduced to checking whether suitably defined uniform word problems hold in classes of
Boolean algebras, distributive lattices or semilattices with operators. We use our results on
deciding the uniform word problem in classes of lattices with operators [7, 5] for obtaining
embeddings of non-classical logics into classical first-order logic, and for identifying situations
where resolution-based decision procedures with optimal complexity can be obtained.
Rasiowa-Sikorski Style Deduction and Tableaux
One of the motivations for considering different proof methods at the same time is the fact
that different proof methods may have their strengths within different areas. Besides the
standard methods of deduction (e.g. resolution, tableaux), there are many other methods
of deduction, which are also worth studying. For example, Rasiowa-Sikorski style deduction
systems, which are relatively unknown outside of Poland and Eastern Europe, have been
developed more than 40 years ago for first-order logic and can handle various kinds of non-
classical logics as well. We studied the similarities and differences between tableau systems
and Rasiowa-Sikorski systems, in a collaboration of Renate Schmidt with Ewa Or lowska
and Ullrich Hustadt. As a case study we considered Peirce logic (which can be viewed as
a kind of description logic) and we developed proof systems in the two styles [2]. Despite
the fundamental differences in approach we were able to show that the systems have many
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commonalities; in fact, we have shown that Rasiowa-Sikorski systems and tableau systems
are duals of each other. The work in this direction started during Renate Schmidts’s visit at
MPI in 2002.
Proof Methods for Multi-Agent Systems
It is natural to combine modal logics to create languages which are able to represent several
intensional aspects at the same time. This approach has particular relevance for the formal-
ization of multi-agent systems. An on-going line of our research aims at the development
and theoretical investigation of proof methods for facilitating the reasoning within common
specification frameworks for modelling the behaviour of rational agents. This work has led
to the introduction of two new families of agents logics which provide the formal means for
specifying and reasoning about different aspects of agents [4, 3].
In particular, in work by Renate Schmidt, Dmitry Tishkovsky and Ullrich Hustadt [4] we
have introduced and studied a new class of agent dynamic logics (ADL) which provide a
formal means of specifying and reasoning about the agents’ activities and the informational,
motivational and practical aspects of their behaviour. From a logical perspective, ADL and its
extensions with certain commutativity axioms formalising interactions between knowledge,
commitment and actions are products of logics with complex modalities. It is known that
it is extremely difficult to obtain decidability results for products of logics and also the
small model property usually fails in products. Nevertheless we were able to prove results on
soundness, completeness, the small model property and decidability for the logics in ADL.
Reasoning about actions is often performed by first considering a single agent framework
and then fusing multiple copies of the framework in order to give a formalisation of a multi-
agent system. It is accepted that this approach has limitations and is generally not sufficient.
A contribution of the new family of BDL-logics introduced in [3] is the formal distinction
between abstract and concrete actions. Another central feature in this framework is a new
informational test operator. We have shown that common belief and common knowledge
can be expressed in BDL logics. This means that the logics are more expressive than similar
agents logic which are based on the extension of PDL with extra modalities for belief or
knowledge. Yet the BDL-logics are not too expressive, since they remain decidable, possess
the small model property and belong to 2EXPTIME.
This research shows that more expressive agent theories can be successfully formalised,
than those that have been considered previously, and that they can be studied in the context
of modal and dynamic logic. The advantage of the adopted modal logic approach is that
the methods and results apply very generally. The work in this direction started during
Renate Schmidt’s visit to MPI in 2002.
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12.9.3 Intuitionistic Temporal Logic
Investigator: Patrick Maier
Classical linear-time temporal logic (LTL) can only specify and reason about infinite be-
haviour of a system. While this may be sufficient for the specification of non-terminating,
reactive systems, there are situations (as for instance in assume-guarantee reasoning or run-
time verification) where it is desirable to be able to reason about finite behaviour as well. In
[3], we propose a new interpretation of the operators of LTL in a Heyting algebra of prefix-
closed sets of finite and infinite behaviours, which gives rise to an intuitionistic companion
of LTL, the intuitionistic temporal logic ILTL.
As shown in [1], the temporal operator +→ for constructing assume-guarantee specifications
φ +→ ψ, denoting all behaviors where the guarantee ψ does not fail before the assumption φ,
is expressible algebraically in certain Heyting algebras. As a consequence, +→ can be defined
logically in terms of intuitionistic implication in ILTL, making ILTL a natural logic for
assume-guarantee reasoning.
Moreover, the classical notions of safety and liveness, topologically characterized in [2] as
closed or dense sets, respectively, in the Cantor topology on infinite strings, can be trans-
ferred naturally to the intuitionistic setting: Safety and liveness properties correspond to
closed or dense sets, respectively, in the Scott topology on prefix-ordered finite and infinite
strings. In contrast to LTL, safety and liveness can be defined logically in ILTL. This enables
logical reasoning about safety and liveness, for example the statement that every property
is expressible as the conjunction of a safety and a liveness property is a theorem in ILTL.
ILTL may not be the only interesting intuitionistic companion to LTL. For evaluating,
whether such logics could serve as the basis of modular specification languages (based on
the assume-guarantee paradigm), a more systematic investigation of intuitionistic temporal
logics is necessary, including branching time logics. Such an investigation could also answer
the question what are the right notions of safety and liveness for branching time.
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12.10 Software Systems
The motivations for software development in the Programming Logics Group are manifold.
Regarding experimental software, we want to demonstrate that our theoretical concepts
are practically feasible. In turn, the evolution of concepts is often fertilized when some
workbench allows to easily manipulate instances thereof. At the opposite end of the spectrum,
we provide first-class implementations which are used world-wide in research groups and
industrial contexts.
The tools can be grouped into the following areas:
– theorem proving in first-order logic, and in combination of theories,
– certifying software development,
– termination proving,
– software model checking,
– verification of dedicated systems, like hybrid or infinite-state ones.
12.10.1 DARWIN
Investigators: Peter Baumgartner, Alexander Fuchs
The DPLL procedure, due to Davis, Putnam, Logemann, and Loveland, is the basis of some
of the most successful propositional satisfiability solvers to date. Although originally devised
as a proof-procedure for first-order logic, it has been used almost exclusively for propositional
logic so far because of its highly inefficient treatment of quantifiers, based on instantiation
into ground formulas. The FDPLL method [1] was the first successful attempt to lift the
procedure to the first-order level without recurring to ground instantiations, but ignores
simplification techniques that, although not necessary for completeness, are crucial for its
effectiveness in practice. The Model Evolution Calculus [4] lifts these aspects as well.
With the Darwin system [2, 3] we obtained the first implementation of the Model Evo-
lution calculus. Darwin is meant to be a fast and clean implementation of the calculus,
showing its effectiveness and providing a base for further improvements and extensions.
It obtains its efficiency through carefully chosen data structures based on state-of-the art
indexing techniques. With 14000 lines of code it can already be called a mature system.
Together with the implementation of the disconnection calculus [5], Darwin is the only ex-
isting implementation of an instance-based method that is efficient enough to challenge more
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established resolution- or tableaux-based implementations on standard benchmarks and in
prover competitions.
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12.10.2 SPASS
Investigators: Christoph Weidenbach, Thomas Hillenbrand, Carsten Ihlemann and Uwe
Waldmann
Spass is an automated theorem prover for sorted first-order logic with equality. Its calculus
is an extension of superposition with sorts and a splitting rule for explicit case analysis [3].
The development of Spass is application-driven in the sense that we are strengthening
the system in relevant application domains, mostly related to verification. Most prominent
among these are the usage scenarios for Spass within the Verisoft project.
In this project, our overall goal is to tightly integrate Spass into the Isabelle proof
system [2], in order to increase the latter’s degree of automatization, see also Sect. 12.8.1. A
general-purpose interface has been realized that transfers a fragment of Isabelle’s logic to
the realm of first-order. We are pursuing several directions to improve on that:
– Handling sort information efficiently is a crucial issue. The encodings possible form
a spectrum that ranges from recursive term-level sort decorations over predicative
guards down to dropping any sort information. Not all of them are applicable in every
situation. The Spass inputs they lead to differ with respect to feasability. So it is
natural to specialize the interface to important cases of interest.
– This is accompanied by the formulation of domain-specific axiomatizations and strate-
gies, as exemplified by a case study on processor verification. The correctness of the
datapath of a DLX-like processor could be proven in a fully automatic fashion, which
builds on an adequate treatment of bitvectors.
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– The HOL-fragment that is currently being translated might be extendable by means
of currification; but it is not clear to which extent Isabelle would profit from this.
– We have just started to couple Spass with the ModuProve package of decision pro-
cedures (Sect. 12.10.4). These procedures will check the consistency of (parts of) the
clause base that the prover develops, giving some support for reasoning in the respec-
tive theories.
By now, the prover Spass has a considerable user community that frequently needs to be
supported, be it on the level of technical problems, or on the level of how to model specific
problems cleverly within first-order logic. To give an example for the latter, Andreas Meier at
Saarbru¨cken university has integrated Spass into the Omega mathematical assistant system
and used it for the automatic generation of classification theorems for finite algebras [1].
As to aspects of software technology, let us finally say that the system has successfully
been ported to the MacOS X operating system, thereby increasing its availability, and that
Spass is to become a package of the widely known Debian Linux distribution.
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12.10.3 WALDMEISTER
Investigators: Thomas Hillenbrand, in collaboration with Bernd Lo¨chner (Technische
Universita¨t Kaiserslautern)
Waldmeister is a system for unit equational deduction. Its theoretical basis is unfailing
completion with refinements towards ordered completion [1]. The system saturates the input
axiomatization, distinguishing active facts, which induce a rewrite relation, and passive facts,
which are the one-step conclusions of the active ones up to redundancy. The saturation
process is parameterized by a reduction ordering and a heuristic assessment of passive facts.
For an in-depth description of the system, see [3].
The prover now has been improved in several respects. Firstly, the detection of redun-
dancies in the presence of associative-commutative operators has been strengthened. In a
class of AC-equivalent equations, an element is redundant if each of its ground instances
can be rewritten, with the ground convergent rewrite system for AC, into an instance of
another element. Instead of elaborately checking this kind of reducibility explicitly, it can be
rephrased in terms of ordering constraints and efficiently be approximated with a polyno-
mial test. Secondly, the last teething troubles of the implementation of the Waldmeister
loop [2] have been overcome. Thirdly, a number of strategies have slightly been revised.
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Motivated by the successful application of Waldmeister to singleton axiomatization
problems [4, p. 810,1158], we are continuing the integration of the prover into a commercial
computer algebra system.
References
[1]• J. Avenhaus, T. Hillenbrand, and B. Lo¨chner. On using ground joinable equations in equational
theorem proving. Journal of Symbolic Computation, 36(1-2):217–233, 2003.
[2]• J.-M. Gaillourdet, T. Hillenbrand, B. Lo¨chner, and H. Spies. The new WALDMEISTER loop
at work. In F. Baader, ed., Automated deduction, CADE-19, 19th International Conference on
Automated Deduction, Miami, Florida, 2003, LNAI 2741, pp. 317–321. Springer.
[3]• T. Hillenbrand. Citius altius fortius: Lessons learned from the theorem prover WALDMEISTER.
In I. Dahn and L. Vigneron, eds., Proceedings of the 4th International Workshop on First Or-
der Theorem Proving, FTP’03, Amsterdam, The Netherlands, June 2003, Electronic Notes in
Theoretical Computer Science, vol. 86.1, pp. 1–13. Elsevier.
[4] S. Wolfram. A New Kind of Science. Wolfram Media, 2002.
12.10.4 MODUPROVE
Investigators: Virgile Prevosto and Kara Qadar
ModuProve [2] is a SAT-checker which can be parametrized by a theory, in order to
deal with more complex constraints than plain propositional variables (see Sect. 12.5.2). It
has been built as part of the Verisoft project; and the decision procedures developed for
ModuProve are essentially geared toward theories relevant for software verification. Mod-
uProve is also aimed at flexibility and modularity, so that it becomes easy to incorporate
new decision procedures, and also to add new optimizations to the propositional SAT-checker
itself. Implemented decision procedures are the following:
– linear arithmetic with equality and inequality over integers,
– theory of equality with uninterpreted function symbols (congruence closure),
– combination of the two theories above (a` la Nelson-Oppen),
– linear arithmetic with equality and inequality over the rationals.
Problems mixing uninterpreted function symbols and linear integer constraints appear very
often in software verification. In particular, a set of benchmark suites for Ground Decision
Procedures (GDP) has been compiled by de Moura and Rueß [1]. The first results show
that ModuProve is already very competitive with the other provers currently used in the
domain.
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12.10.5 FOCAL
Investigators: Virgile Prevosto, in collaboration with the Focal development team
(focal.inria.fr)
The Focal (formerly FoC) environment is aimed at building certified programs. It allows to
write modules composed of declarations, definitions, statements and proofs. Declarations can
be refined into definitions and statements into proofs, going step-by-step from a specification
to an implementation, through inheritance and parametrization mechanisms.
A Focal program is compiled to two different targets: the programming part generates
an Ocaml source, while the certification part can be verified through a translation in the
language of the Coq proof assistant [3].
The Focal environment, as it has been presented for instance in [2], is essentially com-
posed of the following parts:
– the Focal language and its compiler;
– an automated theorem prover, zenon, currently under development [3];
– an automated documentation tool, focdoc, generating an XML format, which can
then be transformed to various formats; such as TEX, HTML + MathML, or OM-
Doc;
– some experimental search tools, based on XML queries.
Focal is freely available on the Web [1], under a BSD-like license. Together with the
tools, the distribution offers the Focal library, which deals mainly with computer algebra
algorithms on univariate and multivariate polynomials [4]. Its performances are comparable
to the other computer algebra systems available.
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Transition invariants-based verification methods [1, 3, 4] are parameterized by a termi-
nation checker for “single while” programs. These programs only contain (possibly non-
deterministic) update statements in the loop body. We built a tool RankFinder that proves
203
12 The Programming Logics Group
termination of “single while” programs with linear arithmetic. RankFinder implements an
algorithm for the synthesis of linear ranking functions [2].
In our current work on abstraction refinement methods for liveness, we apply RankFinder
to synthesize ranking functions that are used to infer (new) transition predicates for the
refinement procedure.
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12.10.7 SCT ANALYZER
Investigator: Chin Soon Lee
In [2], we proposed a termination analysis, called size-change termination, for functional
programs that manipulate well-founded data.
By static analysis, each arc of the program call graph is annotated with a size-change
graph, a data structure which describes parameter size changes accompanying the call. The
graphs are tested for a property called SCT, which holds just when any program described
by the graphs (in particular, the subject program) is terminating.
The SCT analyzer [1] supports this termination analysis by automatically checking
the satisfaction of SCT. While SCT is decidable, it is complete for PSPACE, and its deci-
sion methods can easily exhibit exponential behavior. The SCT analyzer therefore also
implements a worst-case cubic time procedure that recognizes a practical subset of SCT.
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12.10.8 ACSAR
Investigators: Andreas Podelski, Mohamed Nassim Seghir
ACSAR (Automatic Checker of Safety properties based on Abstraction Refinement) is a
model checker for C programs. It is written in C++ in an object-oriented style. It is based
on the following key notions:
– Abstraction: ACSAR uses the predicate abstraction technique to automatically ab-
stract an infinite system by a finite one.
– Refinement: When an abstraction is too coarse, ACSAR can rebuild a more precise
abstraction. ACSAR increases the precision only of the relevant part of the abstract
system (concept of laziness).
– Modularity: We are developing a method for the automatic computation of summaries
of loops and procedures. A summary is a logical formula expressing a relation between
program variables at the entry and exit point of a block of code. Modularity is a key
to scalability.
ACSAR is designed to check safety properties. Checking such properties can be reduced to
a reachability check problem. The specification provided to ACSAR consists of several label
locations, then ACSAR checks the reachability of each label.
ACSAR either proves the safety of the system, provides a counter example if the system
is unsafe, or answers by “I don’t know” due to its incompleteness. It is possible to specify a
time bound for the verification process.
Several experiments were performed on a set of examples. The results were encouraging,
specially with real world applications like ssh and some hardware drivers.
In the Verisoft project we are working on the integration of a model checker as a black box
with an interactive theorem prover. For this aim ACSAR has an interface with the Isabelle
theorem prover [1].
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12.10.9 XGCC
Investigator: Werner Backes
We are continuing our work on xGCC [1, 2], a modified GNU Compiler Collection (GCC)
combined with an abstract interpretation tool.
The Compiler part of xGCC is a modification of GCC version 3.1.1. We invented XRTL,
an extension to the Register Transfer Language (RTL) which the GCC uses as an interme-
diate format. Our changes are restricted to the language independent part. The language
frontends and the assembler backends are not affected. XRTL is independent of the used
language and machine and provides necessary additional information for abstract interpre-
tation. A future goal is to have additional type information for the XRTL language.
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We are using a new developed variation of interval approximation for the analysis part of
xGCC, the so-called approximation by lists of valid intervals. We introduced the notion of
valid interval to deal with the low-level features of XRTL. These low-level features include bit
operations (and, or, xor, shift and rotate) for integer and byte access to the representation
of integer and floating point values. We support pointers and memory, which is constructed
using basic integer and floating point datatype of different size. The concrete and abstract
domain are finite, which simplifies the computation of fixpoints, for which we are using
widening/narrowing techniques to speed up the computation. Our goal is to check everything
the GCC can compile, even complicated pointer arithmetic like
int i = (int )&i;
double d = 0.9187;
*((((int *)(i-4))+(int )(((int )(d/0.25))+2.9))) = 7
which may lead to memory access errors. We detect the overrun and underrun of memory,
as well as invalid access to read-only or memory with no random access. We deal with function
calls by using a kind of database of precomputations. We developed an experimental graphical
user interface which displays the results of the analysis. At this point we can analyse selected
C, C++ and Fortran 77 examples.
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Transition invariants [2] are auxiliary assertions for the automated verification of liveness
properties of infinite-state systems. We built a prototype tool ARMC-Live (Abstraction
Refinement Model Checker for Liveness) that serves as an evaluation platform for the au-
tomation of transition invariants-based verification methods via abstract interpretation. Cur-
rently, ARMC-Live implements the synthesis algorithms for transition invariants, labeled
transition invariants [1], and (partly) abstract-transition programs [3].
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Planning is a sub-area of Artificial Intelligence. It is related to Model-Checking of safety
properties in the sense that the task is to find, in a declaratively given transition system, a
path of transitions from a given start state to a state that satisfies a given target condition
(see also Sect. 12.4.7).
In contingent planning, a set of start states is given in the form of a CNF formula, and
the solution path has to work for every initial state. Special observation transitions can be
used to branch, in the solution, on the value of a state variable, so that the solution is a tree
rather than a sequence of transitions. Contingent-FF is an extension of the FF planning
system [2] to contingent planning. The system is based on a forward search guided by a
heuristic function generated by solving an appropriate relaxation of the task. Contingent-
FF is able, in a significant class of relevant domains, to find solutions in problem instances
that are completely out of reach of other existing systems [1].
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12.10.12 FFUPPAAL
Investigator: Jo¨rg Hoffmann
UPPAAL is the state-of-the-art tool for model-checking safety properties in networks of
timed automata. In its standard versions, UPPAAL incorporates only blind (depth-first or
breadth-first) searches. However, when one focuses on error detection rather than proving
their absence, there is hope to complete the search without having to explore the entire state
space. If the search states are explored in the right order, few states need to be considered in
order to find an error state. Heuristic functions provide a search order by mapping states to
integers estimating the state’s distance to the nearest error state. In our work, we adapted
techniques from the area of planning (see Sect. 12.4.7), specifically from the FF planning
system [1], to the context of networks of timed automata. We obtained two different heuristic
functions, that we both implemented inside UPPAAL. We tentatively called the resulting
enhanced system version FFUPPAAL.
One of the heuristic functions is admissible – a lower bound on the real error distance – and
can be used to find optimal (shortest) error paths with the A* search algorithm. The other
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heuristic function is not admissible but can be used to decrease search space size in A* or
more greedy searches. Our empirical experiments revealed significant, sometimes dramatic,
search space reductions in several test cases, including cases originating from an industrial
project. See also Sect. 12.4.1.
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12.10.13 HSOLVER and RSOLVER
Investigators: Stefan Ratschan and Zhikun She
We have implemented the HSolver tool for verification of hybrid systems [5, 6, 4]. While
employing fast floating point arithmetic, in contrast to most of the software in the area, the
correctness of the tool is not hampered by the presence of rounding errors. It consists both
of a discrete, and a continuous time version, where the discrete time version is based on an
algorithm for which a termination result is available [4], but which is not yet efficient enough
for many practical problems. In contrast to that, the continuous time version is already
highly efficient, although no theoretical termination properties are known.
The verification tool is based on the solver RSolver [2, 3, 1] for constraints in the theory
of real numbers that is also based on algorithms that employ fast floating point arithmetic
with correct handling of rounding errors.
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12.11 Academic Activities
12.11.1 Journal Positions
Harald Ganzinger has been on the editorial board of
– Journal of Automated Reasoning,
– Theory of Computing Systems (formerly Mathematical Systems Theory),
– Discrete Mathematics and Theoretical Computer Science.
Andreas Podelski is on the editorial board of
– STTT, Software Tools for Technology Transfer.
12.11.2 Conference and Workshop Positions
Membership in Program Committees
Peter Baumgartner:
– CADE (Conference on Automated Deduction) Trustee.
– International Workshops on First-Order Theorem Proving (FTP) (President of the
steering committees).
– International Conference on Automated Reasoning with Analytic Tableaux and Re-
lated Methods (TABLEAUX) (Steering committee).
– International Joint Conference on Automated Reasoning (IJCAR) (Steering commit-
tee).
– Fourth International Symposium on the Foundations of Information and Knowledge
Systems (FoIKS 2006), Budapest, Hungary, February 2006.
– Automated Reasoning with Analytic Tableaux and Related Methods (TABLEAUX 2005),
Koblenz, Germany, September 2005.
– 28th German Conference on Artificial Intelligence (KI-2005), Koblenz, Germany, Sep-
tember 2005.
– Conference on Automated Deduction (CADE-20), Tallin, Estonia, July 2005.
– ISMIS’05 (International Symposium for Methodologies on Intelligent Systems), Sara-
toga Springs, NY, USA, May 2005.
– International Conference on Tableaux and Related Methods, Rome, Italy, September
2003.
– ICOS-4: The Fourth International Workshop on Inference in Computational Seman-
tics, Nancy, France, September 2003.
Harald Ganzinger:
– RTA 2003, 14th International Conference on Rewriting Techniques and Applications,
Valencia, Spain, June 2003.
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– LICS 2003, Eighteenth Annual IEEE Symposium on Logic in Computer Science, Ot-
tawa, Canada, June 2003.
– CADE 2003, Conference on Automated Deduction Miami, Florida, July/August 2003.
– CSL/KGC 2003, Computer Science Logic and 8th Kurt Go¨del Colloquium, Vienna,
Austria, August 2003.
– LPAR 2003, 10th International Conference on Logic for Programming Artificial Intel-
ligence and Reasoning, Almaty, Kazakhstan, September 2003.
– LICS 2004, Nineteenth Annual IEEE Symposium on Logic in Computer Science, Turku,
Finland, July 2004 (PC chair).
Jo¨rg Hoffmann:
– ICAPS’03, 13th International Conference on Automated Planning & Scheduling, Trento,
June 2003.
– AI&Math’04, 8th International Symposium on Artificial Intelligence and Mathematics,
Fort Lauderdale, FL, USA, January 2004.
– ICAPS’04, 14th International Conference on Automated Planning & Scheduling, Whis-
tler, BC, Canada, June 2004.
– ICAPS’05, 15th International Conference on Automated Planning & Scheduling, Mon-
terey, CA, USA, June 2005.
– AAAI’05, Twentieth National Conference on Artificial Intelligence, Pittsburgh, PA,
USA, July 2005.
– IJCAI’05, Nineteenth International Joint Conference on Artificial Intelligence, Edin-
burgh, UK, July/August 2005.
Hans de Nivelle:
– CSL-04, Annual Conference of the European Association for Computer Science Logic,
Karpacz, Poland, September 2004.
– ESSLLI Workshop on Guarded Logics: Proof Techniques and Applications, Nancy,
France, August 2004.
Andreas Podelski:
– ETAPS: European Joint Conferences on Theory And Practice of Software (Steering
committee).
– VMCAI: Conferences on Verification, Model Checking and Abstract Interpretation
(Steering committee).
– POPL 2006, ACM SIGPLAN-SIGACT Symposium on Principles of Programming
Languages, Charleston, SC, USA, January 2006.
– SAS’05, 12th Static Analysis Symposium, London, UK, September 2005.
– LOPSTR’05, Logic-based Program Synthesis and Transformation, London, UK, Sep-
tember 2005.
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– SEFM’05, 3rd IEEE International Conference on Software Engineering and Formal
Methods, Koblenz, Germany, September 2005.
– CADE-2005, 20th International Conference on Automated Deduction, Tallinn, Estonia,
July 2005.
– TACAS 2005, Tools and Algorithms for the Construction and Analysis of Systems,
Edinburgh, UK, April 2005.
– VMCAI’05, 6th International Conference on Verification, Model Checking and Abstract
Interpretation, Paris, France, January 2005.
– ICLP’04, Twentieth International Conference on Logic Programming, Saint-Malo,
France, September 2004.
– SAS’04, International Symposium on Static Analysis, Verona, Italy, August 2004.
– LOPSTR’04, International Symposium on Logic-based Program Synthesis and Trans-
formation, Verona, Italy, August 2004.
– JFPLC’2004, Treizie`mes Journe´es Francophones de Programmation en Logique et de
Programmation par Contraintes, Angers, France, June 2004.
– TACAS 2004, International Conference on Tools and Algorithms for the Construction
and Analysis of Systems, Barcelona, Spain, April 2004, (PC chair).
– ICLP’04, Twentieth International Conference on Logic Programming, Saint-Malo,
France, September 2004.
– SPIN 2003, 10th International SPIN Workshop on Model Checking of Software, Port-
land, OR, USA, May 2003.
– LAA Workshop on Constraints and Verification, May 2006, part of ‘Logic And Algo-
rithms’ programme at Isaac Newton Institute for Mathematical Sciences.
– SOFTMC 2005, Software Model Checking, July 2005, Edinburgh, UK.
– CFV’05, Third International Workshop on Constraints in Formal Verification 2005,
Tallinn, Estonia, July 2005.
– CP+CV’04, Workshop on Constraint Programming and Constraint for Verification,
March/April 2004, Barcelona, Spain.
– SVV’03, International Workshop on Software Verification and Validation, Mumbai,
India, December 2003.
– Dagstuhl-Seminar 03171 on Deduction and Infinite-State Model Checking, Schloss Dag-
stuhl, Germany, April 2003.
Stefan Ratschan:
– Workshop on Interval Analysis and Constraint Propagation for Applications, IntCP
2003, Kinsale, Ireland, September 2003.
Viorica Sofronie-Stokkermans:
– ISMVL (IEEE Technical Committee on Multiple Valued Logic), 2002-2004.
– Fourth International Conference Journe´es de l’Informatique Messine: Knowledge Dis-
covery and Discrete Mathematics (JIM 2003)
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– Second International Joint Conference on Automated Reasoning (IJCAR 2004)
– International Conference Automated Reasoning with Analytic Tableaux and Related
Methods (TABLEAUX 2005)
Uwe Waldmann:
– RTA’03, 14th International Conference on Rewriting Techniques and Applications, Va-
lencia, Spain, June 2003.
Membership in Organizing Committees
Peter Baumgartner:
– 28th German Conference on Artificial Intelligence (KI-2005), Koblenz, Germany, 2005
(Workshop chair).
– Dagstuhl-Seminar “Deduction and Applications”, Schloss Dagstuhl, Germany, October
2005.
– Workshop “Disproving – Non-Theorems, Non-Validity, Non-Provability” at the In-
ternational Joint Conference on Automated Reasoning (IJCAR 2004), Cork, Ireland,
2004.
– International Joint Conference on Automated Reasoning (IJCAR), Cork, Ireland, 2004
(Workshop chair).
– Workshop “Knowledge Representation and Automated Reasoning for E-Learning Sys-
tems” at the 18th International Joint Conference on Artificial Intelligence (IJCAI-03),
Acapulco, Mexico, August 2003.
– Workshop “Model Computation – Principles, Algorithms, Applications” at the 19th
Conference on Automated Deduction (CADE-19), Pittsburgh, USA, July 2003.
Jo¨rg Hoffmann:
– Workshop on the Competition: Impact, Organization, Evaluation, Benchmarks at
ICAPS’03, Trento, Italy, June 2003.
– 4th International Planning Competition, June 2003 until June 2004.
Hans de Nivelle:
– Workshop “Disproving – Non-Theorems, Non-Validity, Non-Provability” at the Inter-
national Joint Conference on Automated Reasoning (IJCAR 2004), Cork, Ireland, July
2004.
– Workshop “Disproving – Non-Theorems, Non-Validity, Non-Provability” at the 20th
International Conference on Automated Deduction (CADE-20), Tallinn, Estonia, July
2005.
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12.11.3 Invited Talks and Tutorials
Peter Baumgartner:
– Instance Based Methods, Tutorial, International Joint Conference on Automated Rea-
soning (IJCAR 2004), Cork, Ireland, together with Gernot Stenz (TU Munich), July
2004
– The Model Evolution Calculus, Invited talk, Dagstuhl Seminar on Deduction and In-
finite Model Checking, April 2003
Jo¨rg Hoffmann:
– Modern Planning Techniques, Invited talk, International Summer School on AI Plan-
ning, June 2003
Hans de Nivelle:
– Deciding Modal Logics through Relational Translations into GF, Invited talk, ESS-
LLI Workshop on Guarded Logics: Proof Techniques and Applications, Nancy, France,
August 2004.
Andreas Podelski:
– CP 2004, Tenth International Conference on Principles and Practice of Constraint
Programming, Toronto, Canada, September-October 2004.
– FMCO’04, International Symposium on Formal Methods for Components and Objects,
Leiden, The Netherlands, November 2004.
– CDB’04, International Symposium on Applications of Constraint Databases, Paris,
France, June 2004.
– AVIS’03, Second International Workshop on Automated Verification of Infinite-State
Systems, Warsaw, Poland, April 2003.
– VMCAI’03, Fourth International Conference on Verification, Model Checking and Ab-
stract Interpretation, New York, USA, January 2003.
Viorica Sofronie-Stokkermans:
– Automated theorem proving by resolution in non-classical logics, Invited talk, Fourth
International Conference Journe´es de l’Informatique Messine: Knowledge Discovery
and Discrete Mathematics (JIM 2003), Metz, France, September 2003
– Representation theorems for lattice-ordered structures and automated theorem prov-
ing in non-classical logics, Invited talk, ESF Exploratory Workshop: The Challenge of
Semantics, Vienna, Austria, July 16, 2004
12.11.4 Other Academic Activities
Peter Baumgartner:
– Speaker (“Sprecher”) of the GI-Fachgruppe Deduktionssysteme (DedSys), 2004.
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Andreas Podelski:
– Jury de la Se´lection Internationale en Sciences (2000-2005), Ecole Normale Supe´rieure
Paris.





Programmierung I (Andreas Podelski)
Seminars:
Logic in Computer Science (Peter Baumgartner, at University Koblenz-Landau)
Summer Semester 2004
Courses:
Logic and Databases (Peter Baumgartner, at University Koblenz-Landau)
Automated Reasoning (Harald Ganzinger, Viorica Sofronie-Stokkermans, Uwe Waldmann)
Project Classes:
Entwicklung einer GUI fuer das xGCC Analysetool (Werner Backes)
Winter Semester 2004/2005
Courses:
Verification (Andreas Podelski, Bernd Finkbeiner, Patrick Maier)
Search Methods for Transition Systems, Example AI Planning (Jo¨rg Hoffmann)
Automated Reasoning (Viorica Sofronie-Stokkermans, at University Trier)
Diskrete Strukturen und Logik (Viorica Sofronie-Stokkermans, at University Trier)
Seminars:
Decision Procedures for Logical Theories (Peter Baumgartner, at University Koblenz-
Landau)
Project Classes:
Definitions and Optimized Sort Handling in SPASS (Uwe Waldmann, Thomas Hillen-
brand)
214
12 The Programming Logics Group
Diploma and Masters’ Theses
– Thomas Wies: Symbolic Shape Analysis, 2004 (Supervisor: Andreas Podelski)
– Alexander Fuchs: Darwin – A Theorem Prover for the Model Evolution Calculus, 2004
(Supervisor: Peter Baumgartner, at University of Koblenz-Landau)
– Fabian Suchanek: Ontological Reasoning for Natural Language Understanding, 2005
(Supervisor: Peter Baumgartner)
– Ruzˇica Piskacˇ: Formal Correctness of Result Checking for Priority Queues, 2005 (Su-
pervisor: Hans de Nivelle)
– Swen Jacobs: Instance Generation Methods for Automated Reasoning (Supervisor:
Uwe Waldmann, Thomas Lengauer)
12.13 Dissertations, Habilitations, Offers, Awards
12.13.1 Dissertations
– Patrick Maier: A Lattice-Theoretic Framework for Assume-Guarantee Reasoning, July
23, 2003.
– Konstantin Korovin: Knuth-Bendix orders in automated deduction and term rewriting,
November 2003, at University of Manchester.
– Werner Backes: Programmanalyse des XRTL-Zwischencodes, January 7, 2005.
– Andrey Rybalchenko: Transition Invariants for Automated Temporal Verification, (sub-
mitted in October 2004).
12.13.2 Habilitations
– Viorica Sofronie-Stokkermans, November 24, 2004.
12.13.3 Offers for Faculty Positions
– Viorica Sofronie-Stokkermans, Guest professorship, Univ. Trier, October 2004–February
2005.
– Andreas Podelski, Offer of a C4 professorship for software technology, Univ. Freiburg,
2005.
12.13.4 Awards
– Harald Ganzinger, 2004 Herbrand Award for Distinguished Contributions to Auto-
mated Reasoning.
– Jo¨rg Hoffmann, Best paper award at ICAPS’04, together with Ronen Brafman (Ben-
Gurion Univ., Israel).
– Andreas Podelski, Award for Scientific Achievements by the University of Wroc law,
2003.
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– Uwe Waldmann, Best teaching award of the Computer Science Dept. of Saarland Uni-
versity for “Automated Reasoning” (SS 2004).
12.14 Grants and Cooperations
eJustice
Integrated research and development project, supported by the European Commission’s FP6
IST program, work on formalisation and verification of workflows in transnational juridicial
processes.
– Starting date: March 2004
– Duration: 2 years
– Staff at MPI: Andreas Podelski, Jo¨rn Freiheit, Malte Hu¨bner
– Partners: SAP, Thales, Dept. of Law at University of Saarland, DFKI, . . .
AVACS – Automatic Verification and Analysis of Complex Systems
AVACS is a transregional collaborative research center funded by the German Research
Foundation (DFG). The center addresses the rigorous mathematical analysis of models of
complex safety critical computerized systems, whose failure can endanger human life. Its
goal is to raise the state of the art in automatic verification and analysis techniques from its
current level, where it is applicable only to isolated facets to a level allowing a comprehensive
and holistic verification of such systems. This involves investigating the interrelationships of
a whole spectrum of models, ranging from classical non-deterministic transition systems to
probabilistic, real-time, and hybrid system models. Within this research center, our group is
working on the development of new decision procedures and constraint solvers, on the inte-
gration of deductive approaches and on improving abstraction techniques for model checking
real-time, hybrid or dynamic communicating systems.
– Starting date: January 2005
– Duration: 12 years
– Funding: DFG Transregional Collaborative Research Center
– Staff at MPI: Harald Ganzinger, Andreas Podelski, Stefan Ratschan, Viorica Sofronie-
Stokkermans, Uwe Waldmann, Patrick Maier, Jo¨rg Hoffmann, Ina Schaefer, Silke Wag-
ner, Swen Jacobs, She Zhikun, Alexander Fuchs
– Partners: Universities of Freiburg, Oldenburg, Saarbru¨cken
Verisoft
Verisoft is a collaborative project of several academic and industrial partners, funded by
the German federal ministry of education and research. The general goal of the project is to
formally verify all layers (hardware, operating system, software) of safety- or security-critical
systems such as drive-by-wire controllers in automobiles or cryptographic smart-cards. Our
focus is on the development of automatic tools (theorem provers, model checkers) for software
verification and on their integration into interactive verification environments.
216
12 The Programming Logics Group
– Starting date: July 2003
– Duration: 8 years
– Funding: BMBF
– Staff at MPI: Harald Ganzinger, Andreas Podelski, Uwe Waldmann, Carsten Ihlemann,
Virgile Prevosto, Patrick Maier, Thomas Hillenbrand, Mohamed Nassim Seghir, Stefan
Maus, Ina Schaefer, Thomas Wies
– Partners: BMW, Infineon, T-Systems, DFKI, Universities of Darmstadt, Karlsruhe,
Koblenz, Mu¨nchen
Abstraction for Verification
Foundational Research on the automated refinement of abstraction in software model check-
ing methods.
– Starting date: January 2002
– Duration: 3 years
– Funding: DAAD (in the VIGONI programme)
– Staff at MPI: Andreas Podelski, Andrey Rybalchenko
– Partners: Roberto Giacobazzi, University of Verona, Italy
OntoNat – Ontological Reasoning for Natural Language Understanding
The goal of the project is to develop techniques and systems for information retrieval and
question answering purposes. Our focus is on a hydrid approach combining state-of-the-art
techniques from knowledge representation, computational linguistics and automated reason-
ing.
– Starting date: October 2003
– Duration: 2 years
– Funding: MPI
– Staff at MPI: Peter Baumgartner (principal investigator), student support by Fabian
Suchanek (led to master’s thesis, see above).
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Dr. Jo¨rg Rahnenfu¨hrer
Fidel Ramirez (April 2005–)
Kirsten Roomp
Oliver Sander (April 2004–)
Tobias Sing (May 2004–)
Dr. Ingolf Sommer
Andreas Steffen (June 2004–)
Fellowship Holders
Somak Ray
Igor Savenkov (March 2004–)
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Priti Talwar




In the time period from June 2003 to March 2005, the following researchers visited our group:
Markus Gastreich 02.06.03 BiosolveIT
Arne Elofsson 04.06.03 Stockholm Bioinform. Center
Marc Zimmermann 12.06.03 FhG-SCAI
Harald Steck 18.06.03 MIT
John Kececioglu 18.06.03 University of Arizona
Lars Konermann 08.07.03 University of Western Ontario
Stephan Weigand 15.07.03 Bayer AG, Abt. Pharma
Nik von O¨hsen 17.07.03 FhG-SCAI
Asa Ben-Hur 22.07.03 Stanford University
Kerstin Koch 30.07.03
Astrid Go¨sling 31.07.03
Nils Weskamp 11.09.03 Universita¨t Marburg
Roland Dunbrack 26.09.03 Inst. for Cancer Research
Philadelphia
Burkhard Heil 08.10.03 Universita¨t Bonn
Peter Winn 10.12.03 EMBL Heidelberg
Andreas Prlic 16.12.03 Universtita¨t Salzburg
Marc Rehmsmeier 17.12.03 Bioinformatics School Bielefeld
Roland Krause 17.12.03 EMBL Heidelberg
Sven Rahmann 18.12.03 MPI for Molecular Genetics,
Berlin
Joachim Selbig 17.02.04 MPI for Plant Physiology,
Golm
Jean Philippe Vert 18.02.04 Ecole des Mines, Paris
Edgar Wingender 27.04.04 Universita¨t Go¨ttingen
Koji Tsuda 11.05.04 Universita¨t Tu¨bingen
Wen-guey Wu 14.05.04 Tsing Hua University, Taiwan
Tim Beissbarth 24.05.04–25.05.04 Wehi Bioinformatics Parkville,
Australia
Jens Meiler 27.05.04 University of Washington
Tihame´r Geyer 05.07.04 Zentrum fu¨r Bioinformatik
Rainer Bo¨ckmann 05.07.04 University of Zu¨rich
Andreas Hildebrandt 05.07.04 Zentrum fu¨r Bioinformatik
Markus Lill 07.07.04 Biographics Lab 3 R, Basel
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Jan Freudenberg 07.07.04 Inst. Humangenetik, Bonn
Wolfgang Huber 13.07.04 DKFZ-Heidelberg
Christian Huber 14.07.04 Universita¨t des Saarlandes
Michael Heisig 15.07.04 Universita¨t Heidelberg
Francesca Cecherini-Silberstein 21.07.04 University of Rome
Serkan Apaydin 22.07.04 Stanford University
Rolf Mu¨ller 28.07.04 GBF/Universta¨t des Saarlandes
Klaus Zang 10.11.04 Universta¨t des Saarlandes
Axel Scheidig 17.11.04 Universita¨t des Saarlandes
Jo¨rn Walter 24.11.04 Universita¨t des Saarlandes
Christoph Sotriffer 02.02.05 Universita¨t Marburg
Gene Myers 01.03.05–03.03.05 University of California,
Berkeley
Joannis Apostolakis 02.03.05 Universita¨t Mu¨nchen
13.3 Group Organization
All group members except the director and the secretary have temporary positions. As a
young and still relatively small group, there is no internal hierarchy in the group. There are
teams of scientists working on closely related topics:
– Protein structure and function team (Mario Albrecht, Francisco S. Domingues, Somak
Ray, Oliver Sander, Ingolf Sommer, Priti Talwar, Christoph Welsch, Hongbo Zhu)
– HIV team (Joachim Bu¨ch, Jochen Maydt, Kirsten Roomp, Igor Savenkov, Tobias Sing)
– Statistics interest group (Christoph Bock, Jochen Maydt, Jo¨rg Rahnenfu¨hrer, Oliver
Sander, Tobias Sing)
– Docking and drug screening team (Iris Antes, Christoph Hartmann, Andreas Ka¨mper,
Lars Kunert, Andreas Steffen)
– Computational chemistry team (Andreas Ka¨mper, Andreas Steffen)
The structure of these teams is collaborative, not hierarchical. All scientists including the
doctoral students report directly to the director. Doctoral students that are not close to
finishing have regular (weekly or biweekly) meetings with the director. In many cases, the
supervision of doctoral students is assisted by scientists of the group. Bachelor and masters
students are generally advised by the scientists.
One difference from the last evaluation is that the group has got a sizeable influx of
bachelor and master students carrying out their programming and thesis projects. A list of
these projects can be found in Section 13.11.
The group meets regularly once a week (usually Thu 12:30-13:30) for a talk by one of
the scientists or students and for discussions and announcements of general group inter-
est. Recently, student seminar talks have become so frequent that they are often scheduled
separately.
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The group maintains a set of only internally accessible web pages that collect information
relevant for the group such as central locally maintained databases, the status of student
projects, seminar schedules and the like.
13.4 Protein Structure and Function Prediction
In order to understand biological processes, one needs to identify and characterize their
different molecular components. In particular, proteins are the key structural, transport,
signaling, regulatory, and catalytic macromolecules within a cell. They can be described in
terms of amino acid sequence, three-dimensional structure, molecular function, and their
associations in functional networks.
In this respect, key challenges are structure prediction and structure-based function pre-
diction, where the understanding of the molecular biology of disease processes is a relevant
application. The understanding of biological systems requires not only to characterize the
molecular components but also to understand how they interact and work together in func-
tional networks.
Accordingly, we have projects in automated structure prediction, in which we determine
the 3D structures for given amino acid query sequences (Section 13.4.1). Another project
focus is fingerprinting molecular function based on structural information. As a first step
in this direction we developed an automatic classification of protein conformations. For
each protein, we compare the available alternative structural models, which reflect different
conformational or functional states (Section 13.4.2). Protein-protein interactions are the basis
for the molecular function in many biological processes. We are currently characterizing these
interactions at the structural level, in order to better understand how proteins form these
complexes and predict new interactions. These and other methods are being applied in order
to derive biological hypotheses for disease processes to be experimentally validated within
our medically oriented research projects (Section 13.4.3). Finally, we cooperate with external
partners to identify regulatory function in metabolic networks by measuring metabolite
labelling patterns in yeast knock-out mutants (Section 13.4.4).
13.4.1 Protein Structure Prediction
Investigators: Ingolf Sommer, Oliver Sander, Francisco S. Domingues
The prediction of the 3D structure of proteins from their amino acid sequence remains a
major challenge in computational biology. Three years ago, as described in the 2003 bien-
nial report, we built a fully automated protein structure prediction server (“Arby”), which
combines the results of several in-house fold recognition methods in order to find suitable
templates in a database of structural representatives of protein domains [10].
During this evaluation period we redesigned and reimplemented about a third of the
Arby code with the goal of facilitating portability. The need to do this arose from several
collaboration projects.
We use the Arby infrastructure to facilitate research on various aspects of protein structure
prediction. One platform for this is a database to store target-template scores enabling sys-
tematic result retrieval and analysis. Recently pursued directions include two complementary
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techniques for speeding up profile-profile alignments.
We investigated two kinds of information to be incorporated into the template identifi-
cation process. One source of information is a recently developed approach for predicting
local sequence-structure relationships. The other is a method for predicting structure classes
based on function prediction data.
Overview of Existing Technology
Arby starts by constructing a set of subsequences from the query sequence, each subsequence
representing a hypothesis for a possible protein domain.
For each subsequence a multiple alignment is generated by searching the NR database
using PSI-BLAST [2]. A frequency profile is calculated from this multiple alignment using
a slightly modified version of the Henikoff-Henikoff sequence-weighting algorithm [7]. All
potential domains are then subjected to four different template identification methods. Each
method searches for an optimal structure in our template database. The template database
is a representative subset of the SCOP domains with pairwise sequence identity lower than
40% [4, 5]. For each of these template domains, a frequency profile was constructed as
described above for the targets. The first template identification method is PSI-BLAST,
which is used for searching through our set of template domains (augmented by the NR
sequence database). The second method is the 123D threading program. It uses frequency
profiles on the target side and 3D structural information on the template side [1, 15]. The
third method is the bioprofile profile-profile alignment method developed in a cooperation
between MPI and FhG-SCAI [9, 11]. It compares frequency profiles on the target side with
profiles on the template side using the log average scoring approach. The fourth method
is the bioprofile profile-profile alignment, using additional secondary structure information
both on the target and on the template side.
The quality of each of these search results is assessed using confidence measures. For
PSI-BLAST, these are readily available [8], for the other methods these were developed [14].
The target sequence is then annotated with all the produced quadruplets (subsequence,
fold recognition method, search result, confidence value). Finally, we select a set of non-
overlapping annotations along the sequence by performing combinatorial optimization of
a heuristic score based on the confidence values. For each of these selected annotations, a
separate protein domain is predicted. The structure of this domain prediction is computed
by aligning the subsequence against the template structure using bioprofile.
We had our server also evaluated in the Critical Assessment of Protein Structure Prediction
(CASP) 2004. Contrary to the evaluation in 2002, it performed moderately. Our preliminary
analysis points to two reasons for this. One reason is that we had changed the optimization
function of the final assembly. The other reason seems to be that we relied on templates
from version 1.65 of the SCOP database. That database release was current at the time of
CASP 2004 but was already a year old then, yielding a strong disadvantage compared to
groups who used templates from the complete pdb.
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Software Redesign
The original Arby code was written as a stable prototype on a computer system at FhG
SCAI in Bonn. This implied using third-party software installed only there, and hard-coded
locations of data and flat-file databases. We wanted to port the software to computer systems
in Saarbru¨cken and Garching. Consequently, we reimplemented a major part of the data-
flow engine, of the mechanism for initializing parameters to the machinery and for interfacing
with third party programs. This now allows smooth installation of the Arby server in other
environments. Arby is implemented in the Java 1.4 programming language.
Part of this process was also to define a clear protocol for keeping Arby up-to-date. As
mentioned above, Arby depends on a database of templates, along with their profiles. The
database of templates currently is a subset of the SCOP database. Thus, for new versions of
the SCOP we need to generate new profiles.
In two projects we committed to installing the Arby in different locations. Only the reim-
plementation allowed installation of the Arby software, on our multi-CPU system “paris” at
MPI, on the Sun-Server “hnb” for the HNB-Project [6], and on the linux cluster in Garching
specifically bought for the Migenas project.
Database for Benchmarking
In order to allow for comparisons of implementation details, scoring schemes, and parame-
ters we implemented a database for benchmarking fold recognition methods. In essence this
database holds a copy of the SCOP (1.63 and 1.65) databases, along with the definition
of representative subsets of the SCOP domains. For domains within these subsets, differ-
ent scores comparing the sequences or structures of the domains against each other were
computed and stored within the database. The database holds scores computed with the
123D threading program, CE structural superposition, and various variants of the above
mentioned bioprofile profile-profile alignment. The database has been used to empirically
test different methods of profile generation, for example.
Speeding up Profile-Profile Alignments
Currently we are evaluating various methods for speeding up the process of template identi-
fication. One idea explored is the generation of checksums for frequency profiles. Consider a
frequency profile, the sequence of length n along the x-axis, the 20 types of amino acids on
the y-axis. For each type of amino acid, sum up the sequence positions within a given window
of width w. This leaves you with a shrunk profile of size 20 · n/w. With a minor extension
to the log-average scoring system, these shrunk profiles can be aligned with each other. This
comparison can be done fast, since the runtime of the dynamic programming sequence align-
ment increases quadratically with sequence length. We performed experiments for various
window-widths. Preliminary analysis of the method without any further refinements seems
to show the possibility of a threefold increase of speed without loss of accuracy.
Another approach we tested is based on embedding template profiles into a vector space
based on their profile-profile dissimilarities. Placing a new target within this vector space
can possibly be done without scoring it against all templates. Scoring a new target against
a small selected set of pivotal templates could early on hint onto the relevant regions of the
230
13 The Computational Biology and Applied Algorithmics Group
profile space. Experiments on several embedding algorithms exhibited insufficient accuracy
precision of the initial embedding or instabilities during posterior embedding of the new
target.
Incorporation of Fragments
It is known, that long-range interactions play an important role in the formation of proteins.
However, there are theoretical as well as experimental indications that during the protein
folding process long-range interactions play a role only in later stages. Structure prediction
methods focusing on the local relationship between protein sequence and structure, taking
care of long-range interactions only in a consecutive step, showed surprising success during
the last years [3].
We built a model that can provide conjectures about local structure, given local sequence
information. The relationship between local sequence and structure is far from being unique.
Thus for many sequence fragments no unambiguous structural assignment can be expected.
Therefore a confidence estimate is given, assessing the trust in the local structure prediction.
This model was built in two stages. In the first step, we created a library of recurring local
structures. These are coarse representatives of possible local conformations. Using a com-
bination of k-means and leader clustering, we grouped fragments based on their structural
similarity in order to discretize structural variation. Our proposed structural metric used in
the first step shows improvements in clustering quality compared to results in previous work.
In the second step we trained a discriminative model to map from local sequence to this
set of structure representatives. For sequence representation we propose amino acid property
profiles, which show a clear improvement of mapping performance compared to standard
profiles. For each local structure prediction we can give a confidence estimate.
Our experiments show that almost all classes of local structure exhibit at least subtle
signals, which can be detected by the discriminative model. Using the results as enrichment
for generating local structure candidate suggestions for fragment assembly or for scoring fold
recognition alignments can yield interesting results [12].
Predicting Protein Structure Classes from Function Predictions
We introduced a new approach to using the information contained in sequence-to-function
prediction data in order to predict protein structure [13]. The data on which our method
Fun2Struc is based comprise probabilities of functional categories. For given query sequences
these probabilities are obtained by a neural net that has previously been trained on a variety
of functionally important features. On a training set of sequences we assess the relevance of
individual functional categories for identifying a given structural family. Using a combination
of the most relevant categories, the likelihood of a query sequence to belong to a specific
family can be estimated.
The performance of the method was evaluated using cross-validation. For a fixed structural
family and for every sequence, a score was calculated that measures the evidence for family
membership. Even for structural families of small size, family members received significantly
higher scores. For some examples we showed that the relevant functional features identified
by this method are biologically meaningful by comparing SWISSPROT and GO annotations.
231
13 The Computational Biology and Applied Algorithmics Group
The proposed approach can be used for improving existing sequence-to-structure prediction
methods. Java code resulting from this project is available to the community.
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13.4.2 Structure-Function Relationships in Proteins
Investigators: Francisco S. Domingues, Jo¨rg Rahnenfu¨hrer, Ingolf Sommer and Hongbo Zhu
Naturally occurring proteins fold into stable tertiary structures in general. Nevertheless,
these stable structures are not completely rigid and show some degree of flexibility. This
flexibility is of high relevance for protein function. For example, local and also large scale
motions can be observed in response to binding to other proteins or other molecules. For
many proteins, these conformations have been captured in different experimental models.
These alternative structures provide us with different snapshots of the proteins in action.
A systematic comparison and analysis of these alternative structures allows us to better
understand protein motions and protein function.
Protein-protein interactions play a central role in many biological processes. The structure
of the corresponding protein complexes is essential in order to understand how proteins
interact, in particular, to understand the specificity of biological interactions, to distinguish
transient from permanent interactions, or to predict protein-protein interactions.
STRuster
For many proteins, more than one experimentally determined structural model is currently
available. So far these structures have not been compared and classified in a systematic way.
We have developed STRuster, a method to compare the alternative models available for
each protein and to cluster them according to backbone structural similarity [1]. Proteins
in the same cluster should correspond to similar structural/functional states or to similar
experimental conditions. The clustering provides an insight into how proteins function at the
molecular level. The clustering is also useful for identifying adequate structural templates
for further structure prediction experiments and for experimental structure determination
by molecular replacement methods.
The method is based on the calculation of carbon alpha distance matrices. Two filters
are applied in the calculation of the dissimilarity measure in order to identify both large
and small (but significant) backbone conformational changes. Two clustering methods are
then applied using the resulting dissimilarity matrix, hierarchical clustering and partitioning
around medoids (PAM). The hierarchical clustering results reflect the hierarchy of similarities
between all pairs of models (Figure 13.1), while PAM groups the models into the “optimal”
number of clusters. The method has been applied to cluster the structures in SCOP [2]
and can be easily applied to any other sets of conformers. The results are available at:
http://bioinf.mpi-sb.mpg.de/projects/struster
We are currently extending the original STRuster method, with the development of a new
approach for the comparison of the clusters. This new approach facilitates the identification
of the location and type of structural differences between the clusters. In addition, we will
extend these clustering and comparison methods to the protein functional sites. This implies
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Figure 13.1: Clustering of alternative transferrin structural models. Structural superposition
(left), hierarchical clustering results (right). Two clusters can be clearly identi-
fied, A (red) and B (blue). Models in cluster A correspond to the iron apo form,
models in cluster B correspond to the iron bonded form.
a more detailed structural representation, which includes not only the protein backbone but
also the side chain conformation.
Protein-Protein Interactions
The analysis of protein-protein interfaces is the focus of a more recent project. The goal
is to identify the properties unique to protein-protein interfaces in biological complexes, as
well as to distinguish transient from permanent interactions. This requires a set of interface
structures corresponding to transient and permanent interactions as well as complexes cor-
responding to non-biological interactions (crystal-packing). Different structural features are
extracted from these sets. A classifier is then implemented and tested regarding the power
to discriminate the different types of interfaces.
Currently we have defined a first set of protein-protein interactions. The set has been
used in a preliminary feature extraction and implementation of a support vector machine
classifier.
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13.4.3 Structure and Function Prediction of Medically Relevant Proteins
Investigators: Mario Albrecht, Francisco S. Domingues, Somak Ray, Fidel Ramirez,
Christoph Welsch
We aim at the development of bioinformatics methods for advancing the understanding of
disease processes and the effect of genetic variations on protein function and drug therapies.
To this end, application studies on structure and function prediction of medically relevant
proteins are being conducted in cooperation with research groups from medical institutes in
the context of our project PROSTFUN (funded by the German Research Foundation DFG)
and the German National Genome Research Network (NGFN) as well as three European
Networks of Excellence termed BioSapiens (bioinformatics), EUROSCA (neurodegeneration)
and viRgil (hepatitis C). We are a partner in BioSapiens and cooperate with partners in the
EUROSCA and viRgil networks.
Our computational findings have already led to plausible biological hypotheses that have
been and are still of help in prioritizing further experiments. Meanwhile, several experiments
have been completed successfully and advanced the molecular understanding of impaired
cellular mechanisms involved with the disorders. In the following, we detail our bioinformatics
studies.
Autoinflammatory Diseases
Non-synonymous SNPs in the homologous gene products CIAS1 (PYPAF1) and CARD15
(NOD2) are associated with several autoinflammatory diseases that, although clinically dif-
ferent, share a similar inflammatory pathophysiology. Both proteins belong to a novel family
of intracellular pathogen-sensing regulators of the innate immune system.
CIAS1 is linked to chronic infantile neurological cutaneous and articular syndrome (CINCA,
also known as neonatal-onset multisystem inflammatory disease, NOMID), familial cold au-
toinflammatory syndrome (FCAS, also called familial urticaria, FCU), and Muckle-Wells
syndrome (MWS). CARD15 confers susceptibility to Blau syndrome (BS, also named arthro-
cutaneouveal granulomatosis, ACUG) and one of the two main types of chronic inflammatory
bowel disease (IBD), Crohn’s disease (CD), which is in the focus of our medical collaboration
partners (Prof. Dr. Schreiber, Department of General Internal Medicine, Kiel, Germany, and
Prof. Dr. Mario De Marchi, Department of Clinical and Biological Sciences, University of
Torino, Italy). CIAS1 and CARD15 are both involved in the recognition of muropeptides
and the regulation of inflammatory immune responses [9].
The comparative analysis of the genetic variations with respect to their structural impact
on the protein level affords relevant insights into disease mechanisms [3, 12]. We assembled
multiple sequence alignments of the family members sharing a homologous domain archi-
tecture with an N-terminal effector-binding domain, a central ATPase domain proposed to
regulate signal transduction by conformational changes, and a C-terminal LRR (leucine-
rich repeat) sensor domain. Our sequence alignments and 3D structural domain models
demonstrate that most of the disease-associated variants are located in highly conserved and
235
13 The Computational Biology and Applied Algorithmics Group
Figure 13.2: 3D structure model of the second IgV domain (top) and the following IgC
domain (bottom) of the BTNL2 homodimer. The locations of the disease-
associated C-terminal truncation and several other sequence variants are in-
dicated. An adjacent disulfide bond between C287 and C341 is also depicted.
spatially adjacent regions of the ATPase domain and possibly impair ATP hydrolysis and
essential structural movements.
Moreover, we could contribute to the analysis of the membrane-associated gyanylate kinase
DLG5 [10], which has been associated with IBD like CARD15 (Prof. Dr. Monika Stoll, Insti-
tute for Arteriosclerosis Research, University of Mu¨nster). We also predicted the structure of
interferon-inducible IFI-200 proteins, which appear to contain two tandem DNA-binding OB
folds at their C-termini [2]. This provided the long-sought explanation for their functional
roles in transcriptional regulation implicated in inflammation and cancer (Prof. Dr. Divaker
Choubey, Department of Radiation Oncology, Loyola University Chicago). Most recently,
our structural model of the BTNL2 gene product [11], a butyrophilin-like member of the
immunoglobulin superfamily, supported experimental investigations on the truncating splice
site mutation associated with the multisystemic immune disorder sarcoidosis (Figure 13.2).
Neurodegenerative Disorders
Mutations are the cause not only of defective immune responses, but also of inherited neu-
rodegenerative disorders. In particular, we could recently point to the putative molecular
malfunction of the dardarin protein LRRK2 in Parkinsonism based on a structural analysis
of its protein kinase domain [1].
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Further examined proteins are ataxin-2 and ataxin-3, which are the gene products of the
spinocerebellar ataxia type 2 and 3 genes SCA2 and SCA3/MJD. Both proteins contain a
polyglutamine tract encoded by CAG repeats, whose expansion beyond a certain threshold
leads to autosomal-dominantly inherited neurodegenerative disorders. Both diseases SCA2
and SCA3 belong to a heterogeneous group of trinucleotide repeat disorders, which includes
Huntington’s disease and several other spinocerebellar ataxia types such as SCA1 and SCA7.
The disorders share common phenotypic features such as the degeneration of specific vulner-
able neuron populations and the presence of intracellular aggregations of the mutant proteins
in affected neurons.
To provide a rationale for further experiments, we explored the protein architectures of
ataxin-2 and ataxin-3 and the protein interaction networks around other eukaryotic ho-
mologs [4, 5, 6]. Using structure-based multiple sequence alignments of homologous proteins,
we investigated domains, sequence motifs, and interaction partners. Our analyses focused
on functional amino acids and the construction of three-dimensional models of the RNA-
binding Lsm (Like Sm) domain of ataxin-2 and the de-ubiquitinating Josephin domain of
ataxin-3. Based on our findings, we could propose further experiments for our cooperation
partners (Dr. Sylvia Krobitsch, Max Planck Institute for Genetics, Berlin, and Dr. Ull-
rich Wu¨llner, Department of Neurology, University of Bonn) on an important function of
ataxin-2 in RNA metabolism and on the binding mode of ataxin-3 to the multifunctional
ATPase p97/VCP/Cdc48. Meanwhile, subsequent experiments by our partners have already
confirmed some hypotheses on ataxin-2 [8]. This provides a nice example of an integrative
bioinformatics approach to the elucidation of disease-affected cellular processes.
Hepatitis C
Hepatitis C is an important viral disease with about half a million patients in Germany and
more than 170 million people affected world-wide. An interdisciplinary DFG-funded clinical
research group on the hepatitis C virus (HCV) could recently be established at the University
of the Saarland by our cooperation partners at the University Hospital (Prof. Dr. Zeuzem,
Department of Internal Medicine, Homburg). Our work in this research group focuses on
the use of bioinformatics means to analyze sequence variations, the structure and function
of HCV gene products, and protein interactions with the human host. For this purpose, a
medical doctor (Dr. Christoph Welsch) of the Zeuzem group is spending half of his working
time in our bioinformatics group. Initial results of our joint work include the identification
of an association of HCV-related mixed cryoglobulinemia with specific mutational patterns
of the viral envelope protein E2 [7].
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13.4.4 Analyzing Metabolic Networks in Yeast
Investigator: Priti Talwar
A substantial fraction of the 6000 genes in Saccharomyces cerevisiae encode proteins for
which currently we do not know any confirmed or putative function. Prediction of the func-
tional role of these proteins is a challenging problem especially when many of these genes
have no overt phenotypes. Here we aim at a better understanding of the underlying functional
relationships between genes working across diverse metabolic pathways, using intracellular
metabolite profiling studies.
We are applying bioinformatics methods and statistical analysis techniques in combination
with stoichiometric and flux profiling to understand the function and the regulatory mecha-
nisms of specific genes involved in central carbon metabolism and amino acid biosynthesis,
see Figure 13.3. Furthermore, we study environmental influences, for example application of
drugs, on cellular metabolism [1]. The experimental work is carried out by the group of our
collaboration partner Prof. Elmar Heinzle (Biochemical Engineering, Saarland University).
Detailed and quantitative information on the physiological cellular states will be measured
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by 13C-metabolic flux analysis of cultures grown in high throughput novel oxygen sensor
microtiter plates.
In the group of our collaboration partners, 13C stable isotope substrates are used during the
cultivation to trace the intracellular molecular fragments using Gas Chromatography Mass
Spectrometric (GC-MS) studies. Also, experiments are carried to characterize mutant growth
by the on-line measurement of cell concentration (optical density), by the consumption of
the substrate (glucose and other carbohydrates) and by the formation of secreted products
(ethanol, acetate) [2]. In order to accelerate and standardize the procedure for processing
of GC-MS spectra, the software tool CalSpec was developed in our group [7]. This tool is
now applied for automatic integration of GC-MS spectra involving the calculation of mass
isotopomer distribution, fractional abundance, total abundance, assessment of peak quality,
and peak intensity.
Furthermore, a relational database for integration of experimental data was created. The
database schema includes GC-MS labeling data, stoichiometric data, oxygen profiles and
metabolic flux data structures. The stored information is then linked to existing knowledge,
contained in public databases, to predict the function of specific genes and their probable
regulatory mechanisms. The database schema has been extended to include transcriptome
data extracted from Comprehensive Systems Biology Database (CSB.DB), Golm [5].
The labeling datasets were studied for recognition of functional signals in the labeling
patterns of individual mutants. Also intra-fragment and inter-fragment correlations were
investigated to recognize relevant features representing the change in the genotype. Mutants
with deletions closely linked in the metabolic network were further studied to identify the
similarity on the labeling level [6]. The labeling patterns exhibited close correlations between
amino acids stemming from the same precursors.
For a specific set of mutants, we applied partition around medoids (PAM) and hierarchical
clustering (HC) methods for classification. The physiological profile of a mutant is assumed
to be represented by six features in our analysis, namely growth rate (/h) X, biomass yield
(g/g glucose) Yxs, ethanol yield (g/g) Yps, biomass yield on O2(rich)culture condition (g/g)
Yxo, rate of production of biomass ((g/g)/h) qs, rate of production of ethanol ((g/g)/h)
qp, see Figure 13.3. The silhouette width was calculated and used as a measure of cluster
quality. The mutant set showed a silhouette width less than 0.4 using both PAM and HC
methods and inferring towards a formation of weak clusters. The above set of mutants was
also evaluated for association at the level of co-response data. Preliminary investigation of
the metabolic profile data and the co-response data showed that the combination of these
heterogeneous data tenders better resolution of the functional associations among mutants.
We are working towards developing a probabilistic model for combined analysis of metabolic
profiling data and co-response data.
Gene knock-outs were observed to strongly influence anabolic and product forming path-
ways as revealed by different yields of biomass and ethanol as well as by different oxygen
consumption profiles. Currently we are developing a framework for combined analysis of
fluxome data calculated using a whole genome model of S. cerevisiae and the metabolomics
data [4]. Furthermore, various heterogeneous data sources like protein-protein interaction,
common complex formation and co-response data present in the public domain are being
studied to further strengthen the functional links observed among mutant genes based on
metabolomics data [3].
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Figure 13.3: Workflow for computational analysis of metabolomics data for protein function
prediction in Saccharomyces cerevisiae. (a) GO function terms associated with
the RGT1 gene product, (b) Distribution of physiological yield data of the six
considered features, (c) Results of clustering the mutants. The graphs on the
top show the average silhouette-widths in dependence on the number of clusters.
The histograms on the bottom show the silhouette widths of knockouts in an
optimal clustering. (d) Protein interaction and transcriptome data
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13.5 Bioinformatics for HIV
HIV/AIDS is the major disease platform on which the group is working towards its grander
vision of an integrated systems biological approach towards analyzing and modeling disease
processes and the efficacy of the respective therapies.
In AIDS therapy there are basically three players, the patient (host), the pathogen (virus,
guest) and the drug (see Figure 13.4). The efficacy of a therapy is the cumulative result of
interactions among all these three players. It is our long-term goal to advance the understand-
ing of the disease by progressively modeling aspects of these interactions in an integrated
fashion. There are three aspects towards this goal: (i) data acquisition, (ii) methods devel-
opment and (iii) software engineering. The relevance of the aspects as the project progresses
is according to the order in which they are listed.
(i) Without data there is no model. Therefore our first and foremost goal is to obtain
accurate and meaningful data in sufficient quantities for computer analysis. Towards this
end we are maintaining highly effective cooperative alliances with virologists and clinicians,
and we are seeking new cooperation. Just as this text is written, we are attempting to
lift data acquisition to a European level with the proposal of the Euresist project whose
goal is to provide a pan-European platform for data on HIV resistance and the resulting
computer methods for therapy analysis. Francisca Incardona from Informa, Rome, Italy, is
coordinating this proposal. Furthermore, we are diversifying our datascape by including data
on the immunotype (HLA variant) of the host. This is the first time in our project that the
particularities of the host enter consideration for model learning.
(ii) Our methods span statistics and algorithms. In the last reporting period we have
substantially enhanced our methods for computer-based therapy ranking (Section 13.5.2).
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Figure 13.4: Molecular interactions in AIDS
In addition, we have developed methods for generating models of acquisitions of resistance
mutations by HIV in time in response to drug pressure (Section 13.5.4), analyzing and
predicting the choice of the cellular co-receptor that is used by HIV to enter the infected cell
(Section 13.5.3), and elucidating associations between the immunotype of the host and the
development of resistance mutations of the virus (Section 13.5.5).
(iii) So far, our software comprises a sizeable database (involving nontrivial data security
issues), algorithms for searching through mutational escape routes of HIV and statistical
learning software for training the various models of therapy efficacy and of the timely ac-
quisition of mutations by the virus. As we move further towards an integrated view of the
disease, the simulations of intracellular aspects of the viral life cycle and of intercellular
events, for example upon virus entry, will enter the picture. As this happens, the software
engineering issue will receive growing relevance and attention.
In a separate project, we are developing methods for recognizing and locating recombi-
nation events in molecular sequences (Section 13.5.1). Our motivation here stems from HIV
again, as it has been reported that HIV recombines far more frequently than it mutates. The
formal handling of recombination events is not understood very well yet. We can contribute
a method that combines dynamic programming, parametric optimization, and statistical
learning towards identifying recombination events and locating the places of recombination
in the respective molecular sequences by quantitative analysis or visual inspection.
13.5.1 Analysis of Sequences Subject to Recombination
Investigator: Jochen Maydt
Genetic sequencing has become a common technique of monitoring the evolution and accu-
mulation of diversity in viral populations. By sampling viral genetic material from a single
infected host, disease progression can be studied in detail. Of particular interest is how a
virus develops drug resistance, avoids immune pressure and may lead to persistent infections.
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High genetic variability plays an important role at least for HIV and some other pathogenic
viruses. However, the primary source for genetic variation in HIV is not only point mutation,
but also recombination, with estimates indicating a 10-fold higher frequency of recombination
over mutation [1]. Nevertheless, few methods exist for the analysis of recombining sequences.
A first task is to find out whether recombination played a significant role in the evolution
of the sequence data set. Several corresponding methods have been compared by Posada
and Crandall [4]. If there is enough support for the recombination hypothesis, the focus
usually shifts to finding the recombinants and the breakpoints, using a program such as
SimPlot [3]. SimPlot computes the distance of a putative recombinant to the other sequences
in the alignment, using only nucleotides within a sliding window. A recombination is then
characterized by a significant change in this distance profile. As a final step, recombinants are
often analyzed manually concerning their evolutionary history in each part of the alignment.
Cost Minimization Approach
We have developed a method that provides a similar graphical output as SimPlot, but mod-
els recombination events explicitly. Given a sequence alignment, one sequence is explained
by mutation and recombination of the other sequences in the alignment. The algorithm
is formulated as a cost minimization procedure and can be solved efficiently by dynamic
programming. Due to the flexible formulation, it is easy to include prior information on
recombination and mutation hotspots. Employing a forward-backward algorithm and para-
metric optimization, we can further assess the significance of the generated hypothesis and
provide an intuitive graphical representation.
The optimization problem we propose is similar to a formulation studied by Kececioglu
and Gusfield [2] in the context of finding a minimum cost explanation for triplets of sequences
using mutation, recombination and indels, and to a formulation called jumping alignments by
Spang et al. [5] which is used in the context of homology detection for proteins. In contrast
to these methods, we consider more than three sequences, but do not allow indels. This
permits a visual representation of the result of the forward-backward algorithm.
Now, consider a given sequence alignment with M + 1 sequences and N columns. Select a
sequence as the putative recombinant and remove it from the rest of the alignment. Define
m(i, p) as the cost of substituting the nucleotide at position p of sequence i with the nucleotide
of the putative recombinant at this position. Furthermore, let r be the cost for a single
recombination event. The target variable kp determines which sequence is used to explain
position p of the putative recombinant. We then seek to minimize
φα(k) = (1− α)
N∑
p=2




with respect to k = (k1, . . . , kN ), where δ is the Kronecker delta function and α ∈ [0, 1]
weights mutation cost against recombination cost. The dynamic program formulation then
uses the forward equation:
a(i, p) = min
j
{a(j, p− 1) + (1− α) δ(i, j) r + αm(i, p)} (13.2)
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Figure 13.5: Result of the forward-backward algorithm for explaining sequence R1, with
parameters α = 0.2, r = 1 and m = 1. Data was generated using the genealogy
in Figure 13.6. The true breakpoint in the middle of the alignment is marked
by a black vertical line. The foreground color highlights mutations with respect
to R1. The background color visualizes the cost of an optimal solution running
through a specific nucleotide, where red corresponds to low cost and blue to high
cost. The optimal solution is a path from left to right using only cost-optimal
nucleotides, and switches from sequence A1 to sequence B1 at about the middle
of the alignment, close to the true position of the breakpoint.
Figure 13.6: The genealogy used to generate data for Figure 13.5. R1 is created by recom-
bining sequence A1 to the left with sequence B1 to the right.
or equivalently the backward equation:
b(i, p) = min
j
{b(j, p+ 1) + (1− α) δ(i, j) r + αm(i, p+ 1)} (13.3)
and can be solved in O(M2N) time.
Using the forward-backward algorithm, we can efficiently compute the optimal solution
subject to kp = l, thus forcing the solution to use nucleotide p of sequence l. The result is
an appealing visual representation not only of the solution itself, but also of the solution’s
cost compared to competing solutions (see Figures 13.5 and 13.6).
Besides this analysis, it is also illuminating to study the effect that the parameter α
has on the solution space. For α = 0, mutations do not incur any cost, while for α = 1
there is no penalty for recombinations. A parametric analysis with respect to α can cap-
ture this ambiguity and compute the cost optimal solution for each α. Interestingly, these
parametric cost curves contain a lot of information about past recombination events (see
Figures 13.7 and 13.8). For example, the sequence that benefits most from the introduction
of a single recombination event has a good chance of being recombinant.
In the future, we are planning to apply statistical learning methods to the features gener-
ated by the parametric cost curves and provide a classifier to detect recombination or find
the recombinants in an alignment. Another focus is to circumvent the effect that highly
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Figure 13.7: The parametric cost curves for the alignment of Figure 13.5 using each sequence
in turn as the putative recombinant.
Figure 13.8: Scatterplots of features extracted from parametric cost curves. The genealogy
of Figure 13.6 was used to simulate 1000 alignments of length 1000 nucleotides.
Each point in the scatterplot represents the feature vector for a single sequence
in one alignment. The left scatterplot shows a good separation between recom-
binant (shown in red hues) and non-recombinant sequences. However, this line
of separation is different for different genealogies generating the data. The right
scatterplot shows the feature values for permuted alignments, where the recom-
bination signal is destroyed. The area previously populated by the recombinants
is empty here.
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similar or duplicated sequences in the alignment are best explained by one another with
mutations, regardless of other evidence for recombination. An approach to this probably has
to reconstruct and take into account at least some part of the genealogy that generated the
sequences.
Validation
For real sequence data, recombination is usually either obvious or hotly debated. Hence, an
important step for validation is to perform a simulation study to assess the statistical power
of the method. As a first step, we are currently working to define suitable predictors for
recombination detection, for finding the recombinant and for determining the breakpoint.
The resulting predictors are then tested on a simulated database of sequence alignments with
known truth. Preliminary results for the task of finding the recombinant look very promising.
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13.5.2 Arevir: Inferring Combination Therapies Against Drug-Resistant HIV
Mutants From Genotypes
Investigators: Niko Beerenwinkel, Tobias Sing, Igor Savenkov, Kirsten Roomp
As of 2005, 19 approved antiretroviral agents are available for treatment of HIV infection,
each but one targeting one of the two viral enzymes protease (PR) and reverse transcrip-
tase (RT). The remaining drug, enfuvirtide, is the first representative of a new drug class
called entry inhibitors. Besides this novel target, virtually all other stages in the viral life
cycle are also being considered as drug targets, and drugs from new classes will augment
the range of therapy options in the years to come. While highly active antiretroviral therapy
(HAART), consisting of combinations of three to six different inhibitors, represents a signifi-
cant improvement over former mono-therapy schedules, it is still impossible to eradicate the
virus from the patient’s body. Even the more moderate goal of maximal suppression of virus
load levels (the number of free virus particles in blood plasma) over long time periods is
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achieved in few patients only. A major factor contributing to therapy failure is the evolution
of drug-resistant mutants, which has also been reported for drugs from new classes.
Our work on HIV drug resistance was initiated in April 2000 as a DFG-funded cooperation
called Arevir (analysis of resistance mutations of viruses) between the MPII, the Institute
of Virology at the University of Cologne, the National Reference Center for Retroviruses
at the University of Erlangen/Nu¨rnberg, the Center for Advanced European Studies and
Research (Bonn) and the MPI for Molecular Plant Physiology in Golm. In 2004, we have
further expanded our HIV-related activities by increasing the number of researchers and by
extending our cooperations to other institutions in- and outside Germany. Below, we report
on the progress that has been made during the last two years.
Arevir Database
The Arevir database is a large multi-center clinical database containing patient data, thera-
pies, clinical and virological markers, as well as genomic sequence data. A relational database
schema has been designed and implemented together with a web-based user interface, of-
fering prediction tools and simplified query forms to virologists and clinicians. The security
concept, meeting high standards of data protection, has been approved by federal state data
security officials. Over time we could significantly increase the number of data sources due to
new cooperations. In 2004, the biggest single contributions (besides the regular input from
Germany) consisted of over 3000 PR and RT sequences from the University of Rome Tor
Vergata, and over 1000 sequences of the envelope protein with experimentally determined
coreceptor usage from the British Columbia Center of Excellence in HIV/AIDS. Early in
2005 we have started discussions with HIV groups from Rome and Stockholm on integrating
our individual databases into a huge European data repository with common access for all
partners. To ensure sustained improvements in data integration and quality assurance, a full
time position at the Center for Advanced European Studies and Research is devoted to this
task since 2004.
Geno2pheno: Estimating Phenotypic Drug Resistance from Genotype
Ultimately, therapy failure is caused by sequence-induced alterations in structure and physico-
chemical properties of the target enzymes. To monitor this development of drug resistance,
resistance testing has been part of routine clinical care for the past several years. While phe-
notypic resistance testing, based on expensive and laborious experimental assays, is mainly
used in clinical studies, only the genotype is available in routine diagnostics. One way to de-
tect correlations between genetic variations and resistance is to analyze data sets of matched
genotype-phenotype pairs. We have identified resistance-associated sites of PR and RT and
clusters of mutations using mutual information-based approaches. Decision tree building
and support vector machines (SVM) have been applied successfully to predict phenotypic
drug resistance from genotypes. Decision trees provide concise models that allow for easy
knowledge extraction and thus facilitate communication of computational results to the vi-
rological research community [6]. SVM classification models have been shown to further
advance predictive performance [5]. SVMs have also been used for solving the analogous
regression problems that allow for predictions of fold-change in susceptibility of a virus to a
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drug from the viral genotype [4]. Predicted phenotypes can be further interpreted by com-
paring them to the distribution of predictions from special sequence populations, such as
genotypes derived from treatment-naive patients [2]. All phenotype predictions are made
available in the popular (over 35.000 predictions since Dec 2000) geno2pheno web service
(http://www.genafor.org). In a comparison study with 11 classical rules-based predictors,
geno2pheno turned out to be the only system that provided significant predictions of viro-
logical failure after 24 weeks of treatment [7, 8]. Besides continually updating the prediction
models, we have also improved usability of the system (e.g. online help, PDF output). Future
tasks in maintaining geno2pheno will include the incorporation of novel drugs and the consid-
eration of other statistical learning methods, such as modern ensemble learning techniques.
Novel Mutations in PR and RT
Novel resistance associated mutations are continuously reported in the literature. Together
with cooperation partners from the University of Rome Tor Vergata, we are working on elu-
cidating the covariation structure and the evolutionary role of these novel mutations. Mutual
information studies on 1416 HIV-1 subtype B RT sequences from 865 treated and 551 drug-
naive patients have identified 15 previously undescribed mutations which are positively asso-
ciated with NRTI treatment and virological failure. The covariation structure of these novel
mutations relative to the classical NRTI resistance pathways 67/70/219 and 41/210/215 was
resolved using hierarchical clustering with a distance measure derived from the binomial
correlation coefficient phi. Structural analysis revealed several correlated positions within
8 A˚ distance to each other, confirming the role of local environment for interactions among
mutations [9, 10].
Optimizing Antiviral Combination Therapies
A major problem in the management of HIV-infections is the selection of a new active regimen
after failure of a drug combination, because remaining treatment options are reduced due to
accumulated resistance mutations. Our first approach was based on a scoring function that
represents the activity of a drug combination against a given viral strain. This activity score
is derived from phenotype predictions for the drug components of the therapy. For each drug,
the distribution of predicted phenotypes is modelled using a Gaussian mixture model and
the distribution parameters are estimated with the EM algorithm. The scoring function then
essentially counts the number of active drug classes in the regimen. The original model also
contains an evolutionary component in which the scoring function is also applied to sequences
in the mutational neighborhood of the dominant strain. This scoring scheme has been shown
to be predictive of clinical outcome by comparing it to virus load changes extracted from
the Arevir database [1, 3]. Since the proposal of this initial model, we have started refining
both the scoring function and the evolutionary model. Recently, therapy optimization based
on genetic barriers (Section 13.5.4) has emerged as a promising and intuitively appealing
approach.
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Outlook
While initial results on using the genetic barrier as a feature for predicting success of com-
bination therapies are promising, we have not yet arrived at a full integration of our various
efforts on understanding interaction between host, virus, and drug in HIV infection. In par-
ticular, we are only beginning to understand the role of host factors in HIV escape from drug
pressure (Section 13.5.5). On the other hand, we will also have to work on integrating compo-
nents for drug pharmacokinetics and -dynamics, as well as data from drug interactions into
our models. Many other important factors such as tolerance of a regime to non-adherence
are still completely ignored. Finally, to prepare the step from optimal therapies to optimal
therapy sequences, we are looking for appropriate distance heuristics for use in informed
search methods.
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13.5.3 Coreceptor Antagonists and geno2pheno[coreceptor]
Investigators: Tobias Sing, Niko Beerenwinkel
A new class of anti-HIV drugs tries to prevent viral cell entry by binding to one of the two
chemokine receptors that are used by HIV as coreceptors upon attachment to the cell. Several
of these coreceptor antagonists have entered phase III clinical trials. However, treatment
with coreceptor antagonists is complicated by the possibility of inducing a coreceptor switch.
Much caution has to be devoted to this possibility since there is an as yet mysterious link
between switching from one receptor (CCR5) to the other (CXCR4) and the onset of AIDS:
These events have been shown to occur in close temporal relationship in about 50% of HIV
patients. Thus, coreceptor inhibition has to be accompanied by frequent monitoring of viral
coreceptor usage. Similar to the case resistance testing, this monitoring has to be based
on the genotype due to cost and efficiency reasons. As a cousin to geno2pheno, we have
developed geno2pheno[coreceptor], a web service for predicting viral coreceptor usage from
the third variable loop of the HIV envelope protein gp120 [2, 3]. The system, also available
on http://www.genafor.org, has been used over 1100 times since its start in June 2004.
While the system is currently based on support vector machines, we are also exploring the
possibility of combining the advantages of interpretable, rule-based classifiers with modern
statistical learning methods in a new model class called mixtures of localized rules. In [4], we
suggest an algorithm for inferring these models from data that is based on a combination
of boosting with methods from receiver operating characteristic (ROC) analysis. We have
recently used geno2pheno[coreceptor] to study coreceptor usage in patients with ongoing
treatment failure on HAART [1]. We found stable usage of CCR5 in 82% of the patients,
leading to the conclusion that CCR5 antagonists might be a valuable treatment option even
in patients with repeated HAART failure.
ROCR: A Flexible Tool for Evaluating Scoring Predictors
As a tool for guiding new developments in geno2pheno and geno2pheno[coreceptor], we have
developed ROCR [5], an R package for creating cutoff-parameterized 2D performance curves
by freely combining two from over 25 performance measures (new performance measures can
be added using a standard interface). Curves from different cross-validation or bootstrapping
runs can be averaged by different methods, and standard deviations, standard errors or box
plots can be used to visualize the variability across the runs. The parameterization can be
visualized by printing cutoff values at the corresponding curve positions, or by coloring the
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curve according to cutoff. All components of a performance plot can be quickly adjusted
using a flexible parameter dispatching mechanism. Despite its flexibility, ROCR is easy to
use, with only three commands and reasonable default values for all optional parameters.
ROCR is freely available at http://rocr.bioinf.mpi-sb.mpg.de.
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13.5.4 Learning Evolutionary Pathways
Investigators: Niko Beerenwinkel, Jo¨rg Rahnenfu¨hrer, Tobias Sing
Drug resistance presents a major obstacle to successful treatment of HIV infected patients.
The development of resistant escape mutants in the viral population under therapy results
in treatment failure and limits future drug options. Thus, understanding this evolutionary
process is important for the design of effective treatment strategies. The evolution of drug
resistance is characterized by the ordered accumulation of resistance-associated mutations
in the viral genome.
Mutagenetic Tree Mixture Models
We have developed a new model for this process by defining mixture models of mutagenetic
trees [2]. In each component of these probabilistic models, we consider a directed tree over
the set of genetic events (mutations), in which each edge is weighted with the conditional
probability of the child event given that the parent event has occurred. Thus, the model aims
at identifying directed dependencies between mutational events. We define a K-mutagenetic
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where T1 is a star with uniform edge weights (“noise component”). M can be regarded
as a restricted Bayesian network with a hidden K-ary random variable that determines
which mutagenetic tree to use. We introduce an EM-like algorithm for learning such K-
mutagenetic trees mixture models from cross-sectional data [2]. This procedure makes use
of a combinatorial algorithm for estimating single trees that can be reconstructed efficiently
from all pairwise probabilities of events. The structure of a single tree is obtained as the
solution to the maximum weight branching problem in the complete graph on ` vertices
with weights that depend only on the pair probabilities [5].
We implemented the software package Mtreemix for estimating mutagenetic trees mixture
models from observed cross-sectional data and for using these models for predictions [3].
Programs for model fitting, model selection, simulation, likelihood computation and waiting
time estimation are provided.
Evolutionary Models for Disease Progression
We have used mutagenetic trees, a family of probabilistic graphical models, to describe the
accumulation of resistance-associated mutations in the viral genome [1, 4]. Based on these
models we define the genetic barrier, a quantity that summarizes the difficulty for the virus to
escape from drug pressure by acquiring mutations. From HIV reverse transcriptase sequences
obtained from treated patients we derive evolutionary models for zidovudine, zidovudine plus
lamivudine, and zidovudine plus didanosine. The genetic barriers to resistance to zidovudine,
stavudine, lamivudine, and didanosine under these regimens are computed and analyzed. It
turns out that mutagenetic trees provide a quantitative picture of the evolution of drug
resistance. The genetic barrier is a useful tool in designing effective treatment strategies.
We have also successfully applied tree mixtures to model the accumulation of chromosomal
gains and losses in cancer tumor development, see Section 13.6.2.
Future Research
Our mutagenetic tree mixture models can be extended and generalized in many ways and
for various data types. We plan to work on the following aspects. First, the number K
of tree components is unknown. If K is too small, we are unable to detect all mutational
pathways present in the data; if it is too large, overfitting or redundancy results. We will
address the model selection problem for mixture models of mutagenetic trees considering
variations of the Bayesian Information Criterion (BIC). Second, as longitudinal sequence
data is becoming more abundant, it is an important task to take into account the additional
temporal information from these data sets. With several samples per time point a key issue
will be the estimation of the genealogical relationships among the sequences in a robust
manner. We are also starting to investigate the evolution of novel drug targets, in particular
the envelope protein gp120. Here, the assumption of evolution as the gradual accumulation of
mutations that get fixed in the population might be too strong. Estimating mutagenetic trees
based on longitudinal data is expected to allow for relaxing the accumulation assumption
that is necessary when dealing with cross-sectional data.
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13.5.5 Computational Analysis of Escape Mutations in HIV-1
Investigator: Kirsten Roomp
HIV/AIDS is a leading cause of worldwide infectious mortality, which will soon have more
deaths than any other disease epidemic in recorded history. The viral evasion of the host
cytotoxic T lymphocyte (CTL) response through mutation is a major challenge both for
vaccine- and natural-induced immune control of HIV-1. We have examined HIV-1 sequences
in a HLA-diverse patient population to identify virus adaptation via escape mutations.
HIV-1 sequence data was collected from a population of 230 HIV-positive individuals.
The MHC class I loci HLA-A and HLA-B and the MHC class II loci HLA-DRB1 were typed
in all cases. Additionally, data on anti-retroviral therapy (ART), disease progression and
viral sequences at various time points were collected. A relational database was designed
specifically for the analysis of host immune response effects in HIV-infected patients.
All amino acids in the complete protease and between positions 1 and 330 in the reverse
transcriptase (RT) were examined in the most recent sequences from all patients. As a first
step, we analyzed each amino acid position using an extension of Fisher’s exact test, in order
to identify positive and negative associations between specific HLA alleles and consensus or
mutant amino acids. Variant amino acids were not grouped into one class, allowing for an
accurate representation of the amino acid distribution, thus producing contingency tables
which had 2×J columns (where J ≥ 2 is the number of occurring amino-acid variants in the
sequence position). In all cases in which a patient appeared to have multiple coexisting virus
populations, preventing the clear identification of a single amino acid at a given position
for that patient, the patient was discarded from the test at that position. All HLA allele
covariates with p-values up to 0.05 were identified and used in further analyses. Subsequently,
logistic regression models were fitted. We used binomial models where the linear predictor
consisted of all remaining alleles and the response was a factor in which variant amino acids
were classified as successes. Only those covariates with p-values up to 0.01 were retained.
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We are able to confirm the statistical significance of the majority of associations, which
were reported as significant after correction for the total number of residues examined across
the entire region, in a previous study [2]. These positions are 135 for B*51, 162 for B*07,
166 for A*11 and 177 for B*35. Additionally, we have found novel escape mutations which
include 13 associations in the protease (four of which lie in previously defined epitopes) and
15 in the RT (6 of which lie in previously described epitopes).
Future research includes continuing to apply and develop both supervised and unsuper-
vised methods from statistical learning theory [1] to examine the effect of particular geno-
types on viral evolution. Further refinements will include grouping subjects based on ART
and HLA supertypes. The latter analysis is supported by a growing body of evidence for
the cross-presentation of peptide binding motifs by HLA molecules assigned to a discrete
supertype [3].
We will determine whether escape mutations in HIV-1 are occurring within predicted
epitopes and, through the analysis of binding affinities and application of the epitope pre-
diction tools, ascertain possible reasons for this. The rate of disease progression conferred
by particular HLA haplotypes is also of interest.
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13.6 Statistical Analysis of Biomedical Data Sets
Probability theory and statistics have contributed significantly to the tools and methods
that are used today in bioinformatics research. Statistical modelling and the application of
statistical learning techniques have become powerful tools for the analysis of genetic and
biomedical data sets. However, statistics can only tap its full potential to answer biologically
relevant questions, if adequate statistical methods are combined with meaningful biological
modelling. We pursue three major research interests in this field.
From Expression Data to Biological Insight
The statistical analysis of expression data has enjoyed a dramatic increase in popularity
over the last years, providing a challenge to theoretical statistics and a promising area of
research for applied statistics. Particularly due to the inherent noise in expression data,
an effective handling also involves modelling that takes biological issues into account. In
order to gain new insights on proteins and biochemical networks based on expression data
we integrate other biological data and knowledge into our models. In the past, we have
worked with metabolic pathways (Section 13.6.1). In the future, we will increasingly make
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use of biological ontologies like the Gene Ontology. Parts of this method development can
be effectively performed on publicly available data sets. This research project is funded by
the German National Genome Research Network (NGFN).
Integrating Genetic Data into Cancer Survival Models
Human tumors are often associated with typical genetic events like tumor-specific chro-
mosomal alterations. Our research focus in this field is the identification of characteristic
pathogenic routes in such tumors. For estimating the most likely pathways from such cross-
sectional data we use mixtures of oncogenetic tree models (Section 13.6.2). One major task
is to predict survival times or other medically relevant times from the genetic patterns. We
introduced a new genetic prognostic marker, the so-called genetic progression score, which
better reflects tumor biology than traditional markers. In this field we could acquire addi-
tional partnerships that gave us access to interesting data sets, in particular Prof. Dr. Bernd
Wullich, Department of Urology and Pediatric Urology, Saarland University; Dr. Steffi Urb-
schat, Institute of Human Genetics, Saarland University; Prof. Wolfgang A. Schulz, Depart-
ment of Urology, Heinrich-Heine University, Du¨sseldorf; and Prof. Dr. Andreas von Deimling,
Department of Neuropathology, Charite´, Humboldt University, Berlin.
Detecting Functional Patterns in Epigenetic Data
During the last five years, epigenetics has witnessed a boost of interest in the molecular
biological domain, particularly because of evidence that it might play a pivotal role in cancer,
ageing, animal cloning, and stem cell research. The field has now reached a stage at which
for the first time the amount of data available permits meaningful bioinformatics analyses.
In close association with Prof. Jo¨rn Walter’s Epigenetics group at Saarland University we
currently screen a wide range of epigenetic issues for their potential to be tackled with
bioinformatics methods. Our first major focus within this cooperation is the analysis of
the DNA sequence dependency of cytosine methylation (Section 13.6.3), which is critical
for understanding cell differentiation and for improving the site specificity of demethylation
drugs in cancer treatment.
13.6.1 Enhanced Biological Interpretation of mRNA Expression Data
Investigators: Jo¨rg Rahnenfu¨hrer, Adrian Alexa
Microarray experiments allow for the simultaneous monitoring of mRNA transcript levels for
thousands of genes in a single experiment. The resulting expression profiles reflect gene activ-
ity at specific time points or under particular conditions. Such profiles are the starting point
for an investigation of the underlying biology. Our goal is the improvement of predictions
from gene expression data by integrating other data types. Typically researchers analyze
data sets containing massive lists of up-regulated or down-regulated genes. Taking known
structural, regulatory or enzymatic roles of the corresponding proteins into consideration
can improve the functional interpretation of the results significantly. Especially of interest
are the biological processes in which the proteins under consideration play a role [1, 2].
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We pursue a hypothesis-based approach. For gene sets that are already known to be in a
functional relationship, a joint score can be calculated. This increases the potential to detect
subtle signals in gene expression data by combining small coordinated expression changes
on the single-gene level to a significant change on the gene set level. Our research focuses
on two different types of gene sets, defined by metabolic pathways and by Gene Ontology
(GO) groups, respectively.
Scoring Metabolic Pathway Activity
We developed the ScorePAGE (Scoring Pathway Activity from Gene Expression Data) algo-
rithm [3]. This method is specific to gene sets that are predefined by metabolic pathways. In
particular, we score such pathways under various cellular conditions or time points at which
gene expression data are collected. We identify useful measures for co-regulation of genes
in a pathway and calculate significance scores for pathways with a nonparametric permu-
tation test by randomly permuting gene label assignments. The optimal scoring measure is
adaptively determined based on the significance. The type of dependency that is quantified
by this measure most accurately describes the character of co-regulation of genes in the
pathway.
We introduce two extensions that are targeted at scoring metabolic pathways as specific
gene sets. First, we improve the coherence of gene sets defined by pathways through a gene
selection process. In a metabolic pathway, for many of the involved enzymes more than a
single match to a corresponding gene exists. Based on this observation, we introduce an
intuitive heuristic and a greedy algorithm to select the best fitting gene for a specific enzyme
in a specific condition. Second, the method is further refined by integrating pathway topology
into the calculation of a pathway score. We measure the distance between two enzymes by the
number of steps in the pathway that are needed to connect the enzymes. Two enzymes that
perform reactions on the same substrate/product receive the smallest pathway distance 1.
In the score calculation, pairs of enzymes with smaller distance then receive a higher weight.
ScorePAGE was successfully applied to two yeast microarray data sets [3]. The resulting
list of statistically significant pathways was shown to be biologically meaningful. We demon-
strate the importance of selecting genes that match the enzymes in the specific experimental
conditions. Including information about pathway topology in the score further improved the
sensitivity of the method.
Future Research
The next step in this research project is the development of methods for scoring gene sets
defined by Gene Ontology (GO) information. We will particularly integrate the graph struc-
ture of the GO annotation, i.e. information about relationships between GO groups, into the
calculation of the significance of GO terms from gene expression data.
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13.6.2 Integration of Genetic Data into Cancer Survival Analysis
Investigators: Jo¨rg Rahnenfu¨hrer, Niko Beerenwinkel
The identification of pathogenic routes in human tumors is one of the main challenges in
molecular oncology. For many tumor types, genetic events defined by chromosome alter-
ations are known to accumulate over time in the course of the disease. Such data on genetic
alterations are usually only available at a single point in time for every tumor. Each tumor
is associated with a genetic pattern that is represented by a binary vector, indicating which
genetic events have occurred in the tumor and which have not occurred yet. We use mixtures
of oncogenetic tree models for estimating the most likely pathways from such cross-sectional
data, see Section 13.5.4 for details on these models.
For an appropriate treatment of cancer patients, prediction of time until death or time
until relapse after surgery is an important task. As prognostic factors typically clinical and
histological measurements like age, sex, histopathological findings, tumor stage, tumor vol-
ume, or lymph node status are considered. The identification of genetic prognostic markers
that better reflect tumor biology is eminent.
Oncogenetic Tree Models
There is a vast amount of literature on linking single genetic alterations to survival, but only
few efforts have been expended on constructing more effective and comprehensive markers.
Jiang et al. [1] describe the construction of evolutionary tree models for renal cell carcinoma
from CGH (comparative genomic hybridization) data. Their directed tree models estimate
the sequential order of the accumulation of genetic events together with conditional prob-
abilities for observing subsequent events if the respective precursor events are known to be
present. Previously, fixed linear pathways had been proposed [3]. The directed tree models
are more flexible than the linear models, since different pathways can be represented simul-
taneously. Therefore they are of high explanatory power, but often they apply only to a
portion of the analyzed tumor samples. A subset of genetic events is only represented by
the model, if for any event in this subset all precursor events in the tree also belong to the
subset. All other subsets are assigned likelihood zero.
Genetic Progression Score (GPS)
In our research, we propose to use oncogenetic trees mixture models for estimating the
state of tumors characterized by subsets of observed genetic events [2], for an example see
Figure 13.9 that shows estimated genetic progression of glioblastomas.
New methodological contributions are the introduction of a genetic progression score
(GPS) and its application in cancer survival analysis. GPS was calculated for tumor sam-
ples from two cancer types, namely glioblastoma and prostate cancer. Using Cox regression
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Figure 13.9: Oncogenetic trees mixture model for the development of glioblastomas. Both
mixture components are labelled with their weight in the upper left corner.
Tree vertices correspond to loss of heterozygosity on chromosome arms. Edges
are labelled with conditional probabilities.
analysis we demonstrate that for both diseases GPS has prognostic value, i.e. it can be used
to differentiate patient subgroups with respect to expected clinical outcome. Of special im-
portance is the fact that the presented method can be successfully applied to two genetically
different tumor types, which underlines the potential universality of the new approach.
In order to verify the information gain due to GPS it is of particular interest to demonstrate
improved performance over established histopathological parameters. By fitting multivariate
Cox regression models we show that for both cancer types GPS is prognostic also after
adjustment for age. For prostate tumors Gleason score reflecting the histological pattern of
tumor growth is a common grading system with high predictive value. For the largest group
of tumors with an average Gleason score 7 it turns out that GPS can be used to further
identify subgroups with different prognosis with respect to time to relapse after surgery.
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13.6.3 Pattern Discovery in Epigenetics
Investigator: Christoph Bock
Epigenetic phenomena have been brought into connection with several molecular biological
phenomena for which simple DNA- or gene-based explanations fail. Together with their
potential to provide additional targets in cancer treatment and the development of new
large-scale data generation methods, this has boosted the interest in epigenetics over the
last five years [1, 2, 6]. Research in epigenetics has now reached a stage where for the first
time the amount of data available permits meaningful bioinformatics analyses [3]. In close
association with Prof. Jo¨rn Walter’s Epigenetics group at Saarland University we currently
screen a wide range of epigenetic issues for their potential to be tackled with bioinformatics
methods. The first major task that emerged from this cooperation we analyze how cytosine
methylation is correlated with the local DNA sequence around the methylation site. This is
a special case of assessing the role of the genome in pre-determining the epigenome.
Biological Interest
Apart from the well-known fact that cytosine methylation in mammals occurs (almost) ex-
clusively at CpG dinucleotides, surprisingly little is known about preferential methylation of
certain local DNA sequence patterns. Inferring such knowledge could have direct biological
impact on two key problems in epigenetics. First, in cell differentiation and in cancer progres-
sion the DNA becomes methylated de novo in a selective manner [2]. To date, it is unclear
how this selectivity is achieved but it seems plausible that local DNA sequence patterns play
some role in it. Second, demethylation drugs have entered clinical tests as a cancer treatment.
These drugs demethylate DNA in a very unspecific manner, which can lead to the (desir-
able) reactivation of silenced cancer suppressor genes, but also to (undesirable) long-term
side effects such as random activation of transposons or a decreased chromosome stability.
More detailed knowledge of the local sequence dependency of cytosine (de-)methylation is
expected to help developing more specific drugs [5].
Algorithmic Interest
As we step further into the “post-genomic era”, more and more DNA-sequence-related, large-
scale “annotation” data becomes available, such as single-point polymorphisms, splice sites,
and cytosine methylation. However, there is a lack of established methods and tools to eval-
uate such data in a (semi-) automatic fashion. We take cytosine methylation as a prototypic
example of this type of data and we aim to develop methods that are not only tailored to
this field of application but which can also be applied to other areas with comparable data
types.
Our Approach
We conceptualized a generic process (and developed associated software tools) that probes
for connections between local DNA sequence and several types of dependent annotation
information in a semi-automated fashion, see Figure 13.10. This process consists of three
steps: In the first step, statistical learning methods are employed to provide a fast estimate
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Figure 13.10: Semi-automatic analysis of DNA-sequence-related “annotation” data.
of the extent to which the annotation information is predetermined by local DNA sequence.
If the results indicate a sufficiently high correlation, then it is worthwhile to enter into
the second step and apply pattern discovery. This is performed by systematically scanning
local DNA sequence for over-represented patterns around positions with similar annotation
information (for example methylated versus unmethylated CpGs). The patterns with the
highest significance are then suggested for empirical testing in the third step. After a first
successful test of this process on alternative splicing data, we are currently tailoring it to the
analysis of cytosine methylation. In addition to proprietary data from the Walter group, we
also incorporate the two major sources of epigenetic data that are publicly available [4, 7].
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13.7 Docking and Drug Screening
The development of highly-active drugs for efficient and safe treatment of diseases is the
major goal of pharmaceutical research. Identifying new candidates for drug design is a chal-
lenging process in which computational and experimental scientists work hand in hand.
Computational methods can aid the drug design process at several levels depending on the
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experimental data available. If there is no structural information of the target protein avail-
able, screening and statistical learning methods can be used, which only consider the chemical
properties of the ligand molecules. These methods are very efficient and are commonly used
for a first filtering of the available screening data bases. If the structure of the target protein
is known the most common approach used is molecular docking. Molecular docking methods
are efficient methods specifically designed for rapid identification and characterization of
protein-ligand interactions. The main application area of these methods is virtual screening.
Virtual screening places tight CPU time constraints on the applied methodology due to the
enormous number of potential drug molecules to be tested (around 100, 000 to 1, 000, 000
molecules per screen). Due to these time constraints two main approximations are commonly
used: First, the structural changes in the receptor upon ligand binding are neglected. Sec-
ond, specialized scoring functions are used, whose functional form is simple enough to be
evaluated quickly.
We use and extend the docking program FlexX and its extensions FlexX-Pharm and FlexE.
FlexX samples the conformation space of the ligand using a discrete model for its torsional
angles and ring conformations. An initial fragment is placed by applying a hashing technique.
Subsequently, the ligand is built up in the active site of the protein by an incremental
construction algorithm combined with a tree-search using a scoring function for the ranking
of each generated ligand-receptor complex. FlexX has been proven to yield reliable docking
results for a large number of complexes and, by now, is one of most widely used docking
programs in pharmaceutical research.
Our work is focusing on two areas: First, improvements which lead to a higher accuracy
of our docking tools, and second, faster docking and statistical learning algorithms for pre-
screening. During the last two years research was performed in the following areas: The
inclusion of receptor flexibility into docking algorithms and docking highly flexible ligands
(Section 13.7.1), docking into homology models (Section 13.7.2), the improvement of docking
scoring functions (Section 13.7.3), fast prefiltering of ligands (Section 13.7.5), and the use of
statistical learning methods for screening (Section 13.7.6 and Section 13.7.7). Furthermore,
we started a project to use docking to explore protein function (Section 13.7.4).
13.7.1 Including Receptor Flexibility into Docking Algorithms and Docking of
Very Flexible Ligands
Investigators: Iris Antes, Christoph Hartmann
Docking algorithms can be categorized into three classes: (1) rigid ligand and protein, (2) flex-
ible ligand and rigid protein, and (3) flexible ligand and protein. For the first two cases a
number of well performing docking methods are available. Lately, also several algorithms
were developed for the third case. However, the inclusion of receptor flexibility, especially in
a CPU efficient way, remains a challenging task [11]. The reason is the enormous number of
degrees of freedom which has to be considered if investigating conformational changes in the
receptor upon ligand binding. Most of the standard methods for this purpose use determin-
istic or stochastic dynamics and are very time consuming [1, 8]. An alternative promising
approach is the approximation of receptor flexibility by an ensemble of rigid receptor struc-
tures, which represent different conformational states of the protein.
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FlexE-MF: Inclusion of Receptor Flexibility into the FlexX Program
This strategy has been successfully implemented in the FlexE program [3]: Starting from
such an ensemble, FlexE cuts each structure into fragments. A graph is generated to tell
which fragments can be pairwise combined. Using this graph, FlexE is able to generate a
huge amount of new receptor structures and to dock a ligand into these structures simulta-
neously. Due to the mapping of the complex chemical traits of the receptor on unweighted
edges, the construction algorithm for new receptor structures is usually fast. Only in rare
cases this algorithm falls back into a time expensive enumeration of nearly valid sets of frag-
ments. To avoid these cases, we have substituted this algorithm by a mean field minimization
procedure [7]. This procedure proved to be more stable than the original construction algo-
rithm. Additionally, the implementation of the mean field minimization algorithm opens the
door to the use of more complex potential energy functions like AMBER [10] or the Tripos
Force Field [2] during the receptor structure generation. This may improve the constructed
receptor structures and thus enhance the probability of the ligand finding its correct pose
in the receptor’s binding site. This strategy has been successfully implemented in the FlexE
program [6], which serves as the basis for our development.
Flexibility Classification and Ensemble Generation: Defining Starting Structures for
FlexE
The use of ensembles requires the availability of a series of different receptor structures.
Often, however, there is only one experimental structure available for the chosen target.
One way to estimate the flexibility within the binding pocket for such cases is a proper
classification of the amino acid side chains according to their possible flexibility [9]. For the
development of such a classifier we performed a systematic analysis of the PDB database,
which consisted of the identification of protein binding pockets in the various proteins and
subsequently of the characterization of flexible and rigid side chains in these binding pockets.
Afterwards various binding pocket quantities were evaluated for their usefulness in distin-
guishing between the two classes. In a last step we started to test various different statistical
learning techniques to identify the best classifier [12]. First results are promising.
Another way to identify the conformational changes in protein binding pockets which oc-
cur upon ligand binding although only one experimental structure (or one homology modeled
structure, see Section 13.7.2) is available, is to dock a certain number of known inhibitors
into the structure available and to refine the receptor structures of the docked complexes
afterwards. This refinement can be performed using molecular modeling techniques like sim-
ulated annealing or molecular dynamics. The different conformations of the binding pocket
residues obtained by this procedure can be used as input structures for FlexE. For this strat-
egy an automatic conversion tool was written, which automatically converts FlexX output
files into input files for various molecular modeling programs [4]. This tool served as basis for
the SiteOpt program described in the following section 13.7.2 (Docking into Homology Mod-
eled Structures) and which meanwhile is used for this purpose. One drawback of the above
described procedure is that if large conformational changes occur in the binding pocket upon
ligand binding often not all inhibitors can be docked into the original structure. In such cases
the iterative procedure implemented in SiteOpt (see Section 13.7.2) proved to be very helpful.
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Docking of Peptide Ligands
In protein-ligand docking, docking peptides remains one of the most difficult challenges.
Many important biological phenomena involve specific molecular recognition mediated by
protein-peptide docking. Peptides also serve as natural inhibitors for proteins and as lead
structures for drugs. Prominent examples of peptide based drugs are the inhibitors of HIV-
protease and β-lactamases. The docking of peptides or peptidic ligands is difficult because of
two reasons: First, the large number of rotatable bonds within peptides with more than 3−4
residues, and second, the fact that peptide binding is a collective process of all residues along
the peptide chain, often leading to bound structures in which not all residues form optimal
or strong bonds with the protein. Most docking programs experience difficulties with large
highly flexible ligands, and if they are based on an incremental construction algorithm, they
assume a nearly optimal interaction pattern for each fragment of the ligand.
We applied our docking program FlexX-Pharm to the docking of peptides with a length
of 8-10 residues to the GYF-domain and compared the results with experimental structures
of the peptide-protein complexes derived from NMR studies [5]. We found that we are able
to dock the peptides very well as long as an anchoring residue (in our case proline) could
be identified, for which the interacting residues in the protein were known. This residue
could then be placed unambiguously and used as a starting point for the ligand buildup. In
addition, the binding of the peptide to the GYF domain is rather tight. These are promising
results since at the beginning of a drug design project very often at least one experimental
structure of the ligand-protein complex is known and can be used as a starting structure for
ligand optimization and an anchoring residue can be defined. In a second ongoing project
we study the binding of peptides to the MHC class I proteins. In this case the docking is not
as straightforward due to less tight peptide binding.
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13.7.2 Docking into Homology Modeled Structures
Investigator: Iris Antes
Docking into homology modeled structures is often not a straightforward task. The two major
reasons for this are the limited accuracy especially of the side chain positions in protein
structures obtained by homology modeling and the dependency of the structural details on
the template structures used. Often, however, the protein whose structure is chosen as a
template is closely related to the target protein. Thus the drug to be developed should bind
selectively only to the target protein and not to the template structure. This is hard to
accomplish, if the target’s structure of the binding pocket is based on the structure of the
template. Thus often homology modeled structures should not be used directly for docking
purposes. An additional refinement and validation of these structures is necessary first.
We developed a new refinement strategy and program, SiteOpt, for a ligand dependent
refinement of homology modeled structures. The method is based on an iterative refinement
of the targets binding pocket and uses alternating docking and modeling steps to improve the
binding pocket structure. The program is written in python, using the MMTK library [5]
for the modeling part and the FlexX [8, 9] and FlexX-Pharm [4] programs for docking.
Alternatively the GROMACS program can be used. A paper on the method is in preparation.
Application of SiteOpt to CYP11B2 and CYP11B1
We chose the cytochrome P450 CYP11B2 as our major test target. The cytochrome P450 su-
perfamily has been found to be a highly diversified set of proteins with a very broad spectrum
of functions. Members of the superfamily are essential for steroidogenesis in mammals, drug
metabolism, blood hemostasis, cholesterol biosynthesis and other reactions [7]. Our interests
focus on the aldosterone synthase CYP11B2 and the 11-beta-hydroxylase CYP11B1, which
catalyze the final steps of glucocorticoid (corticosterone) and mineralocorticoid (aldosterone)
production [2]. The project is performed in close collaboration with the group of Prof. Dr.
R. Hartmann at the Pharmaceutical Chemistry Department of the Saarland University. At
the start of the project several well inhibiting compounds for CYP11B2 had been identified
in the group of Prof. Hartmann [3]. However, these compounds were not very selective with
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Figure 13.11: Binding pocket of CYP11B2. (a) The inhibitor, the heme-cofactor, and the
important residues of the binding pocket are shown as sticks. (b) Surface model
of the binding pocket with the inhibitor and the heme-cofactor represented as
sticks.
respect to CYP11B1 and did not have very high binding affinities. Thus the goal of our
project was to find highly potent, selective inhibitors for CYP11B2, which do not inhibit
CYP11B1. Due to the difficulty of resolving membrane-binding proteins, there are no exper-
imental structures available for the cytochromes CYP11B2 and CYP11B1. However, there
is an intense ongoing effort to develop homology models of mammalian cytochrome P450s.
Using the recently resolved human cytochrome CYP2C9 structure (PDB code: 1R9O) [12]
as template, we built 3D structural models for CYP11B2 and CYP11B1. Comparison of
these models with two previously built structural models for CYP11B1 and CYP11B2 [1]
showed large differences in the structures. These differences could be traced to the use of
different template structures for the modeling process. This observation is in agreement with
another study on CYP2D6, which also demonstrated the strong dependency of the target’s
structure on the templates used [6]. This demonstrates the limited accuracy of the modeled
structures, and thus a further refinement of the models was necessary for successful dock-
ing. We refined our model structures using the available information on known inhibitors
for CYP11B2. The refinement was performed by alternating energy minimization/simulated
annealing calculations and docking steps using the SiteOpt program. We evaluated the re-
fined protein structures by the docking of known inhibitors and non-inhibitors. We were able
to increase the number of inhibitors which docked successfully into the binding pocket from
36% in the homology model to 90% in the refined model. At the same time the number
of docked non-inhibitors increased only to 40%. Using the refined protein models we were
able to help the lead refinement process by mapping the differences in the measured binding
affinities for various newly synthesized compounds to the structural features of our docked
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complexes. In addition, the structural insights gained through the docking studies served as
basis for the design of new compounds with higher binding affinities and selectivity [10, 11],
see Figure 13.11.
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13.7.3 Improving Docking Scoring Functions
Investigators: Iris Antes, Christian Merkwirth
As already discussed in the introduction, the necessity of screening very large sets of po-
tential leads within a short time, which is a prerequisite for efficient computer-aided drug
design, prohibits the use of a complicated functional form for the evaluation of binding free
energies. Simplified scoring functions are used instead. These functions are the basis for
several ranking purposes: (1) the ranking of different poses generated during the docking
of one ligand into one receptor, (2) the ranking of different ligands docked into the same
receptor, and (3) the ranking of the docking of one ligand into different receptors (for selec-
tivity purposes, see the above section). At the moment there exists no scoring function which
performs satisfactorily for all these ranking problems [1]. The accuracy of empirical scoring
functions is limited by two factors, first, by their simplified functional form and second, by
the necessity to fit standard docking parameters to a large, diverse set of proteins in order
to assure their general applicability. The latter process limits the specificity of the function
for a certain protein class. Therefore, there are two ways to improve the accuracy of these
functions. First, additional terms can be added, for example solvation terms, to improve the
physical description of the system. However, this slows down the performance of the docking
calculations considerably. Second, the adjustable parameters can be improved within the
existing functions. One promising approach for the latter is moving beyond the general char-
acter of the scoring function and tailoring its tunable parameters to certain protein classes.
Tailoring scoring functions to certain targets has been a research topic for quite some time
and various approaches were developed for this purpose. Most rely on the inclusion of ad-
ditional, mostly structural information available about the system under consideration into
the scoring and/or docking procedure. This information can be used to tailor the docking
process itself or to pre- and postfilter the docking results [4, 8].
The POEM Approach
In our work we explored another possibility, namely trying to improve the parameters of two
scoring functions by simply fitting them to protein class specific structural data. We do not
include additional terms or constraints in our docking and scoring protocol. Thus the goal
of this study is to evaluate the potential of our fitting method to improve a given scoring
function by an advanced refitting of its parameters. For this purpose we developed a new
method and program, POEM (Parameter Optimization using Ensemble Methods), which is
based on a combination of the design of experiments (DOE) methodology [2] with ensemble
methods [5]. The DOE approach is frequently used as an optimization approach for neural
networks and predominantly applied in the areas of operation research and experimental de-
sign. We extend the method to the incorporation of ensembles of various regression models
and explore its applicability to parameter optimization in drug screening. In the DOE ap-
proach experiments are performed for a certain number of parameter sets, which are chosen
randomly within defined physical limits, and the values of a previously defined cost func-
tion are calculated for these parameter sets. Based on the values evaluated for the chosen
parameter sets, the surface defined by the cost function, the so called response surface, is
approximated by means of statistical learning. Once such an approximation to the function
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is found, the parameter set minimizing the error is determined. For this parameter set an
experiment is performed and the true cost function value is calculated and added to the
data set. This process is repeated on the augmented data set until a lower limit of the cost
function is reached.
As test applications we fitted the FlexX and Screenscore [7] scoring functions to the ki-
nase [6] and ATPase [3] protein classes. The results we gained are very promising, starting
from random parameters we are able to locate parameter sets with equal or better perfor-
mance compared to the standard FlexX and Screenscore values. The optimization approach
proved to be quite efficient and showed a fast convergence. The approximated cost function
landscapes were very smooth, thus making the approach a promising method for optimiza-
tions on complex landscapes.
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13.7.4 Use of Docking for Exploring Protein Function
Investigators: Andreas Ka¨mper and Francisco S. Domingues
The number of proteins not characterized regarding molecular function but with known ex-
perimental structure is expected to increase. This is a result of improvements in protein
structure determination methods and the automation efforts in the ongoing structural ge-
nomics projects.
Within this project we want to investigate the molecular function of these proteins, based
on the experimental structures. We apply methods of structure-based drug design, namely
virtual screening by docking, to identify putative natural ligands of these proteins.
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The first step is to identify functional sites. In this project we restrict the analysis to
putative protein-ligand binding sites. In order to locate them, we use methods based on the
identification of surface clefts and sequence conservation.
In the second step we assemble a suitable library of natural compounds. This library
should be as comprehensive as possible, free of redundancy and preprocessed for use in our
fully-automated flexible docking. Here we combine different public compound databases,
including the KEGG ligand database, natural compounds from screening compound vendors,
and selected compounds from other sources. These compounds are passed through our ligand
preprocessing pipeline (see Section 13.8.2).
Virtual screening is performed using FlexX as described in [2]. For the assessment of results
we use our tool ECLIPPSE [1]. The selected ligands are analyzed in more detail regarding
the individual interactions within the binding site resulting from the docking experiment.
In parallel, we compare the possible binding sites with the structures of functionally char-
acterized proteins by local structure comparison methods. This analysis provides comple-
mentary information regarding the possible molecular function of the target protein.
Initially we apply these approaches to single protein structures provided directly by the
experimentalist. We plan to further develop an automated pipeline for function prediction.
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13.7.5 Fast Prefiltering of Ligands
Investigator: Lars Kunert
Pharmaceutical companies have millions of small molecules – putative drugs – in their li-
braries. When a new target becomes available these molecules are tested for their binding
affinities. Prefiltering and screening are terms often used synonymously for this task. Pre-
filtering stresses the fact that typically a cascade of methods is applied. Fast and inaccurate
methods are used first to reduce the amount of molecules to a size which allows the appli-
cation of more elaborate and expensive methods. Screening can be done in a laboratory or
in silico on a computer [3].
If the structure of the target is known, molecular docking programs can be used for in
silico screening. For a recent overview see Brooijmans and Kuntz [2]. Docking programs do
not rate the affinity of a putative drug (ligand) to a target (receptor) directly. They compute
a conformation of the ligand bound to the receptor, while the binding affinity of the resulting
complex is rated by a scoring function. Typically only the conformational space of the ligand
is explored. The receptor is treated as a rigid object. Screening-by-docking means successive
docking of all prefiltered molecules into the same receptor.
A single docking computation takes 30 seconds on a current computer. Screening a library
of one million ligands would take about a year on a single computer and, can only be done
on large compute clusters. The goal of our work is to develop a prefiltering method which
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runs faster, than existing docking programs without loss of quality, accomplished by learning
the behavior of a given docking program with respect to a binding pocket. After training the
prefiltering method scores all the ligands directly, without referring to the docking program.
Pocket Graphs
Docking can be regarded as exploring a receptor with a highly specialized probe – the ligand.
In contrast to usual probes [6], ligands are flexible and test for the combined feasibility of
several primitive interactions. Each docking run reports a set of ligand placements. The
working hypothesis of this project is that a relatively small set of diverse ligands is sufficient
to exhaustively explore the binding capabilities of a receptor. The docking results of this set
can be combined into a data structure to form a representation of the receptor. We call this
data structure pocket graph.
In a one ligand to one receptor (1-to-1) docking calculation the construction of a pocket
graph is infeasible. But in a n-to-1 screening by docking scenario the buildup of the pocket
graph is amortized if the size of the diverse ligand set is much smaller then the size of the
screened library.
The requirement of functionally reducing and combining different probes induces a rep-
resentation that abstracts from the atomic level. Similar to feature trees [7], atoms are
represented by nodes, bonds by edges. Adjacent nodes that are not on a common cycle
are merged if they form a rigid fragment. Small cycles, up to a size of seven, are replaced
by a single node – bigger cycles are not considered. Each node is annotated by spatial and
chemical features. Spatial features are the position and the shape of the node given by expec-
tation values, variances and covariances of the represented atoms. Similar to most docking
programs chemical features are based on LUDI-like interaction types [1]: Hydrogen bond
donor, hydrogen bond acceptor and hydrophobic interactions. Intermolecular interactions
are represented by additional edges.
The most elaborate step of our approach is the formation of the pocket graph from a set
of docked ligands. This is difficult due to the following tradeoff: The pocket graph has to
contain all necessary information about the pocket, but at the same time it has to be small
enough to be used efficiently. The pocket graph is constructed by clustering of nodes. So
far, the most successful strategy uses a combined similarity measure consisting of distance,
chemical similarity, shape similarity and common neighborhood descriptors. Initial clustering
experiments converged to pocket graphs of more than 50k nodes containing hubs of degree
200 and above. These results were gradually improved. Current clustering results have a size
of about 10k nodes, an average degree of 2.1, and a maximal degree below 50.
Our test set consists of 19 receptors, two sets of 5k respectively 65k drug like molecules
and six sets of known binders each containing about 50 ligands. The ligand which was co-
crystallized with the receptor was always excluded from clustering and could be used for a
preliminary validation of the method. A valid pocket graph should contain a subtree which
represents the co-crystallized ligand. This is true for all clusterings derived from the known
binders and the big training set of 65k ligands. We have made no effort to collect our own
set of diverse ligands. Our experiments indicate that 50k ligands are necessary to derive a
pocket graph which reliably contains the co-crystallized ligand.
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The Prefiltering Method
After the derivation of the pocket graph three steps remain to be done in the future to derive
a complete prefiltering method. The nodes of ligands and the clusters of the pocket graph
have to be assigned to classes. An affinity matrix between the classes has to be derived and
a lookup strategy for ligands in the pocket graph has to be introduced.
The first step implicitly transforms the pocket graph into a node colored graph and the
docking problem into a subtree isomorphism problem. Both classifications can be done inde-
pendently, but since the clusters of the graph are formed by nodes of the ligands, a biclus-
tering algorithm will be tried first [5]. Biclustering also has the advantage that the affinity
matrix between the different classes will be derived according to the clustering. The subtree
isomorphism problem itself is a hard problem. In the present case we are confident to address
this problem by an indexing schema which stores all substrings up to constant length. Then
a subtree query can be answered in a two step procedure by looking up the subtree’s longest
path and checking its side-paths in the graph.
Future Research
A more elaborate dictionary-algorithm can be employed later to speed up the subtree-query
to a provable sublinear dependency on the size of the graph. This algorithm can locate
several compliant subpaths at a time or use a receptor-dictionary which codes trees directly.
A suffix-tree of trees has been developed by Kosaraju [4] and might be applicable here.
A sublinear time-dependency on the size of the pocket also speeds up the 1-to-m docking
case, i.e. when we are docking the same ligand into m different receptors. This task becomes
increasingly important as a basic check for side effects of drug candidates.
Until now only a reduction by a constant factor and not an asymptotic improvement to-
wards a sublinear computation time of the n-to-1 prefiltering problem has been outlined.
A prerequisite for an asymptotic improvement is the combination of similar ligand (sub-
)structures in order to avoid repeats. This can be done in a way similar to the receptors
dictionary by indexing the subpathes of all ligands. The matching of two longest-path dic-
tionaries is straightforward and sublinear in the size of the output. The more elaborate
dictionary will probably require a more sophisticated algorithm.
The presented work highlights a way towards a n-to-m screening method – both sublinear
in the number of ligands n and in the number and size of receptors m. The method will also
be independent of the underlying docking algorithm – it may be interesting to compare and
combine the pocket graphs derived with the different docking programs.
Another interesting idea is to apply the pocket graph approach to de novo initio drug
design. Taking known key interactions as starting points, graph flow algorithms could be
applied to derive subtrees connecting those key interactions. A user can now select from
each cluster of the subtree exactly one molecular building block to assemble a new drug-
candidate.
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13.7.6 Modelling and Prediction of Physico-Chemical and Biological Properties
of Organic Compounds
Investigator: Christian Merkwirth
In a cooperation with Hoffmann-La Roche, Basel, we investigated several binary classification
problems with a large number of input variables. Both input variables and binary output
label are related to properties of the chemical compound under consideration. One task is
to correctly identify compounds that frequently give positive signal in HTS assays though
not being suitable drug candidates [3].
The aim of the cooperation was not only to build accurate and reliable models that
achieve a high classification rate, but also to identify those variables of the input data that
have strongest influence on the output in order to gain new insights into the underlying
chemical mechanisms. The challenge of this project was to devise an automated procedure
for robust classification. We developed a semiautomatic procedure based on ensembles of
up-to-date classification methods that outperformed previous results obtained with single
neural networks significantly [2].
Furthermore, we investigated the application of Statistical Learning methods to the anal-
ysis of dependencies in the treatment of the HC virus [1] and the HI virus in cooperation
with PD Dr. Eva Herrmann and Christioph Welsch (Universita¨tsklinikum of the Saarland).
Ensemble methods were also used to model the skin permeability of small organic com-
pounds in a cooperation with Dr. Dirk Neumann (Center for Bioinformatics) and Prof.
Oliver Kohlbacher (Wilhelm Schickard Institute for Computer Science in Tu¨bingen).
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13.7.7 Analysis of Screening Data With Adaptive Descriptors
Investigator: Christian Merkwirth
Within this project, we developed fast methods for characterizing drugs with respect to
several properties such as binding affinity to a given target, toxicity or transport properties.
A drug screening procedure is generally based on a molecular descriptor that encodes the
properties under consideration. This descriptor is then scored to estimate the property of
the given drug. If the screening procedure aims at comparing drugs with respect to similar
biological functions, then the descriptors of the two drugs in question have to be compared
and their similarity has to be scored.
We devised a Statistical Learning method that learn adaptive structural molecular de-
scriptors on the basis of non-standard neural network architectures [1, 4]. These adaptive
descriptors can be trained to a variety of properties, including physico-chemical properties,
biological properties (ADME/Tox), binding affinities or drug likeness. The approach has
shown to be effective for learning the antiviral activity on the NCI AIDS Antiviral Screen
data set.
We refined the network architecture by incorporating knowledge on possible chemical
or biological mechanisms. Efficient optimization algorithms were developed that allow for
fast and exact training of these networks on large data sets. Stochastic gradient descent
techniques and derivative-free nonlinear filtering approaches were used as a fast alternative
to standard batch learning methods.
The combination of non-standard model types with recent developments in computational
learning theory (ensemble methods, robust loss functions, boosting, active learning) enabled
us to successfully construct classifiers from observed data that are capable of predicting the
outcome of future experiments with improved accuracy. As a byproduct of the investigations
within this project, a new training algorithm for pattern recognition using fast CNN (Cellular
Neural Networks) was devised and published [2, 3, 5].
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13.8 Computational Chemistry
The use of computers in the calculation, handling, and analysis of the large amounts of
chemical information in drug design (cheminformatics) becomes a more and more important
interdisciplinary field. The impact of chemistry on many bioinformatics research projects is
evident: The incorporation of chemical information is essential whenever molecular structure
or chemical properties are involved. This is particularly true for docking methods, where
an accurate chemical description (for example protonation state, interaction geometries,
stereochemistry) of the binding site as well as the small molecule ligand is necessary to
obtain reliable results.
Two current research projects deal with the improvement of our docking and virtual
screening methods by means of chemistry: The first project is the improvement of the metal
ion description (Section 13.8.1), the second is the development of methods for automated
preprocessing and prefiltering of screening compound libraries using simple and fast rejection
rules (Section 13.8.2). In addition, we also describe the integration of our virtual screening
environment.
The other direction, namely the adaptation and application of methods from bioinformat-
ics to solve problems in pure chemistry is even more important. A challenging problem in
molecular recognition is the development of novel artificial (synthetic) receptors for given
ligands. This problem is complementary to the design of molecular guests for natural (pro-
tein) receptors. Here, we have developed the new docking tool FlexR that uses the FlexX
methodology for docking any type of ligand into arbitrary organic receptors taking the full
conformational flexibility of both partners into account (Section 13.8.3).
13.8.1 Metal Coordination Chemistry in Docking Studies
Investigator: Andreas Ka¨mper
Metal ions play a significant role in biological systems and metals, such as iron or zinc, that
are essential for life, while others like mercury are highly toxic [1]. Many proteins rely on
metal ions for catalytic function or in maintaining structure. In the rapidly developing field
of bioinorganic chemistry, this interplay between metal ions and proteins is of particular
interest. Due to their role in many biological processes, metalloproteins and metalloenzymes
are also valuable targets in structure-based drug design. A characteristic property of all metal
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ions is their coordination chemistry, i.e. in which geometrical arrangements (e.g. octahedral,
pentagonal bipyramidal) they bind to ligating atoms of proteins and to small molecules [2].
The current representation of metal ions in our docking tool FlexX is fairly simple: All
metal ions, irrespective of their chemical nature, are described as spheres with the same
radius. Within this project, we are improving FlexX by implementing a more accurate model
by incorporating the correct coordination geometry and more accurate average radii to the
next neighbors for all biologically relevant metal ions.
Description of Metal Coordination Geometry
In order to deal with all possible coordination geometries (ideal and distorted polyhedra) a
representation of the coordination with pseudo-atoms was chosen. Vectors from the metal
center to these pseudo-atoms determine the directions towards the corners of the polyhedron.
This structural representation is generated from coordinates of Protein Data Bank files.
Finally, the resulting structure is stored as a molecule file and is read into FlexX like a
usual co-factor. Prior to docking, interaction spheres (i.e. the geometries of the interaction
surfaces described by parameters for radii and opening angles) are generated using a novel
set of user-editable rules. The new methodology is compatible with all recent enhancements
and modifications of FlexX.
So far, the extraction of the metal coordination had to be performed manually by inspect-
ing the PDB file and determining the type and orientation of the coordination polyhedron.
This was a time consuming and error prone task. We developed a new tool for automatic
determination of the coordination geometry of any metal ion in a protein. To determine the
coordination geometry, the program first analyzes the neighborhood of the metal ion. Here,
a heuristic is used to compare the given neighboring atoms with reference atoms of ideal
polyhedra. Since many of the coordinating atoms in the PDB are missing (invisible water,
ligands) the procedure also takes all polyhedra with missing corners into account. For all
results the program calculates the deviation from an ideal polyhedron and estimates the
reliability of the prediction.
The new coordination assignment program was tested on all metalloproteins contained in
the FlexX 200 test data set [3] and the CCDC/Astex test set [4]. In all cases, the coordination
polyhedron is in agreement with a manual assignment. The program only fails in cases where
the coordination geometries are ambiguous, which is also problematic for manual assignment.
Future Work
Currently we evaluate the docking performance of the improved metal ion description on
large test sets. Furthermore, we plan to perform an automated statistical analysis of metal
coordination chemistry in proteins. This might also help in function prediction of metallo-
proteins. In future work, we will use the improved method to dock metal ions into crown
ethers, an important class of artificial receptors (Section 13.8.3) for metal ions.
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13.8.2 Filtering, Preprocessing and Virtual Screening of Large Chemical
Libraries
Investigator: Andreas Ka¨mper
In experimental high-throughput screening (HTS) typically several hundred thousand com-
pounds are tested by pharmaceutical companies. Due to developments in combinatorial
chemistry this number will approach several millions soon. An alternative to HTS is the
virtual screening (VS) of compounds. For VS either the three-dimensional structure of the
target (structure-based design) or a known active ligand must be present (ligand-based de-
sign). In a typical set-up for VS, up to millions of compounds are screened against a target.
Filtering of Chemical Libraries
Unfortunately, many of the compounds in chemical libraries are too large, too lipophilic or
too flexible to be a suitable drug [3]. In order to reduce the number of experiments per active
compound, chemicals which are unlikely to be a good drug must be filtered out as soon as
possible from the screening pipeline.
By analysis of chemical properties of drugs that have entered clinical trials, it became
evident that molecules must have certain chemical properties to be “drug-like”. The “rule of
five”, the most prominent example, provides simple heuristic rules for oral bioavailability [3].
Many functional groups of compounds tend to be toxic or too reactive under physiological
conditions [4].
Integrated Screening Environment
In an ongoing project, we are integrating available and self-developed prefiltering and clas-
sification schemes for screening compounds into a single Environment for Chemical Library
Inspection, Pre- and Postprocessing, and Screening Evaluation (ECLIPPSE) [2]. On the
basis of this graphical front-end with interfaces for interacting with in-house and external
programs, we can perform an automatic preprocessing and prefiltering of compounds. Un-
like published databases on screening compounds (e.g. ZINC [1]), our tool allows in-house
updates of the screening compound collections whenever new compounds become available
and provides the technology to fully automatically keep the compound collection up to date.
So far, interfaces to a chemical hashcode program (finding duplicates in compound data-
bases), to a structure generator (generation of high quality three-dimensional coordinates
and backward to two-dimensional coordinates), and to the ligand preprocessing features of
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FlexX (e.g. hydrogen addition, force-field minimization) have been included. Furthermore,
we integrated a chemical property estimation module that can predict all types of fragment-
additive chemical properties. Currently, polar surface area, octanol-water partitioning coef-
ficient (logP), and molar refractivity can be calculated and used as property filters.
Additionally we implemented a substructure search program that uses the Sybyl Line
Notation (SLN) for chemical substructures. User-editable rules in SLN allow the generation of
functional group filters. Here, we included filter rules for reactive substances, for compounds
unlikely to be leads, and for various types of toxicity. All calculated data is stored in a
relational database system, and the filter criteria can be used from within FlexX. The tool
has already been proven to be of valuable help in visual inspection and analysis of our
screening results, as it can merge input and output data of virtual screening runs.
In further work, we want to improve the post-processing of docking results and to include
methods for reranking of results and for clustering similar docking solutions.
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13.8.3 Docking of Ligands into Flexible Artificial Receptors
Investigators: Andreas Steffen and Andreas Ka¨mper
A key problem in the field of supramolecular chemistry [6, 9] and molecular recognition is
the development of novel artificial receptors. The long-term goal is the de novo design of
highly specific host molecules for given guests [5].
A significant prerequisite for design is the existence of methods that reliably predict the
conformation of molecular receptor-ligand complexes (Figure 13.12).
Figure 13.12: Proposed pipeline for the design of novel artificial receptors.
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In protein-ligand docking, the structure of a protein receptor or, more accurately, the
geometrical arrangement of its interacting groups, plays an important role in directing the
build up of the ligand. This is also the case for rigid artificial receptors [2]. The advantage
of the directing role of the receptor is lost, if the receptor is also entirely flexible and its
conformation in the complexed state is not known during the docking process.
In previous work we developed two simple and related automated procedures for structure
prediction of complexes between artificial receptors and their ligands. The high degree of
conformational flexibility of both the ligand and many artificial receptors is addressed in
our procedures. All methods are based on FlexX and all basic concepts of FlexX have been
adapted for the docking into artificial receptors.
Original Approach
Our original approach was to perform a full conformational analysis of one of the two
molecules and to sequentially dock the other molecule into all conformations generated.
Thus, the conformational space of one molecule is precomputed while the space of the other
molecule is sampled during the incremental construction procedure of the docking. Here,
conformations at acyclic single bonds are modelled by a discrete set of preferred torsion an-
gles [4], whereas conformations of ring systems are computed with CORINA [8]. All possible
combinations of this conformation sets are generated and stored in a tree. All conformers
with intramolecular clashes are discarded.
Since both molecules, ligand and receptor, are small, their roles can be interchanged in
docking. Therefore two docking directions, forward and inverse docking were possible. With
these two related procedures the docking of a test data set was successful. However, if the
conformational space of both molecules is too large, the computing time rises dramatically.
For large complexes this was not acceptable for artificial receptor design purposes.
Dual Incremental Construction
We developed a new strategy to tackle this problem. Our new approach samples the con-
formational space of both molecules simultaneously in an efficient manner: Both molecules
– the ligand and the synthetic receptor – are severed at each acyclic single bond as before.
Thus, segments are obtained out of which several so-called base fragments are selected. These
base fragments are connected segments, which preferably have a high number of directive
interaction centers (H-bond donors or acceptors, charged atoms) along with a small number
of different conformations. In the next step we place each conformation of a ligand’s base
fragment onto each conformer of a receptor’s base fragment. In accordance to the FlexX
parametrization interaction surfaces are assigned to each interaction center of the receptor.
These centers are discretized to dots on the interaction surface. A slightly modified pose-
clustering algorithm of FlexX is used to achieve initial complexes between the ligand’s and
receptor’s base fragments. The resulting complexes are scored by an empirical scoring func-
tion. The best scoring solutions are taken as starting points for the subsequent incremental
construction of the whole complex. In order to perform this step, different strategies have
been tested. The underlying principle is that one molecule is expanded by its next segment
whereas the other molecule serves as its template. The roles are exchanged after each step,
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Figure 13.13: Predicted structures (rank 1) of complexes between artificial receptors and
their ligands (colored by atom type) superimposed on the corresponding ref-
erence structure (orange). Left: Dual incremental construction of the pyrazine
receptor of [7]. Right: Dual incremental construction of the glutaric acid re-
ceptor of [3].
so that the molecule that was expanded in the previous step becomes template and the
former template is expanded by its next segment. This is repeated until the entire complex
is completely built up [10, 11].
Validation
For validation, we have selected a test set containing some of the most flexible receptor-ligand
complexes from the Cambridge Structural Database (CSD) [1]. Some of the complexes have
up to nine rotatable bonds in the receptor. Intermolecular interactions in these complexes
are dominated by hydrogen bond interactions.
Our new algorithm showed promising results on the validation set. Two examples of com-
plex structures obtained with the dual incremental construction are shown in Figure 13.13.
For the artificial receptor complexes of Pascal and Ho [7] and Garcia-Tellado et al. [3] near
native solutions were obtained with the new methodology. The root mean square deviations
(RMSD) of the computed top ranking results are below 1 A˚ with respect to the crystal struc-
ture references. The comparison between our already developed forward and inverse docking
procedure with the new technique reveals comparative results regarding docking quality. The
major advantage of the new technique is the reduction of compute time due to reduction of
the search space. Nevertheless, the dual incremental construction needs improvement: For
some complexes manual intervention for the selection and placement of base fragments is
still necessary. Otherwise the algorithm would not be able to find an acceptable solution in
all cases. Currently we are working on a method to circumvent this problem. Here we use a
clique-based approach to find sets of interactions that can be realized simultaneously.
A common situation for artificial receptors is the occurrence of macrocyclic ring systems.
We have implemented an algorithm which generates a discrete set of ring conformations
using depth first search. Conformations are generated by stepwise rotating all single bonds
within the ring by a torsion increment. Here we use tree pruning to allow only conformations
which retain the ring and use early rejection criteria to reduce the search space.
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Future Work
In the future we want to combine our FlexR algorithm with the technology that has been
developed for the FlexPharm module. It uses the directed-tweak algorithm to judge whether
an aimed interaction can be formed or not. The pharmacophoric constraints can be used as
early rejection criteria. These methods together with new developments of our cooperation
partners — Institute of Theoretical Chemistry and Computer Chemistry, Heinrich-Heine-
University Du¨sseldorf (development of an improved scoring function suitable for artificial
receptors also in other solvents than water) and Institute for Computer Science, Ludwig-
Maximilians-University Munich (handling of combinatorial chemistry space and development
of new chemical libraries) — will help us to finally implement methods for both de novo
design and rational optimization of novel artificial receptors.
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13.9 System Administration
13.9.1 Hard- and Software Configuration Inhouse
Investigator: Joachim Bu¨ch
Due to the manifold research interests in the group a lot of diverse software must be available
for the scientific research projects. For the group to develop new bioinformatics software,
statistical software packages are needed as well as complex software tools for molecular
modelling and extremely powerful databases for large volumes of data. For these reasons a
comprehensive hardware and software infrastructure with large compute clusters, database
servers and high-end graphical workstations with operating systems as SunOS, different
Linux derivates and Windows have been made available to the group. In contrast to the
other groups in the institute, the bioinformatics group offers many servers to the external
user community. This hard- and software, which will be described below, is maintained
within in the group. Administration comprises the requirements analysis and supply of new
hard- and software, the installation and upgrades of bioinformatics software and operating
systems, user support for the research project members and students and documentation of
the infrastructure.
Compute Clusters
Additionally to the Institutes Sun Fire 15000 with 58 UltraSPARC III processors and 160 GB
main memory, a new Dell compute cluster was bought by the group. The cluster has 33
Dell’s Power Edge 2650 server nodes with Dual Xeon 3.1 GHz processors and 4 GB RAM
per node. Whereas 30 of the nodes act as normal compute nodes, the other nodes consist
of an application server, a database server and the master server. Linux Red Hat acts as
OS and the message passing software comes from Scali. The database server runs a MySQL
database with a capacity of 600 GB disk space. Other Software on the application server
controls the parallel computing. The cluster is primarily used for high-performance drug
screening (using the Gromacs software), molecular docking methods and the development of
the FlexX software.
Database Server
MySQL databases and an Oracle 9i database with total capacities of 70 GB and 600 GB
reside on a Sun Ultra 80 with 4 UltraSPARC II processors and 4GB of main memory. The
databases are used group-wide. Additionally they serve as backend system for the internet
services and software which is offered by the bioinformatics group to cooperation partners
over the World Wide Web. A second MySQL server is installed on a single processor Sun
Blade 1000, which is also available as workstation to students who are doing their practicums.
Web Servers
Two Sun Fire 280R with 2 UltraSPARC III processors are available for web services. The
first is used for the bioinformatics projects of the group and for making the locally developed
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software available to the bioinformatics community. The second server is on loan as part of
a collaboration with the Helmholtz Network of Bioinformatics (HNB).
Graphical Workstation
For the analysis of the molecular structures that are studied in bioinformatics, it is necessary
to examine them interactively. The applications used for this purpose manipulate massive
amounts of data in real-time by using 3D rendering. The molecular modeling environment
Sybyl from Tripos Software runs therefore on a Dell Precision Workstation 650 with a Dual
Xeon 3.1GHz processor under Red Hat OS and uses the hardware acceleration of a nVidia
Quadro FX1000 graphics card. StereoGraphics CrystalEyes shutter glasses give the illusion
of 3D objects on a 2D screen.
Specialized Software
There is an SGI Octane machine with IRIX OS available for the software package Relibase+
from Cambridge Crystallographic Data Centre, which is a program for searching the struc-
tural database Protein Data Bank (PDB), and the Cambridge Structural Database (CSD),
which contains crystal structure information for over 272, 000 organic and metal organic
compounds.
Individual Hardware
For individual purposes most members of the group use dual-boot notebooks with Linux
and Windows OS. Furthermore there are a lot of single processor Sun Blade 100 and Intel
based workstations configured with Debian Linux or MS Windows for the FoPra and Master
students.
Future Hardware Plans
Another new compute cluster with 96 Sun Fire V20z Compute -Nodes is currently being
installed. It also comprises two additional nodes for development and three file servers. This
cluster will also be used by other groups in the institute.
13.9.2 Biological Databases
Investigator: Joachim Bu¨ch
Another focus of system administration is the configuration, design and operation of various
biological databases, which are used in the group:
– SCOP (Structural Classification of Proteins) is a database with protein domain tem-
plates.
– PDB is a copy of the common available Protein Data Bank.
– ProtFun is a database for Protein Function Prediction.
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– Arevir is a database with viral DNA sequences for the analysis of resistance mutations
of the human immunodeficiency virus, which is used in the project geno2pheno for the
optimization of HIV therapy.
Most of these databases existed as flat files. In order to speed-up the necessary queries against
the databases, we gathered these flat files and converted them into relational databases as
MySQL and Oracle. Being experienced with administration of large relational databases, the
system administrator is responsible for the installation upgrade and backup of the databases
and provides support for the migration of existing databases. Permanent performance op-
timization is also very important in the operation of databases, because the efficiency of
queries is closely related to the internal organization of data in a database.
13.9.3 Internet Server
Investigator: Joachim Bu¨ch
The presentation of bioinformatics projects, internally developed software and the provision
of an infrastructure supporting the information exchange in the group is also important.
This can be achieved by means of intranet and internet solutions:
Project Web Pages
The World Wide Web is an important medium to be in contact with the bioinformatics
community. It was necessary to give the visitor of AG3’s internet sites an overview of the
work done in the groups projects. Our web pages do not only show the results of our current
and completed projects, they also make demo versions of the locally developed software
available to the visitor. In order for the web site to be always up to date, it is planned to
implement a modern content management system like Typo3 rather than creating HTML
pages statically.
Geno2pheno
HIV resistance reports and coreceptor usage are methods for predicting drug resistance in
HIV therapy. Based on an HIV genome sequence our internet service makes suggestions for
drug combination therapies. Our aim is to further improve the usability of this service for
physicians and to implement new predictive algorithms. PDF reports, simultaneous screening
and the implementation of the “German algorithm”, a tabular solution to the problem of
estimating resistance of HIV strains against drugs, require some changes on the front- and
backend of the server and are currently being implemented.
Web Interfaces
Almost all projects need a large amount of data which is stored in databases. If a project
offers software and services such as structure alignment or protein structure prediction via the
internet, communication needed between the external web server and the internal databases.
For this reason a common usable gateway over the institute’s firewall has been created,
providing a secure way to query databases in the intranet from web services and application
clients in the internet. Figure 13.14 illustrates this principle.
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Figure 13.14: Setup of internet server, lines are separating the client side and the internet
with DMZ from the MPI Intranet.
Software
The ARBY server will provide you with a computed 3D model for a given amino acid query
sequence. The models are constructed by identifying suitable template structures, i.e. protein
structures as determined by X-ray crystallography or NMR which are reasonably similar to
the query sequence. ARBY’s speciality is finding remotely homologous templates for a given
target. These are typically templates, which are not identified with a psi-blast search.
Mtreemix is a software package to estimate mixture models of mutagenetic trees from
observed cross-sectional data. Mutagenetic tree mixtures are probabilistic models that have
been designed to describe evolutionary processes that are characterized by the accumulation
of genetic changes. Mtreemix has been applied to model the development of drug resistance-
associated mutations in the HIV genome and the accumulation of chromosomal gains and
losses in tumor development.
Geno2pheno is a software tool that predicts phenotypic drug resistance of human immun-
odeficiency viruses from the DNA sequence of their pol-gene.
STRuster: Alternative structural models, determined by X-ray crystallography or NMR
spectroscopy, are frequently available for a given protein. These models can present significant
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structural dissimilarity. STRuster is a method for clustering alternative structural models
corresponding to different structure determination experiments. The structures are classified
according to backbone structure similarity.
ROCR: ROC graphs, sensitivity/specificity curves, lift charts, and precision/recall plots
are popular examples of trade-off visualizations for specific pairs of performance measures.
ROCR is a flexible tool for creating cutoff-parametrized 2D performance curves by freely
combining two from over 25 performance measures (new performance measures can be added
using a standard interface). Curves from different cross-validation or bootstrapping runs can
be averaged by different methods, and standard deviations, standard errors or box plots can
be used to visualize the variability across the runs. The parametrization can be visualized
by printing cutoff values at the corresponding curve positions, or by coloring the curve
according to cutoff. All components of a performance plot can be quickly adjusted using a
flexible parameter dispatching mechanism. Despite its flexibility, ROCR is easy to use, with
only three commands and reasonable default values for all optional parameters.
Intranet
To improve the internal communication we plan to install a “WiKi” system in the intranet.
With the installation of a central source code revision system (CVS and Subversion) we will
reach an appropriate level of quality management for the completed software projects.
13.10 Academic Activities
13.10.1 Journal Positions
Thomas Lengauer is on the editorial board of
– Bioinformatics (Associate Editor) (since 1996),
– Comparative and Functional Genomics (since 2003),
– Discrete Applied Mathematics (since 1989),
– IEEE-ACM Transactions on Computational Biology and Bioinformatics (since 2004),
– Journal of the ACM (Area editor: Computational Biology) (since 1991),
– Journal of Computational Biology (since 1997),
– Springer Lecture Notes in Bioinformatics (since 2003).
13.10.2 Conference and Workshop Positions
Membership in Program Committees
Thomas Lengauer:
– Second European Conference on Computational Biology (ECCB 2003), Paris, France,
September 2003,
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– Eleventh International Conference on Intelligent Systems for Molecular Biology (ISMB
2003), Brisbane, Australia, June 2003,
– German Conference on Bioinformatics (GCB 2003), Mu¨nchen, October 2003,
– Eighth Annual International Conference on Computational Molecular Biology (RE-
COMB 2004), San Diego, March 2004,
– Ninth Annual International Conference on Computational Molecular Biology (RE-
COMB 2005), Boston, May 2005,
– Fourth European Conference on Computational Biology (ECCB 2005), Madrid, Spain,
September 2005.
Membership in Organizing Committees
Thomas Lengauer:
– Twelfth International Conference on Intelligent Systems for Molecular Biology (ISMB
2004), jointly with the Third European Conference on Computational Biology (ECCB
2004), 31.7.-4.8.2004, Glasgow (with David Gilbert, Janet Thornton).
13.10.3 Invited Talks and Tutorials
Mario Albrecht:
– Improving protein structure prediction with additional experimental data, Workshop
Computational Methods in the Nanoscopy of Supramolecular Biological Complexes,
Mannheim, Germany, October 2003.
– Ataxin-2 and other polyQ disease proteins, Invited talk, MRC National Institute for
Medical Research, London, United Kingdom, December 2003.
– Improvement of protein structure prediction using supplementary experimental data,
Invited talk, Padova, Italy, January 2004.
– Protein structure and function prediction for autoinflammatory and neurodegenerative
diseases, HGM Workshop Genome Annotation and Bioinformatics, Berlin, Germany,
April 2004.
– Structural and functional analysis of proteins associated with autoinflammatory or neu-
rodegenerative diseases, ISMB SIG Bioinformatics and Disease, Glasgow, United King-
dom, July 2004.
Iris Antes:
– Molecular Interactions, HNB-Workshop, German Cancer Research Center (Deutsches
Krebsforschungszentrum), Heidelberg, September 2003.
– Biomolecular Docking: FlexX and cKordo, Invited talk, German Cancer Research Cen-
ter (Deutsches Krebsforschungszentrum), Heidelberg, March 2004.
– Target specific scoring functions: Parameter Optimization using Ensemble Methods,
Invited talk, Computer Simulation and Theory of Macromolecules Conference, Hu¨nfeld,
May 2004.
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– Docking into the homology models of CYP11B2 and CYP11B1, Invited talk, Cy-
tochrome P450 Symposium, Saarbru¨cken, July 2004.
– Towards higher accuracy in molecular docking methods, Invited talk, MGMS Confer-
ence, Manchester, August 2004.
Niko Beerenwinkel:
– Methods for Optimizing Antiviral Combination Therapies, International Conference on
Intelligent Systems for Molecular Biology, Brisbane, Australia, June 2003.
– Computational Analysis of HIV Drug Resistance Data and Clinical Implications, Quali-
ta¨tszirkel HIV Saar, Saarbru¨cken, November 2003.
– Computational Analysis of HIV Drug Resistance Data, Bioinformatics Seminar, Center
for Bioinformatics, Saarland University, December 2003.
– Learning Multiple Evolutionary Pathways from Cross-sectional Data, Annual Interna-
tional Conference on Research in Computational Biology, San Diego, CA, March 2004.
– Statistical Methods for the Prediction of Phenotypic Drug Resistance from Genotypes,
Schering-Plough Workshop, Department of Biostatistics, Harvard School of Public
Health, Boston, MA, June 2004.
– The Genetic Barrier, Abbott Virology Workshop, Cologne, September 2004.
– Modeling the evolution of HIV-1 drug resistance, Invited talk, Institute of Virology,
University of Cologne, October 2004.
– Computational Analysis of HIV Drug Resistance Data, Invited talk, Max Planck In-
stitute for Molecular Genetics, Berlin, November 2004.
Andreas Ka¨mper:
– Large-scale virtual screening for novel inhibitors, Invited talk, Sun High Performance
Computing Consortium, Phoenix, Arizona, United States, November 2003.
– Docking of ligands into ’unusual’ targets, Invited talk, Center for Bioinformatics Ham-
burg (ZBH), Hamburg, February 2004.
– Large-scale virtual screening for novel inhibitors, Invited talk, Center for Bioinformatics
Tu¨bingen (ZBIT), Tu¨bingen, April 2004.
– Entwicklung von Medikamenten am Computer, Lecture series at secondary schools in
the framework of the annual general meeting of Max Planck Society (Schulvortrag),
Stromberg comprehensive secondary school, Vaihingen an der Enz, June 2004.
Thomas Lengauer:
– Analysis and prediction of protein function, Invited talk, Arbeitstagung “Mikrometh-
oden in der Proteinchemie”, GSF Neuherberg, June 2003.
– Perspectives of bioinformatics, Invited talk, DFG Zentrum fu¨r funktionelle Nanostruk-
turen, University Karlsruhe, July 2003.
– Structure-based methods for drug screening, Invited talk, Stanford University, USA,
September 2003.
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– Path mapping based on mRNA expression data, Invited talk, ESF Workshop on Gene
Expression Data, Leuven, Belgium, September 2003.
– Analyzing HIV resistance phenomena with bioinformatics methods, Invited talk, Euro-
pean Symposium on Computational Biology (ECCB 2003), Paris, France, September
2003.
– Perspectives of bioinformatics, Invited talk, GI Jahrestagung, Frankfurt, October 2003.
– Perspectives of bioinformatics, Invited talk, University Mainz, November, 2003.
– Analyzing HIV resistance phenomena with bioinformatics methods, Invited talk, Jah-
restagung der Gesellschaft fu¨r Virologie, Tu¨bingen, March 2004.
– Analyzing HIV resistance phenomena with bioinformatics methods, Invited talk, Bio-
perspectives 2004, Wiesbaden, May 2004.
– Analyzing HIV resistance phenomena with bioinformatics methods, Invited talk, Scan-
dinavian Bioinformatics Meeting, Linko¨ping, Sweden, June 2004.
– Analyzing HIV resistance phenomena with bioinformatics methods, Invited talk, Fifth
caesarium, Bonn, September 2004.
– Bioinformatics of molecular structures, Invited talk, Homburg, September 2004.
– The future of bio- and cheminformatics – a personal view, Invited talk, Workshop on
Computational Approaches to Virtual and Experimental Drug Screening, FhG Cam-
pus, Sankt Augustin, October 2004.
– Analyzing HIV resistance phenomena with bioinformatics methods, Invited talk, MPG
BMS-CPTS Symposium, Berlin, November 2004.
– Bioinformatics contributions along the road from disease to therapy, Invited talk, MPI
fu¨r Pflanzenphysiologie, Golm, February 2005.
– Analyzing HIV resistance phenomena with bioinformatics methods, Invited talk, Aka-
demie fu¨r Naturforscher Leopoldina, Halle, February 2005.
Jochen Maydt:
– Scoring Biological Pathways From Gene Expression Data Based on Statistical Signif-
icance, Invited talk, Joint meeting of the IBS-DR and the DAE, Heidelberg, March
2004.
Jo¨rg Rahnenfu¨hrer:
– Robust clustering methods for microarrays: Image analysis and tumor classification,
Invited talk, Verbundseminar Berlin-Go¨ttingen-Heidelberg-Marburg Go¨ttingen, June
2003.
– Faustregeln fu¨r die explorative Analyse von Microarrays, Invited talk, DNA-Microarray
User Meeting, BMFZ, Du¨sseldorf, July 2003.
– Statistical analysis of gene expression arrays, Invited talk, Jahrestagung der DMV
(Deutsche Mathematiker-Vereinigung), Rostock, September 2003.
– Exploratory data analysis for microarrays, NGFN – Courses in Practical DNA Mi-
croarray Analysis, Heidelberg, October 2003.
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– Design und Analyse von Microarrays: Wie man mit Statistik nicht in der Datenflut
ertrinkt, Invited talk, Graduiertenkolleg Zellula¨re Regulation und Wachstum Homburg,
Seminar, Homburg, October 2003.
– Exploratory data analysis for microarrays, NGFN – Courses in Practical DNA Mi-
croarray Analysis, Berlin, November 2003.
– Robuste Clusterverfahren fu¨r Microarrays: Bildanalyse und Tumorklassifikation, In-
vited talk, Herbsttagung der AG-DANK (Datenanalyse und numerische Klassifikation),
Du¨sseldorf, November 2003.
– Exploratory data analysis for microarrays, NGFN – Courses in Practical DNA Mi-
croarray Analysis, Heidelberg, March 2004.
– Calculating the statistical significance of changes in pathway activity from gene expres-
sion data, Karlsruher Stochastiktage, Karlsruhe, April 2004.
– Exploratory data analysis for microarrays, NGFN – Courses in Practical DNA Mi-
croarray Analysis, Berlin, June 2004.
– Statistical analysis of gene expression data, Invited talk, Summer School: Advanced
Modelling of Biological Function, International University Bremen, August 2004.
– Bridging the Gap: Connecting Biology and Statistics for the Interpretation of Gene Ex-
pression Data, Invited talk, Jahrestagung der DMV (Deutsche Mathematiker-Vereini-
gung), Heidelberg, September 2004.
– Exploratory data analysis for microarrays, NGFN – Courses in Practical DNA Mi-
croarray Analysis, Berlin, November 2004.
– Scoring pathway activity from gene expression data, NGFN – Courses in Practical DNA
Microarray Analysis, Berlin, November 2004.
– From a gene list to biological function – Scoring pathway activity from gene expres-
sion data, Invited talk, Workshop: Best Practices in Microarray Studies, Heidelberg,
December 2004.
– Exploratory data analysis for microarrays, NGFN – Courses in Practical DNA Mi-
croarray Analysis, Heidelberg, March 2005.
– Scoring pathway activity from gene expression data, NGFN – Courses in Practical DNA
Microarray Analysis, Heidelberg, March 2005.
– Estimating cancer survival and clinical outcome based on genetic tumor progression
scores, Invited talk, Freiburger Zentrum fu¨r Datenanalyse und Modellbildung, Freiburg,
April 2005.
Tobias Sing:
– HIV subtyping with geno2pheno, Invited talk, Cologne, October 2003.
– geno2pheno[coreceptor]: a tool for sequence-based prediction of coreceptor usage, Invited
talk, Arevir meeting, Cologne, May 2004.
– Learning mixtures of localized rules by maximizing the area under the ROC curve,
International Workshop on ROC Analysis in Artificial Intelligence, Valencia, Spain,
August 2004.
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– Host virus drug interactions in HIV infection: sequences, molecules, populations, In-
vited talk, University of Rome Tor Vergata, Rome, Italy, February 2005.
Oliver Sander:
– Protein structure prediction – an overview, Advanced Course on Structural Biology,
Invited talk, Coimbra, Portugal, October 2004.
Ingolf Sommer:
– Bioinformatik – eine U¨bersicht, Invited talk, Final German IOI Training, Otzenhausen,
June 2003.
– Arby Automated Fold Recognition, Migenas Project-Meeting, Garching, June 2003.
– An Overview of Protein Structure Prediction, Invited talk, Annual Meeting of the
German Chemical Society (GDCh), Munich, October 2003.
– 3D Protein Structure Prediction – Overview and Methods within HNB, HNB workshop,
Heidelberg, November 2003.
– Arby – an Update, Migenas Project-Meeting, Saarbru¨cken, December 2003.
– Automated Methods for Protein Structure Prediction, HNB closing meeting, Heidel-
berg, March 2004.
– Protein Structure Prediction – what’s going on in Saarbru¨cken?, Migenas Project-
Meeting, MPI Infection Biology, Berlin, July 2004.
– Protein Fold Recognition and Structural Modelling, Invited talk, Summer School: Ad-
vanced Modelling of Biological Function, International University Bremen, August
2004.
– Contributions to the Structural and Functional Analysis of Proteins, DFG Schwer-
punkt, Bonn, November 2004.
– Predicting Protein Structure Classes from Function Predictions, Invited talk, post-
CASP Workshop, Padova, December 2004.
Andreas Steffen:
– Evaluation of the applicability of the FlexE ensemble docking approach to virtual screen-
ing of CDK2, 18. Darmsta¨dter Molecular Modelling Workshop, Erlangen, Mai 2004.
13.10.4 Other Academic Activities
Thomas Lengauer:
– Member of the Steering Committee of the International Conference on Computational
Molecular Biology (RECOMB),
– Coordinator of the DFG Priority Program Informatics Methods for the Analysis and
Interpretation of Large Genomic Datasets,
– Coordinator of the Helmholtz Network for Bioinformatics (HNB) (–2003).
– Scientific Director of Zentrum fu¨r Bioinformatik Saar
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– Member of the Scientific Council of the Scuola Galileo Galilei at the University of Pisa
– Member of Board of Trustees of the Heinz-Nixdorf-Institute, Paderborn
– Member of the Scientific Advisory Board of the Berlin Center for Genome Based Bioin-
formatics (BCB)
– Member of the Scientific Advisory Board of the Cologne University Bioinformatics
Center (CUBIC)
– Member of the Scientific Advisory Board of the association “genafor – Gesellschaft fu¨r
nachhaltige Forschung”
– Member of the Scientific Advisory Board of Evotec OAI
– Member and Speaker of the Scientific Advisory Board of the Swiss Institute of Bioin-
formatics (SIB)





The Elements of Statistical Learning I (Lecturer: Thomas Lengauer, Tutor: Christian
Merkwirth)
Lectures:
Guest lecture on docking in: Software Tools in Bioinformatics (Softwarewerkzeuge der
Bioinformatik) (Lecturer: Andreas Ka¨mper)
Summer Semester 2004
Courses:
Computational Biology / Bioinformatics II (Lecturer: Thomas Lengauer, Tutor: Oliver
Sander)
Computer-Aided Drug Design (Lecturer: Andreas Ka¨mper, Tutor: Andreas Ka¨mper)




The Elements of Statistical Learning I (Lecturer: Thomas Lengauer, Tutor: Jochen Maydt)
Structural Bioinformatics (Lecturers: Francisco Domingues, Ingolf Sommer, Tutor: Hongbo
Zhu)
Computational Chemistry 2 (Lecturer: Iris Antes, Tutor: Iris Antes)
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Lectures:
Guest lecture on docking in: Software tools in bioinformatics (Softwarewerkzeuge der
Bioinformatik) (Lecturer: Andreas Ka¨mper)
Interdisciplinary lecture series: Introduction to Bioinformatics (Ringvorlesung: Einfu¨hrung
in die Bioinformatik):
Bioinformatik – Mit dem Computer auf der Suche nach den Geheimnissen des Lebens
(Lecturer: Thomas Lengauer)
Bioinformatik: Vom Genotyp zum Pha¨notyp (Lecturer: Thomas Lengauer)
Flexibles Molekulares Docking (Lecturer: Iris Antes)
Fully-Automated Large-Scale Virtual Sreening (Lecturer: Andreas Ka¨mper)
Summer Semester 2005
Courses:
Computational Biology / Bioinformatics II (Lecturer: Thomas Lengauer, Tutor: Christoph
Bock)
Computer-Aided Drug Design (Lecturer: Andreas Ka¨mper, Tutor: Andreas Steffen)
The Elements of Statistical Learning II (Lecturer: Jo¨rg Rahnenfu¨hrer, Tutor: Adrian
Alexa)
Diploma Theses
Christoph Hartmann: Erweiterung der Dockingsoftware FlexE durch das Modell der Mean
Field-Theorie, University of Bonn, 2004.
Oliver Sander: Local sequence-structure relationships in proteins, University of Erlangen-
Nu¨rnberg, 2004; Advisor: Ingolf Sommer.
Tobias Sing: Learning localized rule mixtures by maximizing the area under the ROC
curve, with an application to the prediction of HIV-1 coreceptor usage, University of
Freiburg, 2004; Advisor: Niko Beerenwinkel.
Master Theses
Adrian Alexa: Integrating the GO Graph Structure in scoring the significance of gene
ontology terms, 2005; Advisor: Jo¨rg Rahnenfu¨hrer.
Jumamurat Bayjanov: Scoring pathway activity from gene expression data, 2004; Advisor:
Jo¨rg Rahnenfu¨hrer.
Burkhard Heil: Spezifische Erkennung von Kaliumkana¨len mit Methoden des Pattern
Matching, University of Bonn, 2004.
Igor Trajkovski: Analysis of protein binding pocket flexibility, 2004; Advisor: Iris Antes.
Junming Yin: Model selection for mixtures of mutagenetic trees, 2005; Advisors: Niko
Beerenwinkel, Jo¨rg Rahnenfu¨hrer.
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FoPras/Bachelor Theses
Susanne Eyrisch: Fun2Struc – A tool for predicting protein structure classes from function
predictions; Advisor: Ingolf Sommer.
Andreas Schlicker: AutoDart – Automated different analysis of proteomes; Advisor: Fran-
cisco S. Domingues.
Thomas Binsl: Implementation of a generic fragment based method for automated calcu-
lation of the octanol-water partition coefficient; Advisor: Andreas Ka¨mper.
Melanie Kaspar: Conformational analysis of macrocyclic ring systems; Advisor: Andreas
Ka¨mper.




Dissertations supervised by Thomas Lengauer:
– Marc Zimmermann: Rechnergestu¨tzte Analyse von HTS Daten, Dr. rer. nat. (Com-
puter Science), University of Bonn, 2004.
– Niko Beerenwinkel: Computational Analysis of HIV Drug Resistance Data, Dr. rer.
nat. (Computer Science), Saarland University, Saarbru¨cken, 2004.
– Dorothee Liebich: Packungsprobleme bei Proteinen, Dr. rer. nat. (Computer Science),
University of Bonn, December 6, 2004.
13.12.2 Awards
Niko Beerenwinkel
– Third-Place Heinz-Billing-Award 2004 of Max Planck Society for software on resistance
analysis of HIV.
– Otto-Hahn Medal 2004 (Dissertation Award of Max Planck Society).
Thomas Lengauer
– Konrad-Zuse Medal of the German Informatics Society (2003),
– Karl Heinz Beckurts Award 2003.
Jochen Maydt
– 2003 Prechel-Stiftung Award for Excellence for his diploma, given by the University of
Mannheim to the top student in each subject,
– 2003 Ku¨hborth-Stiftung Award for Excellence for his diploma thesis entitled People
Detection in Digital Images: A Component-Based Approach to Object Detection.
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Oliver Sander
– ASQF-prize by the “Arbeitskreis Software-Qualita¨t Franken”, 2004, for his diploma
thesis entitled Local Sequence-Structure Relationships in Proteins.
Tobias Sing
– Award of the ’Landesentwicklungsgesellschaft Baden-Wu¨rttemberg’ for outstanding
achievements in medical technology, applied computer science, or microsystems tech-
nology, 2004, for his diploma thesis entitled Learning localized rule mixtures by maxi-
mizing the area under the ROC curve, with an application to the prediction of HIV-1
coreceptor usage.
13.13 Grants and Cooperations
There are a number of projects funded with third-party money that are described in the
succeeding subsections.
In addition, we have several joint projects with partners on the Saarbru¨cken and Hom-
burg campuses that are in a introductory stage and have not gained outside funding yet.
These include the project on HIV evolution with Prof. Meyerhans (Virology, Homburg), see
also Section 13.5.1, the project on Hepatitis C virus (HCV) with Prof. Zeuzem (Internal
Medicine, Homburg), see also Section 13.4.3, and Prof. Walter (Genetics, Saarbru¨cken) on
Bioinformatics for Epigenomics, see also Section 13.6.3.
We had an industrial cooperation with Hoffmann-LaRoche, Basel (Dr. Martin Stahl) on
virtual drug screening (see Section 13.7.6) and are in a constant dialog with the GMD startup
BioSolveIT GmbH, Sankt Augustin.
Coordinating Activities
DFG Priority Program on “Informatics Methods for the Analysis and Interpretation of
Large Genomic Datasets”
This is a national project that was funded from 1998 through 2004 (see http://www.
mpi-sb.mpg.de/units/ag3/dfg-spp/). The program had a broad scope and encompassed
13 projects nationwide. Thomas Lengauer was the coordinator of the program.
Helmholtz Network for Bioinformatics
This project was funded by BMBF (2000-2003, see http://www.hnbioinfo.de). It developed
an integration of the bioinformatics tools developed by 11 bioinformatics groups in Germany
under a common server scheme. Thomas Lengauer coordinated the project.
DFG Projects
Arevir
The Arevir project aims at optimizing antiretroviral therapies by selecting drug combinations
that are active against mutated viruses. Our virological partners sequence the therapeutic
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targets from samples isolated from patients carrying the virus. We develop computational
methods that estimate phenotypic drug resistance from sequence data and evaluate combi-
nation therapies with respect to clinical outcome (see Section 13.5.2).
Partners:
– Max Planck Institute for Informatics (Dr. Niko Beerenwinkel, Prof. Thomas Lengauer)
– Institute of Virology, University of Cologne (Martin Da¨umer, Dr. Rolf Kaiser)
– MPI of Molecular Plant Physiology, Golm (Dr. Joachim Selbig)
– Center of Advanced European Studies and Research, Bonn (Dr. Daniel Hoffmann)
– Institute of Clinical and Molecular Virology, University of Erlangen-Nu¨rnberg (Dr.
Klaus Korn, Dr. Barbara Schmidt, Dr. Hauke Walter)
PROSTFUN
Based on the successful predecessor project PROSEQO, we continue advancing protein struc-
ture function prediction methods in two ways. First, the effective combination of fast, non-
adaptive with complex, but adaptive prediction methods is expected to increase the accuracy
of the predicted models substantially. Second, clear function signals are deduced from struc-
tural structure-function fingerprints. In addition, case studies on disease-associated proteins
shall reveal weaknesses in the known methods (see Sections 13.4.1–13.4.3).
Partners:
– Max Planck Institute for Informatics (Mario Albrecht, Dr. Francisco S. Domingues,
Prof. Thomas Lengauer, Dr. Ingolf Sommer)
Drug Screening
We have developed statistical learning methods (mainly neural nets) that learn flexible
structural molecular descriptors that can be adapted to a variety of properties in question.
This approach has shown to be effective for learning, for example, binding affinity to a target
(HIV protease), and specificity (Does the compound bind to many of few different protein?).
This project is part of a project cluster on data mining involving two other partners (see
Section 13.7.7).
Partners:
– Max Planck Institute for Informatics (Prof. Thomas Lengauer, Dr. Christian Merk-
wirth)
– University of Bonn, Germany (Prof. Buhmann)
– Technical University of Munich, Germany (Prof. Knoll)
Metabolomics (partially funded through CBI)
In this project, our experimental partner analyzes yeast-knockouts that are being fed with
13C-labeled glucose. Then the cells are submitted to labeled amino-acid screening over a
certain time interval. We have contributed to the software for analyzing the involved mass
spectra and selecting the relevant knock-outs. We develop bioinformatics methods to analyze
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the primary screening data (labeled amino-acid abundances) and the resulting metabolite
fluxes calculated with state-of-the-art flux determination software (see Section 13.4.4).
Partners:
– Max Planck Institute for Informatics (Prof. Thomas Lengauer, Priti Talwar)
– Biotechnology, CBI (Prof. Elmar Heinzle, Vidya Mangadu, Dr. Christoph Wittmann)
Cytochromes (partially funded through CBI)
In this project we are combining experimental and computational methods for the design of
selective inhibitors for the human mitochondrial cytochrome P450 enzymes CYP11B1 and
CYP11B2, respectively. These enzymes catalyze the final steps in the biosynthesis of cortisol
and aldosterone (see Section 13.7.2).
Partners:
– Max Planck Institute for Informatics (Prof. Thomas Lengauer, Dr. Iris Antes)
– Saarland University, Pharmacology (Prof. Rolf W. Hartmann, Ursula Mu¨ller, Sarah
Ulmschneider)
Design of Artificial Receptors
In this project, we are developing methods for the de novo design of artificial (synthetic)
receptors. We have developed the new tool FlexR, which uses the docking technique of FlexX
for structure prediction of complexes between these artificial receptors and their ligands,
taking flexibility of both partners into account (see Section 13.8.3).
Partners:
– Max Planck Institute for Informatics (Dr. Andreas Ka¨mper)
– Du¨sseldorf University (Prof. Christel M. Marian)
– University of Munich (Dr. Joannis Apostolakis)
Sequence Analysis for HCV
This project is part of a Clinical Research Group of DFG on analyzing the Hepatitis C Virus
with experimental and bioinformatics methods. The Research Group is coordinated by Prof.
Stefan Zeuzem from the Medical Faculty of University of the Saarland (Gastroenterology).
In the project we are analyzing the correlations between the genotypic variants of HCV and
their phenotypic resistance behavior.
Partners:
– DFG Clinical Research Group on Hepatitis C
Structure Analysis for HCV
This project is part of a Clinical Research Group of DFG on analyzing the Hepatitis C Virus
with experimental and bioinformatics methods. The Research Group is coordinated by Prof.
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Stefan Zeuzem from the Medical Faculty of University of the Saarland (Gastroenterology).
In the project we are modeling the structures of important HCV proteins.
Partners:
– DFG Clinical Research Group on Hepatitis C
BMBF Projects
Helmholtz-Network for Bioinformatics (HNB)
Besides the coordination AG3 also had software contributions to HNB. The development of
the ARBY server (Section 13.4.1) was partially funded by HNB. Furthermore, we integrated
our docking software into the HNB server. This project was a cooperation with FhG-SCAI.
The integration software was mainly developed at SCAI. The scientific contributions were
made by the MPI group and SCAI jointly. BioSolveIT helped in putting the docking software
onto the server. The HNB project terminated at the end of 2003.
Partners:
– Max Planck Institute for Informatics (Prof. Thomas Lengauer, Dr. Ingolf Sommer, Dr.
Iris Antes)
– FhG-SCAI (Stefan Springstubbe, Sven Kolibal, Niklas von O¨hsen)
– BioSolveIT GmbH (Dr. Holger Claußen)
Analysis of Expression Data
This project is funded by the NGFN (Nationales Genomforschungsnetzwerk). The NGFN
Microarray Data Analysis Resource (http://compdiag.molgen.mpg.de/ngfn/) aims to im-
prove the bioinformatics and statistics support for the design and analysis of gene expression
data in the NGFN. Basic techniques are taught in regularly held courses on the analysis of
gene expression data. In addition, scientific contributions by the MPI group focus on method
development for an enhanced biological interpretation of mRNA expression data (see Sec-
tion 13.6.1).
Partners:
– Members of the NGFN SMP (Systematic Methodological Platform) Bioinformatics,
directed by Prof. Roland Eils, DKFZ Heidelberg
– Max Planck Institute for Informatics (Prof. Thomas Lengauer, Dr. Jo¨rg Rahnenfu¨hrer)
Bioinformatics Services for Environmental Diseases
This project is funded by the NGFN (Nationales Genomforschungsnetzwerk). Our task here
is to provide structural and functional annotations for proteins that are targeted experimen-
tally within the Genomic Network on Environmental Diseases, see also Section 13.4.3).
Partners:
– Members of the NGFN Genomic Network on Environmental Diseases, directed by Prof.
Stefan Schreiber, University of Kiel
– Max Planck Institute for Informatics (Prof. Thomas Lengauer, Mario Albrecht)
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EU Projects
BioSapiens
BioSapiens is the EU Network of Excellence for the bioinformatics annotation of the hu-
man genome. The network comprises 29 partners in Europe and is directed by Prof. Janet
Thornton at the EBI (European Bioinformatics Institute). In this project, we are especially
engaged in the workpackages 9 (on inferring protein function from sequence and structure)
and 15 (on bioinformatics for infectious diseases).
Partners:
– Members of the Biosapiens Network
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14.3 Group Organization
Our research is currently organized into the following ten research areas, each having its own
small group of coordinators:
– Shape Reconstruction and Data Modeling (A. Belyaev, I. Ivrissimtzis, C. Ro¨ssl)
– Mesh Processing (A. Belyaev, S. Gumhold, Z. Karni, H. Yamauchi)
– Vector Field Visualization (H. Theisel)
– 3D Animation Processing (S. Gumhold)
– Physics-Based Modeling and Animation of Faces and Humans (J. Haber)
– Learning-Based Modeling of Faces (V. Blanz)
– Optical Motion Capture and Free Viewpoint Video (C. Theobalt, M. Magnor)
– Scene Digitization and Acquisition of High Quality Reflectance Models (M. Goesele)
– Advanced Global Illumination (I. Wald, V. Havran, K. Dmitriev, K. Myszkowski)
– High Dynamic Range Imaging and Perception Issues in Graphics (K. Myszkowski)
The coordinators coordinate the work in their areas and together with Hans-Peter Seidel
form the AG4 steering committee. The steering committee meets on a weekly basis (Tues-
day, 11 am) and discusses all group related issues. In particular, it addresses topics such
as recruiting, guests and seminars, teaching, project acquisition, mid-term and long-term
strategic planning.
The whole group meets twice a week for the
– AG4 lab meeting (Tuesday, 12:30 pm), where organizational issues are discussed and
information is distributed by the members of the steering committee, and the
– AG4 graphics colloquium (Tuesday, 1pm), where people from within AG4 and the
computer graphics group at Saarland University as well as visitors present their ongoing
work to the group and to other interested people.
Apart from these formal meetings, there are several meetings and discussion groups that
also take place frequently, but not on a totally regular basis, such as paper discussion groups
that discuss papers of special interest, especially immediately preceding major conference
events; technical meetings in special areas that are of particular interest to a specific subset
of researchers (often in cooperation with people from the graphics group at Saarland Uni-
versity); internship and practical course meetings where all people involved in internships or
FoPras meet and discuss; and last but not least meetings dedicated to single projects.
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14.4 Shape Reconstruction and Data Modeling
Coordinators: Alexander Belyaev, Ioannis Ivrissimtzis, and Christian Ro¨ssl
There is a multitude of representations for geometry data, the choice and and construction
of an appropriate mathematical model is crucial for further processing of the data. Our
research lead to new techniques for the reconstruction and modeling of surface and volume
data.
Surfaces are commonly represented as polygonal meshes. Given huge scattered data from
digitization, e.g., from a 3D-scan, it is not straightforward to construct a consistent, high-
quality mesh due to the presence of measurement noise and variation of sampling density,
i.e., oversampling and missing data. Our new approaches to related problem focus on sparse
meshing of noisy data (Section 14.4.1), statistical learning methods (Section 14.4.2) and
implicit surface fitting (14.4.3) for shape reconstruction. In addition we address subdivi-
sion techniques (Section 14.4.4) as a efficient model for smooth data in surface design and
animation.
Volume data arise in many applications like medical imaging, seismic applications, and
numeric simulations. We developed and investigated new kinds of trivariate splines as efficient
models of such data (Section 14.4.5).
14.4.1 Sparse Meshing of Noisy Scattered Data
Investigators: Oliver Schall and Alexander Belyaev
Surface reconstruction is a field of intensive research in computer graphics. Hence, a large
variety of efficient surface reconstruction techniques has been proposed including Delaunay-
based and volumetric methods being of particular interest. However, in practice, most surface
reconstruction techniques are still limited to handle clean data.
In [1], we propose a clustering method for sparse surface reconstruction from dense noisy
surface scattered data. The approach is inspired by the kernel density estimation method
(Parzen-window estimation method). The approach computes a global uncertainty function
modeling the contribution of each noisy point sample to the smooth surface which is sup-
posed to be reconstructed. To find a sparse set of approximation centers of the smooth
surface, minima of the uncertainty function are extracted using a gradient descent like tech-
nique. Once the approximation centers are determined their applications are versatile. The
approximated smooth surface can be rendered using different visualization techniques like
for instance surface splatting or accurately reconstructed using different established meshing
techniques (see Figure 14.1).
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Figure 14.1: Noisy point cloud of the Armadillo model (2.4M points). Smooth and accurate
reconstruction from a sparse set of approximation centers (240K points). A
zoom of the left foot is illustrated.
14.4.2 Statistical Learning Applications in Surface Reconstruction
Investigators: Ioannis Ivrissimtzis and Waqar Saleem
With the recent progress in data acquisition systems the typical mesh size in a computer
graphics application grows exponentially. This leads to a shift towards statistical methods
in mesh processing because such methods can better cope with the computational time and
memory restrictions imposed by large data sets. Moreover, as the size (and sometimes the
noise) of the data increases, the average amount of information carried by a mesh primitive
drops, making the statistical methods a more appropriate choice than their geometry based
counterparts.
In collaboration with Won-Ki Jeong from the University of Utah and Seungyong Lee and
Yunjin Lee from POSTECH, Korea, we study the use of Self-Organizing Maps in surface
reconstruction. In [5] we study a self-organizing mesh which develops using normal rather
than spatial information, producing this way curvature adaptive reconstructions. In [3] we
improve an algorithm we proposed earlier, solving in particular the problem of changes in
the mesh topology. In [6] instead of the usual signal counters we use a relative evaluation
of the activity of each vertex, improving the efficiency of the algorithm. In [4] we show that
using an ensemble of self-organizing meshes rather than a single one, that is, averaging many
different reconstruction of the same input data, improves the robustness. In [1] we study the
applicability of clustering techniques in surface reconstruction.
In [2] we notice that even though self-organizing meshes have very limited ability to correct
topological mistakes occurring at he early stages of their growth, nevertheless, such false
topological features tend to shrink later in the process and become geometric details. We
proposed a geometry forgetting component, in the form of coarse voxelization followed by
remeshing, which periodically erase all the geometric detail. We showed that forgetting
geometric detail is a very robust way to learn topology, see Fig. 14.2.
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Figure 14.2: All the learned geometric detail is periodically erased until the correct topology
is captured.
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14.4.3 Implicit Surface Fitting
Investigators: Yutaka Ohtake and Alexander Belyaev
There are many applications that rely on building accurate digital models of real-world
objects. Modern 3D digitizing techniques can yield millions of 3D point locations on the
object that is being digitized. Once these points have been collected, it is a non-trivial task
to build a surface representation that is faithful to the collected data.
In a series of papers [4, 3, 1, 2], we use radial basis function (RBF) and partition of
unity (PU) approximations to develop surface reconstruction methods allowing for fast and
accurate reconstruction of scattered data sets by implicit surfaces. The proposed methods are
fast, capable of reconstructing sharp features, and robust in the presence of holes and abrupt
variations in the sampling density. We also demonstrate that such RBF, PU, and RBF+PU
composite implicit surface representations of digital shapes are often more accurate, easier
to handle, and better adapted for various geometric modeling tasks then the traditional
mesh-based representation.
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14.4.4 Subdivision Surfaces
Investigators: Ioannis Ivrissimtzis and Rhaleb Zayer
Subdivision surfaces are becoming the favored standard of the entertainment industry for
surface representation. This is due to their simplicity, their ability to capture complex topol-
ogy, and their hybrid representation both as a sequence of meshes of increasing size and as
a smooth limit surface.
In collaboration with Malcolm Sabin from Numerical Geometry Ltd and Neil Dodgson
from the University of Cambridge we studied several theoretical aspects of subdivision. In
[3] we studied the support of subdivision, that is, the area of the surface affected by the
change in position of a single vertex of the initial mesh. Our results explain why for a binary
scheme the support is usually a polygon which can be easily computed. We also show that
if the scheme is not binary, then, in many cases the support will be fractal. In particular,
we show that the support of the
√
3-scheme is a fractal and on its boundary we can identify
sets like the classic ternary Cantor set. In [1] we presented a classification of the various
subdivision schemes based on lattice transformations. In [2] we proposed a
√
5-subdivision
scheme for quadrilateral meshes.
In [4, 5, 6] we work on the spectral analysis of subdivision surfaces. We notice that even
though spectral analysis is the main tool for studying subdivision surfaces, nevertheless,
the literature focuses on the analysis of the subdivision matrix rather than the analysis
of mesh neighborhoods. In [4] we study eigen-decompositions of polygonal neighborhoods
of the control mesh. Fig. 14.3 shows an eigen-basis for planar pentagons and hexagons,
while we work with similar 3D decompositions. We show that such eigen-decompositions
determine many of the properties of the subdivision surface. In particular, they determine
when the surface has a singularity and if there is no singularity they determine the normal
of the limit surface. In [5, 6] we show that these decompositions can be extended to larger
neighborhoods around a control vertex. This extension makes possible the study of schemes
with larger support like the Catmull-Clark scheme.
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Figure 14.3: The eigen-pentagons (top) and the eigen-hexagons (bottom).
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14.4.5 Trivariate Splines
Investigator: Christian Ro¨ssl
Splines are a valuable tool for approximating and modeling data well-known in Computer
Aided Geometric Design. We focused our research on the modeling and visualization of
volumetric data using new trivariate splines, i.e., piecewise polynomials in three variables
that are defined w.r.t. certain uniform tetrahedral partitions of the volumetric domain.
We studied the dimension of C1-splines on these partitions in [1], which provides the
theoretic foundation for the subsequent work and which indicates that the construction of
such spline spaces is much more complex than in the bivariate setting.
In [3, 4] we propose a new approach to reconstruct non-discrete models from gridded
volume samples, e.g., data stemming from a CT or MRI sensor. As a model, we use quadratic
trivariate super splines which fulfill appropriate smoothness conditions using polynomial
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(a) (b)
Figure 14.4: (a) Visualization of a medical data set capturing an aneurysm. The images
compare isosurfaces of a trilinear, i.e., piecewise cubic, reconstruction (left) and
our new quadratic super spline model (right), which allows efficient compu-
tation of exact ray-intersections and local evaluation of gradients for shading.
(b) Approximation of general data with a cubic spline. The spline was con-
structed from 128K random samples of a trivariate test function. The images
show different isosurfaces of the spline. The color coded error visualizes the good
approximation properties.
pieces of the lowest possible total degree two. This enables efficient and exact ray intersections
with an isosurface for ray-casting. Our approach enables efficient reconstruction of the data
using only repeated averaging. We studied the smoothness and approximation properties of
the quasi-interpolating quadratic super splines in [2]. Here, we observe as a non-standard
phenomenon that the derivatives of our splines yield optimal approximation order for smooth
data, while the theoretical error of the values is nearly optimal due to the carefully chosen
averaging rules. The optimal approximation properties of the derivatives allow to simply
sample the necessary gradients directly from the polynomial pieces of the splines for efficient
high-quality visualization of isosurfaces (see Fig. 14.4 (a)).
In [5] we address the approximation of general data, i.e., the data is distributed over
arbitrarily shaped volumes. We base our approach on cubic trivariate splines, which are
determined from the discrete data as a result of a two-step method, where local discrete
least squares polynomial approximations of varying degrees are extended by using natural
conditions, i.e., the continuity and smoothness properties which determine the underlying
spline space. The main advantages of this approach with linear algorithmic complexity are as
follows: no tetrahedral partition of the volume data is needed, only small linear systems have
to be solved, the local variation and distribution of the data is automatically adapted, noisy
data are automatically smoothed. Our numerical examples with huge data sets for synthetic
data as well as some real-world data confirm the efficiency of the methods, show the high
quality of the spline approximation and illustrate that the rendered isosurfaces inherit a
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visual smooth appearance from the volume approximating splines (see Fig. 14.4 (b)).
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14.5 Mesh Processing
Coordinators: Alexander Belyaev, Stefan Gumhold, Zachi Karni, and Hitoshi Yamauchi
14.5.1 Ridge-valley Lines on Meshes
Investigators: Yutaka Ohtake, Shin Yoshizawa, and Alexander Belyaev
Ridge-valley lines, curves on a surface along which the surface bends sharply, are powerful
shape descriptors. Their robust detection is important for medical image analysis, shape
quality control, reverse engineering, face recognition, and many other applications. However
a reliable detection of ridge-valley structures on surfaces approximated by polygonal meshes
is extremely difficult because it requires an accurate estimation of curvature derivatives.
In [1] we propose to use an implicit surface fitting procedure for detecting view- and scale-
independent ridge-valley structures (the so-called crest lines) on surfaces approximated by
dense triangle meshes. We demonstrate that the ridges and valleys are perceptually salient
surface features that can be used for shape compression, recognition, and quality evaluation
purposes.
Figure 14.5: Ridge-valley lines (crest lines) detected on various triangle meshes.
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In [2], we develop a fast and robust method for detecting the ridge-valley lines on surfaces
approximated by dense triangle meshes. The method is based on estimating the curvature
tensor and curvature derivatives via local polynomial fitting. A finite difference scheme/test
proposed in [1] is used for curvature maxima/minima identification. Our new thresholding
scheme exploits interesting relationships between curvature extrema, variational functionals,
and Dupin cyclides. Fig. 14.5 shows patterns of ridges and valleys found on simple and
complex geometrical models.
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14.5.2 Mesh Parameterization
Investigators: Rhaleb Zayer, Zachi Karni, Christian Ro¨ssl, and Shin Yoshizawa
Discrete Tensorial Quasi-Harmonic Maps. Surface parametrization is a fundamental prob-
lem in computer graphics. Its relevance to a wide range of applications such as texture
mapping, mesh morphing and medical imaging makes it an active area of research. Given a
surface mesh with disk topology, the aim is to establish a planar parametric representation
of the surface. Linear parameterization methods are of particular interest; their simplicity,
efficiency, and robustness enables the processing of detailed, large meshes, given well defined
boundary conditions. In practice, however, the current linear schemes are limited to pro-
ducing discrete conformal parameterizations [1, 3] and hence may suffer from considerable
distortion e.g. in length and area, see Figure 14.6. We introduce new linear operators for sur-
face parameterization [13]. In contrast to most linear methods mainly relying on the Laplace
equation, our work is based on the crucial observation that the general quasi-harmonic equa-
tion can account for area distortion as well as angle distortion. This construction is driven
by a tensor field, which captures the mapping of each triangle, and the resulting parame-
terization provides control over distortion while maintaining smoothness of the solution, see
Figure 14.6.
Stretch-Minimizing Mesh Parameterization. In [9] we propose a fast and simple method
for generating a low-stretch mesh parameterization. Given a triangle mesh topologically
equivalent to a disk, we start from the Floater shape preserving parameterization [2] and
then improve the parameterization gradually. At each improvement step, we optimize the
parameterization generated at the previous step by minimizing a weighted quadratic energy∑
j wij(uj − ui)2 where the weights are chosen in order to minimize the parameterization
stretch. We redistribute the local stretches by assigning wnewij = w
old
ij /σj where {σj} are local
stretches estimated from the previous step at the inner mesh vertices. Our method is much
faster than that of [6] and its extensions and generates higher quality mesh parameterizations.
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Figure 14.6: Parameterization and texturing of a cow head model (11K∆) using a discrete
conformal map ([1, 3]; left) and our quasi-harmonic map ([13] (right).
Efficient Iterative Solvers for Angle Based Flattening. Angle Based Flattening [7] is a
robust parameterization technique allowing a free boundary. The numerical optimization
associated with the approach rises a challenging problem. We discuss several approaches
to effectively reduce the computational effort involved and propose appropriate numerical
solvers [10, 12]. A simple but effective transformation of the problem which reduces the
computational cost and simplifies the implementation is proposed. We also show that fast
convergence can be achieved by finding approximate solutions which yield a low angular
distortion. Further investigation of this topic convinced us that it is possible to improve
these results [11]. We propose two iterative approaches to overcome the numerical challenges
arising in this problem. The first approach is based on the fact that decoupling the system
yields a much easier matrix equation. This enables an iterative approach for carrying out the
computations. The second approach is based on the analysis of saddle point problems and
introduces a modified Uzawa algorithm for efficiently addressing the numerical optimization
problem.
Free-Boundary Linear Parameterization of 3D Meshes in the Presence of Constraints.
In collaboration with Craig Gotsman and Steven Gortler.
Linear parameterization of 3D meshes with disk topology is usually performed using the
method of barycentric coordinates pioneered by Tutte and Floater [2, 8]. This imposes a
convex boundary on the parameterization which can significantly distort the result. Recently,
several methods showed how to relax the convex boundary requirement while still using
the barycentric coordinates formulation [1, 5]. However, this relaxation can result in other
artifacts in the parameterization.
For many applications, in particular those involving texture mapping and remeshing, it
is desirable that the parameterization satisfy hard constraints on the embedded positions of
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(a) (b) (c) (d)
Figure 14.7: (a): Traditional stretch-minimizing method [6] is quite slow and may produces
parameter cracks. (b): Conformal parameterization serves as the initial param-
eterization for our method. (c): After only one optimization step of our method.
(d): Optimal parameterization generated by our method.
some of the mesh vertices. This makes the parameterization problem much more difficult.
It renders the linear systems used in the method of barycentric coordinates overdetermined,
no matter whether the boundary is fixed or free. Hence, satisfying the constraints usually
comes at the expense of the injectivity of the parameterization, and it will typically contained
flipped triangles.
In [4] we explore linear free-boundary methods and give a general recipe for natural bound-
ary conditions for the family of so-called three point barycentric coordinates. We introduce
two methods to generate injective free-boundary parameterizations. Both methods are 2D re-
producing. One method is iterative capable also of satisfying a set of given constraints, if this
may be done without introducing Steiner vertices. Figure 14.8 demonstrates two constraints
facial texture mapping examples.
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Figure 14.8: Constrained parameterization using free-boundary weighted least-squares. The
magenta points were fixed using large weights while the cyan points were fixed
using medium weights. Both are valid embeddings (containing no flips).
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14.5.3 Normal Based Estimation of the Curvature Tensor for Triangular Meshes
Investigators: Holger Theisel, Christian Ro¨ssl, and Rhaleb Zayer
In [1], we introduce a new technique for estimating the curvature tensor of a triangular
mesh. The input of the algorithm is only a single triangle equipped with its (exact or esti-
mated) vertex normals. The basic idea for doing so comes from the well-known concept of
Phong-shading: given a triangle of a mesh together with its vertex normals, two linear in-
terpolations are applied. The linear interpolation for the vertices gives the current location,
while the linear interpolation of the vertex normals gives the normal for the illumination
model. Although a certain error is taken to account (the normal from the piecewise linear
surface generally differs from the interpolated normal), this approach has been proven to
produce smooth-looking representations of meshes.
Bearing in mind that the curvature tensor of a smooth surface is completely defined by its
first order partials and the first order partials of its normals, we can use the idea of Phong
shading to get an estimation of the curvature tensor on a single triangle: we use the linear
interpolation of the vertices to get the surface and its first order partials, while the normals
and its first order partials are obtained from the linearly interpolated vertex normals. Similar
to Phong shading, this introduces a certain error which is due to the application of two
different linear interpolations. However, we show that this error can compete with the errors
of other estimation schemes of the curvature tensor. If the exact normals of the underlying
surface are available at the vertices, the error drops significantly.
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14.5.4 Curvature Tensor Estimation by Exact Quadratures
Investigators: Torsten Langer and Alexander Belyaev
Figure 14.9: Principal directions (colored according to the corresponding principal curvature
values decreasing from red over green to blue) of a triangulated torus.
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Given a dense triangle mesh approximating a smooth surface, one of the most fundamental
problems consists of accurate estimating the curvature tensor. The mean curvature vector
is related to the Laplacian and core of many smoothing and fairing algorithms, Gaussian
curvature is a measure of deviation from flatness, and the principal directions can be used for
“geometrically meaningful” remeshing. Mean curvature, Gaussian curvature and principal
directions together are often referred to as curvature tensor. It is essential for many more
tasks, like mesh segmentation, feature detection and non-photorealistic rendering.
In [1] we presented a novel approach that makes use of the formulation of the curvature
tensor as an integral. We introduced a quadrature formula to compute this integral exactly
from the directional curvatures. We demonstrated the usefulness in practice and showed that
our algorithm combines short running times and accurate results. Furthermore, we proved
that our estimated curvature tensor converges towards the correct curvature tensor if denser
and denser meshes are used. Our method combines a solid mathematical foundation with a
high practical value.
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14.5.5 Feature Sensitive Mesh Segmentation
Investigators: Hitoshi Yamauchi, Seungyong Lee, Yunjin Lee, Yutaka Ohtake, and
Alexander Belyaev
Feature sensitive mesh segmentation is important for many computer graphics and geometric
modeling applications. In [2], we develop a mesh segmentation method which is capable of
producing high-quality shape partitioning. It respects fine shape features and works well on
various types of shapes, including natural shapes and mechanical parts. The method com-
bines a procedure for clustering mesh normals with a modification of the mesh chartification
technique [1]. For clustering of mesh normals, we adapt Mean Shift, a powerful general pur-
pose technique for clustering scattered data. We demonstrate advantages of our method by
comparing it with two state-of-the-art mesh segmentation techniques.
Figure 14.10: Feature sensitive mesh segmentation of various natural shapes and a mechan-
ical part.
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14.5.6 Image Restoration
Investigators: Hitoshi Yamauchi and Jo¨rg Haber
In [1], we introduce an image restoration method which takes into account both large struc-
ture and small details of an image. The algorithm is based on two common techniques:
variational image inpainting and texture synthesis.
Variational PDE (partial differential equation) image inpainting is an image interpolation
method which reconstructs a missed image part as a solution to an appropriately defined
PDE. The method delivers a correct interpolation of large-scale image structures but usually
fails when a reconstruction of fine image features (e.g., texture) is needed.
The texture synthesis process reconstructs a missed part of an image pixel by pixel by
searching the image for the most appropriate pixel to fill in the missed part. This method
can reconstruct small image details, however, it is not capable of reconstructing global image
structures since the method does not take into account a continuity of those global structures.
The functions of both these methods are complementary and their mathematical bases
are totally different. Thus appropriate combining of the methods is far from being trivial.
To solve this problem, we use a signal processing approach. First we decompose a given
image into low-frequency and high-frequency components. Then we use a PDE-based ap-
proach for reconstructing the low frequency image details and texture synthesis for restoring
high frequency details.
Figure 14.11: Image restoration using Multiresolution Texture Synthesis and Image Inpaint-
ing. Top row: input images with masked areas. Bottom row: restored images
using our method.
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14.5.7 Mesh Compression
Investigators: Stefan Gumhold and Zachi Karni
Optimized Mesh Compression
Investigator: Stefan Gumhold
The development of customized compression techniques for polygonal meshes has been stim-
ulated by the pioneer work of Deering [2]. On the one hand stand methods with reasonably
good compression rates which are very fast [6] and allow for compression of huge polygonal
meshes [7]. On the other hand rises the question how optimal the methods are and whether
we can come up with a compression technique that is optimal in the information theoretic
sense. Here we followed the latter question for the compression of connectivity and geometry
of triangular meshes.
Figure 14.12: Per vertex bit rates result-
ing from optimized Markov
Models for the encoding
of triangular connectivity
plotted over the number
of necessary states in the
corresponding determinis-
tic finite automaton. Fur-
thermore, the upper bound
without the use of opti-
mization and the informa-

























Optimized Connectivity Compression. The connectivity of a triangular mesh is a discrete,
graph-like, combinatoric entity describing in which way the vertices are connected together
with triangles. An early work of Tutte [10] showed that the asymptotic information theoretic
lower bound for the encoding of a planar triangular connectivity graph is log2
256
27 ≈ 3.245
bits per vertex, where it is assumed that it is allowed to permute the indices of vertices and
triangles. But only recently this lower bound has been matched with an optimal compression
technique also from above by Poulalhon and Schaeffer [8]. In [5] we developed a coding
back-end based on a Markov Probability Model for the well-known edge-breaker encoding
scheme [9]. A Markov Model is a finite state automaton with transition probabilities and it
can be mapped directly to an arithmetic coder. In an early work [3] we proposed a method for
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the design of such probability models resulting in an upper bound of 3.5 bits per vertex, where
the result not only holds for planar connectivity graphs but for connectivities of triangular
meshes with arbitrary topology. In the latest work [5] the transition probabilities of the
Markov Models have been optimized in order to achieve a lowest upper bound. Figure 14.12
shows the resulting bit rates in dependence on the number of states in the used Markov
Models. The more states used the more constraints on the edge-breaker symbols can be
exploited. The diagram shows that one can come very close to the information theoretic
lower bound of planar triangular connectivities also for the non planar case. Furthermore is
the resulting coding back-end very efficient and can be attached to the easy to implement
edge-breaker coding scheme.
Shape Adaptive Quantization. The encoding of mesh geometry, i.e. the 3D vertex loca-
tions, cannot be captured as well in terms of information theoretic upper and lower bounds.
Similar to the settings for image compression do we seek for optimal coding schemes in the
rate-distortion sense, i.e. we want to minimize the bit-rate for a given bound on the distor-
tion. The result is then not anymore a simple number but a rate-distortion curve plotting the
achieved bit-rates over the distortion bound. The comparison between two rate-distortion
curves is typically not easy. For the case of 2D geometry Ben-Chen and Gotsman [1] showed
that the transformation into the eigenbasis of the adjacency matrix of the connectivity graph
orders the geometry components optimally in a rate-distortion sense, i.e. if we assume that
each vertex coordinate costs b bits, skipping from all n coordinates the first k transformed
coordinates results in the bit-rate bk/n, which is optimal for the distortion of the inverse
transformation of the reduced set of transformed coordinates. This is a lower bound for a
quite general class of 2D mesh geometries. For the case of 3D coordinates no bounds are
known and it is not clear if the geometries encountered in practice are not from a more spe-
cific class of geometries, where for example a strong correlation exists between the different
coordinate directions. Furthermore, are all these bounds related to mesh geometry and not
to the geometry of the underlying shape.



















In the work [4] we investigated a coding scheme that allows to exploit redundancy in the
mesh that is not necessary to describe the shape. The scheme is based on predictive coding
and uses a different quantization step. Most methods pre-quantize the vertex coordinates to
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b bits on an evenly spaced 3D grid in a global or local coordinate system. We allow on the
other hand that the position of a vertex is quantized into a region which does not alter the
underlying shape. These regions are called validity regions and defined for each vertex as the
points in space to which we can move the vertex without introducing a Hausdorff distance
larger than a distortion bound . In this way we switch from a vertex-to-vertex distortion
measure to shape distortion measure. Figure 14.13 illustrates the proposed shape-adaptive
quantization approach. It shows the original mesh in light gray. The validity region around
the original vertex is the ellipse shaded in very light gray. The predicted location is shown
in red. A hierarchical quantization grid is built around the predicted location in the local
coordinate system. In uniform quantization the quantized location would be the small red
ball on the dashed red grid lines. In the adaptive quantization approach one can choose from
all valid grid locations (inside the validity region) the one with the smallest coding cost. To
minimize the coding cost we assign for each possible quantized coordinate a cost depending
on the level in the hierarchical quantization grid and choose as quantization location the
one with the minimal cost – in the example the blue grid location. This favors indices
on higher quantization levels increasing their number in a way that a standard adaptive
arithmetic coder can exploit automatically. Between two and three bits can be saved per
vertex with the new shape adaptive quantization approach. Although the compression tasks
of the proposed scheme becomes more time consuming, the decompression is as fast as with
any other predictive coding scheme.
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Compression of Soft-Body Animation Sequences
Investigator: Zachi Karni
In collaboration with Craig Gotsman.
3D animation appears in two forms: rigid-body and soft-body motion. In rigid-body mo-
tion, the relative position of each two vertices of the mesh stays fixed and the body moves
as one entity. Soft-body motion does not impose any restrictions on the relation between
an object’s vertices (as long as they form a valid mesh). It consists of a separate trajectory
for each mesh vertex, which allows capturing of smooth and realistic motion. However, the
size of files storing this data is usually very large because each frame is actually a complete
3D object. This is a major factor preventing soft-body motions from becoming popular or
suitable for real-time rendering. They are mostly used in offline rendering scenarios, such as
high-quality rendered animation clips for the movie industry.
In [1] we describe a compression scheme for the geometry component of 3D animation
sequences. This scheme is based on the Principle Component Analysis (PCA) method, which
represents the animation sequence using a small number of basis functions. Second order
Linear Prediction Coding (LPC) is applied to the PCA coefficients in order to further reduce
the code size by exploiting the temporal coherence present in the sequence. Our results show
that applying LPC to the PCA scheme results in significant performance improvements
relative to other coding methods. Use of these codes will make animated 3D data more
accessible for graphics and visualization applications.
Figure 14.14: A sample of frames from the “Face” animation, reconstruct using the
PCA+LPC method using 300 (a-c) and 50 (d-f) basis vectors.
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14.6 Vector Field Visualization
Coordinator: Holger Theisel
The research done in this group mainly focused on the application of topological methods
for vector field visualization. Nowadays topological methods are standard tools to visual-
izing vector fields because they offer to represent even complex flow structures by only a
limited number of graphical primitives. After their introduction as visualization tools by
Helman/Hesslink, a considerable amount of research has been done in the field. The main
idea of topological methods is to segment the vector field into regions of different flow be-
havior. This is done by extracting critical points and separatrices starting from the saddle
points. These separatrices are certain stream lines for 2D vector fields and stream surfaces in
the 3D case. Here we present results of the research about topological methods of 3D vector
fields (Section 14.6.1) and of 2D time-dependent vector fields (Section 14.6.2). Section 14.6.3
presents further applications of topological methods.
14.6.1 Topological Methods for 3D Vector Fields
Investigator: Holger Theisel
Topological methods for 3D vector fields are still less commonly applied than for 2D vector
fields. The main reason for this is the fact that the visualization tends to be cluttered
even for rather simple flows: separation surfaces tend to hide each other as well as other
topological features. One solution for this is the consideration of saddle connectors [1]: instead
of visualizing the separation surfaces themselves, only their intersection curves are extracted
and visualized. These intersection curves build a network of stream lines which gives a good
overview of the topological behavior of the vector field. Figure 14.15 illustrates this for a
data set describing the electrostatic field of a benzene molecule.
[2] extends the concept of saddle connectors to boundary switch connectors by additionally
considering the separation surfaces starting from boundary switch curves. Also for them, their
intersection curves (i.e., a number of stream lines) are extracted and visualized instead of
the surfaces themselves. Figure 14.16 illustrates this at a data set describing the flow behind
a circular cylinder.
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(a) Iconic representation. (b) Due to the shown sepa-
ration surfaces, the topologi-
cal skeleton of the vector field
looks visually cluttered.
(c) Visualization of the topo-
logical skeleton using saddle
connectors.
Figure 14.15: Topological representations of the benzene data set with 184 critical points.
(a) Separation surfaces emanating from bound-
ary switch curves and saddles.
(b) Saddle connectors and all types of boundary
switch connectors.
Figure 14.16: Flow behind a circular cylinder. Different topological representations.
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(a) LIC images at 3 different
time slices.
(b) Tracking the locations of
critical points as stream lines
(red/blue/yellow); local bi-
furcations: Hopf bifurcations




flow ribbons), tracked closed
stream lines (green surfaces).
Figure 14.17: Stream line oriented topology of a 2D time-dependent vector field.
14.6.2 Topological Methods for 2D Time-dependent Vector Fields
Investigators: Holger Theisel and Kuangyu Shi
For 2D time-dependent vector fields, two kinds of characteristic curves exist: stream lines
and path lines. Since topological methods aim in the segmentation into areas of different
flow behavior, two kinds of topologies can be distinguished for time-dependent vector fields:
a stream line oriented topology, and a path line oriented topology. For a stream line oriented
topology, topological feature of 2D vector fields have to be tracked over time. Doing so,
certain bifurcations may occur and have to be extracted. While local bifurcations (like Hopf
bifurcations and fold bifurcations) are well-known, [2] presents methods to extracting global
bifurcations like saddle connections and cyclic fold bifurcations. In addition, [3] and [1]
propose a method to detect and track closed stream lines which does not depend on an
underlying grid structure and which does not have to explicitly solve the correspondence
problem between adjacent time steps. Figure 14.17 illustrates an example.
To obtain a path line oriented topology, [2] proposes a local analysis of the converg-
ing/diverging behavior of the path lines in every point of the flow. This way, the flow is
segmented into regions of attracting, repelling, and saddle-like behavior of the path lines.
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14.6.3 Further Applications of Topological Methods
Investigators: Holger Theisel and Kuangyu Shi
Topological methods for vector fields can be used for more than just visualization. [4] presents
a topology based construction approach for 3D vector fields. The idea is to construct the
3D topological skeleton consisting of general critical points and saddle connectors: general
(higher order) critical points are constructed by specifying areas of different inflow/outflow
behavior as closed polygons on a sphere, while the saddle connectors are constructed as
cubic B-spline curves. Then a piecewise linear vector field of exactly the specified topology is
automatically created. To do so, an appropriate tetrahedrization of the domain is introduced
around the critical points and the saddle connectors. Then the remaining space is filled by
a constrained Delaunay tetrahedrization. Figure 14.18 shows an example of this process. As
part of this approach, [4] also introduces an iconic visualization of 3D higher order critical
points.
In addition to the construction approach presented above, we also used topological meth-
ods to compress [2] and simplify [1] vector fields, and to define a topology-based distance
metric for vector fields [3].
References
[1]• H. Theisel, C. Ro¨ssl, and H.-P. Seidel. Combining topological simplification and topology pre-
serving compression for 2d vector fields. In J. Rokne, R. Klein, and W. Wang, eds., 11th Pacific
Conference on Computer Graphics and Applications (PG-03), Canmore, Canada, 2003, pp. 419–
423. IEEE.
[2]• H. Theisel, C. Ro¨ssl, and H.-P. Seidel. Compression of 2d vector fields under guaranteed topology
preservation. In P. Brunet and D. W. Fellner, eds., The European Association for Computer
Graphics 24th Annual Conference EUROGRAPHICS 2003, Granada, Spain, September 2003,
Computer Graphics Forum, vol. 22, pp. 333–342. Blackwell.
[3]• H. Theisel, C. Ro¨ssl, and H.-P. Seidel. Using feature flow fields for topological comparison of
vector fields. In T. Ertl, B. Girod, G. Greiner, H. Niemann, H.-P. Seidel, E. Steinbach, and
R. Westermann, eds., Vision, Modeling and Visualization 2003 (VMV-03), proceedings, Munich,
Germany, November 2003, pp. 521–528. Aka.
[4]• T. Weinkauf, H. Theisel, H.-C. Hege, and H.-P. Seidel. Topological construction and visualization
of higher order 3d vector fields. In M.-P. Cani and M. Slater, eds., The European Association for
Computer Graphics 25th Annual Conference EUROGRAPHICS 2004, Grenoble, France, 2004,
Computer Graphics Forum, vol. 23, pp. 469–478. Blackwell.
14.7 3D Animation Processing
Coordinator: Stefan Gumhold
This project started in November 2004 and investigates subjects related to animations of
three-dimensional content. A 3D animation represents the geometry of a moving or de-
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(a) Constructed topological
skeleton.
(b) Tetrahedrization of criti-
cal points and connectors.
(c) Complete tetrahedriza-
tion.
(d) Separation surfaces of final vector field. View
from top.
(e) Saddle connectors and stream lines of final
vector field.
Figure 14.18: Topology based construction of a 3D vector field.
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formable 3D object such as an agile animal or a liquid in motion. Previously, 3D animations
have mostly been synthesized automatically through physically based simulations and pro-
cedural modeling or handmade by a skilled designer time-step by time-step.
In recent years significant advances have been made in all kinds of 3D acquisition technol-
ogy: computer tomography, magnetic resonance imaging, ultrasonic imaging and structured
light or multi-stereo based 3D video scanning. This will demand for a wide range of different
processing tools for acquired 3D animation in the near future. The work in this project is
devoted to the generalization of processing techniques for static geometry to the dynamic
case. Theoretical and practical issues are investigated and the basic principles for the efficient
representation and processing of 3D animations are developed.
An underlying technical problem of 3D animation processing is the tremendous size of
the acquired or calculated raw data. On the other hand forces the inertia inherent to our
physical world a large amount of redundancy into dynamic geometry. Therefore is the most
elementary processing task the elimination of this redundancy from the representation.
Two further fundamental issues play an important role in 3D animation processing. The
first one is the ability of a change in topology, which arises whenever a deformable model
splits apart or grows into itself. The geometrical description of the object becomes singular
at these critical points in time; a surface representation for example becomes non manifold.
This demands for more general data structures with flexible incremental update operations.
The second issue concerns changes in the parameterization. The efficiency of most processing
algorithms builds on well behaved parameterizations, i.e. mappings to 2D with low distortion
or surface tessellations with nicely shaped elements. The surface of a deformable model can
drastically shrink or expand over time, such that also a well behaved parameterization must
be dynamic.
The project builds on mesh processing work for static models. On the one hand there is
the work on mesh compression as described in Section 14.5.7. On the other hand there are
works on streaming mesh compression and processing as described in the next section and
on multi-resolution modeling as described in Section 14.7.2. Further research directions of
work in progress are described in Section 14.7.3.
14.7.1 Streaming Mesh Processing
Investigators: Martin Isenburg and Stefan Gumhold
One major bottleneck for 3D animation processing is the huge amount of data that has
to be handled. A solution to this is a streaming access to the dynamic geometry. In coop-
eration with Peter Lindstrom and Jack Snoeyink we developed streaming mesh processing
approaches for the static case to facilitate fast compression and simplification of gigantic
polygonal meshes.
Standard schemes for compressing polygonal surface meshes or polyhedral volume meshes
first construct an explicit representation of the mesh connectivity and then traverse it with
some deterministic strategy [5, 1, 4]. This implicitly assumes that the compressor is allowed
to reorder the mesh elements as it sees it. Hence, current mesh compressors take the entire
mesh as input, construct temporary data structures in the size of the mesh, and produce a
completely reordered compressed mesh.
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v 0.3 1.1 0.2
v 0.4 0.4 0.5
v 1.4 0.8 1.2
v 0.9 0.5 0.7
v 1.0 0.1 1.1
f 2 4 1
f 2 5 4
f 3 1 4






1 2 3 4
# pre-order
#
v 0.3 1.1 0.2
v 0.4 0.4 0.5
v 1.4 0.8 1.2
v 0.9 0.5 0.7
f 2 4 1
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f 4 5 4
f 3 5 4
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Figure 14.19: Examples of a streaming ASCII format. (a) Standard OBJ format. (b) Stream-
ing pre-order format: finalization is coded through negative relative indices, in-
troduction coincides with appearance of vertex in stream. (c) Streaming post-
order format: finalization coincides with appearance of vertex in stream, intro-
duction occurs at first vertex reference. (d) A compatible vertex and triangle
layout.
In this project we investigate compression schemes that can preserve the original element
order of a mesh. They incrementally construct mesh connectivity as mesh elements are input
and immediately compresses them. This compression scheme is mainly intended for meshes in
streaming formats (see Figure 14.19), which interleave vertices and polygons or polyhedrons
and finalize vertices that are no longer used. The availability of such compression schemes
enables the compression of gigantic meshes on-the-fly without ever having the entire mesh
in memory and without ever having to reload parts of the mesh as required by our earlier
approach that is currently the only alternative for large meshes [2].
We have previously shown that streaming approaches allow highly IO-efficient compres-
sion and simplification [3]. Currently we investigate how these approaches can be extended
to other geometric data, such as tetrahedral volume meshes and point cloud data. While
the extension of a streaming format from surface meshes to volume meshes is trivial, the
extension of the compression scheme is not. Furthermore, it is currently not clear how to
extend the concept of finalization to a streaming point format.
For more efficient compression we will employ a small delay buffer within which the com-
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pressor is allowed to locally reorder mesh elements. The memory requirements of the com-
pressor are proportional to the width of the streaming mesh and the size of the delay buffer.
Again, for tetrahedral mesh compression this will be similar to the triangle mesh case, while
the re-ordering strategies for point compression also depend on which predictive compression
technique we use.
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Mesh simplification and refinement algorithms allow to build hierarchical representations of
irregularly sampled 3D surfaces. These representations can be used in a variety of ways –
for example to accelerate rendering in a view-dependent manner. Two complementary goals
need to be traded off when building a hierarchical mesh model. On the one hand should
the coarse approximations be as accurate as possible with a tight error control. On the
other hand should the hierarchy be able the adapt to the application dependent demands
on the resolution as locally as possible. Some of the known algorithms allow for tight error
control [8, 1, 6], some optimize for adaptability [4, 5, 7], but no known algorithm does both.
In [3] we developed an algorithm with a good trade-off between adaptability and tight error
control. For this we worked in the dual domain and used edge-removal operations instead
of edge-collapse operations to build the hierarchy, whose basic structure is a forest over the
faces. This approach also results in a polygonal – not triangular – mesh hierarchy, which
has interesting properties already in the progressive setting as described in [2]. A one-to-one
correspondence between faces from a coarse approximation with the faces in the original
model allows for a very efficient error control. Figure 14.20 a) illustrates a view-dependent
mesh adaptation. In b) the view-frustum is illustrated by the pink pyramid and all polygons
outside the view-frustum are rendered in wire frame mode. The resolution is adapted to the
distance and surface orientation with respect to the camera.
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a) b)
Figure 14.20: a) view-dependent adaption of a polygonal mesh hierarchy to distance and
orientation with respect to the camera, b) view from the side with the view-
frustum in pink and polygons outside the frustum in wire frame.
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14.7.3 3D Animation Processing Research Avenues
As this project has only recently started, we also present some preliminary results, which
point to future work.
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Efficient Visualization of Stylized Curves
Investigators: Carsten Stoll and Stefan Gumhold





3D Animations are 3-manifolds in 4D space-time and therefore it is hard to imagine
and visualize the complete structure. One approach is to visualize trajectories of points on
the dynamic surface of the 3D animation. For this we have developed efficient rendering
approaches for stylized curves. The skeleton of a stylized curve is the trajectory of a surface
point. To visualize additional attributes like speed or changes in the local coordinate system
additional visual attributes are introduced. For this the curve is blown up to a generalized
cylindrical shape. The profile does not have to be circular but can for example be rectangular
as well. This allows three further visual attributes: the curve width, the curve color and the
orientation of the profile. Figure 14.21 shows an example of stylized curves with a rectangular
profile, where all visual attributes are varied.
One important issue for the rendering of stylized curves is the rendering speed. Tessellation
of the underlying geometry results in a number of rendering primitives that can hardly be
handled even for a small number of stylized curves. We developed rendering algorithms that
are based on a combination of splatting and ray casting. Only a small number of primitives
are splatted and have to be transmitted to the graphics processing unit. The ray casting is
implemented in the fragment shader allowing for very fast performance through the highly
parallelized architectures of modern GPUs. In this way the performance is close to the
performance of rendering simple curves.
There are a lot of other applications of stylized curves for the visualization of complex
molecules, knitted fabrics, vector and tensor fields, etc.
Validation of a State-of-the-Art Fluid Simulation
Investigators: Philipp Jenke and Stefan Gumhold
In recent years, fluid simulations based on the Navier-Stokes equation have become an im-
portant tool to generate 3D animations. 3D scanning techniques became capable of acquiring
fluids in motion only recently. This facilitates a comparison between simulation and exper-
iment for the first time. We used an optical 3D scanner acquiring with a rate of 40 depth
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a) b)
Figure 14.22: a) noisy scan of dynamic fluid, b) comparison (right) between scanned (middle)
and simulated (right) fluid.
images per second. The scanner setup and the provided reconstruction software limited us to
a quiet simple experimental setup. A fluid of high viscosity was run down a declining planar
surface. A resulting scan is sown in Figure 14.22 a), which has a significant amount of noise.
In order to reproduce the same fluid dynamics with a state-of-the-art simulation we devel-
oped a scheme to adjust the simulation parameters iteratively to the scanned experiment.
This adjustment is based on a comparison between the scanned and the simulated fluid.
Because of our basic experimental setup we could restrict the comparison to a height field
representation of the fluid as shown in Figure 14.22 b). The results do not completely vali-
date the simulation approaches. They rather produce a similar behavior but do not exactly
reproduce reality.
Segmentation of 4D MRI Images
Investigators: Matthias Fenchel and Stefan Gumhold
The central organ of the human being is the heart. The examination of the heart is par-
ticularly difficult as it is always in rapid motion. The latest MRI imaging techniques are
just fast enough to allow for a dynamic acquisition of the heart with a low temporal and
spatial resolution. This makes the extraction of a surface model very difficult. In this work
we develop efficient segmentation techniques for dynamic surface models.
In the analysis phase we extract a probability distribution for the surface boundaries. This
stage combines region growing with a voting-based local cluster analysis. In the second step
a smooth surface is extracted from the probability model. Here we employ a generalization
of MLS surfaces to the 4D space-time in which the dynamic surface lives. Figure 14.23 shows
some preliminary result for the segmentation of the left chamber of the heart. Only one time
slice of the time series is shown. The resulting surface model can be used for a variety of
diagnostics. One can for example easily track the chamber volumes over time.
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Figure 14.23: Volume rendering of
one time-slice in a 4D
MRI scan of a human
heart with the sur-
face of the segmented
left heart chamber ren-
dered in red.
14.8 Physics-Based Modeling and Animation of Faces and
Humans
Coordinator: Jo¨rg Haber
Our research focuses at anatomically correct modeling and physically based animation of hu-
man faces and bodies. To this end, we have developed Medusa and Leonardo, two systems
for modeling and animation of faces and bodies, respectively. Both of these systems include
tools and techniques for a variety of sub-tasks that have to be handled in order to generate
photorealistic facial and full-body animations in real-time on standard PC hardware. Both
Medusa and Leonardo are used for research and education purposes.
14.8.1 Modeling and Animation of Faces
Investigators: Irene Albrecht and Jo¨rg Haber
Facial reconstruction for postmortem identification of humans from their skeletal remains
is a challenging and fascinating part of forensic art. The former look of a face can be ap-
proximated by predicting and modeling the layers of tissue on the skull. This work is as of
today carried out solely by physical sculpting with clay, where experienced artists invest up
to hundreds of hours to craft a reconstructed face model [5]. Remarkably, one of the most
popular tissue reconstruction methods bears many resemblances with surface fitting tech-
niques used in computer graphics, thus suggesting the possibility of a transfer of the manual
approach to the computer. In [3], we presented a facial reconstruction approach that fits
an anatomy-based virtual head model, incorporating skin and muscles, to a scanned skull
using statistical data on skull / tissue relationships, see Figure 14.24. The approach has many
advantages over the traditional process: a reconstruction can be completed in about an hour
from acquired skull data; also, variations such as a slender or a more obese build of the
modeled individual are easily created. Last not least, by matching not only skin geometry
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but also virtual muscle layers, an animatable head model is generated that can be used to
form facial expressions beyond the neutral face typically used in physical reconstructions.
Figure 14.24: Reconstruction of a face from the skull. Left to right: scanning the skull; skull
mesh tagged with landmarks; skin mesh with muscles fitted to the skull; tex-
tured skin mesh, smiling expression.
In [1], we introduced an algorithm for generating facial expressions for a continuum of
pure and mixed emotions of varying intensity. Based on the observation that in natural
interaction among humans, shades of emotion are much more frequently encountered than
expressions of basic emotions, a method to generate more than Ekman’s six basic emotions
(joy, anger, fear, sadness, disgust and surprise) is required. To this end, we have adapted
the algorithm proposed by Tsapatsoulis et al. [6] to be applicable to our Medusa system
and a single, integrated emotion model. We combined Medusa with an equally flexible and
expressive text-to-speech synthesis system, based upon the same emotion model, to form a
talking head capable of expressing non-basic emotions of varying intensities.
In [2], we presented a versatile language for specifying facial animations. The language
Mimic can be used together with any facial animation system that employs animation pa-
rameters varying over time to control the animation. In addition to the automatic alignment
of individual actions, the user can fine-tune the temporal alignment of actions relatively
to each other. A set of pre-defined functions can be used to control oscillatory behavior of
actions. Temporal constraints are resolved automatically by the Mimic compiler.
To equip our head models with hair, we proposed a hair model together with rendering
algorithms suitable for real-time rendering [4]. In our approach, we take into account the
major lighting factors contributing to a realistic appearance of human hair: anisotropic
reflection and self-shadowing. To deal with the geometric complexity of human hair, we
combine single hair fibers into hair wisps, which are represented by textured triangle strips.
Our rendering algorithms use OpenGL extensions to achieve real-time performance on recent
commodity graphics boards, see Figure 14.25.
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Figure 14.25: Different hair styles rendered at real-time frame rates on commodity graphics
boards. Both anisotropic reflection and self-shadowing are taken into account
and computed on the graphics board.
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14.8.2 Modeling and Animation of Hands and Bodies
Investigators: Irene Albrecht, Marde´ Greeff, and Jo¨rg Haber
The human hand is a masterpiece of mechanical complexity, able to perform fine motor
manipulations and powerful work alike. Designing an animatable human hand model that
features the abilities of the archetype created by Nature requires a great deal of anatomical
detail to be modeled. In [1], we presented a human hand model with underlying anatomical
structure (see Figure 14.26). Animation of the hand model is controlled by muscle contraction
values. We employ a physically based hybrid muscle model to convert these contraction
values into movement of skin and bones. Pseudo muscles directly control the rotation of
bones based on anatomical data and mechanical laws, while geometric muscles deform the
skin tissue using a mass-spring system. Thus, resulting animations automatically exhibit
anatomically and physically correct finger movements and skin deformations. In addition,
we presented a deformation technique to create individual hand models from photographs. A
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radial basis warping function is set up from the correspondence of feature points and applied
to the complete structure of the reference hand model, making the deformed hand model
instantly animatable. We have successfully used our hand model in another project [3], where
we capture the movement of a baseball and the pitcher’s hand using stroboscope lighting
and regular still cameras as described in Section 14.10.2.
Figure 14.26: Construction and animation of the reference hand mode. Left to right: plas-
ter cast of a human hand ready for 3D scanning; assembly of skin mesh and
individual bone meshes; two examples for skin tissue deformation during ani-
mation.
Inverse kinematics is commonly applied to compute the resulting movement of an avatar
for a prescribed target pose. The motion path computed by inverse kinematics, however,
often differs from the expected or desired result due to an underconstrained parameter space
of the degrees-of-freedom of all joints. In such cases, it is necessary to introduce additional
constraints, for instance by locking a joint’s position and / or rotation. In [2], we described a
method to fix a joint in terms of position and / or rotation and explained how to incorporate
these constraints into the inverse kinematics solution.
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14.9 Learning-Based Modeling of Faces
Coordinator: Volker Blanz
Due to the progress in rendering techniques and graphics hardware in recent years, both the
potential for handling complex virtual scenes and the demand for realism in graphics have
increased tremendously. The traditional technique that is based on manual design of shapes,
textures, reflectance properties and 3D motion by artists is challenged by the number and
detail of objects to be modeled, and by the development of sophisticated reflectance models
that involve parameters that are difficult to control manually. The goal of learning-based
modeling is to replace much of the manual design by automated procedures for measurement
and data analysis, and to provide artists with new methods for high-level control of visual
appearance. In our group, this is achieved by physical measurements and by a statistical
data analysis. The measurements involve 3D scans of faces, and sample images recorded
at different illuminations. For data analysis, we use probability density estimation, such
as Principal Component Analysis, and regression techniques based on fitting parametric
models of shapes or reflectance functions. Moreover, algorithms from Computer Vision, such
as Optical Flow, are applied to 3D data processing.
Current projects of the group involve measurements of the reflectance properties of skin,
image-based relighting of scenes, robust methods for face recognition, measurements of the
anatomical changes in children’s faces during growth, and model-based representation of
facial movements. The measurements of facial movements are performed with a newly ac-
quired dynamic 3D scanner that records textured depth images at rate of 40 frames per
second, which is sufficient for capturing even the fast mouth movements during speech. The
data analysis, which is currently going on, is based on our previous work that won the
Eurographics 2003 Gu¨nter Enderle Award (Best Paper Award, 1st Prize) [1].
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14.9.1 Reflectance Properties of Human Faces
Investigators: Martin Fuchs, Hendrik Lensch, and Volker Blanz
Visual effects in movie productions have involved more and more synthetic scenes with
human faces in recent years. For photo-realistic results, it is crucial to capture the complex
reflectance properties of skin. Exhaustive methods, as pioneered by Debevec et al. [2], record
the complete light-dependent appearance of objects. However, even when restricted to a fixed
viewpoint, they require thousands of input images in controlled conditions.
Lensch et al. [6] have presented a method which reconstructs a spatially variant Bidirec-
tional Reflectance Function (BRDF) on an object surface of known geometry, yielding a
relightable free-viewpoint object representation. By clustering the data to similar regions,
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Figure 14.27: For each of the images, the face geometry is reconstructed (left). The surface
texture is exported in a common parameterization over different measurements
(center). Material clusters can be defined on the surface a-priori (right).
different material types in the input can be distinguished. As the BRDF is expressed by few
parameters of a BRDF model, the number of required input images remains low.
Measurements of faces, however, pose additional challenges since the face cannot be kept
rigid throughout the measurement period. Precise registration of shape and reflectance, and
of the separate reflectance samples at different illuminations are required. In 1999, Blanz and
Vetter[1] introduced a morphable face model that was learned from a dataset of 3D scans
and provides a reconstruction of face geometry from even a single image, thus solving the
registration problem.
In the project “Reflectance Properties of Human Faces”, we merge the technologies by
Lensch and Blanz-Vetter. Our acquisition setup builds on work previously done in our work-
ing group: the measurements take place in a dark room with controllable near-point light
conditions [5]. A test subject is lit by a movable HMI light source, the position of which is
determined by calibration images as in the method by Lensch et al. We take about 20 pic-
tures in varying orientations towards the viewer (typically 3) and different light conditions
(about 7).
We fit the morphable face model by Blanz-Vetter on each input image to obtain a geometry
estimate, a pose estimate and a texture of the face, compensating for movements over the
measurement process (see Figure 14.27). Due to the general nature of the morphable model,
the texture is provided in a parameterization of the face surface which is consistent for all
human faces. Applying the information about incident light and camera, this allows us to
combine the different illumination samples and estimate BRDF parameters at each point
using non-linear optimization. Clusters of different materials in the face can be defined a-
priori. Within each of these clusters, most BRDF parameters are spatially constant, while a
few are optimized locally, capturing fine details such as pores and freckles (Figure 14.28). As
an additional benefit of the common face surface parameterization, face surface properties
can easily be transferred from one human to another.
This work has emerged from a diploma thesis [3] and resulted in a publication at the IEEE
Transactions for Visualization and Computer Graphics, to appear in 2005 [4].
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Figure 14.28: Images can be rendered in virtual environments (left; subject rendered the Uf-
fizi environment map courtesy of Paul Debevec). The surface reflectance prop-
erties of one subject can be transferred to other subject’s geometries (center,
right).
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14.9.2 Exchanging Faces in Images
Investigators: Kristina Scherbaum and Volker Blanz
A well-known procedure in traditional photo-retouche is to replace a face in an image by
another individual’s face, based on simple 2D cut-and-paste operations. However, this is
only applicable if both faces are shown from the same viewing direction. We have developed
a 3D model-based technique that allows the user to exchange any two faces in images.
It automatically compensates for changes in viewpoint, illumination and color tone and
contrast, reducing the manual work to clicking 7 feature points in both images [2].
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a b c d
Figure 14.29: The face in image a is rendered into image b by reconstructing the 3D shape
of a, estimating the pose angle and illumination in b, and drawing face a with
the scene parameters of b into the original image, as illustrated with a layered
image in c. The final result is shown in d.
The algorithm introduces a new paradigm for high-level image manipulation by entirely
separating face identity from scene and image parameters. After fitting a morphable model
of 3D faces [3] both to the face that is to be replaced, and to the new individual to be
pasted, the new individual’s 3D face is drawn with the scene parameters of the original face.
The original face, thus, can be considered a light probe with unknown shape and texture
for measuring the scene illumination. Practical applications of the software can be found in
mixed reality, image processing and consumer software. The paper presenting this work won
the Eurographics 2004 Gu¨nter Enderle Award (Best Paper Award, 1st Prize) [2].
An additional, very relevant application of our system is in face recognition. We have
presented a new paradigm for face recognition across changes in viewpoint that computes a
3D reconstruction from a side view, renders a synthetic front view, and transfers this image to
an commercial, image-based recognition system [1]. This approach combines the robustness of
3D model-based recognition with the efficiency of image-based systems. In a comparison with
our previous, model-based recognition [3], we have shown that the intermediate synthetic
image does not involve a significant loss of diagnostic information about identity [1].
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14.10 Optical Motion Capture and Free Viewpoint Video
Coordinators: Christian Theobalt and Marcus Magnor
In recent years, an ongoing convergence of Computer Vision and Computer Graphics has been
observed. In our group we investigate the algorithmic ingredients of two fields of research that
draw from the ideas of both scientific disciplines, optical motion capture and free viewpoint
video. It is our goal to explore the technical limits of today’s video and still camera technology
and to exploit their capabilities in order to develop new algorithmic solutions for motion
analysis and the generation of photo-realistic immersive video content.
In our work on human motion capture, we research algorithms for the model-based anal-
ysis of human motion information from multiple video streams without the use of optical
markers. In addition, we investigate methods that enable the fully-automatically marker-free
reconstruction of kinematic skeleton models of arbitrary moving subjects from multi-view
video footage.
While robust motion estimation from raw video streams is one algorithmic challenge,
capturing very rapid human motion that takes place in a large region in space is another
one. In our work we develop methods that allow us to capture this motion with regular
off-the shelf still cameras. We have experimentally validated our concepts by capturing the
athlete’s hand motion as well as the flight of the ball during a baseball pitch.
A motion capture approach is an essential component of our work on free viewpoint video.
Here, we investigate methods for model-based reconstruction of 3D videos of human actors
from multiple video streams. The goal is to give a viewer the possibility to interactively
choose an arbitrary viewpoint onto the 3D rendition of the reconstructed real-world scene.
To achieve this goal we not only estimate the motion of a person but also her time-varying
surface appearance (skin and clothes). In addition to the appearance under fixed illumination
conditions we can also estimate dynamic reflectance properties from the input video streams.
This enables us to augment any virtual environment with 3D video footage which is correctly
rendered under the virtual illumination conditions that prevail. If one intends to transmit a
free-viewpoint video over capacity-limited distribution channels, efficient ways for encoding it
are necessary. We have developed and validated several algorithms which serve this purpose.
In another research project we investigate the real-time generation of novel views of dy-
namic scenes from multi-view video by means of hardware-accelerated shape-from-silhouette
computation.
Our research strongly depends on high quality input video streams. For acquisition of the
video material, we built a multi-view video acquisition studio. In all of the projects, there
is an intensive cooperation between AG4 and the NWG3 Graphics-Optics-Vision headed by
Marcus Magnor. We have contributed to the process of developing a standard for three-
dimensional video within the Motion Picture Experts Group (MPEG), a subgroup of the
ISO.
14.10.1 A Studio for Multi-View Video Recording
Investigators: Joint project of researchers in AG4 and NWG3
In all our video-related research projects we use multiple high-quality video streams as input
data that show the same scene from multiple frame-synchronized camera perspectives. For
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(a) (b) (c)
Figure 14.30: (a) Recording are of the studio. (b) Camera on mounting pole. (c) Control PC
with storage backend.
acquisition of this multi-view video (MVV) footage we have built a special-purpose recording
studio [1]. Our first camera system consisted of eight synchronized IEEE1394 cameras that
could record a scene at a resolution of 640x480 pixels and a maximal frame rate of 30 fps (15
fps in synchronized mode). We have upgraded to a new setup that features eight cameras
each of which provides a resolution of 1004x1004 pixels, and 12 bits per-pixel color depth.
The system can run at a maximal sustained frame rate of 48 fps. A storage backed with
eight frame grabbers and eight parallel RAID systems enables us to stream the video data
to hard disk in real time. The studio provides fully controllable lighting conditions and several
flexibly arrangeable light sources. Arbitrary camera arrangements are possible. Fig. 14.30
illustrates our MVV recording studio.
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14.10.2 Capturing Rapid Motion with Regular Still Cameras
Investigators: Christian Theobalt, Irene Albrecht, and Jo¨rg Haber
We have developed an approach for capturing high-speed motion with regular digital photo
cameras [1]. Our method demonstrates that it is possible to capture both the articulated
hand motion of the pitcher and the flight parameters of the ball during a baseball pitch.
We have captured the high-speed scene using four consumer-grade still cameras and the
principle of multi-exposure photography. In multi-exposure photography the camera is set
to a long integration time and a stroboscope illuminates the scene with high-frequency
light bursts. This way, multiple exposures of the scene are superimposed in one image.
We have automatically analyzed the recorded multi-exposure images to capture the flight
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(a) (b)
Figure 14.31: (a) Captured flight trajectory of ball. (b) Measured articulated hand motion
when the ball leaves the pitcher’s hand.
trajectory as well as the initial flight parameters of a baseball. We have validated our results
by means of a physically-based model of the ball’s flight. Furthermore, the same principle has
been employed to capture the rapid articulated hand motion during the pitch. For motion
representation and rendering an anatomical hand model is used. Our results enable a detailed
analysis and visualization of baseball pitches and show the dependencies between the hand
motion, the initial flight parameters, and the resulting flight trajectory for different pitching
techniques (Fig. 14.31).
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14.10.3 Marker-Free-Kinematic Skeleton Estimation
Investigators: Edilson de Aguiar and Christian Theobalt
For realistic animation of an artificial character a body model that represents the character’s
kinematic structure is required. Marker-free optical motion capture approaches exist, but due
to their dependence on a specific type of a priori model they can hardly be used to track other
subjects, e.g. animals. In order to extend the flexibility provided by marker-based motion
capture systems, a novel approach is presented at [1], which is able to estimate the kinematic
structure of a moving human subject without requiring significant a priori knowledge. Our
method also enables us to track the motion without the use of optical markers. In addition,
as shown at [2], the method is general enough to be applicable in a similar form to other
moving subjects whose structure can be modeled as a linked kinematic chain, e.g. animals
or mechanical devices.
Input to our system are sequences of voxel volumes that are reconstructed from multi-view
video streams by means of a shape-from-silhouette approach. At each time step the volumes
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are subdivided by fitting ellipsoidal shells to the voxel data, thereby approximating the shape
of the moving subject. Exploiting the temporal dimension, we can identify correspondences
between ellipsoids over time and thus identify coherent rigid body parts. Knowing the motion
of the rigid bodies over time, the joint locations of the kinematic chain are estimated, and
the motion parameters of the recorded subject are calculated based on the derived skeleton.
As shown in Fig. 14.32 our approach enables the automatic construction of a kinematic
skeleton model of arbitrary moving subjects, such as humans (c) and animals (a, b), with
practically no a-priori information about the body structure.
(a) (b) (c)
Figure 14.32: Voxel set reconstructed from multi-view video streams and the estimated skele-
ton (joints shown in blue and bones in white) for (a) a bird, (b) a monster and
(c) a human actor.
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14.10.4 Hardware-accelerated Real-time Scene Reconstruction and Rendering
Investigator: Ming Li
Our goal is to reconstruct and render dynamic scenes from several video streams on-the-fly.
The visual hull, a concept that was introduced by Laurentini [1] proves to be an efficient
shape approximation for this purpose. There exist two different approaches for visual hull
reconstruction: voxel-based and polyhedron-based. We have built an on-line visual hull re-
construction and rendering system [2] based on the latter approach since it is more suitable
for faster rendering on common graphics hardware.
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The 3D reconstruction is rather straightforward. In each frame we extract a 2D polygon
from the silhouette outline and project it to 3D space to form a generalized cone. The 3D
intersection of all the back-projections produces a polyhedral visual hull.For rendering, we
employ the shadow mapping technique to avoid “projecting-through” artifacts when pro-
jecting textures onto the reconstructed visual hulls. A dynamic texture packing technique
is also proposed to improve rendering performance by utilizing region-of-interest informa-
tion. We have also developed a method for visual rendering that combines the strengths
of two complementary hardware-accelerated approaches: direct constructive solid geometry
(CSG) rendering and texture mapping-based visual cone trimming. The former approach
completely eliminates the aliasing artifacts inherent in the latter, whereas the rapid speed
of the latter approach compensates for the performance deficiency of the former [4]. A
novel approach to reconstruct photo-hulls, i.e. multi-view photo-consistent and not only
silhouette-consistent geometry, that runs completely on graphics hardware has also been
developed [3].
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14.10.5 Free Viewpoint Video of Human Actors
Investigator: Christian Theobalt
In our research on free-viewpoint video we combine the strengths of a marker-free silhouette-
based human motion capture algorithm and a multi-view texture generation in order to
reconstruct 3D videos of human actors from multi-view video [1, 5, 2]. The reconstructed 3D
videos can be played back in real-time, and the viewer can interactively choose an arbitrary
viewpoint onto the scene (Fig. 14.33a). During acquisition, the motion capture approach
fits an adaptable a priori shape model to the silhouettes of a moving person. The motion
capture algorithm employs an energy function that is efficiently implemented in graphics
hardware (Fig. 14.33a. During rendering, the model is displayed in the sequence of captured
poses and all video frames are blended into one consistent surface texture. We have sped
up the method by implementing the motion capture algorithm as a distributed client-server
system [4]. Slight inaccuracies in captured body poses can be eliminated if, in addition
to silhouette data, texture information is also considered during tracking. In a predictor-
corrector scheme 3D flow fields are reconstructed from 2D optical flows (Fig. 14.33d). These
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(a) (b) (c)
(d) (e)
Figure 14.33: (a) rendered free-viewpoint video of a ballet dancer, (b) silhouette XOR error
function used for pose computation, (c) underlying kinematic body model. (d)
Corrective 3D flow vectors. (e) Free-Viewpoint Video without (left) and with
(right) corrective pose update.
flow fields enable subtle corrective pose updates [3, 6] (Fig. 14.33e). We have demonstrated
the performance and robustness of our approach using even as complex motion as ballet
dance.
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Figure 14.34: (left) 3D model and its skeleton (middle) body part grouping (right) texture
parameterization.
Figure 14.35: The texture parameterization and projective texturing convert camera views
into partial texture maps (MVV texture elements).
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14.10.6 Encoding of 3D Video
Investigators: Gernot Ziegler and Hendrik Lensch
Multi-View Video creates vast amounts of uncompressed, multiple camera video data. In
order to store and transmit this data on consumer level systems, new compression methods
have to be devised. We combine 3D image analysis and video compression techniques to
achieve substantial data reduction while maintaining good quality and playback speed.
In MVV compression, research aims at exploiting the inherent correlation between the
different camera views of the same scene.
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We aid motion compensation with knowledge on the recorded geometry, the given camera
positions and the segmented multi-view video. For that purpose we fit an animated 3D
model to the scene [1] and create a texture parameterization that is constant over time
(Figure 14.34 shows such a texture parameterization). Naturally, this approach is based on
the assumption that the 3D object’s surface will not change drastically over time or camera
angles (besides slight movements of e.g. loose clothing). A system overview is presented in
[2]. GPU-assisted projective texturing into the texture map yields a so called MVV texture,
partial video texture maps from the different camera views (14.35).
We have designed two compression methods for MVV textures: A two-level hierarchical,
residual image compression based on an an extracted master texture (MVV-2D-Master-Diff),
and a 4D-SPIHT based approach (MVV-4D-SPIHT).
MVV-2D-Master-Diff [3] proved to be quick to calculate, and allows random access to
MVV texture elements. Its 2D wavelet compression [BISK] is somewhat slow, but scales
with the progress of 2D wavelet codec speeds, and could thus achieve real-time decoding in
overseeable time.
MVV-4D-SPIHT [4], on the other side, yields excellent compression, as it exploits all 4D
correlations. The codec is based on a custom-built 4D-shape-adaptive wavelet compressor
that utilizes an adaptation of the common SPIHT algorithm.
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14.10.7 Joint Motion and Reflectance Capture
Investigators: Christian Theobalt, Naveed Ahmed, Edilson de Aguiar, Gernot Ziegler, and
Hendrik Lensch
Free Viewpoint Video of Human Actors (Sect. 14.10.5) allows photo-realistic rendering of
real-world people under the illumination conditions that prevailed at the time of recording. If
one wants to augment a virtual environment with 3D video footage one has to make sure that
it is correctly rendered under the novel virtual lighting situation. To do this, a reflectance
model has to be estimated that mathematically describes the physics of light interaction at
the body surface.
In our work on joint motion and reflectance capture, we extend our original free viewpoint
video approach for human actors in order to capture relightable 3D videos [1]. In addition to
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(a) (b) (c) (d)
Figure 14.36: (a) Wrinkles on T-shirt are reproduced using time varying normal maps. (b,
c) Person rendered from different viewpoints and illuminations (colored dots:
light source positions, colors are light source colors). (d) Estimated BRDF for
one type of clothing can be used as the apparel of a person even for the motion
sequences in which the person was originally dressed differently.
the motion we estimate a dynamic surface reflectance model from multi-view video footage.
The dynamic surface reflectance model consists of a parametric BRDF (bidirectional re-
flectance distribution function) model for each point on the body surface and a time-varying
normal map that captures the dynamic changes in surface appearance (e.g., wrinkles in
clothing). Two types of MVV sequences are recorded for each person (Sect. 14.10.1). In the
reflectance estimation sequence (RES) the person turns on spot and is only illuminated with
one spot light. These data are used to infer a parametric BRDF model for each surface point.
The dynamic scene sequence (DSS) captures the actual human motion that one wants to
create a 3D video from. From the DSS the motion (as explained in Sect. 14.10.5) as well as
the time-varying normal maps are estimated. We also present an algorithm to warp-correct
input video images in order to guarantee multi-view photo-consistency in conjunction with
inexact object geometry. Fig 14.36 shows screen-shots of different real-world people ren-
dered from novel viewpoints. Subtle details in surface appearance are faithfully captured
and it is even possible to dynamically change the apparel of a person in a free viewpoint
video.
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14.11 Scene Digitization and Acquisition of High Quality
Reflectance
Coordinator: Michael Goesele
14.11.1 Modeling and Rendering of Translucent Materials
Investigators: Michael Goesele, Hendrik P. A. Lensch, Jochen Lang, Christian Fuchs, and
Tongbo Chen
In contrast to completely opaque or transparent objects, many daily life objects (e.g., milk,
skin, marble or alabaster) are translucent and belong to neither of these categories. They
are characterized by multiple light scattering inside the object. This subsurface scattering
behavior leads to a very distinct appearance which is visually important: Light shines through
objects, they appear smooth and surface details are hidden. This is evident in the two
left images in Figure 14.37 which shows an example of the same object with and without
subsurface scattering under identical lighting conditions.
Figure 14.37: Left: Photographs of an alabaster horse model with and without subsurface
light scattering under identical lighting conditions. The left image shows the
original object: much surface detail is hidden by the translucency. The second
image shows the object covered with fine white dust to stop light from entering
the object. Right: The left part shows a rendering of the horse model acquired
using our method. Differences in material are clearly visible when the object is
lit from behind. The rightmost image shows a photograph of the horse sculpture
taken under similar lighting conditions for comparison.
We presented the DISCO system [1] – a complete framework for the acquisition, process-
ing, and rendering of translucent objects. This image-based acquisition system takes the
specific properties of subsurface scattering objects into account. The diffuse scattering in-
side translucent objects removes the angular dependencies of the incoming and outgoing light
thus simplifying the measurement process. During acquisition the object is illuminated with
a laser beam at a dense set of surface points. The object’s impulse response is then captured
with a high-dynamic range video camera. Figure 14.38 shows an overview of the measure-
ment setup. Once the impulse response is known for all pairs of incoming and outgoing
surface locations, the object is characterized completely using the diffuse assumption.
The acquired data is resampled into a hierarchical data structure taking advantage of the
specific properties of translucent material such as the exponential fall-off near the point of
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Figure 14.38: Left: A photograph of the acquisition setup in the MPI photo lab. Right:
Schematic of the acquisition setup.
incidence and the smooth global response. Holes in the local and global data (mostly caused
by occlusion) are consistently filled. This also includes a smoothing step that is used to
suppress noise in the data caused by the acquisition process. We render the objects from
arbitrary viewpoints and with arbitrary lighting conditions using the method proposed by
Lensch et al [2]. The incident illumination can vary per surface point (e.g., illumination with
textured point lights, or projected shadow borders).
The two images on the right of Figure 14.37 show a rendering and a photograph taken un-
der (almost) identical lighting conditions. The alabaster horse has areas of differing translu-
cency. There are more opaque regions at the head around the eyes and at the bottom of the
model, while others like the muzzle and the mane are quite translucent. The rather sharp
boundary between the opaque and translucent regions in the nose is due to a crack in the
material. The model reproduces all these volume effects. The comparison also shows our
method recovers fine structure detail.
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14.11.2 Reflectance Modeling using BRDFs
Investigators: Hendrik P. A. Lensch, Michael Goesele, Martin Fuchs, Volker Blanz, and
Karol Myszkowski
The appearance of an object showing only local light reflection can be modeled by a bidirec-
tional reflectance distribution function (BRDF). We incorporated color management tech-
niques into our existing appearance acquisition system [3] in order to reference the acquired
models to a well-defined standard color space [2]. On the output side of the appearance
reproduction pipeline, we again use color management techniques to adapt the generated
image data to the output device. Under the assumption that the color management system
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Figure 14.39: Left: A photograph of the acquisition setup in the MPI photo lab. Right:
Schematic of the acquisition setup. From left to right: Photograph of the cor-
roded bust, rendered BRDF model, difference image (∆E), diffuse texture com-
puted from the BRDF model. The false-color difference image covers the range
of [0, 50]; areas with larger difference (mostly misaligned shadow boundaries)
were cropped.
correctly describes the properties of the involved input and output devices we can achieve
best-possible reproduction of local light reflection with the available input and output de-
vices. This is illustrated in Figure 14.39(left) where renderings of an object displayed on
a calibrated monitor and printed by a printer are compared to the real object under the
same illumination condition. Note that no manual parameter setting was required. The
approach allows also to compare the acquired models to ground truth image data (see Fig-
ure 14.39(right)) or to spectrophotometric measurements.
In collaboration with Sergey Ershov, Roman Durikovic, and Konstantin Kolchin we pro-
posed a new approach to interactive design of metallic and pearlescent coatings, such as
automotive paints and plastic finishes of electronic appliances [1]. This approach includes
solving the inverse problem, that is, finding pigment composition of a paint from its bidirec-
tional reflectance distribution function (BRDF) based on a simple paint model. The inverse
problem is solved by two consecutive optimizations calculated in realtime on a contempo-
rary PC. Such reverse engineering can serve as a starting point for subsequent design of
new paints in terms of appearance attributes that are directly connected to the physical
parameters of our model. This allows the user to have a paint composition in parallel with
the appearance being designed.
A further project to acquire a BRDF model of a human face is described in Section 14.9.1.
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Figure 14.40: Left: The setup used for test scans consisting of a Minolta VI-910 laser range
scanner and the 90 ◦ calibration target. Middle: Averaged MTF for 20 scans of
the 90 ◦ target and the standard deviation. Right: Comparison of two different
scanning devices.
14.11.3 Modulation Transfer Function for 3D Range Scanners
Investigators: Michael Goesele and Christian Fuchs
Numerous 3D range scanning devices utilizing many different acquisition technologies have
been built in the last decades by industrial as well as academic developers. Comparing
their performance in terms of accuracy is difficult as each system has its specific strengths
and weaknesses. Measured accuracy depends heavily on the test targets and measurement
conditions used. Beraldin et al. [1] used therefore e.g. multiple test targets to determine
the accuracy – the deviation from the exact shape – of range scanning systems for various
conditions.
In [2], we presented a method to determine the accuracy of a range scanning system
in terms of its spatial frequency response or its modulation transfer function (MTF). Our
work is inspired by the elegant and accurate slanted edge OTF measurement technique [3]
for 2D imaging devices such as digital cameras or scanners and extends it into the third
dimension.
The modulation transfer function (MTF) encodes the change in amplitude for all spatial
frequencies. Sharp edges of an object to be scanned contain arbitrarily high spatial frequency
components. In principle, a single scan of a test target containing a straight sharp edge is
therefore sufficient to compute an estimate of the MTF. Once such a test target is available,
a very simple acquisition setup such as depicted in Figure 14.40(left) is sufficient.
We perform a Fourier analysis on the acquired range data to estimate the response of the
device in the frequency domain and compare it to a ground truth profile. Figure 14.40(middle)
shows an average MTF obtained from 20 scans and the standard deviation per frequency. The
right image of Figure 14.40 illustrates a direct comparison between two different scanning
devices. The presented method is a simple and reliable tools to determine and compare the
accuracy of different 3D range scanning devices.
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14.11.4 Deformable Modeling
Investigators: Jochen Lang and Jeff Schoner
Research on deformable modeling at the MPI Informatik during the report period has fo-
cused on increasing the realism of acquired deformable models. Our work is based on our
earlier method for the acquisition of linear deformation models from observation of real
world behavior [2]. We have improved the estimation of the self-effects of the linear discrete
Green’s function models (DGFM). This improvement has been achieved with a method for
linear least squares where the solution is constraint to be positive semi-definite [1] (collabo-
rative work with Nathan Krislock, Jim Varah and Dinesh K. Pai). This positive semi-definite
constraint arises in deformable modeling due to energy conservation during deformation of
elastic objects. However, our novel constraint linear least squares solution method has ap-
plicability beyond deformable modeling. We have also addressed the major short-coming
of our original linear deformation models by combining the linear model with a model of
viscoelastic behavior [3]. Animation of viscoelastic solids based on observation of real world
behavior can add realism for the purposes of entertainment as well as scientific and medi-
cal simulation. We acquire measurement-based viscoelastic models of real-world objects and
subsequently simulate them in real-time for visual and haptic display. Deformable models
have a long tradition in computer graphics and viscoelasticity has been considered for some
time [4]. Our viscoelastic representation replaces the linear, time-independent relationships
between traction and displacement of the DGFM with time-dependent relationships. The
acquisition of the viscoelastic model is first done by fitting the elastostatic DGFM. Second,
the viscoelastic parameters are determined by minimizing the difference between the mea-
surements and the simulated behavior at the contact point between the force probe and the
deformable object. In essence, our method successfully adds more realism to the acquired
models. Importantly, we do this without the need for any new measurements. Because the
performance penalty for simulating our model is minimal, interactive frame rates for display
and haptic feedback are still achieved.
References
[1]• N. Krislock, J. Lang, J. Varah, D. K. Pai, and H.-P. Seidel. Local compliance estimation via
positive semi-definite constrained least squares. IEEE Transactions on Robotics, 20(6):1007–1011,
2004.
[2] D. K. Pai, K. van den Doel, D. L. James, J. Lang, J. E. Lloyd, J. L. Richmond, and S. H. Yau.
Scanning physical interaction behavior of 3d objects. In Proceedings of ACM SIGGRAPH 2001,
2001, pp. 87–96. ACM Press.
361
14 The Computer Graphics Group
Figure 14.41: On the left, a user interacting with a model of the natural material replica
triceratops by BullylandInc., N.Y., USA. On the right, the damping magnitude
at specific vertices is color mapped onto the mesh.
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14.12 Advanced Global Illumination
Coordinators: Ingo Wald, Vlastimil Havran, Kirill Dmitriev, and Karol Myszkowski
Using global illumination algorithms significantly improves the realism of synthetic images.
Both the hardware and algorithms at hand are now mature enough to consider lighting sim-
ulations even for animated environments feasible. We have proposed several new algorithmic
solutions which aim at either providing a fast feedback to the user in interactive scenarios,
in order to improve the usability of lighting simulation, or at shortening production time for
high quality movie sequences.
A vast majority of global illumination techniques is based on some form of ray shoot-
ing therefore it is instrumental to make the ray computation as efficient as possible. In
Section 14.12.1 we describe our real time ray tracing solution and its applications to the
global illumination computation. For many practical applications the scene geometry re-
mains mostly static and the main issue is dynamic lighting simulation. In Section 14.12.2 we
discuss our research on Precomputed Radiance Transfer techniques and we present their ap-
plication in a virtual reality system. In Sections 14.12.3 and 14.12.4 we overview our off-line
global illumination and rendering techniques which are aimed at the high quality rendering.
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In Section 14.12.3 we discuss some extensions for core path tracing algorithms which improve
the error estimation and result in a more efficient sample selection. In Section 14.12.4 we
present our animation rendering solutions which exploit temporal coherence between subse-
quent animation frames to improve the rendering efficiency and reduce temporal aliasing.
14.12.1 Realtime Ray Tracing
Investigators: Ingo Wald, Johannes Gu¨nther, in conjunction with the Computer Graphics
Group at Saarland University
One of the key ingredients to any kind of global illumination algorithm is ray tracing. Thus,
realtime ray tracing offers a great potential for eventually computing global illumination at
interactive rates. For this reason, we are also pursuing the topic of realtime ray tracing, both
in core ray tracing technology, as well as in its application to fast and interactive global
illumination.
The research on realtime ray tracing is performed mostly within the RTRT/OpenRT
realtime ray tracing project [9, 19]. This project aims at achieving realtime ray tracing
performance on commodity desktop PCs and small PC clusters. It was originally founded
at the neighboring Saarland University [18, 17], but is now also being actively worked on at
the MPII.
Core Ray Tracing
While core ray tracing technology – i.e., the ability to quickly intersect rays with geometry –
is not automatically related to global illumination, it bears a huge potential of accelerating
global illumination as well. Therefore, we are also pursuing core ray tracing research without
direct application to global illumination.
Since 2003, we have been working mostly on extending the OpenRT core to support more
and different kinds of geometry. In particular, the OpenRT system has been extended to now
also support free form geometry [2], point-based models, and isosurface data sets [8, 13]. For
all these extensions, we have taken special care to achieve a clean integration in which all
existing modules continue to work as before. In particular the handling of dynamic scenes [10]
and the interactive global illumination framework [15] (see below) work for these new kinds
of geometry just as well as on triangles.
Additionally, we have been working extensively on extending the OpenRT system to handle
massively complex data sets. This not only comprises large volumetric data sets like the
Visible Female and the 8 Gigabyte Lawrence-Livermore data set [13] (see Figure 14.42), but
in particular the handling of massively complex triangular scenes.
For this purpose, the OpenRT system has been extended by an interactive out-of-core
(OOC) ray tracing framework [12, 3, 9]. In contrast to earlier approaches towards ray tracing
massively complex models [17], the new framework is significantly more powerful. Even for
the complete “Boeing 777” model – which consists of 350 million triangles and roughly 40GB
scene data on disk – we achieve interactive performance on a single dual-Opteron desktop
PC [12]. This is achieved by explicitly managing the scene data in an operating system
friendly way, avoiding page-faults by killing off potentially page-faulting rays, and by loading
the missing data asynchronously from the disk. As not all missing data can be loaded within
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the same frame, we use some precomputed, lightfield-like proxy data for faulting rays [12].
Once all data is loaded into memory, the complete model is rendered without any kind of
simplifications or approximations at all. Of course, all usual effects like shadows, reflections,
etc. are fully supported even for the out-of-core ray tracing module.
Since its original publication in 2004, the system has been extended to also run on SGI Al-
tix shared memory systems, and is currently being evaluated by Boeing Corp. for integration
into the industrial workflow.
(a) (b) (c) (d)
Figure 14.42: High-quality visualization of massively complex scenes: (a) The 8GB Lawrence
Livermore isosurface data set, rendered interactively on a single PC, includ-
ing shadows. (b) The “bonsai” isosurface, rendered interactively with global
illumination. (c) The 350 million triangle “Boeing 777” model, with shadows,
rendered on a single dual-Opteron PC. (d) Zoom into the cockpit.
Instant Global Illumination
Ray tracing is an essential tool for virtually all of todays global illumination algorithms.
By itself however, it does not automatically compute global effects like smooth shadows or
indirect illumination. In order to leverage the availability of realtime ray tracing for achiev-
ing interactive global illumination as well, the Instant Global Illumination Method [15, 1, 9]
is particularly designed to fit the requirements of a distributed ray tracing engine. Instant
Global Illumination – which was developed in 2002 at Saarland University – shoots lights
particles into the scene, and places “Virtual Point Lights” (VPLs) where these light particles
hit the scene. The scene is then ray traced, and illumination is computed by shooting shadow
rays towards these VPLs. As the VPLs represent both direct and indirect (diffuse) illumina-
tion, all of the most important kinds of illumination can be simulated: Hard as well as smooth
shadows, direct and indirect illumination, reflections, refraction, and – in combination with
Photon Mapping [7, 6] – even some simple form of caustics (see Figure 14.43a–c).
In 2003, this method was extended to also handle massively complex scenes with millions of
polygons and thousands of light sources [11, 16, 9]. This is achieved via a two-step algorithm:
In a first step, a path tracer gathers information on the importance of the different light
sources. This information is then used in the second step to concentrate all computations to
the actually visible light sources, thereby achieving reasonable rendering quality even under
interactive performance (see Figure 14.43d).
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(a) (b) (c) (d)
Figure 14.43: Instant Global Illumination (IGI). (a) MGF office scene with soft shadows,
reflections, refractions, and a caustic from the glass ball. (b) Conference room
with 280,000 triangles and 220 light sources, (c) IGI in the 12.5 million triangle
“power plant” scene. All scenes run at several frames per second in 640× 480
while allowing interactive scene updates. (d) The extended Instant Global
Illumination method in the highly complex “Soda Hall” model (2.5 million
triangles, ∼23,000 lights). Note that (a) was rendered with an older system,
and caustics are currently not supported in the new version.
Realtime Photon Mapping
In the way discussed above, Instant Global Illumination is a powerful technique for simulating
global illumination. However, it cannot capture all kinds of light transport equally well. In
particular caustics (i.e., the patterns caused by light being focused through reflection or
refraction) cannot be captured easily with this method – whereas the original method [15]
still supported some simple form of photon mapping. Unfortunately, due to their often bright
and visually important patterns, caustics are a desirable effect in global illumination, and
their absence often results in a dull, unrealistic appearance.
For this reason, we have developed a new method [5] that allows for interactively simulating
caustics via a variant of Photon Mapping as originally introduced by Jensen et al. [7, 6].
Our method builds on the existing OpenRT Realtime Ray Tracing framework [9], but is
particularly designed for interactive, distributed Photon Mapping. In particular, this required
solving three problems: reducing the photon generation time, reducing the photon query
time, and fitting the whole process into the constraints imposed by a distributed realtime
ray tracing system.
Faster Photon Queries: Virtually all literature on Photon Mapping proposes to store the
photons in a balanced kd-tree, which allows for asymptotically optimal O(logN) query times,
and additionally does not require any additional memory at all. However, the balancing
can be detrimental on performance, in particular if the photons are irregularly distributed.
Therefore, we have proposed a new heuristic for accelerating photon mapping, the Voxel
Volume Heuristic (VVH) [14]. The VVH explicitly unbalances the kd-tree used for storing
the photons, in a way such that the expected value of the number of touched photons during
photon query gets minimized. For typical scenes, the VVH can reduce the number of touched
photons by significant factors, translating to photon map queries that are 1.3 to 5.8 times
faster [14] than a balanced kd-tree.
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Faster Photon Generation: Typically, photon mapping spends several seconds per frame in
photon generation, which obviously is not possible for an interactive application. Therefore,
we have developed new methods for significantly reducing the photon generation time. First,
we have adapted our data structures and algorithms to allow for temporal accumulation of
photon maps during runtime, thereby allowing for switching to a coarser, cheaper photon
map during scene modifications. After scene modification, the photon map resolution is
gradually and progressively improved, eventually reaching a very high-quality photon map
after only few frames. Additionally, we use a variant of Selected Photon Tracing [4] to
trace only those photon paths that actually contribute to caustics, reducing the number of
computed trajectories by a significant factor.
Distributed Photon Mapping: In order to achieve interactive performance, our framework
builds on the existing OpenRT realtime ray tracing framework [9]. To exploit its full per-
formance, our system had to be specially designed to allow for distributed execution across
a cluster of PCs [5]. To this end, we combine ideas from Instant Global Illumination [15]
with a static load balancing scheme and a framework for distributed Photon Mapping. In
particular, different clients work on only a subset of all photons using a different, coarser
photon map on each client. The individual clients’ results are then combined in a filtering
stage on the server.
Using our distributed Photon Mapping framework, we achieve realtime photon mapping
performance of up to 22 frames per second on non-trivial scenes, while still allowing for
interactively updating all aspects of the scene, including lighting, material properties, and
geometry (see Figure 14.44).
(a) (b) (c) (d)
Figure 14.44: Several examples of our distributed realtime photon mapping framework:
(a) Specular metal ring, including multiple reflections. (b) Cognac glass with
detailed caustics. (c) Interactive visualization of the light emission character-
istics of a car headlight. (d) Reference photo of the same headlight. Using
our framework, these scenes can be rendered interactively, running at 21, 12,
and 11 frames per second, on 8, 13, and 18 dual-AMD AthlonMP 1800+ PCs,
respectively.
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14.12.2 Interactive Scene Relighting
Investigators: Thomas Annen, Kirill Dmitriev, Grzegorz Krawczyk, Karol Myszkowski, and
Michael Goesele
Precomputed Radiance Transfer (PRT) [5] has become a standard base method for realtime
global illumination rendering of static scenes. Computationally expensive parts of the simula-
tion such as material reflectance computation, light integration, and inter-reflection/occlusion
determination are done offline in a precomputation phase. Incident lighting as well as the
light transport within the scene are expressed in low order Spherical Harmonics which allows
compact storage and fast reconstruction, hence attaining realtime framerates.
However, one drawback of this class of algorithms is that they assume that the incident
light emitted by low-frequency but distant lighting is sampled only once at the center of the
object/scene. According to this assumption it is possible to reuse the precomputed incident
light vector along all scene vertices, which gives a significant speedup. For interaction with
nearby emitters, computing the incident radiance at the center of an object only is not
sufficient. The previous mentioned techniques [5] then require expensive sampling of the
incident radiance field at many points distributed over the object. Therefore, we continued
research along this path (in collaboration with Jan Kautz and Fredo Durand from the MIT)
and developed a new technique [1] that alleviates this costly requirement by using a first-order
Taylor expansion of the spherical-harmonic lighting coefficients around a point. We propose
an interpolation scheme based on these gradients requiring far fewer samples (one is often
sufficient). We show that the gradient of the incident-radiance spherical harmonics can be
computed for little additional cost compared to the coefficients alone. We introduce a semi-
analytical formula to calculate this gradient at run-time and describe how a simple vertex
shader can interpolate the shading. The interpolated representation of the incident radiance
can be used with any low-frequency light-transfer technique using Spherical Harmonics.
The difference in quality is depicted in Figure 14.45 which shows a hand model shaded
using various means and lit by a green and red local area light. Figure 14.45a shows the
standard method of using only one sample at the center (the method of Sloan et al. [5]).
Figure 14.45b illustrates the same model shaded using one sample and the analytical gra-
dient, as we propose. The last image Figure 14.45c shows a reference rendering where the
incident radiance field is sampled per-vertex. As our method achieves quite good results
with only little additional cost it can easily be used to enhance the level of realism in fu-
ture games or entertainment application. ATIs new X850 Demo “Ruby: Dangerous Curves”
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(a) Single sample (b) Analytic Gradient (c) Reference (per-vertex)
Figure 14.45: PRT for localized area lights.
(http://www.ati.com/developer/demos/rx850.html) incorporated our Gradient method
and demonstrates its applicability for real applications.
In another project, we investigated the application of the PRT in a VR system developed
by our group for the DaimlerChrysler company [2]. The system is tailored for the CAVE
environment with five projection screens. The goal of the system is the global illumination
modeling in the car interior under free driving conditions (refer to Figure 14.46a). We illu-
minate the car using dynamically changing High Dynamic Range (HDR) environment maps
and use the PRT technique for the global illumination computation. We leverage the PRT
method to handle scenes with non-trivial topology represented by complex meshes (refer
to Figures 14.46b and c). Also, we propose a hybrid of PRT and final gathering approach
for high-quality rendering of objects with complex Bi-directional Reflectance Distribution
Function (BRDF). We use this method for predictive rendering of the navigation LCD panel
based on its measured BRDF. Since the global illumination computation leads to HDR im-
ages we propose a tone mapping algorithm tailored specifically for the CAVE. We employ
head tracking to identify the observed screen region and derive for it proper luminance
adaptation conditions, which are then used for tone mapping on all walls in the CAVE. We
distribute our global illumination and tone mapping computation on all CPUs and GPUs
available in the CAVE, which enables us to achieve interactive performance even for the
costly final gathering approach.
In previous work, we introduced an digitization approach for complex light sources [3].
Continuing the collaboration with Xavier Granier and Wolfgang Heidrich, we developed
a hardware-accelerated rendering system that allows to render a scene illuminated with a
captured light source at interactive frame rates [4].
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(a) General View (b) Standard PRT (c) PRT with light leaks
removal
Figure 14.46: Screen shots from our application presenting the results of interactive global
illumination modeling in the car interior.
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14.12.3 Error Estimation and Advanced Sampling in Off-line Rendering
Investigator: Kirill Dmitriev
Progressive Path Tracing: Path tracing is known as a powerful and robust global illumi-
nation technique, which incurs very high computation costs. One of the methods to increase
the path tracing performance is to use adaptive sampling algorithms that choose the number
of samples in each pixel as a function of the illumination complexity.
Adaptive sampling techniques typically applied in path tracing are not progressive because
all pixel samples are needed for a robust error estimation. Thus progressive computation
would require storing all the samples for all the pixels, which is too expensive. The lack of
progressiveness is a big disadvantage of adaptive path tracing algorithms because a user may
become aware of some unwanted effects on the image only after a quite significant time. In [1]
we propose a new estimate of local error in path tracing. The new technique is lightweight in
terms of both the memory and execution time and is suitable for progressive rendering. Also,
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(a) Room scene (b) Sampling density
Figure 14.47: Adaptive sampling guided by an estimate of the perceptual error.
even though a perceptual error metric is used, it allows for changes of any tone mapping
parameter in the course of the computation. In this case none of the previous effort is lost,
the error distribution is immediately updated and used for refining the solution.
The comparison of estimated and real error (computed in respect to the reference solution)
shows that our algorithm produces a very robust and precise error estimate. Figure 14.47a
shows a sample image generated using our technique and the corresponding sample point
density (Figure 14.47b).
Quasi-Monte Carlo Sampling: The solution of global illumination problems usually in-
volves the evaluation of high dimensional integrals. This is why Monte Carlo methods, whose
convergence rate does not depend on the integral dimensionality, are the usual choice in the
global illumination domain. Nevertheless, modern computer graphics studies are focused
on quasi-random sampling whose efficiency depends on the dimensionality of the integra-
tion space, but under certain conditions it enables to achieve even higher convergence rates
than the stochastic methods. In [2] we propose an approach to the bidirectional ray trac-
ing algorithm that reduces the overheads of the quasi-Monte Carlo approach caused by a
high dimensionality of the integral and discontinuities in the integrand. The pseudo-random
and quasi-random integration methods are compared using the scene examples with known
analytic solutions.
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14.12.4 Exploiting Temporal Coherence in Off-line Animation Rendering
Investigators: Takehiro Tawara, Vlastimil Havran, Kirill Dmitriev, Cyrille Damez, and
Karol Myszkowski
Producing high quality animations featuring rich object appearance and compelling lighting
effects is very time consuming using traditional frame-by-frame rendering systems. In this
section we present a number of our global illumination and rendering solutions that exploit
temporal coherence in lighting distribution for subsequent frames to improve the computa-
tion performance and overall animation quality [4]. Our strategy relies on extending into
temporal domain well-known global illumination techniques such as density estimation pho-
ton tracing, photon mapping, and bi-directional path tracing, which were originally designed
to handle static scenes only. For a more complete overview of research in this field refer to
our survey paper [1].
Photon tracing and density estimation are well established techniques in the global illu-
mination computation and rendering of high-quality animation sequences. Using traditional
density estimation techniques it is difficult to remove stochastic noise inherent for photon-
based methods while avoiding overblurring lighting details. To overcome those problems we
investigated the use of bilateral filtering for lighting reconstruction based on the local den-
sity of photon hit points [7]. Bilateral filtering is applied in spatio-temporal domain and
provides control over the level-of-details in reconstructed lighting. All changes of lighting
below this level are treated as stochastic noise and are suppressed. Bilateral filtering proves
to be efficient in preserving sharp features in lighting which is in particular important for
high-quality caustic reconstruction. Also, flickering between subsequent animation frames is
substantially reduced due to extending bilateral filtering into temporal domain.
In high-quality animation rendering costly “final gathering” technique is commonly used.
We extend this technique into temporal domain by storing previously computed incoming
radiance samples and refreshing them evenly in space and time using some aging criteria [6].
The approach is based upon a two-pass photon mapping algorithm with irradiance cache,
but it can be applied also in other gathering methods. Since we noticed that many artifacts
in animation is caused by strong secondary emitters we extend the photon mapping algo-
rithm to handle them efficiently [5]. We introduce an additional photon map as an implicit
representation of such light sources. At the rendering stage this map is used for the explicit
sampling of strong indirect lighting in a similar way as it is usually performed for primary
light sources.
In all solutions introduced so far temporal coherence was exploited in the object space.
In [2] we present a rendering architecture for computing multiple frames at once by re-
using global illumination samples in the image space. For each sample representing a given
point in the scene we update its view-dependent components for each frame and add its
contribution to pixels identified through the compensation of camera and object motion.
This leads naturally to a high quality motion blur and significantly reduces the cost of
illumination computations. The required visibility information is provided using a custom ray
tracing acceleration data structure for multiple frames simultaneously. We demonstrate that
precise and costly global illumination techniques such as bidirectional path tracing become
affordable in this rendering architecture, achieving speedup by an order of magnitude (refer
to sample frames in Figure 14.48 obtained using this technique). The reuse of information
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Figure 14.48: Example frames obtained using our spatio-temporal bidirectional path tracing.
Notice the motion blur effect in the central frame.
in the computationally intensive shaders was further studied in [3].
References
[1]• C. Damez, K. Dmitriev, and K. Myszkowski. State of the art for global illumination in interactive
applications and high-quality animations. Computer Graphics Forum, 22(1):55–77, 2003.
[2]• V. Havran, C. Damez, K. Myszkowski, and H.-P. Seidel. An efficient spatio-temporal architecture
for animation rendering. In P. Christensen and D. Cohen-Or, eds., Rendering Techniques 2003,
14th Eurographics Workshop on Rendering, Leuven, Belgium, June 2003, pp. 106–117. ACM.
[3]• P. Kondratieva, V. Havran, and H.-P. Seidel. Effective use of procedural shaders in animated
scenes. In M. Bubak, G. D. van Albada, P. M. A. Sloot, and J. J. Dongarra, eds., Computational
Science, ICCS 2004, 4th International Conference, Krako¨w, Poland, June 2004, LNCS 3039, pp.
164–172. Springer.
[4]• T. Tawara, K. Myszkowski, K. Dmitriev, V. Havran, C. Damez, and H.-P. Seidel. Exploiting
temporal coherence in global illumination (an invited paper). In A. Pasko, ed., Spring Conference
on Computer Graphics (SCCG 2004), Budmerice, Slovakia, 2004, pp. 23–33. ACM.
[5]• T. Tawara, K. Myszkowski, and H.-P. Seidel. Efficient rendering of strong secondary lighting in
photon mapping algorithm. In P. G. Lever, ed., Theory and Practice of Computer Graphics 2004,
University of Bournemouth, UK, 2004, pp. 174–178. IEEE.
[6]• T. Tawara, K. Myszkowski, and H.-P. Seidel. Exploiting temporal coherence in final gathering for
dynamic scenes. In D. Cohen-Or, L. Jain, and N. Magnenat-Thalmann, eds., Computer Graphics
International (CGI 2004), Crete, Greece, 2004, pp. 110–119. IEEE.
[7]• M. Weber, M. Milch, K. Myszkowski, K. Dmitriev, P. Rokita, and H.-P. Seidel. Spatio-temporal
photon density estimation using bilateral filtering. In D. Cohen-Or, L. Jain, and N. Magnenat-
Thalmann, eds., Computer Graphics International (CGI 2004), Crete, Greece, 2004, pp. 120–127.
IEEE.
14.13 High Dynamic Range Imaging and Perception Issues in
Graphics
Coordinator: Karol Myszkowski
Tremendous progress in the development and accessibility of high dynamic range (HDR)
technology that has happened just recently creates many interesting opportunities and chal-
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lenges in graphics. There is a need of developing a complete pipeline for HDR image and
video processing from acquisition, through compression and quality evaluation, to display.
In this section we present our contributions to such a pipeline. In Section 14.13.1 we describe
our pioneering work on the HDR video encoding. In Section 14.13.2 we outline extensions
needed to upgrade advanced perception-inspired image fidelity metrics to handle HDR im-
ages. Finally, we discuss the problem of tone mapping for efficient image display on low
dynamic range (LDR) devices in Section 14.13.3.
14.13.1 HDR Video Encoding
Investigators: Rafal Mantiuk, Grzegorz Krawczyk, and Karol Myszkowski
Due to rapid technological progress in HDR video capture and display [2], the efficient storage
and transmission of such data is crucial for the completeness of any HDR imaging pipeline.
We propose a new approach for inter-frame encoding of HDR video, which is embedded in
the well-established MPEG-4 video compression standard [1]. The key component of our
technique is luminance quantization that is optimized for the contrast threshold perception
in the human visual system. The quantization scheme requires only 10–11 bits to encode 12
orders of magnitude of visible luminance range and does not lead to perceivable contouring
artifacts. Besides video encoding, the proposed quantization provides perceptually-optimized
luminance sampling for fast implementation of any global tone mapping operator (refer also
to Section 14.13.3) using a lookup table. To improve the quality of synthetic video sequences,
we introduce a coding scheme for discrete cosine transform (DCT) blocks with high contrast.
We demonstrate the capabilities of HDR video in a player, which enables decoding, tone
mapping, and applying post-processing effects in real-time. The tone mapping algorithm as
well as its parameters can be changed interactively while the video is playing. Figure 14.49
shows our dynamic range data exploration tool that allows the user to view a selected range of
luminance in rectangular windows displayed on top of the video. Also, we can simulate post-
processing effects such as glare, night vision, and motion blur, which appear very realistic
due to the usage of HDR data.
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14.13.2 HDR Visible Difference Predictor
Investigators: Rafal Mantiuk and Karol Myszkowski
When designing an image synthesis or processing application, it is desirable to measure the
visual quality of the resulting images. To avoid tedious subjective tests, where a group of
people has to assess the quality degradation, objective visual quality metrics can be used.
374
14 The Computer Graphics Group
Figure 14.49: Sample frames from HDR video sequences: (left) the Cafeteria sequence,
dynamic range in the logarithmic scale [-1.9,3.6]. The background frame is
clamped to a displayable range. Our dynamic range exploration tool, visible
as two windows, shows a luminance range [-1.0,1.0] in the cafeteria interior
and a high luminance range [1.0,3.0] outdoor. Details shown in these windows
would not be visible in traditional LDR video. The source HDR panorama
courtesy of Spheron, Inc. (right) the Light sequence captured with a HDR
video camera, dynamic range [0.3,4.9]. Details of the halogen bulb are well
preserved despite high luminances. The visible range in the exploration tool
window is [2.9,4.9].
The most successful objective metrics are based on models of the Human Visual System
(HVS) and can predict such effects as a non-linear response to luminance, limited sensitivity
to spatial and temporal frequencies, and visual masking [1].
Most of the objective quality metrics have been designed to operate on images or video
that are to be displayed on CRT or LCD displays. While this assumption seems to be clearly
justified in case of LDR images, it poses problems as new applications that operate on HDR
data become more common. A perceptual HDR quality metric could be used for the valida-
tion of HDR video encodings discussed in Section 14.13.1. Another application may involve
steering the computation in a realistic image synthesis algorithm (refer to Section 14.12.3),
where the amount of computation devoted to a particular region of the scene would depend
on the visibility of potential artifacts.
We propose several modifications to Daly’s Visual Difference Predicator (VDP) [1]. The
modifications significantly improve a prediction of perceivable differences in the full visible
range of luminance [3]. This extends the applicability of the original metric from a comparison
of displayed images (compressed luminance) to a comparison of real word scenes of measured
luminance (HDR images). The proposed metric does not rely on the global state of eye
adaptation to luminance, but rather assumes local adaptation to each fragment of a scene.
Such local adaptation is essential for a good prediction of contrast visibility in High-Dynamic
Range (HDR) images, as a single HDR image can contain both dimly illuminated interior
and strong sunlight. For such situations, the assumption of global adaptation to luminance
does not hold. Figure 14.50 shows an example of the HDR VDP output in the form of the
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Figure 14.50: Visual Difference Predictor for High Dynamic Range Images (HDR VDP)
takes as an input two images, a reference and a distorted image (upper and
lower left), and produces as a result the probability of detection map (right).
Red color on such a map denotes a high probability that the human observer
will notice visible differences between two input images.
probability map of perceivable differences between a pair of HDR images.
In collaboration with Scott Daly from Sharp Laboratories of America we further improved
our HDR VDP [2] by considering an optical transfer function which describes scattering of
the light in the eye optics. Also, to calibrate our HDR VDP we conducted experiments using
an advanced HDR display [4], capable of displaying the range of luminance that is close to
that found in real scenes.
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14.13.3 Tone Mapping
Investigators: Akiko Yoshida, Volker Blanz, Grzegorz Krawczyk, and Karol Myszkowski
A number of successful tone mapping operators for contrast compression have been proposed
due to the need to visualize high dynamic range (HDR) images on LDR devices (refer to [1] for
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a recent survey). They were inspired by fields such diverse as image processing, photographic
practice, and modeling of the human visual systems (HVS). The variety of approaches calls
for a systematic perceptual evaluation of their performance.
We conducted a psychophysical experiment based on a direct comparison between the
appearance of real-world scenes and HDR images of these scenes displayed on a LDR moni-
tor [4]. In our experiment, HDR images were tone mapped by seven existing tone mapping
operators. The primary interest of this psychophysical experiment was to assess the differ-
ences in how tone mapped images are perceived by human observers and to find out which
attributes of image appearance account for these differences when tone mapped images are
compared directly with their corresponding real-world scenes rather than with each other.
The human subjects rated image naturalness, overall contrast, overall brightness, and detail
reproduction in dark and bright image regions with respect to the corresponding real-world
scene.
Also, we participated actively in developing new tone mapping operators. We introduced
the adaptive logarithmic mapping method [2] which achieved the interactive performance and
therefore was suitable for HDR video applications (refer to Section 14.13.1). Figure 14.51(left)
shows an example image tone mapped using this method.
In more recent efforts we focused on the problem of lightness perception [3]. The key con-
cept of our approach is to divide the scene into areas (frameworks) of consistent luminance
and to map independently the source luminance in each framework relative to reference
white. Frameworks are merged afterwards retaining the relation of perceived brightness be-
tween them. Additionally a perceptual effect of self luminosity, generally neglected in other
methods, is taken into account. This approach produces results with realistic impression of
brightness and natural colors in situations when modern tone mapping operators often fail
as shown in Figure 14.51(right).
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Figure 14.51: The Tree image from OpenEXR samples tone mapped using the adaptive
logarithmic mapping method (left) and using the frameworks (right). The dark
foreground in shadow and the sunny background results in high luminance
contrasts in this image. Compression of such high contrasts using a global
operator like the adaptive logarithmic mapping leads to the visible loss of
texture details (see the grass and trees in the background) and to the high
saturation of colors. Using the frameworks approach, texture details are well
preserved and colors remain natural.
14.14 Software
As part of the research process, several libraries, development tools, and application frame-
works have been developed by members of the group. In this section we describe some of
them that evolved to a level where it was appropriate to either distribute them as open
source projects or let members of other research institutes benefit from software that had
been developed in our group.
14.14.1 TMK
Investigators: Hitoshi Yamauchi, et al.
Overview
tmk [4] was originally developed by Hartmut Schirmacher and Stefan Brabec in 2000. tmk
is a tool that embeds the functionality of make in the scripting language tcl [1] in a very
simple and convenient way. Furthermore, tmk allows higher levels of abstraction via modules
and a flexible configuration framework. In addition to using tmk simply as a replacement
for make [5], the users can create projects with global methods, objects, and options, and
extend or modify the globally defined tasks using per-directory control files similar to the
traditional Makefile concept.
The design of tmk has been driven by the demand for two things: a simple system for
managing larger software projects without having platform- or site-specific code in each
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Figure 14.52: The components that build up tmk. The configuration is split into two major
branches to separate architecture-specific configuration from site-related issues
like package existence and installation paths. The Config/Arch branch is
split further to distinguish between operating-system support and things like
compiler environments and OS-specific helper tools.
Makefile, and a scripting environment that is combined with the core functionality of make.
As a common basis for achieving both goals, we have chosen to embed make-like functions
into tcl. Additionally, the tmk core natively supports architecture-dependent output, multi-
directory processing, and things such as exception/exclusion handling.
On top of the tmk core, we have added additional abstraction layers by a module mech-
anism and a centralized configuration system. Through this, it is possible to remove any
platform- or configuration-specific code from the control files. Figure 14.52 illustrates the
hierarchy of components that build up tmk.
The tmk core
The core functionality of tmk was designed to embed the functionality of make into tcl. The
control files for tmk are simply tcl scripts, called TMakefile, and define, either implicitly
or explicitly, how to create a target from a set of source files (or primary dependencies).
Primary dependencies alone are used to select the appropriate rule (if there are multiple
candidates) for each target, whereas secondary dependencies simply define additional pre-
conditions before the dependent target can be built.
In addition to these most basic features, tmk also has a way of handling exceptions and
exclusions. An exclusion means that some target will not be built and will not appear as
dependency in any rule. An exception temporarily overrides the values of some variables for
just some targets. Exceptions also allow to replace the rule completely by a different one.
Modules and Configuration
On top of the core, tmk has a module mechanism that allows to globally store rules, options,
and procedures for certain classes of tasks. Modules are explicitly requested in the control
files in order to allow the user to choose the right set of methods for the specific task, and
they are parameterized through global or namespace-relative variables.
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Site-dependent variables (e.g. installation paths) are not defined inside the module, but
rather in the appropriate site-config files that are processed by tmk’s central configuration
system. Similar to this, tmk reads arch-config files that define architecture-dependent options,
like for example a procedure for how to call the compiler and linker for a certain task.
TMK Versions and Updates
In August 2000, the tmk web site [2] became online and the first beta release V0.9 was
available for the public. At its initial state, tmk ran under IRIX, Solaris, Linux, FreeBSD as
well as under Windows 98, 95, NT, and 2000, including support for many of the commonly
used compilers under each operating system.
TMK Status Update — 2003
In the period 2001–2003 the basic functionality and syntax of tmk did not change. However,
several bug fixes and improvements were done. One of the main improvements is that tmk now
supports parallel compilation using a simple thread mechanism. For Dual-CPU machines,
but also on a single processor, compilation is extremely fast. tmk now also runs stable on
Windows 2000 supporting several compilers (Visual Studio 6/7, cygwin gcc). In 2003, tmk
is accepted by sourceforge.net as an open source project [3].
TMK Status Update — 2005
The basis of external software libraries supported as tmk modules was extended. Support
for 64-bit software development under Linux was added. Several modules are updated for
supporting MacOS X (Darwin) environment.
Although the latest update of the public version took place in September 2004, the MPII-
internal version of tmk is being maintained and extended continuously, since it is used ex-
cessively for nearly all projects within our working group (AG4). Also, several other insti-
tutes/persons choose to use tmk for their projects, e.g. at the graphics lab of the University
of British Columbia (UBC, Vancouver, Prof. Dr. Wolfgang Heidrich).
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14.14.2 AG4 Shared Projects
Since the computer graphics group (AG4) was founded in 1999, great efforts have been
undertaken to develop well-designed libraries that can easily be combined and extended.
Some of these libraries and projects are used and developed as shared projects with other
sites, as for example the University of Erlangen, the University of Aachen, and the University
of British Columbia (Canada).
Shared Projects System
Investigators: Hitoshi Yamauchi, et al.
From a system point of view, our shared projects focus on the following points:
– hierarchical and transparent project structure
– versioning and central repository
– shared source code basis
– shared object code and executable code
– platform-independence and support for multiple platforms in parallel
– semi-automatic documentation
– easy start and minimal resource requirements for students.
The source code is maintained in a central CVS [1] repository that provides a number of
features for tracking changes, defining versions, and merging code fragments that have been
changed concurrently by multiple users. The essential parts of this code tree are checked
out from the repository and compiled on the most important platforms (currently IRIX
and Linux) every night by an automatic system based on tmk (see 14.14.1). This results
in a complete and always-up-to-date shared version of the complete source code, libraries,
and executables. Should the compilation fail for a certain project, the system restores the
previous day’s state and sends error report mails to the project administrators as well as to
everybody who committed changes to these projects during the last days.
If someone wishes to use a centrally maintained library, she or he simply specifies the
project-relative library directory, e.g. IBR/image/img_core, in the local TMakefile. tmk will
then search for this library in the person’s project directory, and take the shared instance
of the library if it is not provided by the user. This way, library locations are completely
transparent to the user and need not to be specified in the project Makefiles. Specifically,
a new user does not need to maintain any source or object code of the shared projects in
her/his directory, except if she/he wants to change that code.
If a user compiles a project or application, the generated object code will always be stored
in a platform- and codelevel-dependent subdirectory, such that compilation on multiple plat-
forms will simply generate multiple subdirectories below the source code directory. tmk will
automatically separate all platform-specific things and also use the right version of the shared
code basis.
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The web-based documentation of the code is generated by using doxygen[2], a freely avail-
able system for semi-automatic extraction of documentation information from C/C++ source
code. The documentation is updated every night in the same way (and with the same meth-
ods) as it is done for the code.
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base Project
Investigators: Christian Ro¨ssl, Hitoshi Yamauchi, et al.
The AG4 base library is a collection of useful general-purpose classes, functions, macros, and
so on:
– vectors, matrices, and helpers
– reference counting and smart pointers
– files and filenames, path lists
– value representation as strings
– key/value parameters and parameter lists
– applications with decoupled OpenGL output
– graphical user interfaces (Qt widgets with extended functionality).
Single or multiple features of the base project are widely used within the group and by the
projects described below. Like all our projects, base is organized as a number of mostly
independent directories/libraries.
Image Based Rendering Code Base
Investigators: Hendrik Lensch, Michael Goesele, Christian Fuchs et al.
This IBR code base contains some basic types and functions for tasks in the context of
image-based modeling and rendering. Of course the most central concept in this context is
that of an image. An image is a collection of multiple buffers, each of which is a regular array
of scalars or vectors of a certain type, one vector or scalar representing one layer of a pixel
in the image. For example, an image can consist of a RGB-byte-valued color buffer plus a
floating point-valued depth buffer. Additionally, every buffer may have a list of parameters
(key/value pairs) that are represented and stored (I/O) transparently. Images and buffers
can be stored in a proprietary and portable file format (called IBRraw), or they can (with
some limitations) be mapped to well-known image formats such as PPM, PNG, TIFF, but
also to specialized image formats for high dynamic range (HDR) images such as OpenEXR or
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Radiance Picture File Format. For further extensibility, the IBR project provides a general
plug-in mechanism for I/O subroutines, the so-called loaders and writers.
Operating on images, the IBR project defines generic filter classes. A filter takes one
or multiple images as input, and produces one or many images as output. It is parame-
terized via a generic string-based parameter interface (using the base project’s key/value
and parameter interface), and a graphical user interface can be generated automatically for
every filter. Meanwhile a lot of different filters have been implemented for different kinds
of tasks, such as standard image processing (color manipulation, arithmetic operations on
pixels, cropping, resizing, blurring, etc.), reconstruction of colors from sensors (e.g. we have
implemented an alternative color reconstruction filter for our Kodak DCS professional digital
camera), color space conversion, type conversion (short/float/byte values, packing, coding,
compression), buffer-specific routines such as conversion between different types of depth
value representations, and many more.
Furthermore, the IBR project also contains routines for handling large collections of images
in memory that is shared by multiple processes, and for caching images in shared memory.
There is also a number of routines for mapping images to textures, generating image hierar-
chies, and similar things. Last, but not least, there are some command line tools as well as
a graphical framework for using images and filters via their generic interfaces.
On top of these data structures and algorithmic framework, many different projects have
been carried out.
Geometric Modeling Utilities
Investigators: Christian Ro¨ssl, Hitoshi Yamauchi, et al.
The Geometric Modeling Utilities (GMU) library provides support for geometry processing
with focus on handling polygonal meshes. The core of the library is a set of generic data
structures for the representation and manipulation of triangle meshes. The library is written
in C++. Current versions support the IRIX MIPSPro and the GNU compilers. GMU is
organized in several modules:
– low-level math code (e.g. matrix computations, optimization)
– low-level system dependent code (e.g. general purpose IO, parallel processing)
– input/output of triangle meshes (multiple file formats, transparent to the user, easily
expandable)
– core triangle mesh data structures
– several supporting modules for high level operations such as mesh decimation, subdi-
vision, parameterization, filtering, discrete differential geometry
– scene graph for visualization of arbitrary data (many existing nodes e.g. for visualizing
triangle meshes, easily expandable)
– user interface/widgets for rendering and exploring a scene graph (similar to Open
Inventor widgets, based on the Qt library)
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GMU uses the base library, OpenGL for rendering and Qt for user interfaces. It is entirely
built by tmk and provides documentation and examples. Several projects on mesh processing,
subdivision surfaces and splines described in Sections 14.4 and 14.5 are based on the GMU
library.
In 2004, large parts of GMU including the core were completely redesigned and re-
implemented. The programming interface is still very similar, however, the library is much
more dynamic and less dependent on static template constructs.
The fact that many of the new AG4 members quickly adopted GMU for their research
demonstrates its intuitiveness and efficiency best.
14.14.3 PFSTools for Processing High Dynamic Range Images and Video
Investigators: Rafa l Mantiuk and Grzegorz Krawczyk
The PFSTools package is a set of command line programs for reading, writing, manipulat-
ing and viewing high-dynamic range (HDR) images and video frames. All programs in the
package exchange data using a simple generic file format (pfs) for HDR data. The concept
of the PFSTools is similar to the netpbm package for low-dynamic range images.
PFSTools come with a library for reading and writing pfs files. The library can be used
for writing custom applications that can integrate with the existing PFSTools programs.
PFSTools offer also a good integration with a high-level mathematical programming lan-
guage GNU Octave. PFSTools can be used as the extension of Octave for reading and writing
HDR images or simply to store effectively large matrices.
The PFSTools package is an attempt to integrate the existing file formats by providing a
simple data format that can be used to exchange data between applications.
The PFSTools package is licensed as an Open Source project under a General Pub-
lic License (GPL). The project web page can be found at: http://www.mpi-sb.mpg.de/
resources/pfstools/




Volker Blanz is on the editorial board of
– Computer Animation and Virtual Worlds (since 2004).
Karol Myszkowski is on the editorial board of
– Journal of Virtual Reality and Broadcasting (since 2004).
– ACM Transactions on Applied Perception (since 2002).
– Machine Graphics & Vision (since 1998).
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Hans-Peter Seidel is on the editorial board of
– IEEE Transactions on Visualization and Computer Graphics (IEEE TVCG) (since
2004).
– International Journal of Shape Modeling (IJSM) (since 2001).
– The Visual Computer (TVC) (since 1999).
– Computer Aided Geometric Design (CAGD) (since 1999).
– Graphical Models (GMOD) (since 1995).
– Computer Graphics Forum (CGF) (since 1993).
14.15.2 Conference and Workshop Positions
Alexander Belyaev:
– Eurographics Symposium on Geometry Processing 2005, Vienna, Austria, July 2005,
– International Conference on Shape Modeling and Applications (SMI’05) (a conference
co-chair), MIT, Cambridge, MA, USA, June 2005,
– Graphicon 2005, Novosibirsk Akademgorodok, Russia, June 2005,
– Graphicon 2004, Moscow, Russia, September 2004,
– International Symposium on 3D Data Processing, Visualization, and Transmission,
September 2004, Thessaloniki, Greece,
– Eurographics Symposium on Geometry Processing 2004, Nice, France, July 2004,
– International Conference on Shape Modeling and Applications (SMI’04), Genova, Italy,
June 2004.
Volker Blanz:
– IEEE International Conference on Computer Vision ICCV 2005, Beijing, China, Oc-
tober 2005,
– ACM SIGGRAPH / Eurographics Symposium on Computer Animation 2005, Los An-
geles, USA, July 2005,
– IEEE Int. Conference on Computer Vision and Pattern Recognition CVPR 2005, San
Diego, USA, June 2005,
– ACM SIGGRAPH / Eurographics Symposium on Computer Animation 2004, Greno-
ble, France, August 2004,
– IEEE Int. Conference on Computer Vision and Pattern Recognition CVPR 2004,
Washington DC., USA, June 2004.
Stefan Gumhold:
– Vision, Modeling, and Visualization 2005, Erlangen, Germany, November 2005,
– Pacific Graphics 2005, Macao, China, October 2005,
– Eurographics Symposium on Geometry Processing 2005, Vienna, Austria, July 2005,
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– International Conference on Geometric Modeling, Visualization & Graphics 2005, Salt
Lake City, USA, July 2005,
– International Conference on Computer Graphics, Imaging and Visualization 2005, Bei-
jing, China, July 2005,
– Vision, Modeling, and Visualization 2004, Stanford, USA, November 2004,
– Eurographics Symposium on Geometry Processing 2004, Nice, France, July 2004,
– International Conference on Computer Graphics, Imaging and Visualization 2004,
Penang, Malaysia, July 2004,
– Eurographics Symposium on Point-based Graphics 2004, Zurich, Switzerland, June
2004,
– International Conference on Geometric Modeling & Graphics 2003, London, UK, July
2003.
Jo¨rg Haber:
– ACM SIGGRAPH / Eurographics Symposium on Computer Animation 2005, Los An-
geles, USA, July 2005,
– Shape Modeling International 2005, Cambridge, USA, June 2005,
– WSCG 2005, Plzen, Czech Republic, February 2005
– Eurographics 2004, Grenoble, France, September 2004,
– ACM SIGGRAPH / Eurographics Symposium on Computer Animation 2004, Greno-
ble, France, August 2004,
– WSCG 2004, Plzen, Czech Republic, February 2004,
– Pacific Graphics 2003, Canmore, Canada, October 2003,
– ACM SIGGRAPH / Eurographics Symposium on Computer Animation 2003, San
Diego, USA, July 2003,
– WSCG 2003, Plzen, Czech Republic, February 2003.
Karol Myszkowski:
– International Conference on Cyberworlds 2005 Singapore, November 2005,
– International Workshop on Databases in Networked Information Systems (DNIS’05)
Aizu Wakamatsu, Japan, September 2005,
– ACM SIGGRAPH Symposium on Applied Perception in Graphics and Visualization
2005, A Corun˜a, Spain, August 2005,
– Eurographics Symposium on Rendering 2005, Konstanz, Germany, June 2005,
– Graphicon 2005, Novosibirsk Akademgorodok, Russia, June 2005,
– Spring Conference on Computer Graphics (SCCG’05), Budmerice Castle, Slovakia,
May 2005,
– Winter School on Computer Graphics (WSCG’05), Plzen, Czech Republic, February
2005,
– Human Vision and Electronic Imaging X (HVEI’05), San Jose, USA, January 2005,
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– Afrigraph 2004, Third International Conference on Computer Graphics, Virtual Real-
ity, Visualisation and Interaction in Africa, Stellenbosch (Cape Town), South Africa,
November 2004
– International Conference on Cyberworlds 2004 Tokyo, Japan, November 2004,
– Graphicon 2004, Moscow, Russia, September 2004,
– International Workshop on Databases in Networked Information Systems (DNIS’04)
Aizu Wakamatsu, Japan, September 2004,
– ACM SIGGRAPH Symposium on Applied Perception in Graphics and Visualization
2004, Los Angeles, USA, July 2004,
– Eurographics Symposium on Rendering 2004, Norrko¨ping, Sweden, June 2004,
– Spring Conference on Computer Graphics (SCCG’04), Budmerice Castle, Slovakia,
May 2004,
– Winter School on Computer Graphics (WSCG’04), Plzen, Czech Republic, February
2004,
– Human Vision and Electronic Imaging IX (HVEI’04), San Jose, USA, January 2004,
– International Conference on Cyberworlds 2003 Singapore, November 2003,
– Eurographics 2003, Granada, Spain, September 2003,
– Graphicon 2003, Moscow, Russia, September 2003,
– International Workshop on Databases in Networked Information Systems (DNIS’03)
Aizu Wakamatsu, Japan, September 2003,
– Eurographics Symposium on Rendering 2003, Leuven, Belgium, June 2003.
Hans-Peter Seidel:
– ACM Symposium on Virtual Reality Software and Technology 2005 (ACM VRST’05),
Monterey, California, November 2005,
– Vision, Modeling and Visualization 2005 (VMV’05), Erlangen, Germany, November
2005,
– Pacific Graphics 2005 (PG’05), Macao, China, October 2005,
– EUROGRAPHICS 2005, Dublin, Ireland, September 2005,
– DAGM Symposium 2005 (DAGM’05), Vienna, Austria, August 2005,
– ACM SIGGRAPH/Eurographics Symposium on Computer Animation 2005 (SCA’05),
Los Angeles, USA, July 2005,
– Eurographics Symposium on Geometry Processing 2005 (SGP’05), Vienna, Austria,
July 2005,
– Volume Graphics 2005 (VG’05), Stony Brook, USA, June 2005,
– Shape Modeling International 2005 (SMI’05), MIT, Boston, USA, June 2005,
– ACM SIGGRAPH Symposium on Interactive 3D Graphics and Games 2005 (I3D’05),
Washington, D.C., USA, April 2005,
– ACM Symposium on Virtual Reality Software and Technology 2004 (ACM VRST’04),
Hong Kong, China, November 2004 – Conference Chair,
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– Vision, Modeling and Visualization 2004 (VMV’04), Stanford University, USA, Novem-
ber 2004 – Conference Chair,
– Pacific Graphics 2004 (PG’04), Seoul, Korea, October 2004,
– Symposium on 3D Data Processing, Visualization, and Transmission (3DPVT’04),
Thessaloniki, Greece, September 2004,
– EUROGRAPHICS 2004, Grenoble, France, September 2004,
– ACM SIGGRAPH/Eurographics Symposium on Computer Animation 2004 (SCA’04),
Grenoble, France, August 2004,
– DAGM Symposium 2004 (DAGM’04), Tu¨bingen, Germany, August 2004,
– ACM SIGGRAPH 2004, Los Angeles, USA, August 2004,
– Eurographics Symposium on Geometry Processing 2004 (SGP’04), Nice, France, July
2004,
– Computer Animation and Social Agents 2004 (CASA’04), Geneva, Switzerland, July
2004,
– Computer Graphics International 2004 (CGI’04), Crete, Greece, June 2004,
– 9th ACM Symposium on Solid Modeling and Applications, Genova, Italy, June 2004,
– Shape Modeling International 2004 (SMI’04), Genova, Italy, June 2004,
– Eurographics/IEEE TCVG Symposium on Point-Based Graphics, Zu¨rich, Switzerland,
June 2004,
– Eurographics/IEEE TCVG Symposium on Visualization (VisSym’04), Konstanz, Ger-
many, May 2004,
– Geometric Modeling and Processing 2004 (GMP’04), Beijing, China, April 2004,
– Vision, Modeling and Visualization 2003 (VMV’03), Munich, Germany, November
2003,
– 16th Brazilian Symposium on Computer Graphics and Image Processing (SIBGRA-
PI’03), Sao Carlos, Brazil, October 2003,
– Pacific Graphics 2003 (PG’03), Canmore, Canada, October 2003,
– EUROGRAPHICS 2003, Granada, Spain, September 2003,
– ACM SIGGRAPH 2003, San Diego, USA, August 2003,
– ACM SIGGRAPH/Eurographics Symposium on Computer Animation 2003 (SCA’03),
San Diego, USA, August 2003,
– Computer Graphics International 2003 (CGI’03), Tokyo, Japan, July 2003,
– Volume Graphics 2003 (VG’03), Tokyo, Japan, July 2003,
– 8th ACM Symposium on Solid Modeling and Applications, Seattle, USA, June 2003,
– Dagstuhl Workshop on Hierarchical Methods in Computer Graphics, Dagstuhl, Ger-
many, June 2003 – Organizer,
– Eurographics Symposium on Geometry Processing 2003 (SGP’03), Aachen, Germany,
June 2003,
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– Dagstuhl Workshop on Constructive Mathematics – A Meeting Honoring Carl de Boor,
Dagstuhl, Germany, May 2003 – Organizer,
– Shape Modeling International 2003 (SMI’03), Genova, Italy, May 2003,
– Computer Animation and Social Agents 2003 (CASA’03), Rutgers University, USA,
May 2003.
Holger Theisel:
– EuroVis 2005, Leeds, U.K., June 2005,
– Topo-In-Vis 2005, Budmerice, Slovakia, September 2005 (Program Chair),
– IEEE Visualization 2005 Conference, Minneapolis, USA, October 2005.
Ingo Wald:
– Afrigraph 2005, Third International Conference on Computer Graphics, Virtual Real-
ity, Visualisation and Interaction in Africa, Stellenbosch (Cape Town), South Africa,
November 2004.
14.15.3 Invited Talks and Tutorials
Irene Albrecht:
– Speech-synchronized Facial Animation, Invited talk, ICT Workshop “Frontiers of Facial
Animation”, Los Angeles, USA, August 2004.
Volker Blanz:
– Reanimation and Exchange of Faces in Images and Video, Invited talk, ICT Workshop
“Frontiers of Facial Animation”, Los Angeles, USA, August 2004.
– Facial Modeling and Animation, Tutorial, SIGGRAPH 2004, Los Angeles, USA, Au-
gust 2004.
– A Morphable Model for the Synthesis of 3D Faces, Invited Talk, TU Darmstadt, May
2004.
– Reanimating Faces in Images and Video, Invited Talk, Imagina 2004, Nice, France,
February 2004.
– Reconstruction and Reanimation of 3D Faces from Images and Video, Invited Talk,
University Bonn, December 2003.
– Face Recognition Based on a Vector Space of 3D Shapes and Textures of Faces, Invited
Talk, Symposium About Faces: A Multidisciplinary Approach to the Science of Face
Perception, Princeton, USA , September 2003.
– Reanimating Faces in Images and Video, Invited Talk, MIT AI-Lab, September 2003.
– Facial Modeling and Animation, Tutorial, Eurographics 2003, Granada, Spain, Sep-
tember 2003.
– Learning and Application of Class-Specific Information for Facial Modeling and An-
imation, Invited Talk, Hierarchical Methods in Computer Graphics, Dagstuhl, Ger-
many, June 2003.
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Michael Goesele:
– Realistic Materials in Computer Graphics (with Hendrik P. A. Lensch, Yung-Yu
Chuang, Tim Hawkins, Steve Marschner, Wojciech Matusik, Gero Mueller), Course,
ACM SIGGRAPH 2005, Los Angeles, USA, July 2005.
– Acquisition Techniques for Real Objects and Light Sources in Computer Graphics, In-
vited talk, Pontif´icia Universidade Cato´lica do Rio de Janeiro (PUC), Rio de Janeiro,
Brazil, March 2005.
– Acquisition Techniques for Real Objects and Light Sources in Computer Graphics, In-
vited talk, Instituto de Matema´tica Pura e Aplicada (IMPA), Rio de Janeiro, Brazil,
February 2005.
– Acquisition Techniques for Real Objects and Light Sources in Computer Graphics, In-
vited talk, Brown University, Providence, USA, November 2004.
– Acquisition Techniques for Real Objects and Light Sources in Computer Graphics, In-
vited talk, Massachusetts Institute of Technology (MIT), Cambridge, USA, November
2004.
– Acquisition Techniques for Real Objects and Light Sources in Computer Graphics, In-
vited talk, Stanford University, Stanford, USA, November 2004.
– Acquisition Techniques for Real Objects and Light Sources in Computer Graphics, In-
vited talk, University of British Columbia, Vancouver, Canada, August 2004.
– Acquisition Techniques for Real Objects and Light Sources in Computer Graphics, In-
vited talk, Microsoft Research, Redmond, USA, August 2004.
– Acquisition Techniques for Real Objects and Light Sources in Computer Graphics, In-
vited talk, University of Washington, Seattle, USA, August 2004.
– Accurate Light Source Acquisition and Rendering, Invited talk, Dagstuhl Seminar “Hi-
erarchical Methods in Computer Graphics”, Dagstuhl, Germany, July 2003.
Stefan Gumhold:
– Out-of-Core Compression and Simplification of Gigantic Polygonal Meshes, Dagstuhl
Seminar 03271 on Hierarchical Methods in Computer Graphics, Schloss Wadern, July
2003.
– Markov Models for Optimal Arithmetic Coding, Invited talk, Telegeo Workshop on
Geometry Compression, Sophia-Antipolis, November 2003.
– Truly Selective Polygonal Mesh Hierarchies with Error Control, Invited Talk, Univer-
sity of California, Irvine, November 2004.
Jo¨rg Haber:
– Anthropometric Facial Modeling, Invited talk, ICT Workshop “Frontiers of Facial An-
imation”, Los Angeles, USA, August 2004.
– Facial Modeling and Animation, Tutorial, SIGGRAPH 2004, Los Angeles, USA, Au-
gust 2004.
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– Reconstruction of Expressive Faces based on Skull Data, Invited talk, International
workshop at the Neanderthal Museum, Mettmann, Germany, June 2004.
– Facial Modeling and Animation, Tutorial, Eurographics 2003, Granada, Spain, Sep-
tember 2003.
Ioannis Ivrissimtzis:
– Geometric applications of the discrete Fourier transform, Invited talk, POSTECH,
Pohang, Korea, March 2005.
– Neural mesh ensembles: a Learning algorithm for surface reconstruction, German-
Israeli Foundation Project 672/99, concluding meeting, Bonn, Germany, July 2004.
– Using Growing Cell Structures for surface reconstruction, Algorithms seminar, Univer-
sity of Athens, Athens, Greece, May 2004.
– Using Growing Cell Structures for surface reconstruction, Invited talk, Aegean Univer-
sity, Syros, Greece, May 2004.
– Statistical Learning in Surface Reconstruction, Computer Science Colloquia, University
of Wales, Swansea, UK, September 2003.
Karol Myszkowski:
– High Dynamic Range Imaging: The Problem of Video Compression and Quality Esti-
mation, Invited talk, Sixth International Conference on Human and Computer
(HC’2004), Aizu Wakamatsu, Japan, September 2004.
– High Dynamic Range Imaging: The Problem of Video Compression and Quality Esti-
mation, Invited talk, Nishita Laboratory, The University of Tokyo, Japan, September
2004.
– High Dynamic Range Video Compression, Invited talk, TOYOTA InfoTechnology Cen-
ter, Tokyo, Japan, September 2004.
– High Dynamic Range Imaging: The Problem of Video Compression and Quality Esti-
mation, Invited talk, Intelligent Modeling Laboratory, The University of Tokyo, Japan,
August 2004.
– Exploiting Temporal Coherence in Global Illumination, Invited talk, Spring Conference
on Computer Graphics 2004 (SCCG’04), Budmerice Castle, Slovakia, May 2004.
– Global Illumination for High-Quality Animations and Interactive Applications (with
Cyrille Damez, Per H. Christensen, Philipp Slusallek, Ingo Wald, and Bruce Walter),
Tutorial, ACM SIGGRAPH 2003, Los Angeles, USA, July 2003,
– An Efficient Spatio-Temporal Architecture for Animation Rendering, Invited Talk, Hi-
erarchical Methods in Computer Graphics, Dagstuhl, Germany, June 2003.
Hans-Peter Seidel:
– 3D Image Analysis and Synthesis at MPI Informatik, Invited Presentation, French
Association of Computer Graphics (AFIG), Strasbourg, France, November 2005,
– 3D Image Analysis and Synthesis at MPI Informatik, Invited Presentation, Pacific
Graphics 2005 (PG’05), Macao, China, October 2005,
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– 3D Image Analysis and Synthesis at MPI Informatik, Invited Presentation, IMA Con-
ference on Vision, Video and Graphics 2005 (VVG’05), Edinburgh, UK, July 2005,
– Computergraphik – mehr als scho¨ne Bilder. Ero¨ffnungsveranstaltung Sontagsmatinee
des Wissenschaftsforums, St. Ingbert, Germany, May 2005,
– 3D Image Analysis and Synthesis at MPI Informatik, Invited Presentation, MIRA-
GE’05, Paris, March 2005,
– Surface Reconstruction based on Neural Meshes, Invited Presentation, International
Conference on Mathematical Methods for Curves and Surfaces, Tromso, Norway, July
2004,
– Erzeugung hochqualitativer virtueller 3D-Szenen, Univ. Stuttgart, November 2003,
– Modeling the World: The Virtualization Pipeline, Invited Presentation, International
Conference on Image Analysis and Processing 2003 (ICIAP’03), Mantova, Italy, Sep-
tember 2003,
– A Framework for the Acquisition, Processing and Interactive Display of High Qual-
ity 3D Models, Invited Presentation, International Workshop on Geometric Modeling,
Computing, and Visualization, Aizu University, Japan, July 2003,
– Capturing the Shape of a Dynamic World – Fast, Invited Presentation, Shape Modeling
International 2003 (SMI’03), Genova, Italy, May 2003,
– A Framework for the Acquisition, Processing and Interactive Display of High Quality
3D Models, Tag der Informatik, Univ. Erlangen-Nu¨rnberg, April 2003.
Holger Theisel:
– Topological Methods for Flow Visualization, Invited talk, University of California Santa
Cruz, USA, November 2004.
– CAGD and Scientific Visualization, Invited talk, 6-th International Conference on Op-
erational Research, Havana, Cuba, September 2003.
– Feature Flow Fields and Applications, Invited talk, CIMAF 2003, Havana, Cuba, Sep-
tember 2003.
Ingo Wald:
– Massive Model Visualization, Tutorial, Third International Conference on Computer
Graphics, Virtual Reality, Visualisation and Interaction in Africa, Stellenbosch, ZA,
November 2004.
– Global Illumination for High-Quality Animations and Interactive Applications (with
Karol Myszkowski, Cyrille Damez, Per H. Christensen, Bruce Walter, and Philipp
Slusallek), Tutorial, ACM SIGGRAPH 2003, Los Angeles, USA, July 2003.
– Realtime Ray Tracing and Interactive Global Illumination, Invited talk, Stanford Graph-
ics Lunch, Stanford University, CA, USA, July 2003.
– The Saarland RTRT/OpenRT Realtime Ray Tracing Project, Invited talk, Intel Corp,
Santa Clara, CA, USA, July 2003.
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– Advanced Issues in Realtime Ray Tracing and Interactive Global Illumination (with
Carsten Benthin), Tutorial, Second International Conference on Computer Graphics,
Virtual Reality, Visualisation and Interaction in Africa, Stellenbosch, ZA, 2003.
14.15.4 Other Academic Activities
Hans-Peter Seidel:
– Chair, European Association for Computer Graphics (Eurographics) (since 2005)
– Elected Member DFG Fachkollegium Informatik (German Research Foundation) (since
2004)
– MPG Committee MPI for Software Systems (since 2004)
– Summer Academy, Studienstiftung des deutschen Volkes (German National Merit Foun-
dation), Go¨rlitz, September 2004
– Executive Committee, Solid Modeling Association (Steering Committee ACM Solid
Modeling Symposium) (since 2004)
– International Review Panel, Computer Science Departments TU Delft, Univ. Leiden,
The Netherlands, 2004
– Director, Max Planck Center for Visual Computing and Communication Stanford/Saar-
bru¨cken (since 2003)
– Vice Chair, European Association for Computer Graphics (Eurographics) (2003-2004)
– ACM SIGGRAPH Awards Committee (since 2001)
– Perspectives Committee CPTS, Max Planck Society (2000-2004)
– Managing Director, Max Planck Institute for Informatics (2001-2003)
– Scientific Advisory Board, Leibniz Minerva Center, Hebrew University, Jerusalem, Is-
rael (since 1998)
– Eurographics Executive Committee (since 1992)
– Steering Committee, GI Fachbereich Computer Graphics (since 1992)




Human Perception Issues in Computer Graphics (V. Blanz, K. Myszkowski)
Seminars:
Advanced Topics in Computer Graphics (H.-P. Seidel, M. Goesele)
Models for Computer Graphics Learned from Reality (V. Blanz, J. Lang)
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Project Classes:
Interactive Rendering, Shadowing, Sorting, and Lighting of Hair (H.-P. Seidel)
Point Based Rendering of Animated Objects in Real Time (H.-P. Seidel)
Summer Semester 2004
Courses:
Geometric Modeling (H.-P. Seidel, A. Belyaev)
3D Image Analysis and Synthesis (H.-P. Seidel, M. Magnor, M. Goesele)
Realistic Image Synthesis (P. Slusallek, K. Myszkowski)
Project Classes:
Interactive Visual Tracking of a Pen on Hardware Commodity (J. Lang)
Object Animation for Free-Viewpoint Video (M. Magnor, G. Ziegler)
Winter Semester 2004/2005
Courses:
Computer Graphics (M. Magnor)
Seminars:
Emerging Technologies in Computer Graphics (H.-P. Seidel, P. Slusallek)
Diploma Theses
Alexander Efremov: Efficient Ray Tracing of Trimmed NURBS Surfaces, 2004
Christian Fuchs: Acquisition of Subsurface Scattering Objects, 2004
Martin Fuchs: Reflectance of Human Faces, 2004
Christian Schmaltz: Photon Path Distribution in Inhomogeneous Scattering Media, 2004
Kristina Scherbaum: Learning-Based Prediction and 3D Visualization of Children’s Facial
Growth, 2005
Master Theses
Thomas Annen: Radiance Transfer Using Spherical Harmonic Gradients, 2004
Edilson de Aguiar: Character Animation from a Motion Capture Database, 2004
Heiko Friedrich: Interactive Isosurface Ray Tracing with Min/Max KD-Trees, 2004
Johannes Gu¨nther: Realtime Caustics Using Distributed Photon Mapping, 2004
Robert Herzog: Advanced Density Estimation Techniques in Global Illumination, 2005
Waqar Saleem: A Flexible Framework for Learning Based Surface Reconstruction, 2004
Akiko Yoshida: Perceptual Evaluation of Tone Mapping Operators, 2004
Hang Yu : Importance Sampling in Photon Tracing, 2004
Kuangyu Shi: Extracting the Topological Structure of the High Order Critical Points,
2005
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14.17 Dissertations, Offers, Awards
14.17.1 Dissertations
Completed and Defended
Stefan Brabec: Shadow Techniques for Interactive and Real-Time
Applications, 03.02.2004.
Katja Daubert: Hardware-Supported Cloth Rendering, 02.02.2004.
Michael Goesele: New Acquisition Techniques for Real Objects and
Light Sources in Computer Graphics, 14.07.2004.
Kolja Ka¨hler: A Head Model with Anatomical Structure for Facial
Modeling and Animation, 17.12.2003.
Jan Kautz: Realistic Real-Time Shading and Rendering of Objects
with Complex Materials, 24.04.2003.
Hendrik Lensch: Efficient Image-Based Appearance Acquisition of
Real-World Objects, 15.12.2003.
Ming Li: Towards Real-Time Novel View Synthesis Using Visual
Hulls, 09.02.2005.
Annette Scheel: High Quality Reconstruction and Interactive
Tonemapping of Global Illumination Solutions, 24.06.2003.
Hartmut Schirmacher: Efficient Acquisition, Representation, and
Rendering of Light Fields, 16.12.2003.
Roland Schregle: Daylight Simulation with Photon Maps,
26.10.2004.
Ingo Wald: Realtime Ray Tracing and Interactive Global Illumina-
tion, 03.05.2004.
Gerold Wesche: Conceptual Free-Form Styling in Virtual Environ-
ments, 20.08.2004.
Completed but not yet Defended
Christian Ro¨ssl: New Techniques for the Modeling, Processing and Visualization of Sur-
faces and Volumes.
Takehiro Tawara: Efficient Global Illumination for Dynamic Scenes.
Christian Theobalt: From Image-based Motion Analysis to Free-Viewport Video.
Jens Vorsatz: Dynamic Remeshing and Applications.
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In Preparation
Naveed Ahmed: Simultaneous Capture of Human Motion and Reflectance Properties from
Multiple Synchronized Video Recordings.
Irene Albrecht: Speech-Synchronized Facial Animations.
Thomas Annen: New Algorithms for Real World Relighting.
Robert Bargmann: Learning-Based Speech Animation with Head Position Tracking.
Tongbo Chen: Modeling and Acquisition of Surface Appearance.
Edilson de Aguiar: Real-Time Marker-free Model and Motion Capturing.
Alexander Efremov: Validation Issues in Predictive Rendering.
Christian Fuchs: Light Transport in Inhomogeneous Translucent Objects.
Martin Fuchs: Relightable Object Representations.
Wolfram von Funck: Scalar and Vector Based Features on Surfaces.
Marde Greeff: High Level Human Character Animation.
Johannes Gu¨nther: Dynamic Lighting Simulation.
Grzegorz Krawczyk: Perception-Inspired Tone Mapping.
Torsten Langer: Discrete Differential Geometry for Shape Analysis and Modeling.
Rafal Mantiuk: Perception Issues in High Dynamic Range Imaging.
Waqar Saleem: 3D Shape Retrieval.
Oliver Schall: Reconstruction from Scattered Data.
Kuangyu Shi: Pathline Oriented Topological Visualization of Time-dependent Vector
Fields.
Carsten Stoll: Object Reconstruction from Depth Videos.
Akiko Yoshida: Tone Mapping and Perception.
Shin Yoshizawa: Variational and Free-form Shape Modeling.
Rhaleb Zayer: Robust Surface Parameterization.
Gernot Ziegler: Image-based Modeling and Real-Time Rendering for Optical Surface Prop-
erties of Dynamic Objects.
14.17.2 Offers for Faculty Positions
Volker Blanz, Univ. Siegen, 2005.
Jo¨rg Haber, TU Dresden, 2003 (declined).
Jan Kautz, Univ. Bielefeld, 2005.
Jochen Lang, Univ. Ottawa, Canada, 2004.
Ulrich Schwanecke, FH Wiesbaden, 2003.
14.17.3 Awards
Thomas Annen
Best diploma thesis in computer science at a Fachhochschule in Germany, 2003.
Volker Blanz
Eurographics Gu¨nter Enderle Award (Best Paper Award, 1st Prize), 2003.
Eurographics Gu¨nter Enderle Award (Best Paper Award, 1st Prize), 2004.
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Martin Fuchs
VDI Award (Best diploma thesis of his field of study at Saarland University), 2004.
Jan Kautz
Dr. Eduard Martin Award (PhD Award of Saarland University), 2004.
Otto-Hahn-Medal (Max Planck Society award for outstanding young researchers), 2004.
DFG Emmy-Noether-Fellowship (Post Doc Fellowship), 2004.
DAAD Fellowship (Post Doc Fellowship), 2003.
Hans-Peter Seidel
Founding Chair, Eurographics Awards Programme (since 2004).
Fellow, Eurographics Association, 2003.
Leibniz Prize, German Research Foundation (DFG), 2003.
Christian Theobalt
ATI Fellowship Programme, 2004.
14.18 Grants and Cooperations
There are local cooperations within the institute and with colleagues in the computer sci-
ence department. Within the MPI we have common projects with the NWG3 (Dr. Marcus
Magnor) in the field of “Model-based Motion Capture and Free-Viewpoint Video” and a
collaboration with AG1 (Prof. Kurt Mehlhorn) in the field of “Surface Reconstruction”. In
particular, there is the ongoing research project with Philipp Slusallek’s group on interactive
global illumination techniques, as well as image-based viewing of dynamic scenes using an ar-
ray of video cameras (the so-called “Lumi-Shelf”). Furthermore scientists of our group have
interdisciplinary contacts within the Saarland University at the Institut fu¨r Rechtsmedizin
(Dr. Dieter Buhmann), the Institut fu¨r Phonetik (Prof. Dr. William J. Barry) and DFKI
(Prof. Dr. Hans Uszkoreit) in the field of facial modeling and speech synchronized animation.
14.18.1 Projects funded by the European Union (EU)
The following projects are funded by the European Union (EU).
Multiresolution in Geometric Modeling (MINGLE)
The goal of the EU research project MINGLE was the investigation and development of effi-
cient and robust methods for generating, storing, and manipulating multiresolution models
based on triangulated data sets. Applications for such techniques include fast rendering (e.g.
in real-time flight simulation), editing and compression of both geometric models and im-
ages, surface illumination, computer animation, and scientific visualization (such as weather
simulations over the earth). The joint activities of the training program include lecture
series, workshops, short-term exchange visits, and software management. A summerschool
in Multiresolution Geometry was held August 22-30 in Munich, Germany 2001. The work
on MINGLE started in 2000, and the project was completed successfully January 15th of
2004. It involved nine European research teams, representing six different countries, from
universities, research centers, and industry.
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Partners and group leaders of the project were:
– SINTEF Applied Mathematics, Oslo, Norway (Dr. M. Floater, Dr. E. Quak, Prof. T.
Lyche)
– Tel Aviv University, Tel Aviv, Israel (Prof. N. Dyn, Prof. D. Levin, Prof. D. Cohen-Or)
– Munich University of Technology, Munich, Germany (Dr. A. Iske, Dr. J. Prestin)
– Israel Institute of Technology, Haifa, Israel (Prof. C. Gotsman)
– Laboratoire de Mode´lisation et Calcul, Grenoble, France (Dr. G. Bonneau, Dr. S. Hah-
mann)
– University of Cambridge Computer Laboratory, Cambridge, United Kingdom (Dr. N.
Dodgson, Dr. M. Sabin)
– Dept. of Comp. and Inf. Sciences, Univ. of Genova, Genova, Italy (Prof. L. De Floriani,
Prof. E. Puppo)
– Systems in Motion AS, Oslo, Norway (M. Kintel)
– Max Planck Institute for Informatics (Prof. H.-P. Seidel, PD Dr. L. Kobbelt, Dr. F. Zeil-
felder)
Virtual Heritage: High-Quality 3D Acquisition and Presentation (ViHAP3D)
The ViHAP3D project aimed at preserving, presenting, accessing, and promoting cultural
heritage by means of interactive, high-quality 3D graphics. Nearly all our cultural heritage is
inherently three-dimensional, and furthermore 3D computer graphics is conceived more and
more as the most powerful medium for virtual representation of all kind of complex data.
The project aimed at the development of new tools in the following three problem areas: 3D
scanning for the acquisition of accurate and visually rich 3D models, post-processing, data
representation, and efficient rendering for the detailed interactive display and inspection
of such models even on low cost platforms virtual heritage tools for the presentation and
navigation in high-quality digital model collections. The ViHAP3D Project has been funded
by the Digital Heritage and Cultural Content area (Digicult) of the European Community’s
Information Society Technologies Programme (IST). This project was coordinated by MPII.
The work on ViHAP3D started in February 2002 and was completed successfully February
2005.
Partners and group leaders of the project were:
– Department of Software,Technical University of Catalonia, Barcelona, Spain (Prof. Dr.
Pere Brunet)
– Visual Computing Group, Istituto Elaborazione dell’Informazione, Pisa, Italy (Dr.
Roberto Scopigno)
– Centro de Realidad Virtual, gedas iberia S.A., Barcelona, Spain (Felipe Lozano)
– Minolta Europe GmbH, Industrial Instruments Division, Langenhagen, Germany (Mar-
co Zajak)
– Soprintendenza per i beni ambientali, architettonici, artistici e Storici per le province
Pisa, Livorno, Lucca e Massa Carrara, Pisa, Italy (Dr. Clara Baraccini)
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– Max Planck Institute for Informatics, Saarbru¨cken, Germany (Prof. Dr. Hans-Peter
Seidel, Project Coordinator)
Real Time Visualization of Complex Reflectance Behaviour in Virtual Prototyping
(RealReflect)
RealRelect aims at developing physically correct simulation of light distribution and re-
flection as well as an image based real-time visualization technology for synthetic objects
with complex reflectance behavior. This new technology will be integrated into an exist-
ing VR-system and tested in different application scenarios in automotive industry, like the
simulation of safety and design aspects in the automotive industry as well as photorealistic
VR simulations in architecture. Based on the acquisition of real reflectance properties of
materials, the objective of RealReflect is to develop a novel image based physically correct
visualization technology for VR systems. The overall system addresses two hot issues in
Virtual Reality: photo realism through visualization of real reflectance behaviour of surfaces
and a sophisticated light simulation that allows for a highly accurate determination of light
distribution and reflection behaviour. The work on RealReflect started in April 2002 and
will run until October 2005.
Partners and group leaders of the project are:
– Institute of Computer Graphics and Algorithms, Vienna University of Technology,
Austria (Prof. W. Purtgathofer)
– Institut fuer Informatik II, Universitaet Bonn, Germany (Prof. R. Klein)
– Institut of Information Theory and Automation, Czech Republic (Dr. M. Haindl)
– Institut National de Recherche en Informatique et en Automatique, France (Prof. F.
Sillion)
– Virtual Reality Centre, Daimler Chrysler AG, Germany (Dipl.-Ing. T. Jaeger, Dipl.-
Ing. M. Arnold)
– IC:IDO Gesellschaft fuer innovative Informationssysteme GmbH, Germany (Dr. An-
dreas Roessler)
– Faurecia SAI Automative SAL GmbH, France (Dipl.-Ing. Stephan Braun)
– Virtual reality architecture GmbH, Austria (Dipl.-Ing. Michael Jenewein)
– Max Planck Institute for Informatics (Prof. H.-P. Seidel, Dr. K. Myszkowski, Dr. V.
Havran)
Network of Excellence AIM@SHAPE (Advanced and Innovative Models And Tools for
the development of Semantic-based systems for Handling, Acquiring, and Processing
knowledge Embedded in multidimensional digital objects)
The mission of the Network of Excellence (NoE) AIM@SHAPE is to advance research in the
direction of semantic-based shape representations and semantic-oriented tools to acquire,
build, transmit, and process shapes with their associated knowledge. The consortium foresees
a new generation of shapes in which knowledge is explicitly represented and, therefore, can
be retrieved, processed, shared, and exploited to construct new knowledge.
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The AIM@SHAPE consortium of 14 excellent research institutions in foundational and ap-
plied fields of shape modelling will pursue lasting integration both at the foundational level,
by initiating a new Theory of Digital Shapes, and at the component level, by developing a
Digital Shape Workbench as a common platform for shape models and software tools. Inte-
grating activities will include the design of a common shape ontology and a program for hu-
man capital mobility and training. Spreading of excellence activities will include an interna-
tional forum, an industrial users’ group and regular conferences.The work on AIM@SHAPE
started in January 2004. The duration is 48 months and the project will run until December
2007.
Partners and group leaders of the project are:
– Istituto di Matematica Applicata e Tecnologie Informatiche – Dept. of Genova, CNR-
IMATI-GE, Italy, (Prof. B. Falcidieno)
– Universita di Genova – Dipartimento di Informatica e Scienze dell’Informazione, DISI,
Italy, (Prof. L. De Floriani)
– E´cole Polytechnique Federale de Lausanne, Virtual Reality Lab, EPFL, Switzerland
(Prof. D. Thalmann)
– Fraunhofer-Gesellschaft zur Fo¨rderung der angewandten Forschung e.V., Fraunhofer
Institut fu¨r Graphische Datenverarbeitung, FHG/IGD, Germany, (Dr. A. Stork)
– Institut National Polytechnique de Grenoble, INPG, France, (Prof. J.-C. Leon)
– Institut National de Recherche en Informatique et en Automatique, INRIA, France,
(Prof. B. Mourrain)
– Informatics and Telematics Institute – Center for Research and Technology Hellas,
ITI-CERTH, Greek, (Prof. C. Houstis)
– MIRALab, Universite´ de Gene`ve, UNIGE, Switzerland, (Prof. N. Magnenat-Thalmann)
– Max Planck Institute for Informatics, Saarbru¨cken, MPII, Germany, (Prof. H.-P. Seidel,
Dr. A. Belyaev)
– Stiftelsen for industriell og teknisk forskning ved Norges Tekniske Høgskole, SINTEF,
Norway, (Dr. T. Dokken)
– Israel Institute of Technology, Technion, Israel, (Prof. C. Gotsman)
– Technische Universita¨t Darmstadt, TUD, Germany, (Prof. M. Alexa)
– Utrecht University, Institute of Information and Computing Sciences, UU, Nethrlands,
(Dr. R. Veltkamp)
– Weizmann Institute of Science, WEIZMANN, Israel, (Prof. R. Basri)
14.18.2 Projects funded by GIF
The following project is funded by the German-Israeli Foundation for Scientific Research
and Development (GIF).
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Compact Representation and Efficient Processing of Very Large Triangle Meshes
The goal of this research project is to develop compact representations for static, dynamic and
progressive meshes and to investigate how good these representations are relative to the best
possible. This involves developing effective coding algorithms and establishing lower bounds.
Being able to render from compressed form in order to preserve memory-chip bandwidth is an
important advantage, which will enable on-chip geometry transformations in next-generation
low-end graphics cards. The project was completed successfully in December 2004.
Partners and group leaders of the project are:
– Tel Aviv University, Tel Aviv, Israel (Prof. D. Cohen-Or, Prof. D. Levin)
– Technion, Haifa, Israel (Prof. C. Gotsman)
– Universita¨t Tu¨bingen, Tu¨bingen, Germany (Prof. W. Strasser)
– Universita¨t Bonn, Bonn, Germany (Prof. R. Klein)
– RWTH Aachen, Aachen, Germany (Prof. L. Kobbelt)
– Max Planck Institute for Informatics, Saarbru¨cken, Germany (Prof. H.-P. Seidel)
14.18.3 Projects funded by DFG
The following projects are funded by the German Research Foundation (DFG).
Distributed Processing and Delivery of Digital Documents (V3D2)
The project is part of the DFG-Schwerpunktprogramm “Verteilte Verarbeitung und Vermit-
tlung digitaler Dokumente”. The objective of this project is the development and implemen-
tation of techniques and tools for the acquisition, compression, transmission, and display
of complex digital 3D models and their integration into digital documents. The strategic
research initiative V3D2 is centered on the following themes: management and exchange of
digital documents, multimedial teaching and learning systems, and joint research with li-
braries. The part of the project in which our group is involved concentrates on the creation,
compression and data transmission of complex digital 3D models including geometry and
reflection properties. In particular, we are working on the creation of a hardware/software
environment for the acquisition of high quality 3D models, capturing both geometry and ma-
terial properties. The strategic research initiative V3D2 started in 1997 and was successfully
terminated in May 2004.
Partners and group leaders of the project were:
– Max Planck Institute for Informatics (Prof. H.-P. Seidel, H. Lensch)
14.18.4 Projects funded by BMBF
The following project is funded by the German Ministry of Education, Science, and Tech-
nology (BMBF – Bundesminister fu¨r Bildung und Forschung).
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OpenSG PLUS
OpenSG PLUS is a project that is funded by the German Ministry for Research and Educa-
tion (BMBF). The duration of the project is from February 2001 to December 2003. In this
project 9 german research institutions (universities and independent research groups) from
the area of 3D computer graphics are cooperating to develop basic technology for OpenSG
(OpenSG (Open Source Scenegraph) a scenegraph-based rendering API), define architec-
tures and data structures together and provide important components through R&D work
for new application areas. The project was successfully completed in May 2004.
Partners and group leaders of the project were:
– OpenSG Forum, Darmstadt (Dr. S. Mu¨ller, Dipl. Inf. D. Reiners)
– Fraunhofer Institut fu¨r Graphische Datenverarbeitung, Darmstadt (Dr. C. Busch)
– Max Planck Institute for Informatics (Dipl. Inf. J. Kautz)
– Universita¨t Bonn, Bonn (Prof. Dr. R. Klein)
– Universita¨t Stuttgart, Stuttgart (Prof. Dr. T. Ertl)
– Universita¨t Tu¨bingen, Tu¨bingen (Prof. Dr. W. Strasser)
– RWTH Aachen, Aachen, (Prof. Dr. L. Kobbelt)
– TU Braunschweig, Braunschweig (Prof. Dr. D. Fellner)
– TU Darmstadt, Darmstadt (Prof. Dr. M. Alexa)
– Zentrum fu¨r Graphische Datenverarbeitung, Darmstadt (Dipl. Inf. J. Behr)
Max Planck Center for Visual Computing and Communication
The Max Planck Center for Visual Computing and Communication (MPC-VCC) was estab-
lished jointly by MPII and Stanford University in October 2003. The proposed collaboration
has two intertwined goals:
– Establish a joint research program in the key information technology area of “Visual
Computing and Communication”.
– Incorporate a strong career development component to alleviate the shortage of qual-
ified faculty and scientists in information technology in Germany.
To achieve these goals, Stanford University and Max Planck Society collaborate to set
up a Max Planck Center for Visual Computing and Communication, with corresponding
research activities at the Max Planck Institute for Informatics and at Stanford University.
The center is directed jointly by Prof. H.-P. Seidel (MPII) and Prof. Dr. B. Girod (Stanford
University).
The Max Planck Center for Visual Computing and Communication addresses the par-
ticular career-development needs of young German scientists in Information Technology. It
fosters the professional development of a small number of selected, outstanding individuals
by providing them with the opportunity to work at Stanford University as Visiting Assistant
Professors in the area of Visual Computing and Communication for two years and then re-
turn to Germany to continue their research as a senior researcher at the Max Planck Institute
for Informatics and ultimately as a professor at a German university.
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Partners and directors of the project are:
– Max Planck Institute for Informatics (Prof. Dr. H.-P. Seidel)
– Stanford University, Department of Electrical Engineering (Prof. Bernd Girod)
14.18.5 Cooperations with Industry
The following project is funded by industry.
Daimler Chrysler: Simulation of Displays Appearance in the Car Cockpit
The goal of this project is to simulate the reflection of light in the surface of displays, which
are installed in modern cars (navigation panels and speedometer panels) for various lighting
conditions. The lighting simulation is physically-based and the computation is performed at
interactive speeds. Based on the simulation results the visibility of displayed information as-
sessed for typical and extreme lighting conditions taking into account the human perception.
Since active displays are a source of lighting energy on their own, investigations is performed
to estimate how the display presence affects the visual performance of the driver. In partic-
ular, reflections of the displays in the windshield is studied to assess their influence on the
driving security. As a result of the project a virtual reality system running in the CAVE
installed in the Virtual Reality Center will be developed. The project started in February
2003 and is scheduled for three years.
Partners and group leaders of the project are:
– DaimlerChrysler AG, Virtual Reality Center (Dipl.-Ing. Michael Arnold)
– Max Planck Institute for Informatics (Prof. H.-P. Seidel, Dr. K. Myszkowski)
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15.2 Visitors
In the time period from June 2003 to March 2005, the following researchers visited our group:
Klemens Bo¨hm 05.12.03 University of Karlsruhe
Michalis Vazirgiannis 01.02.04–01.10.04 Athens University of Economics
& Business
David Lomet 25.04.04 Microsoft Research, Redmond
Roger Barga 25.04.04 Microsoft Research, Redmond
Daniel Sonntag 28.05.04 DaimlerChrysler AG, Ulm
Gerd Utz Westermann 03.06.04 University of Vienna
Wolf-Tilo Balke 02.07.04 Berkeley University
Min Zhang 09.07.04–16.07.04 Tsinghua University, Beijing
Norbert Fuhr 16.07.04 University of Duisburg-Essen
Thomas Hofmann 04.09.04–06.09.04 Brown University
Prabhakar Raghavan 04.09.04–06.09.04 Verity Inc., Sunnyvale
Soumen Chakrabarti 06.09.04–17.09.04 Indian Institute of Technology,
Bombay
Sunita Sarawagi 13.09.04–17.09.04 Indian Institute of Technology,
Bombay
Peter Triantafillou 15.09.04–15.07.05 University of Patras
Thomas Neumann 28.10.04 University of Mannheim
Peter Mahlmann 25.11.04–26.11.04 Heinz-Nixdorf-Institut
Paderborn
Christian Schindelhauer 25.11.04–26.11.04 Heinz-Nixdorf-Institut
Paderborn
Andreas Henrich 10.12.04 Otto-Friedrich-Universita¨t
Bamberg
15.3 Group Organization
The group’s research falls into two major areas:
1. intelligent organization and search of semistructured information, in intranets, digital
libraries, and on the Web;
2. architecture and strategies for self-organizing distributed information systems, partic-
ularly, peer-to-peer systems.
The research in the first area encompasses the following issues:
– intelligent search on Web data (i.e., hyperlinked HTML pages),
– intelligent search on semistructured data (i.e., non-schematic XML documents, inter-
linked in a graph structure),
– efficient query processing (for computing the top-k results of a query)
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– intelligent organization of information (by automatic classification, annotation, map-
ping to concept spaces), and
– applications (for business portals, digital libraries, analyzing scientific data, etc.).
The research in the second area encompasses the following issues:
– self-organizing peer-to-peer systems (especially for Web search), and
– dependable infrastructure.
The group has a collaborative rather than hierarchical structure. All group members report
to the director. Each student and researcher writes a short progress report every six months,
which is discussed with the director. All graduate students meet regularly with the director
and also interact with other senior scientists at the institute or the Saarland University, who
could potentially serve as supervisors and readers of the doctoral theses. The group runs
a weekly research seminar with informal presentations and discussion. In addition, many
group members participate in the AG5 Oberseminar, which consists of presentations on
Diploma and Master thesis projects, and various activities within the International Max
Planck Research School (IMPRS) and the Graduate Studies Program (Graduiertenkolleg)
at the Saarland University.
15.4 Intelligent Search on Web Data
15.4.1 Focused Crawling
Investigators: Sergej Sizov, Stefan Siersdorfer
In contrast to a search engine’s generic crawler (which serves to build and maintain the en-
gine’s index), a focused crawler [1] is interested only in a specific, typically small, set of topics
(e.g., 19th century Russian literature, backcountry desert hiking, or JSP programming). The
topics of interest may be organized into a user- or community-specific hierarchy. The crawl
is started from a given set of seed documents, typically taken from an intellectually built
topic directory (e.g., bookmarks), and aims to proceed along the most promising paths that
stay “on topic” while also accepting some detours along digressing subjects with a certain
“tunnelling” probability. Each of the visited documents is automatically classified into the
crawler’s hierarchy of topics to test whether it is of interest at all and where it belongs in
the thematic taxonomy. The outcome of a focused crawl can be viewed as the index of a
personalized information service or a thematically specialized search engine. For example,
it may be used for overnight collection of relevant information to an expert’s information
demand (e.g., the most important results on large deviation theory for a computer scientist,
or the latest findings and speculations about dark matter and dark energy for a science jour-
nalist). Another use would be the automatic construction and maintenance of a thematically
dedicated information portal.
We have developed an advanced focused crawler, coined BINGO! (for Bookmark-Induced
Gathering of Information) [4, 5, 6], whose architecture is depicted in Figure 15.1. BINGO! is
a versatile toolkit that includes a variety of feature extraction techniques, supports different
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crawl strategies, uses SVM-light as a classifier for a topic hierarchy, and can generate queries
to Deep-Web portals based on a background ontology and entropy-based identification of
characteristic terms for the topics of interest.
Figure 15.1: Architecture of BINGO!
An inherent difficulty in automatic classification is the scarceness of good training data.
Motivated by early work on semisupervised learning [2], BINGO! pursues an approach with
continuous online learning where automatically classified documents are considered to be-
come additional training data. For this purpose, a set of the most characteristic documents of
a topic, coined archetypes, are determined in two, complementary ways. First, a link analysis
procedure, using a variant of Kleinberg’s HITS algorithm, is initiated. This procedure yields
a ranking of authorities for each topic, documents that contain high quality information
relevant to the topic. The second source of topic-specific archetypes builds on the confidence
of the classifier’s yes-or-no decision for a given node of the taxonomy tree. Among the auto-
matically classified documents of a topic those documents whose yes decision had the highest
confidence measures (e.g., the distance to the separating hyperplane with an SVM classifier)
are selected as archetypes. Archetypes and the original training documents are then fed into
the classifier or online re-training. (See also Section 15.8.1 for more systematic studies of
semisupervised learning with archetype selection.)
BINGO! has been evaluated in various tests, including the TREC Web benchmark on topic
distillation. Moreover, it has been successfully used in a project with the Saarland Chamber
of Trades and Small Businesses (Handwerkskammer) to build a special portal for craftsmen,
with highly relevant information for queries about subsidies for electricians, regulations on
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disposal of specific materials, new information on building technology for senior citizens, and
so on [3] (see also Section 15.10.2 on this application).
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15.4.2 Time-Aware Link Analysis
Investigators: Klaus Berberich, Gerhard Weikum, in collaboration with Michalis
Vazirgiannis
Link-analysis techniques are applied in the context of Web search engines to assess the au-
thority of Web pages. This assessment of authority is then used (together with other factors)
to rank the Web pages that are textually relevant to a given query. The idea behind link-
analysis techniques is that hyperlinks on the Web can be interpreted as recommendations
and, thus, the assessment of authority can be obtained on the basis of the Web’s link struc-
ture. The HITS method proposed by Kleinberg [2] and the PageRank method proposed by
Page et al. [5] are the seminal papers in this field; a recent survey of the ample work spanned
by these early papers is given by [3].
All prior methods are applied to static, possibly partial snapshots of the Web graph and
do neither take into account its evolution nor temporal features of Web pages and hyperlinks.
In contrast, a user on the Web may have a precise idea of the temporal dimension of her
interest. As an example, a user issuing a query regarding the Olympics opening ceremony
could be interested in last year’s Olympics that took place in Athens but also in the recent
developments regarding the future Olympics in Torino. Therefore, the aim of time-aware
authority ranking is to take into account this temporal dimension of the user’s interest and
to produce rankings reflecting it.
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Technically, our approach [1] to time-aware authority ranking can be seen as an extension
to the aforementioned PageRank method. The PageRank method defines a random walk on
the Web graph and the authority of a specific Web page corresponds to the relative amount
of time spent on the Web page as the length of the random walk approaches infinity. In our
method, coined T-Rank, the temporal features of Web pages and hyperlinks are taken into
account in order to bias the random walk.
More precisely, we first devised a formal model to describe the evolving Web graph and
a formal model to describe the temporal dimension of the user’s interest, which we called
temporal interest. We introduced the two temporal aspects freshness and activity, which
are then used to modify the random walk. The freshness of a Web page or a hyperlink
conveys how recent it is with regard to the user’s temporal interest. The activity of a Web
page or a hyperlink on the other hand expresses the frequency of change with regard to the
user’s temporal interest. For the redefinition of the random walk, freshness and activity are
aggregated in a weighted manner with weighting coefficients giving further opportunities to
adapt to the user’s needs.
The T-Rank method was experimentally evaluated on Web pages relating to the Athens
Summer Olympics 2004. To this end, a user study was conducted, which gave promising
results and underlined the effectiveness of the method and its dominance over the standard
PageRank method. Further experiments were conducted on different datasets: a network
of authors derived from the Digital Bibliography & Library Project, a graph of product
recommendations, and the evolving history of customer reviews extracted from the Amazon
Web site.
One issue in our current research is to extend the method to produce trend-based rankings
that do not assess the authority with regard to the past but aim to predict future authority
by exploiting recent trends in the evolution of the Web’s link structure. The rapid growth
and high dynamics of the Web [4] makes this a challenging and hopefully rewarding research
issue.
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15.4.3 Query Log based Authority Analysis
Investigators: Julia Luxenburger, Gerhard Weikum
State-of-the-art web search not only reasons on the textual similarity of a web page to a
given query, but also takes query-independent assessments on the quality of a document
into account. Based on the web link structure, methods such as HITS [2] and PageRank
[4] basically grant a web page higher prestige the more high-quality pages link to it. The
rationale is that the outgoing links of a web page exhibit an intellectual endorsement of the
page creator who judges the linked pages valuable. This kind of intellectual user input can be
generalized to analyzing and exploiting entire surf trails and query logs of individual users or
an entire user community. These trails, which can be gathered from browser histories, local
proxies, or Web servers, reflect correlations between queries and implicit user judgements.
For example, suppose a user clicks on a specific subset of the top-10 results returned by
a search engine for a multi-keyword query, based on having seen the summaries of these
documents. This implicit form of relevance feedback establishes a strong correlation between
the query and the clicked-on documents. Further suppose that the user refines a query
by adding or replacing keywords, e.g., to eliminate ambiguities in the previous query; the
ambiguity may be recognized by the user by observing multiple unrelated topics in the query
result. Again, this establishes correlations between the new keywords and the subsequently
clicked-on documents, but also, albeit possibly to a lesser extent, between the original query
and the eventually relevant documents.
The problem that we study is how to systematically exploit user-behavior information
gathered from query logs and click streams and incorporate it into a PageRank-style link
analysis algorithm. We have developed a new method [3] that extends the Markov chain
structure that underlies the PageRank model by additional nodes and edges that reflect
the observed user behavior extracted from query and click-stream logs. Just like PageRank
models visits to web pages to states of a Markov-chain random walk, we model all observed
queries and query refinements as additional states, and we introduce transitions from these
states to the pages that were clicked-on in the user histories. The transition probabilities are
chosen in a biased way to reflect the users’ preferences. We also introduce ontology-based
correlations between similar queries, and compute textual similarities between documents
to construct additional associative links for pages with high content similarities. Then we
employ standard techniques for computing stationary state probabilities, yielding the query-
log-enhanced authority scores of web pages, coined QRank scores. At query time we merely
combine the offline precomputed QRank score of a page with the page’s content relevance
for a given set of query keywords, e.g., by weighted linear combination for the overall scoring
and final result ranking.
Our experiments, based on real-life query-log and click-stream traces on an excerpt of
the English version of the Wikipedia encyclopedia, indicate significant improvements in the
precision of search results
Query logs and other statistical information about workloads and user behavior can also
be exploited for ranked retrieval of structured data, e.g., in customer support or product
catalog search. An approach along these lines, based on probabilistic information retrieval,
has been developed in [1].
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15.5 Intelligent Search on Semistructured Data
Query languages for XML such as XPath or XQuery support Boolean retrieval: a query
result is a (possibly restructured) subset of XML elements or entire documents that satisfy
the search conditions of the query. This search paradigm works for highly schematic XML
data collections such as electronic catalogs. However, for searching information in open en-
vironments such as the Web or intranets of large corporations, ranked retrieval is more
appropriate: a query result is a ranked list of XML elements in descending order of (esti-
mated) relevance. Web search engines, which are based on the ranked retrieval paradigm, do,
however, not consider the additional information and rich annotations provided by the struc-
ture of XML documents and their element names. We have developed two search engines for
semi-structured data, XXL and SphereSearch, that provide ranked retrieval on heterogeneous
XML documents together with keyword-based and structural search conditions
This is exactly the rationale of today’s Web search engines, which are also widely used for
intranet search, but this technology does not at all consider the rich structure and semantic
annotations provided by XML data.
15.5.1 The XXL Search Engine
Investigators: Anja Theobald, Ralf Schenkel
Schema-based query languages like XQuery make sense for queries on largely schematic XML
data such as electronic product catalogs or bibliographies. They are of very limited value,
however, for searching highly heterogeneous XML document collections where either data
comes from many different information sources without a global schema or most documents
have an ad hoc schema or DTD with element names and substructures that occur only in a
single or a few documents. The latter kind of environment is typical for document manage-
ment in large intranets, scientific data repositories such as gene expression data collections
and catalogs of protein structures, and, of course, also for the Web. For example, a bank
has a huge number of truly semistructured documents, probably much larger in total size
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than the production data held in (object-) relational databases; these include briefing mate-
rial and the minutes of meetings, customer-related memos, reports from analysts, financial
and business news articles, and so on. Here, the variance and resulting inaccuracies in the
document structures, vocabulary, and document content dictate ranked retrieval as the only
meaningful search paradigm. The result of a query should be a list of potentially relevant
XML documents, elements, or subgraphs from the XML data graph, in descending order of
estimated relevance.
We have developed a query language, coined XXL (for Flexible XML Search Language),
and the prototype implementation of the XXL Search Engine [2, 3, 4, 5] as steps towards more
powerful XML querying that reconciles the more schematic style of logical search conditions
and pattern matching with IR-style relevance ranking. Aiming at simplicity and with focus
on simple but widely usable search templates, our approach has adopted a core of essential
features from XQuery-style languages and has enhanced it with a similarity operator, denoted
∼, on element names and contents. The evaluation of similarity conditions is based on a
quantified ontology for element names and contents in combination with term-frequency-
based IR-style estimations for element contents. The assessments of “local” similarity tests
are combined into “global” relevance rankings using simple probabilistic arguments.
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15.5.2 Relevance Feedback
Investigators: Hanglin Pan, Ralf Schenkel, Anja Theobald
In recent years, ranked retrieval systems for heterogeneous XML data with both structural
search conditions and keyword conditions have been developed. These systems, such as
our own XXL Search Engine [5], are based on pre-defined similarity measures for atomic
conditions (using index structures on contents, paths and ontological relationships) and
then use rank aggregation techniques to produce ranked result lists.
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Due to the users’ lack of information on the structure and terminology of the underlying
diverse data sources, and the complexity of the (powerful) query language, users can often not
avoid posing overly broad or overly narrow initial queries, thus getting either too many or too
few results. For the user, it is more appropriate and easier to provide relevance judgments on
the best results of an initial query execution, and then refine the query, either interactively or
automatically by the system. As known from ample work in the IR field [4], such a relevance
feedback that drives automatic query refinement or expansion can often lead to improved
search result quality (e.g., precision or recall). This calls for applying relevance feedback
technology in the new area of XML retrieval. The key question is how to appropriately
generate a refined query based on a user’s feedback in order to obtain more relevant results
among the top-k result list.
In text-based IR and in XML IR, feedback has concentrated on the content of relevant
documents or elements only up to now. However, such a content-based approach completely
ignores the semistructured nature of XML. We have made the important step from content-
based to structural feedback by extending the well-established feedback approach by Roc-
chio [3] to expand a query with additional structural constraints on result elements and on
documents in which result elements reside, in addition to “standard” content-based query
expansion. The resulting expanded query has weighted structural and content constraints
and can be fed into an XML search engine. Experiments have shown that this kind of struc-
tural feedback can significantly improve result quality (e.g., the results with the established
INEX benchmark improve by up to 150%).
We have developed a framework for feedback-driven XML query refinement [1, 2] that in-
tegrates structural feedback with personal ontologies that are automatically generated from
fragments of the global ontology used in the XXL engine. The retrieved ranking list is visu-
alized in a user-friendly way supporting zoom plus focus. Features like group selection and
re-ranking are supported in our system, which can capture richer feedback at various levels,
i.e., content, path and overall level. Our system is adaptable using reweighting and expan-
sion techniques. Its open architecture allows us easily add new rank aggregation functions,
reweighting strategies, or expansion strategies.
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15.5.3 The SphereSearch Engine
Investigators: Jens Graupmann, Matthias Bender, Ralf Schenkel, Martin Theobald
Today’s web search engines are still following the paradigm of keyword based search. Al-
though this is the best choice for large scale search engines, such as Google, in terms of
throughput and scalability, it inherently limits their abilities to accomplish more meaningful
query tasks. On the other hand, XML query engines (e.g., based on XQuery or XPath) have
powerful query capabilities but at the same time their dedication to XML data with a global
schema is their weakness, due to the fact that most web information is still stored in diverse
formats and does not conform to common schemas.
The SphereSearch Engine provides unified ranked retrieval on these heterogeneous XML
and Web data. To obtain a unified view on all documents, regardless of their original data
format (HTML, PDF, etc), all documents are automatically converted into XML format
considering their semantic structure. In contrast to semi-automatic wrapper approaches this
conversion is done fully automatically using as well heuristics as machine-learning techniques
for tables and forms [2]. Additionally linguistic annotation tools like GATE [1] are integrated
to annotate named entities, thus adding further semantics and structure.
We have developed a query language that allows us to search within heterogeneous XML
and Web data as well as combinations in a unified manner. The language is implemented
in the SphereSearch Engine. Its design has been influenced by our earlier work on the XXL
language for XML IR [4], on one hand, and the desire to handle also current Web data in
HTML, on the other hand. But SphereSearch also deviates from and significantly extends
prior work by interpreting all data as a graph structure rather than trees, with XPath-
style search conditions across document/page boundaries and a scoring/ranking model that
reflects the compactness of a matching subgraph.
The SphereSearch Engine is fully implemented in Java using Oracle10g as an underly-
ing data manager. We have carried out experiments on large-scale datasets like the well-
established INEX benchmark [3] for XML-IR, the open Internet encyclopedia Wikipedia
consisting of more than 300,000, highly cross-linked lexicon entries in combination with
structured data from IMDB, and the DBLP data converted to XML in combination with
href links to researcher homepages and further Web pages about projects, courses, etc. Our
experiments demonstrate both the system’s efficiency and its expressiveness and search result
quality.
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15.5.4 Statistical Language Models for XML
Investigators: Julia Luxenburger, Gerhard Weikum
There are two commonly used frameworks for information retrieval, the vector space model
[4] and the class of probabilistic approaches. The first represents both documents and queries
as vectors in the term space, and ranks documents according to their similarity to the query
which is measured by the cosine of the angle between the two vectors. Thereby the crucial
part lies in the derivation of vector entries, i.e., term weights. They are computed by an
empirically tuned version of the tf.idf (term frequency * inverse document frequency) formula
which follows some intuition, but lacks a formal justification.
In contrast, the most prominent representative of classical probabilistic retrieval, the
Robertson-Sparck Jones model [1], ranks query results according to the log-odds ratio of the
probability of a document belonging to the set of relevant documents and the probability
of the document belonging to the set of non-relevant documents. Assuming binary indepen-
dence of document terms, probability estimation reduces to the computation of P (t|R), the
probability of term t occurring in a relevant document, respectively P (t|R¯). In the absence
of any relevance feedback P (t|R) can be assumed to be 0.5, and later estimated as a version
of number of relevant documents containing t / number of relevant documents. Thus the
quality of search results depends largely on the availability of user relevance feedback.
Within the field of probabilistic retrieval lately a new research direction has emerged.
Borrowing ideas from the speech recognition as well as the natural language processing
community, Ponte and Croft [3] suggested to “infer a language model (LM) for each document
and to estimate the probability of generating the query according to each of these models”.
Then the ranking of query results is computed according to these probabilities. As one
document usually offers only limited evidence for the estimation of a language model, i.e., a
probability distribution over all terms in the vocabulary, smoothing plays a crucial role.
Whereas standard probabilistic retrieval reasons on the probability of a term occurring
in a relevant document and thus considers query-specific term weights, language modeling
approaches reason on the probability of a term being generated from a document and thus
consider document-specific term weights. LM shares this property with vector space models,
and it has been shown that the language modeling framework comprises the vector space
model, thus offers a probabilistic motivation of the ad-hoc tf.idf weighting scheme [5].
When recapitulating the various approaches towards retrieval, they all circle around the
questions: How can the value of a term in characterizing a document be quantified? How can
the different sources of belief in the relevance of a document be combined in a meaningful
manner? Possible sources of evidence include the document text itself, the whole collection,
neighboring documents, similar documents, the query text, the user context, some world
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knowledge on the semantic relationships between terms (from ontologies and thesauri), user
relevance feedback (e.g., implicit in query logs and click streams), phrases (term dependen-
cies), annotations (structure in documents), etc.
The special challenge lies in adjusting the term weights to the user information need, i.e.,
to be both query- and document-specific, as the relevance of a document depends on both
the inherent document quality and the user preference.
Our current research aims at a new proposal for a theoretically sound retrieval framework
that is general enough to incorporate various sources of relevance information. The long-
term goal will be to apply this retrieval framework to the task of XML retrieval which is
currently characterized by ad-hoc combinations of different weighting schemes on structural
and content constraints.
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15.6 Efficient Query Evaluation
15.6.1 Probabilistic Top-K Query Processing
Investigators: Martin Theobald, Ralf Schenkel, Gerhard Weikum
Top-k queries on multidimensional datasets compute the k most relevant or interesting re-
sults to a partial-match query, based on similarity scores of attribute values with regard to
elementary query conditions and a score aggregation function such as weighted summation.
This fundamental building block for information discovery arises in many important applica-
tion classes such as 1) Web and intranet search engines with scores based on word-occurrence
statistics and possibly combining criteria like text-based relevance, link-based authority, and
recency, 2) multimedia similarity search on feature vectors of images, music, or video, or
3) preference queries over structured and semistructured data such as product catalogs or
customer support data (the latter having a major text component as well).
The best known general-purpose method for top-k queries is Fagin’s threshold algorithm,
also known as TA [1]. This method assumes that each attribute of the multidimensional
data space has an index list by which one can access the data items in descending order of
429
15 The Databases and Information Systems Group
the “local” score for the given attribute with regard to an elementary query condition (e.g.,
tf*idf-based score for a text keyword condition “Trumpet”, ontological similarity for cate-
gorical attribute conditions such as Genre=Jazz, or absolute distance for numerical attribute
conditions such as Year=1970).
The TA method is conservative in that it stops scanning index lists only when it is certain
that no more top-k results can be found. We believe that this is overly conservative given that
the concept of a top-k query is heuristic anyway. Hardly any end-user would be interested
in looking at exactly the k best matches to a similarity query. Rather the rationale of top-k
ranking is that users typically find one or a few relevant and novel data items among the top
10 or 20 results. So there is an inherent and unavoidable risk of missing the truly best results
(in the subjective judgment of the user) anyway. This in turn justifies relaxing the concept
of a top-k query into an approximate notion such that the query processor can occasionally
tolerate errors: false positives or false negatives with regard to the top k.
Statistics about the score distributions in the various index lists and some probabilistic
reasoning help to overcome this efficiency problem and gain performance. In TA-sorted a
top-k candidate d that has already been seen in the index lists in E(d) ⊆ [1..m], achieving












where s(d) denotes the total, but not yet known, score that d achieves by summing up the
scores from all index lists in which d occurs, lowerb(d) and upperb(d) are the lower and
upper bounds of d’s score, and highj is the score that was last seen in the scan of index
list j, upper-bounding the score that any candidate may obtain in list j. A candidate d
remains a candidate as long as upperb(d) > lowerb(rank -k) where rank -k is the candidate
that currently has rank k with regard to the candidates’ lower bounds (i.e., the worst one
among the current top-k). Assuming that d can achieve a score highj in all lists in which it
has not yet been encountered is conservative and, almost always, overly conservative. Rather
we could treat these unknown scores as random variables Sj (j /∈ E(d)), and estimate the





Sj > lowerb(rank -k)] < δ
with some pruning threshold δ. Technically, this score prediction requires computing the
convolution of the score distributions in the yet to be scanned parts of the index lists.
This can be implemented, for example, using histograms, fitting appropriate parametric
distributions such as Poisson mixes, or using Laplace transforms of the underlying score
distributions and Chernoff-Hoeffding bounds for the tail of the convolution. Figure 15.2
illustrates the probabilistic score predictor for early candidate pruning.
This probabilistic interpretation makes some small, but precisely quantifiable, potential
error in that it could dismiss some candidates too early. Thus, the top-k result computed
this way is only approximate. However, the loss in precision and recall, relative to the exact
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Figure 15.2: Probabilistic score predictor for early candidate pruning
top-k result using the same index lists, is stochastically bounded and can be set according to
the application’s needs. A value of δ = 0.1 seems to be acceptable in most situations. Details
of this Prob-sorted method can be found in [3]. Experiments with the TREC-12 .Gov corpus
and the TREC-13 Terabyte corpus (http://trec.nist.gov/), the INEX benchmark for
XML information retrieval (http://inex.is.informatik.uni-duisburg.de:2003/), and
the IMDB data collection (http://www.imdb.com) have shown that such a probabilistic
top-k method gains about a factor of ten (and sometimes more) in run-time compared to a
highly tuned version of TA-sorted.
The Prob-sorted algorithm has been implemented in the Minerva testbed for P2P Web
search (see Section 15.7).
Complementary to the prob-k algorithm, we have developed a novel approach for effi-
cient and self-tuning query expansion that is embedded into a top-k query processor with
candidate pruning [2]. Traditional query expansion methods (based on thesauri, implicit or
explicit feedback, query logs, or document summaries) select expansion terms whose thematic
similarity to the original query terms is above some specified threshold, thus generating a
disjunctive query with much higher dimensionality. This poses three major problems: 1) the
need for hand-tuning the expansion threshold, 2) the potential topic dilution with overly
aggressive expansion, and 3) the drastically increased execution cost of a high-dimensional
query. The method developed in this paper addresses all three problems by dynamically and
incrementally merging the inverted lists for the potential expansion terms with the lists for
the original query terms. Experiments on the TREC collections for the 2004 Robust and
Terabyte tracks have demonstrated that the incremental algorithm outperforms the tradi-
tional techniques for query expansion by a factor of 3 to 50 in run-time; at the same time,
it avoids the danger of topic drifts caused by over-expansion and eliminates the need for
tuning expansion thresholds.
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15.6.2 Efficient Top-K Queries for XML Data
Investigators: Martin Theobald, Ralf Schenkel, Gerhard Weikum
Research on applying IR techniques to XML data has started five years ago [2, 6, 1] and
has meanwhile gained considerable attention in the research community. The emphasis of
our current research is on efficiently supporting vague search on element names and terms in
element contents in combination with XPath-style path conditions. A typical example query
could be phrased in the NEXI language used for the INEX benchmark [5] as follows:
//book[about(.// "Information Retrieval XML")]
//[about(.//affiliation "Stanford") and
about(.//reference "Page rank")].
This twig query should find all books that contain the terms “Information Retrieval XML”
and have descendants tagged as <affiliation> and <reference> with content terms “Stan-
ford” and “Page rank”, respectively.
The difficulties in applying the existing top-k algorithms to XML data lie in 1) the need
to consider scores for XML elements while aggregating them at the document level, 2) the
combination of vague content conditions with XML path conditions, 3) the need to relax
query conditions if too few results satisfy all conditions, and 4) the selectivity estimation for
both content and structure conditions and their impact on evaluation strategies. We have
developed a top-k algorithm for XML, coined TopX, that follows the paradigm of threshold
algorithms for top-k query processing with focus on inexpensive sequential access to index
lists and few judiciously scheduled random accesses. It addresses the XML-specific issues by
precomputing score and path information in an appropriately designed index structure, by
largely avoiding or postponing the evaluation of expensive path conditions so as to preserve
the sequential access pattern on index lists, and by selectively scheduling random accesses
when costbeneficial. In addition, TopX can compute approximate top-k results using prob-
abilistic score estimators, thus speeding up queries with a small and controllable loss in
retrieval precision.
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15.6.3 XML Indexing
Investigators: Ralf Schenkel, Anja Theobald
Compactly representing the structure of XML documents is a key component to efficiently
evaluate queries with structural constraints. There are plenty of highly efficient solutions
available for tree-structured data that typically apply some form of tree labeling. However,
if the document collection contains links, such schemes can no longer be applied. For such
settings that occur frequently with documents from the Web, we have developed two indexing
schemes.
HOPI. The HOPI index [3] utilizes the concept of a 2–hop cover to compactly store all
connections in the graph spanned by the elements of XML documents, containment edges,
and links. A 2–hop cover is a compact representation of connections in the graph developed
by Cohen et al. [1]. It maintains, for each node v of the graph, two sets Lin(v) and Lout(v)
which contain appropriately chosen subsets of the transitive predecessors and successors of
v. For each connection (u, v) in the XML data graph G, we choose a node w on a path
from u to v as a center node and add w to Lout(u) and to Lin(v). We can efficiently test
if two nodes u and v are connected by checking Lout(u) and Lin(v): there is a path from
u to v iff Lout(u) ∩ Lin(v) 6= ∅. The path from u to v can be separated into a first hop
from u to some w ∈ Lout(u) ∩ Lin(v) and a second hop from w to v, hence the name of the
method. If we additionally store the distances of u to the nodes in Lin(u) and Lout(u), we
can use this information to compute the distance of two nodes u and v by first computing
the intersection I := Lout(u) ∩ Lin(v) and then choosing the minimum, among all i ∈ I, of
dist(u, i) + dist(i, v).
As the optimal choice of center nodes is NP–complete, Cohen et al. [1] apply heuristics
to find an approximation of the optimal solution, but their algorithm does not scale well
for very large graphs because it requires that all connections in the graph are computed in
advance. The HOPI index provides a structurally recursive divide-and-conquer algorithm [4]
for building the 2–hop cover of an XML data graph that first partitions the graph into
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fragments whose transitive closure fits into memory, then builds the covers for the partitions
and finally joins the partial covers into the cover for the complete graph.
FLiX. For heterogeneous XML collections, a single path index may not be perfectly suited.
Our second indexing scheme, the FLiX framework [2], supports large, heterogeneous docu-
ment collections with many links, using the existing path indexes as building blocks. It first
divides the document set into carefully chosen fragments (so-called meta documents). After
that, an index is built for each meta document, using the “best” available indexing strategy
given the characteristics of the meta document. XPath axes like descendants or ancestors
are then evaluated first on the local indexes (which will probably return the “best” results,
i.e., elements that are connected with short paths). Then, results spanning multiple meta
documents are evaluated by following links between meta documents at run-time.
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15.7 Self-Organizing Peer-to-Peer Systems
The peer-to-peer (P2P) approach, which has become popular in the context of file-sharing
systems such as Gnutella or KaZaA, allows handling huge amounts of data in a distributed
and self-organizing way. In such a system, all peers are considered equal and all of the
functionality is shared among all peers so that there is no single point of failure and the load is
evenly balanced across a large number of peers. These characteristics offer enormous potential
benefits for search capabilities powerful in terms of scalability, efficiency, and resilience to
failures and dynamics. Additionally, such a search engine can potentially benefit from the
intellectual input of a large user community.
In spite of being a young paradigm, P2P exposes large overlap with many traditional
research areas (database systems, information retrieval, . . . ) and can highly benefit from
existing work. However, the peculiarities of such a decentralized architecture (scale, dynam-
ics, selfishness) require a different view on some aspects.
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Recent research on structured P2P architectures, such as Chord [5], CAN [3], or Pastry [4]
is typically based on various forms of distributed hash tables (DHTs) and supports mappings
from keys to locations in a decentralized manner such that routing scales well with the
number of peers in the system. While these architectures serve as a valuable foundation of
our research, they are by themselves insufficient for text queries that consist of a variable
number of keywords, and are absolutely inappropriate for full-fledged Web search where
keyword queries should return a ranked result list of the most relevant approximate matches.
The crucial challenge in developing successful P2P Web search engines is based on recon-
ciling the following conflicting goals: on the one hand, delivering high quality results with
respect to precision / recall, and, on the other hand, providing unlimited scalability in the
presence of a very huge peer population and the very large amounts of data that must be
communicated in order to meet the first goal.
We put forward our research prototype MINERVA [2, 1] whose architecture, design, and
implementation satisfies these conflicting goals. Novel aspects of the MINERVA architecture
are the way we leverage DHT-based overlay networks for efficiently managing compact,
aggregated information that peers publish about their local indexes and the way we use
these metadata to appropriately select promising peers in order to limit the number of peers
involved in a query.
We use a Chord-style DHT to partition the term space, such that every peer is responsible
for the meta-information of a randomized subset of terms within the global directory. For
failure resilience and availability, the entry for a term may be replicated across multiple
peers. The DHT offers a lookup method to determine the peer responsible for a particular
term.
First, every peer publishes per-term summaries (Posts) of its local index to the directory.
The DHT determines the peer currently responsible for this term. This peer maintains a
PeerList of all postings for this term from across the network. Posts contain contact infor-
mation about the peer who posted this summary together with statistics to calculate IR-style
measures for a term (e.g., the size of the inverted list for the term, the maximum average
score among the term’s inverted list entries, or some other statistical measure). These statis-
tics are used to support the query process, i.e., determining the most promising peers for a
particular query.
Figure 15.3: MINERVA System Design
Figure 15.3 illustrates these design principles. The fully operational system that we have
implemented based on our home-brewed implementation of a Chord-style DHT serves as a
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valuable testbed for various fields of research as introduced in the following sections.
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15.7.1 Decentralized Indexing, Caching, and Dissemination
Investigators: Christian Zimmer, in collaboration with Peter Triantafillou
In a P2P system, data is indexed at different levels and with different scopes. Each peer
indexes its local data contents, and a global directory is maintained to maintain summary
information about peers (see Section 15.7). The latter may include metadata, statistical
information about a peer’s content, and quality-of-service measures (e.g., the peer’s data
volume, data freshness, authority, etc.). For availability and better load sharing in the pres-
ence of failures and churn, directory entries may be dynamically replicated. In addition to
caching such entries at peers that learn about them (e.g., peers that forward requests), this
information may also be proactively disseminated to other peers. Good strategies for this
kind of dissemination are widely open [1, 2, 3] and are being explored in this work, in the
context of MINERVA system for P2P Web search and also for federations of digital libraries
and user agents.
A particularly important class of information is statistics about the peers’ data contents
that can be used for query routing. The P2P system needs to maintain, in a decentralized and
self-organizing manner, statistical distances between peers so as to be able to quickly identify
peers with similar contents and interest profiles. An example of the necessary measures would
be the Kullback-Leibler divergence between the feature (e.g., word) frequency distributions of
different peers. Other examples include frequent word pairs in queries mined from logs spread
across the P2P network or quantiles of the peers’ data volumes or access loads. Efficiently
computing such measures in a decentralized P2P setting involves various approximation
and estimation techniques as well as network-conscious data-aggregation methods. As such
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computations are potentially expensive, they should carried out as precomputations rather
than being part of query processing. Ideally, this could lead to a self-organized “semantic
overlay network” that connects peers with similar contents or behavior, as an additional
layer on top of a DHT-like overlay or as an alternative to DHTs.
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15.7.2 Query Routing
Investigators: Matthias Bender, in collaboration with Peter Triantafillou
Query Routing is the problem of identifying promising peers for a particular information
need within the network, i.e. peers that are expected to answer the query of a given peer
p0 with high result quality (usually measured in terms of recall in this distributed setting)
at low execution costs. Database selection, the corresponding challenge in traditional dis-
tributed information retrieval and meta search, has been a research topic for many years
[4, 6]. Typically, the expected result quality of a collection is estimated using precomputed
statistics, and the collections are ranked accordingly. Most of these approaches, however, are
not directly applicable in a true P2P environment, as
– the number of peers in the system is substantially higher (10x peers as opposed to
10-20 databases)
– the system evolves dynamically, i.e. peers enter or leave the system autonomously at
their own discretion at a potentially high rate
– the results from remote peers should not only be of high quality, but also complemen-
tary to the results previously obtained from one’s local search engine or other remote
peers
In [2, 3], we have adopted a number of popular existing approaches to fit the requirements
of such an environment and conducted extensive experiments in order to evaluate the per-
formance of these naive approaches. Our experiments show significant differences among the
peer selection strategies in terms of peer rankings and resulting search result quality. In our
setting, CORI-like approaches [4] performed best and outperformed the more sophisticated
approaches based on conceptually richer statistical language models. However, these results
may be dependent on the specific nature of queries and corpora, in particular, the degree to
which the local index contents of different peers may overlap.
As a second step, we have extended these strategies using estimators of mutual overlap
among collections. Existing collection selection approaches taking into account only the
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expected result quality of a collection will inevitably lose some of their power in a P2P setting.
For example, consider a scenario where two peers with high interest in current affairs have
(independently of each other) crawled large fractions of a popular news site, such as cnn.com.
A traditional approach to collection selection is likely to rank both peers high given a related
query, even though their results may highly overlap. Because the second peer is likely to not
add many new documents to the query result, the performance of the query can be improved
if another, complementary peer is chosen instead. Preliminary experiments show that such a
combination can outperform popular approaches based on quality estimation only. As shown
in Figure 15.4, taking overlap into account when performing query routing can drastically
decrease the number of peers that have to be contacted in order to reach a satisfactory level
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Figure 15.4: Recall of overlap-aware query routing
We also want to incorporate the fact that every peer has its own local index, e.g., by using
implicit-feedback techniques for automated query expansion (e.g., using the well-known IR
technique of pseudo relevance feedback or other techniques based on query logs [5] and
click streams). For this purpose, we can benefit from the fact that each peer executes the
query locally first, and also the fact that each peer represents an actual user with personal
preferences and interests. For example, we want to incorporate local user bookmarks into our
query routing [3], as bookmarks represent strong recommendations for specific documents.
Queries could be exclusively forwarded to thematically related peers with similarly interested
users, to improve the chances of finding subjectively relevant pages.
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Ultimately, we want to use a benefit/cost ratio when selecting remote peers for query
forwarding. For the benefit estimation, it is intuitive to consider such measures as described
in this section. Defining a meaningful cost measure, however, is an even more challenging
issue. While there are techniques for observing and inferring network bandwidth or other
infrastructural information, expected response times (depending on the current system load)
may be rapidly evolving and are difficult to estimate.
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15.7.3 Query Processing
Investigators: Sebastian Michel, in collaboration with Peter Triantafillou
KLEE: A Framework for Distributed Top-k Query Algorithms. We consider efficiently
processing top-k queries in large-scale distributed environments where the index lists for the
attribute values or text terms of the input query are distributed across a number of data
peers, which collectively implement a distributed information system. In such systems, with
potentially up to millions of participating peers, efficiency in terms of network usage and
computational load is essential to make these systems feasible. In our scenario, each peer
is responsible for storing a complete index lists for one or more terms. The index list for a
particular term is not spread across different peers, but there may be different peers that
store index lists for the same term. In this case, we assume that a previously conducted query
routing phase (e.g., using MINERVA) has already identified the best suitable peer (i.e., the
best index list) for this term. A query consists of a set of terms and we are interested in
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the top-k results, that is, a ranking of k documents that have the highest aggregated scores.
Top-k query processing in centralized systems has been extensively studied in the last years.
The most popular algorithm for this purpose is Fagin’s Threshold Algorithm (TA) [2]. There
exist a number of variants, e.g., an algorithm that uses sorted (sequential) accesses [2] only,
and an extension using probabilistic score prediction to prune away needless documents as
soon as possible [3].
Although TA is instance optimal it is nearly impracticable in distributed systems due
to the generally unbounded number of communication rounds. Even for a batched version
of TA, the number of round-trips is unpredictable. In 2004, Cao et al. [1] proposed an
algorithm, coined TPUT, for distributed top-k query processing that calculates the exact
top-k result using exactly three rounds of communication. We argue that there is no need
to calculate the exact top-k result as the concept of a top-k query is heuristic anyway.
We have developed KLEE, a framework for efficient distributed top-k query processing that
comes with several parameters for trading execution cost versus search result quality. We are
investigating two different algorithms, KLEE-3 and KLEE-4, that use two or three rounds
of communication, and additionally use histograms and Bloom filters for estimating missing
scores and for filtering out documents that have (with high probability) no chance to get into
the final top-k result. In addition, both algorithms use sequential accesses only, which leads
to lower peer loads and smaller query response times. We have conducted a comprehensive
evaluation of our ideas w.r.t. to existing approaches using real-world and synthetic web-
data collections and query benchmarks. Our experimental results show that KLEE can
achieve major performance gains in terms of network bandwidth, query response times, and
peer loads with marginal errors in result precision, relative recall, and other result-quality
measures.
MINERVA∞. An architectural alternative to KLEE is to give up the nodes’ autonomy and
distribute each index list over multiple peers, as a key step towards a system with unlimited
scalability. We expect that nodes will autonomously crawl the web, discovering documents
and computing scores of documents, with each score reflecting a document’s importance with
respect to terms of interest. This results in index lists, one for each term, containing relevant
documents and their scores for a term. In a succeeding step, each peer distributes its set
of (docId, score, term)-triplets across the participating peers. One way of doing so is to use
a standard order-preserving hash function that assigns each triplet to a node based on the
score’s hash-value plus a term-specific offset. While this obviously distributes the triplets over
the peers it will create a load imbalance because of the skewed (Zipf-like) score distribution
typically observed in real-world index lists. To overcome this problem, we have developed a
more sophisticated hash function that distributes index lists over the participating peers in
a nicely load-balancing and, at the same time, order-preserving way. But even with such a
hash function it is infeasible to distribute a single index list over all peers, since this would
cause a gigantic communication overhead as all peers would have to be contacted in order
to retrieve the required information. To overcome this problem, we restrict the placement of
the (docid, score, term)-triplets for a particular term to a subset of all peers. These small
networks, called term index networks (TIN), help to limit the number of peers contacted
during retrieval. In general, TINs can form separate overlay networks, but for simplicity we
440
15 The Databases and Information Systems Group
model a TIN simply as a (circular) doubly-linked list. The top-k query processing proceeds
in rounds, in which a coordinator peer retrieves batches of (docId, score, term)-triplets from
the nodes that are part of the query-term specific TINs. After each round, the coordinator
forwards an intermediate result to its successor node, which now takes over the role of
the coordinator. This ensures that not only the data but also the query processing load
is equally spread across the participating peers. We stop this iterative process as soon as
we are sufficiently close to the exact query result. In addition, we plan to use replication of
frequently used index lists and result caching for frequent queries. We believe that our design
choices are a big step towards a scalable P2P search engine. The MINERVA ∞ architecture
has been implemented, and performance experiments are being conducted.
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15.7.4 Decentralized Authority Analysis
Investigators: Josiane Xavier Parreira, Gerhard Weikum
Link-based ranking algorithms that assign authority scores to pages, based on their “im-
portance” on the Web, have proven to make Internet search more effective. For instance,
Google uses PageRank , an Eigenvector-based algorithm that determines the importance of
a page based on the importance of the pages that point to it. The PageRank computation
is quite expensive as it involves iteratively computing the principal Eigenvector of a matrix
derived from the Web link graph. An alternative but equivalent view of PageRank is that it
computes stationary probabilities of a Markov chain that corresponds to a random walk on
the Web.
In this work we are developing the JXP algorithm (juxtaposed approximate PageRank)
for dynamically computing, in a decentralized P2P manner, global authority scores when
the Web graph is spread across many autonomous peers. The peers’ graph fragments may
overlap arbitrarily, and peers are (a priori) unaware of other peers’ fragments. We assume
that every peer has a full-fledged Web search engine and can crawl and index interesting Web
fragments at its discretion, driven by thematic profiles of the user or the neighborhood in
some form of “semantic” overlay network. Peers collaborate on difficult queries that cannot be
satisfactorily answered with the locally available index alone (using query routing strategies),
but they are autonomous in terms of their crawling strategies and what data they keep in
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their local indexes. Thus, the local graph fragments of different peers may arbitrarily overlap,
unlike the host-based disjoint-graphs model by [1].
The main idea of the JXP algorithm is as follows. Each peer computes the authority
scores of the pages that it has in its local index, by locally running the standard PageRank
algorithm. To avoid confusion with the true, global PageRank values, we refer to these local
scores as the (peer-specific) PageWeight scores of the pages known by the peer. Note that a
page may be known and indexed by multiple peers, and these may have different PageWeights
for that same page. A peer gradually increases its knowledge about the rest of the network
by meeting with other, randomly chosen, peers and exchanging information. To improve the
initial PageWeight scores and approximating the global authority of pages, a peer uses what
it learns from the other, randomly met, peers, combined with its own local information, for
recomputing the PageWeight scores. Although the computations are strictly local, our goal
is towards a notion of importance of the pages in the whole web graph. This process, in
principle, runs forever, and our experiments indicate that the resulting JXP scores quickly
converge to the true, global PageRank scores.
When two peers meet they temporarily form the union of their Web graph fragments;
for representing the unknown part of the Web graph (which is spread across many further
peers) a state-lumping technique for Markov chains is used. After recomputing PageWeights,
only the resulting authority scores of each peer’s pages of interest are kept. Technically, the
computation involves some difficulties because of the need for proper normalization with
partial knowledge of the Web graph; another complication is that the graphs of two peers
may have radically different sizes and may arbitrarily overlap. It is important to emphasize
that peers do not accumulate the graph fragments that they learn about when meeting other
peers. So we ensure that the storage requirements are low, linear in the number of pages of
interest and the local index size, and the PageRank computation is scalable, as the algorithm
always runs on relative small graphs, independent of the number of peers in the network.
The locally recomputed PageWeights already reflect the importance of a page in the entire
network, but different peers may have very different views, e.g., in terms of the size of their
local graphs. Therefore, the JXP algorithm can optionally normalize authority scores based
on PeerWeights that reflect the reputation and trust of peers.
Preliminary experiments with products (books etc.) from amazon.com as nodes and rec-
ommendations (“similar products”) as edges have shown that, as the number of meetings
among peers increases, the distance between the PageWeight scores and the PageRank scores,
decreases at a high rate (see Figure 15.5). Thus, JXP provides a good approximation to the
global PageRank scores of the pages.
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Figure 15.5: Preliminary results for the Amazon.com subset “Computers & Internet”.
15.8 Intelligent Organization of Information
15.8.1 Meta Classification and Clustering
Investigators: Stefan Siersdorfer, Sergej Sizov
Automatic document classification and clustering are useful for a wide range of applications
such as organizing Web, intranet, or portal pages into topic directories, filtering news feeds
or mail, focused crawling on the Web or in intranets, and many more.
We consider ensemble-based meta methods for supervised learning (i.e. classification based
on a small amount of hand-annotated training documents). In addition, we show how these
techniques can be carried forward to clustering based on unsupervised learning (i.e. auto-
matic structuring of document corpora without training data).
The work is embedded in the BINGO! project, a toolsuite for building information portals
and specialized search engines. Our long-term objective is to better understand how to
incorporate, adapt, and tune machine learning methods into more intelligent next-generation
systems for information organization and search.
Meta Methods for Document Classification. Automatic text classification methods come
with various calibration parameters such as thresholds for probabilities in Bayesian classifiers
or for hyperplane distances in SVM classifiers. In a given application context these param-
eters should be set so as to meet the relative importance of various result quality metrics
such as precision versus recall. We consider classifiers that can accept a document for a topic,
reject it, or abstain. We aim to meet the application’s goals in terms of accuracy (i.e., avoid
false acceptances or rejections) and loss (i.e., limit the fraction of documents for which no
decision is made).
To this end we investigate restrictive forms of SVM classifiers and we develop meta meth-
ods that split the training data into subsets for independently trained classifiers and then
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combine the results of these classifiers [3]. These techniques tend to improve accuracy at
the expense of document loss. We develop estimators that help to predict the accuracy and
loss for a given setting of the methods’ tuning parameters, and a methodology for efficiently
deriving a setting that meets the application’s goals. Our experiments confirm the practical
viability of the approach.
Restrictive Clustering and Meta Clustering. We address the problem of automatically
structuring heterogeneous document collections by using clustering methods. In contrast to
traditional clustering, we study restrictive methods and ensemble-based meta methods that
may decide to leave out some documents rather than assigning them to inappropriate clusters
with low confidence [1].
These techniques result in higher cluster purity, better overall accuracy, and make un-
supervised self-organization more robust. Our comprehensive experimental studies on three
different real-world data collections demonstrate these benefits. The proposed methods seem
particularly suitable for automatically substructuring personal email folders or personal web
directories that are populated by focused crawlers, and they can be combined with supervised
classification techniques.
Junk Elimination. We address the problem of performing supervised classification on docu-
ment collections containing also junk documents. By “junk documents” we mean documents
that do not belong to the topic categories (classes) we are interested in. This type of doc-
uments can typically not be covered by the training set; nevertheless in many real world
applications (e.g. classification of web or intranet content, focused crawling etc.) such docu-
ments occur quite often and a classifier has to make a decision about them. We tackle this
problem by using restrictive methods and ensemble-based meta methods that may decide
to leave out some documents rather than assigning them to inappropriate classes with low
confidence [2]. Our experiments with four different data sets show that the proposed tech-
niques can eliminate a relatively large fraction of junk documents while dismissing only a
significantly smaller fraction of potentially interesting documents.
Linguistic and Writing Style Information for Document Classification. Most of the text
classification approaches deal with topic-oriented classification (e.g. classifying documents
into classes like “Sports”, “Politics” or “Computer Science”). We consider alternatives to
the classic Bag-Of-Words model (i.e., taking just the occurrences of words into account) for
the text classification task: we use linguistic and writing style information to construct new
features. Such features may become important if we consider tasks like author classification
or classification of user ratings and style. Furthermore we examine two techniques to com-
bine the obtained document representations: combination vectors and ensemble based meta
classification.
Automatic Document Organization in a P2P Environment. We developed an efficient
method to construct reliable machine learning applications in peer-to-peer (P2P) networks
by building ensemble based meta methods.We consider this problem in the context of dis-
tributed Web exploration applications like focused crawling. Typical applications are user-
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specific classification of retrieved Web contents into personalized topic hierarchies as well
as automatic refinements of such taxonomies using unsupervised machine learning methods
(e.g. clustering). Our approach is to combine models from multiple peers and to construct
the advanced decision model that takes the knowledge of multiple P2P users into account.
In addition, meta algorithms can be applied in a restrictive manner, i.e., by leaving out some
“uncertain” documents (rather than assigning them to inappropriate topics or clusters with
low confidence).
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15.8.2 Neighborhood-Conscious Classification
Investigators: Ralitsa Angelova, Gerhard Weikum
A fundamental issue in statistics, pattern recognition, and machine learning is that of classi-
fication. In a traditional classification problem, we wish to assign one of k labels (or classes)
to each of n objects (or documents), in a way that is consistent with some observed data
available about that problem. For achieving better classification results, we try to capture
the information derived by pairwise relationships between objects, in particular hyperlinks
between web documents. The usage of hyperlinks poses new problems not addressed in the
extensive text classification literature. Links contain high quality semantic clues that a purely
text-based classifier can not take advantage of. However, exploiting link information is non-
trivial because it is noisy and a naive use of terms in the link neighborhood of a document
can degrade accuracy. The problem becomes even harder when only a very small fraction of
document labels are known to the classifier and can be used for training, as it is the case
in a real classification scenario. We show that the extra information contained in the hy-
perlinks between the documents can be exploited to achieve significant improvement in the
performance of classification. Using the link information we construct a graph G in which
each document is a node and each link forms an edge between the corresponding nodes. Our
classification problem can be formulated as a graph labelling or coloring problem of such a
graph. That means, we seek to optimize a global objective function on the hypertext graph
whose nodes are being labeled or colored. There are two major approaches to address the
problem: a combinatorial optimization and a probabilistic relaxation labelling approach.
J. Kleinberg et al. [4] view the classification problem for nodes in an undirected graph as
a metric labeling problem where we attempt to optimize a combinatorial function consisting
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of assignment costs – based on the individual choice of label we make for each object – and
separation costs – based on the pair of choices we make for two neighboring objects. The
combination of these two costs gives the total cost. A labelling that minimizes the total cost is
called a maximally likely labelling of the test graph. Kleinberg et al. [4] show that the metric
labelling problem is NP-hard and present an O (log k log log k) approximation scheme for this
problem, where k is the number of distinct class labels. Their solution uses Bartal’s result [2,
1] that any finite metric space can be probabilistically approximated by a hierarchically well-
separated tree metric. The r -HST tree metric [1] is necessary for obtaining the approximation
algorithm despite of the fact that no natural linear programming relaxation is known for the
problem.
Instead of seeking a global optimization, which obtains a unique labeling for all nodes
in the test graph, Soumen Chakrabarti et al. [3] propose to start with a greedy labeling
of the graph, paying attention only to the node-labeling cost (the assignment cost), and
then iteratively “correct” the neighborhood labeling where the presence of edges leads to a
very high penalty in terms of the edge costs (separation costs). In the context of hypertext
classification, the relaxation labeling algorithm first uses a text classifier (Naive Bayesian
Classifier) to assign class probabilities to each node. Then it considers each page in turn and
reevaluates its class probabilities in light of the latest estimates of the class probabilities of
its neighbors.
Oh et al. [5] present a “single step” approach in which the label of each node d in the
graph is influenced by the popularity of this label among all immediate neighbors of d and
the level of confidence in the labels of the documents in the neighborhood.
We developed an algorithm based on the algorithm proposed by S. Chakrabarti [3] that
uses the theory of Markov Random Fields to derive a relaxation labeling technique for the
class assignment problem. The approach presented by S. Chakrabarti et al. in [3] maps the
separation cost to a link/class pattern. This pattern is obtained from a held out data set
in the initial classification phase called training. Our algorithm attempts to dynamically
capture the changes in this pattern as the relaxation labeling updates the labels assigned
to the test nodes in the classification phase. By introducing a similarity threshold we try
to rely only on a selected “trusted” set of neighbors for estimating the node-label proba-
bilities. We implemented our algorithm in Java and ran experiments on three sets of data
obtained from the bibliographic dataset DBLP, the movie database IMDB,and a subset of
the Web encyclopedia Wikipedia. In the experiments we examined two- as well as a multi-
label classification scenarios. We observed up to 5.5% improvement in the accuracy of the
classification and up to 10% higher recall and precision results.
Currently we aim to improve the classifier performance by taking into account the distance
between each pair of labels c, c′ in the set of possible labels C combined with the weight of
each edge we in the neighborhood of any node d.
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15.8.3 XML Classification
Investigators: Martin Theobald, Ralf Schenkel
Despite the great advances on XML data management and querying, the currently preva-
lent XPath- or XQuery-centric approaches face severe limitations when applied to XML
documents in large intranets, digital libraries, federations of scientific data repositories, and
ultimately the Web. In such environments, data has much more diverse structure and anno-
tations than in a business-data setting and there is virtually no hope for a common schema
or DTD that all the data complies with. Without a schema, however, database-style querying
would often produce either empty result sets, namely, when queries are overly specific; or
way too many results, namely, when search predicates are overly broad, the latter being the
result of the user not knowing enough about the structure and annotations of the data. This
calls for applying information retrieval (IR) technology, in particular, the ranked retrieval
paradigm, but at the same time adding structural search conditions to the traditional IR
repertoire of keyword queries.
An important IR technique is automatic classification for organizing documents into topic
directories based on statistical learning techniques. Once data is labeled with topics, com-
binations of declarative search, browsing, and mining-style analysis is the most promising
approach to find relevant information, for example, when a scientist searches for existing
results on some rare and highly specific issue. This work explores automatic classification for
schema-oblivious XML data. The anticipated benefit is a more explicit, topic-based organi-
zation of the information which in turn can be leveraged for more effective searching. The
main problem that we address toward this goal is to understand which kinds of features of
XML data can be used for high-accuracy classification and how these feature spaces should
be managed by an XML search tool with user-acceptable responsiveness.
Using only text terms (e.g., words, word stems, or even noun composites) and their fre-
quencies as features for automatic classification of text documents poses inherent difficulties
and often leads to unsatisfactory results because of the noise that is introduced by the
idiosyncratic vocabulary and style of document authors. For semantically annotated XML
data we postulate that tags (i.e., element names) will be chosen much more consciously
and carefully than the words in the element contents. We do not expect authors to be as
careful as if they designed a database schema, but there should be high awareness of the
need for meaningful and reasonably precise annotations and structuring. Furthermore, we
expect good XML authoring tools to construct tags in a semi-automatic way, for example,
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by deriving them from an ontology or a “template” library (e.g., for typical homepages) and
presenting them as suggestions to the user.
So we view tags as high-quality features of XML documents. When we combine tags with
text terms that appear in the corresponding element contents, we can interpret the result-
ing tag-term pairs almost as if they were concept-value) tuples in the spirit of a database
schema with attribute names and attribute values. For example, pairs such as (program-
ming language, Java) or (lines of code, 15000) are much more informative than the mere co-
occurrence of the corresponding words in a long text (e.g., describing a piece of software for
an open source portal). Of course, we can go beyond simple tag-term pairs by considering en-
tire tag paths, for example, a path “university/department/chair” in combination with a term
“donation” in the corresponding XML element, or by considering structural patterns within
some local context such as twigs of the form “homepage/teaching ∧ homepage/research”
(the latter could be very helpful in identifying homepages of university professors).
An even more far-reaching option is to map element names onto an ontological knowledge
base. This way, tags such as “university” and “school” or “car” and “automobile” could be
mapped to the same semantic concept, thus augmenting mere words by their word senses.
We can generalize this by mapping words to semantically related broader concepts (hyper-
nyms) or more narrow concepts (hyponyms) if the synonymy relationship is not sufficient
for constructing strong features. And of course, we could apply such mappings not just to
the element names, but also to text terms that appear in element contents.
Figure 15.6: Structure-aware feature extraction for XML document classification
This work systematically explores the design space outlined above by investigating ap-
propriate features for XML classification that capture annotations (i.e., tag-term pairs),
structure (i.e., twigs and tag paths), and ontological background information (i.e., mapping
words onto word senses). Particularly challenging issues are how to deal with a very small
training basis, on one hand, and how to handle documents that include multiple topics and
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a correspondingly heterogeneous vocabulary, on the other hand. For both issues exploiting
structural and ontological features that go beyond the standard bag-of-words model (i.e.,
context-free terms and their frequencies) seems to be a promising direction.
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15.8.4 Ontology Construction
Investigator: Martin Theobald
Traditional IR techniques typically rely on a simple context-free bag-of-words model to
reflect the relevance of a term for a document by taking its document and corpus frequencies
into account. All subsequent search or classification techniques are then reliant on direct
syntactical matches between these features and the search conditions provided by a user
query. A promising approach to support vague search and hence improve recall in many IR
applications are thesauri and ontologies.
We consider a graph model for ontologies, where concepts are captured as nodes and differ-
ently typed relations form the edges that connect these concepts. Concepts are considered as
semantic representations of a set of terms (usually synonyms) that characterize the meaning
of each term with regard to its context in the ontology, i.e., its connections to other concepts
and vice versa. Furthermore, these edges may be weighted to provide an estimate of the se-
mantic similarity between the two concepts which is usually derived from term correlations
in an underlying document corpus.
By comparing the context of each conceptual item in the ontology and the context of a
term in a document or even smaller textual window, we may infer the meaning of a term in
its given document context and map it to an ontological concept (aka. Word Sense Disam-
biguation, WSD). Once this mapping is provided, we can apply further graph algorithms to
replace the original query conditions with terms derived from similar concepts, adjust query
weights, or completely reformulate the query. Thus, ontologies provide a valuable level of
abstraction from the original document contents that is necessary for a semantically driven
retrieval rather than pure syntactical matchings. Applications areas for ontology-based re-
trieval methods are by far not limited to query expansion, but include approaches for schema
integration as well as feature extraction methods for document classification or other statis-
tical learning techniques. In extending the notion of term features to concept features, we
particularly address a) synonymy, i.e., we are able to map different terms with the same
meaning to the same semantic concept; and b) polysemy, i.e., we are able to map the same
term to different semantic concepts with regard to the term’s most likely meaning in each
given document context.
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Figure 15.7: Ontology excerpt for a set of concepts related to the term “woman”
The best known and most comprehensive common-sense ontology for the English language
is WordNet [1], which is a handcrafted ontology containing about 110,000 different concepts
and continuously being maintained by cognitive scientists. Unfortunately, due to its overly
sophisticated nature and its high ambition to capture very finely grained term ambiguities,
WordNet poses inherent problems to an automatic system in using a reliable mechanism for
Word Sense Disambiguation and makes the safe mapping of terms onto concepts difficult.
We therefore investigate on the automatic extraction of smaller, application-driven domain
ontologies from a given corpus of interest (e.g., Wikipedia, DMOZ, or Yahoo directories) that
directly address our information need. We focus on generally applicable rule sets to mine
and detect concepts and their relations from semistructured corpora (e.g., in the HTML or
XML format) by exploiting the explicit markup that a human author of such a document
has used to emphasize important document contents including the links to other documents
in the collection, which can be reflected by a graph structure similar to the one described
above.
– Concept extraction: Highlighted or marked-up phrases such as page titles, link anchor
texts, or table headers are trustworthy candidates for semantic concepts. If we observe
these structures frequently in the underlying corpus, these phrases are promoted as
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new concepts for the ontology.
– Relationship detection: We exploit the explicit link structure given in the collection to
extract the semantic relationships between these concepts. In analyzing the structure
and the surrounding texts of these links, we may also heuristically differentiate various
edge types such as hypernym, hyponym or meronym relations.
– Similarity estimation: We consider corpus-specific term statistics to estimate concept
correlations by taking different overlap measures (e.g., Dice coefficients) into account.
The emphasis of our current research comprises the derivation of universal extraction rules
that combine common data mining techniques using support and confidence thresholds, hi-
erarchical clustering, link analysis and corpus-specific term statistics. We provide unified
access to multiple ontological sources in a small, database-backed interface (Ontology Ser-
vice). This service is encapsulated in a compact Java API which may be directly employed
by the client application. Alternatively, this API is also centrally deployed as an Enterprise
Java Bean (EJB) using the RMI protocol of the Java runtime environment, and as a set of
platform-independent Web Services.
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15.8.5 Word Sense Disambiguation
Investigators: Georgiana Ifrim, Gerhard Weikum, Martin Theobald, in collaboration with
Michalis Vazirgiannis
While a broad range of methods have been utilized for text categorization and retrieval –
Support Vector Machines, Naive Bayes, Decision Trees – virtually all these approaches use
the same underlying document representation: frequencies of text terms [1], where a term
denotes the stem of a word or phrase in a document. This is typically called the bag-of-words
representation or term frequency or vector space representation of documents. One of the
main shortcomings of term-based methods is that they largely disregard lexical semantics
and, as a consequence, are not sufficiently robust with respect to variations in word usage
(synonymy and other semantic relationship, or polysemy).
A potentially better approach would be to map every word onto a concept, the proper
word sense, based on the word’s context in the document and an ontological knowledge-base
with concept descriptions and semantic relationships among concepts [5].
The key problem to be solved in this approach is the disambiguation of polysems, words
that have multiple meanings. To this end, several approaches can be pursued at different
levels of modeling and computational complexity. The simplest one is constructing feature
vectors for both the word context and the potential target concepts, and using vector simi-
larity measures to select the most suitable concept. A more refined approach would be to use
supervised or semisupervised learning techniques, based on hand-annotated training data.
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Even more ambitiously, linguistic techniques could be used to extract a more richly anno-
tated word context, e.g. identifying the corresponding verb or even its FrameNet class for a
noun that is to be mapped onto the ontology.
For mapping words onto concepts, we build on the availability of rich knowledge sources
like lexicons, thesauri, and ontologies; specifically, we use the WordNet thesaurus [2]. We
pursue a machine learning approach, based on latent variables and EM iteration for parame-
ter estimation, to compute the actual word-to-concept mappings. WordNet, albeit probably
the most prominent source of this kind, is just an example of the explicit concept collections
that could be leverage for better text representation and classification accuracy. Ontologies
are being built up [4], and it is conceivable that concepts can be mined from encyclopedia
like Wikipedia [6].
Our approach is based on a generative model for text documents, where words are gener-
ated by concepts which in turn are generated by topics. We postulate conditional indepen-
dence between words and topics given the concepts. Once the corresponding probabilities
for word-concept and concept-topic pairs are estimated, we can use Bayesian inference to
compute the probability that a previously unseen test document with known words but un-
observable concepts belongs to a certain topic. The concepts are used as latent variables here,
but note that unlike earlier work on spectral decomposition for text retrieval, our concepts
are named and can be explicitly identified in the underlying thesaurus or ontology.
The learning procedure for estimating the probabilities that involve latent variables is
a maximum-likelihood estimator based on the observed word-concept pairs in the training
data. We use an EM (expectation-maximization) procedure for iteratively solving the ana-
lytically intractable estimation problem. The number of concepts that we consider in this
approach is naturally limited and determined by an initialization step that uses a text-
context similarity comparison for an initial, heuristic mapping of words onto concepts. Note,
however, that the final result of the word-to-concept mapping is usually much better than the
outcome of the initial heuristics. Our overall approach can also be seen as a learning-based
method for word sense disambiguation (coupled with a classifier for topic labeling).
In our experiments, with real-life datasets from the Reuters newswire corpus and customer
reviews of books from the Amazon web site, we compare our approach with a Naive Bayes
classifier and an SVM classifier. The results show that our method can provide substantial
gains in classification accuracy for rich text data where the expressiveness and potential
ambiguity of natural language becomes a bottleneck for traditional bag-of-words classifiers.
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15.9 Dependable Infrastructure
15.9.1 Recovery Guarantees for Internet Applications
Investigators: German Shegalov, Gerhard Weikum, in collaboration with Roger Barga and
David Lomet
Problem Statement and Motivation. Today’s Web Services do not handle system failures
well. One of the most prominent examples is unintentional purchase of multiple copies of
the same item (e.g., a DVD) in an online store. This may happen when the user perceives
a browser timeout for the final “checkout” (“place order”) request caused by a transient
failure, overload of the network, or of the backend servers. Although the request may have
been successfully processed (albeit slowly) the user may attempt to re-submit the check-out
request, e.g., by hitting the browser “refresh” button, unintentionally buying another copy
of the same item.
Such phenomena occur because the “stateless” interaction paradigm of the Web puts the
burden of managing sessions, and in particular handling failures, on application programs.
Unfortunately, failure handling logic can be fairly complex, and application programs often
make errors when responding to errors. In particular, they may forget actions already taken,
such that exactly-once execution of non-idempotent requests cannot be guaranteed.
Recovery Guarantees. To relieve application developers from dealing with system fail-
ures, we have designed the interaction contract framework for recovery guarantees in general
multi-tier systems [1]. Its computational model considers three types of components: eX-
ternal components (Xcoms) modeling human users and parts of the system outside the
framework, Persistent components (Pcoms) representing mid-tier and frontend applications,
and Transactional (Tcoms) modeling ACID resource managers such as database servers.
Guaranteed exactly-once execution of every single request is achieved by applying of an
appropriate interaction contract (IC) The core of the framework is the Committed Interac-
tion Contract (CIC) between two Pcoms (e.g., the client program and the mid-tier server).
This requires that the sender of a request or reply message promise that it can always recre-
ate the message and also its own state as of the time of the message or more recent. Hence,
a Pcom can resend the message if inquired by the receiver; the receiver, on the other hand,
must guarantee that it is able to detect and eliminate duplicate messages. The sender is
released from its promise in a second step of the CIC protocol once the receiver can itself
recreate the message upon a failure. Other four protocols include Immediate variant of CIC
(ICIC), eXternal IC (XIC) between an Xcom and a Pcom, and Transactional IC between a
Pcom (e.g., a database client) and a Tcom (e.g., a database server). See [1] for details.
Recovery is the last line of defense for failure handling in software systems. This dictates
that the correct behavior of the recovery protocols be mathematically verified. We use the
formal methods to verify the correctness of the IC protocols covering both the level of
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bilateral protocols and their composition into a complete multi-tier system. This involves two
major steps: (1) We develop a formal specification of the different notions of IC’s (presented
only informally in [1]) using the language of state-and-activity-charts as supported by the
commercial tool Statemate. (2) We use the model checker provided by Statemate to formally
verify critical properties of the IC framework stated in a temporal logic CTL. In particular,
We prove that interactions are indeed guaranteed to have the exactly-once behavior that
we desire for multi-tier applications despite failures. Although model checking is a mature
and automated technology, its successful use still depends on the details of how a system is
modeled and is much more challenging than a mere engineering task.
EOS Prototype. As a proof-of-concept, we provide a prototype implementation of the IC
framework Exactly-Once web Service platform (EOS). A Web Service in this setting encom-
passes a PHP engine connected through the ODBC driver manager to a data server. A Web
Service can be invoked either in a business-to-customer manner by a human user via her web
browser (IE5+) or in a business-to-business fashion by some other Web Service (see Figure
15.8). Such a Web Service may have an arbitrary number of application tiers and compo-
nents. With our specific modifications to the browser environment and the PHP engine, the
EOS prototype guarantees exactly-once execution for all requests even in the presence of
failures. The modifications are transparent to the application programs: no changes are re-
quired for PHP scripts and no failure handling other than application-level exceptions such


















Figure 15.8: Sample EOS Application
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15.9.2 Web Services for Deep-Web Access
Investigator: Jens Graupmann
The vast majority of the information on the Internet is stored in relational databases con-
nected to application servers, which dynamically generate Web pages on demand [1]. These
information repositories, so-called Web Portals, consitute the Deep Web. This highly dy-
namic content leads to problems with today’s prevalent crawler based search engines. The
main issues are:
1. Information is not accessible by crawlers, because it is generated as a response to a
web form submission.
2. Links between pages change frequently. For example the content of a category “daily
news” changes daily and is regularly moved to the “archive” category.
To avoid these problems we wrap the portal search engines themselves into Web Services.
Our tool, coined WSF (Web Service Framework), automatically analyzes Web pages with
HTML forms and generates the corresponding Interface descriptions (in WSDL) and wrapper
classes based on different heuristics. This permits a seamless integration of Web portals into
a Web Service based infrastructure [2, 4, 3].
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15.9.3 Decentralized Workflow Management
Investigators: Matthias Bender, Christian Zimmer
Workflow Management is a mature technology; however, its success record regarding the
adoption for orchestrating workflows that go beyond organizational boundaries (e.g., across
different companies in a supply chain) is rather short. Nowadays, typically one of the two
following approaches is taken when integrating existing workflows beyond such boundaries:
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– Workflows of external partners are encapsulated, i.e. their execution is viewed as one
monolithic block. While allowing a fairly easy integration into existing environments
(e.g., using Web Services), this solution does not offer any possibilities to monitor or
even influence the operations integrated in this manner. Instead, the external workflow
acts a “black box” within one’s own workflow.
– Workflows of external partners are integrated into the existing system environment
using explicit point-to-point connections. This typically requires the use of identical
(or, at least, compatible) software products. Given these optimal prerequisites, this
approach can allow an extensive and fine-grained control over the operations. The
complexity (i.e., the expected operating expenses for the creation of the interfaces and
their maintenance) of this approach, however, is huge, as the number of interfaces
grows quadratically with the number of partners involved.
Both approaches are equally unsatisfactory. As a member of the P2E2 project consortium
(within the scope of the Software Engineering 2006 effort of the BMBF), we are developing
an architecture in which no company has to give up the supervision over its own workflows
(i.e., it can remain in full control of its crucial processes), while at the same time enabling the
execution of workflows across organizational boundaries without the of pain of an explicit
interface development [1].
Each organizational unit has a so-called P2E2 adaptor that encapsulates the underlying
system environment and, in particular, the control flow of the existing workflow management
system. Analogously to the life-cycle of a business process, the following interfaces are of
central importance:
– Configuration: This interface is used to configure the P2E2 adaptors prior to the
actual workflow execution. This includes the distribution of workflow specifications.
– Runtime: This interface is used to control the adaptors at runtime. The most promi-
nent function is the instantiation of a remote activity (or sub-workflow).
– Health Monitoring: This interface is used to collect instance runtime data (i.e., log
data) of currently running (monitoring) or previously finished (controlling) process
instances.
– Search: This interface is used to find suitable services within the network and to find
the data that is required for the above functionalities.
In contrast to a hierarchical approach with predefined authorities and the associated dis-
advantages regarding scalability and fault-tolerance, we aim at a collaboration of equal peers
in which no organization has to give up its autonomy. Instead, collaborations form sponta-
neously within the universe of all resources. Coordination is performed in a decentralized
manner among all partners. From a technical viewpoint, the requirements ideally fit into
our research on Peer-to-Peer (P2P) architectures (see Section 15.7) offering this potential.
Organizations form a loosely-coupled network in which every peer can offer its services using
appropriate interface specifications and, in turn, incorporate remote services within its own
workflows without the need for expensive prior (financial and intellectual) investments. The
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nature of such a P2P architecture allows innovative features, in particular regarding moni-
toring and controlling, while at the same time offering a wide field of research, e.g., regarding
the proactive dissemination of data.
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15.10 Applications
15.10.1 Classification of Material Microstructures
Investigators: Gerhard Weikum, in collaboration with Frank Mu¨cklich
Materialography is the science of analyzing and synthesizing the microstructure of functional
materials such as ceramics, steels, or multi-layer hybrid materials. A common task for a
material laboratory is to analyze a sample material based on a microscopic image of the
sample’s microstructure. A concrete example is cast iron with lamellar graphite, which is
widely used in the automobile industry, e.g., in motor blocks or brake discs, and mechanical
engineering in general. When designing and eventually casting such components, material
properties like abrasiveness, absorbability, etc. play a critical role. These do in turn depend
on the microstructure of the material, as observed in microscopic or diffractometric images.
Figure 15.9 shows a microscopic image of some piece of cast iron. Material engineers have
developed a classification system for many of these functional materials, based on their
microstructures. In the case of cast iron there is a standard, EN ISO 945:1994, which divides
all kinds of cast iron into five categories, A through E, according to the structures formed
by the included lamellar graphite.
Classifying a given material sample into one of the applicable categories is a challenging
task even for an experienced material engineer. Thus, it is highly desirable to apply automatic
classification techniques to this problem, for two reasons: first to provide a more objective
and quantitative basis for classification, and second to aid less experienced materialographs
with this task.
In collaboration with Prof. Frank Mu¨cklich from the Saarland University’s Department
of Material Science, we developed an information system [1] that manages microstructure
images in a database of materials and allows Internet users to either interactively train them-
selves with pre-classified images or upload their own images and have them automatically
classified. Our classification is based on support vector machines (SVMs) which operate on
numerical feature vectors with twenty features characterizing statistical properties of the
pixels in a microstructure image. We use fourteen so-called Haralick parameters that cap-
ture texture properties, and six stereologic parameters that capture stochastic geometry
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Figure 15.9: Example of cast iron
properties of the images (or, more generally, the 3D volumes of which the images are 2D
slices).
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The goal of this project is the automated generation and maintenance of a thematically
focused portal with information for craftsmen and small trades. A portal prototype coined
HIP (Handicrafts Information Portal) [1] has been developed in collaboration with the
Saarland Chamber of Trades and Small Businesses. The HIP portal has been conceptually
designed to meet special information demands of craftsmen (laws and regulations, financial
support, wage agreements, information for trainees, etc.). The specific problems of such an
information service are:
– The craftsmen information portal should cover very broad and heterogeneous Web
topics (laws and regulations, local craftsmen associations, homepages of small business,
etc.). The mutual referencing within and between these topics in the Web is much lower
than for other topics like travel or computer science.
– The wide range of relevant themes makes it difficult for the portal administrator to
maintain and manage the entire taxonomy by hand. The selection of training data for
every topic (that is required to build the statistical decision model and sort retrieved
documents in an automated manner) becomes the bottleneck of the portal technology.
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– Multiple useful sources of craftsman-relevant information (online collections of regula-
tions, catalogues of available support programs, contract awards, etc.) are not directly
accessible by common Web crawlers. This high quality, topic-specific data is often
stored in searchable databases that only produce results dynamically in response to
queries via HTML forms.
– The target audience of the craftsman information portal is extremely heterogeneous
and consists of multiple groups of users (e.g. experienced business people vs. trainees).
Adaptation to the information demands of each group requires maintaining multiple
thematic hierarchies.
To satisfy the information demands of particular groups, the HIP engine maintains multiple
hierarchies of craftsman-specific topics (professions and professional groups of the different
industry branches, typical processes and workflows, education and careers). The current pro-
totype of the HIP portal uses the focused crawler BINGO! [2] (see also Section 15.4.1) to
collect Web information about the specified topics. The focus of the crawler can be adjusted
using automated selection of additional training samples from the crawl. For retrieved docu-
ments, the crawler computes classification confidence values and link-based authority scores
that are used for ranking. The topic structure can be automatically adjusted (e.g. proposal
of new topics that were positively classified into ’miscellaneous’) using restrictive cluster-
ing methods (see also Section 15.8.1). To overcome the borders of “Deep Web” information
sources, HIP automatically has to generate meaningful words for the input parameters of the
portal. We implemented a framework that automatically generates Wrappers Components
for Web Portals. The wrappers encapsulate the communication with the corresponding Web
portal and enable the crawler to access the “hidden” content. These wrappers are deployed
as Web Services and registered in a private UDDI Registry (see also Section 15.9.2).
In addition to common search functionality (keyword-based search with similarity ranking,
navigating the topic hierarchy), the HIP search engine provides advanced functions for ex-
pert search: (1) different ranking schemes (classification confidence grades, authority scores
produced by the link analysis algorithm, cosine similarity, user feedback score, last modified
attribute), (2) advanced navigation options for result items (show neighborhood = prede-
cessors and successors, other search results from the same host, similar documents), and (3)
support for query refinement within the current results.
To improve the quality of the search engine, the HIP portal provides mechanisms for user
feedback (suggestion of new web sources and topics of interest, reporting classification errors,
evaluation of the usefulness of visited search results).
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15.10.3 Digital Libraries: BINGO! + Daffodil
Investigators: Martin Theobald, in collaboration with Claus-Peter Klas
This work is a joint venture between the University of Duisburg and the Max Planck Institute
for Informatics in the context of the CLASSIX project funded by the German Research
Foundation (DFG).
Daffodil is a digital library system targeted at strategic support during the information
search process [1]. For advanced users, high-level search functions, so-called “stratagems”,
provide powerful information-exploration functionality beyond today’s digital libraries. In
particular, Daffodil can handle federations of heterogeneous digital libraries (DLs) through
appropriate wrappers (e.g., for DBLP, ACM digital library, etc.). For example, a user can
associate her interest profile with a set of digital library objects (DLOs for short), typically
journal or conference publications, which are organized into a folder hierarchy. These DLOs
are automatically enriched by meta data annotations such as authors, titles, publication
year, etc., which Daffodil extracts from the underlying DLs. However, Daffodil cannot
directly explore arbitrary Web sources, for which no structured service interface is known a
priori. For example, it cannot find publications that are stored on authors’ homepages.
This work aims at enhancing Daffodil to reach out for arbitrary Web data including
Deep-Web sources where the data resides behind a structured portal interface. At the same
time, the high search precision and comfortable feedback mechanisms that Daffodil pro-
vides on DLs should be maintained also for Web sources. To this end, we have coupled
Daffodil with the BINGO! focused crawler, an advanced toolkit for information portal
generation and expert Web search [2]. In contrast to standard search engines which are solely
based on precomputed index structures, a focused crawler interleaves crawling, automatic
classification, link analysis and assessment, and text filtering. A crawl is started from a user-
provided set of training data and aims to collect comprehensive results for the given topics. A
particularity of BINGO! is that it uses semi-supervised learning techniques and ontological
background information to overcome the insufficiencies of initial training data for improved
precision. Moreover, BINGO! incorporates topic-specific information portals (e.g., external
search engines or portals of large research institutes) that cannot be directly crawled.
The two subsystems communicate using multi-agent and Web Service protocols. A typ-
ical scenario starts with a user putting together one or more folders of annotated DLOs,
for example, the ones shown in the Daffodil box for topics “database core technology
(DB core)”, “Web information retrieval (Web IR)”, and “workflow management”. These
DLOs point to documents within digital libraries, and in some cases may include links to
the document content itself. For further exploration of these topics and acquiring new rec-
ommendations, these DLO folders can be sent to BINGO!, where they are converted into
appropriate training data for the classifier and seeds for the focused crawler. The DLO meta
data helps to generate queries to Deep-Web portals which cannot be directly crawled; this
step makes use of an ontology to map, for example, a meta data attribute “subject” to
“category”, “genre”, “topic”, etc. Finally, both the crawled and positively classified Web
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documents and the portal-extracted results are returned to Daffodil as recommendations
and are presented through an assessment and feedback GUI to the human user.
The combination of Daffodil and BINGO! provides advanced users with significant
added value. From the DL viewpoint, the recall is substantially improved by considering
Web sources such as homepages of individual researchers or entire institutes. The focusing
mechanism of BINGO! largely avoids the danger of information overloading, compared to
conventional Web search mechanisms, and helps keeping the precision sufficiently high. From
the Web search viewpoint, the meta data annotations provided by Daffodil are crucial for
generating meaningful queries against Deep-Web portals with multi-parameter interfaces
(e.g., the advanced search form of the DBLP Trier). Also, the meta data is vital for high
precision of recommendations, and Daffodil can additionally exploit relevance feedback
for further improvements.
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15.11 Academic Activities
15.11.1 Journal Positions
Gerhard Weikum is on the editorial board of
– ACM Transactions on Database Systems (TODS), until December 2004
– IEEE Computer Society Transactions on Knowledge and Data Engineering (TKDE)
– VLDB Journal, until September 2003
15.11.2 Book Series Positions
Gerhard Weikum is on the editorial board of
– Springer-Verlag Series “Lecture Notes in Computer Science (LNCS)”
– Springer-Verlag Series “Data-centric Systems and Applications (DCSA)”
15.11.3 Conference and Workshop Positions
Membership in Program Committees
Ralf Schenkel:
– 2nd Workshop on XML Technology for the Semantic Web (XSW 2003), Berlin, October
2003
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– 1st Workshop on Database Technologies for Handling XML Information on the Web
(DataX 2004), Crete, March 2004
– 12th International Conference on Cooperative Information Systems (Coopis 2004),
Cyprus, October 2004
– 3rd Workshop on XML Technology for the Semantic Web (XSW 2004), Berlin, Sep-
tember 2004
– 11th International Conference on Management of Data (COMAD 2005), Goa, January
2005
– BTW-Workshop “WebDB meets IR”, Karlsruhe, March 2005
– 11th Conference on Databases in Business, Technology, and the Web (BTW 2005),
Karlsruhe, March 2005
– PhD Workshop of the 31st Conference on Very Large Databases, Trondheim, August
2005
– 13th International Conference on Cooperative Information Systems (Coopis 2005),
Cyprus, October 2005
Gerhard Weikum:
– ACM International Symposium on Principles of Database Systems (PODS 2003), San
Diego, June 2003
– 29th International Conference on Very Large Databases (VLDB 2003), Berlin, Sep-
tember 2003
– 20th International Conference on Data Engineering (ICDE 2004), Boston, April 2004
– ACM SIGMOD International Conference on Management of Data, Paris, June 2004 –
chair
– GI-Workshop Dynamic Information Fusion, Ulm, September 2004
– 2nd Biennal Conference on Innovative Data Systems Research (CIDR 2005, Asilomar,
January 2005
– BTW-Workshop “WebDB meets IR”, Karlsruhe, March 2005
– 8th International Workshop of the DELOS Network of Excellence on Digital Libraries
on Future Digital Library Management Systems (System Architecture & Information
Access), Schloß Dagstuhl, April 2005
– 8th International Workshop on the Web & Databases (WebDB 2005), Baltimore, June
2005
– 31st International Conference on Very Large Databases (VLDB 2005), Trondheim,
September 2005
– 9th European Conference on Research and Advanced Technology for Digital Libraries
(ECDL 2005), Vienna, 2005
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Membership in Organizing Committees
Matthias Bender:
– Summer School – 5th Max Planck Advanced Course on the Foundations of Computer
Science (ADFOCS 2004), Max Planck Institute for Informatics, Saarbru¨cken, Septem-
ber 2004
Ralf Schenkel:
– BTW-Workshop “WebDB meets IR”, Karlsruhe, March 2005 – co-chair
Gerhard Weikum:
– Dagstuhl Seminar 04181 on Atomicity in System Design and Execution, Dagstuhl,
April 2004 – co-organizer
– ACM SIGMOD International Conference on Management of Data, Paris, June 2004 –
program committee chair
– GI-Workshop Dynamic Information Fusion, Ulm, September 2004 – co-chair
– 2nd Biennal Conference on Innovative Data Systems Research (CIDR 2005, Asilomar,
January 2005 – co-chair
– 8th International Workshop of the DELOS Network of Excellence on Digital Libraries
on Future Digital Library Management Systems (System Architecture & Information
Access), Schloß Dagstuhl, April 2005 – general chair
15.11.4 Invited Talks and Tutorials
Gerhard Weikum:
– The Lowell Database Research Self-Assessment Meeting, Lowell, USA, May 2003, Ob-
servations on Database Systems and Information Retrieval
– Dagstuhl Seminar “Atomicity in System Design and Execution”, Schloss Dagstuhl,
Germany, April 2004, A Research Agenda on Atomicity
– MICS (Mobile Information and Communication Systems) Workshop, Zurich, Switzer-
land, July 2004, Beyond Google: P2P Technology for Improved Web Search
– ER 2004, Shanghai, November 2004, Towards a Statistically Semantic Web
– Stanford University, January 2005, Efficient Top-k Queries for XML Information Re-
trieval
– Microsoft Research, Redmond, USA, Jan 2005, Efficient Top-k Queries for XML In-
formation Retrieval
– Festkolloquium Fraunhofer Institute for Integrated Publishing and Information Sys-
tems (IPSI), Darmstadt, Germany, Feb 2005, Self-tuning DB Technology & Info Ser-
vices: from Wishful Thinking to Viable Engineering
– Highlights of the DELIS EU Project, March 2005, Efficient Top-k Query Processing in
P2P Systems
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– BTW 2005, Karlsruhe, March 2005, Information and Knowledge Management in 2025:
BTW allez or BTW passe´e
– SIGMOD 2005, Baltimore, USA, June 2005, Foundations of Automatic Database Tun-
ing (Tutorial with Surajit Chaudhuri, Microsoft Research)
15.11.5 Other Academic Activities
Gerhard Weikum:
– Member of the Board of Trustees and President of the VLDB Endowment
– Member of the Steering Committee of the Biennial Conference on Innovative Data
Systems Research (CIDR)
– Member of the Scientific Advisory Board of the Swiss National Center of Competence
in Research on “Mobile Information and Communication Systems” (MICS)
– Steering Committee Member of the German Computer Society Special Interest Area
on Database and Information Systems (GI Fachbereich Datenbanken und Information-
ssystems (DBIS))
– Steering Committee Member of the German Computer Society Special Interest Group
on Information Retrieval
– Spokesperson of the International Max Planck Research School for Computer Science
(IMPRS-CS), since July 2004
– Member of Search Committees at Saarland University, ETH Zurich, Hasso-Plattner
Institute Potsdam
– Chair of the Ten-Year Award Committee for VLDB 2003
– Member of the Scientific Directorate of Schloss Dagstuhl (IBFI)
– Managing Director of the Max Planck Institute for Informatics, since March 2005
– Member of the Max Planck Society’s Advisory Committee for IT Projects (BAR),
since October 2004




Selected Topics in Web Information Retrieval and Mining (G. Weikum)
Seminars:
Peer-to-peer Information Systems (G. Weikum)
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Summer Semester 2004
Courses:
Information Systems (R. Schenkel, G. Weikum)
Winter Semester 2004/2005
Seminars:
Peer-to-peer Information Systems (G. Weikum)
Diploma and Master’s Theses
– Ralitsa Angelova: Neighborhood-conscious Hypertext Categorization, July 2004
– Tim Bautz: Entwurf und Implementierung eines Mobile-Access-Servers, June 2004
– Klaus Berberich: Time-aware and Trend-based Authority Ranking, November 2004
– Andreas Broschart: Advanced Divide-and-Conquer Algorithms for Computing Two-Hop
Covers for Large Collections of XML Documents, September 2004
– Jun Cai: Bootstrapping Ontologies from the Web, March 2004
– Sergej Chernov: Result Merging in a Peer-to-Peer Web Search Engine, March 2005
– Jo¨rg Diesinger: Generische Anbindung von Datenhaltungssystemen mit Web Services
am Beispiel von SAP R/3, December 2004
– Vladimir Eske: User Profile Management in a Web Search Engine, July 2004
– Miriam Gerstacker: Ein automatisches Annotationswerkzeug fu¨r HTML- und XML-
Daten unter Verwendung von Hidden Markov Models und Named Entity Recognition,
September 2004
– Georgina Ifrim: Word Sense Disambiguation for Ontological Document Classification,
January 2005
– Mahboob A. Khalid: Implementation and Evaluation of a Path Indexing Framework
for Large Collections of Interlinked XML Documents, July 2004
– Natalia Kozlova: Automatic Ontology Extraction for Document Classification, March
2005
– Julia Luxenburger: Query-Log-based Authority Analysis for Web Information Search,
November 2004
– Thomas Michels: Intelligente Informationsorganisation und -suche fu¨r ein thematisch
fokussiertes Web-Informationsportal, July 2004
– Varadarajulu R. Pyda: Integrating Workflow Management Systems and Content Man-
agement Systems using Web services, October 2004
– Pavel Serdyukov: Query Routing in Peer-to-Peer Web Search, March 2005
– Saidpradeep Vangala: A light-weight Workflow Management System based on Web Ser-
vices, October 2004
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– Xueqiang Wang: Integrating Web Portals into a concept-based search engine using
ontologies, September 2004
– Josiane Xavier Parreira: Information Retrieval by Dimension Reduction – A Compar-
ative Study, November 2003
15.13 Dissertations, Habilitations, Offers, Awards
15.13.1 Dissertations
Completed:
Michael Ohlmann: Variability of Packet Round-Trip Times and Passive Bottleneck Band-
width Estimation, January 2005.
Anja Theobald: The XXL Search Engine for Ontology-Based Similarity Search on XML
(in German), June 2004.
In preparation:
Ralitsa Angelova: Neighborhood–Conscious Hypertext Categorization
Matthias Bender: Intelligent Data Source Selection in Peer-to-Peer Information Systems
Klaus Berberich: Time-Aware Authority Ranking and Impact Assessment
Jens Graupmann: Structure- and Context-aware Information Retrieval of Heterogeneous
Web and XML Data
Georgiana Ifrim: A Bayesian Learning Approach to Concept-Based Document Classifica-
tion
Julia Luxenburger: On Language Modeling for Information Retrieval
Sebastian Michel: Scalable and Efficient Top-k Query Processing in Peer-to-Peer Networks
Hanglin Pan: Feedback-Driven Query Refinement in Ranked XML Retrieval
Josiane Xavier Parreira: Computing Global Authority Scores in a Peer-to-Peer Network
German Shegalov: Integrated Data, Message, and Process Recovery for Failure Masking in
Web Services
Stefan Siersdorfer: Restrictive Methods and Meta Methods for Automatic Document Or-
ganization
Sergej Sizov: Automatic Generation and Intelligent Organization of Topic-Specific Web
Information Portals
Martin Theobald: Efficient Top-k Query Processing for Text, Semistructured, and Struc-
tured Data
Christian Zimmer: Peer-to-Peer Caching and Indexing for Collaborative Web Search
15.13.2 Awards
– Arnd Christian Ko¨nig, Dr.-Eduard-Martin Award for Dissertation, 2003
– Julia Luxenburger, Student Award of the Regional Chapter of the German Computer
Society, 2005
– Michael Scholl, Gu¨nter-Hotz Medal for Diploma Thesis, 2004
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15.14 Grants and Cooperations
15.14.1 Projects Funded by the European Union
Integrated Project DELIS
DELIS (Dynamically Evolving Large-Scale Information Systems) is an Integrated Project
under the 6th Framework Program of the European Union. It involves 20, mostly academic,
partners and aims at foundations for the analysis and self-organization of complex systems
such as peer-to-peer information sharing. DELIS is one of four EU projects funded under the
Complex Systems Initiative. The institute participates with two of its groups, AG1 and AG5.
The project has, to some extent, a catalytic function in stimulating joint research between
the two groups (see also Section 7).
AG5 coordinates one of the six subprojects of DELIS, namely, SP6 on Data Management,
Search, and Mining on Internet-Scale, Dynamically Evolving Peer-to-Peer Networks. It aims
at developing foundations for collaborative Web search, with Google-style functionality but
provided in a completely decentralized and self-organizing manner. Each peer has a full-
fledged search engine and a local index, built by its own crawling and tailored to the user’s
personal interests. Peers collaborate by routing queries to thematically relevant peers and
forming a dynamically evolving “semantic overlay network”. In contrast to a centralized
search engine running on a high-end server farm and geared for high throughput of simple
mass-user queries, DELIS pursues advanced information retrieval models and algorithms
like concept-based search of different flavors. AG1 and AG5 have started to collaborate on
this theme. Other key issues in DELIS SP6 include distributed indexing, efficient overlay
networks, information dissemination, incentive mechanisms, and a deeper understanding of
benefit/cost tradeoffs and optimizations (see also Section 15.7).
Network of Excellence DELOS
DELOS is a network of excellence on digital library systems. It currently involves close to 50
partners, and is organized into 8 thematic clusters. AG5 participates in clusters WP1 and
WP2 on digital library system architecture and personalized access. AG5 has organized the
8th DELOS Workshop on Future Digital Library Management Systems, held in March 2005
in Schloss Dagstuhl.
The main issues pursued by AG5 in this context are query routing and query process-
ing over federations of digital libraries and the exploitation of personal profiles for routing
strategies (see also Section 15.7). AG5 collaborates on these issues with the following univer-
sities: University of Athens, University of Brno, University of Duisburg, ETH Zurich, UMIT
Innsbruck.
15.14.2 Projects Funded by the BMBF
P2E2
The P2E2 project is a joint project of several industry partners and two academic partners
on peer-to-peer-style workflow management, funded by the German Ministery of Science and
Education. The industrial partners are Carnot AG, abaXX Technology AG, otris Software
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AG, IDS Scheer AG; the second academic partner is the Institute for Information Systems at
the German Research Center for Artificial Intelligence (DFKI). The goal of the project is to
develop mechanisms and strategies for orchestrating workflows that span enterprise bound-
aries; such processes should be run in a decentralized manner but, at the same time, it should
be possible to monitor their progress from a conceptually global viewpoint. Technically, this
involves studying peer-to-peer methods for data gathering and distributed queries.
15.14.3 Projects Funded by the DFG
CLASSIX
The CLASSIX project is a joint project of AG5 and the information retrieval group of the
University of Duisburg headed by Prof. Norbert Fuhr. The project started in spring 2002
and will extend until mid 2006. CLASSIX aims at developing novel, efficient and effective,
techniques for information retrieval and automatic classification of XML data. Based on
the groups’ extensive systems work (i.e., the prototype systems XIRQL, Daffodil, XXL, and
BINGO!) we have been investigating query models, query evaluation and indexing tech-
niques, ontological metadata, and automatic classification methods in this context, with
experimental evaluation based on the INEX and other benchmarks.
A particularly noteworthy joint result of the two groups is the coupling of the BINGO!
focused crawler and the digital library mediator Daffodil, leading to added value to a fed-
erated digital library environment where advanced users can manage personal folders with
annotations, access multiple libraries in a seamless manner, and enhance library data by
Web data compiled via focused crawling (see also Section 15.10.3).
Graduiertenkolleg “Quality Guarantees for Computer Systems”
The group actively participates in the Saarland University’s graduate studies program (Gra-
duiertenkolleg) on “Quality Guarantees for Computer Systems”. Currently, two doctoral
students receive scholarships from this program.
15.14.4 Cooperations with Industry
In addition to the industrial partners in the EU and BMBF projects, AG5 maintains loose,
low-caliber collaborations (e.g., through Diploma or Master theses) with various local and




[1] H. Blanken, T. Grabs, H.-J. Schek, R. Schenkel, and G. Weikum, eds. Intelligent Search on
XML Data, Applications, Languages, Models, Implementations, and Benchmarks, LNCS 2818.
Springer, Berlin, Germany, 2003.
[2] G. Weikum, A. C. Koenig, and S. Dessloch, eds. Proceedings of the ACM SIGMOD International
Conference on Management of Data, Paris, France, June 13-18, 2004, New York, 2004. ACM.
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[3] G. Weikum, H. Scho¨ning, and E. Rahm, eds. Datenbanksysteme fu¨r Business, Technologie und
Web (BTW), 10. GI-Fachtagung, Bonn, Germany, 2003, Lecture Notes in Informatics, vol. P-26.
Bonner Ko¨llen.
Journal articles and book chapters
[1] E. Balafoutis, M. Paterakis, P. Triantafillou, G. Nerjes, P. Muth, and G. Weikum. Clustered
scheduling algorithms for mixed-media disk workloads in a multimedia server. Cluster Comput-
ing, 6(1):75–86, January 2003.
[2] R. Barga, D. Lomet, G. Shegalov, and G. Weikum. Recovery guarantees for internet applications.
ACM Transactions on Internet Technology, 4(3):289–328, August 2004.
[3] Y. Ioannidis, D. Maier, S. Abiteboul, P. Buneman, S. Davidson, E. Fox, A. Halevy, C. Knoblock,
F. Rabitti, H. Schek, and G. Weikum. Digital library information-technology infrastructures. to
appear in Journal on Digital Libraries, 2005.
[4] C. Jones, D. Lomet, A. Romanovsky, and G. Weikum. The atomic manifesto: a story in four
quarks. SIGMOD Record, 34(1):63–69, March 2005.
[5] A. C. Koenig and G. Weikum. Automatic tuning of data synopses. Information Systems, 28(1-
2):85–109, March 2003.
[6] K. Roberts, F. Mu¨cklich, and G. Weikum. Untersuchungen zur automatischen Klassifikation
von Lamellengraphit mit Hilfe des Stu¨tzvektorverfahrens. In P. Portella, ed., Fortschritte in der
Metallographie, Sonderba¨nde der Praktischen Metallographie, vol. 35, pp. 117–126. G. Petzow,
Werkstoffinformationsgesellschaft, 2003.
[7] R. Schenkel, A. Theobald, and G. Weikum. Ontology-enabled XML search. In H. Blanken,
T. Grabs, H.-J. Schek, R. Schenkel, and G. Weikum, eds., Intelligent Search on XML Data,
Applications, Languages, Models, Implementations, and Benchmarks, LNCS 2818, ch. 8, pp.
119–131. Springer, Berlin, Germany, 2003.
[8] R. Schenkel, A. Theobald, and G. Weikum. Semantic similarity search on semistructured data
with the XXL search engine. Information Retrieval, 8(4):521–545, December 2005.
[9] M. Theobald, R. Schenkel, and G. Weikum. Classification and focused crawling for semistruc-
tured data. In H. Blanken, T. Grabs, H.-J. Schek, R. Schenkel, and G. Weikum, eds., Intelligent
Search on XML Data, Applications, Languages, Models, Implementations, and Benchmarks,
LNCS 2818, ch. 10, pp. 145–157. Springer, Berlin, Germany, 2003.
[10] G. Weikum. Web Caching. In E. Rahm and G. Vossen, eds., Web & Datenbanken. Konzepte,
Architekturen, Anwendungen, ch. 7, pp. 191–216. dpunkt, Heidelberg, Germany, 2003.
[11] G. Weikum, H. Scho¨ning, and E. Rahm. Report on the 10th Conference on Database Systems
for Business, Technology, and the Web (BTW 2003). SIGMOD Record, 32(2):90–92, June 2003.
Conference and workshop articles
[1] M. Bender, S. Kraus, F. Kupsch, G. Shegalov, G. Weikum, D. Werth, and C. Zimmer.
Peer-to-Peer-Technologie fu¨r unternehmensweites und organisationsu¨bergreifendes Workflow-
Management. In P. Dadam and M. Reichert, eds., INFORMATIK 2004 – Informatik verbindet,
Band 2, Beitra¨ge der 34. Jahrestagung der Gesellschaft fu¨r Informatik e.V. (GI), Ulm, 20.-
24. September 2004., Ulm, Germany, 2004, Lecture Notes in Informatics, vol. 51, pp. 511–516.
Gesellschaft fu¨r Informatik.
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[2] M. Bender, S. Michel, P. Triantafillou, G. Weikum, and C. Zimmer. Improving collection selection
with overlap-awareness. In 28th Annual International ACM SIGIR Conference on Research and
Development in Information Retrieval (SIGIR05), Salvador, Brazil, 2005. ACM. Acceptance
ratio 1:5.
[3] M. Bender, S. Michel, G. Weikum, and C. Zimmer. The MINERVA project: Database selection
in the context of P2P search. In G. Vossen, F. Leymann, P. Lockemann, and W. Stucky,
eds., Datenbanksysteme in Business, Technologie und Web (BTW2005; 11. Fachtagung des GI-
Fachbereichs Datenbanken und Informationssysteme (DBIS)), Karlsruhe, Germany, March 2005,
Lecture Notes in Informatics, vol. P-65, pp. 125–144. Gesellschaft fu¨r Informatik. Acceptance
ratio 1:3.
[4] M. Bender, S. Michel, C. Zimmer, and G. Weikum. Bookmark-driven query routing in peer-to-
peer Web search. In J. Callan, N. Fuhr, and W. Nejdl, eds., Proceedings of the SIGIR Work-
shop on Peer-to-Peer Information Retrieval, 27th Annual International ACM SIGIR Conference,
Duisburg, 2004, pp. 1–12. Universita¨t Duisburg-Essen.
[5] M. Bender, S. Michel, C. Zimmer, and G. Weikum. Towards collaborative search in digital
libraries using peer-to-peer technology. In M. Agosti, H.-J. Schek, and C. Tu¨rker, eds., Digital
library architectures, peer-to-peer, grid, and service-orientation, pre-proceedings of the 6th The-
matic Workshop of the EU Network of Excellence (DELOS), S. Margherita die Pula (Cagliari),
Italy, June 2004, pp. 61–72. Edizioni Progetto Padova.
[6] K. Berberich, M. Vazirgiannis, and G. Weikum. T-rank: Time-aware authority ranking. In
S. Leonardi, ed., Algorithms and models for the web-graph, Third International Workshop, WAW
2004, Rome, Italy, October 2004, LNCS 3243, pp. 131–142. Springer.
[7] S. Chaudhuri, G. Das, V. Hristidis, and G. Weikum. Probabilistic ranking of database query
results. In M. A. Nascimento, M. T. O¨zsu, D. Kossmann, R. J. Miller, J. A. Blakeley, and
K. B. Schiefer, eds., Proceedings of the 30th International Conference on Very Large Data Bases,
Toronto, Canada, August 31–September 3, 2004, Toronto, Canada, 2004, pp. 888–899. Morgan
Kaufmann. Acceptance ratio 1:6.
[8] S. Chaudhuri, R. Ramakrishnan, and G. Weikum. Integrating DB and IR technologies: What
is the sound of one hand clapping? In M. Stonebraker, G. Weikum, and D. DeWitt, eds.,
Proceedings of the Second Biennial Conference on Innovative Data Systems Research (CIDR
05), Asilomar, 2005, pp. 1–12. VLDB. Acceptance ratio 1:3.
[9] M. J. Franklin, J. Widom, G. Weikum, P. A. Bernstein, A. Y. Halevy, D. J. DeWitt, A. Ailamaki,
and Z. G. Ives. Rethinking the conference reviewing process – panel. In G. Weikum, A. C. Koenig,
and S. Dessloch, eds., SIGMOD 2004, June 13–18, 2004, Paris, France, Paris, France, 2004, p.
957. ACM.
[10] M. Garofalakis, I. Manolescu, M. Mesiti, G. Mihaila, R. Schenkel, B. Thuraisingham, and V. Vas-
salos. What’s next in XML and databases. In W. Lindner, M. Mesiti, C. Tu¨rker, Y. Tzitzikas,
and A. Vakali, eds., Current trends in database technology, EDBT 2004 Workshops, EDBT 2004
Workshops PhD, DataX, PIM, P2P&DB, and ClustWeb, Heraklion, Greece, 2004, LNCS 3268,
pp. 318–324. Springer.
[11] J. Graupmann. Concept-based search on semi-structured data exploiting mined semantic rela-
tions. In W. Lindner and A. Perego, eds., ICDE/EDBT 2004 Joint Ph.D. Workshop, Proceedings,
Crete, Greece, 2004, pp. 31–40. Crete University. Acceptance ratio 1:4.
[12] J. Graupmann. Concept-based search on semi-structured data exploiting mined semantic rela-
tions. In W. Lindner, M. Mesiti, and C. Tu¨rker, eds., Current trends in database technology,
EDBT 2004 Workshops, EDBT 2004 Workshops PhD, DataX, PIM, P2P&DB, and ClustWeb,
Crete, Greece, 2004, LNCS 3268, pp. 34–43. Springer. Acceptance ratio 1:4.
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[13] J. Graupmann, J. Cai, and R. Schenkel. Automatic query refinement using mined semantic rela-
tions. In International Workshop on Challenges in Web Information Retrieval and Integration,
Tokyo, Japan, 2005. IEEE Computer Society. Acceptance ratio 1:4.
[14] M. L. Kersten, G. Weikum, M. J. Franklin, D. A. Keim, A. P. Buchmann, and S. Chaudhuri.
A database striptease or how to manage your personal databases. In J. C. Freytag, P. C.
Lockemann, S. Abiteboul, M. J. Carey, P. G. Selinger, and A. Heuer, eds., Proceedings of the 29th
International Conference on Very Large Data Bases (VLDB-03), Berlin, Germany, September
2003, pp. 1043–1044. Morgan Kaufmann. Acceptance ratio 1:5.
[15] J. Luxenburger and G. Weikum. Query-log based authority analysis for web information search.
In X. Zhou, S. Y. W. Su, M. P. Papazoglou, M. E. Orlowska, and K. G. Jeffery, eds., Web
information systems, WISE 2004, 5th International Conference on Web Information Systems
Engineering, Brisbane, Australia, 2004, LNCS 3306, pp. 90–101. Springer. Acceptance ratio 1:5.
[16] H. Pan. Relevance feedback in XML retrieval. In W. Lindner, M. Mesiti, C. Tu¨rker, Y. Tzitzikas,
and A. Vakali, eds., Current trends in database technology, EDBT 2004 Workshops, EDBT 2004
Workshops PhD, DataX, PIM, P2P&DB, and ClustWeb, Boston, USA, 2004, LNCS 3268, pp.
187–196. Springer. Acceptance ratio 1:4.
[17] K. Roberts, F. Mu¨cklich, R. Schenkel, and G. Weikum. An information system for material
microstructures. In M. Hatzopoulos and Y. Manolopoulos, eds., 16th International Conference
on Scientific and Statistical Database Management, SSDBM 2004, 21–23 June 2004, [Thira],
Santorini Island, Greece, Santorini Island Greece, 2004, pp. 329–332. IEEE Computer Society.
Acceptance ratio 1:2.
[18] R. Schenkel. FliX: A flexible framework for indexing complex XML document collections. In
W. Lindner, M. Mesiti, C. Tu¨rker, Y. Tzitzikas, and A. Vakali, eds., Current trends in database
technology, EDBT 2004 Workshops, EDBT 2004 Workshops PhD, DataX, PIM, P2P&DB, and
ClustWeb, Heraklion, Greece, 2004, LNCS 3268, pp. 240–249. Springer. Acceptance ratio 1:3.
[19] R. Schenkel, A. Theobald, and G. Weikum. HOPI: An efficient connection index for complex
XML document collections. In E. Bertino, S. Christodoulakis, D. Plexousakis, V. Christophides,
M. Koubarakis, K. Bo¨hm, and E. Ferrari, eds., Advances in database technology, EDBT 2004,
9th International Conference on Extending Database Technology, Heraklion, Crete, Greece, 2004,
LNCS 2992, pp. 237–255. Springer. Acceptance ratio 1:7.
[20] R. Schenkel, A. Theobald, and G. Weikum. XXL @ INEX 2003. In N. Fuhr, M. Lalmas, and
S. Malik, eds., Proceedings of the 2003 INEX Workshop, Dagstuhl, 2004, pp. 33–40. INEX.
[21] R. Schenkel, A. Theobald, and G. Weikum. Efficient creation and incremental maintenance
of the HOPI index for complex XML document collections. In 21st International Conference
on Data Engineering (ICDE 2005), Tokyo, Japan, 2005, pp. 360–371. IEEE Computer Society.
Acceptance ratio 1:8.
[22] S. Siersdorfer and S. Sizov. Restrictive clustering and metaclustering for self-organizing document
collections. In K. Ja¨rvelin, J. Allan, P. Bruza, and M. Sanderson, eds., Proceedings of SIGIR
2004, Sheffield, July 25th–29th, Sheffield, UK, 2004, pp. 226–233. ACM. Acceptance ratio 1:5.
[23] S. Siersdorfer and G. Weikum. Using restrictive classification and meta classification for junk
elimination. In D. Losada and J. M. F. Luna, eds., Proceedings of the 27th European Conference
on Information Retrieval (ECIR ’05), Santiago de Compostela, Spain, 2005, LNCS 3408, pp.
287–299. Springer. Acceptance ratio 1:4.
[24] S. Sizov, K. Meier, and G. Weikum. HIP: Intelligente Suche nach Fachinformationen fu¨r das
Handwerk. In K. R. Dittrich, W. Koenig, A. Oberweis, K. Rannenberg, and W. Wahlster, eds.,
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INFORMATIK 2003 – Innovative Informatikanwendungen, Band 2, Beitra¨ge der 33. Jahresta-
gung der Gesellschaft fu¨r Informatik e.V. (GI), 29. September–2. Oktober 2003 in Frankfurt am
Main, Lecture Notes in Informatics, vol. 35, pp. 268–273. Bonner Ko¨llen, Bonn, Germany, 2003.
[25] S. Sizov, S. Siersdorfer, and G. Weikum. Goal-oriented methods and meta methods for document
classification and their parameter tuning. In D. A. Evans, L. Gravano, O. Herzog, C. Zhai, and
M. Ronthaler, eds., CIKM 2004, proceedings of the Thirteenth Conference on Information and
Knowledge Management, Washington D.C., USA, 2004, pp. 59–68. ACM. Acceptance ratio 1:5.
[26] S. Sizov, M. Theobald, S. Siersdorfer, G. Weikum, J. Graupmann, M. Biwer, and P. Zimmer.
The BINGO! system for information portal generation and expert Web search. In CIDR 2003.
Proceedings of the 2003 Conference on Innovative Data Systems Research, January 5-8, 2003,
Asilomar, 2003, pp. 69–80. VLDB.
[27] M. Theobald and C.-P. Klas. BINGO! and Daffodil: Personalized exploration of digital libraries
and web sources. In RIAO 2004, Avignon, France, April 2004, pp. 347–365. LE CENTRE DE
HAUTES ETUDES INTERNATIONALES (C.I.D.). Acceptance ratio 1:5.
[28] M. Theobald, R. Schenkel, and G. Weikum. Exploiting structure, annotation, and ontological
knowledge for automatic classification of XML data. In V. Christophides and J. Freire, eds.,
6th International Workshop on the Web and Databases (WebDB-03), Beaverton, USA, 2003, pp.
1–6. OGI School of Science and Engineering / CSE. Acceptance ratio 1:4.
[29] M. Theobald, R. Schenkel, and G. Weikum. Efficient and self-tuning incremental query ex-
pansion for top-k query processing. In 28th Annual International ACM SIGIR Conference on
Research and Development in Information Retrieval (SIGIR 2005), Salvador, Brazil, 2005. Sheri-
dan Printing. Acceptance ratio 1:5.
[30] M. Theobald, G. Weikum, and R. Schenkel. Top-k query evaluation with probabilistic guarantees.
In M. A. Nascimento, M. T. O¨zsu, D. Kossmann, R. J. Miller, J. A. Blakeley, and K. B. Schiefer,
eds., Proceedings of the 30th International Conference on Very Large Data Bases, Toronto,
Canada, August 31–September 3, 2004, Toronto, Canada, 2004, pp. 648–659. Morgan Kaufmann.
Acceptance ratio 1:6.
[31] G. Weikum, J. Graupmann, R. Schenkel, and M. Theobald. Towards a statistically semantic
web (invited paper). In P. Atzeni, H. Lu, S. Zhou, and T. W. Ling, eds., Conceptual modeling,
ER 2004, 23rd International Conference on Conceptual Modeling, Shanghai, China, 2004, LNCS
3288, pp. 3–17. Springer.
Demonstrations
[1] J. Graupmann, M. Biwer, C. Zimmer, P. Zimmer, M. Bender, M. Theobald, and G. Weikum.
COMPASS: a concept-based Web search engine for HTML, XML, and Deep Web Data. In M. A.
Nascimento, M. T. O¨zsu, D. Kossmann, R. J. Miller, J. A. Blakeley, and K. B. Schiefer, eds.,
Proceedings of the 30th International Conference on Very Large Data Bases, Toronto, Canada,
August 31–September 3, 2004, Toronto, Canada, 2004, pp. 1313–1316. Morgan Kaufmann. Ac-
ceptance ratio 1:3.
[2] J. Graupmann, S. Sizov, and M. Theobald. From focused crawling to expert information: an
application framework for web exploration and portal generation. In J. C. Freytag, P. C. Lock-
emann, S. Abiteboul, M. J. Carey, P. G. Selinger, and A. Heuer, eds., Proceedings of the 29th
International Conference on Very Large Data Bases (VLDB-03), Berlin, 2003, pp. 1105–1108.
Morgan Kaufmann. Acceptance ratio 1:4.
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[3] D. Lomet, R. Barga, M. Mokbel, G. Shegalov, R. Wang, and Y. Zhu. Immortal DB: transaction
time support for SQL server. In J. Widom, F. Ozcan, and R. Chirkova, eds., Proceedings of the
24th ACM SIGMOD International Conference on Management of Data, Baltimore, Maryland,
USA, 2005. ACM.
[4] H. Pan, A. Theobald, and R. Schenkel. Query refinement by relevance feedback in an XML
retrieval system (demo). In P. Atzeni, W. W. Chu, H. Lu, S. Zhou, and T. W. Ling, eds.,
Conceptual modeling, ER 2004, 23rd International Conference on Conceptual Modeling, Shanghai,
China, 2004, LNCS 3288, pp. 854–855. Springer. Acceptance ratio 1:5.
Theses
[1] R. Angelova. Neighborhood-conscious hypertext categorization. Masters thesis, Universita¨t des
Saarlandes, July 2004.
[2] T. Bautz. Entwurf und Implementierung eines Mobile-Access-Servers. Masters thesis, Universita¨t
des Saarlandes, June 2004.
[3] K. Berberich. Time-aware and trend-based authority ranking. Masters thesis, Universita¨t des
Saarlandes, November 2004.
[4] A. Broschart. Advanced divide-and-conquer algorithms for computing two-hop covers for large
collections of XML documents. Masters thesis, Universita¨t des Saarlandes, September 2004.
[5] J. Cai. Bootstrapping ontologies from the Web. Masters thesis, Universita¨t des Saarlandes, May
2004.
[6] S. Chernov. Result merging in a peer-to-peer Web search engine. Masters thesis, Universita¨t
des Saarlandes, March 2005.
[7] J. Diesinger. Generische Anbindung von Datenhaltungssystemen mit Web Services am Beispiel
von SAP R/3. Masters thesis, Universita¨t des Saarlandes, December 2004.
[8] V. Eske. User profile management in a Web search engine. Masters thesis, Universita¨t des
Saarlandes, July 2004.
[9] M. Gerstacker. Ein automatisches Annotationswerkzeug fu¨r HTML- und XML-Daten unter Ver-
wendung von Hidden Markov Models und Named Entity Recognition. Masters thesis, Universita¨t
des Saarlandes, September 2004.
[10] G. Ifrim. A bayesian learning approach to concept-based document classification. Masters thesis,
Universita¨t des Saarlandes, March 2005.
[11] M. A. Khalid. Implementation and evaluation of a path indexing framework for large collections
of interlinked XML documents. Masters thesis, Universita¨t des Saarlandes, July 2004.
[12] N. Kozlova. Automatic ontology extraction for document classification. Masters thesis, Univer-
sita¨t des Saarlandes, March 2005.
[13] J. Luxenburger. Query-log-based authority analysis for Web information search. Masters thesis,
Universita¨t des Saarlandes, November 2004.
[14] T. Michels. Intelligente Informationsorganisation und -suche fu¨r ein thematisch fokussiertes
Web-Informationsportal. Masters thesis, Universita¨t des Saarlandes, July 2004.
[15] M. Ohlmann. Variability of Packet Round-Trip Times and Passive Bottleneck Bandwidth Esti-
mation. Phd thesis, Universita¨t des Saarlandes, August 2004.
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[16] V. R. Pyda. Integrating workflow management systems and content management systems using
Web services. Masters thesis, Universita¨t des Saarlandes, October 2004.
[17] P. Serdyukov. Query routing in peer-to-peer Web search. Masters thesis, Universita¨t des Saar-
landes, March 2005.
[18] A. Theobald. Die XXL-Suchmaschine zur ontologiebasierten A¨hnlichkeitssuche in XML-
Dokumenten. Phd thesis, Universita¨t des Saarlandes, July 2004.
[19] S. Vangala. A light-weight workflow management system based on Web services. Masters thesis,
Universita¨t des Saarlandes, October 2004.
[20] X. Wang. Integrating Web portals into a concept-based search engine using ontologies. Masters
thesis, Universita¨t des Saarlandes, September 2004.
[21] J. Xavier Parreira. Information retrieval by dimension reduction – a comparative study. Masters
thesis, Universita¨t des Saarlandes, November 2003.
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16.1 Personnel





In the time period from June 2003 to August 2004, the following researchers visited our
group:
Dr. Michael Rusinowitch 21.07.03 LORIA, Nancy
Xavier Allamigeon 05.04.04–30.07.04 Ecole Polytechnique, Palaiseau
16.3 Group Organization
Bruno Blanchet is researcher (charge´ de recherche) at CNRS (Centre National de la Recherche
Scientifique), Computer Science Laboratory of E´cole Normale Supe´rieure, Paris, in the “Ab-
stract Interpretation and Semantics” team led by Patrick Cousot. Until August 2004, he was
present at the Max Planck Institute for Informatics about three weeks a month and at E´cole
Normale Supe´rieure about one week a month. At the end of August 2004, he left the MPI
fu¨r Informatik for his position at E´cole Normale Supe´rieure.
16.4 Automatic Verification of Cryptographic Protocols
16.4.1 Secrecy and Authenticity
Investigator: Bruno Blanchet
Our work on cryptographic protocols mainly focuses on the fully automatic, formal verifica-
tion of protocols. We have designed a protocol verifier, named ProVerif. This verifier can
prove secrecy and authenticity properties of protocols, for an unbounded number of sessions
and an unbounded message size. It can handle a wide range of cryptographic primitives. It
is based on an abstract representation of the protocol by a set of Horn clauses. These clauses
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are such that, for instance, if the fact attacker(M) is not derivable from the clauses, then the
protocol preserves the secrecy of M . We use an algorithm based on resolution with selection
to determine whether a fact is derivable from the clauses. The verifier ProVerif is available
at http://www.di.ens.fr/~blanchet/crypto-eng.html.
We have published several journal papers on this work in the last two years:
– In collaboration with Mart´ın Abadi, we have designed a generic type system for proving
secrecy properties of cryptographic protocols, and shown its equivalence with the Horn
clause technique of ProVerif [1].
– In collaboration with Andreas Podelski (AG2), we have shown the termination of the
resolution algorithm on a large class of well-designed protocols, the so-called tagged
protocols [3].
– In collaboration with Mart´ın Abadi, we have studied a certified email protocol using
ProVerif [2].
References
[1]• M. Abadi and B. Blanchet. Analyzing security protocols with secrecy types and logic programs.
Journal of the ACM, 52(1):102–146, January 2005.
[2]• M. Abadi and B. Blanchet. Computer-assisted verification of a protocol for certified email. Science
of Computer Programming, 2005.
[3]• B. Blanchet and A. Podelski. Verification of cryptographic protocols: Tagging enforces termina-
tion. Theoretical Computer Science, 333(1-2):67–90, March 2005.
16.4.2 Mobility and Cryptography
Investigator: Bruno Blanchet
For modeling current secure network systems, several concepts needs to be combined, that
have in most cases been studied separately: cryptography, locations (to represent firewalls
or sandboxes for instance), and the ability to execute data (such as Java applets). In col-
laboration with Benjamin Aziz, we designed an extension of the pi calculus that combines
all these concepts, with the goal of obtaining a calculus that is powerful, realistic, and ele-
gant. We used observational equivalence as powerful means of defining security properties in
this calculus, and characterized observational equivalence in terms of a labeled bisimilarity
relation, which makes its proof much easier. Possible applications of this calculus include
the modeling of Java applets sent on the network after a cryptographic treatment (signed
applets), or inside a cryptographic protocol (applets sent over SSL, for example). We could
also model applets that execute a cryptographic protocol [1].
References
[1]• B. Blanchet and B. Aziz. A calculus for secure mobility. In V. Saraswat, ed., Advances in
computing science, ASIAN 2003, programming languages and distributed computation, Mumbai,
India, December 2003, LNCS 2896, pp. 188–204. Springer.
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16.4.3 The JFK Protocol
Investigator: Bruno Blanchet
JFK [2] is a recent, attractive protocol for fast key establishment as part of securing IP
communication. In collaboration with Mart´ın Abadi and Ce´dric Fournet, we have analyzed
it formally in the applied pi calculus [1]. For this purpose, we relied partly on manual obser-
vational equivalence proofs, partly on the automatic protocol verifier ProVerif. We have
treated JFK’s core security properties, and also other properties that are rarely articulated
and studied rigorously, such as resistance to denial-of-service attacks. In the course of this
analysis we found some ambiguities and minor problems, but we mostly obtain positive re-
sults about JFK. For this purpose, we developed ideas and techniques that should be useful
more generally in the specification and verification of security protocols.
References
[1]• M. Abadi, B. Blanchet, and C. Fournet. Just Fast Keying in the Pi calculus. In D. Schmidt,
ed., Programming Languages and Systems, 13th European Symposium on Programming (ESOP
2004), Barcelona, Spain, March 2004, LNCS 2986, pp. 340–354. Springer.
[2] W. Aiello, S. Bellovin, M. Blaze, R. Canetti, J. Ionnidis, A. Keromytis, and O. Reingold. Efficient,
DoS-resistant, Secure Key Exchange for Internet Protocols. In R. Sandhu, ed., ACM Conference
on Computer and Communications Security (CCS’02), Nov. 2002, pp. 48–58. ACM.
16.4.4 Verification of Process Equivalences
Investigator: Bruno Blanchet
We have extended the automatic verifier ProVerif such that it can verify limited cases
of observational equivalences. Intuitively, two processes are observationally equivalent when
the adversary cannot distinguish them. Observational equivalence can be used to specify
a wide range of security properties. Fully automatic verification of such equivalences for
infinite-state systems (unbounded number of sessions) was out of scope of previous works.
The first class of observational equivalence we considered is strong secrecy : we say that
a process preserves the strong secrecy of some secret x when the adversary cannot see the
difference if the value of x changes. This is a stronger notion of secrecy than the one we
verified previously. This notion is particularly useful when the secret can take only a very
small number of values (such as a boolean). We have extended the translation into Horn
clauses as well as the resolution algorithm on the clauses, so that ProVerif can verify this
notion of secrecy. We have proved the correctness of our algorithm, and tested it on several
examples of protocols, including the JFK protocol mentioned above [1, 2].
In collaboration with Mart´ın Abadi and Ce´dric Fournet, we have extended this work
to a larger class of observational equivalences. We prove the observational equivalence of
processes P and Q that differ only by the terms they contain, but have otherwise the same
structure. These equivalences arise often in applications. For instance, they can be used
to study password-based protocols, in which passwords should be protected against off-line
guessing attacks, that is, the adversary must not be able to check a guess of the password
without on-line interaction with the protocol. We show how to treat such equivalences as
predicates on the behaviors of a process that represents P and Q at the same time [3].
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[1]• B. Blanchet. Automatic proof of strong secrecy for security protocols. In 2004 IEEE Symposium
on Security and Privacy, Oakland, USA, May 2004, pp. 86–100. IEEE.
[2]• B. Blanchet. Automatic proof of strong secrecy for security protocols. Research Re-
port MPI-I-2004-NWG1-001, Max-Planck-Institut fu¨r Informatik, Stuhlsatzenhausweg 85, 66123
Saarbru¨cken, Germany, July 2004.
[3]• B. Blanchet, M. Abadi, and C. Fournet. Automated verification of selected equivalences for
security protocols. In 20th IEEE Symposium on Logic in Computer Science (LICS 2005), Chicago,
USA, June 2005. IEEE.
16.4.5 Reconstruction of Attacks
Investigators: Xavier Allamigeon and Bruno Blanchet
The Horn clause verification technique gave no definite information when the proof of a
security property failed: it creates a derivation of a certain fact from the clauses, but this
derivation does not necessarily mean that there is an attack against the protocol, because
of abstractions introduced by the Horn clause model. (This derivation may correspond to a
false attack.) We have designed an algorithm that takes as input this derivation, and tries
to reconstruct an attack, that is, an execution trace of the protocol that falsifies the desired
property. The algorithm does not always succeed, because of the existence of false attacks,
and because of the undecidability of the problem. However, we have proved its soundness,
termination, as well as a partial completeness result. We have also implemented it in the
automatic protocol verifier ProVerif [1]. As an extreme example, we could reconstruct an
attack involving 200 parallel sessions against the f200g200 protocol [2].
References
[1]• X. Allamigeon and B. Blanchet. Reconstruction of attacks against cryptographic protocols. In
18th IEEE Computer Security Foundations Workshop (CSFW-18), Aix-en-Provence, France, June
2005. IEEE. To appear.
[2] J. Millen. A Necessarily Parallel Attack. In Workshop on Formal Methods and Security Protocols
(FMSP’99), Trento, Italy, July 1999.
16.5 Academic Activities
16.5.1 Conference and Workshop Positions
Membership in Program Committees
Bruno Blanchet:
– ACM Symposium on Applied Computing (SAC’04), Special track on Computer Secu-
rity, Nicosia, Cyprus, March 2004,
– CONCUR 2004: Concurrency Theory, London, United Kingdom, September 2004.
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16.5.2 Invited Talks and Tutorials
Bruno Blanchet:
– Automatic Verification of Cryptographic Protocols: A Logic Programming Approach.
Invited talk, 5th ACM-SIGPLAN International Conference on Principles and Practice




Static Analysis by Abstract Interpretation, Radhia Cousot, Bruno Blanchet, Laurent Mau-
borgne (DEA Programmation: Se´mantique, Preuves, et Langages, University Paris VII).
Diploma Thesis
Mehmet Kiraz, Formalizing Informal Protocol Descriptions (April 2003–October 2003,
IMPRS)
16.7 Publications
Journal articles and book chapters
[1] M. Abadi and B. Blanchet. Analyzing security protocols with secrecy types and logic programs.
Journal of the ACM, 52(1):102–146, January 2005.
[2] M. Abadi and B. Blanchet. Computer-assisted verification of a protocol for certified email. Science
of Computer Programming, 2005.
[3] B. Blanchet and A. Podelski. Verification of cryptographic protocols: Tagging enforces termina-
tion. Theoretical Computer Science, 333(1-2):67–90, March 2005.
Conference articles
[1] M. Abadi, B. Blanchet, and C. Fournet. Just Fast Keying in the Pi calculus. In D. Schmidt,
ed., Programming Languages and Systems, 13th European Symposium on Programming (ESOP
2004), Barcelona, Spain, March 2004, LNCS 2986, pp. 340–354. Springer.
[2] X. Allamigeon and B. Blanchet. Reconstruction of attacks against cryptographic protocols. In
18th IEEE Computer Security Foundations Workshop (CSFW-18), Aix-en-Provence, France, June
2005. IEEE. To appear.
[3] B. Blanchet. Automatic verification of cryptographic protocols : A logic programming approach.
In Proceedings of the Fifth ACM SIGPLAN Conference on Principles and Practice of Declarative
Programming (PPDP-03), Uppsala, Sweden, August 2003, pp. 1–3. ACM.
[4] B. Blanchet. Automatic proof of strong secrecy for security protocols. In 2004 IEEE Symposium
on Security and Privacy, Oakland, USA, May 2004, pp. 86–100. IEEE.
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[5] B. Blanchet and B. Aziz. A calculus for secure mobility. In V. Saraswat, ed., Advances in
computing science, ASIAN 2003, programming languages and distributed computation, Mumbai,
India, December 2003, LNCS 2896, pp. 188–204. Springer.
Technical reports
[1] B. Blanchet. Automatic proof of strong secrecy for security protocols. Research Re-
port MPI-I-2004-NWG1-001, Max-Planck-Institut fu¨r Informatik, Stuhlsatzenhausweg 85, 66123
Saarbru¨cken, Germany, July 2004.
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Head of Independent Research Group 2
PD Dr. Friedrich Eisenbrand
Post-doctoral fellows and long-term guests
Sunil Chandran Leela (October 2002–November 2004)
Fabrizio Grandoni (April–June 2003; April–September 2004)
Christian Lennerz (November 2004–August 2005)
Ph.D. Students
Babak Mougouie (November 2001–September 2003), member of IMPRS
Markus Behle (May 2003–)
Edda Happ (October 2004–), member of the graduates studies programme of UdS
Andreas Karrenbauer (October 2004–)
So¨ren Laue (February 2005–)




In the time period from June 2003 to March 2005, the following researchers visited our group:
Prof. Christoph Kirsch 15.05.03–16.05.03 University of California,
Berkeley, USA
Dr. Kent Anderson 14.07.03 Carnegie Mellon University,
Pittsburgh, USA
Prof. Dr. Gianpaolo Oriolo 15.07.03–08.08.03 Universita di Roma 2
Dr. Paolo Ventura 15.07.03–08.08.03 CNR Roma
Ralf Wimmer 24.11.03–25.11.03 Universita¨t Freiburg
Ankur Gupta 19.05.04–27.07.04 Indian Institute of Technology,
Delhi
Sankarand Anand 19.05.04–27.07.04 Indian Institute of Technology,
Delhi
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Prof. Dr. Gianpaolo Oriolo 30.05.04–01.06.04 Universita di Roma 2
Prof. Dr. Amit Kumar 26.06.04–25.07.04 Indian Institute of Technology,
New Delhi
Ralf Wimmer 02.08.04–04.08.04 Universita¨t Freiburg
Prof. Dr. Gianpaolo Oriolo 02.08.04–12.08.04 Universita di Roma 2
Gautier Stauffer 02.08.04–11.08.04 Swiss Institute of Technology,
Lausanne, Switzerland
Dr. Paolo Ventura 02.08.04–11.08.04 CNR Roma
Prof. Dr. Dieter Kratsch 16.10.04 Universite´ de Metz
Prof. Dr. Jose´ R. Correa 09.02.05–10.02.05 University of Chile
17.3 Integer Programming
Integer programming is today’s most important industry strength method to solve difficult
discrete optimization problems. Our group contributes both with solutions to theoretical
problems in this area, as well as with efficient software for integer programming, especially
with new cutting plane engines.
17.3.1 BDDs in a Branch-and-Cut Framework
Investigators: Markus Behle and Friedrich Eisenbrand
Branch & Cut is today’s state-of-the-art method to solve 0/1-integer linear programs. Im-
portant for the success of this method is the generation of strong valid inequalities, which
tighten the linear programming relaxation of 0/1-IPs and thus allow for early pruning of
parts of the search tree.
We worked on a novel approach to generate valid inequalities for 0/1-IPs which is based
on Binary Decision Diagrams. BDDs are a datastructure which represents 0/1-vectors as
paths of a certain acyclic graph, see Fig. 17.1. BDDs have been successfully applied in













Figure 17.1: A simple BDD represented as a directed graph. Edges with parity 0 are dashed.
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In [2] we use BDDs to represent the feasible solutions of a small subset of the given con-
straints and derive valid inequalities for the polytope which is described by these solutions.
The separation problem is solved with a sequence of shortest path problems with Lagrangean
relaxation techniques. We implemented our BDD cutting plane generator in a branch-and-
cut framework and tested it on several instances of the MAX-ONES problem and randomly
generated 0/1-IPs. Our computational results show that we have developed competitive code
for these problems, on which state-of-the-art MIP-solvers fall short.
This work is part of the AVACS project, see Sect. 17.10.1. In [1] we describe the incorpo-
ration of our method into the project.
References
[1]• B. Becker, M. Behle, F. Eisenbrand, M. Fra¨nzle, M. Herbstritt, C. Herde, J. Hoffmann,
D. Kro¨ning, B. Nebel, I. Polian, and R. Wimmer. Bounded model checking and inductive
verification of hybrid discrete-continuous systems. In D. Stoffel and W. Kunz, eds., Methoden
und Beschreibungssprachen zur Modellierung und Verifikation von Schaltungen und Systemen,
[7. GIT/ITG/GMM-Workshop Modellierung und Verifikation], Kaiserslautern, Germany, 2004,
pp. 65–75. Shaker.
[2]• B. Becker, M. Behle, F. Eisenbrand, and R. Wimmer. Bdds in a branch and cut framework
(to appear). In Proceedings of the 4th International Workshop on Efficient and Experimental
Algorithms (WEA 05), Santorini, Greece, 2005, LNCS 3503, pp. 452–463. Springer.
17.3.2 Linear Algorithm for Integer Programming in the Plane
Investigators: Friedrich Eisenbrand and So¨ren Laue
Integer programming is the problem of maximizing a linear function over integer vectors
which satisfy a given set of inequalities. A wide range of combinatorial problems can be
modeled as integer programming problems. We considered the two-dimensional case in our
work, making a significant improvement in the running time.
Let us take a look at the complexity of the problem. Suppose we are given m linear
inequalities. On the one hand, checking an integer point for feasibility requires us to test it
for all inequalities. This places a lower bound of Ω(m) on the running time.
On the other hand, the greatest common divisor (gcd) of two natural numbers can be
expressed as a two-dimensional integer program. It is widely believed that the fastest method
for computing the gcd of two numbers in the arithmetic complexity model is the Euclidean
algorithm. Now, if both numbers have binary encoding length ϕ we need O(ϕ) arithmetic
operations. As a gcd-computation is just a special two-dimensional integer programming
problem, this impounds also a lower bound on the running time.
Consequently, to solve the two-dimensional integer programming problem the best one
can hope for is an algorithm with running time O(m+ϕ). In [3] we describe a method that
actually achieves this lower bound. In a sequence of continuous improvement of algorithms,
we were finally able to close the gap to the lower bound.
The following table relates our method to the results of various authors from the last 20
years.
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Method for integer programming complexity
Feit [5], 1984 O(m logm+mϕ)
Zamanskij and Cherkasskij [7], 1984 O(m logm+mϕ)
Kanamaru, Nishizeki and Asano [6], 1994 O(m logm+ ϕ)
Eisenbrand and Rote [4], 2001 O(m+ (logm)ϕ)
Clarkson [1] combined with Eisenbrand [2], 2003 O(m+ (logm)ϕ)
our method O(m+ ϕ)
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[2]• F. Eisenbrand. Fast integer programming in fixed dimension. In G. Di Battista and U. Zwick,
eds., Algorithms – ESA 2003, 11th Annual European Symposium, Budapest, 2003, LNCS 2832,
pp. 196–207. Springer.
[3]• F. Eisenbrand and S. Laue. A linear algorithm for integer programming in the plane. Mathematical
Programming, 102(2):249–259, 2005.
[4] F. Eisenbrand and G. Rote. Fast 2-variable integer programming. In B. Gerards and K. Aardal,
eds., Proceedings of the 8th Conference on Integer and Combinatorial Optimization (IPCO-01),
Utrecht, Netherlands, June 2001, LNCS 2081, pp. 78–89. Springer.
[5] S. D. Feit. A fast algorithm for the two-variable integer programming problem. Journal of the
Association for Computing Machinery, 31(1):99–113, 1984.
[6] N. Kanamaru, T. Nishizeki, and T. Asano. Efficient enumeration of grid points in a convex
polygon and its application to integer programming. International Journal of Computational
Geometry & Applications, 4(1):69–85, 1994.
[7] L. Y. Zamanskij and V. D. Cherkasskij. A formula for determining the number of integral points
on a straight line and its application. Ehkon. Mat. Metody, 20:1132–1138, 1984.
17.3.3 Point Containment in the Integer Hull of a Polyhedron
Investigators: Ernst Althaus, Stefan Funke, Friedrich Eisenbrand, Kurt Mehlhorn
We are interested in the point containment problem in integer hulls of polyhedra: Given a
point x∗ ∈ Qd and a set of rational constraints Ax ≤ b, A ∈ Qm×d, b ∈ Qm, determine
whether x∗ belongs to the convex hull of the integral points satisfying the constraints. More-
over, certify your answer by providing a simplex containing x∗ which is spanned by feasible
integer points in the “yes” case, or by providing a halfspace h containing x∗ such that h∩P
is integer infeasible in the “no” case.
In [1], we show that the point containment problem in the integer hull of a polyhedron,
which is defined by m inequalities, with coefficients of at most ϕ bits can be solved in time
O(m + ϕ) in the two-dimensional case and in expected time O(m + ϕ2 logm) in any fixed
dimension. This improves on the algorithm which is based on the equivalence of separation
and optimization in the general case and on a direct algorithm [2] for the two-dimensional
case.
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17.4 Combinatorial Optimization
Combinatorial optimization is a core-discipline in algorithmic discrete mathematics and com-
plexity. We are concerned with the design and analysis of efficient algorithms for tractable
problems and with the design of approximation algorithms for NP-hard optimization prob-
lems. We also focus on the polyhedral approach to solve discrete optimization problems. Our
main contributions in the last two years are the following.
17.4.1 The Stable Set Polytope of Quasi-Line Graphs
Investigator: Friedrich Eisenbrand
A graph is claw-free, if the neighborhood of each node does not contain a stable set of size
three. Line graphs are claw free and thus the weighted stable set problem for a claw-free
Figure 17.2: A claw.
graph is a generalization of the weighted matching problem of a graph. While the general
stable set problem is NP-complete, it can be solved in polynomial time on a claw-free graph
even in the weighted case [5]. These algorithms are extensions of Edmonds’ [2] matching
algorithms.
The stable set polytope STAB(G) is the convex hull of the characteristic vectors of stable
sets of the graph G. The polynomial equivalence of separation and optimization for rational
polyhedra provides a polynomial time algorithm for the separation problem for STAB(G),
if G is claw-free. However, no explicit description of a set of inequalities is known that
determines STAB(G) in this case. This apparent asymmetry between the algorithmic and
the polyhedral status of the stable set problem in claw-free graphs gives rise to the challenging
problem of providing a “ . . . decent linear description of STAB(G)” [4], which is still open
today. In spite of results characterizing the rank-facets (facets with 0/1 normal vectors)
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of claw-free graphs the structure of the general facets for claw-free graphs is still not well
understood and even no conjecture is at hand.
Such a conjecture exists for the class of quasi-line graphs. This class of graphs is a proper
superclass of line graphs and a proper subclass of claw-free graphs for which it is known that
not all facets have 0/1 normal vectors. Ben Rebea’s conjecture states that the stable set poly-
tope of a quasi-line graph is completely described by clique-family inequalities. Chudnovsky
and Seymour [1] recently provided a decomposition result for claw-free graphs and proved
that Ben Rebea’s conjecture holds, if the quasi-line graph is not a fuzzy circular interval
graph.
We provide a proof [3] of Ben Rebea’s conjecture by showing that it also holds for fuzzy
circular interval graphs. Our result builds upon an algorithm of Bartholdi, Orlin and Ratliff
which is concerned with integer programs defined by circular ones matrices.
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17.4.2 Bin Packing
Investigators: Friedrich Eisenbrand and Gennady Shmonin
We studied the bin packing problem with focus on the case where the number of different
item sizes is fixed. The input to the problem is given in a compact form, that is, by a bin
capacity and a set of item types. Each item type is specified by the size and the number of
items present in the problem. The objective is to pack all the items into the minimal number
of bins.
In contrast to the usual problem statement, where all items are specified independently, it
was not known if the problem with the compact input representation is in NP. We proved
in [1] that even for that case there exists an optimal solution of polynomial size in the input
encoding length and the problem is NP-complete.
For the case of fixed number of different item sizes we considered the Gilmore-Gomory
integer program [2] for the bin packing problem and proved that there exists an optimal
solution which uses only a constant number of packing configurations.
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17.4.3 Network Design Problems
Investigators: Friedrich Eisenbrand, Fabrizio Grandoni, and Martin Skutella (AG1)
We studied network design problems, specifically, we focused on the virtual private network
design problem (VPND) and the single-sink buy-at-bulk problem (SSBB).
In VPND, we are given a weighted undirected graph. Each node in the network has
associated thresholds on the amount of flow that it can send to and receive from the network.
The problem then is to reserve capacities at minimum cost and to specify paths between
every ordered pair of nodes such that all valid traffic-matrices can be routed along the
corresponding paths. We provided a 4.74-approximation algorithm [1], thus improving on the
previous best 5.55-approximation algorithm by Gupta, Kumar and Roughgarden (STOC’03).
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17.4.4 Exact Algorithms
Investigators: L. Sunil Chandran, Friedrich Eisenbrand, and Fabrizio Grandoni
Working on exact algorithms, we considered in particular the minimum dominating set
problem and the vertex cover problem.
A dominating set of an n-nodes undirected graph is a subset of nodes such that each node
is either contained in the subset or adjacent to at least one node in it. The aim is to compute
a minimum cardinality dominating set. For this problem we reduced the time complexity
from O(1.81n) to O(1.64n) [3].
A vertex cover of an n-nodes undirected graph is a subset of nodes such that each edge
is incident to at least one node in the subset. The problem is then to determine whether
the graph admits a vertex cover of k nodes. We considered the parameterized version of
this problem, where k is assumed to be “sufficiently” smaller than n. For this problem we
reduced the time complexity from O(1.2832kk1.5 + kn) to O(1.2745kk4 + kn) [1, 2].
References
[1]• L. Chandran and F. Grandoni. Refined memorisation for vertex cover. To appear in Information
Processing Letters, 2004.
[2]• L. S. Chandran and F. Grandoni. Refined memorisation for vertex cover. In F. Dehne, R. Downey,
and M. Fellows, eds., Parameterized and exact computation, First International Workshop, IW-
PEC 2004, Bergen, Norway, 2004, LNCS 3162, pp. 61–70. Springer.
487
17 Independent Research Group 2: Discrete Optimization
[3]• F. Fomin, F. Grandoni, and D. Kratsch. An improved exact algorithm for the minimum domi-
nating set problem. Manuscript, 2004.
17.5 Graph Theory
The notion of boxicity was introduced by F. S. Roberts as a generalization of the notion of
interval graphs. This concept has applications in ecology, operations research etc. We have
related a well–known graph theoretic parameter, namely the treewidth with boxicity. We
have also investigated Hadwiger’s conjecture for graph cartesian products. We report on our
results below.
17.5.1 Boxicity and its Relation with Treewidth
Investigators: L. Sunil Chandran and Naveen Sivadasan
An axis-parallel b–dimensional box is a Cartesian product R1 ×R2 × · · · ×Rb where Ri (for
1 ≤ i ≤ b) is a closed interval of the form [ai, bi] on the real line. For a graph G, its boxicity
box(G) is the minimum dimension b, such that G is representable as the intersection graph
of (axis–parallel) boxes in b–dimensional space.
Boxicity was introduced by F. S. Roberts in his pioneering paper [5] and it finds applica-
tions in various areas such as ecology, operation research etc. (See [4].) Though many authors
have investigated this concept, not much is known about the boxicity of many well-known
graph classes (except for a couple of cases) perhaps due to lack of effective approaches. Also,
little is known about the structure imposed on a graph by its high boxicity.
The concepts of tree decomposition and treewidth play a very important role in modern
graph theory and has many applications to computer science. (See [1] for a survey.)
We relate the seemingly unrelated concepts of treewidth and boxicity [3]. Our main result
is that, for any graph G, box(G) ≤ tw(G) + 2, where box(G) and tw(G) denote the boxicity
and treewidth of G respectively. We also show that this upper bound is (almost) tight.
Since treewidth and tree decompositions are extensively studied concepts, our result leads
to various interesting consequences, like bounding the boxicity of many well known graph
classes, such as chordal graphs, circular arc graphs, AT-free graphs, co–comparability graphs
etc. For all these graph classes, no bounds on their boxicity were known previously. All our
bounds are shown to be tight up to small constant factors. An algorithmic consequence of
our result is a linear time algorithm to construct a box representation for graphs of bounded
treewidth in a space of constant dimension. We also show that if the boxicity of a graph is
b ≥ 3, then there exists a simple cycle of length at least b− 3 as well as an induced cycle of
length at least blog∆(b− 2)c+ 2, where ∆ is its maximum degree.
We have also studied cubicity, a variant of boxicity, in the context of d–dimensional hy-
percubes. We show that the cubicity of a d–dimensional hypercube is at most 2d [2].
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17.5.2 Hadwiger’s Conjecture and Hadwiger Number for Graph Products
Investigators: L. Sunil Chandran and Naveen Sivadasan
The Hadwiger number η(G) of a graph G is the largest integer h such that the complete
graph on h nodes Kh is a minor of G. Equivalently, it is the largest integer such that any
graph on at most η(G) nodes is a minor of G. The Hadwiger’s conjecture states that for any
graph G, η(G) ≥ χ(G), where χ(G) is the chromatic number of G. (See [3], Chapter 8, for
a brief introduction.)
It is well-known that for any connected undirected graph G, there exists a unique prime
factorization with respect to Cartesian graph products. If the unique prime factorization of
G is given as G1 × G2 × . . . × Gk, where each Gi is prime, then we say that the product
dimension of G is k. Such a factorization can be computed efficiently [1].
We study the Hadwiger’s conjecture for graphs in terms of their prime factorization [2].
We show that the Hadwiger’s conjecture is true for a graph G if the product dimension
of G is at least 2 log (χ(G)) + 3. In fact, it is enough for G to have a connected graph
M as a minor whose product dimension is at least 2 log (χ(G)) + 3, for G to satisfy the
Hadwiger’s conjecture. We show also that if a graph G is isomorphic to F d for some F ,
then η(G) ≥ χ(G)b d−12 c, and thus G satisfies the Hadwiger’s conjecture when d ≥ 3. For
sufficiently large d, our lower bound is exponentially higher than what is implied by the
Hadwiger’s conjecture.
Our approach also yields (almost) sharp lower bounds for the Hadwiger number of well-
known graph products like d–dimensional hypercubes, Hamming graphs and the d–dimensio-
nal grids. In particular, we show that for a d–dimensional hypercube Hd, 2b
d−1
2





d+ 1. We also derive similar bounds for Gd for almost all G with n nodes and at least
n log n edges.
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17.6 Applied Optimization
17.6.1 Trunk Packing
Investigators: Friedrich Eisenbrand and Andreas Karrenbauer and Jens Rieskamp and
Elmar Scho¨mer
In an industry project with a German car manufacturer we are faced with the challenge of
placing a maximum number of uniform rigid rectangular boxes in the interior of a car trunk.
The problem is of practical importance due to a European industry norm which requires car
manufacturers to state the trunk volume according to this measure.
No really satisfactory automated solution for this problem has been known in the past.
In spite of its NP hardness, combinatorial optimization techniques, which have been applied
in cooperation with AG1 where we consider only grid-aligned placements (see Sect. 11.5.5),
produce solutions which are very close to the one achievable by a human expert in several
hours of tedious work.
Though, when evaluating this system in the industrial production environment, some
instances showed up, where the results were not satisfactory. The remaining gap is mostly
due to the constraints imposed by the chosen grid.
The inherent problem of this approach is that it chooses right at the beginning a dis-
cretization of space and orientations which might not accommodate to the local geometry of
the trunk. While some choice of the grid axes might be suitable for most regions of the trunk
(e.g. typically it is reasonable to have two grid axes parallel to the bottom of the trunk),
there are areas where a different orientation is necessary if no space should be wasted. This
happens in particular along curved parts of a trunk, see for example in Fig. 17.3, where
the restriction to one cubical grid system wastes a lot of volume along the curved lid (left
picture) compared to a solution with arbitrary rotations (right picture).
Figure 17.3: Curved lid
In IRG2 we developed a new approach which combines the grid-based combinatorial
method with Simulated Annealing on a continuous model. This allows us to explore ar-
bitrary orientations and placements of boxes, hence closing the gap even further, and – in
some cases – even surpass the manual expert solution.
We overcome the weakness of the previous algorithm and present an industry-strength
solution [1] to the trunk packing problem which almost always comes very close to the
manual solution and in some cases even surpasses it. This breakthrough is achieved by
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allowing arbitrary orientation and placements of the boxes, not restricting to axis-aligned
placements on a grid as in the algorithm from [2].
Allowing such a continuous model leads to a very high-dimensional global optimization
problem for which standard methods like Simulated Annealing are typically used. Unfortu-
nately, applying these techniques in a straightforward manner yields solutions far worse than
the discretization algorithm. Only by combining both techniques we were able to obtain the
industry-strength system.
Roughly speaking, we were able to eliminate the heating process typical for a simulated
annealing procedure by using a solution from the discretization algorithm as a starting
configuration. In our algorithm, we iteratively apply a sequence consisting of
– a special creation procedure for new boxes,
– a relaxation period by a Monte Carlo simulation, and
– a randomly triggered destruction of the “worst” box.
Due to physical analogies, we call our method Specialized Grand Canonical Simulated
Annealing.
The plain results are summarized in Tab. 17.1 where we oppose the values achieved by a
human expert, our best combinatoric solutions, and the novel approach which is abbreviated
by SGCSA.
A, B, C, and D denote different trunk types, ’C w/ extras’ the same trunk as C but with
a reduced volume due to control units for additional equipment like air-conditioning.
expert combinatoric SGCSA
A 62 l 61 l 70 l
B 80 l 80 l 81 l
C 513 l 507 l 510 l
C w/ extras 480 l 475 l 479 l
D 499 l 491 l 493 l
Table 17.1: Some test cases
The quality restrictions of our industrial partner require us to achieve least 99% of their
best manual packing and not more than 10 liters less. One can see in Tab. 17.1 that for
models A and B, our implementation even outperforms the expert’s solution. All solutions
were computed within a time-frame of one day allowed by our industrial partner; since no
user interaction is required after initializing the optimization process, this fits very well
into the design process. It enables car manufacturers to estimate reliably the volume of car
trunks even at an early stage of the design process. The resulting software system meets all
requirements of our industrial partner and is currently being installed for use in the actual
design process of new cars.
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(SPM 05), Cambridge, USA, 2005. ACM.
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17.6.2 Task Allocation
Investigators: Friedrich Eisenbrand and Gennady Shmonin
As a part of the AVACS project, see Sect. 17.10.1, we are working on the task allocation
problem in distributed hard real-time systems. A real-time system is composed of a set of
processors connected by a common bus and a set of tasks which communicate to each other
by sending messages of certain length. The problem is to allocate the tasks at the processors,
such that all timing constraints are satisfied.
Different approaches have been developed for solving this problem heuristically. Recently
the exact algorithm based on constraint programming was introduced in [2]. We proposed
an exact algorithm based on integer programming techniques.
We constructed an integer program for the problem where the bus operates according to
the Token Ring protocol. The general model used for calculating execution and communica-
tion time is described in [3]. The integer program is solved with help of CPLEX 8.0 by the
Branch & Cut algorithm. As additional ingredients, we first apply a heuristic which tries
to find an integer solution for a given rational point. We use intensively the lifted knapsack
cover cuts as well as the “nogood” cuts. The latter kind of cuts is adopted from constraint
programming, where it is used for cutting off infeasible integer points. The heuristic from [1]
allows to use these inequalities for cutting off rational points too. We improved this heuristic
taking into account some specific properties of the scheduling problem we have.
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17.7 Academic Activities
17.7.1 Journal Positions
Friedrich Eisenbrand is associate editor of
– Operations Research Letters (since 2004)
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17.7.2 Membership in Program Committees
Friedrich Eisenbrand is a member of the program committee of
– 13th Annual European Symposium on Algorithms (ESA05), Ibiza, Spain.
17.7.3 Invited Talks and Tutorials
Friedrich Eisenbrand was speaker at the
– 10th International Conference on Operational Research (KOI 2004), September 22-24,
2004.
Friedrich Eisenbrand is speaker at the
– 2005 CIM ADONET Summer School on Algebraic and Geometric Approaches to In-




Optimierung (F. Eisenbrand, S. Funke)
Winter Semester 2003/2004
Seminar:
Integer Programming and Combinatorial Optimization (F. Eisenbrand, E. Althaus)
Courses:
Stable Sets and Polyhedral Combinatories (F. Eisenbrand)
Mathematical Programming (F. Eisenbrand at IIT Delhi)
Summer Semester 2004
Lectures and exercises:
Algorithmic number theory (F. Eisenbrand)
Algorithmic graph theory (S. Chandran Leela)
Winter Semester 2004/2005
Lectures and exercises:
Combinatorial Optimization (F. Eisenbrand)
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Diploma Theses
Andreas Karrenbauer, Packing Boxes with Arbitrary Rotations, July 2004.
So¨ren Laue, A linear time algorithm for Integer Programming in the plane, April 2004.
Jens Rieskamp, Automation and optimization of a trunk packing process, in progress.
17.9 Dissertations, Habilitations, Offers, Awards
17.9.1 Dissertations in progress
Markus Behle, BDDs in integer programming and combinatorial optimization
Edda Happ, Approximations for network flow problems
Andreas Karrenbauer, Disjunctive cutting planes and integer programming
So¨ren Laue, Approximation algorithms for packing and covering
17.9.2 Habilitations
In December 2003 Friedrich Eisenbrand received his Habilitation.
17.9.3 Offers for Faculty Positions
– L. Sunil Chandran: Indian Institute of Science, IISC, Bangalore
17.9.4 Awards
– In June 2004 Friedrich Eisenbrand received the Heinz Maier-Leibnitz Preis. This prize
is awarded annually by the Deutsche Forschungsgemeinschaft (DFG).
– In April 2005 Andreas Karrenbauer received the Gu¨nter Hotz Medaille for his diploma
thesis. This prize is awarded annually by the Freunde der Saarbru¨cker Informatik.
17.10 Grants and Cooperations
17.10.1 AVACS
Involved Persons: Markus Behle, Friedrich Eisenbrand, Gennady Shmonin
Our research group is part of the Transregional Collaborative Research Center 14 AVACS
(Automatic Verification and Analysis of Complex Systems), which is a SFB founded by the
German Research Foundation (DFG). This project addresses the mathematical analysis of
models of complex safety critical computerized systems, such as aircrafts, trains, cars, or
other artifacts. The overall aim is to raise the state of the art in automatic verification and
analysis techniques to a level allowing a comprehensive verification of such systems.
We provide the knowledge for linear and integer programming and combine our methods
with techniques from verification and satisfiability (see Sect. 17.3.1 and 17.6.2). Apart from
the MPII, the Universities of Freiburg, Oldenburg and Saarbru¨cken take part in this project.
For more details see www.avacs.org.
494
17 Independent Research Group 2: Discrete Optimization
17.10.2 Trunk Packing Project
Involved Persons: Friedrich Eisenbrand, Andreas Karrenbauer, Jens Rieskamp
Our research group actively participates in a cooperation with the DaimlerChrysler re-
search center. The objective is to develop an application with industrial strength measuring
the volume of a trunk according to the standard DIN 70020 (see Sect. 17.6.1 for details). This
project involves combinatorial and global optimization as well as computational geometry.
Apart from IRG2, present and former researchers from AG1 take part in this project (see
also Sect. 11.5.5).
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Conference articles
[1] E. Althaus, F. Eisenbrand, S. Funke, and K. Mehlhorn. Point containment in the integer hull
of a polyhedron. In Proceedings of the Fifteenth Annual ACM-SIAM Symposium on Discrete
Algorithms (SODA-04), [New Orleans, LA, January 11–13, 2004], New Orleans, USA, 2004, pp.
922–926. ACM.
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[2] B. Becker, M. Behle, F. Eisenbrand, M. Fra¨nzle, M. Herbstritt, C. Herde, J. Hoffmann,
D. Kro¨ning, B. Nebel, I. Polian, and R. Wimmer. Bounded model checking and inductive
verification of hybrid discrete-continuous systems. In D. Stoffel and W. Kunz, eds., Methoden
und Beschreibungssprachen zur Modellierung und Verifikation von Schaltungen und Systemen,
[7. GIT/ITG/GMM-Workshop Modellierung und Verifikation], Kaiserslautern, Germany, 2004,
pp. 65–75. Shaker.
[3] B. Becker, M. Behle, F. Eisenbrand, and R. Wimmer. Bdds in a branch and cut framework
(to appear). In Proceedings of the 4th International Workshop on Efficient and Experimental
Algorithms (WEA 05), Santorini, Greece, 2005, LNCS 3503, pp. 452–463. Springer.
[4] L. S. Chandran and F. Grandoni. Refined memorisation for vertex cover. In F. Dehne, R. Downey,
and M. Fellows, eds., Parameterized and exact computation, First International Workshop, IW-
PEC 2004, Bergen, Norway, 2004, LNCS 3162, pp. 61–70. Springer.
[5] L. S. Chandran and N. Narayanaswamy. On the arrangement of cliques in chordal graphs
with respect to the cuts. In K.-Y. Chwa and J. I. Munro, eds., Computing and combinatorics,
10th Annual International Conference, COCOON 2004, Jeju Island, South Korea, August 2004,
LNCS 3106, pp. 151–160. Springer.
[6] L. S. Chandran, K. Telikepalli, and C. R. Subramanian. Isoperimetric inequalities and the
width parameters of graphs. In T. Warnow and B. Zhu, eds., Computing and Combinatorics,
9th Annual International Conference, COCOON 2003, Big Sky, USA, 2003, LNCS 2697, pp.
385–395. Springer.
[7] F. Eisenbrand. Fast integer programming in fixed dimension. In G. Di Battista and U. Zwick,
eds., Algorithms – ESA 2003, 11th Annual European Symposium, Budapest, 2003, LNCS 2832,
pp. 196–207. Springer.
[8] F. Eisenbrand, S. Funke, N. Garg, and J. Ko¨nemann. A combinatorial algorithm for computing
a maximum independent set in a t-perfect graph. In Proceedings of the 14th Annual ACM-SIAM
Symposium on Discrete Algorithms (SODA-03), Baltimore U.S., 2003, pp. 517–522. ACM.
[9] F. Eisenbrand, S. Funke, A. Karrenbauer, and D. Matjevic. Energy-aware stage illumination
(to appear). In Proceedings of the 21st Annual ACM Symposium on Computational Geometry
(SoCG’05), Pisa, Italy, 2005. ACM.
[10] F. Eisenbrand, S. Funke, A. Karrenbauer, E. Schoemer, and J. Reichel. Packing a trunk – now
with a twist (to appear). In Proceedings of the ACM Symposium on Solid and Physical Modeling
(SPM 05), Cambridge, USA, 2005. ACM.
[11] F. Eisenbrand, S. Funke, J. Reichel, and E. Schoemer. Packing a trunk. In G. Di Battista and
U. Zwick, eds., Algorithms – ESA 2003, 11th Annual European Symposium, Budapest, Hungary,
September 2003, LNCS 2832, pp. 618–629. Springer.
[12] F. Eisenbrand and F. Grandoni. An improved approximation algorithm for virtual private
network design. In Proceedings of the ACM-SIAM Symposium on Discrete Algorithms (SODA
05), Vancouver, Canada, 2005, vol. 16, pp. 928–932. SIAM.
[13] F. Eisenbrand and S. Laue. A faster algorithm for two-variable integer programming. In
T. Ibaraki, N. Katoh, and H. Ono, eds., Algorithms and computation, 14th International Sym-
posium, ISAAC 2003, Kyoto, Japan, 2003, LNCS 2906, pp. 290–299. Springer.
[14] F. Eisenbrand, G. Oriolo, G. Stauffer, and P. Ventura. Circular ones matrices and the stable
set polytope of quasi-line graphs (to appear). In Proceedings of the 11th Conference on Integer
Programming and Combinatorical Optimization (IPCO XI), Berlin, Germany, 2005. Springer.
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[15] B. Mougouie, M. M. Richter, and R. Bergmann. Diversity-conscious retrieval from generalized
cases: A branch and bound algorithm. In K. D. Ashley and D. G. Bridge, eds., Case-based
reasoning research and development, 5th International Conference on Case-Based Reasoning,
ICCBR 2003, Trondheim, Norway, 2003, LNCS 2689, pp. 319–331. Springer.
Technical reports
[1] L. S. Chandran and N. Sivadasan. On the hadwiger’s conjecture for graphs products. Research
Report MPI-I-2004-1-006, Max-Planck-Institut fu¨r Informatik, Saarbru¨cken, Germany, 2004.
[2] L. S. Chandran and C. R. Subramanian. Girth and treewidth. Research Report MPI-I-2003-
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18.1 Personnel












In the time period from June 2003 to March 2005, the following researchers visited our group:
Karin Kro¨ninger 30.06.03 Saarland University
Matthias Kronenberger 01.01.03 Kaiserslautern University
Ralf Thommes 01.07.03 Trier University
Andrei Lint,u 27.08.03 Bremen University
Gernot Ziegler 20.10.03 Linko¨ping University, Sweden
Ryutaro Oi 11.11.03–19.11.03 University of Tokyo, Japan
Matthias Go¨rner 08.06.04–15.08.04 IU, Bremen
Gregor Miller 01.07.04–30.09.04 University of Surrey, UK
Alexander Bogomjakov 07.07.04–05.08.04 Technion, Israel
Michael Dro¨se 17.08.04 Heinrich Hertz Institute, Berlin
Sˇpela Ivekovic 06.09.04–09.01.05 Heriot-Watt University, UK
Timo Stich 14.12.04 Mannheim University
Alexander Bogomjakov 15.02.05–05.03.05 Technion, Israel
Michael Dro¨se 28.03.05–06.04.05 Technical University, Berlin
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18.3 Group Organization
The Independent Research Group “Graphics–Optics–Vision” was established in Januar 2002
for a five-year period. All scientific group members have temporary positions. As a relatively
small group, NWG3 has no established internal hierarchy, other than the distinction between
student researchers (HiWis), Master students, and Ph.D. students. Each Master student and
research student has one designated Ph.D. student of the group for councelling and advice.
Master and research students have their work place in the office of their respective advisor
for direct contact. All group members get together at least once daily when the entire group
goes to lunch together. Regular social events of all group members have established an esprit
de corps that is responsible for a very collaborative environment. Close collaborative ties also
exist with AG4 which have led to a number of joint publications between both groups.
18.4 Numerical Optics in Computer Graphics
Investigator: Lukas Ahrenberg
The standard camera model in interactive computer graphics using object-space rendering
algorithms is the so called pin-hole camera. In this model the aperture size is assumed ne-
glectable so that there is a one-to-one relationship between incoming light rays and image
pixels. This allows for fast and easy rendering but takes away the possibility of rendering
using more complex optical systems. Ray-tracing algorithms allows for advanced optical con-
figurations, but is computationally expensive and can not always be performed at interactive
rates.
During the last 10 years of research, image- and video-based rendering methods, using
real-world sampled data, have grown to one of the major fields in computer graphics. The
set of input images can be seen as a two dimensional sample of a higher dimensional plenoptic
function. Such a set is usually called a light field in computer graphics, and constitutes of a
four function describing all light rays intersecting a portion of space.
Optical elements such as lenses and interfaces can be seen as functions transforming ray
space. We have begun to study the effects of optical elements on light fields and to investigate
new ways of parametrizing and transforming the light of a scene numerically. This effort takes
many different parts of computer graphics, vision and optics into consideration.
During the last year we have done work in numerical methods for optic-based rendering.
We have investigated both holography-based methods, utilizing the wave-model of light, as
well as the, in computer graphics, more common light field-based methods.
Most recently we have considered a matrix-optics model suitable for light field rendering.
In this work a light ray is parametrized by its direction at the point of intersection with a
sampling plane in space. A number of linear operators have then been defined that allows for
different optical elements and transformations to be achieved by just a matrix multiplication.
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18.5 Data Compression for Video-Based Reconstruction and
Rendering
Investigator: Lukas Ahrenberg
Modern day image- and video-based acquisition and reconstruction often results in huge
data sets. This leads to compression requirements, not only because of disc-storage, but also
because of streaming bandwidth in the case of 3DTV. More over, rendering algorithms often
require random access to the data, and thus compression data structures allowing for direct
access in RAM is needed.
We have done some work in wavelet compression of different kind video-based data. The
static light fields described in section 18.4 has been successfully compressed, and the result
stored in a hexadecary tree. A hexadeca-tree is a 4D analogy to a 3D quadtree, and allows
for fast reconstruction of the light field values. A similar structure has been used to com-
press dynamic, volumetric video-based reconstruction of natural phenomena, such as fire and
smoke, with good results [1].
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18.6 Multi-Video Recording Systems
Investigator: Lukas Ahrenberg
Multi-video recording systems are used to record data for Video-based and Image-based
rendering and modeling. During the last two years we have build, developed and maintained
a few different such systems.
In [1] we describe our work on a mobile multi-camera system, designed for portability and
size. More recently, we have designed a multi-video studio based around a number of high
resolution cameras, capable of delivering synchronized 10002 pixels video at 45 frames per
second.
References
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(a) Source silhouettes (b) Visual hull (c) Final result
Figure 18.1: All eight source silhouettes from the cameras distributed around a ballet dancer.
This is one single frame of a dynamic video sequence. Seen on the right is the
refined visual hull, representing the initial surface used to start the PDE evolu-
tion, as well as the final result after running the complete algorithm including
normal optimization.
18.7 Space-Time Isosurface Evolution for Temporally Coherent
3D Reconstruction
Investigator: Bastian Goldlu¨cke
The primary goal of this topic is to reconstruct 3D geometry from video streams captured
with multiple video cameras, acquiring the same scene simultaneously from different view-
points. We consider a setup of a handful of cameras distributed around the scene, Fig. 18.1.
The desired application is true free-viewpoint video, where the scene can be watched from
any viewpoint the user desires. In order to achieve this, a good global 3D model of the scene
has to be reconstructed.
In [3], we gave a mathematical analysis of weighted minimal hypersurfaces in arbitrary
dimension and for a general class of weight functions, see the previous topic. We derived
the Euler-Lagrange equation yielding a necessary minimality condition. Our analysis covers
several important variational methods employed in computer vision, and has additional
degrees of freedom which allow us to introduce a novel 3D reconstruction method.
The general form of our theorem allows us to work with a fourth dimension representing the
flow of time in the video sequence [2]. Our goal is to reconstruct a smooth three-dimensional
hypersurface embedded in space-time. The intersections of this hypersurface with planes
of constant time are two-dimensional surfaces, which represent the geometry of the scene
in a single time instant. Our approach defines an energy functional for the hypersurface.
The minimum of the functional is the geometry which optimizes photo-consistency as well
as temporal smoothness. Because of this temporal coherence our approach can reconstruct
correct geometry in frames where static methods are bound to fail, Fig.18.2.
The resulting geometry can be rendered with our free-viewpoint video rendering techniques
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(a) Visual hull (b) Space carving result (c) Our result
Figure 18.2: Comparison of different reconstruction schemes at a grid resolution of 1283.
(a) The visual hull, as seen from above. Since we do not have a camera cap-
turing the scene from above, most voxels in the area between the arms remain
occupied. (b) The result obtained from static space carving. The difficult ge-
ometry between the arms is slightly improved. (c) When our algorithm using
temporal information is employed, the reconstruction becomes almost optimal.
presented in the biennial report two years ago [1], an interactive method which uses the source
videos as textures.
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18.8 Reconstructing the Geometry of Flowing Water
Investigators: Bastian Goldlu¨cke, Ivo Ihrke
Recently, new multi-view reconstruction problems, different from the traditional diffuse sur-
face reconstruction, have emerged in the field of computer vision. These include multi-view
reconstruction of time-varying, transparent, natural phenomena like fire and smoke [5, 3, 1].
503
18 Independent Research Group 3: Graphics – Optics – Vision
(a) The rays used to generate a view from the
upper left direction, visualizing the complexity
of the image formation process. Rays leaving
the area without further intersections are not
shown. On top is the resulting 1D view, where
the intensity of each pixel is proportional to





















































(b) Convergence of the results depending on
the number of input views. A saturation effect
at around 24 cameras can be observed, where
the best results are already obtained.
Figure 18.3: Synthetic 2D volume and typical convergence behaviour.
The work so far concentrates on non-refracting media. We research a level set method for
the reconstruction of a time-varying free flowing water surface. This problem arises in the
context of free-viewpoint video, where we are concerned with the automatic acquisition of
dynamic models for computer graphics purposes. The main problem here is that the surface
structure can not be determined with traditional methods due to refraction effects, implying
a complex image formation process.
We alleviate this problem by dyeing the water with a fluorescent chemical to measure the
thickness of a column of water, which leads to an image formation model based on integrated
emissivities along a viewing ray [4]. This model allows for a photo-consistency based error
measure for a weighted minimal surface, which is recovered using a PDE obtained from
the Euler-Lagrangian formulation of the problem. Our sophisticated energy minimization
method is utilized for the reconstruction process, which is able to correctly incorporate error
functions depending on surface normals [2]. Obviously, this is a vital requirement if one
wants to take into account refraction. The minimal surfaces are computed using the level set
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Figure 18.4: Reconstructing a stream of water and placing it in a virtual environment. Left:
Our studio setup consists of eight cameras, a fish bowl filled with dyed water and
a UV light source (not visible). Middle: Turning water into wine – we changed
the material properties of the water such that it resembles red wine. Right:
Close-up of the water surface, showing the intricate details of the reconstructed
geometry. All ray-tracing was performed with the Persistence of Vision Ray
Tracer, available at http://www.povray.org.
technique. Fig. 18.3 visualizes the complex image formation process for a 2D test surface,
and gives some typical convergence results depending on the number of input cameras, a
critical parameter for the quality of the reconstruction.
For real-world tests, we use our multi-video studio consisting of 8 CCD-cameras with a
resolution of 1004 × 1004 pixels. The cameras can record at a frame-rate of 45 frames per
second. A 300W UV light source is employed to illuminate the Fluorescein-dyed water. Our
setup is shown in Fig. 18.4. We acquire test sequences using a dark studio, the excitation light
source and the fluorescent water being the only source of light. This measure allows for simple
background subtraction. The reconstruction is performed on an equidistant, uniform grid of
1283 voxels. An example of a reconstructed water surface rendered in a virtual environment
and with changed material properties is also shown in Fig. 18.4.
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Figure 18.5: Left: studio setup for capturing of fire video data, Middle: determining the area
in space that is occupied by the flame, Right: a reconstruction result rendered
from the same perspective as one of the original camera views.
18.9 Three-Dimensional Reconstruction of Fire and Smoke
Investigator: Ivo Ihrke
The purpose of this project is to investigate new methods for the 3D-acquisition of natural
effects like fire and smoke. The capturing of these dynamic models allows for the photo-
realistic rendering of such effects and their incorporation into virtual scenes (see Fig. 18.6).
The basic concept for the reconstruction is that of tomographic reconstruction. For that
purpose we record video-sequences with multiple video cameras simultaneously as seen on
the left hand side of Fig. 18.5. As a next step the cameras are calibrated, i.e. their positions
in space, their viewing directions and internal parameters like focal length are estimated.
This allows us to compute a coarse region in space that is occupied by the flame or smoke
column using the apparent silhouettes in the camera images (Fig. 18.5, middle image). This
region is called the visual hull of the effect. The actual reconstruction process computes a
density distribution in the coarse region defined earlier. For that purpose the coarse region
is split into a number of voxels (volume elements). For each of them a constant density is
assumed, which results, together with an image formation model for fire and smoke, in a
linear system that can be solved to compute the unknown density distribution.
To render the acquired data, we simply use the image formation model, that was used
for the reconstruction process. This enables the photo-realistic rendering of fire and smoke
animations from arbitrary viewing directions. Also the famous Matrix - “bullet time effect”
can be implemented this way.
18.10 Solar Disc Rendering
Investigator: Andrei Lint,u
This work concentrates on rendering the solar disc considering Rayleigh scattering, Mie
scattering, absorption, and refraction. The atmosphere is modeled in layers, each layer having
a set of individual optical properties [1].
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Figure 18.6: Reconstructed three-dimensional model of fire and smoke rendered into a virtual
scene (images taken from an animation sequence).
Figure 18.7: Left: Sunset for a Continental Average Climate, Right: Sunset for a Continental
Urban Climate (notice the difference in hue for the solar disc, given different
climates)
In order to achieve realistic renderings, the optical phenomena occurring in the atmosphere
need to be considered. We take into account Rayleigh scattering due to air molecules as well
as Mie scattering due to aerosols present in the atmosphere, thus obtaining a realistic color
of the solar disc. To obtain the correct shape of the solar disc, we also model refraction,
allowing us to trace rays correctly through the atmosphere.
Based on different atmospheric temperature profiles and climates, the solar disc is rendered
in realistic shape and color (Fig. 18.10). In particular, we replicate optical phenomena such
as the red and the green flash, limb darkening, and refractive distortions of the solar disc.
The color of the disc varies with the climate, its shape differs due to mirage phenom-
ena. By rendering the Sun taking different wavelengths into account, chromatic aberration
phenomena such as the green flash or the red flash can be reproduced.
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18.11 Acquisition of Non-Rigid Cloth Motion
Investigators: Volker Scholz and Marcus Magnor
The correct realistic simulation and visualization of textiles has been in focus for a long
time in computer graphics research. In order to achieve real-time simulations many simplifi-
cations, heuristics, and precalculation have to be done which produce physically reasonable
results but the calculated movements still do not look naturally and lack the correct physi-
cal behavior. We propose to consider motion capture of non-rigid cloth as an alternative to
simulation-based approaches. For closing the gap between simulation model and experiment,
an automatic measurement technique is needed. Much research has been devoted to skele-
tal and facial motion capture but cloth capture still remains an open problem. Cloth can
have complex shapes with a high number of degrees of freedom which cannot be handled by
current motion capture algorithms.
In [1] we propose a model-based approach for the acquisition of cloth motion. In a cali-
brated multi-camera setup, the optical flow between consecutive video frames is determined
and 3D scene flow is computed. We use a deformable surface model with constraints for
vertex distances and curvature to increase the robustness of the optical flow measurements.
Tracking errors in long video sequences are corrected by a silhouette matching procedure.
We present results for synthetic cloth simulations and discuss how they can be extended to
real-world footage (Fig. 18.8).
Figure 18.8: Left: input video frames from two viewpoints. Right: the reconstructed surface
contains the cloth folds visible in the input frames.
The goal of future projects is the acquisition of motion of real garments. For this purpose
we plan to use color-coded patterns in a first step to make the correspondence problem
between different views tractable. The long-term goal is an acquisition method for arbitrary
cloth texture.
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Figure 18.9: Process Overview
Modeling the motion of complex phenomena like fire
and smoke has been a research focus for many years in
computer graphics. Various approaches mostly based
on physically models of the effects have been proposed
[4, 3, 1]. However, these approaches can only partially
create realistic effects since the vast computational
complexity of the underlying physical models. Further,
the effects are hard to control for artists since only
physical parameters can be adjusted rather than intu-
itive parameters like amount of flickering of a flame.
Recent work has overcome the lack of realism related
to the computational problem by using discrete tomog-
raphy to reconstruct these phenomena and achieves
very realistic effects [2]. However, the reconstruction
is fixed and the outcome of the effect can not be ad-
justed by an artist once the recording has been fin-
ished. Hence we focus on the extension of this approach
using Statistical Learning methods to give animators
more control over the outcome.
In our approach we are using methods of Statistical
Learning to analyze the time and space structure of the
reconstructed phenomena. As input to this approach
we use either 2D image sequences or 3D voxel image
sequences that were reconstructed using the method
mentioned above. The key idea is to find statistical
models that describe the visual appearance of the phe-
nomena. Learning methods like Hidden Markov Models, Principal Component Analysis and
Bayesian Networks are used to learn probability distributions of the various model param-
eters. As a result we hope to provide a novel technique for modeling these effects which
will give animators an intuitive control over the desired results. Further, since the generated
phenomena are created by sampling from the joint probability distribution of the learned
statistical model infinite animations with a desired look as defined by the parameters but
without repetitions can be produced.
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18.13 Academic Activities
18.13.1 Conference and Workshop Positions
Membership in Program Committees
Marcus Magnor:
– Eurographics (EG) 2005 State-of-the-Art Report Co-Chair
– European Conference on Visual Media Production (CVMP) 2004, 2005
– International Conference on Visual Information Engineering (VIE) 2005
– International Conference in Central Europe on Computer Graphics, Visualization, and
Computer Vision (WSCG) 2004, 2005
– Multimedia Databases and Image Communications (MDIC) 2004
– Pacific Graphics (PG) 2004
– Vision, Modeling, and Visualization (VMV) 2003, 2004 Technical Program Chair
– Vision, Video, and Graphics (VVG) 2003, 2005
Membership in Organizing Committees
18.13.2 Invited Talks and Tutorials
Marcus Magnor:
– Reality-augmented Virtuality: Modeling Dynamic Evets from Nature, Invited talk, VRST
2004, Hong Kong, November 12, 2004.
– U¨ber zuku¨nftige Mo¨glichkeiten visueller Medien, Invited talk, German National Aca-
demic Foundation Summer Academy, Go¨rlitz, September 14, 2004.
– 3D Computer Graphics and Augmented Reality, Invited talk, MDIC 2004, Salerno,
Italy, June 22, 2004.
– Video Surround – der Zuschauer im Regisseurstuhl, Invited talk, CeBit 2003, “Future
Forum” Hannover, March 15, 2003
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– Video-based Rendering, Tutorial, Siggraph 2005, Los Angeles, August 1, 2005.
– Video-based Rendering, Tutorial, 3DPVT 2004, Thessaloniki, Greece, September 6,
2004
– Simulating Light, Tutorial, MDIC 2004, University of Salerno, Italy, June 21, 2004.
18.13.3 Other Academic Activities
Marcus Magnor:
– German National Academic Foundation (Studienstiftung des deutschen Volkes) 2004,




Computer Graphics (M. Magnor, P. Slusallek)
Seminars:
Light and Color in Nature (M. Magnor)
Summer Semester 2004
Courses:
3D Image Analysis and Synthesis (M. Go¨sele, M. Magnor)
Seminars:
Graphics meets Vision (M. Magnor)
Winter Semester 2004/2005
Courses:
Computer Graphics (M. Magnor, P. Slusallek)
18.15 Grants and Cooperations
Interaktives Fernsehen
Developing reconstruction algorithms and visualization approaches for viewing real-world,
dynamic scenes from arbitrary perspective
08/2003–07/2005
German Research Foundation (DFG) No. MA2555/1
Pays for: Bastian Goldlu¨cke
Other MPII participants: Marcus Magnor, Christian Theobalt
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3DTV – Integrated Three-Dimensional Television – Capture, Transmission, and
Display
Developing complete systems for acquisition, compression, and visualization of real-world
scenes for 3D display
09/2004-08/2008
European Union, 6. IST Frame Programme
Pays for: Lukas Ahrenberg
Other MPII participants: Marcus Magnor, Volker Scholz, Andrei Lint,u, Gernot Ziegler,
Edilson de Aguiar, Naveed Ahmed
Partners:




– . . .
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