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Abstract
We build a holographic s-wave conductor/superconductor model and an insulator/superconductor model
in the four-dimensional conformal anomaly corrected (CAC) AdS gravity. The effects of CAC parameter α
are studied using both numerical and analytical methods in the probe approximation. Concretely, when the
CAC parameter increases, the critical temperature increases for the conductor/superconductor phase tran-
sition, while the critical chemical potential decreases for the insulator/superconductor case, which suggests
that the increasing CAC parameter enhances both superconducting phase transitions. Meanwhile, below the
critical temperature or beyond the critical chemical potential, the scalar hair begins to condense, and the
condensed phases are found to be thermodynamically stable. The critical behaviors obtained from numerics
are confirmed by our analytical analysis. For the parameters we are considering, the energy gap in the
conductor/superconductor model decreases monotonically by increasing the CAC parameter, while for the
insulator/superconductor model the energy of quasiparticle excitations decreases with the CAC parameter.
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I. INTRODUCTION
The AdS/CFT correspondence provides a powerful tool to study d-dimensional strongly coupled
systems from its (d + 1)-dimensional gravitational theory in AdS spacetime [1]. In the recent
years, the correspondence and its generalized version (the so-called gauge/gravity duality) have
been widely applied in various strongly correlated systems [2–5], especially the high temperature
superconductor [6, 7].
The high temperature superconductor (with the critical temperature usually larger than 39K)
is believed to involve strong interaction. To understand its properties and, in particular, the
microscopic mechanism are still one of the biggest challenges in condensed matter physics. The
AdS/CFT correspondence naturally opens a new window to study the properties of high tempera-
ture superconductors. By using the Einstein-Abelian-Higgs system, the authors of Refs. [6, 8] built
a holographic description of the s-wave conductor/superconductor model, where the main charac-
ters of a superconductor were reproduced, such as the appearance of the condensate accompanied
by spontaneously breaking of the U(1) symmetry below the critical temperature and the infinite DC
conductivity in the broken phase. Soon after, the Meissner effect in the presence of a background
magnetic field was observed via the holographic setup [9], following which the numerical results
about holographic superconductor models were confirmed by the analytical Sturm-Liouville (S-L)
eigenvalue method [10].
The above studies showed that the main properties of superconductors have been disclosed
successfully by the gauge/gravity duality. Since then, holographic superconductors were studied
from various perspectives in the literature, and an interesting direction is to construct holographic
models that are more close to the real superconducting materials in condensed matter. Following
this idea, the superconductor models were generalized to the SU(2) p-wave model [11], the d-wave
model [12], Maxwell-complex-vector (MCV) p-wave model [13, 14], the superfluid model [15–18],
the coexistence and competition of multiple order parameters [19–22], superconductor models with
spatial modulations [23–27], the insulator/superconductor model [28–30], complexity and entangle-
ment entropy of superconductors [31–34], the superconductor with the anisotropic scaling [35–37]
and Kibble-Zurek Scaling [38–41].
The other direction of the development is to improve the basic framework of the gauge/gravity
by investigating more general interactions and corrections, in particular the terms due to quantum
corrections. The related works involve: (1) high curvature corrections such as Gauss-Bonnet grav-
ity [42, 43], Quasi-topological gravity [44], (2) nonlinear electrodynamics, for example, Born-Infeld
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correction [45], exponential correction, Logarithmic correction [46], as well as (3) gravity-gauge
field coupled correction, for instance, RF 2 [47, 48] and CF 2 [49] and C2F 2 corrections [50, 51]
with R (C) denoting the curvature scalar or tensor (Weyl tensor). It follows that the first kind
of corrections (1) inhibit both the conductor/superconductor and insulator/superconductor phase
transitions [42, 44], while the second kind of corrections (2) inhibit the conductor/superconductor
phase transition, but do not affect the critical value of insulator/superconductor phase transi-
tion [45, 46]. Meanwhile, the third kind of corrections (3) enhance the conductor/superconductor
phase transition, but do not influence the s-wave and MCV p-wave insulator/superconductor phase
transitions [47–51].
There are also many works considering simultaneously the effects of above directions, for exam-
ple, the superconductor model with backreaction in Gauss-Bonnet gravity [42], the superconductor
with momentum relaxation and Weyl correction [52] and the p-wave model with Weyl correction or
RF 2 correction [48] and the p-wave superfluid in AdS soliton [47] . In fact, besides corrections from
Gauss-Bonnet gravity, Quasi-topological gravity, the conformal anomaly is also a kind of interesting
correction worthy to be studied [53]. The usual conformal anomaly characterizes the non-vanishing
trace of the effective energy-momentum tensor of conformal field theory from one loop quantum cor-
rections [53]. The conformal anomaly correction not only plays an important role in the quantum
field theory in curved spaces, but also has the meaningful effects in cosmology, black hole physics,
string theory and statistical mechanics [53]. For example, it was argued that conformal anomaly
correction might have closed relation to the Hawking radiation of black hole in the two-dimensional
spacetime [54] and also drive the inflation in cosmology [55, 56]. As a first step to study the back-
reaction of the trace anomaly, the authors in Ref. [57] obtained some exactly nontrivial black hole
solutions to the Einstein equations with conformal anomaly correction for the first time and found
there exists a logarithmic correction to the Bekenstein-Hawking entropy. Subsequently, considering
the fact that the thermodynamical properties of AdS black holes crucially depend on horizon struc-
ture, the author of Ref. [58] generalized the previous black holes in Ref. [57] to the case with an
arbitrary constant curvature horizon. Among these black hole solutions, the planer black hole with
Ricci flat horizon provides a natural gravitational background for the holographic superconductor
model. Recently, the authors of [59] proposed a novel four-dimensional Gauss-Bonnet theory as a
limiting case of the original D-dimensional theory with singular Gauss-Bonnet coupling constant.
While some issues and inconsistency are still debated [60–64], such Gauss-Bonnet gravity in four
dimensional spacetime has been explored extensively in the literature. Interestingly, the same so-
lutions of Ref. [58] have been found in the four-dimensional Gauss-Bonnet theory. Therefore, it
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is meaningful to ask how the curvature correction affects the holographic superconductors in the
novel four-dimensional Gauss-Bonnet theory. Motivated by the above mentioned, we will construct
the s-wave superconductor model with conformal anomaly correction in this paper and study the
CAC effects on the superconductor phase transitions. The results show that the increasing CAC
parameter hinders both the conductor/superconductor phase transition in the black hole and the
insulator/superconductor phase transition in the soliton.
This paper is organized as follows. In Sec. II, we study the s-wave conductor/superconductor
phase transition and calculate the optical conductivity. We also investigate the critical temperature
and the critical behavior by the analytical S-L method. In Sec. III, by constructing numerically
the s-wave insulator/superconductor model in the CAC soliton background, we study the corre-
sponding superconductor model by the S-L method. The final section is devoted to the conclusions
and discussions. It should be noted that while this paper was being completed, the holographic
superconductors in four-dimensional Einstein-Gauss-Bonnet gravity appeared in arXiv [65]. In
our present work, the numerical part about the s-wave conductor/superconductor model has some
overlap with Ref. [65].
II. CONDUCTOR/SUPERCONDUCTOR PHASE TRANSITION
In this section, we firstly construct the holographic s-wave conductor/superconductor phase
transition in the four-dimensional CAC black hole with the Maxwell complex scalar field via the
numerical method. To verify that below the critical temperature the state with scalar hair is
indeed stable, we define the grand potential density of the system and then compare the grand
potential of the hairy state with the one of no hairy state, following which the frequency dependent
conductivity is studied in detail. In order to check the numerical results of the model, we restudy
the holographic superconductor model by the analytical S-L method.
First of all, we give the four-dimensional CAC planer black hole as [58]
ds2 = −f(r)dt2 + dr
2
f(r)
+ r2(dx2 + dy2), (1)
f(r) = − r
2
4α

1−
√
1 +
8α
l2
(
1− r
3
+
r3
) ,
where r+ represents the horizon of the black hole satisfying f(r+) = 0, l
−2 is related to the cosmo-
logical constant Λ = − 3l2 . The effective radius of the AdS spacetime is L2eff = 4α/(
√
1 + 8α/l2−1).
Meanwhile, the CAC parameter α can be concretely represented as α = 8piGϑ, where ϑ is a positive
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constant related to the degrees of freedom of quantum fields. In the present work, we will focus
on the CAC parameter space as 0.0001 ≤ α ≤ 10. Obviously, the CAC black hole returns to the
standard planer AdS black hole in the case of α→ 0 [6, 7, 10, 13].
Subsequently, we take the Lagrangian density consisting of a Maxwell field and a complex scalar
field [6]
Lm = −1
4
FµνF
µν −Dµψ(Dµψ)∗ −m2|ψ|2, (2)
where Fµν = ∇µAν − ∇νAµ is the field strength of the gauge field Aµ, Dµ = ∇µ − iqAµ, and m
(q) is the mass (charge) of the scalar field ψ. To simplify the calculation, we regarded the matter
field as the probe to the CAC black hole, where the equations of motion for both the scalar and
the gauge field decouple from the Einstein field equation and the main physics of the system is
believed to be grasped at the same time. Varying the action for the Lagrangian density (2) with
respect to the scalar field ψ and the gauge field Aµ, respectively, we can read off the equations of
motion of scalar field and gauge field as
DµD
µψ −m2ψ = 0, (3)
∇µFµν − iq(ψ∗Dνψ − ψ(Dνψ)∗) = 0. (4)
Throughout the paper, we will set l = 1 and q = 1 without loss of generality.
Following the works in Refs. [6, 7], we take the complex scalar field to be real and only turn on
the time component of the Maxwell field with other components vanishing, which are
ψ = ψ(r), Aµdx
µ = φ(r)dt. (5)
Combining the ansatz (5) with the black hole background (1), the concrete equations of motion in
term of ψ(r) and φ(r) read [6, 7]
ψ′′(r) +
(
f ′(r)
f(r)
+
2
r
)
ψ′(r) +
(
φ2(r)
f2(r)
− m
2
f(r)
)
ψ(r) = 0, (6)
φ′′(r) +
2
r
φ′(r)− 2ψ(r)
2
f(r)
φ(r) = 0, (7)
where the prime denotes the derivative with respect to r.
To solve the above coupled differential equations, we usually impose the boundary conditions.
At the horizon r = r+, we require φ(r+) = 0 to satisfy the finite norm of Aµ, while ψ(r+) needs to
be regular. At the infinite boundary (r →∞), ψ(r) and φ(r) behave as
ψ(r) =
ψ1
r∆−
+
ψ2
r∆+
+ · · · , (8)
φ(r) = µ− ρ
r
+ · · · , (9)
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FIG. 1: The condensate versus the temperature with α = 0.01 (black solid), α = 0.5 (red dashed), α =
10 (blue dotdashed) for ∆ = 2 (the left panel) and ∆ = 5
2
(the right panel).
where ∆± = 12
(
3±
√
9 + 4m2L2eff
)
, and the constants ψ1 (ψ2) and µ (ρ) are interpreted as the
source (the vacuum expectation value) of the dual operator Oˆ and the chemical potential (the
charge density) of dual field theory, respectively. By requiring that the U(1) symmetry is broken
spontaneously, we impose the source-free condition ψ1 = 0. We will focus on ∆+ = ∆ = 2
throughout the paper, which implies that the mass squared of the scalar field has a relation to
effective radius of the AdS spacetime m2L2eff = −2. For the above coupled equations and the
asymptotical behaviors of ψ(r) and φ(r), there exists an important scaling symmetry, such as
(r, T, µ) → ξ(r, T, µ), ψ2 → ξ∆ψ2, ρ → ξ2ρ with ξ a positive constant, by using which we can fix
the chemical potential µ and thus work in the grand canonical ensemble.
A. Numerical part
After numerical calculations, we obtain the condensate with respect to the temperature for
various CAC parameter α and scaling dimension parameter ∆. To see clearly the effect of the
CAC parameter α on the scalar condensate, we typically display the condensate for α = 0.01, 0.5, 10
with ∆ = 2 (left panel) and 52 (right panel) in Fig. 1. It is observed that there always exists a
critical temperature below which the scalar hair starts to condense. To study synthetically the
CAC effects on the critical temperature, we list the critical temperature for various value of α
with ∆ = 2 in Tab. I, and also show the critical temperature versus the CAC parameter α for
different value of ∆ in the left panel of Fig. 2. It is clear that the critical temperature increases
with the increasing CAC parameter, which means the increasing CAC parameter enhances the
conductor/superconductor phase transition. While for the fixed CAC parameter, we find that the
critical temperature decreases with the increasing ∆, which means that the lager mass squared of
the scalar field makes the conductor/superconductor phase transition more difficult. Meanwhile,
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TABLE I: The results to different α for the conductor/superconductor model with ∆ = 2: the critical
temperatureTcn
µ
(Tca
µ
) from the numerical (analytical) method, the stable value of 〈O〉
1/2
Tc
at T
Tc
≈ 0.1, the
coefficient C1n (C1a) of the condensate
(
〈Oˆ〉
T∆c
≈ C1
√
1− T
Tc
)
near the critical point from numerical (analytical)
method and the energy gap ωg.
α 0.0001 0.01 0.1 0.3 0.5 2 10
Tcn
µ
0.05876 0.05973 0.06747 0.08066 0.09110 0.14201 0.27452
Tca
µ
0.05739 0.05831 0.06562 0.07813 0.08807 0.1365 0.2628
〈O〉1/2
Tc
( T
Tc
≈ 0.1) 7.87 7.84 7.70 7.485 7.244 6.563 5.636
C1n(T ≈ Tc) 114.921 114.700 112.053 106.263 101.712 84.496 62.160
C1a(T ≈ Tc) 59.596 59.401 57.612 54.312 51.857 42.861 31.413
ωg
Tc
( T
Tc
≈ 0.1) 8.87 8.80 7.80 6.50 5.70 3.65 1.85
by fitting the condensate curve near the critical point, we find all curves of condensate versus
the temperature have a square root behavior near the critical value, i.e., 〈Oˆ〉
T∆
c
≈ C1n
√
1− TTc ,
which indicates that the system might suffer from a second-order phase transition at the critical
temperature. What is more, we list the coefficient C1n with ∆ = 2 in Tab. I, which decreases with
the increasing CAC parameter and then implies the condensate increases more and more slowly
with the larger CAC parameter. Especially, as α = 0.0001, if we fix the charge density but not the
chemical potential, we can obtain the critical temperature Tc√ρ = 0.1184, which obviously returns
to the standard AdS black hole [6, 7, 37]. Furthermore, at the lower temperature region, the scalar
condensate approximates a stable value listed in Tab. I, which decreases with the increasing CAC
parameter α and is consistent with the behavior of the condensate at the intermediate temperature
region. If we regard the value of condensate at low temperature as the condensed gap, we can see
that the larger the CAC parameter, the smaller the condensed gap. In addition, we also consider
the case for other value of α and ∆, the results show that the effects of the CAC parameter on the
condensate is qualitative the same. For example, the curve of the critical temperature versus the
CAC parameter with ∆ = 52 lies between the curves of ∆ = 2 and ∆ = 3 in the left panel of Fig. 2.
However, it should be noted that when the scaling dimension parameter ∆ is large enough (for
instance, ∆ = 3), the numerical calculation becomes obviously difficult, especially for the lower
temperature region of the model.
To check that below the critical point the superconducting state is indeed thermodynamically
favored compared with the normal state, it is helpful to calculate the grand potential of the system,
which is defined by the Euclidean on-shell action SE timing the temperature of the black hole, i.e.,
7
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FIG. 2: The left panel represents the critical temperature versus the CAC parameter α for ∆ = 2 (black
solid) and ∆ = 3 (red dashed), while the right panel represents the grand potential about the normal
state(dashed) and the superconducting state(solid) in the case of α = 0.01(black) and α = 10(red) with
∆ = 2.
Ω = TSE. Integrating the Minkowski action (2) by parts yields the on-shell part of action as
Sos =
∫ √−gd4x(− 1
2
∇µ(AνFµν)−∇µ(ψ∗Dµψ) + q2ψ2AνAν
)
=
V2
T
√
hnr
(
−1
2
AνF
rν − ψ∗Drψ
) ∣∣∣
r→∞
+ q2
V2
T
∫ ∞
r+
√−gψ2φ2dr,
where we have taken into account
∫
d3x = V2T and also Eqs. (3) and (4). Keepping in mind that
SE = −Sos, we obtain the density of the grand potential as
Ω
V2
=
−TSos
V2
= −1
2
µρ+
∫ ∞
r+
r2ψ2φ2
f
dr. (10)
We typically display the grand potential as a function of the temperature for the case of α =
0.01(black) and α = 10(red) with ∆ = 2 in the right panel of Fig. 2. It follows that near the
critical temperature, both solid curves corresponding to the superconducting state stretch out from
the dashed curves corresponding to the normal state smoothly with the decreasing temperature,
which means that at the critical temperature the system indeed suffers from a second-order phase
transition, and thus agrees with the behavior of the condensate in Fig. 1. Most importantly,
the value of the grand potential of the superconducting state is always lower than that of the
normal state, which means that below the critical temperature, the superconducting state is indeed
thermodynamically stable. In addition, we also consider the other parameter cases, such as (∆ =
2, α = 1, 2, 5, 8) and (∆ = 52 , α = 0.01, 1, 2, 5, 8, 10), the curves are similar to the ones in Fig. 2. As
a result, it is believed our numerical results are reliable in the parameter space(0.0001 ≤ α ≤ 10).
To testify the superconducting signal characterized by the infinite DC conductivity and the
strength of the interaction in the superconductor represented by the energy gap, it is useful to
compute the AC conductivity of the superconductor model. From the AdS/CFT correspondence,
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we study the perturbation of the gauge field in the bulk. For simplicity, we turn on the perturbation
along the x direction with the ansatz δA(t, r) = Ax(r)e
−iωtdx. The linearized equation of the
perturbation Ax(r) reads
A′′x(r) +
f ′(r)
f(r)
A′x(r) +
(
ω2
f2(r)
− 2ψ
2(r)
f(r)
)
Ax(r) = 0. (11)
At the horizon, we impose the ingoing wave condition
Ax(r) = (r − r+)−iω/3r+
(
1 +Ax1(r − r+) +Ax2(r − r+)2 +Ax3(r − r+)3 + · · ·
)
. (12)
While at the boundary, the asymptotical solution of Ax(r) is given by
Ax(r) = A
(0) +
A(1)
r
+ · · · , (13)
where A(i) are all constants. Combining with Eqs. (4) and (13), we can obtain the retarded Green’s
function as
G(ω) = −f(r)A
′
x(r)
Ax(r)
∣∣∣
r→∞
=
1
L2eff
A(1)
A(0)
. (14)
According to the Kubo formula, the AC conductivity reads
σ(ω) = − i
ω
G(ω) = − i
ωL2eff
A(1)
A(0)
. (15)
In Fig. 3, we plot the AC conductivity at TTc ≈ 110 for ∆ = 2 with α = 0.01 (black), α = 0.5 (red),
α = 10 (blue). It is observed from the imaginal part of conductivity at the lower frequency there is
an obvious pole for all values of the CAC parameter α, which corresponds to a delta function of the
DC conductivity as expected from condensed physics. Meanwhile, the imaginal part of conductivity
displays a minimum at some special frequency where the real part of conductivity grows most
rapidly with the increasing frequency. Following Refs. [6, 7], we interpret the value of this special
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frequency as the energy gap which is believed to characterize the strength of the interaction in
the superconductor. What is more, we find for fixed ∆ = 2, the ratio of the energy gap to the
critical temperature decreases with the increasing CAC parameter, which means that the larger
CAC parameter suppresses the energy gap and obviously enhances the conductor/superconductor
phase transition, which is consistent with the CAC effect on the critical temperature in Fig. 2. At
the same time, we also list the value of the energy gap in Tab. 1. It follows that the energy gap
decreases from 8.87 to 1.85, which seems to suggest that the present superconductor model not only
displays the high-temperature superconductor with strong interaction but also the conventional
BCS superconductor. Moreover, at the high frequency region, the conductivity extends a stable
value, which is the universal behavior in the four dimensional black hole case. In addition, we also
consider the case with different CAC parameter, and obtain the similar behavior in Fig. 3.
B. Analytical part
By means of the new variable z = r+r , Eqs. (6) and (7) can be rewritten as
ψ′′(z) +
f ′(z)
f(z)
ψ′(z) +
(
φ(z)2
r2+z
4f2(z)
− m
2
z4f(z)
)
ψ(z) = 0, (16)
φ′′(z)− 2ψ(z)
2
z4f(z)
φ(z) = 0, (17)
where the prime represents the derivative with respect to the variable z.
At the critical point, the scalar condensate vanishes, we can thus read off the solution of the
gauge field as
φ(z) = λr+(1− z), λ = µ
r+c
, (18)
where r+c represents the location of the horizon at the critical temperature.
Near the critical point, we can express the scalar field ψ(z) as
ψ(z) =
〈O〉
r∆+
z∆F (z), (19)
with the boundary condition F (0) = 1 and F ′(0) = 0 [10, 30, 36, 37]. Taking into account Eq. (18)
and substituting Eq. (19) into Eq. (16) yields the equation in term of F (z) as
F ′′ +
(
2∆
z
+
f ′(z)
f(z)
)
F ′ +
(
(1− z)2
z4f2(z)
λ2 +
∆z2(zf ′(z) + (∆ − 1)f(z))−m2
z4f(z)
)
F = 0, (20)
By multiplying T = z2∆f(z) to Eq. (20) reads the S-L eigenvalue equation as
d
dz
(T F ′)− PF + λ2QF = 0, (21)
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where the coefficients P and Q are given by
P = −z2∆−4(∆z2((∆ − 1)f(z) + zf ′(z)) −m2), Q = (1− z)
2z2∆−4
f(z)
. (22)
Thus λ2 is obtained by minimizing the following expression as [10, 37]
λ2 =
∫ 1
0 (T F ′2 − PF 2)dz∫ 1
0 QF 2dz
. (23)
Given the boundary conditions F (0) = 1, F ′(0) = 0, we can take the form of trial function as
F = Fβ(z) ≡ 1− βz2, (24)
by plugging which into Eq. (23) we can obtain the value of λ with respect to some special β. Thus
the critical temperature can be written as
Tc =
3
4pi
r+c =
3
4pi
µ
λ
. (25)
The concrete analytical values of the critical temperature Tcaµ are listed in Tab. I, from which we
can see clearly that the critical temperature increases with the increasing CAC parameter α, which
means that the larger CAC parameter makes the conductor/superconductor phase transition easier
to occur. Meanwhile, the analytical results agree well with the numerical ones. In particular, as
α = 0.0001, the result almost restores to the standard AdS black hole case in Refs. [6, 7, 10, 37].
Below (but close to) the critical temperature, the condensate 〈O〉
r∆+
is very small, by using which
the gauge field (18) can be expanded in the form of the small parameter as
φ(z)
r+
= λ(1− z) + 〈O〉
r∆+
χ(z). (26)
Substituting Eq. (26) into Eq. (17), we can obtain the equation of χ(z) at the linear order of 〈O〉
r∆+
as
χ′′(z) = λ
〈O〉
r∆+
2(1− z)F 2(β, z)z2∆−4
f(z)
(27)
with the boundary condition χ(1) = 0 = χ′(1) [10, 37]. Integrating Eq. (27) yields
χ′(u) = −λ〈O〉
r∆+
∫ z=1
z=u
2(1− z)F 2(β, z)z2∆−4
f(z)
dz, (28)
by further integrating which we have
χ(0) = λ
〈O〉
r∆+
∫ u=1
u=0
∫ z=1
z=u
2(1 − z)F 2(β, z)z2∆−4
f(z)
dzdu ≡ λ〈O〉
r∆+
C2(β,∆). (29)
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On the other hand, expanding Eq. (26) at the infinite boundary (z → 0) and comparing the
zero order of z with Eq. (9), we have
〈O〉
r∆+
χ(0) =
µ
r+
− λ. (30)
Taking notice of the value of χ(0) in Eq. (29), the condensate near the critical point can be
expressed as (〈O〉
r∆+
)2
=
1
C2(β,∆)
Tc
T
(
1− T
Tc
)
≈ 1C2(β,∆)
(
1− T
Tc
)
, (31)
where we have considered the approximation T ≈ Tc. Therefore, the critical behavior of the
condensate is given by
〈O〉
Tc
∆
=
(
4pi
3
)∆ 1√C2(β,∆)
√
1− T
Tc
= C1a
√
1− T
Tc
. (32)
The coefficient C1a is listed in Tab. I, from which we find that the coefficient agrees with the
numerical results at the same order, especially, the monotonically decreasing trend as a function
of the CAC parameter α.
III. INSULATOR/SUPERCONDUCTOR PHASE TRANSITION
Similar to the idea of the conductor/superconductor model based on the CAC black hole in
the above section, we will numerically build the corresponding insulator/superconductor phase
transition in the four-dimensional AdS soliton and then calculate the grand potential of the system,
following which we study the frequency dependent conductivity. To back up the numerical results,
we will reconstruct the holographic superconductor model by the analytical S-L method.
By performing the double Wick rotation (t → iη, y → it) to the four-dimensional CAC black
hole solution (1), a four-dimensional CAC soliton is of the form [28–30, 37]
ds2 = −r2dt2 + dr
2
f(r)
+ r2dx2 + f(r)dη2, f(r) = − r
2
4α
(
1−
√
1 +
8α
l2
(
1− r
3
0
r3
))
, (33)
where r0 denotes the tip of the soliton geometry to distinguish the soliton from the black hole. To
have a smooth geometry, we impose a periodicity η ∼ η + pir0 for the Scherk-Schwarz circle on the
spatial direction η. Due to the fact that the soliton solution has no horizon, thus no temperature
exists. Meanwhile, because of the tip for the soliton geometry, there is an IR cutoff (mass gap) for
the dual field theory, which means a confined phase. Therefore, the soliton gravitational background
is believed to model the insulator in condensed matter physics [28–30]. In addition, because of the
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compactness of the spatial direction η, the present four-dimensional soliton background is indeed
dual to a two-dimensional field theory with mass gap.
Following the works in Refs. [28–30], we take the form of the complex scalar field and the
Maxwell field the same with Eq. (5) and thus obtain the concrete equations of motion in term of
ψ(r) and φ(r) in the CAC soliton background (33) as
ψ′′(r) +
(
2
r
+
f ′(r)
f(r)
)
ψ′(r) +
(
φ2
r2f(r)
− m
2
f(r)
)
ψ(r) = 0, (34)
φ′′(r) +
f ′(r)
f(r)
φ′(r)− 2ψ(r)
2
f(r)
φ(r) = 0, (35)
where the prime stands for the derivative with respect to r.
A. Numerical part
To solve numerically the coupled differential equations (34) and (35), we have to specify the
boundary conditions for ψ(r) and φ(r). It should be noted that the constant µ is a trial solution of
Eq. (35). Different from the AdS black holes requiring the gauge field to be zero at the horizon [6, 7],
here we only impose the Neumann-like boundary condition [28] to remove the logarithm term in
order for both ψ(r0) and φ(r0) to be finite at the tip r = r0. At the infinite boundary (r →∞), ψ(r)
and φ(r) have the same asymptotical expansions as Eqs. (8) and (9) in the black hole case. Accord-
ing to the gauge/gravity duality, the coefficients (ψ1 (ψ2) and µ(ρ)) of the insulator/superconductor
model have the same physical explanations with the conductor/superconductor model in Sec. II.
Since the U(1) symmetry is expected to be broken spontaneously, we still impose the source-free
condition ψ1 = 0. Hereafter, we still concentrate on the ∆ = 2 case in the present section and
take r0 = 1 in the numerical calculation. Thus the period of the spatial coordinate η is Γ = pi. In
order for the insulator/superconductor model with different CAC parameter to be comparable, we
fix the period of the spatial coordinate η, which is another difference from the case of the black
holes requiring either the charge density or the chemical potential to be fixed. However, the period
Γ is obviously independent of the CAC parameter, which implies that we do not need rescale the
numerical results if we fix Γ = pi in the current paper.
We plot the scalar condensate 〈O〉 and the charge density ρ versus the chemical potential with
α = 0.01 (black solid), 1 (red dashed) and 10 (blue dotted) in Fig. 4, from which we have the
following remarks. As for the curves of scalar condensate, first of all, there always exists a critical
chemical potential for all cases, above which the scalar hair starts to condense. Meanwhile, we have
also listed the critical chemical potential in Tab. II and plotted the value of µc versus the CAC
13
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FIG. 4: The condensate (left) and the charge density (right) versus chemical potential with α = 0.01, 1, 10
(from right to left) for fixed ∆ = 2.
TABLE II: The results for the insulator/superconductor model with ∆ = 2: the critical chemical potential
from the numerical method (µc). 〈O〉 = C3n
√
µ−µc
µc
and ρ ≈ C4n(µ − µc) near the critical point (µ ≈ µc),
ωgn(
µ
µc
≈ 2(5)) denotes the location of second pole for the conductivity for µ
µc
≈ 2 (5).
α 0.01 0.2 0.5 1 5 10
µcn 1.7074 1.5578 1.4238 1.2953 0.9689 0.8373
C3n(µ ≈ µc) 1.7739 1.7030 1.6110 1.4390 1.1241 0.9571
C4n(µ ≈ µc) 1.4573 1.541 1.594 1.636 1.746 1.812
ωgn(
µ
µc
≈ 2) 2.169 1.933 1.745 1.574 1.163 1.002
ωgn(
µ
µc
≈ 5) 3.985 3.529 3.175 2.859 2.106 1.813
parameter α in the form the black solid curve in the left panel of Fig. 5. It follows that the critical
chemical potential decreases with the larger CAC parameter α, which means that the larger CAC
correction enhances the insulator/superconductor phase transition. What is more, for fixed CAC
parameter, the larger the dimensional scaling ∆, the smaller the critical chemical potential, which
is reasonable, because the larger ∆ means the larger mass squaredm2 of the scalar field, which must
hinder the scalar field to condense. Meanwhile, near the critical point, we have 〈O〉 ∼ C3n
√
µ− µc
by fitting the numerical curves in Fig. 4. The critical exponent of the condensate (12 ) indicates
that the system undergoes a second-order phase transition at the critical point. Furthermore, we
read off the coefficient C3n in Tab. II and find it decreases with the increasing CAC parameter,
which suggests that the larger CAC parameter suppresses the growth of the condensate. In term
of the curves for the charge density, we observe that above the critical point, the charge density
appears and increases with the chemical potential. By fitting the numerical results, we also find
that the charge density has the linear dependent on the chemical potential as ρ ∼ C4n(µ − µc),
14
0 2 4 6 8 10
0.8
1.0
1.2
1.4
1.6
1.8
2.0
2.2
Α
Μc
D=52
D=2
0.8 1.0 1.2 1.4 1.6 1.8 2.0
-0.10
-0.08
-0.06
-0.04
-0.02
0.00
0.02
Μ
W
V2
Α=10
Α=1
Α=0.01
Normal
FIG. 5: The left panel represents the critical chemical potential versus the CAC parameter α in the case of
∆ = 2, 5
2
, while the right panel shows the grand potential as a function of the chemical potential about the
normal state(horizontal) and the superconducting state(curved) in the case of α = 0.01, 1, 10(from right to
left) with fixed ∆ = 2.
which agrees with the meaning field theory. Besides, the coefficient C4n listed in Tab. II increases
with the increasing CAC parameter.
In order to prove that above the critical chemical potential, the superconducting state with
scalar hairy is indeed thermodynamically favored in contrast with the normal state, we introduce
the ‘temperature’ of the soliton as
∫
dt = 1T , upon which the grand potential of the system is
defined by the Euclidean on-shell action SE timing the ‘temperature’ of the soliton, i.e., Ω = TSE.
Integrating the Minkowski action (2) by parts, the on-shell action is of the form
Sos =
V2
T
(
µρ
2L2eff
−
∫ ∞
r0
ψ2φ2dr
)
, (36)
where we have taken into account
∫
d2x = V2 and also Eqs. (6) and (7). Having in mind that
SE = −Sos, the density of the grand potential is given by
Ω
V2
=
−TSos
V2
= − µρ
2L2eff
+
∫ ∞
r0
rφ2ψ2dr. (37)
Because of the existence of the effective radius of AdS spacetime L2eff , it is clear that the
CAC parameter α will affect the grand potential. Next, we typically display the grand potential
with respect to the chemical potential for the case of ∆ = 2 in the right panel of Fig. 5, from
which we can observe that near the critical point, the superconducting curve stretches out from
the horizontal line corresponding to insulators smoothly with the increasing chemical potential,
which means that the system indeed suffers from a second-order phase transition at the critical
point, and thus agrees with the behavior of the condensate in Fig. 4. What is more, the value of
the grand potential of the superconducting state is always lower than the one of the normal state,
which means that above the critical value, the superconducting state is indeed thermodynamically
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FIG. 6: The left panel represents the imaginal part of frequency dependent conductivity for ∆ = 2 and
α = 1 in the case of µ
µc
≈ 1, 2, 5 (from left to right), while the right panel represents the ones with µ
µc
≈ 5
and α = 10, 1, 0.01 (from left to right).
stable. In addition, the behaviors of the other values of the CAC parameter in 0.001 ≤ α ≤ 10 are
similar to the case in Fig. 5.
In what follows, we calculate the electromagnetic perturbation in the hairy soliton to study the
conductivity. Concretely, we turn on the perturbation δA = Ax(r)e
−iωtdx, and thus obtain the
linearized equation [28, 37]
A′′x(r) +
f ′(r)
f(r)
A′x(r) +
(
ω2
r2f(r)
− 2ψ
2(r)
f(r)
)
Ax(r) = 0. (38)
In order for Ax to be finite at the tip, we take the ansatz of Ax near the tip
Ax(r) = 1 +Ax1(r − r0) +Ax2(r − r0)2 +Ax3(r − r0)3 + · · · , (39)
where Ax1, Ax2 and Ax3 are all constants and the leading term is taken to be unity due to the
linearity of the equation for Ax. At the infinite boundary (r → ∞), the asymptotical expansion
of Ax is the same with Eq. (13). From the gauge field perturbation we can find that the Green
function is still (14). Therefore, the formula of the frequency conductivity still equates to Eq. (15).
In Fig. 6, we typically show the imaginal part of conductivity as a function of the frequency for
different values of chemical potential and ∆, from which some remarks are in order. In term of the
left panel, we can see that at the critical chemical potential the imaginal part of the conductivity
vanishes at the low frequency region, which corresponds to the finite conductivity. However, when
the chemical potential increases away from the critical point, such as µµc ≈ 2 (5), a clear pole
appears in the low frequency region, which implies the infinite DC conductivity as expected from
the superconducting state. Meanwhile, the value of the location for the second pole of conductivity
increases with the larger chemical potential, which suggests that the larger chemical potential
increases the energy of quasiparticle excitation. As for the right panel, due to the fact that all
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curves are from superconducting state, it is reasonable that there always exists a pole in the
low frequency region. Furthermore, we list the value of the second pole of the imaginal part of
conductivity for various CAC parameter α for µµc ≈ 2 (5) in Tab. II. It follows that for the fixed
ratio of the chemical potential to the critical value, the location of the second pole moves toward
left when one increases the value of α. The case of µµc ≈ 5 has the similar behavior to the case of
µ
µc
≈ 2.
B. Analytical part
To back up the above numerical results, especially, the effects of the CAC parameter on the
critical chemical potential and the condensate, we construct the s-wave insulator/superconductor
model by the analytical S-L method. Concretely, we resolve analytically the coupled differential
equations (34) and (35) with the same boundary conditions as the ones in subsection IIIA. By
introducing a new variable z = r0r , Eqs. (34) and (35) can be rewritten as
ψ′′(z) +
f ′(z)
f(z)
ψ′(z) +
(
φ(z)2
r20z
2f(z)
− m
2
z2f(z)
)
ψ(z) = 0, (40)
φ′′(z) +
(
2
z
+
f ′(z)
f(z)
)
φ′(z)− 2ψ
2(z)
z4f(z)
φ(z) = 0, (41)
where the prime represents the derivative with respect to z.
In the normal phase, ψ(z) = 0, the general solution φ(z) from Eq. (41) is of the form
φ(z) = C5 + C6
(z (1− z3)√8α− 8αz3 + 1F1 (13 ;−12 , 1; 43 ; 8z3α8α+1 , z3)
8α (z3 − 1)
√
1− 8αz38α+1
+
− log
(
z2 + z + 1
)
48α
+
log(1− z)
24α
−
tan−1
(
2z+1√
3
)
8
√
3α
)
, (42)
where C5 and C6 are two constants. As we have analyzed in subsection IIIA, we take C6 = 0 in order
for the gauge field to be finite at the tip via the Neumann-like boundary condition [28–30]. Hence,
the constant C5 = µ is regarded as the chemical potential in the dual field theory. Obviously, the
charge density vanishes in the normal phase, which agrees well with the numerical results in Fig. 4.
When the chemical potential goes slightly beyond the critical point, the scalar condensate begins
to condense and can be expressed as
ψ = 〈O〉z∆F (z), (43)
where F (z) is a function to be determined with the boundary condition F (0) = 1. Plugging
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TABLE III: The analytical results for the insulator/superconductor model with ∆ = 2: the critical chemical
potential from the analytical method (µc), 〈O〉 ≈ C3a
√
µ−µc
µc
and ρ ≈ C4a(µ− µc) near the critical point.
α 0.01 0.2 0.5 1 5 10
µca 1.7080 1.5582 1.4241 1.2955 0.9690 0.8374
C3a(µ ≈ µc) 1.4247 1.3725 1.2954 1.2053 0.9345 0.8148
C4a(µ ≈ µc) 1.0604 1.1364 1.1826 1.2157 1.2701 1.2841
Eq. (43) into Eq. (40) yields the equation of F (z) as
F ′′(z) +
(
f ′(z)
f(z)
+
2∆
z
)
F ′(z)
+
(
∆z2 (zf ′(z) + (∆− 1)f(z)) −m2
z4f(z)
+
λ2
z2f(z)
)
F (z) = 0. (44)
Multiplying the factor T = z2∆f(z) to the above equation yields the S-L eigenvalue equation as
d
dz
(T F ′)− PF + µ2cQF = 0, (45)
where P and Q are given by
P = −z2∆−4 (∆z2 (zf ′(z) + (∆ − 1)f(z)) −m2) , Q = z2∆−2. (46)
The minimal eigenvalue µ2c is obtained by minimizing the expression
µ2c =
∫ 1
0 (T F ′2 − PF 2)dz∫ 1
0 QF 2dz
(47)
with the boundary condition F ′(0) = 0 [29, 30]. Considering comprehensively the boundary con-
ditions F (0) = 1 and F ′(0) = 0, we introduce a trial function with the same form to (24) and
thus read off the critical chemical potential from Eq. (47). Concretely, we plot the critical chemical
potential µc versus the CAC parameter α in the form of solid points in the left plot of Fig. 5 and list
the results in Tab. III. It is observed that the analytical results agree well with the numerical ones,
which means that the S-L method is still powerful in the CAC insulator/superconductor model.
When the chemical potential is slightly above the critical point, the condensate 〈O〉 is very
small, so we can expand the gauge field φ(z) in the form of the small parameter 〈O〉 as
φ(z) = µc + 〈O〉χ(z) + · · · . (48)
Combining with Eq. (43), we have the equation of χ(z) as
χ′′ −
(
2
z
+
f ′(z)
f(z)
)
χ′ − 2µc〈O〉
(
1− βz2)2 z2∆−4
f(z)
= 0. (49)
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Defining T (z) = z2f(z), Eq. (49) can be rewritten as
(Tχ′)′ = 2µc〈O〉
(
1− βz2)2 z2∆−2. (50)
At the boundary (z → 0), the function χ(z) can be further expanded as
χ(z) = χ(0) + χ′(0)z +
1
2
χ′′(0)z2 +
1
6
χ′′′(0)z3 + · · · . (51)
Substituting Eq. (51) into Eq. (48) and thus comparing it with Eq. (9), we can get
〈O〉 = 1
χ(0)
(µ− µc), (52)
ρ = −χ′(0)〈O〉 = −χ
′(0)
χ(0)
(µ − µc). (53)
Obviously, the following important thing is to calculate the values of χ′(0) and χ(0). By using the
boundary condition χ′(1) = 0 [29, 30], integrating Eq. (50) reads
(Tχ′)|z1 = µc〈O〉
∫ u=z
u=1
2
(
1− βu2)2 u2∆−2du = µc〈O〉C7(β,∆, z). (54)
Further integrating the above equation, we can obtain the value of χ(0) as
χ(0) = µc〈O〉
∫ 0
1
C7(β,∆, z)
T
dz = µc〈O〉C8(β,∆). (55)
Meanwhile, taking the limit z → 0 yields the value of χ′(0) as
χ′(0) = µc〈O〉 lim
z→0
C7(β,∆, z)
T
= µc〈O〉C9(β,∆). (56)
Combining Eqs. (56) and (55) with Eqs. (52) and (53), the scalar condensate and the charge density
near the critical chemical potential can be expressed as
〈O〉 = 1√C8
√
µ
µc
− 1 = C3a
√
µ
µc
− 1, (57)
ρ = −χ
′(0)
χ(0)
(µ − µc) = −C9(β,∆)C8(β,∆)(µ− µc) = C4a(µ− µc). (58)
We calculate and list the values of C3a for Eq. (57) and C4a for Eq. (58) in Tab. III to compare with
the numerical results in Tab. II. It is obvious that the analytical results agree with the numerical
ones at the same order, especially, the trend of the effect for CAC parameter on the coefficient is
consistent with each other. What is more, the results in the case of α = 0.01 almost recover the
ones in Refs. [28–30, 37].
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IV. CONCLUSIONS AND DISCUSSIONS
In the probe limit, we have constructed the holographic s-wave superconductor models in the
four-dimensional CAC black hole and soliton backgrounds via both numerical and analytical meth-
ods. The effects of the CAC parameter α on the superconductor models were studied in detail and
the main conclusions are as follows.
In term of the conductor/superconducotor model, when the scaling dimension is fixed as ∆ =
2, the critical temperature increases with the larger CAC parameter α, which means that the
increasing CAC parameter enhances the superconductor phase transition. Meanwhile, the critical
exponent of the condensate is 12 , which suggests that the system suffers from a second-order phase
transition at the critical point, and thus be upheld by the behavior of the grand potential. What is
more, below the critical point, an obvious pole appears in the low frequency region for the imaginal
part of conductivity, which corresponds to a delta function of the real part of the conductivity and
thus implies the infinite DC conductivity expected from the superconductor. Furthermore, from
the minimum of the imaginal part of conductivity, we read off the energy gap, which decreases with
the increasing CAC parameter and is consistent with the behavior of the condensate. In addition,
the analytical results such as the critical temperature, the critical exponents of condensate 〈O〉
agree with the numerical results, and the coefficients of 〈O〉 is qualitatively the same with the
numerical ones near the critical point.
As for the insulator/superconducotor model, the critical chemical potential with ∆ = 2 de-
creases with the increasing CAC parameter α, which means that the increasing CAC parameter
enhances the superconductor phase transition. Meanwhile, the critical exponent of the condensate
(12 ) suggests that a second-order phase transition occurs at the critical point, which is testified by
the grand potential. What is more, near the critical point, the charge density increases linearly
with the chemical potential, which is the university of holographic insulator/superconductor model.
Furthermore, beyond the critical point, the imaginal part of conductivity displays an obvious pole
at the low frequency region, which implies that the system is indeed at superconducting state above
the critical point. In addition, the hairy state is proved to be stable compared with the no-hair
state from the analysis of the grand potential. The analytical results such as the critical chemical
potential, the critical exponents of condensate 〈O〉 and charge density ρ agree with the numerical
results, and the coefficients of 〈O〉 and ρ are qualitatively the same with the numerical ones near
the critical point. Even though the present calculation are restricted to some special cases of the
parameter space of scaling dimension ∆ and CAC parameter α, we can obtain the qualitatively
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same results for other values of ∆ and α.
Comprehensively speaking, the increasing CAC parameter enhances both the conduc-
tor/superconductor phase transition and the insulator/superconductor phase transition for fixed
scaling dimension. What is more, for both models, there always exists a critical value. Near the
critical point, the system suffers from a second-order phase transition expected from the mean-field
theory. Meanwhile, the state with scalar condensate is confirmed to be thermodynamically stable.
Furthermore, all above numerical results are backed up by the analytical results. In addition, as
discussed in Sec. I, the present work also investigated the effects of curvature correction on holo-
graphic superconductors in the four-dimensional Gauss-Bonnet gravity in some sense. However, it
should be noted that the increasing curvature correction parameter α˜ always hinders the s-wave
conductor/superconductor phase transition in the range α˜ < 0 [65], while the increasing CAC
parameter enhances the superconductor phase transition in the current paper. By analysing the
metric functions of the CAC gravity and the four-dimensional Gauss-Bonnet one [65], this inconsis-
tency is reasonable, because the CAC parameter α equates to minus one half of the Gauss-Bonnet
parameter α˜ in Ref. [65], i.e, if we define −2α = α˜, the current metric function (1) restores to
the Gauss-Bonnet metric function (6) in Ref. [65]. Of course, after this definition, we can easily
forecast that the increasing CAC parameter does not enhance the phase transition but hinders the
condensate to appear.
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