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Abstract
This paper presents an accurate and robust fourth order gas-kinetic scheme
on two dimensional unstructured hybrid mesh for incompressible and com-
pressible viscous flows. For generalized Riemann problem and Navier-Stokes
solution, the gas-kinetic scheme (GKS) provides a time-accurate flux solver
using a different way in the reconstruction at a cell interface in which two
slopes for the equilibrium state are used. Different from the previous one-
stage time-stepping method, the two-stage Lax-Wendroff type time stepping
method is applied in this paper. Compared to standard four-stage fourth-
order Runge-Kutta method, the two-stage fourth order time accurate method
reduces the complexity of the adoption of time derivative of the flux function.
To achieve fourth order accuracy, a finite volume method for GKS using cubic
spline reconstruction is proposed on both structured grid and unstructured
hybrid mesh. When dealing with flow discontinuities, the original spline
scheme is replaced by the one blended with shock-capturing WENO scheme.
Many one and two-dimensional test cases, including Couette flow, Shu-Osher
problem, Woodward-Colella blast problem, two-dimensional Riemann prob-
lem, viscous shock tube flow, supersonic flow over a forward-facing step, and
hypersonic flow over a circular cylinder, are carried out to demonstrate the
performance of the proposed scheme.
Keywords: high order scheme, gas-kinetic scheme, spline interpolation,
unstructured hybrid mesh
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1. Introduction
In computational fluid dynamics (CFD) community, the gas kinetic scheme
(GKS) based on the Boltzmann BGK model [1] for accurate solution in com-
pressible and incompressible flows developed by Xu (2001) [2] has been ver-
ified to be an accurate and robust method [3, 4, 5, 6]. Different from the
schemes based on the Navier-Stokes equation, the gas distribution function
in the GKS solver contains both equilibrium and non-equilibrium properties.
To model particle-related nature, the transport and collision terms in the
BGK model are coupled in description of the gas distribution function at
a cell interface. For a more delicate description of a flow field with fewer
mesh cells, there are several works about third-order GKS. Li et al. (2010)
proposed the way for reconstruction of conservation variables using high-
order polynomials [7]. This method is validated under unstructured mesh
and proved to be an accurate multi-dimensional scheme. Ren et al (2015)
proposed a third-order multidimensional gas-kinetic method for viscous flow
simulation based on discontinuous Galerkin scheme [8]. In their work, cases in
two and three dimensions are accurately simulated. This method can obtain
good results in high Mach number compressible viscous and heat conducting
flows and the low speed high Reynolds number laminar flows. The methods
mentioned above are one-stage gas evolution model. Here, we are going to
construct a two-stage fourth-order scheme. In construction of schemes of
higher order such as fourth-order methods, one-stage evolution model will
complicate the formulation of GKS flux [9]. As an alternative, the Lax-
Wendroff (L-W) method [10] is applied in time evolution. Pan et al (2016)
proposed a two-stage fourth order gas-kinetic scheme [11]. Under structured
grid, the weighted essentially nonoscillatory (WENO) scheme is used in re-
construction and evolution step, which is based on L-W method. They gave
very good results in shock capturing and robustness of their scheme is also
very well.
In structured grid, grid lines have to extend across the entire computation
field because of block-structure. So many cells are placed in regions where
they are not needed. Under this condition, it is hard to improve the com-
putational efficiency. On the other hand, the cells in an unstructured mesh
can cover any region according to required resolution [12]. The finite volume
method (FVM) is also very flexible in treating manifold hybrid mesh. Many
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works have been done under unstructured hybrid mesh [13, 14].
Many works on high order reconstruction for the Navier-Stokes equations
have been done under unstructured mesh. Liu et al (2017) proposed a high-
order distance weighted biased averaging procedure under unstructured mesh
[15]. Accurate results are obtained in resolving discontinuity in flow fields.
The scheme also has good convergence property. L. Gamet et al (1999)
proposed a compact scheme on non-uniform meshes by a full inclusion of
metrics in the coefficients of the scheme [16]. Based on this method, turbulent
flows are directly numerically simulated. A. Burbeau et al (2002) proposed
a high-order discontinuous Galerkin (DG) method under unstructured mesh
[17]. In their work, good accuracy and robustness are verified for subsonic and
supersonic flows. Based on the cubic spline interpolation, Wang et al(2015)
proposed a fourth-order scheme [18].
In this work, the spline interpolation is applied in reconstruction for GKS
on unstructured mesh. It combines properties of compact scheme and Her-
mite interpolation thus good spectral property and high-order accuracy are
obtained. To achieve fourth order in space, the cubic spline interpolation
introduced by Schoenberg [19] (1946) is used in reconstruction. It has first
and second derivatives uniformly convergent to obtain sufficiently smooth
functions. Compared to other ways of reconstruction, the cubic spline over
the whole computation field can be obtained efficiently with a sparse matrix
system. In many cases, the accuracy of derivatives obtained at the bound-
ary by this method is very high [20]. Under the orthogonal grid, the first
derivative and the flux can meet the requirement of four order accuracy.
This paper is organized as follows. In Section 2, the GKS and its two
stage temporal discretization are presented. In Section 3, the cubic spline
reconstruction and its coupling with shock-capturing WENO scheme are in-
troduced. In Section 4, several test cases are conducted to validate the
present scheme. The conclusion will be grouped in the last section.
2. TWO STAGE GAS-KINETIC SCHEME
2.1. GAS-KINETIC SCHEME
The two-dimensional BGK equation can be written as [2]
∂f
∂t
+ u
∂f
∂x
+ v
∂f
∂y
=
g − f
τ
, (1)
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Where f denotes the gas distribution function, g denotes the equilibrium
Maxwell distribution function, which are the functions of space (x, y), particle
velocity ~u = (u, v), time t, and internal variable ξ. τ is the relaxation time,
which describes the average time between two times of particle collisions.
The BGK model equation can be discretized in time and the gas distribution
function at a cell interface (xcf , ycf ) can be written as
fcf (t, u, v, ξ) =
1
τ
∫ t
0
g (x′, y′, u, v, ξ) e−
t−t′
τ dt′ + e−
t
τ f0 (xcf − ut, ycf − vt, ξ) ,
(2)
where subscript cf denotes cell interface, x′ = xcf − u (t− t′), y′ = ycf −
v (t− t′) denote particle trajectory. In above equations, the Maxwell distri-
bution function reads
g = ρ
(
λ
pi
)K+2
2
e−λ((u−U)
2+(v−V )2+ξ2), (3)
where K is internal freedom degree. For diatomic gas, K = 3. λ denotes
internal energy. It has relation with ξ∫
ξ2gdudvdξ =
K + 2
2λ
. (4)
The conservation variables can be obtain via
W =

ρ
ρU
ρV
ρE
 = ∫ ψgdudvdξ, (5)
where the macroscopic variablesW = (ρ, ρU, ρV, ρE)T , ρE = 1
2
ρ
(
U2 + V 2 + K+2
2λ
)
,
and ψ = (1, u, v, 1/2(u2 +v2 +ξ2))T . The pressure and density can be related
with λ as p = ρ/2λ.
The gas distribution function at the beginning of a time step f0 can be
assumed to have two spatial slopes on two sides of a cell interface [11]. To
describe the real physical situation inside shock wave. The deviation from an
equilibrium distribution is used in this paper. So the initial gas distribution
function f0 is written as
f0 =
{
gl
(
1 + al (xcf − ut) + bl (ycf − vt)− τ
(
alu+ blv + Al
))
, x ≤ xcf ,
gr (1 + ar (xcf − ut) + br (ycf − vt)− τ (aru+ brv + Ar)) , x > xcf ,
(6)
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where l and r denote the left and right of a cell interface, respectively. Deriva-
tive terms a and b are spatial derivative of a Maxwellian. A is its temporal
derivatives. They have a unique correspondence with the slopes of the con-
servative variables, ∫
aψgdudvdξ =
∂W
∂x
,∫
bψgdudvdξ =
∂W
∂y
,∫
Aψgdudvdξ =
∂W
∂t
.
(7)
The derivative terms in Eq. (7) can be written as Taylor expansion of a
Maxwellian about particle velocities and has the following form
a = a0 + a1u+ a2v + a3
1
2
(
u2 + v2 + ξ2
)
,
b = b0 + b1u+ b2v + b3
1
2
(
u2 + v2 + ξ2
)
,
A = A0 + A1u+ A2v + A3
1
2
(
u2 + v2 + ξ2
)
.
(8)
As for temporal derivatives Al and Ar, since the non-equilibrium parts have
no direct contribution to the conservative variables, so we have∫ (
alu+ blv + Al
)
ψgldudvdξ = 0,∫
(aru+ brv + Ar)ψgrdudvdξ = 0.
(9)
All the Maxwellians in above equations should be decided via conservation
variables W l and W r on both sides of a cell interface. They all are obtained
by reconstruction. In this paper, the cubic spline interpolation is applied,
which will be discussed in Section 3.
The equilibrium distribution function in Eq. (2) also has two slopes on
both sides of a cell interface,
g = g0
(
1 + (1−H [x]) a¯lx+H [x] a¯rx+ b¯y + A¯t) , (10)
where H [x] is Heaviside function which reads
H [x] =
{
0, x < 0,
1, x ≥ 0. (11)
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The spatial derivatives in Eq. (10) are computed by∫
a¯lψg0dudvdξ =
W0 −W lc
xcf − xlc
,∫
a¯rψg0dudvdξ =
W rc −W0
xrc − xcf
.
(12)
And ∫
b¯g0dudvdξ =
∫
u≥0
blgldudvdξ +
∫
u<0
brgrdudvdξ, (13)
where W lc and W
r
c are conservation variables of cells on the left and right of
a cell interface.
Conservation variables W0 are given by
W0 =
∫
u≥0
glψdudvdξ +
∫
u<0
grψdudvdξ. (14)
Equilibrium state g0 is computed via W0.
The term A¯ is decided by constraint condition∫ ∆t
0
∫
(g − fcf )ψdudvdξdt = 0. (15)
After all unknown terms are obtained, the gas distribution function at a
cell interface is written as
fcf (t, u, v, ξ) =
(
1− e− tτ
)
g0 +
(
τ
(
−1 + e− tτ
)
+ te−
t
τ
) (
a¯lH [u] + a¯r (1−H [u]))ug0
+
(
τ
(
−1 + e− tτ
)
+ te−
t
τ
)
b¯vg0
+ τ
(
t
τ
− 1 + e− tτ
)
A¯g0
+ e−
t
τ
(
1− u (t+ τ) al − v (t+ τ) bl)H [u] gl
+ e−
t
τ (1− u (t+ τ) ar − v (t+ τ) br) (1−H [u]) gr
+ e−
t
τ
(−τAlH [u] gl − τAr (1−H [u]) gr) .
(16)
Now, the numerical flux can be obtained via Eq. (16). Next, to update the
flow field, a two stage method proposed by Pan et al (2016) [11] is used. In gas
nature, the evolution process is a relaxation from kinetic to hydrodynamic
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scale. To obtain time derivative of flux, the flux function within a time
interval [tn, tn + ∆t] is written as
Φ (W n,∆t) =
∫ tn+∆t
tn
uψfcf (t, u, v, ξ) dt =
∫ tn+∆t
tn
F (W n, t) dt. (17)
In this time interval, the flux term F (W n, t) is expanded in time
F (W n, t) = F (W n, tn) +
∂F (W n, tn)
∂t
(t− tn) . (18)
After substituting Eq. (18) into Eq. (17), the flux in the time intervals[
tn, tn +
∆t
2
]
and [tn, tn + ∆t] are presented as
Φ
(
W n,
∆t
2
)
=
1
2
F (W n, tn) ∆t+
1
8
∂F (W n, tn)
∂t
∆t2,
Φ (W n,∆t) = F (W n, tn) ∆t+
1
2
∂F (W n, tn)
∂t
∆t2.
(19)
Next, the conservation variables at t∗ = tn + ∆t2 are computed,
W ∗ = W n − 1
Ω
∫
Φ
(
W n,
∆t
2
)
dS, (20)
where Ω is the volume of a cell and S denotes the area of a interface.
Similarly, we have
Φ
(
W ∗,
∆t
4
)
=
1
4
F (W ∗, t∗) ∆t+
1
32
∂F (W ∗, t∗)
∂t
∆t2,
Φ
(
W ∗,
∆t
2
)
= F (W ∗, t∗)
∆t
2
+
1
8
∂F (W ∗, t∗)
∂t
∆t2.
Finally, the flow field is updated by
W n+1 = W n − ∆t
Ω
∫
φ (W n, tn) dS. (21)
To construct temporal numerical flux φ, the Runge-Kutta scheme is used to
compute its time derivative. The flux term at tn and t∗ are applied to obtain
a two-stage advancing method.
φ (W n, tn) = F (W
n, tn) +
∆t
6
(
∂F (W n, tn)
∂t
+ 2
∂F (W ∗, t∗)
∂t
)
. (22)
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3. CUBIC SPLINE RECONSTRUCTION
In Section 2, the equilibrium distribution function at a cell interface
should be obtained from reconstruction of conservation variables. The cu-
bic spline interpolation is used because it can give highly accurate results.
In this paper, the reconstruction based on the cubic spline developed by
Wang et al (2015) [18] is applied. First, we should have a fitting formula for
two-dimensional cases
w (x, y) = c0 + c1x+ c2y + c3x
2 + c4y
2 + c5x
3 + c6y
3. (23)
To determine the value of unknown coefficients in Eq. (23), the interpo-
lation conditions are given [21]. In flow fields, we have
w (x0, y0) = W (x0, y0) ,
w′l = w′r,
w′′l = w′′r.
(24)
On the boundaries in flow fields, different types of boundary conditions
should be implemented [21]:
1 Inflow boundary condition
w (x0, y0) = W (x0, y0) ,
wcf =
1
12
(−W (x1, y1) + 7W (x0, y0) + 7W (x−1, y−1)−W (x−2, y−2)) ,
w′cf =
1
12∆x
(−W (x1, y1) + 15W (x0, y0)− 15W (x−1, y−1) +W (x−2, y−2)) .
(25)
2 Outflow boundary condition
w (x0, y0) = W (x0, y0) ,
wcf =
1
12
(25W (x1, y1)− 23W (x0, y0) + 13W (x−1, y−1)− 3W (x−2, y−2)) ,
w′cf =
1
12∆x
(35W (x1, y1)− 69W (x0, y0) + 45W (x−1, y−1)− 11W (x−2, y−2)) .
(26)
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3 Solid-wall boundary condition
w (x0, y0) = W (x0, y0) ,
wcf = − 1
12
(25W (x1, y1)− 23W (x0, y0) + 13W (x−1, y−1)− 3W (x−2, y−2)) ,
w′cf = − 1
12∆x
(35W (x1, y1)− 69W (x0, y0) + 45W (x−1, y−1)− 11W (x−2, y−2)) .
(27)
A sparse linear system of equations is constructed for whole flow field.
After solving the system of equations, all the spatial derivatives for each cells
are obtained, and the fitting formula in Eq. (23) can be used for reconstruc-
tion.
Spurious oscillations usually occur near the discontinuity in the process
of calculation. So the hybrid scheme in which cubic spline combined with
WENO is applied to deal with the discontinuity in flow fields [22]. In the
final system of equations for unknown coefficients in fitting formula, we have
R′ = σR+ (1− σ)mWENO, (28)
where R is the right hand side of this equation, σ is the minmod function
[23], and
mWENO =
1 + sign (Un)
2
WWENOcf +
1− sign (Un)
2
WWENOcf . (29)
In Eq. (29), WWENOcf is variable reconstructed by WENO scheme, Un is the
velocity normal to the cell interface.
4. NUMERICAL RESULTS
4.1. Couette flow
For planar Couette flow, the fluid flows between a surface sliding with a
constant velocity, U∞, and a stationary surface, is simulated under different
mesh sizes to verify two-stage fourth-order GKS. The computational domain
and its boundary conditions are shown in Fig. 1.
The reference length of Reynolds number is define as the height of the
channel. Between two plates, 20, 40, 80, 160 cells are used for accuracy test.
Velocity profiles under different grids and comparison results are given in
Fig. 2.
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L2 norm of residuals between the analytical solution and the numerical
approaches under different grids is given in Fig. 3. The slope of L2 norm
varying with mesh size is about 4, which shows that the proposed scheme
has fourth-order accuracy in space.
4.2. Shu-Osher shock-acoustic wave interaction problem
In this one-dimensional case, the computational domain in x-direction is
[−5, 5] and the initial flow field is given as [23]
(ρ, U, p) =
{
(3.857134, 2.629369, 10.33333) , x ≤ −4,
(1 + 0.2 sin (5x) , 0, 1) ,−4 < x. (30)
Comparison result of density profile at t = 1.8 is shown in Fig. 4. The grid
size is 0.025 and the time step is 10−4.
This Shu-Osher’s problem shows the difficulty of capturing both small-
scale structure and shocks in flow. In previous Navier-Stokes solver, the
artificial dissipation usually deteriorates description of delicate structure. To
remove spurious dissipation, the GKS couples the transport and collision
in resolving flow evolution. High-order reconstruction ensures exactness in
modeling nonlinear phenomenon in flow structure.
4.3. Woodward-Colella blast wave problem
Another one-dimensional Riemann problem is Woodward-Colella blast
wave [24], which consists of two discontinuities in pressure that lead to strong
shock waves which interact with each other. The computational domain is
[0, 100] which discretized with 800 cells. On both ends of the computational
domain, the reflecting boundary condition is imposed. The initial condition
is
(ρ, U, p) =

(1, 0, 1000) , 0 ≤ x < 10,
(1, 0, 0.01) , 10 ≤ x < 90,
(1, 0, 100) , 90 ≤ x ≤ 100.
(31)
The density in initial flow field stay constant in space but there is huge
discontinuity in pressure. So this benchmark case can be used to test both
accuracy and robustness of the present scheme. The comparison results at
t = 3.8 with exact solution for density, velocity and pressure are given in
Fig. 5, Fig. 6 and Fig. 7 respectively.
Strong continuity with 105 times of difference in pressure will challenge
many Navier-Stokes solvers based on equilibrium assumption or flux vector
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splitting method. The deviation of equilibrium state leads to nonphysical
results. Post-shock oscillation, shock wave instability, sonic point glitch and
over-heating occur due to the above averaging dissipative mechanism in flux
vector splitting method. In our work, shock waves are accurately and ro-
bustly resolved. Dynamical and kinematical dissipation are coupled in resolv-
ing flow discontinuities. During reconstruction, the high-order interpolation
achieves high resolution in flux evaluation at the cell interface.
The cell size in uniform grid is 0.125 and the time step is 10−5. The
results exhibit that the fourth-order GKS has a very good accuracy in shock
capturing and good robust stability. In this case, the discontinuity is exactly
captured with low dissipation and without oscillation. In next case, this
property will be shown more notable.
4.4. Two-dimensional Riemann problem
In this part, the two-dimensional Riemann problem is carried out, which
involves interactions of shocks [25]. In this case, the two-stage fourth-order
GKS is applied to capture details in shock interaction. The computational
domain discretized by 400 × 400 grid is [−0.5, 0.5] × [−0.5, 0.5] and non-
reflecting condition is implemented at all outer boundaries. The initial con-
dition for this case is shown in Fig. 8.
The density contour at t = 0.3 is shown in Fig. 9. The shock interaction
is shown in Fig. 10. Many delicate details are presented. In traditional
Navier-Stokes solver based on equilibrium state, it is still a difficult problem
to exactly describe shock interaction and reflection without adding extra
artificial dissipation. For GKS, the approach is keeping the deviation of
Maxwellian and coupling particle transport and collision.
4.5. Shock-boundary layer interaction
This case is introduced to test the performance in simulation of shock-
wave/boundary-layer interactions [26]. Between two plates, a membrane is
located at the middle of the channel. Two different states are separated by it.
Interaction occurs when membrane is removed. The shock wave caused by
contact discontinuity moves to the right and reflects at the end of the channel.
The contact discontinuity and shock wave from reflection will interact with
each other. The flow also causes a boundary layer near the wall. They will
develop a shock-shock interaction and a shock-boundary layer interaction.
The flow field is in a [0, 1]× [0, 1] box. In this paper, [0, 1]× [0, 0.5] is chose
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to be computational domain, and the symmetric boundary is implemented
at the top, which is shown in Fig. 11.
The initial condition is
(ρ, U, p) =
{
(120, 0, 120/γ) , 0 < x < 0.5,
(1.2, 0, 1.2/γ) , 0.5 ≤ x < 1, (32)
where γ = 1.4, Mach number is 2.37 and the Reynolds number is 200. the size
of the mesh cell is ∆x = 0.002. The density distribution at t = 1 is presented
in Fig. 12(a). Under mesh in which cell size is 1/750, the computational
result is shown in Fig. 12(b).
The height of primary vortex agrees well with the results of Ref. [27]. On
mesh in which cell size ∆x = 1/500, the height of primary vortex computed
in Ref. [27] under advection upstream splitting method by pressure-based
weight function (AUSMPW) is 0.163. The result from the improved M-
AUSMPW is better, which is 0.168. Under the same mesh, the two-stage
four-order WENO GKS [11] obtains a height of 0.171. In this case, we also
obtain 0.17. Compared to fifth-order WENO scheme based on Navier-Stokes
equations in Ref. [28], in which the height of primary vortex is 0.16. the GKS
also has less dissipation and captures more details in shock/shear/boundary-
layer interactions. To show a more complicated flow structure, this case is
tested under mesh in which cell size ∆x = 1/750. The height of primary
vortex is 0.175. This result is consistent with Ref. [11].
In this case, the numerical results indicate good shock transition without
any noticeable oscillation. In this unsteady flow with strong discontinuities,
the spatial and temporal precision should be strictly ensured to capture the
gas evolution. The two-stage four-order GKS presents many physical details
in shock interaction, which demonstrates that both the high-order initial
reconstruction and high-order gas evolution model are important in CFD
simulations.
4.6. Forward-facing step flow
In this case, unstructured hybrid mesh with adaptive mesh refinement
(AMR) is applied for shock-capturing. The supersonic flow passes through a
forward-facing step whose height is 1/6 that of computational domain. The
ratio of length to height is 3 : 1. The boundary condition is shown in Fig. 13.
The Mach number of free stream is 3.0 and the Reynolds number is 1000.
The computation is started under a coarse mesh with 2325 cells. After con-
vergence, the coarse mesh is refined within the region where gradient and
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vorticity are greater than mean level. After refinement, there are quadri-
laterals, pentagons and hexagons in the mesh. The total number of cells is
finally 43368. The initial mesh and refined hybrid mesh are given in Fig. 14
and Fig. 15 respectively.
Under unstructured mesh, convergence can be achieved at rather lower
computational cost with coarse mesh. But resolution should be improved by
AMR. Finally, the shock wave is captured with very high accuracy. The den-
sity and pressure distributions are plotted in Fig. 16 and Fig. 17 respectively.
In CFD community, resolution for flow field depends on mesh. To resolve
delicate flow structure such as shock wave, boundary layer and other region
in which flow variables change greatly, cell size has to be controlled within
very small value. But under structured grid, the computational cost becomes
huge and many cells are distributed in unnecessary region. An efficient way
to improve resolution and reduce computational cost is developing high-order
scheme under unstructured hybrid mesh. Computation can be started under
a coarse mesh, after convergence, adaptive mesh refinement technique is ap-
plied to improve resolution for flow field. In this way, the number of cells is
much fewer than structured grid and computational cost for convergence is
cut down. But in this case, shock waves and their interaction are captured
accurately.
4.7. Hypersonic flow around a circular cylinder
A hypersonic flow passes around a unit circular cylinder. For comparison
with experimental data, only half cylinder is tested. The flow condition is
given as Ma∞ = 8.03, Re∞ = 183500, and T∞ = 124.94K. The adiabatic
boundary condition is implemented on solid wall and the wall temperature
is 294.44K. The computational domain and boundary condition are given in
Fig. 18.
To reduce the number of mesh cells, AMR is applied to resolute the shock
wave and the boundary layer. The initial mesh plotted in Fig. 19 contains
4800 cells. After convergence, the mesh is refined around region of shock
wave and near wall. The final hybrid mesh with 14172 mesh cells is shown
in Fig. 20.
The pressure and Mach number distribution are given in Fig. 21 and
Fig. 22. This results are consistent with that in Ref. [11].
The aerodynamic property and heat conducting is tested in this case. So
the pressure and heat flux along the surface of cylinder are compared with
Ref. [29]. Comparison results are plotted in Fig. 23 and Fig. 24 respectively.
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Computational results based on the numerical method proposed in this
paper agree very well with experimental data. In this case, unstructured
hybrid mesh is very flexible in implementing AMR to reduce the number of
mesh cells. The carbuncle phenomenon does not appear in this hypersonic
flow. The robustness of present method is also very good in reconstruction
for hybrid mesh.
In this case, the hypersonic viscous flow is simulated under unstructured
hybrid mesh. To resolve the shock wave, the hybrid mesh is applied in
AMR around the discontinuity. The way of high-order interpolation is proved
to be robust in non-manifold mesh data structure. In mesh refinement for
boundary layer around surface of a cylinder, newly added vertex should be
distributed according to curves of circular cylinder. So, the two-stage fourth-
order GKS under unstructured mesh blended with AMR is satisfied to accu-
rately compute incompressible and compressible flows and limits the number
of cells. These advantages extend application of high-order accurate schemes
to simulate flows over bodies of complex configuration.
5. Conclusions
In this paper, a two-stage fourth-order gas-kinetic scheme based on a
cubic spline interpolation under unstructured hybrid mesh is proposed for
subsonic flow, supersonic flow and hypersonic flow. Instead of the four-stages
Runge-Kutta conventional method for temporal evolution, the current two-
stage method is more efficient in time advancing. In flux evaluation, the
cubic spline interpolation is applied to reconstruct equilibrium state. To
treat flow discontinuities, a hybrid WENO/spline approach is adopted to
avoid spurious oscillations. This method is efficient under unstructured mesh
especially when blended with AMR. To reduce the number of cells and cut
down unnecessary computational cost, the advantage in dealing with non-
uniform mesh which is not distributed regularly is crucial. Several cases are
conducted to demonstrate the performance of the proposed scheme. Both in
smooth flow and strong discontinuity, shock wave/boundary interaction, the
proposed method is very robust and can give very accurate results.
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Figure 1: The computational domain for the Couette flow.
Figure 2: The comparison results for velocity profiles of the Couette flow.
18
Figure 3: The L2 norm for residual of the Couette flow.
Figure 4: The comparison results for density profile of Shu-Osher problem.
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Figure 5: The comparison result for density profile of the Woodward-Colella blast problem.
Figure 6: The comparison results for velocity profile of the Woodward-Colella blast prob-
lem.
20
Figure 7: The comparison results for pressure profile of the Woodward-Colella blast prob-
lem.
Figure 8: The initial condition of two-dimensional Riemann problem.
21
Figure 9: The density contour at t=0.3 in two-dimensional Riemann problem.
Figure 10: The shock interaction at t=0.3 in two-dimensional Riemann problem.
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Figure 11: The computational domain for the viscous shock tube flow.
(a) (b)
Figure 12: The density distribution of the viscous shock tube flow.
(a) ∆x = 1/500, (b) ∆x = 1/750.
Figure 13: The boundary condition for the flow over a forward-facing step.
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Figure 14: The initial mesh for the flow over a forward-facing step.
Figure 15: The refined mesh for the flow over a forward-facing step.
Figure 16: The density distribution of the flow over a forward-facing step.
Figure 17: The pressure distribution of the flow over a forward-facing step.
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Figure 18: The computational domain for the hypersonic flow over a circular cylinder.
25
Figure 19: The initial mesh for the hypersonic flow over a circular cylinder.
26
Figure 20: The refined mesh for the hypersonic flow over a circular cylinder.
27
Figure 21: The pressure distribution of the hypersonic flow over a circular cylinder.
28
Figure 22: The Mach number distribution of the hypersonic flow over a circular cylinder.
Figure 23: The pressure distribution on the surface of a circular cylinder in hypersonic
flow.
29
Figure 24: The heat flux distribution on the surface of a circular cylinder in hypersonic
flow.
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