The purpose of this paper is to study the asymptotic behavior of a large class of stochastic processes which have been used as models of learning experiments. We will do this by applying a theory of chains of infinite order, or "cha'fnes a liaisons compl~tes." Namely, we shall employ certain limit theorems for stochastic processes whose transition probabilities depend on the entire past history of the process, but only slightly on the remote past.
Such theorems were given by Doeblin and Fortet [3] in a form close to that we employ; however, in order to accommodate certain cases of learning models we found it necessary to relax somewhat their hypotheses. A self-contained discussion of these and some additional results is the content of Section 2.
The processes which we shall study with these tools are called "linear learning models." From a psychological standpoint these models are very simple.
A subject is presented a series of trials, and on each trial he makes a response, which consists of a choice from a finite set of possible actions. This response is followed by a reinforcement (again one of a finite number).
The assumption of the model is that the subject's response probabilities on the next trial are linear functions of the probabilities on the present trial, :;
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Many results about such models may be found in Bush and Mosteller [2] ,Estes [4] , and Estes and Suppes [6] . We will also study here models constructed along similar lines for experiments involving two or more subjects and a type of interaction between them [6, Section 9] and Atkinson and Suppes [1] . Precise definitions of these processes are given below in Section 3.
The references mentioned above do not, except in very special cases,
give a thorough treatment of asymptotic properties. We shall prove that under general conditions linear learning models exhibit "ergodic" behavior;
that is, that after much time has passed these processes become approximately stationary and the influence of the initial distributions goes to zero. This is not the case for all models which have been used in experimental work, but it seems as if ergodic behavior can be proved by our method in almost all the cases in which one might expect it. Our theorems to this effect, their proofs and some corollaries are given in Section 4.
The major work so far on limiting behavior of learning models is Karlin [8] , who obtains detailed limit theorems for certain classes of models.
However, the results and even the techniques of Karlin's paper do not apply to many cases of interest. His starting point is a representation of the linear model as a Markov process whose states are the response probabilities.
Two typical situations when such a representation is impractical arise (i) when the probabilities with which the reinforcement is selected depend on two or more previous responses, and (ii) in the many-person situations mentioned above. Both these situations can (and will) be studied using infinite order chains, and ergodic behavior established under mild restrictions. On the other hand, Karlin's work treats interesting non-ergodic cases outside the scope of our approach. For example, consider a T-maze experiment in which the subject (a rat, say) is reinforced (rewarded) on each trial regardless of whether he goes left or right. In the appropriate linear model, the probability of a left turn eventually is either nearly 0 or nearly 1, and which it is depends upon the rat's initial response probabilities. The mOdel of this experiment has been thoroughly studied in [8, Section 2] , and these results have been generalized by Kennedy [9] .
In conclusion we comment that both more detailed results and other applications seem possible using the ideas of "infinite order chains." We hope to contribute further to this development in the future.
Chains of Infinite Order.
In this section we present a theory of non-Markov stochastic processes where the transition probabilities are influenced only slightly by the remote past. The original convergence theorems for this type of process are due to Doeblin and Fortet [3] ; they are given here ina generalized form (Theorems 2.1 and 2.2). The weaker hypotheses make the proof of Lemma 2.1 more complicated than it is in [3] , but the other proofs are not much affected.
T .. E. Harris has also studied these chains; we shall not use his results but remark that his paper [7] gives additional references and background on the subject. Finally we point out that the restriction to a finite number of states is not essential, and the theorems can be extended to the denumerable case without much change of methods. 
m-

0
The starting point for the theory will be a set of functions Pi (x) defined for all i € I and all sequences x (including the sequence~of length zero) and having the properties (2.1)
The function Pi(x) will be interpreted as the conditional probability that a path function of the random process will go next to state i , having just occupied state i , o previously i l , etc. With this interpretation in mind we define inductively the "higher transition probabilities": The absolute value in the first term is less
account of (2.3) and assuming that n = 1, we obtain the estimate o (2·7) (In case n > 1 , o the same idea can be carried out; the details are more cumbersome and will not be given.)
Now (2.7) can be iterated to obtain an estimate of E After some computation the result is
If the series are extended to infinity, the ine~uality remains true; calling
But it can be shown without much difficulty that
we obtain Af, In view of Lemma 2.1, for any € > 0 there is an m such that if the two P rocesses have occupied the same states for a period which includes J' at o least m times and ends sometime before time n, then their probabilities of being in state i at time n differ by at most €/2. But it follows from condition (2.3) that with probability one, there will sometime be a can take n large enough so that this simultaneous "run" of state period of length m during which both processes remain in state occur before time n with probability not less than 1 -€/2 Finally we will prove convergence theorems for certain "moments" which are useful in studying experimental data. The idea is that if we have a -11-stochastic process with the functions Pi(x) for transition probabilities, the probability p. (x )
. J.'m that the state at time ill is i given the past history x is itself a random variable, and so it makes sense to study m E(p~(x )). More formally, define 
provided m and k are large. Since the limit of a~(m+k,x) l exists as m+k-. 00 , we can conclude that the limit is the same for all x .
It is also desirab.leto consider some additional "cross" moments involving Pi(x m ) for several states at once; accordingly we define We obtain the linear model studied intensively in [6] by setting: 
J,n
The moments (3.4) are formed in an unsymmetrical way; however, they enter in a natural way in the expression of quantities which are easily observed experimentally --for instance, the joint probability P(~n+l = j'~n = j). (For other examples, see (6] .)
We are also interested in studying extensions of the linear model to multiperson situations. We may suppose that we have s subjects ina situation such that the probability of a particular reinforcing event for anyone subject will depend in general on preceding responses and reinforcements of the other s -1 subjects as well as on his own prior responses and reinforcements. The data on each trial may then be represented by an of integers with l<j. <r., We may then generalize Axiom L to:
where o<g(i)
Experimental tests of Axiom M for two-person situations are reported in Estes [5] and in Atkinson and Suppes [1] . Let 
Asymptotic Theorems for Learning Models.
After dealing with some matters of notation, we state general theorems on the existence of asymptotic moments. The hypotheses of the theorems give some broad conditions which guarantee ergodic behavior. We begin with the one-person models satisfying Axiom L.
In this section it will be convenient to use some of the notation of E on trial n.) It is to be noticed that the use of n on one side k,n and n' on the other side of (4.1) yields independence of trial number.
The term reinforcement schedule has been used because of its fre~uent occurrence with approximately this meaning in the experimental literature.
·For theconditfonal probabilities of (4.1) we shall use the notation (4.2 )
We may now state the first general theorem • . We .do not know that gk F 0 , but as we apply. Axiom L repeatedly, we obtain the .factor (l-gk*) at least m times, so that
where h is the length of x ."J The difference term on the rigntof this "J If all gk F 0 , the original condition given in [3] would be satisfied; our weaker condition (2.5) allows inclusion of cases where some of the gk are 0 (i.e. where there can be trials~ithout a reinforcement).
inequality is not more than 1 , so that from (4.4) we obtain the estimate for m > m* whence which is (2.5). Experimental data for v = 0,1,2 are given in Estes [5] .
II.
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A pair of corollaries follow from the theorem just proved which are exactly like the two given after ,Theorem 4 ,.1 .
