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Methods for Handling Measurement Error and
Sources of Variation in Functional Data Models
Xiaochen Cai
The overall theme of this thesis work concerns the problem of handling measurement error
and sources of variation in functional data models. The first part introduces a wavelet-
based sparse principal component analysis approach for characterizing the variability of
multilevel functional data that are characterized by spatial heterogeneity and local features.
The total covariance of the data can be decomposed into three hierarchical levels: between
subjects, between sessions and measurement error. Sparse principal component analysis in
the wavelet domain allows for reducing dimension and deriving main directions of random
effects that may vary for each hierarchical level. The method is illustrated by application
to data from a study of human vision. The second part considers the problem of scalar-
on-function regression when the functional regressors are observed with measurement error.
We develop a simulation-extrapolation method for scalar-on-function regression, which first
estimates the error variance, establishes the relationship between a sequence of added error
variance and the corresponding estimates of coefficient functions, and then extrapolates
to the zero-error. We introduce three methods to extrapolate the sequence of estimated
coefficient functions. In a simulation study, we compare the performance of the simulation-
extrapolation method with two pre-smoothing methods based on smoothing splines and
functional principal component analysis. The third part discusses several extensions of the
simulation-extrapolation method developed in the second part. Some of the extensions are
illustrated by application to diffusion tensor imaging data.
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CHAPTER 1. INTRODUCTION 1
Chapter 1
Introduction
Functional data consist of a sample of curves, surfaces, or images that are observed over a
continuum. The continuum is often time, but it may also be position, frequency, etc. As
modern technology advances, functional data are now commonly collected in scientific stud-
ies. Some examples of functional data are growth curves (Ramsay and Silverman, 2005),
handwriting data (Ramsay and Silverman, 2005) and functional neuroimaging data, includ-
ing positron emission tomography (PET) (Reiss et al., 2010), near-infrared spectroscopy
(NIRS; Reiss and Ogden (2007), Zhao et al. (2012)), and electroencephalography (EEG)
data (Di et al., 2009).
In practice, functional data are observed discretely. A key assumption that makes the
discrete data functional is that there exists an underlying function or process that gives rise
to the observed data and the function or process is smooth, perhaps twice differentiable.
So the ordering of observations is well defined. In contrast, the ordering of observations is
arbitrary with multivariate data.
Functional data are often contaminated by some measurement error. A classic model
to express that is given by
Zid = Xi(td) + εid 0 ≤ td ≤ 1, d = 1, ..., D (1.1)
where Zid is the observation for subject i at point td, Xi(td) is the smooth underlying
function or process Xi evaluated at point td, and εid is measurement error, which is often
assumed to be independently and identically distributed (i.i.d.) normal with mean 0 and
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variance σ2ε . Here, we assume that the points are sampled over some common grid on [0, 1]
for all subjects. But, in practice, the sampled points could vary by subject. Model (1.1)
for a given i is the classical nonparametric regression model (Ruppert et al., 2003; Wood,
2006a), where the function Xi needs to be estimated based on {td, Zid}d=1,...,D. In contrast
to parametric regression model, no strong assumptions about the functional form of Xi is
needed here.
In functional data analysis, we are generally interested in two main types of questions.
The first type of question is the representation of functional data. Functional data are inher-
ently high-dimensional trajectories, which are snapshots of an infinite-dimensional function
space. So a primary objective in terms of representing functional data is to reduce dimen-
sion. Section 1.1 will review some basic tools for dimension reduction. The second type
of question is the relationship between functional data and other responses or covariates.
Models for functional data may resemble those for conventional multivariate data. Section
1.2 will review functional regression with an emphasis on scalar-on-function regression, a
functional extension of classic linear regression. Section 1.3 will give an outline of the rest
of the thesis.
1.1 Basic tools for dimension reduction
In terms of representing functional data, splines and wavelet bases, for example, are typical
building blocks to consider. Along with those building blocks, we require some meth-
ods to control model complexity or dimension so that the potentially infinite-dimensional
functional data can be represented within a finite-dimensional framework. Methods for im-
plementing dimension reduction are summarized into two types (Müller, 2008). One is by
thresholding basis expansion at some finite number of terms, as we will see in wavelet (hard)
thresholding and functional principal component analysis. The other is by regularization,
that is, by adding a penalty term penalizing the roughness of curve estimates, as we will
see in penalized splines.
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1.1.1 Splines
Estimating the underlying function Xi(t) for a given subject i is usually done by representing
the function through a linear expansion of some basis functions. A common choice of basis
is polynomial spline basis, due to its good theoretical approximation properties (Green and
Silverman, 1994; de Boor, 2001; Ramsay and Silverman, 2005). Suppose that we represent





where Bk(t) is a spline basis function and γik is its coefficient. To allow for flexible control
over smoothness, model (1.1) can be fitted by minimizing the following penalized residual
sum of squares criterion over γi
‖Zi −Bγi‖2 + λγTi Rγi (1.2)
where Zi = (Zid)
T
d=1,...,D, B = [Bk(td)]d=1,...,D;k=1,...,K , γi = (γik)
T
k=1,...,K , λ is the tuning







is a K×K matrix so that γTi Rγi provides a
measure of roughness for the function Xi(t). The tuning parameter λ balances the tradeoff
between the goodness of fit and the roughness of the function. It may be chosen by cross
validation (CV), where the criterion is obtained by partitioning the observations into several
validation samples and calculating the cross validated mean squared error averaged over
validation samples. Typically, CV is computationally intensive. To reduce the computation
cost, the tuning parameter λ may be chosen by generalized cross validation (GCV; Craven
and Wahba (1979)) or restricted maximum likelihood (REML) estimate (Ruppert et al.,
2003). The latter is due to the relationship between equation (1.2) and a linear mixed effects
model, where λ can be viewed as a variance component for the random effects. In practice,
it is common to use cubic B-spline basis functions with knots chosen at the sampled points,
which is usually referred as smoothing splines. When the number of points becomes very
large, a lower dimensional B-spline basis might be used due to its computational efficiency
(Ramsay and Silverman, 2005).
A closely related method to smoothing splines is called P-splines, which uses a difference
penalty on coefficients of adjacent B-splines (O’Sullivan, 1986; Eilers and Marx, 1996).
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Specifically, the roughness penalty γTi Rγi in equation (1.2) is given by





where Dm is a (K −m)×K matrix such that Dmγi provides the m-th order differences of
γi. For example, when m = 2,
Dm =

1 −2 1 0 · · · 0







0 · · · 0 1 −2 1

P-splines are shown to have a strong connection with smoothing splines, in that the dif-
ference penalty can be viewed as a discrete approximation to the integrated square of the
m-th derivative penalty. P-splines allow for a moderate number of knots and thus are low-
dimensional smooths with great computational advantage. The tuning parameter λ may
be chosen by Akaike information criterion (AIC), GCV (Eilers and Marx, 1996) or REML.
1.1.2 Wavelets
The ability to handle functions with jumps or spikes makes wavelets a very attractive tool in
signal processing, such as in infrared spectroscopy and nuclear magnetic resonance (NMR)
(Ogden, 1997; Nason, 2008). A square-integrable function in L2(R) can be decomposed into







where ψl,k is a wavelet function with dilation index l and translation index k (l and k are




What distinguishes wavelets is the particular form of basis functions, which allows for a
representation consisting of various localized features across various resolution levels. The
set of all wavelet functions are derived from a single function ψ, called the mother wavelet,
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and the mother wavelet is constructed in a way such that the set of wavelet functions form
an orthonormal basis for L2(R). Wavelets are naturally associated with multi-resolution
analysis, in the sense that they allow for examining a function progressively by considering
finer and finer details. Wavelets can be well adapted to a bounded interval like [0, 1], with
periodic boundary conditions imposed.
Assume that the sampled points are equally spaced and the number of pointsD = 2L (for
some integer L ≥ 0). Another basis function, orthogonal to each of the others, designated as
ψ−1,0 and termed the father wavelet, is needed together with the other 2
L−1 basis functions
ψl,k, l = 0, ..., L − 1, k = 0, ..., 2l − 1 generated by the mother wavelet (there are 2l basis
functions at level l). Let W be the D × D orthonormal wavelet basis matrix whose rows
are wavelet basis functions evaluated at the D points. Then empirical wavelet coefficients
for Zi can by computed by the discrete wavelet transformation (DWT)
wi = WZi
where wi is a length-D vector of empirical wavelet coefficients. In practice, the DWT
can be performed by a fast O(D) algorithm (Mallat, 1989). The dimension reduction
is usually done in the wavelet domain by thresholding and/or shrinkage. Two popular
methods are hard thresholding and soft thresholding, where the threshold might be chosen
as the universal threshold (Donoho and Johnstone, 1994). Soft thresholding is also the least
absolute shrinkage and selection operator (LASSO) solution, which does both shrinkage and
selection (Tibshirani, 1996). Generally, wavelets achieve dimension reduction by imposing
sparsity, while splines impose smoothness (Hastie et al., 2005).
1.1.3 Functional principal component analysis
Functional principal component analysis (FPCA) provides a tool to extract the main di-
rections that functional data may vary. Here, we treat the function or process Xi(t) as
random. Let ΣX(t, t
′) = Cov[Xi(t), Xi(t
′)] be the auto-covariance function of Xi(t), then
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eigenvalues λk and eigenfunctions φk(t) can be obtained by solving∫ 1
0
ΣX(t, t






k(t) dt = 1 and
∫ 1
0 φk(t)φk′(t) dt = 0, for k 6= k
′. By Karhunen-Loève
theorem, the function Xi(t) can be represented by a linear expansion of eigenfunctions
φk(t)




where µ(t) = E(Xi(t)) and ξik are functional principal component scores, which are uncor-
related random variables with mean 0 and variance λk. In contrast to spline and wavelet
basis expansions, the basis functions φk(t) are determined by the function which they are





In practice, we want to choose finitely many eigenfunctions to approximate the function
Xi(t). The number of eigenfunctions K may be chosen by a pre-specified proportion of





In practice, the function Xi(t) is observed discretely and is often subject to measurement
error. In the presence of measurement error, the total covariance matrix can be decomposed
as
ΣZ = ΣX + σ
2
ε I
where ΣZ and ΣX are covariance matrices of Zi = (Zid)
T
d=1,...,D and Xi = (Xi(td))
T
d=1,...,D,
respectively. ΣZ can be estimated by the method of moments estimator, denoted as Σ̂Z .
ΣX can be estimated by applying a bivariate smoother on the off-diagonal terms of Σ̂Z
(Staniswalis and Lee, 1998). Standard FPCA can then be applied on Σ̂X to obtain esti-
mated eigenvalues and eigenfunctions. Note that there is no guarantee that Σ̂X will be
nonnegative definite. A simple correction is to ignore the negative eigenvalues and corre-
sponding eigenfunctions (Yao et al., 2003). Functional principal component scores can be
estimated by the best linear unbiased prediction (BLUP; Yao et al. (2005)).
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1.2 Functional regression
Functional regression aims to model the relationship between functional data and other
responses or covariates. The models often resemble those for conventional multivariate
data, but are extended to the functional context. Generally, functional regression may be
categorized into three types: (1) scalar-on-function regression, where responses are scalar
and regressors are function, (2) function-on-scalar regression, and (3) function-on-function
regression (Ramsay and Silverman, 2005). We will focus on scalar-on-function regression,
where the responses are scalar and the regressors are functions.
A simple scalar-on-function regression model is given by
Yi = β0 +
∫ 1
0
Xi(t)β(t)dt+ δi i = 1, ..., n (1.3)
where Yi are continuous responses, β0 is the intercept, β(t) is the coefficient function and δi
are errors. Further, it is assumed that β(t) is smooth and δi are i.i.d. normal with mean 0
and variance σ2δ . However, model (1.3) is not identifiable, in that the functional regressors
are infinite-dimensional. Dimension reduction becomes a necessity for scalar-on-function
regression. General approaches for dimension reduction can be summarized into two types
(James et al., 2009). One is by representing β(t) using a selected set of basis functions and
converting the problem to classic linear regression. The other is by representing β(t) using
a rich set of basis functions and adding a penalty term controlling over the smoothness of
the estimate of β(t).
For the first approach, it is common to consider expanding β(t) in terms of the first K





where ωk are coefficients. Then the problem is to minimize the following residual sum of




where Y = (Yi)
T
i=1,...,n, X(t) = (Xi(t))
T
i=1,...,n, Φ(t) = (φk(t))
T
k=1,...,K , and ω = (ωk)
T
k=1,...,K
(Cardot et al., 1999). This method is referred as functional principal component regression
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(FPCR). The number of principal components K can be viewed as a tuning parameter,
which controls over the smoothness of the estimate of β(t). However, as pointed out in
Cardot et al. (1999, 2003), this method might result in an estimate of β(t) that is too
rough.






where bk are coefficients. Then consider minimizing the following penalized residual sum of




where B(t) = (Bk(t))
T
k=1,...,K , b = (bk)
T
k=1,...,K , and R is a K × K matrix so that bTRb
provides a roughness measure for the coefficient function β(t). A common choice of basis
is a B-spline basis and R may be taken as R = DTmDm (Marx and Eilers, 1999), where







(Cardot et al., 2003). The latter generally gives consistent estimates of β(t). Alternatively,
the basis may be taken as a truncated power series spline basis and R may be taken as
R = diag(0, 0, 1, ..., 1) (Goldsmith et al., 2011a). The tuning parameter λ, which balances
the tradeoff between the goodness of fit and the curvature of the coefficient function, is
generally chosen by GCV or REML.
Combining the above two approaches, Reiss and Ogden (2007) developed a version
of FPCR which uses B-splines and a roughness penalty in the regression. The tuning
parameter may be chosen by GCV or REML. For ease of interpretation, it might be desirable
to produce an estimate of β(t) that is zero over the region where there is no relationship
between the responses and the functional regressors. James et al. (2009) proposed functional
linear regression that’s interpretable (FLiRTI), which reformulated the problem to variable
selection with sparsity imposed on appropriately chosen derivatives of β(t). For functional
regressors that are characterized by local features at various scales, Zhao et al. (2012)
developed a wavelet-based LASSO method which expands β(t) by wavelet basis functions
and converted the problem to variable selection in the wavelet domain.
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In addition, model (1.3) may be extended to incorporate responses that have an expo-
nential family distribution, which is often referred as generalized functional linear model.
Suppose that Yi has an exponential family distribution with E(Yi) = µi, then a simple
generalized functional linear model is given by
g(µi) = β0 +
∫ 1
0
Xi(t)β(t)dt i = 1, ..., n (1.4)
where g is a link function. The ideas for fitting model (1.4) resemble those for scalar-
on-function regression model when Yi has a normal distribution. Details can be found in
Marx and Eilers (1999), James (2002), Cardot and Sarda (2005), Reiss et al. (2010), and
Goldsmith et al. (2011a).
1.3 Thesis outline
The rest of the thesis will present three pieces of work on handling measurement error and
sources of variation in functional data models. The first part, presented in chapter 2, con-
siders the problem in which there are repeated measurements and measurement error made
in functional data. We consider a multilevel functional mixed effects model and introduce a
wavelet-based sparse principal component analysis (PCA) approach to fit the model. The
methodology is applied to a study of human vision for characterizing variability at multiple
levels. The second part, presented in chapter 3, deals with measurement error in functional
regressors for scalar-on-function regression model. The proposed methodology is based on
the simulation-extrapolation (SIMEX) algorithm (Cook and Stefanski, 1994) for correcting
bias in estimation caused by measurement error. We introduce three methods to perform
the extrapolation, which we term as linear, nonlinear and local polynomial extrapolation.
In a simulation study, the proposed method is compared to two pre-smoothing methods
based on smoothing splines and FPCA. The last part, presented in chapter 4, discusses
several extensions of the SIMEX algorithm for scalar-on-function regression developed in
the second part and illustrates some of the extensions by an application to diffusion tensor
imaging data. Chapter 5 gives conclusion and describes future research direction.
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Chapter 2
Wavelet-based sparse principal
component analysis for multilevel
functional data
2.1 Introduction
In this chapter, we are interested in characterizing the variability of functional data and,
when there are repeated functional measurements and measurement error made on each
individual, in apportioning the various sources of variability.
The data that motivate this work arise in a study of human vision (Greene and Ogden,
2008; Ogden and Greene, 2010), where the functional measurements were made on each
subject repeatedly over multiple sessions. We regard session as a random effect, nested
within each subject. The vision data have been analyzed in the recent literature. With the
use of wavelet methods, Greene and Ogden (2008) analyzed the data of each subject in each
session separately and examined error sources at several scales. Later, they extended the
analysis by modeling all sessions together but separately for each subject using a functional
data model which consisted of functional random effects and measurement error (Ogden
and Greene, 2010). In this work, we consider the problem of modeling all subjects in all
sessions simultaneously.
CHAPTER 2. WAVELET-BASED SPARSE PRINCIPAL COMPONENT ANALYSIS
FOR MULTILEVEL FUNCTIONAL DATA 11
Other authors have described various approaches for dealing with related problems of
modeling nested functional data. Brumback and Rice (1998) generalized smoothing splines
for the analysis of nested samples of curves by relating them to a corresponding linear mixed
effects model. In their treatment, level-specific functional deviations were considered to be
fixed instead of random effects. Guo (2002, 2004) considered a rather general functional
mixed effects model and used smoothing splines to model both the fixed effects and the
random effects. When functional data are characterized by spatial heterogeneity and local
features of varying scales, wavelet-based methods are often preferred. Morris et al. (2003)
considered a hierarchical multilevel model and proposed a wavelet-based Bayesian approach
to fit the model. Morris and Carroll (2006) and Morris et al. (2008) extended the idea to
fit a more general functional mixed effects model. A Markov chain Monte Carlo (MCMC)
simulation was used to obtain posterior samples of model parameters in the wavelet space
model. In addition to splines or wavelets based methods, Di et al. (2009) introduced multi-
level FPCA and fitted a two-way functional analysis of variance (FANOVA) model. Later,
Greven et al. (2010) extended the idea to fit a longitudinal functional mixed effects model.
In this work, we consider a multilevel functional mixed effects model for modeling
nested functional data and propose a wavelet-based sparse PCA approach to fit the model.
Wavelets are especially effective for modeling functions with local features at a range of
scales, which is what we observe in the vision data. The total covariance of the data,
which we represent as an autocovariance function, can be nicely decomposed into three hi-
erarchical levels: between subjects, between sessions (within subjects), and within sessions
(measurement error). Our model differs in two ways from previous work. In contrast to
Yao et al. (2003), Yao et al. (2005), Di et al. (2009) and Greven et al. (2010), who require
the covariance functions to be smooth, in light of the “spiky” and multiresolution behavior
of our data, we will instead model the data in the wavelet domain and seek for a sparse
solution. In contrast to other modeling on functional data in the wavelet domain (Morris
et al., 2003; Morris and Carroll, 2006; Morris et al., 2008), we do not require the covari-
ance structure in the wavelet domain to be diagonal. Johnstone and Lu (2009) described a
general principle for sparse PCA: when the number of dimensions is comparable or much
larger than the sample size, some initial dimension reduction can be performed before ap-
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plying PCA, by transforming the data into a domain with sparse representation. We follow
this general principle modeling in the wavelet domain to allow for dimension reduction and
extraction of main directions of random effects that may vary for each hierarchical level.
The spatial adaptivity of wavelet methods allows for capturing possibly different smooth
and spiky features between the fixed and random effects. The fixed effect is adaptively
regularized by wavelet shrinkage methods. Autocovariance surfaces and eigenfunctions of
random effects are adaptively regularized by wavelet-based sparse PCA.
2.2 Wavelet-based multilevel functional model
2.2.1 Multilevel functional model
For ease of presentation, the model is described within the context of our data, but it would
be straightforward to generalize to other models with similar structure or with more levels.
If curves are observed on a compact set, assumed to be [0, 1] without loss of generality, the
multilevel functional model is given by
Zi,j(t) = µ(t) + Si(t) + Ui,j(t) + εi,j(t), 0 ≤ t ≤ 1 (2.1)
where Zi,j(t) is the functional observation for subject i at session j, µ(t) is the (fixed) overall
mean function, Si(t) is the (random) subject-specific functional deviation with mean 0
and autocovariance function VS(t, t
′), and Ui,j(t) is the (random) session-specific functional
deviation with mean 0 and autocovariance function VU (t, t
′). We assume that εi,j(t) is
measurement error with mean 0 and autocovariance function Vε(t, t
′) = σ2ε I(t = t
′), for
i = 1, ..., I, j = 1, ..., Ji and that Si(t), Ui,j(t), and εi,j(t) are mutually uncorrelated.
In practice, we only observe these curves sampled over some discrete grid. So assuming
that the sampled points t1, ..., tD are equally spaced for simplicity, the discrete version of
model (2.1) is then
Zi,j = µ+ Si +Ui,j + εi,j (2.2)
where Zi,j = (Zi,j(td))
T
d=1,...,D, µ = (µ(td))
T





d=1,...,D, and εi,j = (εi,j(td))
T
d=1,...,D are vectors of length D. Covariance matri-
ces of Si, Ui,j , and εi,j are VS = [VS(td, td′)]d;d′=1,...,D, VU = [VU (td, td′)]d;d′=1,...,D, and
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Vε = [Vε(td, td′)]d;d′=1,...,D = σ
2
ε I, respectively.
2.2.2 Model in the wavelet domain
Wavelets are particularly good for handling functions with spatial heterogeneity and local
features (Ogden, 1997; Nason, 2008). The construction of wavelet basis functions allows for a
representation consisting of various localized features across different resolution levels. Thus
wavelets are naturally associated with multiresolution analysis. One of the key properties
of wavelets is that they can represent well a wide class of functions with relatively few
coefficients, which leads to great efficiency in dimension reduction.
Assuming that the number of sampled points D is a power of 2, that is D = 2L (for
some integer L ≥ 0), we will apply the DWT on response vectors Zi,j . Let W be the D×D
orthonormal wavelet basis matrix whose rows are wavelet basis functions evaluated at D
sampled points. The vector of empirical wavelet coefficients corresponding to Zi,j is given
by
wi,j = WZi,j
where wi,j = (wi,j,d)
T
d=1,...,D is a length-D vector. Here, to simplify notations, we use d to
index wavelet coefficients at various scales l = −1, ..., L − 1 and locations k = 0, ..., 2l − 1.
In practice, the DWT is performed by a fast O(D) algorithm (Mallat, 1989). The model in
the wavelet domain is then given by
wi,j = α+ δi + γi,j + εi,j (2.3)
where α = (αd)
T
d=1,...,D, δi = (δi,d)
T
d=1,...,D, γi,j = (γi,j,d)
T
d=1,...,D, and εi,j = (εi,j,d)
T
d=1,...,D
are vectors of wavelet coefficients corresponding to µ, Si, Ui,j , and εi,j , respectively. The
vectors wi,j , α, δi, γi,j , and εi,j have length D, the same length as in the original domain.
Covariance matrices for δi and γi,j are
Vδ = WVSW
T Vγ = WVUW
T
whose dimensions are D ×D. Due to the orthogonality of the wavelet transformation, the
vector of errors in the wavelet domain εi,j is white noise with covariance matrix σ
2
ε I.
CHAPTER 2. WAVELET-BASED SPARSE PRINCIPAL COMPONENT ANALYSIS
FOR MULTILEVEL FUNCTIONAL DATA 14
2.3 Estimation procedure
2.3.1 Estimation of the mean
The mean function could be estimated by simply taking the sample average in the original
domain or equivalently in the wavelet domain, but that would not account for the functional
nature of the data. We consider applying shrinkage/thresholding methods to the wavelet
transform of the sample average and then transforming it back to the original domain to










Given a threshold value τ , we could apply either hard or soft thresholding (Donoho and




α̂H,τd = α̂dI(|α̂d| > τ)
The soft thresholded estimate is given by α̂S,τ = (α̂S,τd )
T
d=1,...,D, where
α̂S,τd = sgn(α̂d)(|α̂d| − τ)+
Here, It remains to choose the threshold value τ . One simple choice is the universal threshold




where σε can be estimated, as will be laid out in section 2.3.2. Then the estimate of the
mean function µ̂ in the original domain can be obtained through the inverse DWT of the
thresholded estimate α̂τ = α̂H,τ or α̂τ = α̂S,τ :
µ̂ = W T α̂τ
2.3.2 Covariance decomposition
In the wavelet domain, the covariance matrix Cov(wi,j ,wi,j′) can be expressed as
E[(wi,j −α)(wi,j′ −α)T ] = Vδ + (Vγ + σ2ε I)I(j = j′) (2.4)
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To estimate the covariance matrix at each level, one could use the traditional method
of moments as in the FANOVA model (Di et al., 2009). Alternatively, one could use a
regression-based approach as in Greven et al. (2010). Our approach extends the idea from
the latter to the wavelet domain. Equation (2.4) can be viewed as a regression model, with
(wi,j−α)(wi,j′−α)T as response, I(j = j′) as covariate, and Vδ and Vγ+σ2ε I as parameters
of interest. Assuming that responses are uncorrelated and have constant variance, Vδ and
Vγ + σ
2
ε I can be estimated by the best linear unbiased estimator (BLUE). Specifically, let
Vδ(d, d
′) = Cov(δi,d, δi,d′) and Vγ(d, d





′) + σ2ε I(d = d
′))d≤d′
















i × 2 matrix and
η =
[







i ×D(D + 1)/2 matrix. The mean function α is unknown and can be substituted
by its estimate α̂τ as described in section 2.3.1.
Note that Vγ + σ
2
ε I is estimated as a whole, but its components Vγ and σ
2
ε I are not
identifiable, based only on (2.4). When modeling in the original domain where the deepest
level covariance matrix and the measurement error variance are not separable, it may be
reasonable to rely on the assumption that the underlying covariance surface is smooth, so
the covariance matrix could be estimated by applying a two-dimensional smoother, either
by a locally weighted linear smoother or by penalized thin plate splines, with off-diagonal
terms of the covariance matrix as predictors (Yao et al., 2003, 2005; Di et al., 2009; Greven
et al., 2010). However, the smoothness assumption for covariance doesn’t hold in the wavelet
domain, where the signals are concentrated in relatively few dimensions. Even in the original
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domain, the smoothness assumption may not be warranted when the underlying function
might have spikes as encountered in our motivating data.
As discussed in section 2.2.2, one property of wavelets is their ability to represent func-
tions at various resolution scales. Taking advantage of this property, the measurement
error variance σ2ε can be estimated using only the finest scale wavelet coefficients, which
we assume contain mainly noise and relatively small “signal”, using a robust estimator like
median absolute deviation (MAD) (Donoho and Johnstone, 1994)
σ̂ε =
MAD(wi,j,d∗ ; i = 1, ..., I, j = 1, ..., Ji)
0.6745
where wi,j,d∗ are the empirical wavelet coefficients at the finest scale for subject i at session
j. The denominator 0.6745 makes σ̂ε an unbiased estimator if wi,j,d∗ are Gaussian. This
allows for identifiability of σ2ε I and Vγ . The estimates V̂δ and V̂γ can be thresholded (as
will be laid out in section 2.3.3) and then transformed back to the original domain to give
regularized estimates of VS and VU
V̂S = W
T V̂δW V̂U = W
T V̂γW
Thus the total covariance matrix is decomposed into three hierarchical levels: between
subjects (V̂S), between sessions (within subjects, V̂U ), and within sessions (measurement
error, σ̂2ε I).
2.3.3 Sparse principal component analysis
Classical PCA is a popular approach for analyzing covariance matrices and reducing di-
mensions. However, when the number of dimensions is comparable to or much larger than
the number of observations, classical PCA renders inconsistent results. This motivates the
idea of performing some initial dimension reduction before applying PCA. Such dimension
reduction can be achieved by working in a domain, like the wavelet domain, where signals
have a sparse representation. Combining the use of domain transformation and classical
PCA, sparse PCA can achieve very effective dimension reduction (Johnstone and Lu, 2009).
Since, as laid out in section 2.3.2, the covariance matrices in the wavelet domain are
identifiable, we propose to perform initial dimension reduction by selecting the largest Nδ
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and Nγ diagonal elements of V̂δ and V̂γ , respectively. Specifically, let Qδ and Qγ be the
selection matrices of dimension D ×Nδ and D ×Nγ , then the reduced covariance matrices
V̂ ∗δ and V̂
∗
γ are given by







whose dimensions are Nδ × Nδ and Nγ × Nγ , respectively. Then performing an eigen-












where λ̂δn and ϕ̂
∗δ
n are the n-th eigenvalues and eigenvectors of V̂
∗









n have length Nδ and Nγ ,








which are both of length D, the dimension of the original data. Now suppose we select Mδ




n, then eigenvectors of the covariance matrices in the original






where φ̂Sn is the n-th eigenvector of length D for V̂S and φ̂
U
n is the n-th eigenvector of length
D for V̂U . Eigenvalues of covariance matrices in the original domain remain the same as in
the wavelet domain.
It remains to determine a criterion to guide the determination of the extent of the
dimension reduction, i.e., to select Nδ and Nγ , and numbers of principal components Mδ
and Mγ . For an arbitrary covariance matrix Σ, we use tr(Σ) as a measure of variability.
Let λn be the eigenvalues of Σ, then tr(Σ) =
∑
n λn. Because of the orthogonality of the
wavelet transformation, tr(Σ) is the same in the original domain and in the wavelet domain.
The total variability is then
tr(V ar(wi,j)) = tr(Vδ) + tr(Vγ) + tr(σ
2
ε I)
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Given a pre-specified proportion p, Nδ and Nγ can be chosen in decreasing order of diagonal
elements of V̂δ and V̂γ until
tr(V̂ ∗δ ) + tr(V̂
∗
γ ) + tr(σ̂
2
ε I)
tr(V̂δ) + tr(V̂γ) + tr(σ̂2ε I)
≥ p (2.5)
Similarly, given a pre-specified proportion q, Mδ and Mγ can be chosen in decreasing order









n + tr(σ̂2ε I)
tr(V̂ ∗δ ) + tr(V̂
∗




Then the proportion of “explained” variability is at least pq. The proportion of the total













By the singular value decomposition (SVD), the subject effects δi and the session effects
γi,j may be approximated by Mδ eigenvectors ϕ
δ















where ξδi,n and ξ
γ
i,j,n are the n-th principal component scores of δi and γi,j with variance λ
δ
n











n + εi,j (2.8)




i,j,n has mean 0 and variance λ
γ
n and εi,j has mean
0 and covariance matrix σ2ε I. Model (2.8) can be viewed as a linear mixed effects model.
Replacing α, ϕδn and ϕ
γ
n with their estimates, we can estimate the principal component
scores ξδi,n and ξ
γ
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Λ̂δ = diag(λ̂δ1, ..., λ̂
δ
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û = GAT (AGAT +R)−1w̃
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G = (II ⊗ Λ̂δ)⊕ (I∑I
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Here, ⊕ denotes direct sum. The principal component scores are the same in the original
domain as they are in the wavelet domain.
2.4 Application to human vision data
In this section, we illustrate the proposed method by application to data from a human vision
study (Greene and Ogden, 2008; Ogden and Greene, 2010). To understand, and, ultimately,
to model localized and idiosyncratic distortions in the visual field, subjects are examined
to see how well they are able to assess collinearity across the range of vision. To do this,
participants are presented test sheets with two dots, one at the center and the second dot,
called the stimulus dot, lying at some angle from the center. Each participant was asked to
mark a third dot, called the response dot, on the test sheet that was collinear with the other
dots. For each angle, ranging from 0◦ to 360◦ at 128 equally spaced angular positions, the
collinearity judgment error is defined as the departure in angle of the response dot from the
line passing through the other dots (Figure 2.1). The data consist of collinearity judgment
errors of response dots for each of 128 angular positions of stimulus dots for nine subjects.
Six of these subjects were each measured in three sessions, and the other three subjects were
each measured in six sessions (Figure 2.2). Thus for each session we have one functional
measurement consisting of 128 observations. Session is regarded as random effect nested
within each subject. The test sheets with different angular positions of stimulus dots were
given to each subject at each session in random order, so measurement errors are assumed
to be uncorrelated.
We start with transforming the data into the wavelet domain using the DWT. We con-
sider the Daubechies least-asymmetric orthonormal compactly supported wavelet with 5
vanishing moments and apply periodic boundary handling due to the periodic nature of the
CHAPTER 2. WAVELET-BASED SPARSE PRINCIPAL COMPONENT ANALYSIS









Figure 2.1: Left: each test sheet has two dots, one at the center and another stimulus dot
lying at some angle from the center. Subject was asked to mark a third dot, indicated by
“x”, on the test sheet that was collinear with the other dots. Right: φ is the angle of the
stimulus dot and δ is the collinearity judgment error.
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Figure 2.2: Collinearity judgment errors (×10−1) measured for each of 128 angular positions
of stimulus dots ranging from 0◦ to 360◦ for subject 1 through 9 in all sessions. Subjects 1
through 6 were each measured in 3 sessions, and subjects 7 through 9 were each measured
in 6 sessions. Curves for each subject in all sessions are graphed together, each in a different
color.
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Figure 2.3: Response profile and corresponding empirical wavelet coefficients for session 1
of subject 1 using Daubechies least-asymmetric orthonormal compactly supported wavelet
with 5 vanishing moments and periodic boundary handling. Left: response profile for
session 1 of subject 1. Right: corresponding empirical wavelet coefficients at different
spatial locations (x-axis) across resolution levels varying from 0 to 6 (y-axis).
data. Calculations are done using the WaveThresh package in R (Nason, 2013). In Fig-
ure 2.3, the original profile for session 1 of subject 1 and its corresponding empirical wavelet
coefficients at different spatial locations and resolution levels are displayed as an example.
For ease of presentation, we stack the empirical wavelet coefficients across resolution levels
into a single vector for each subject at each session, represented in Figure 2.4. The length
of each vector of empirical wavelet coefficients is 128, since each original profile is sampled
at 128 angular positions. From Figure 2.4, we can see that most features of original profiles
seem to be captured primarily by the large scale empirical wavelet coefficients.
Raw and regularized estimates for the mean function are shown in Figure 2.5. The
regularized estimate is obtained by hard thresholding with the universal threshold τ = 14.61.
After thresholding, only the largest 15 wavelet coefficients are retained. The regularized
estimate is reconstructed from only those 15 coefficients. We can see that the mean function
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Figure 2.4: Empirical wavelet coefficients against index numbers from 1 to 128 for all
subjects and all sessions. Coefficients 1–64 in each plot correspond to the highest scale
(scale=6), the next 32 correspond to the second highest scale (scale=5), the next 16 corre-
spond to the third highest scale (scale=4), etc. Note that the last coefficient corresponds to
the father wavelet coefficient. Dotted vertical lines are given to indicate separation between
resolution levels.
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Figure 2.5: Estimates for the mean function. Solid line: the regularized estimate for the
mean function using hard thresholding with the universal threshold τ = 14.61. Dashed line:
the raw estimate for the mean function. Dotted vertical lines are given to indicate cardinal
angles, i.e., 0◦, 90◦, 180◦, 270◦. Dotted horizontal line is given to indicate 0 on the y-axis.
tends to be close to 0 at cardinal angles, i.e., 0◦, 90◦, 180◦, 270◦.
Estimates for covariance matrices at the subject and the session level are obtained
by decomposing the total covariance matrix in the wavelet domain based on a regression
approach. As described in section 2.3.2, the estimate for the error variance in the wavelet
domain can be obtained by the finest scale empirical wavelet coefficients. The error variance
in the original domain is the same as that in the wavelet domain, since the DWT is an
orthogonal transformation. For our data, σ̂2ε = 365.96. The estimated covariance matrices
in the wavelet domain can be transformed back to the original domain. Figure 2.6 gives
heat maps of estimates for the two 128× 128 matrices in the original domain. We can see
that variances and covariances at the subject level tends to be higher at 90◦ to 180◦ and
270◦ to 360◦. The variability between subjects, between sessions (within subjects), and
within sessions (measurement error) explain 30%, 25%, and 45% of the total variability,
respectively.
To perform sparse PCA, we first choose the largest Nδ and Nγ variances at the subject
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Figure 2.6: Heat maps of covariance matrices at the subject and the session level in the
original domain. Left: covariance matrix at the subject level. Right: covariance matrix at
the session level. Upper left: color key and histogram of heat maps.
and the session level respectively in the wavelet domain. Figure 2.7 shows variances and
sorted variances at the subject and the session level in the wavelet domain. Variances at
the subject level tend to be higher at low scales, while variances at the session level seem
to spread out over various scales. The initial dimension reduction step is accomplished by
selecting Nδ = 14 and Nγ = 40 to satisfy the criterion (2.5) with p = 95%, which occurs
at about the places where the curves of sorted variances tend to become flat and close to
0. The two 128× 128 covariance matrices in the original domain are then reconstructed by
the selected 14 and 40 dimensions, respectively, in the wavelet domain and are shown in
Figure 2.8, where the pattern looks quite similar to that in Figure 2.6. Figure 2.9 shows that
variances tend to be smaller at the cardinal angles at both the subject and the session level.
Next, we perform standard PCA on the reduced 14× 14 and 40× 40 covariance matrices in
the wavelet domain. The numbers of principal components needed to satisfy criterion (2.6)
with q = 95% are Mδ = 3 and Mγ = 6. The breakdown of the variability is presented in
Table 2.1. At the subject level, the first two principal components stand out and explain
11% and 9% of the total variability, respectively. At the session level, the proportions of
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Figure 2.7: Variances at the subject and the session level in the wavelet domain. Upper
left: variances at the subject level in the wavelet domain. Dotted vertical lines are given to
indicate separation between resolution levels. Upper right: sorted variances at the subject
level in the wavelet domain, and Nδ = 14 is shown by a solid line. Lower left: variances at
the session level in the wavelet domain. Dotted vertical lines are given to indicate separation
between resolution levels. Lower right: sorted variances at the session level in the wavelet
domain, and Nγ = 40 is shown by a solid line.
explained variability only mildly decrease from the first principlal component to the last.





n = 1, ..., 3 and box plots of estimated principal component scores at the subject level, and





n = 1, ..., 6 and box plots of estimated principal component scores at the session level.
2.5 Discussion
This work introduces a wavelet-based sparse PCA approach for modeling multilevel func-
tional data that are characterized by spatial heterogeneity and local features. Wavelet-based
sparse PCA results in great efficiency in dimension reduction and extraction of main direc-
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Figure 2.8: Heat maps of covariance matrices at the subject and the session level in the
original domain, reconstructed respectively from the selected 14 and 40 dimensions in the
wavelet domain. Left: covariance matrix at the subject level, reconstructed from the se-
lected 14 dimensions in the wavelet domain. Right: covariance matrix at the session level,
reconstructed from the selected 40 dimensions in the wavelet domain. Upper left: color key
and histogram of heat maps.
tions of random effects that may vary for each level. The total variance is decomposed into
the subject-level variance, the session-level variance and measurement error variance. For
the human vision data, less than half (45%) of the total variance is attributed to measure-
ment error variance, although the individual curves seem quite noisy. There is substantial
variance at the subject level (30%), but there is significant variance at the session level
(25%) as well. This suggests the importance of controlling for the session-level variance in
future experiments. The subject-level variance is concentrated in large-scale coefficients,
while the session-level variance seems to be evenly distributed across all scales. There tends
to be less subject-level and session-level variance at the cardinal angles. The subject-level
variance and covariance tend to be higher between 90◦ and 180◦ and between 270◦ and
360◦.
The proposed method may be extended to incorporate more levels. Suppose that the
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Figure 2.9: Variances at the subject and the session level in the original domain. Left:
variances at the subject level in the original domain. Right: variances at the session level
in the original domain. Dotted vertical lines are given to indicate cardinal angles, i.e., 0◦,
90◦, 180◦, 270◦.
observed functional data have four levels. Then the model in the wavelet domain becomes
wi,j,m = α+ δi + γi,j + κi,j,m + εi,j,m
where κi,j,m is the length-D vector of wavelet coefficients for the additional level. Then the
right hand side of equation (2.4) includes one additional level of variance
E[(wi,j,m −α)(wi,j′,m′ −α)T ] = Vδ + VγI(j = j′) + (Vκ + σ2ε I)I(j = j′,m = m′)
where Vκ is the covariance matrix for the additional level in the wavelet domain. The rest of
the estimation procedure extends easily. The method can also be adapted to the situation
in which the error variance is subject-specific, which might be more realistic in practice than
assuming the error variance is equal for all subjects. The subject-specific error variance σ2ε,i
can be estimated by the finest level wavelet coefficients for a given subject i
σ̂ε,i =
MAD(wi,j,d∗ ; j = 1, ..., Ji)
0.6745
Then σ2ε on the right hand side of equation (2.4) can be replaced by σ̂
2
ε,i, which can be
treated as known when estimating Vδ and Vγ by the regression model. In addition, with
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n(td) for n = 1, ..., 3, where blue plus sign indicates + and red minus sign
indicates -. Bottom row: box plots of estimated principal component scores at the subject
level.
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Figure 2.11: Top two rows: estimated eigenvectors at the session level. Middle two rows:




n(td) for n = 1, ..., 6, where blue plus sign indicates + and red
minus sign indicates -. Bottom two rows: box plots of estimated principal component
scores at the session level.
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Table 2.1: Variances and explained proportion for principal component scores at subject
and subject-session level.
Subject level Session level
PC # variance % explained PC # variance % explained
1 11662.20 11% 1 5215.54 5%
2 9648.04 9% 2 4770.25 4%




Total 25470.67 24% Total 21882.65 20%
wavelets, the method can be easily generalized to 2D or 3D images. The idea is to first
convert the images, which are usually given as matrices or 3D arrays, into vectors and
perform the DWT using tensor product wavelet basis. The rest of the estimation procedure
extends easily.
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Chapter 3
Scalar-on-function regression with
measurement error in the
functional regressors
3.1 Introduction
In this chapter, we consider the problem of functional linear regression when the responses
are scalar and the regressors are functions. Suppose that we observe {Xi(t), Yi}i=1,...,n,
where Xi(t) are the true underlying functions, Yi are responses and n is the sample size. A
scalar-on-function regression model is given by
Yi = β0 +
∫ 1
0
Xi(t)β(t)dt+ δi i = 1, ..., n (3.1)
where β0 is the intercept, β(t) is the coefficient function evaluated at t and δi are errors. It
is usually assumed that β is smooth and δi are i.i.d. normal with mean 0 and variance σ
2
δ .
Most existing methods, for example, Cardot et al. (1999), Marx and Eilers (1999), Cardot
et al. (2003), Reiss and Ogden (2007), James et al. (2009), implicitly assume that Xi(t)
are observed exactly. However, in practice, they are often corrupted by some measurement
error. Suppose that the observed curves are sampled over some discrete grid t1, ..., tD, where
D is the number of sampled points. A simple model to express measurement error in the
CHAPTER 3. SCALAR-ON-FUNCTION REGRESSION WITH MEASUREMENT
ERROR IN THE FUNCTIONAL REGRESSORS 33
functional regressors is given by
Zi = Xi + εi i = 1, ..., n (3.2)
where Zi = (Zid)
T
d=1,...,D are the noisy observed curves, Xi = (Xi(td))
T
d=1,...,D are the true
curves, and εi = (εid)
T
d=1,...,D are measurement errors, assumed to be i.i.d. normal with
mean 0 and variance σ2ε I. Note that the error assumption is made here for simplicity of
development. In chapter 4, we will discuss several cases when this assumption becomes
unrealistic and develop methods to deal with those more general situations.
To our knowledge, there have been few papers that have been published that deal with
the problem of scalar-on-function regression when the functional regressors are observed
with measurement error. A common pragmatic solution is to first pre-smooth the noisy
observed curves Zi and then build the scalar-on-function model using the denoised curves in
place of the true curves Xi. Pre-smoothing is commonly done by smoothing splines (Green
and Silverman, 1994; Ramsay and Silverman, 2005). The observed curves could be smoothed
together or individually, and the smoothing parameter may be chosen by generalized cross
validation (GCV) (Craven and Wahba, 1979) or restricted maximum likelihood (REML)
(Ruppert et al., 2003). Alternatively, pre-smoothing may be done by functional principal
component analysis (FPCA) (Staniswalis and Lee, 1998; Yao et al., 2003, 2005; Goldsmith
et al., 2011a). Specifically, in the presence of measurement error, FPCA can be done as
follows. First, the covariance matrix of the observed curves can be decomposed into two
components: the covariance matrix of the true curves and the error variance. Let ΣZ and
ΣX be covariance matrices of Zi and Xi, respectively. Then we have ΣZ = ΣX + σ
2
ε I.
The covariance matrix ΣZ can be estimated by the method of moments estimator, denoted
as Σ̂Z . Assuming that the true covariance surface is smooth, ΣX can be estimated by
applying a bivariate smoother on the off-diagonal terms of Σ̂Z . Eigendecomposition can
be performed on Σ̂X to estimate eigenfunctions. Functional principal component scores
can be estimated by best linear unbiased prediction (BLUP). Then the denoised curves can
be constructed by the estimated functional principal component scores and eigenfunctions.
The number of principal components may be chosen by specifying a proportion of explained
variance or by leave-one-curve-out cross validation (CV). In addition to smoothing splines
and FPCA, pre-smoothing may be done by kernel smoothing (Nadaraya, 1964; Watson,
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1964) or local polynomial regression (Fan and Gijbels, 1996).
Pre-smoothing is the first step in a two-step approach. Alternatively, one may consider
estimating model (3.1) and (3.2) simultaneously. James (2002) applied the expectation-
maximization (EM) algorithm (Dempster et al., 1977) to optimize the observed likelihood
for models (3.1) and (3.2). The true curves Xi can be represented in terms of spline
bases and their spline coefficients can be treated as the unobserved variables in the EM
algorithm. Cardot et al. (2007) generalized the total least squares (TLS) method (Van Huffel
and Vandewalle, 1991), which allows for simultaneous estimation of the coefficient and the
true covariate when the covariate is univariate or multivariate in errors-in-variables linear
model, to the context of functional linear regression. In their simulation study, the proposed
method performed similarly to pre-smoothing with the Nadaraya-Watson kernel estimator.
Goldsmith et al. (2011b) developed the variational Bayes method to jointly model the
response and the observed curves via a penalized approach, which generalized Bayesian
methods for errors-in-variables linear model to the functional data situation.
The approach that we develop here is quite different from the above approaches. It
extends the idea of the simulation-extrapolation (SIMEX) algorithm for classical linear re-
gression, originally proposed by Cook and Stefanski (1994), to scalar-on-function regression,
aiming to correct for the bias in estimating the coefficient function induced by measurement
error. In this work, we will develop the SIMEX algorithm for scalar-on-function regression,
which first estimates the error variance, establishes the relationship between a sequence of
added error variance and the corresponding coefficient function estimates, and then extrap-
olates to zero-error. We introduce three methods to extrapolate the sequence of coefficient
function estimates, which we term as linear, nonlinear, and local polynomial extrapolation.
In a simulation study, we will compare the performance of the SIMEX algorithm with two
pre-smoothing methods based on smoothing splines and FPCA.
The rest of this chapter is organized as follows. Section 3.2 gives a review of the SIMEX
algorithm for classical linear regression. Section 3.3 outlines the general procedure of the
SIMEX algorithm for scalar-on-function regression and introduces three methods to perform
extrapolation. Section 3.4 explores the asymptotic behavior of the SIMEX estimator. Sec-
tion 3.5 describes a simulation study to evaluate the performance of the proposed method,
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and Section 3.6 concludes with some discussion points.
3.2 Review of SIMEX for classical linear regression with
measurement error in a single predictor
There is a vast amount of literature to deal with measurement error in regressors for classical
linear regression (see Fuller (1987) and Carroll et al. (2006)). Regression calibration and
SIMEX are very generally applicable methods. They don’t assume any parametric model
for the distribution of the true covariate and can be regarded as the default approaches, due
to their broad applicability (Carroll et al., 2006). The basic idea of regression calibration
is to first obtain an estimate of the true covariate, by validation, instrument, or replicate
data, and then replace the covariate with its estimate when building the linear regression
model. In the functional context, the pre-smoothing approach is in the general spirit of
calibration. In addition to regression calibration and SIMEX, the likelihood approach and
the Bayesian approach are two general approaches, which each model the distribution of
the true covariate parametrically. In the functional context, James (2002) and Goldsmith
et al. (2011b) can be regarded as generalizations of the likelihood approach and the Bayesian
approach, respectively. In this section, we will first review the SIMEX algorithm for classical
linear regression and then generalize SIMEX to the context of functional linear regression.
In simple linear regression, measurement error in the covariate has an attenuation effect
on the coefficient estimate (Fuller (1987), p. 3). Specifically, let Yi, Xi, and Zi be the re-
sponse, the true covariate, and the observed covariate with measurement error, respectively.
Under the simple linear regression model E(Yi) = β0 + βXi and the classical additive error
model Zi = Xi + εi,
E(β̂) = E
(∑








where σ2X is the variance of the true covariate Xi, and σ
2
ε is measurement error variance.
Thus, the coefficient estimate is biased towards zero and the bias increases as measurement
error variance increases. Moving forward to multiple linear regression, however, the effect
of measurement error on the coefficient estimates becomes complex (Carroll et al. (2006),
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p. 63). It could depend on the correlation between covariates and/or measurement errors
and might not be easy to describe in general.
To circumvent the complexity of analytically determining the effect of measurement
error for multiple linear regression, SIMEX considers determining such an effect by Monte
Carlo simulation (Cook and Stefanski, 1994). Specifically, this is done by adding additional
measurement error, simulated by computer, to the covariate measured with error. The
error variance σ2ε increases to (1 + θ)σ
2
ε , where θ controls the amount of added error. The
simulation is repeated a large number of times and the coefficient estimate β̂(θ) can be
calculated by averaging over the simulations for a given θ. Thus, without explicitly deriving
the expression for the effect of measurement error on the coefficient estimate E(β̂(θ)),
SIMEX estimates that as a function of θ by simulation. The functional form of E(β̂(θ)) is
usually unknown, but can be approximated by fitting any of the following models:
• Linear model: E(β̂(θ)) = a+ bθ;
• Quadratic model: E(β̂(θ)) = a+ bθ + cθ2;
• “Nonlinear” model: E(β̂(θ)) = a+ bθ+c .
The “nonlinear” model is exact in some special cases, but the quadratic model remains
attractive, because the “nonlinear” model requires the nonlinear least squares method to fit
the model, which could be numerically unstable (Carroll et al. (2006), pp. 109-110). Any
of the above models can be then extrapolated to θ = −1, the case of zero-error.
One major limitation of SIMEX is that it usually requires the error variance to be
known. Given only observations {Yi, Zi}i=1,...,n (without replicate data, etc.), we are gen-
erally not able to estimate σ2ε . Additional knowledge beyond the data needs to be known,
but that is not a very common situation. Thus, SIMEX might not be a practically useful
technique in general practice. Moreover, SIMEX was originally developed for the case when
a single predictor variable is measured with error. To our knowledge, generalizing SIMEX
for multiple covariates measured with error has not been accomplished. The main difficul-
ties might be the limited utility of the three simple extrapolation methods, due to possibly
high collinearity between covariates and/or possibly high correlation between measurement
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errors (Carroll et al. (2006), p. 112). In this work, we are interested in dealing with measure-
ment error in functional regressors for scalar-on-function regression. The model resembles
that for multiple linear regression. We generalize the idea of SIMEX to scalar-on-function
regression and work to resolve the above limitations of SIMEX in the functional situation.
3.3 SIMEX for scalar-on-function regression
3.3.1 General procedure
In the scalar-on-function regression model (1.3), our interest focuses on estimating the
coefficient function β. SIMEX is a very general method that can be potentially applied
together with most estimation methods for model (1.3), including Cardot et al. (2003), Reiss
and Ogden (2007), Goldsmith et al. (2011a), etc. Therefore, in the following presentation,
we don’t distinguish among the various estimation methods for β. Let β̂ = (β̂(td))
T
d=1,...,D
denote any estimator and let F denote the function that maps the range of the observed
data to the parameter space. The estimator obtained by disregarding the presence of
measurement error is
β̂naive = F ({Zi, Yi}i=1,...,n)
We term β̂naive the “naive” estimator.
Next, we describe the simulation component of the SIMEX algorithm, which is intended
to determine the relationship between measurement error and the coefficient function esti-
mate by simulation. Consider adding additional measurement error to the observed curves
Zi
Zθ,i = Zi +
√
θεi
where εi, “pseudo random errors” generated by Monte Carlo simulation, are i.i.d. normal
with mean 0 and variance σ2ε I, θ controls for the amount of added measurement error, and
Zθ,i are the curves with added measurement error where the amount is controlled by θ.
Note that from equation (3.2), we have
V ar(Zi|Xi) = σ2ε I
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Then the variance of the curves with added measurement error is
V ar(Zθ,i|Xi) = (1 + θ)V ar(Zi|Xi) = (1 + θ)σ2ε I (3.3)
The variance is inflated by a factor of 1 + θ.
To apply this algorithm, we would need to know or at least have a good estimate of
the error variance σ2ε in order to generate “pseudo random errors”. As seen in section 3.2,
this is viewed as a major limitation of the utility of the SIMEX algorithm in the context
of classical linear regression. However, in the context of functional linear regression, this
problem is quite easily solved, since the error variance, if unknown, may be estimated
by well-established smoothing methods. A common choice of the smoothing method is
smoothing splines (Green and Silverman, 1994; Ramsay and Silverman, 2005). The observed




where Z is a D × n matrix whose i-th column is Zi, X̂ is a D × n matrix whose i-th
column is the smoothed curve X̂i, λss is the smoothing parameter chosen by GCV and
df(λss) = trace(H) with H being the projection matrix such that vec(X̂) = Hvec(Z).
After generating the curves with added “pseudo random errors”, we estimate the corre-
sponding coefficient function. To reduce the variation due to Monte Carlo simulation, we
repeat the simulation and estimation step a large number of times and then take the aver-
age. We perform the simulation and estimation step for a sequence of values of θ to examine
the relationship between added measurement error and the coefficient function estimates.
Then, for each θk ∈ {θ1, ..., θK} and for each simulation b ∈ {1, ..., B}, we have an estimate
β̂b,k given by
β̂b,k = F ({Zb,θk,i, Yi}i=1,...,n)
where Zb,θk,i are the curves with added measurement error of amount θk, generated in the
bth simulation. Taking the average across estimates of B times, we obtain the estimate β̂k
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Therefore, through Monte Carlo simulation, we can estimate the relationship between added
measurement error with amount θk and E(β̂k). This is the simulation component of the
SIMEX algorithm.
Note that in equation (3.3), if we let θ = −1, then V ar(Zθ,i|Xi) = 0. Since E(Zθ,i|Xi) =
Xi, then E[(Zθ,i −Xi)(Zθ,i −Xi)T |Xi] = 0. That is, θ = −1 corresponds to Zθ,i = Xi,
the case of no measurement error. So after determining the relationship between added
measurement error with amount θk and the corresponding β̂k, for θk ∈ {θ1, ..., θK}, we
extrapolate the relationship back to θ0 = −1, which is the case of zero measurement error.
This is the extrapolation component of the SIMEX algorithm, which can be understood
as removing the measurement error from the observed curves hypothetically. Since the
relationship between θk and E(β̂k) is usually not known, extrapolation inherently results
in an approximate estimation. Before giving details about the methods of extrapolation,
we first summarize the general procedure to implement the SIMEX algorithm for scalar-on-
function regression and then illustrate by an example.
SIMEX Algorithm for Scalar-on-function Regression
• Based on model (3.2), estimate the error variance σ2ε via smoothing methods.
• For each θk ∈ {θ1, ..., θK} and for each b ∈ {1, ..., B}:
– By Monte Carlo simulation, add an additional amount of measurement error,
where the amount is controlled by θk, to the observed curves Zi
Zb,θk,i = Zi +
√
θkεb,i i = 1, ..., n
εb,i are generated as i.i.d. normal with mean 0 and variance σ̂
2
ε I.
– Obtain the coefficient function estimate β̂b,k by
β̂b,k = F ({Zb,θk,i, Yi}i=1,...,n)
• Take the average of B simulations to obtain the coefficient function estimate β̂k, for
each θk ∈ {θ1, ..., θK}.
• Model β̂k in terms of θk. Based on the model, extrapolate back to θ0 = −1, which
corresponds to the case of zero-error.
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Figure 3.1: An example of the relationship between added measurement error with amount
θk and coefficient function estimates β̂k, for θk ∈ {θ1, ..., θK}, in scalar-on-function regres-
sion. Left: the plot of β̂k(td) vs. td, for θk ∈ {θ1, ..., θK}. The true coefficient function β(td)
is indicated by the solid black curve, the coefficient function estimates β̂k(td) for sequentially
increasing measurement error are indicated by lines of different colors, and a slice at d = 40
is indicated by the dashed line. Right: the plot of β̂k(t40) vs. θk. The true coefficient β(t40)
is plotted at θ0 = −1.
Figure 3.1 gives an example of the relationship between added measurement error with
amount θk and coefficient function estimates β̂k, for θk ∈ {θ1, ..., θK}. It is generated by one
of the datasets from our simulation study, which we will describe in detail in section 3.5.
It provides a nice graphical description of the attenuation effect in the coefficient function
estimates caused by measurement error. Taking a slice of the coefficient function estimates
at a given t and plotting those against the amount of measurement error θk, we can see
that, for a given t, the relationship is quite similar to what we usually expect to see in
classic linear regression. Our aim in the next subsection is to extrapolate the relationship
back to θ0 = −1, which corresponds to zero-error.
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3.3.2 Extrapolation methods
The extrapolation component in the SIMEX algorithm is crucial. In this section, we intro-
duce three methods of extrapolation, which we term as linear, nonlinear, and local polyno-
mial extrapolation.
3.3.2.1 Linear extrapolation
We consider fitting the following linear function-on-scalar regression model
E(β̂k(t)) = b0(t) + b1(t)θk k = 1, ...,K (3.4)











, where 1K is a length-K vector of 1’s, and
consider representing β̂(t) and b(t) by a spline or some other basis expansion
β̂(t) = CB(t) b(t) = AB(t)
where B(t) = (Bq(t))
T
q=1,...,Q is a length-Q vector of basis functions evaluated at t, C =
[Ckq]k=1,...,K;q=1,...,Q is a K ×Q matrix of coefficients for β̂(t), and A = [Amq]m=0,1;q=1,...,Q
is a 2×Q matrix of coefficients for b(t). Then model (3.4) can be fitted by minimizing the









where λ is the tuning parameter, which may be chosen by minimizing the leave-one-curve-















k is the predicted β̂k, computed based on all curves except β̂k.
Note that in model (3.4), for a given t, E(β̂k(t)) has a linear relationship with θk,
so we term this method of extrapolation as linear extrapolation. Following the example
provided in section 3.3.1, Figure 3.2 illustrates the coefficient function estimate obtained
by performing linear extrapolation. The function-on-scalar regression model can also be
extended to incorporate other functional forms of θk, such as a quadratic form.
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Figure 3.2: The coefficient function estimate by linear extrapolation. The true coefficient
function β(t) is indicated by the black curve. The coefficient function estimate by linear
extrapolation β̂linear(t) is indicated by the blue curve. The coefficient function estimates
β̂k(t) for sequentially increasing measurement error are indicated by grey curves.
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3.3.2.2 Nonlinear extrapolation
We consider modeling β̂ as a bivariate function of t and θ, that is
E(β̂) = f(t, θ) (3.6)
where f is a smooth bivariate function in R2. The model can be fitted by extending the idea
of one-dimensional smoothing splines to two dimensions, and the penalized least squares
criterion is given by
‖β̂ − f‖2 + J(f) (3.7)
where β̂ = (β̂dk)
T
d=1,...,D,k=1,...,K , f = (f(td, θk))
T
d=1,...,D,k=1,...,K and J is a penalty functional

















where λ is the tuning parameter. Minimizing (3.7) with J specified in (3.8) results in a
thin plate spline smoother (Green and Silverman, 1994). When the degree of smoothness
might be different between the two dimensions, which is likely to be the case for t and θ, a
tensor product spline smoother with one roughness penalty per dimension might be more
appropriate (Wood, 2006b). f is represented by tensor product spline basis expansion
f = (Bt ⊗Bθ)c
where Bt = [Bt,p(td)]d=1,...,D;p=1,...,P is a D × P matrix whose columns are P spline basis
functions for dimension t, Bθ = [Bθ,q(θk)]k=1,...,K;q=1,...,Q is a K ×Q matrix whose columns
are Q spline basis functions for dimension θ, and c = (cpq)
T
p=1,...,P,q=1,...,Q is a length-PQ














where λt is the tuning parameter for dimension t and λθ is the tuning parameter for di-
mension θ, results in a scale-invariant tensor product spline smoother (Wood, 2006b). The
tuning parameters may be chosen by GCV or REML (Wood, 2011).
We term this method of extrapolation as nonlinear extrapolation. Following the example
provided in section 3.3.1, the plot on the left of Figure 3.3 illustrates β̂ as a two-dimensional
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Figure 3.3: The coefficient function estimate by nonlinear extrapolation based on a tensor
product spline smoother. Left: the plot of β̂ as a two-dimensional surface against t and
θ. Right: the true coefficient function β(t) is indicated by the black curve, the coefficient
function estimate by nonlinear extrapolation β̂nonlin(t) is indicated by the blue curve, and
the coefficient function estimates β̂k(t) for sequentially increasing measurement error are
indicated by grey curves.
surface against t and θ. The plot on the right illustrates the coefficient function estimate
obtained by performing nonlinear extrapolation based on a tensor product spline smoother.
3.3.2.3 Local polynomial extrapolation
Similar to nonlinear extrapolation, we consider modeling β̂ as a smooth bivariate function
of t and θ, that is,
E(β̂) = f(t, θ) (3.9)
We introduce a hybrid approach of localized modeling and penalized basis expansion. In the
θ dimension, we consider fitting a localized model at the target point θ0 = −1, using only
the curves that are close to the target point and weights determined using a kernel function.
Meanwhile, we control the smoothness of the estimate as a function of t, by incorporating
a roughness penalty. Specifically, the model is fitted by minimizing the following penalized
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where M is the order of polynomial, Kh is a kernel function with bandwidth h and λ is the
tuning parameter. Common choices of the kernel function include the Epanechnikov kernel
K(x) = 34(1 − x




2). The bandwidth h
may be understood as a tuning parameter controlling the smoothness in the θ dimension.
Let β̂(t) = (β̂k(t))
T
k=1,...,K , b(t) = (bm(t))
T
m=0,...,M , Θ = [(θ0 − θk)m]k=1,...,K;m=0,...,M (a
K × (M + 1) matrix), and Kh = diag(Kh(θ0− θ1), ...,Kh(θ0− θK)). Consider representing
β̂(t) and b(t) by a spline or some other basis expansion
β̂(t) = CB(t) b(t) = AB(t)
where B(t) = (Bq(t))
T
q=1,...,Q is a length-Q vector of basis functions evaluated at t, C =
[Ckq]k=1,...,K;q=1,...,Q is a K×Q matrix of coefficients for β̂(t), andA = [Amq]m=0,...,M ;q=1,...,Q
is a (M + 1)×Q matrix of coefficients for b(t). Then the criterion (3.10) becomes∫ 1
0
























h Θ. Thus, the problem is converted to minimizing the pe-
nalized basis expansion criterion for a function-on-scalar regression model. The bandwidth














We term this method of extrapolation as local polynomial extrapolation. Figure 3.4 is
an example of the coefficient function estimate obtained by performing local polynomial
extrapolation.
3.4 Asymptotic behavior of SIMEX estimator
The asymptotics of the original SIMEX procedure was developed by Carroll et al. (1996),
who verified the asymptotic normality and computed the standard error estimates of the
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Figure 3.4: The coefficient function estimate by local polynomial extrapolation. The true
coefficient function β(t) is indicated by the black curve, the coefficient function estimate by
local polynomial extrapolation β̂locpol(t) is indicated by the blue curve, and the coefficient
function estimates β̂k(t) for sequentially increasing measurement error are indicated by grey
curves.
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SIMEX estimator originally proposed by Cook and Stefanski (1994). The original SIMEX
procedure was intended for the classical linear regression situation involving only a single
scalar-valued predictor measured with error. The extrapolation step was based on simple
parametric regression.
In this section, we aim to explore the asymptotic behavior of SIMEX for scalar-on-
function regression, considering only the case in which the extrapolation is based on linear
extrapolation via function-on-scalar regression. Throughout this section, in the simulation
step, the coefficient function estimation for a given amount of added measurement error θ is
based on the penalized spline estimator as in Cardot et al. (2003), for which the penalized
least squares criterion is given by
‖Y −ZθBγθ‖2 + ρnγTθ Rγθ (3.11)
where Y = (Y1, ..., Yn)
T is the response vector, Zθ = [Zθ,1, ...,Zθ,n]
T is a n ×D matrix of
generated functional covariates with additional measurement error θ, B is a fixed D× p B-
spline basis matrix, γθ is a length-p vector of B-spline coefficients, ρn is the tuning parameter








For a sequence of θ1, ..., θK , having computed the B-spline coefficient estimates γ̂S,θk (the
subscript S emphasizes that the estimates are obtained through simulation), the extrap-
olation step is based on function-on-scalar regression with a least squares criterion given
by ∥∥(IK ⊗B)γ̂S,Θ − vec(BATΘT )∥∥2 (3.12)
where γ̂S,Θ = vec(γ̂S,θk , k = 1, ...,K), Θ = [1K , (θk)
T
k=1,...,K ] is the design matrix and
A = [Amj ]m=0,1;j=1,...,p is a 2 × p B-spline coefficient matrix for the intercept and slope
functions (note that the same fixed D × p B-spline basis matrix B is used as in the scalar-
on-function regression model, for notational simplicity). Note that θ0 = −1 corresponds to
the case of zero measurement error, so the true coefficient function β = BATΘT0 , where
Θ0 = (1,−1). To derive the asymptotic result for the SIMEX estimator, we make the
following assumptions.
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(A1) The observed functional predictors Zi = (Zid)
T
d=1,...,D, for i = 1, ..., n, are i.i.d.
random vectors with E(Zid) = 0 and E(Z
2
id) <∞.
(A2) Measurement errors εi = (εid)
T




(A3) Given θ ∈ [0,∞), Y − ZθBγθ is a vector of i.i.d. errors with mean 0 and finite
variance, independent of Zθ.
(A4) The tuning parameter ρn = op(n
1/2).
Proposition 3.4.1 Suppose (A1) - (A4) hold. If β̂SIMEX denotes a SIMEX estimate, then
n1/2(β̂SIMEX − β)
d→ G, where G ∼ ND(0,Σ) for some matrix Σ.
Proof: In the simulation step, for a given θ, the estimated vector of B-spline coefficients
γ̂θ based on criterion (3.11) is obtained as
γ̂θ =
(




n1/2(γ̂θ − γθ) = n1/2
[
(BTZTθ ZθB + ρnR)
−1BTZTθ Y − γθ
]
= n1/2(BTZTθ ZθB + ρnR)
−1 [BTZTθ Y − (BTZTθ ZθB + ρnR)γθ]
= n1/2(BTZTθ ZθB + ρnR)













i (Yi − (ZθB)iγθ)
−n−1/2ρnRγθ]
where (ZθB)i is the i-th row of the matrix ZθB, with E((ZθB)ij) = 0 and E((ZθB)ij)
2 <

















i (Yi − (ZθB)iγθ) converges in distribution to a normal distribution.
Then





i (Yi − (ZθB)iγθ) + op(1)
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where ∆−1θ = E[(ZθB)
T
i (ZθB)i] = B
T (E(ZTi Zi) + θσ
2
ε ID)B.
The above simulation step is repeated for B times. Denote the generated functional
predictors with additional measurement error at the b-th simulation by a n × D matrix
Zb,θ, and the corresponding vector of B-spline coefficient estimates by γ̂b,θ. Then





i (Yi − (Zb,θB)iγθ) + op(1) b = 1, ..., B
For a given θ, the vector of B-spline coefficient estimates γ̂S,θ is obtained by taking the
average across simulations, γ̂S,θ =
∑B
b=1 γ̂b,θ/B. Then







i (Yi − (Zb,θB)iγθ)/B + op(1)
The step above is performed for a sequence of θ1, ..., θK . Denote the true coefficient vector











i (Yi − (Zb,θkB)iγθk)/B, k = 1, ...,K
)
and Ξ = Cov(ξ) (here, ⊕ is direct sum).


























V = [(Θ⊗B)T (Θ⊗B)]−1(Θ⊗B)T (IK ⊗B)
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W = V Λ−1ΞΛ−TV T
Then, the SIMEX estimator β̂SIMEX = BÂ
TΘT0 = (Θ0 ⊗ B)vec(ÂT ) has asymptotic
variance Σ = (Θ0 ⊗B)W (Θ0 ⊗B)T .
The development thus far only considers the situation where the extrapolation step is
based on the function-on-scalar regression performed via a basis expansion approach with no
penalty. It would be of interest to further investigate the situation where it is performed via a
regularized basis expansion approach, for which a penalty term λvec(AT )T (I2⊗R)vec(AT )
is added to criterion (3.12). Here, λ be the tuning parameter. However, in that case,
n1/2
(













(Θ⊗B)T (Θ⊗B) + λ(I2 ⊗R)
]−1
λ(I2 ⊗R)vec(AT ) (3.14)










where (Θ ⊗ B)m is the m-th row of the matrix Θ ⊗ B. In order for the term (3.15) to
converge in probability to 0, we might also need K go to infinity (D is fixed by assumption).
However, the length of the vector γΘ would go to infinity as well, which poses theoretical
challenges.
3.5 Simulation study
In this section, we perform a simulation study to compare the SIMEX algorithm with
two pre-smoothing methods, including smoothing splines and FPCA, in terms of their
performance in estimation and prediction.
3.5.1 Setup
We simulate N = 200 samples of {Zi, Yi}i=1,...,n based on the following model
Yi = X
T
i β + δi i = 1, ..., n
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Zi = Xi + εi i = 1, ..., n
where δi are i.i.d. normal with mean 0 and variance σ
2
δ and εi are i.i.d normal with mean 0
and variance σ2ε I. The true curvesXi are generated based on the average daily temperature
data at different locations over a year from the classic Canadian weather dataset (Ramsay
and Silverman, 2005; Ramsay et al., 2009). The dataset is available in the fda package in
R (Ramsay et al., 2014). We first smooth the temperature data using smoothing splines
and evaluate the smoothed data at D = 100 evenly spaced time points t1, ..., tD. Then we
perform standard FPCA on the smoothed data and simulate n = 100 curves as our true
curves Xi for each sample based on estimated eigenvalues and eigenfunctions (Goldsmith
et al., 2014). The number of principal components is set to be the number of positive
eigenvalues. In Figure 3.5, the plot on the left shows the average daily temperature data at
different locations over time based on the original Canadian weather dataset and the plot
on the right shows an example of the simulated curves Xi. The true coefficient function β
is generated by regressing the log of annual precipitation on the average daily temperature
using Fourier basis functions, as described by Ramsay et al. (2009) (see Figure 3.6). The
variance σ2δ is set so as to ensure that R
2 = V ar(XTi β)/(V ar(X
T
i β) + σ
2
δ ) = 0.95. The
standard deviation of the measurement error σε varies from 1.0 to 3.0 at intervals of 0.5. In
addition, Ntest = 200 test samples are generated in the same way as the training samples.
We are interested in comparing the following methods:
• Oracle: regressing Yi on the true curves Xi (note that the oracle method represents
an ideal standard not achievable in practice, since the true curves Xi are not known);
• Naive: regressing Yi on the observed curves Zi;
• PS–Spline: pre-smoothing by smoothing splines;
• PS–FPCA: pre-smoothing by FPCA;
• SIMEX–Linear : SIMEX with linear extrapolation, as described in section 3.3.2.1;
• SIMEX–Nonlinear : SIMEX with nonlinear extrapolation, as described in section
3.3.2.2;
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Figure 3.5: Left: the plot of the original average daily temperature data over a year in the
Canadian weather dataset. Curves observed at different locations are indicated by different
colors. Right: the plot of simulated curves Xi(td) vs. td, for i = 1, ..., 100, from one of the
N = 200 samples.
• SIMEX–LocPol : SIMEX with local polynomial extrapolation, as described in section
3.3.2.3.
The scalar-on-function regression is implemented as in Cardot et al. (2003), using the
code provided by the authors. The tuning parameter for the scalar-on-function regression
ρ is set to be from 1e−8 to 9e−8 at intervals of 1e−8, from 1e−7 to 9e−7 at intervals of 1e−7,
from 1e−6 to 9e−6 at intervals of 1e−6, from 1e−5 to 9e−5 at intervals of 1e−5 and from 1e−4
to 9e−4 at intervals of 1e−4, chosen by GCV. The number of knots is 10.
For PS-Spline, the smoothing parameter ranges from 1e0 to 1e4 by a factor of 10, chosen
by GCV. The number of knots is the same as the number of sampled time points.
For PS-FPCA, the bivariate smoother for smoothing the covariance matrix is a tensor
product spline with tuning parameters chosen by REML. The number of knots at each
dimension is 10. The number of principal components is set to be the number of positive
eigenvalues (the estimate of covariance matrix is not guaranteed to be nonnegative definite),
which corresponds to 100% of variance explained.
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Figure 3.6: The plot of the “true” coefficient function βk(t), which is generated by regress-
ing the log of annual precipitation on the average daily temperature using Fourier basis
functions.
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For SIMEX methods, the amount of added measurement error θk ranges from 0 to 4.5
at intervals of 0.5 and the number of simulations for each θk is B = 50. The error variance
σ2ε is estimated by smoothing splines. The tuning parameter ρ used in estimation is kept
the same for θ1 through θK , so that β̂k only varies through θk. For nonlinear extrapolation,
the tensor product spline is constructed due to possibly different degree of smoothness
between the two dimensions. The number of knots for each dimension is 10 and the tuning
parameters are chosen by REML. For local polynomial extrapolation, the kernel function
is the Epanechnikov kernel and the order of the polynomial is cubic. The bandwidth is set
to be from 3 to 7 at intervals of 1, chosen by optimizing CV.
The methods above are compared in terms of their performance in estimation and pre-
diction. The performance criterion for estimating β is standardized integrated squared error
(ISE), given by
ISE(β) =
(β − β̂)T (β − β̂)
βTβ







(XTi β − Ŷi)2







where Xtest,i and Ytest,i are based on the test samples not considered in the model fitting.
3.5.2 Results
Table 3.1 gives the average ISE(β) and Figure 3.7 gives boxplots of ISE(β) over 200 sam-
ples. Note that for pre-smoothing with FPCA, the range of ISE(β) is upper truncated at
1.0. We can see that at least one of the SIMEX methods outperforms the other methods
(except for the oracle method). When the standard deviation of the measurement error
is low, i.e., σε = 1, SIMEX with linear extrapolation tends to work better than nonlin-
ear and local polynomial extrapolation. When the standard deviation σε = 1.5, SIMEX
with nonlinear extrapolation works slightly better. When the standard deviation becomes
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larger, SIMEX with local polynomial extrapolation tends to work better. Note that the
naive method and pre-smoothing with smoothing splines give similar results. This is be-
cause for the naive method, fitting the scalar-on-function regression model by Cardot et al.
(2003) inherently involves projecting the observed curves onto a B-spline basis, which may
be viewed as “smoothing by splines” as well. Pre-smoothing with FPCA performs much
worse than other methods in terms of estimation, especially when the standard deviation
is relatively large.
Table 3.1: Average ISE(β) over 200 samples.
σε = 1 σε = 1.5 σε = 2 σε = 2.5 σε = 3
Oracle 0.1315 0.1443 0.1510 0.1296 0.1317
Naive 0.1367 0.1997 0.2789 0.3755 0.4363
PS–Spline 0.1370 0.2004 0.2743 0.3667 0.4367
PS–FPCA 0.1677 0.2528 0.3895 0.6535 0.8027
SIMEX–Linear 0.1278 0.1887 0.2729 0.3756 0.4489
SIMEX–Nonlinear 0.1632 0.1827 0.2212 0.3005 0.3584
SIMEX–LocPol 0.1823 0.1962 0.2201 0.2959 0.3408
Table 3.2 gives the average PMSEin(Y ) over 200 samples. SIMEX with local polynomial
extrapolation performs well, especially when the standard deviation of measurement error
is large, i.e., σε = 2.5 or 3.0. When the standard deviation is relatively small, pre-smoothing
with FPCA and SIMEX with local polynomial extrapolation perform similarly well. Pre-
smoothing with smoothing splines performs similarly to the naive method. Figure 3.8 shows
the box plots of PMSEin(Y ) for 200 samples. Although the range of PMSEin(Y ) for pre-
smoothing with FPCA is quite broad (upper truncated at 0.025 in the boxplots) when the
standard deviation of the measurement error is large, the medians are much lower than other
methods (except for the oracle method). So, pre-smoothing with FPCA doesn’t perform
well in terms of estimation, but performs well in terms of prediction. This is a phenomenon
that we will discuss in section 3.6.
Table 3.3 gives the average PMSEout(Y ) and Figure 3.9 gives the boxplots of PMSEout
(Y ) over 200 test samples. The pattern is very similar to what we observed for in-
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Figure 3.7: Boxplots of ISE(β) over 200 samples. On the x-axis (from left to right) are
Oracle, Naive, PS–Spline, PS–FPCA, SIMEX–Linear, SIMEX–Nonlinear, SIMEX-LocPol.
































































































































































































































































Figure 3.8: Boxplots of PMSEin(Y ) over 200 samples. On the x-axis (from left to right) are
Oracle, Naive, PS–Spline, PS–FPCA, SIMEX–Linear, SIMEX–Nonlinear, SIMEX-LocPol.
Note that for PS-FPCA, the upper range of PMSEin(Y ) is truncated at 0.025.
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Table 3.2: Average PMSEin(Y ) over 200 samples.
σε = 1 σε = 1.5 σε = 2 σε = 2.5 σε = 3
Oracle 0.0004 0.0005 0.0004 0.0005 0.0005
Naive 0.0015 0.0037 0.0061 0.0090 0.0110
PS–Spline 0.0015 0.0036 0.0060 0.0089 0.0106
PS–FPCA 0.0009 0.0020 0.0029 0.0064 0.0103
SIMEX–Linear 0.0014 0.0037 0.0063 0.0095 0.0119
SIMEX–Nonlinear 0.0010 0.0022 0.0036 0.0061 0.0082
SIMEX–LocPol 0.0009 0.0019 0.0030 0.0053 0.0070
sample prediction, except that the average PMSEout(Y ) is slightly larger than the average
PMSEin(Y ), as expected.
Table 3.3: Average PMSEout(Y ) over 200 test samples.
σε = 1 σε = 1.5 σε = 2 σε = 2.5 σε = 3
Oracle 0.0004 0.0005 0.0004 0.0005 0.0005
Naive 0.0016 0.0039 0.0064 0.0094 0.0114
PS–Spline 0.0016 0.0039 0.0063 0.0093 0.0112
PS–FPCA 0.0009 0.0020 0.0030 0.0065 0.0103
SIMEX–Linear 0.0015 0.0039 0.0066 0.0099 0.0124
SIMEX–Nonlinear 0.0011 0.0023 0.0039 0.0065 0.0086
SIMEX–LocPol 0.0010 0.0021 0.0032 0.0057 0.0074
In addition, the mean squared errors for estimating the standard deviation of mea-
surement error over 200 samples are 0.0085, 0.0033, 0.0119, 0.0245, and 0.0123 when the
true standard deviation of measurement error σε = 1.0, 1.5, 2.0, 2.5, and 3.0, respectively.
Figure 3.10 gives histograms of the estimated standard deviations of measurement error.
The dashed line on each histogram indicates the true standard deviation of measurement
error. We can see that the estimator σ̂ε based on smoothing splines with smoothing pa-
rameter chosen by GCV tends to slightly underestimate the true standard deviation of the
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Figure 3.9: Boxplots of PMSEout(Y ) over 200 test samples. On the x-axis (from left
to right) are Oracle, Naive, PS–Spline, PS–FPCA, SIMEX–Linear, SIMEX–Nonlinear,




In this work, we developed the SIMEX algorithm to deal with measurement error in func-
tional regressors for scalar-on-function regression model. The algorithm provides a graphical
description of the effect of added measurement error on the coefficient function estimates.
The variance of measurement error can be estimated by smoothing methods. The relation-
ship between the added measurement error and the coefficient function estimates is usually
difficult to obtain exactly, but the accuracy may be increased by using finer values of θk
and larger number of simulations for each choice of θk.
The extrapolation step is crucial. The idea is to first model the coefficient function
estimates as a function of added measurement error and then extrapolate based on that
model to the case of zero-error. The graphical description might give some insights on the
best extrapolation method(s) to use. Compared to the function-on-scalar regression model
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Figure 3.10: Histograms of estimated standard deviations of measurement error σ̂ε over
200 samples, when the true standard deviation of measurement error σε = 1.0, 1.5, 2.0,
2.5, and 3.0. The dashed line on each histogram indicates the true standard deviation of
measurement error.
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exploited by linear extrapolation, the two-dimensional model exploited by nonlinear and
local polynomial extrapolation is more general, assuming only that the coefficient function
estimates vary smoothly with θ. Also, the smoothness may be controlled by penalized basis
expansion approach, as for nonlinear extrapolation, or by localized modeling approach, as
for local polynomial extrapolation.
In the simulation study, we find that for relatively large measurement error, SIMEX
extrapolation methods tend to be conservative. This might be because the attenuation
effect caused by the measurement error is large, so that the sequence of coefficient func-
tion estimates corresponding to added error cannot sufficiently reflect the curvature along
θ near the case of zero-error. SIMEX might be potentially applied together with most es-
timation methods for scalar-on-function regression model, including Cardot et al. (2003),
Reiss and Ogden (2007), Goldsmith et al. (2011a), which could have a substantial impact on
the performance of SIMEX. In practice, these estimation methods sometimes provide quite
different coefficient function estimates. We need to choose the estimation method carefully
according to the dataset before implementing SIMEX. In addition, in the simulation study,
we find that pre-smoothing with smoothing splines performs similarly to the naive method,
because the naive method, implemented as in Cardot et al. (2003), inherently involves pro-
jecting the observed curves onto a B-spline basis, which may be understood as “smoothing
by splines” as well.
Regarding to the observation that pre-smoothing with FPCA doesn’t estimate well but
predicts well in the simulation study, we give a possible explanation as follows. Consider
model (3.1) and suppose that β∗(t) is any function which is orthogonal to functional re-
gressors Xi(t), for i = 1, ..., n, then adding β
∗(t) to the true coefficient function β(t) will
not affect the prediction. Figure 3.11 shows the plot of PMSEin(Y ) against ISE(β) for
pre-smoothing with FPCA, when the standard deviation of measurement error σε is 3. We
can see that there are quite a few samples, for which ISE(β) is very large but PMSEin(Y )
is quite small. We find that for those samples, the difference between β̂ and β is approx-
imately orthogonal to Xi, for i = 1, ..., n. Figure 3.12 illustrates one of those samples. A
similar problem of nonidentifiability has been reported in Cardot et al. (2003), where they
found that a few “outliers” resulted in a high variance in estimating the coefficient function.
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Scheipl and Greven (2012) also described the nonidentifiability problem in the context of
penalized function-on-function regression model. When the “effective” number of principal
components of functional regressors (the smallest number of principal components which ex-
plains more than, for example, 99% of the total variance) is very small, particularly, smaller
than the number of basis functions used to expand the coefficient function, identifiability is
likely to be an issue. In this simulation, the curves smoothed by FPCA require only 3 or 4
“effective” number of principal components, smaller than 14, the number of B-spline basis
functions. Figure 3.13 shows the plot of ordered eigenvalues, indicating that only the first
3 or 4 principal components are dominant. Such problem of nonidentifiability, however, is
supposed to be solved by adding the roughness penalty, where the penalty matrix is non-
singular. But we find that for those samples where the nonidentifiability problem might
occur, the chosen tuning parameter ρ in the scalar-on-function regression model is often too
small. This might relate to the undersmoothing behavior of GCV (Wahba and Wang, 1995;
Cardot et al., 2003). If, in the simulation setup, the true curves Xi were generated by a
larger “effective” number of principal components (the sample size remains the same), we
find that the nonidentifiability problem might become less likely to occur, but the method
doesn’t estimate or predict very well. This might be because FPCA doesn’t perform as
well in uncovering the true curves, when those are not dominated by only a few number of
dimensions.
SIMEX is a very general method that has several extensions. In chapter 4, we will
discuss the extensions of SIMEX to deal with non i.i.d. measurement error in functional
regressors and response variables with a general exponential family distribution. We will
illustrate some of the extensions by an application to diffusion tensor imaging data.
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Figure 3.11: The plot of PMSEin(Y ) vs. ISE(β) for pre-smoothing with FPCA when
σε = 3.









































Figure 3.12: These plots illustrate one sample where the difference between β̂ and β is
approximately orthogonal toXi, for i = 1, ..., n, for pre-smoothing with FPCA when σε = 3.
Left: the plot of β − β̂. Right: the plot of the true curves Xi.
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Figure 3.13: The plot of ordered eigenvalues of the curves smoothed by FPCA.




In chapter 3, we developed the SIMEX algorithm for scalar-on-function regression with
measurement error in the functional regressors. In this chapter, we will consider extending
SIMEX in several directions.
For the measurement error model (3.2) in chapter 3, we made the assumption that
errors are i.i.d. normal and the error variance is the same for all subjects. However, for
most functional data, this assumption is too simple (Ramsay and Silverman (2005), p. 40).
The error variance could be subject-specific and errors could be autocorrelated and/or het-
eroscedastic. Here we incorporate more general assumptions on the covariance structure
of measurement errors, which will be more realistic for functional data. We will consider
the cases when the error variance is subject-specific and/or errors are autocorrelated. To
ensure identifiability, the covariance structure is assumed to be specified by a parsimonious
set of parameters. When the covariance structure is not parametrically specified, repeated
measurements of functional data are required. So we will also discuss the case when there
are repeated measurements made on the functional regressors. First, we will extend SIMEX
to deal with the above cases. In addition, we will consider extending SIMEX to generalized
functional linear regression, in order to incorporate response variables with a more gen-
eral exponential family distribution. Finally, we will discuss extending SIMEX to handle
measurement error in 2D- or 3D-image predictors.
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The rest of this chapter is organized as follows. Section 4.2 will discuss the extensions
of the SIMEX algorithm in functional regression. Section 4.3 will illustrate some of the
extensions by an application to diffusion tensor imaging data.
4.2 Extensions of SIMEX
4.2.1 Subject-specific error variance
When measurement errors within each observed curve can be assumed to be i.i.d. normal,
but the error variance might vary by subject, we consider the following model for measure-
ment error
Zi = Xi + εi i = 1, ..., n (4.1)
where εi are measurement errors, assumed to be normal with mean 0 and variance σ
2
ε,iI.
The subject-specific error variance σ2ε,i can be estimated by applying smoothing methods
separately on the observed curves for each subject. For example, by smoothing splines, the




where X̂i is the smoothed curve by smoothing splines, D is the number of sampled points
and λss is the smoothing parameter chosen by GCV.
The rest of the SIMEX algorithm is the same, except that the variance of the pseudo
errors to be added will depend on the subject-level variance:
Zθ,i = Zi +
√
θεi i = 1, ..., n
where εi are normal with mean 0 and variance σ
2
ε,iI. Then we have
V ar(Zθ,i|Xi) = (1 + θ)V ar(Zi|Xi) = (1 + θ)σ2ε,iI
Let θ = −1, then V ar(Zθ,i|Xi) = 0. That is, θ = −1 corresponds the case of zero
measurement error.
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4.2.2 Autocorrelated measurement error
Most existing methods that can handle measurement error in functional regressors (for
example, James (2002); Cardot et al. (2007); Goldsmith et al. (2011a,b)) are based on an
assumption that measurement errors are i.i.d.. As commented earlier in section 4.1, such
an assumption might be too simple for functional data. Measurement errors within a single
observed curve often contain certain amount of correlation in their covariance structure
(Ramsay and Silverman (2005), p. 40). Incorporating the presence of correlation, however,
might pose difficulties in estimating the true function and the error function (Opsomer et al.,
2001). On one hand, if the covariance structure is unstructured, i.e., not parametrically
specified, the true function and the error function are not identifiable from each other. On
the other hand, if the correlation is disregarded and the independent covariance structure is
assumed, it might result in an underestimation of the smoothing parameter, when errors are
actually positively correlated. The choice of the smoothing parameter is certainly critical
for estimating the true function and the error function. Thus, to properly account for
the correlation as well as to ensure identifiability, it is usually assumed that the covariance
structure depends on a parsimonious set of parameters (Diggle and Hutchinson, 1989; Kohn
et al., 1992; Wang, 1998).
Specifically, the measurement error model is given by
Zi = Xi + εi i = 1, ..., n (4.2)




ε,i and Vi may vary by
subject. The correlation structure Vi is dependent on a set of parameters. Some examples
are first-order autoregressive, compound symmetric, and exponential correlation structure.
Suppose that we represent the true curve Xi by a set of B-spline basis functions. Then
model (4.2) can be fitted by minimizing the following generalized least squares criterion
with a roughness penalty (Ramsay and Silverman (2005), p. 87)
(Zi −Bγi)TV −1i (Zi −Bγi) + λiγ
T
i Rγi (4.3)
where B = [Bk(td)]d=1,...,D;k=1,...,K is a D × K matrix whose columns are vectors of B-
spline basis functions Bk(t) evaluated at t1, ..., tD, γi = (γik)
T
k=1,...,K is a length-K vector of
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penalty matrix. Criterion (4.3) can be related to that for a linear mixed effects model, so
that σ2ε,i and Vi can be estimated as variance components through REML (Wang, 1998;
Ruppert et al., 2003), which has been shown to be relatively robust to the misspecification
of correlation structure (Krivobokova and Kauermann, 2007). LetR† be the Moore-Penrose
inverse of R, then a corresponding linear mixed effects model is given by (Wang, 1998)











where γi and εi are independent. Alternatively, let R = Q
TPQ, where Q is a K × K






and r = rank(R), then a corresponding linear
















 = Qγi, bi is a fixed vector of length-(K− r), ui is a random vector of length-r,
and ui and εi are independent.
When it is sufficient to assume that the error covariance matrix is the same for all
subjects, a more parsimonious measurement error model is given by
Zi = Xi + εi i = 1, ..., n (4.4)
where εi are normal with mean 0 and variance σ
2
εV . We consider the following criterion to
fit model (4.4), which is a natural extension of criterion (4.3),
n∑
i=1




Let Z = [Zi(td)]d=1,...,D;i=1,...,n be a D × n matrix, Γ = [γki]k=1,...,K;i=1,...,n be a K × n
matrix, then criterion (4.5) can be rewritten as
[vec(Z)− (In⊗B)vec(Γ)]T (In⊗V )−1[vec(Z)− (In⊗B)vec(Γ)]+λvec(Γ)T (In ⊗R)vec(Γ)
which is in the form of (Z̃−B̃Γ̃)T Ṽ −1(Z̃−B̃Γ̃)+λΓ̃T R̃Γ̃, with Z̃ = vec(Z), B̃ = In⊗B,
Γ̃ = vec(Γ), Ṽ = In ⊗ V , and R̃ = In ⊗R. Thus, criterion (4.5) can be related to that
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for a linear mixed effects model, as done in the previous paragraph, and σ2ε and V can be
estimated as variance components through REML.
The rest of the SIMEX algorithm is the same, except adding pseudo errors with amount
θ based on the following equation
Zθ,i = Zi +
√
θεi i = 1, ..., n
where εi are normal with mean 0 and variance σ
2
ε,iVi. Then we have
V ar(Zθ,i|Xi) = (1 + θ)V ar(Zi|Xi) = (1 + θ)σ2ε,iVi
Let θ = −1, then V ar(Zθ,i|Xi) = 0. That is, θ = −1 corresponds the case of zero
measurement error.
4.2.3 Repeated measurements
If the curves are observed repeatedly at several sessions for each subject (but just one
response Yi is observed per subject), then we consider the following multilevel functional
model for measurement error
Zi,j = Xi +Ui,j + εi,j i = 1, ..., I, j = 1, ..., Ji (4.6)
where Zi,j = (Zi,j(td))
T
d=1,...,D is the observed curve for subject i at session j, Xi =
(Xi(td))
T
d=1,...,D is the discretized subject-specific function, Ui,j = (Ui,j(td))
T
d=1,...,D is the
discretized session-specific functional deviation, εi,j = (εi,j(td))
T
d=1,...,D is measurement er-
ror, I is the number of subjects, and Ji is the number of sessions for subject i. We assume
that Ui,j is normal with mean 0 and variance ΣU , εi,j is normal with mean 0 and variance
Σε, and Xi, Ui,j and εi,j are mutually uncorrelated. Here, the covariance structures ΣU
and Σε are left completely unspecified. Then we have
Cov(Zi,j ,Zi,j′) = ΣX + (ΣU + Σε)I(j = j
′) (4.7)
ΣU + Σε may be estimated as a whole by viewing equation (4.7) as a regression model
(Greven et al., 2010), or, alternatively, by the method of moments, as done in a FANOVA
model (Di et al., 2009). Thus, without parametrically specifying the covariance structure
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for Ui,j + εi,j , which as a whole is regarded as “noise” in this context, we are able to
separate the true function and the noise function, when there are repeated measurements
made for each subject. Note that, to further identify ΣU and Σε separately, we would




Suppose that we consider using the average observed curves by subject Z̄i,. = Xi +
Ūi,. + ε̄i,. as a starting point to implement the SIMEX algorithm. We can consider adding
pseudo errors τi with amount θ based on the following equation
Z̄θ,i,. = Z̄i,. +
√
θτi i = 1, ..., I
where τi is normal with mean 0 and variance Στ,i = (ΣU + Σε)/Ji. Then we have
V ar(Z̄i,.|Xi) = (ΣU + Σε)/Ji = Στ,i
V ar(Z̄θ,i,.|Xi) = (1 + θ)V ar(Z̄i,.|Xi) = (1 + θ)Στ,i
Let θ = −1, then V ar(Z̄θ,i,.|Xi) = 0. That is, θ = −1 corresponds the case of zero
measurement error.
4.2.4 Generalized functional linear regression
Suppose that the response Yi has a general exponential family distribution with E(Yi) = µi.
Then we can consider a generalized functional linear model, given by
g(µi) = β0 +
∫ 1
0
Xi(t)β(t)dt i = 1, ..., n
where g is a link function. The ideas for fitting generalized functional linear model resemble
those for scalar-on-function model. The SIMEX algorithm extends easily, since the algo-
rithm only requires that the coefficient function estimate β̂k is a function of the curves with
added error Zθk,i and the response Yi, i = 1, ..., n.
4.2.5 Image predictors with measurement error
In neuroimaging studies, it is of our interest to incorporate 2D- or 3D-brain imaging data to
predict scalar clinical outcomes. The problem can be formulated as a generalized functional
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linear model
g(µi) = β0 +
∫
T
Xi(t)β(t)dt i = 1, ..., n
where Xi(t) is the image regressor, β(t) is the coefficient image, t ∈ Rp and T ⊂ Rp
(most commonly, p = 2 or 3). When the images are observed with measurement error, a
measurement error model is given by
Zi = Xi + εi
where Zi = (Zi(t1), ..., Zi(tD))
T is the observed image at spatial locations t1, ..., tD,
Xi = (Xi(t1), ..., Xi(tD))
T is the (discretized) true image, and measurement error εi =
(εid)
T
d=1,...,D is assumed to be i.i.d. normal with mean 0 and variance σ
2
ε I, for simplicity.
Several methods have been developed for generalized functional linear model with image
as predictors, including Reiss and Ogden (2010) and Goldsmith et al. (2014), and may be
potentially applied together with the SIMEX algorithm to handle measurement error in
the observed images, which is certainly an issue with noisy images such as those obtained
in brain imaging studies. The error variance σ2ε may be estimated via thin plate (regres-
sion) splines or tensor product splines (Wood (2006a), pp. 167-168). For a given added
amount of measurement error θk, the corresponding coefficient image estimate β̂k(t) can
be obtained by Monte Carlo simulation. The number of simulations B is expected to be
greater compared to the 1-D case, since higher dimensional integration is generally more
time consuming.
The extrapolation methods extend from modeling a sequence of 1D coefficient functions
to modeling a sequence of 2D or 3D coefficient images, with respect to increasing amount
of added error. Suppose that the dimension of image p = 2, for ease of presentation. For
linear extrapolation, an image-on-scalar regression model is introduced
E(β̂k(t)) = b0(t) + b1(t)θk k = 1, ...,K (4.8)
Here, θk may be easily generalized to other functional forms. Model (4.8) may be fitted by





{βk(t)− b0(t)− b1(t)θk}2dt+ λ{J(b0) + J(b1)} (4.9)
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Let β(t) = (βk(t))
T
k=1,...,K , b(t) = (bm(t))
T







representing β(t) and b(t) by tensor product spline basis functions, i.e., β(t) = CB(t) and
b(t) = AB(t), whereB(t) = (B1⊗B2)(t) is a vector of tensor product spline basis functions
evaluated at t, and C and A are matrices of coefficients for β(t) and b(t), respectively.
Then, the penalty term λ{J(b0) + J(b1)} in criterion (4.9) can be rewritten as
λvec(AT )T (I2 ⊗R)vec(AT ) (4.10)























T {βk(t) − b0(t) −




T (t)dt. Then, criterion (4.9), which is the sum of the two terms (4.11)
and (4.10), can be viewed as a criterion for generalized ridge regression, whose minimizer
can be obtained easily. The tuning parameter λ may be chosen by leave-one-image-out CV.
For nonlinear extrapolation, the following model may be considered
E(β̂) = f(t1, t2, θ)
where f is a smooth function in R3. The model can be fitted by thin plate splines (Green
and Silverman, 1994) or tensor product splines (Wood, 2006a).
For local polynomial extrapolation, we consider fitting a localized model at θ0 = −1
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where J is the thin plate penalty. Criterion (4.12) may be transformed to a criterion for
the image-on-scalar regression model, similar to what’ve been done in section 3.3.2.3. The
bandwidth h and the tuning parameter λ may be chosen by leave-one-image-out CV.
4.3 Application to diffusion tensor imaging data
4.3.1 Background
Multiple sclerosis (MS) is a disabling neurological disease that occurs mainly in the white
matter of the central nervous system (Goldberg-Zimring et al., 2005). The corpus callosum
is the largest area of white matter in the brain and it connects the two cerebral hemispheres.
It is usually abnormal for MS cases (Ozturk et al., 2010). Diffusion tensor imaging (DTI),
a brain imaging technique which takes advantage of diffusion anisotropy, can reveal abnor-
mality in the white matter and is widely used in the study of MS (Goldberg-Zimring et al.,
2005). A primary measurement derived from DTI is called fractional anisotropy (FA), which
reflects the relative anisotropy of diffusion direction. It was found to decrease in the corpus
callosum for MS cases in previous studies (Ozturk et al., 2010).
The DTI data we analyze were collected at Johns Hopkins University and the Kennedy-
Krieger Institute and consist of FA tract profiles of the corpus callosum for both MS
cases and controls at multiple visits. The dataset is available in the refund package in
R (Crainiceanu et al., 2014). We will focus on the classification of MS case status (1 for
case, 0 for control) using the FA tract profiles of the corpus callosum. There are 100 (70%)
MS cases and 42 (30%) controls, and each subject is measured once for each visit. There
are up to 8 visits per subject, giving 382 visits in total. The FA tract profiles of corpus
callosum are sampled at 93 positions. Six (2%) of the 382 visits have missing values in the
profiles. After discarding profiles with missing values, the number of MS cases and controls
remains unchanged. The number of visits ranges from 1 to 7, with a median of 2.
As an example, Figure 4.1 shows the FA tract profiles of corpus callosum for two sub-
jects, both MS cases, measured at all visits. The profiles have variation between subjects
and between visits and are subject to measurement error. To use the FA tract profiles of
corpus callosum as functional regressors to classify MS case status, we need to properly
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Figure 4.1: The FA tract profiles for two MS cases measured at all visits. Two subjects are
indicated by black and blue, respectively.
account for the effect caused by between-visit variation and measurement error. SIMEX is
a method that we described in chapter 3 to deal with measurement error in the functional
regressors for scalar-on-function regression. It can be extended to handle multilevel func-
tional measurements and the response variable that has an exponential family distribution.
In this section, we will apply the SIMEX algorithm for generalized functional linear regres-
sion where the functional regressors have multilevel measurements to the DTI dataset. We
will first estimate between-visit and measurement error variance of the FA tract profiles of
corpus callosum, and then build generalized functional regression model to classify MS case
status based on the profiles, accounting for both between-visit variation and measurement
error.
4.3.2 Variance decomposition
As illustrated in section 4.3.1, the FA tract profiles of corpus callosum have between-subject
and between-visit variation and are subject to measurement error. Thus, we consider the
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multilevel functional model (4.6) to characterize variation at different levels. Regarding
equation (4.7) as a linear regression model, the covariance matrix for the subject level
ΣX and the covariance matrix for the visit level plus measurement error ΣU + Σε can be
estimated using BLUE and the estimates are shown in Figure 4.2. Note that the estimated
covariance matrices are not guaranteed to be nonnegative definite. A simple correction is to
perform eigendecomposition on the estimated covariance matrices and then reconstruct the
matrices using only the eigenvectors that have positive eigenvalues. The total proportion
of variance explained by the visit level and measurement error together is trace(Σ̂U +
Σ̂ε)/
[
trace(Σ̂X) + trace(Σ̂U + Σ̂ε)
]
= 23%. Note that this variance decomposition can be














Figure 4.2: Heat maps of the estimated covariance matrix for the subject level (left) and
the estimated covariance matrix for the visit level plus measurement error (right). Upper
left: color key and histogram of heat maps.
4.3.3 Coefficient function estimates
Ideally, if we can observe {Xi(t), Yi}i=1,...,I , where Xi(t) is the true FA tract profile of corpus
callosum, Yi is the MS case status (1 for case, 0 for control), and i is the index for subjects
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1 through I, then we can apply the following functional logistic regression model
log
P (Yi = 1)




Xi(t)β(t)dt i = 1, ..., I (4.13)
where β0 is the intercept and β(t) is the coefficient function. However, as described in the
previous paragraph, the profiles are observed with between-visit variation and measurement
error, which explains 23% of the total variance. One could average the profiles at all visits
for each subject, but doing so may not effectively eliminate the effect caused by between-
visit variation and measurement error, especially when more than half of the subjects only
have 1 or 2 visits. To properly account for the effect caused by between-visit variation and
measurement error, we apply the SIMEX algorithm described in section 4.2.3.
The average profiles by subject may be used as a starting point to implement SIMEX. Let
Z̄i,. be the average profile for subject i. Conditional on the true profile Xi, V ar(Z̄i,.|Xi) =
(ΣU + Σε)/Ji, where Ji is the number of visits for subject i. Thus we consider adding
additional errors τi based on Z̄θ,i,. = Z̄i,. +
√
θτi, for i = 1, ..., I, where τi is normal with
mean 0 and variance (Σ̂U+Σ̂ε)/Ji and θ controls for the amount of added errors. We repeat
this simulation step B = 100 times and choose θ to be from 0 to 2.25 at intervals of 0.25.
The functional logistic regression model is estimated by techniques presented in Reiss and
Ogden (2010). The tuning parameter and the number of B-spline basis functions are fixed
for each θ and each simulation. Estimates for the intercept β̂θ,0 and the coefficient function
β̂θ(t) for each θ are obtained by taking the average over B simulations, respectively. Then
the sequence of estimates is modeled as a function of θ and extrapolated to where θ = −1,
the case of zero-error. The extrapolation is done in three ways: linear, nonlinear and local
polynomial. For the linear extrapolation method, the intercept estimate is obtained based on
a simple linear regression model with β̂θ,0 as response and θ as covariate, and the coefficient
function estimate is obtained based on a function-on-scalar regression model as described in
section 3.3.2.1. For the nonlinear extrapolation method, the intercept estimate is obtained
based on a smoothing splines model, where β̂θ,0 is modeled as a smooth function of θ, and the
coefficient function estimate is obtained based on a tensor product spline model as described
in section 3.3.2.2. For the local polynomial extrapolation method, the intercept estimate is
obtained based on a local quadratic regression model, and the coefficient function estimate
is obtained based on (3.10) as described in section 3.3.2.3, where the order of polynomial
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is quadratic.
As a comparison, the result of regressing MS case status Yi on the average profiles Z̄i,.,
which we refer as the naive method, is presented. Figure 4.3 shows the average profiles
by MS case status and the naive estimate of the coefficient function. We can see that MS
cases tend to have lower FA for corpus callosum compared to controls and the difference
is most substantial at around position 65 on the tract (the confidence interval will be
presented in the next paragraph). Figure 4.4 shows the estimates of the coefficient function
by SIMEX with linear (red), nonlinear (green) and local polynomial (blue) extrapolation.
To see which extrapolation method uses a model that performs the best, we calculate the
leave-one-curve-out CV score for each extrapolation method. The CV scores for linear,
nonlinear and local polynomial extrapolation are 0.0063, 0.0034, and 0.0022, respectively.
Based on this criterion, the model used by local polynomial extrapolation performs better
than that used by nonlinear extrapolation, followed by linear extrapolation. Figure 4.5
shows the intercept estimates by the naive method (corresponding to θ = 0) and by SIMEX
with linear (red), nonlinear (green) and local polynomial (blue) extrapolation.
4.3.4 Bootstrapping SIMEX
The SIMEX algorithm is relatively simple to implement, but it might be difficult to derive
the asymptotic distribution for the estimators (Cook and Stefanski, 1994). In this section,
we will use the bootstrap to calculate the pointwise confidence intervals for the SIMEX
method and compare to that for the naive method.
There are several resampling schemes available for bootstrapping a regression model
(Efron and Tibshirani, 1994; Davison and Hinkley, 1997). For a classic (generalized) linear
regression model, bootstrap may be done completely nonparametrically by resampling the
pairs of the response and the covariates. Alternatively, it may be done via a model-based
resampling scheme: conditional on the covariates, the bootstrapped response is generated
by adding a random error, resampled from the centered residuals, to the fitted value from
the model, or generated by resampling from the fitted distributional model. The residual
bootstrap for generalized linear regression model involves resampling from the Pearson
residuals or the deviance residuals, but one major drawback is that it can generate non-
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Figure 4.3: Left: the average profiles by subject are indicated by grey, the average profile
for MS cases are indicated by red, and the average profile for MS controls are indicated by
blue. Right: the naive estimate of the coefficient function obtained by regressing the MS
case status on the average profiles by subject.
integer responses, while the actual responses should be integer-valued (Davison and Hinkley
(1997), pp. 333-334).
Moving forward to functional (generalized) linear regression, most of the literature fo-
cuses on adapting the resampling schemes available for bootstrapping classic regression
models to the functional situation. James et al. (2009) used the nonparametric bootstrap
for functional linear regression in an application to Canadian weather data. Reiss and Og-
den (2010) constructed simultaneous confidence bands by the nonparametric bootstrap for
functional generalized linear regression. Some research work has also been done to justify
the asymptotic validity of bootstrapping functional regression models. Gonzalez-Manteiga
and Martinez-Calvo (2011) showed the validity of the residual bootstrap for FPCA-type
estimates in functional linear models. For the point impact model in functional linear
regression, McKeague and Sen (2010) showed the consistency of the residual bootstrap,
whereas the nonparametric bootstrap is not consistent. The latter result suggests more
careful choice of the resampling scheme has to be made when bootstrapping functional
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Figure 4.4: Left: the sequence of estimates for the coefficient function β̂θ(t), for θ =
0, 0.25, ..., 2.25, are indicated by grey; the estimates obtained by linear, nonlinear and local
polynomial extrapolation are indicated by red, green and blue, respectively; position 65 on
the tract is indicated by the dashed line. Right: β̂θ(t65) against θ is indicated by grey; the
estimates obtained by linear, nonlinear and local polynomial extrapolation are plotted at
θ = −1 and indicated by red, green and blue, respectively.
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Figure 4.5: The sequence of estimates for the intercept β̂θ,0, for θ = 0, 0.25, ..., 2.25, are
indicated by grey; the estimates obtained by linear, nonlinear and local polynomial extrap-
olation are plotted at θ = −1 and indicated by red, green and blue, respectively.
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regression models. In light of that, we will use the model-based bootstrap in our case of
functional logistic regression. Specifically, we will resample from the fitted Bernoulli model,
since the residual bootstrap might result in bootstrapped responses other than 0 or 1.
Figure 4.6 shows the 95% pointwise confidence intervals obtained via bootstrap for
the naive method and the SIMEX methods with linear, nonlinear, and local polynomial
extrapolation. The bootstrap sampling is repeated 1000 times. The tuning parameter
and the number of B-spline basis functions used in fitting the functional logistic regression
model are kept fixed across the bootstrapped samples. The pointwise confidence interval
for SIMEX with local polynomial extrapolation tends to be wider than that for nonlinear,
followed by linear and then naive, which might suggest the bias-variance tradeoff.
4.3.5 Misclassification rates
The FA tract profiles of the corpus callosum may be used for the classification of MS case
status. In this section, we calculate the misclassification rates for the naive and the SIMEX
method. The cutoff is chosen to be the value which minimizes the misclassification rate
for each method. The misclassification rates for naive, SIMEX with linear, nonlinear, and
local polynomial extrapolation are 23%, 23%, 21%, and 21%, respectively. Figure 4.7 shows
the predicted probability of being MS case by SIMEX with linear (red), nonlinear (green),
and local polynomial (blue) extrapolation against the predicted probability of being MS
case by the naive method. We can see that for subjects who are predicted to have high
probability of being MS by the naive method, the predicted probability by local polynomial
extrapolation tends to be greater than that by nonlinear, followed by linear and naive. For
subjects who are predicted to have low probability of being MS by the naive method, the
predicted probability by local polynomial extrapolation is smaller than that by nonlinear,
followed by linear and naive.
CHAPTER 4. EXTENSIONS AND APPLICATION 81












































Figure 4.6: The estimated coefficient functions (solid line) and 95% pointwise confidence
intervals (dashed line) by naive (top left) and SIMEX with linear (top right), nonlinear
(bottom left) and local polynomial (bottom right) extrapolation.
CHAPTER 4. EXTENSIONS AND APPLICATION 82























Figure 4.7: The plot of P (Yi = 1) predicted by SIMEX against P (Yi = 1) predicted by
the naive method. SIMEX with linear, nonlinear, and local polynomial extrapolation are
indicated by red, green, and blue, respectively. A line of slope 1 and intercept 0 is shown
by the dashed line.
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Chapter 5
Conclusion
The overall theme of this thesis concerns the problem of handling measurement error and
sources of variation for functional data. The first part deals with charactering the variability
of functional data when there are repeated functional measurements and measurement error
made on each subject. The motivating data structure arises in a study of human vision.
We consider a multilevel functional mixed effects model and propose a wavelet-based sparse
PCA approach to fit the model. Transforming the data into the wavelet domain allows for
a sparse representation of the underlying processes and characterization of local features
at a range of resolution levels. The total variation of the data can be nicely decomposed
into multiple levels. Sparse PCA in the wavelet domain allows for dimension reduction
and extraction of main direction of random effects that may vary for each level. The
methodology is illustrated by an application to the human vision data.
The second part deals with the problem of measurement error in functional regressors
for scalar-on-function regression. We develop a SIMEX algorithm to correct for the attenu-
ation of estimated coefficient functions caused by measurement error. The simulation step
involves establishing the relationship between a sequence of added error variance and the
corresponding estimates of coefficient function. The error variance may be estimated by
smoothing methods. The extrapolation step involves modeling the sequence of coefficient
function estimates as a function of added error variance and extrapolating to the case of zero-
error. We introduce three methods for extrapolation, which we term as linear, nonlinear,
and local polynomial extrapolation. The linear extrapolation exploits function-on-scalar
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regression model. The nonlinear extrapolation exploits thin plate splines model or tensor
product splines model. The local polynomial extrapolation adopts a hybrid approach of
local polynomial modeling and penalized basis expansion. The proposed methodology com-
pares favorably to pre-smoothing methods based on smoothing splines and FPCA, based
on a simulation study.
The third part discusses the extension of the SIMEX algorithm to the case when the
error-variance is subject-specific, errors are autocorrelated, or multilevel measurements are
made in the functional regressors, and further, to generalized functional linear model and
to 2D- or 3D-image predictors. We illustrate some of the extensions by an application to
DTI data. The data consists of FA tract profiles of the corpus callosum for MS cases and
controls at multiple visits. The analysis focuses on the classification of MS case status using
the FA tract profiles of the corpus callosum, accounting for both between-visit variation and
measurement error.
In future research, we will further investigate the asymptotic behavior of the SIMEX
estimator. We will also investigate if SIMEX is robust to non-normal measurement error.
In addition, we are interested in incorporating binary functional data as predictors in gen-
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Appendix A
R code
A.1 Wavelet-based PCA for multilevel functional model
wavelet.spca = function(Y, subject, filter.number = 5, family =
"DaubLeAsymm", bc = "periodic", threshold = TRUE, p=.95, q=.95) {
### ARGUMENTS
# Y: a n-by-D matrix, whose rows are vectors of functional
observations
# subject: a length-n vector of subject ID
# filter.number, family, bc: see details in wavethresh::GenW
# threshold: TRUE if thresholding mean in wavelet domain
# p: the proportion of variance explained by thresholding
covariance matrices




J.vec = sapply(unique(subject), function(x) sum(subject == x))
I = length(unique(subject))
W = get.W(D, filter.number, family, bc)
Y.W = Y %*% W
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sigma2 = get.sigma2(Y.W)
alpha = get.mean(Y.W, threshold)
mu = alpha %*% t(W)
covmat.output = get.covmat(Y.W, J.vec, I, alpha, sigma2)
V.delta = covmat.output$V.1
V.gamma = covmat.output$V.2
V.S = W %*% V.delta %*% t(W)
V.U = W %*% V.gamma %*% t(W)
N.output = select.ncomp(sort(diag(V.delta), decreasing = TRUE),
sort(diag(V.gamma), decreasing = TRUE), sigma2, D, p)
N.delta = N.output$N.1
N.gamma = N.output$N.2
V.delta.star = threshold.covmat(V.delta, N.delta)
V.gamma.star = threshold.covmat(V.gamma, N.gamma)
V.S.star = W %*% V.delta.star %*% t(W)
V.U.star = W %*% V.gamma.star %*% t(W)




eigen.delta = eigen(V.delta.star, symmetric = TRUE)
eigen.gamma = eigen(V.gamma.star, symmetric = TRUE)
lambda.delta = eigen.delta$values[1:M.delta]
phi.delta = eigen.delta$vectors[, 1:M.delta]
phi.S = t(t(phi.delta) %*% t(W))
lambda.gamma = eigen.gamma$values[1:M.gamma]
phi.gamma = eigen.gamma$vectors[, 1:M.gamma]
phi.U = t(t(phi.gamma) %*% t(W))
var.explain = (sum(lambda.delta)+sum(lambda.gamma)+sigma2*D)
/(sum(diag(V.delta)) + sum(V.gamma) + sigma2*D)
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prcomp.output = get.prcomp(subject, phi.delta, phi.gamma,




return(list(Y.W = Y.W, sigma2 = sigma2, alpha = alpha, mu = mu,
V.delta = V.delta, V.gamma = V.gamma, V.S = V.S, V.U = V.U,
N.delta = N.delta, N.gamma = N.gamma,
V.delta.star = V.delta.star, V.gamma.star = V.gamma.star,
V.S.star = V.S.star, V.U.star = V.U.star,
M.delta = M.delta, M.gamma = M.gamma,
lambda.delta = lambda.delta, lambda.gamma = lambda.gamma,
phi.delta = phi.delta, phi.gamma = phi.gamma, phi.S = phi.S,
phi.U = phi.U, var.explain = var.explain, xi.delta = xi.delta,
xi.gamma = xi.gamma))
}
get.W = function(D, filter.number, family, bc) {
W.temp = wavethresh::GenW(ncol(Y), filter.number, family, bc)
W = cbind(W.temp[,-1], W.temp[,1])
return(W)
}
get.sigma2 = function(X) {






get.mean = function(X, threshold) {




tau = sqrt(get.sigma2(colMeans(X)) * 2 * log(D))
alpha = t(matrix(colMeans(X) * (abs(colMeans(X)) > tau), D, n))
} else {




get.covmat = function(X, J.vec, I, alpha, sigma2) {
D = ncol(X)
V.1 = V.2 = matrix(0, D, D)
f.j1 = function(i) {
before = sum(J.vec[1:(i-1)]) * (i > 1)
rep(before + (1:J.vec[i]), each = J.vec[i])
}
f.j2 = function(i) {
before = sum(J.vec[1:(i-1)]) * (i > 1)
rep(before + (1:J.vec[i]), J.vec[i])
}
f.eta = function(d) {
(X-alpha)[j1, d] * (X-alpha)[j2, (d+1):D]
}
f.eta.diag = function(d) {
(X-alpha)[j1[(j1 >= j2)], d] * (X-alpha)[j2[(j1 >= j2)], d]
}
j1 = as.vector(unlist(sapply(1:I, f.j1)))
j2 = as.vector(unlist(sapply(1:I, f.j2)))
N = sum(J.vec * J.vec)
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C = cbind(rep(1, N), as.numeric(j1 == j2))
eta = matrix(unlist(lapply(1:(D-1), f.eta)), N, D*(D-1)/2)
b = solve(t(C) %*% C, t(C) %*%eta)
V.1[outer(1:D, 1:D, function(d1, d2) (d1 > d2))] = b[1, ]
V.1 = V.1 + t(V.1)
V.2[outer(1:D, 1:D, function(d1, d2) (d1 > d2))] = b[2, ]
V.2 = V.2 + t(V.2)
C.diag = C[(j1 >= j2), ]
eta.diag = sapply(1:D, f.eta.diag)
b.diag = solve(t(C.diag) %*% C.diag, t(C.diag) %*% eta.diag)
diag(V.1) = b.diag[1, ]
diag(V.2) = b.diag[2, ] - sigma2
return(list(V.1 = V.1, V.2 = V.2))
}
select.ncomp = function(diag.1, diag.2, sigma2, D, prop) {
var.explain = N.1 = N.2 = 0
while(var.explain < prop){
if (diag.1[N.1 + 1] >= diag.2[N.2 + 1]){
N.1 = N.1 + 1
}
else {
N.2 = N.2 + 1
}
var.explain = (sum(diag.1[1:N.1]) + sum(diag.2[1:N.2]) + sigma2
* D) / (sum(diag.1) + sum(diag.2) + sigma2 * D)
}
return(list(N.1 = N.1, N.2 = N.2))
}
threshold.covmat = function(V, N){
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sub = sort(sort(diag(V), decreasing = TRUE, index.return =
TRUE)$ix[1:N])
V.star = V
V.star[-sub,] = V.star[,-sub] = 0
return(V.star)
}
get.prcomp = function(subject, phi.1, phi.2, lambda.1, lambda.2,
M.1, M.2, sigma2, X, alpha) {
I = length(unique(subject))
n = length(subject)
A.1 = kronecker(Diagonal(I)[subject, ], phi.1)
A.2 = kronecker(Diagonal(n), phi.2)
A = Matrix::cBind(A.1, A.2)
D.inv = Matrix::Diagonal(M.1*I + M.2*n, c(rep(1/lambda.1, I),
rep(1/lambda.2, n)))
u = solve(t(A) %*% A + sigma2 * D.inv, t(A) %*%
as.vector(t(X - alpha)))
xi.1 = t(matrix(u[1:(M.1*I)], M.1, I))
xi.2 = t(matrix(u[(M.1*I) + (1:(M.2*n))], M.2, n))
return(list(xi.1 = xi.1, xi.2 = xi.2))
}
A.2 The SIMEX algorithm for functional linear models
SIMEX = function(Y, X, lambda.ss.vec, lambda.flm.vec,
nknot.flm.vec, order = 4, m = 2, B = 100, theta.vec, nbasis.lin,
nknot.theta, nknot.d, order.locpol, nbasis.locpol, bw.vec) {
### ARGUMENTS
# Y: length-n vector of responses (n is sample size)
# X: n-by-D matrix whose rows are functional regressors (D is
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the number of sampled points)
# lambda.ss.vec: vector of smoothing parameters for smoothing
splines
# lambda.flm.vec: vector of tuning parameters for scalar-on-
function regression model
# nknot.flm.vec: vector of numbers of knots for scalar-on-
function regression model
# order: order of B-splines for scalar-on-function regression
model
# m: order of derivative in roughness penalty for scalar-on-
function regression model
# B: number of simulations per theta (theta controls the amount
of added error)
# theta.vec: vector of amounts of added error
# nbasis.lin: number of basis functions for linear
extrapolation
# nknot.theta: number of knots in the dimension of theta for
nonlinear extrapolation
# nknot.d: number of knots in the dimension of d for nonlinear
extrapolation
# order.locpol: order of polynomial in covariates for local
polynomial extrapolation
# nbasis.locpol: number of basis functions for local
polynomial extrapolation
# bw.vec:vector of bandwidth for local polynomial extrapolation
sigma2 = smoothing.spline(X, lambda.ss.vec)$sigma2
coef.theta = smltn(Y, X, lambda.flm.vec, nknot.flm.vec, order,
m, theta.vec, sigma2, B)
extrpltn.output.lin = extrpltn(Y, X, coef.theta, theta.vec,
method = "linear", nbasis.lin = nbasis.lin)
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coef.lin = extrpltn.output.lin$coef
fitted.values.lin = extrpltn.output.lin$fitted.values
extrpltn.output.nonlin = extrpltn(Y, X, coef.theta, theta.vec,




extrpltn.output.locpol = extrpltn(Y, X, coef.theta, theta.vec,
method = "locpol", order.locpol = order.locpol,
nbasis.locpol = nbasis.locpol, bw.vec = bw.vec)
coef.locpol = extrpltn.output.locpol$coef
fitted.values.locpol = extrpltn.output.locpol$fitted.values





fitted.values.locpol = fitted.values.locpol, sigma2 = sigma2))
}




f.gcv <- function(x) {
sum(smooth.basis(seq(1,D),t(X),fdPar(create.bspline.basis
(c(1,D), D), 2, lambda.vec[x]))$gcv)
}
gcv.vec = sapply(seq(1,length(lambda.vec)), f.gcv)
lambda = lambda.vec[which.min(gcv.vec)]
smooth.output = smooth.basis(seq(1,D), t(X),
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fdPar(create.bspline.basis(c(1,D), D), 2, lambda))
sigma2 = smooth.output$SSE/(n*D - smooth.output$df)
return(list(lambda = lambda, sigma2 = sigma2))
}
smltn = function(Y, X, lambda.flm.vec, nknot.flm.vec, order, m,




coef.theta.rep = array(NA, dim = c(D, K, B))
flm.output = Splinemlfgcv(Y = Y, X = X, veclambda =
lambda.flm.vec, veck = nknot.flm.vec, order, m)
lambda.flm = flm.output$rho.opt
nknot.flm = flm.output$k.opt
for (k in 1:K) {
for (b in 1:B) {
X.theta = X + matrix(rnorm(n*D, sd = sqrt(theta.vec[k]*sigma2)),
n, D)
coef.theta.rep[, k, b] <- 1/D * Splinemlf(Y = Y, X = X.theta,
lambda = lambda.flm, k = nknot.flm, order, m)$af
}
}
coef.theta = apply(coef.theta.rep, c(1,2), mean)
return(coef.theta)
}
extrpltn = function(Y, X, coef.theta, theta.vec, method=c(
"linear", "nonlinear", "locpol"), nbasis.lin, nknot.theta,
nknot.d, order.locpol, nbasis.locpol, bw.vec) {
require(mgcv)
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require(refund)
design.mat = function(x, M) {
x.mat = rep(1, length(x))
count = 0
while (M > count) {
x.mat = cbind(x.mat, xˆ(count+1))






if (method == "linear") {
theta.mat = cbind(1, theta.vec)
sink("/dev/null")
fosr.output = fosr(Y = t(coef.theta), X = theta.mat,
method = "OLS", nbasis = nbasis.lin)
sink()
coef = as.matrix(fosr.output$est.func)%*%c(1, -1)
} else if (method == "nonlinear") {
coef.theta.all = cbind(NA, coef.theta)
row.vec = rep(c(-1, theta.vec), each = D)
col.vec = rep(seq(1, D), K+1)
gam.output = gamm(as.vector(coef.theta.all) ∼ te(row.vec,




cv.mat = matrix(NA, K, length(bw.vec))
EpaK = function(x) {
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for (j in 1:length(bw.vec)) {
for (i in 1:K) {
ker.cv = sapply(abs(theta.vec[-i] - theta.vec[i])/bw.vec[j],
EpaK)
/bw.vec[j]






fosr.cv.output = fosr(Y = coef.theta.star.cv, X =
theta.mat.star.cv, method = "OLS", nbasis = nbasis.locpol)
sink()
coef.cv = as.matrix(fosr.cv.output$est.func)%*%c(1, rep(0,
order.locpol))
cv.mat[i,j] = sum((coef.theta[,i] - coef.cv)ˆ2)
}
}
cv.vec = apply(cv.mat, 2, mean)
bw = bw.vec[which.min(cv.vec)]
ker = sapply(abs(theta.vec - (-1))/bw, EpaK)/bw
theta.mat = design.mat(theta.vec - (-1), order.locpol)





fosr.output = fosr(Y = coef.theta.star, X = theta.mat.star,
method = "OLS", nbasis = nbasis.locpol)
sink()
coef = as.matrix(fosr.output$est.func)%*%c(1, rep(0,
order.locpol))
}
fitted.values = as.numeric(mean(Y) - colMeans(X)%*%coef)
+ X%*%coef
return(list(coef = coef, fitted.values = fitted.values))
}
# Spline Estimators for the Functional Linear Model
# H. Cardot, F. Ferraty and P. Sarda




A = matrix(ncol = n, nrow = order + nknot)
x0 = seq(0, 1, length = p)
x = seq(0, 1, length = 200)
knot = quantile(x, (1:nknot)/(nknot + 1))
delta = sort(c(rep(range(x), order), knot))
B = spline.des(delta, x, order)$design
xdiff = diff(x, 1)
DmBj = spline.des(delta, x, order, derivs = rep(m, 200))$design
G1 = t(DmBj[-1, ]) %*% (DmBj[-1, ] * xdiff)
G2 = t(DmBj[-200, ]) %*% (DmBj[-200, ] * xdiff)
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G = 0.5 * (G1 + G2)
B = spline.des(delta, x0, order)$design
A = t(B) %*% X/p
list(A = A, G = G, B = B)
}








AtA = A %*% t(A)/n
Delta = t(as.matrix(Y)) %*% t(A)/n
Gamma = AtA + lambda * PenMat
alpha0 = Delta %*% solve(Gamma)
af = res$B %*% alpha0[2:(k+order+1)]
mu = alpha0[1]
yhat = as.vector(t(af) %*% t(X)/p) + mu
list(as = alpha0[2:(k+order+1)], af = af, mu = mu, yhat=yhat,
rd = Y - yhat)
}
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gcv = matrix(10ˆ9, nrow = k, ncol = q)
RSS = matrix(10ˆ9, nrow = k, ncol = q)
DegFree = matrix(1, nrow = k, ncol = q)
nomcv2 = paste("", veclambda, sep = "")
nomcv1 = paste("", veck, sep = "")
dimnames(gcv) = list(nomcv1, nomcv2)
Xc = sweep(X,2,apply(X,2,mean))
for(i in 1:k) {
kk = veck[i]
res = Bspline.ini(t(Xc), kk, order, m)
A = rbind(matrix(1,nrow=1,ncol=n),res$A)
AtA = A %*% t(A)/n
Delta = t(as.matrix(Y)) %*% t(A)/n
PenMat = matrix(0,ncol=kk+order+1,nrow=kk+order+1)
PenMat[-1,-1] = res$G
for(l in 1:q) {
lambda = veclambda[l]






pos.rho.opt = trunc(pos.opt/k) + 1
pos.k.opt = pos.opt - (pos.rho.opt - 1)*k
return(list(gcv = gcv, rho.opt=veclambda[pos.rho.opt], k.opt =
veck[pos.k.opt], rss = RSS, df = DegFree, mu = mu, af = af,
min = vtest, yhat = yhat, s2hat = s2hat))
} else {
print("l")




Gamma = AtA + lambda * PenMat
}
}
Hatn = t(A) %*% solve(Gamma) %*% A/n
RSS[i, l] = mean((Y - Hatn %*% Y)ˆ2)
DegFree[i, l] = (1 - sum(diag(Hatn))/n)ˆ2
gcv[i, l] = RSS[i, l]/DegFree[i, l]
if(vtest > gcv[i, l]) {
alpha0 = Delta %*% solve(Gamma)
af.coef = alpha0[2:(kk+order+1)]
af = res$B %*% alpha0[2:(kk+order+1)]
mu = alpha0[1]
vtest = gcv[i, l]
yhat = Hatn %*% Y





pos.rho.opt = trunc(pos.opt/k) + 1
pos.k.opt = pos.opt - (pos.rho.opt - 1)*k
list(gcv = gcv, rho.opt = veclambda[pos.rho.opt], k.opt
= veck[pos.k.opt],rss = RSS, df = DegFree, mu = mu, af = af,
min = vtest, yhat = yhat, s2hat = s2hat,af.coef=af.coef)
}
