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Resumo
O patrimo´nio cultural e´ uma das pontes mais importantes entre o passado e o futuro,
sendo indispensa´vel para o desenvolvimento individual e social do ser humano. A sua
preservac¸a˜o e´ atualmente uma das questo˜es mais importantes para a sociedade, levando
a que fossem utilizadas novas tecnologias para recolher dados do patrimo´nio cultural.
Hoje em dia, uma das novas tecnologias usadas sa˜o os Unmanned Aerial Vehicles (UAVs)
devido ao seu baixo custo, flexibilidade, elevada precisa˜o e capacidade de aquisic¸a˜o de
dados, atrave´s de diferentes sensores.
O projeto MineHeritage surge da necessidade da preservac¸a˜o do patrimo´nio cultural.
Nesta dissertac¸a˜o propo˜e-se enderec¸ar a a´rea da reconstruc¸a˜o Three-Dimensional (3D)
com UAVs, combinando a informac¸a˜o proveniente de uma caˆmara de espetro vis´ıvel com
um Light Detection and Ranging (LiDAR).
Como em qualquer sistema, o processo de calibrac¸a˜o e´ uma das componentes mais
importantes para o bom funcionamento do mesmo. Deste modo, foi implementado um
algoritmo de calibrac¸a˜o dos paraˆmetros extr´ınsecos entre o LiDAR e a caˆmara, permi-
tindo combinar a informac¸a˜o de ambos os sensores. Ale´m disso, foi tambe´m desenvolvido
um me´todo de reconstruc¸a˜o 3D, na qual e´ realizada a associac¸a˜o da cor da nuvem de
pontos proveniente do LiDAR, atrave´s da informac¸a˜o de cor adquirida pela caˆmara de
espetro vis´ıvel.
Este sistema foi testado em dois datasets realizados no Mosteiro de Tiba˜es, Braga,
Portugal, no aˆmbito do projeto MineHeritage. Os resultados experimentais de calibrac¸a˜o
e de reconstruc¸a˜o 3D demonstram que o sistema desenvolvido apresenta resultados con-
sistentes, e´ eficaz e capaz de ser implementado em tempo real.
Palavras-Chave: Reconstruc¸a˜o 3D, LiDAR, caˆmara, calibrac¸a˜o LiDAR-caˆmara,
UAV
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Abstract
Cultural heritage is one of the most important bridges between the past and the
future, being indispensable for the individual and social development of human beings.
Preservation is currently one of the most important issues for society, leading to the
use of new technologies to collect cultural heritage data. Nowadays, one of the new
technologies used are UAVs due to their low-cost, flexibility, high precision and data
acquisition capacity.
MineHeritage project arises from the need to preserve cultural heritage. This thesis
addresses the 3D reconstruction area using UAVs, combining the information from a
visible spectrum camera with a LiDAR.
As in every system, the calibration process is one of the most important components
for its proper functioning. A calibration algorithm for the extrinsic parameters between
LiDAR and camera was implemented, allowing to combine the information from both
sensors. In addition, a 3D reconstruction algorithm was also developed, in which the
color association of the point cloud from LiDAR is carried out through the color infor-
mation acquired by the visible spectrum camera.
This system was tested in two datasets held at the Monastery of Tiba˜es, Braga,
Portugal, within the scope of MineHeritage project. The experimental results of calibra-
tion and 3D reconstruction demonstrate that the developed system presents consistent
results, is effective and capable of being implemented in real-time.
Keywords: 3D reconstruction, LiDAR, camera, LiDAR-camera calibration, UAV
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Cap´ıtulo 1
Introduc¸a˜o
Ao longo da u´ltima de´cada, os UAVs teˆm merecido uma atenc¸a˜o elevada por parte
da comunidade cient´ıfica, levando a um crescimento significativo do ponto de vista tec-
nolo´gico e cientifico [1]. Os UAVs foram inicialmente concebidos para aplicac¸o˜es militares
[2]. No entanto, esta˜o a tornar-se cada vez mais importantes para os humanos, de modo
a ajudarem na realizac¸a˜o de algumas tarefas mais complexas, repetitivas e que colocam
a vida humana em perigo. Estas tarefas va˜o desde operac¸o˜es de busca e salvamento,
vigilaˆncia e monitorizac¸a˜o do ambiente, inspec¸a˜o de infraestruturas, agricultura, recons-
truc¸a˜o 3D, entre outras [3].
Esta dissertac¸a˜o procura enderec¸ar a a´rea da reconstruc¸a˜o 3D com UAVs, atrave´s
da combinac¸a˜o da informac¸a˜o de uma caˆmara de espetro vis´ıvel com um LiDAR. Esta
enquadra-se no aˆmbito do projeto europeu MineHeritage, onde se pretende efetuar a
reconstruc¸a˜o 3D de locais histo´ricos.
O LiDAR fornece a informac¸a˜o da estrutura 3D do ambiente, na forma de uma nuvem
de pontos com base nas distaˆncias medidas pelos feixes de luz. As principais vantagens do
LiDAR sa˜o a elevada precisa˜o, mesmo a distaˆncias elevadas, e a invariaˆncia a`s condic¸o˜es
de iluminac¸a˜o, sendo usado em qualquer condic¸a˜o luminosa [4]. Contudo, apesar das
grandes vantagens deste sensor, este na˜o fornece informac¸a˜o visual (cor e textura) do
ambiente [5].
Por outro lado, as caˆmaras de espectro vis´ıvel capturam a cor, a textura e a apareˆncia
do ambiente [6]. Combinando as funcionalidades do LiDAR com o sistema de visa˜o
permitira´ a produc¸a˜o de uma nuvem de pontos 3D, onde cada feixe laser do LiDAR
podera´ ser preenchido com o valor da cor Red Green Blue (RGB) adquirida pela caˆmara
de espetro vis´ıvel.
O desafio principal na combinac¸a˜o destes dois sensores e´ a calibrac¸a˜o precisa dos
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paraˆmetros extr´ınsecos, rotac¸a˜o e translac¸a˜o, entre os dois sensores. Dados os paraˆmetros
extr´ınsecos, e´ poss´ıvel transformar a nuvem de pontos do LiDAR no referencial da caˆmara
e projetar estes pontos na imagem.
Nesta dissertac¸a˜o propo˜e-se o desenvolvimento de uma soluc¸a˜o de estimac¸a˜o au-
toma´tica dos paraˆmetros extr´ınsecos entre o LiDAR e uma caˆmara de espetro vis´ıvel
e, com base nestes paraˆmetros, efetuar a reconstruc¸a˜o 3D combinando LiDAR com ima-
gem, utilizando um UAV.
1.1 Enquadramento e motivac¸a˜o
O LSA e o Instituto de Engenharia de Sistemas e Computadores, Tecnologia e Cieˆncia
(INESC TEC) teˆm estado involvidos em va´rios projetos ao longo dos u´ltimos anos.
Estes projetos esta˜o enquadrados em diferentes a´reas do campo da robo´tica, como por
exemplo: robo´tica ae´rea e robo´tica marinha (ve´ıculos subaqua´ticos e de superf´ıcie), como
demonstrado na figura 1.1.
Um dos projetos mais recentes e´ o projeto Underwater Explorer for Flooded Mi-
nes (UNEXMIN) que tem como objetivo desenvolver um novo sistema robo´tico para a
explorac¸a˜o autoˆnoma e mapeamento das minas inundadas na Europa. Viable Alternative
Mine Operating System (VAMOS) foi um projeto europeu financiado pelo programa de
pesquisa e inovac¸a˜o Horizonte 2020 da Unia˜o Europeia, criado para desenvolver novas
tecnologias para a minerac¸a˜o automa´tica e minerac¸a˜o de pequenos depo´sitos. Foram de-
senvolvidos dois roboˆs, na qual o ve´ıculo de menor dimensa˜o realizava o mapeamento 3D
(figura 1.1(c)) e o de maior cortava a rocha e bombeava a rocha mo´ıda para a superf´ıcie.
Esta dissertac¸a˜o esta´ inserida no projeto MineHeritage (EIT/RAW MATERIALS/
SGA2019/1). Este projeto tem como objetivo, atrave´s do patrimo´nio cultural, da mi-
nerac¸a˜o e das mate´rias-primas, a criac¸a˜o de ferramentas educacionais com a finalidade
de divulgar a importaˆncia das mate´rias-primas para a sociedade.
O INESC TEC e´ responsa´vel pela aquisic¸a˜o e processamento dos dados. Com este
propo´sito, e´ utilizado um UAV que sera´ responsa´vel pela obtenc¸a˜o de imagens de alta
resoluc¸a˜o e de mapear a a´rea em estudo no exterior, um laser 3D esta´tico de alta re-
soluc¸a˜o e, de modo a ser poss´ıvel mapear o interior de uma mina, foi desenvolvido
um sistema robo´tico que conte´m va´rios sensores, mais concretamente, caˆmaras, LiDAR
Two-Dimensional (2D), Inertial Measurement Unit (IMU), entre outros.
No final do projeto sera´ desenvolvido um jogo e uma aplicac¸a˜o educacional, na qual
os va´rios locais podera˜o ser visitados e explorados de forma virtual.
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(a) STORK (b) Roaz II
(c) EVA
Figura 1.1: Alguns dos roboˆs desenvolvidos no LSA.
1.2 Cena´rios de aplicac¸a˜o
A principal aplicac¸a˜o do algoritmo proposto e´ a reconstruc¸a˜o 3D de terrenos e a´reas
inacess´ıveis, utilizando um UAV. O algoritmo proposto opera em tempo real e pode ser
usado em diferentes aplicac¸o˜es. Algumas possibilidades sa˜o:
• Inspec¸a˜o de infraestruturas;
• Construc¸a˜o - monitorizac¸a˜o do estado da obra;
• Agricultura - ajuda o planeamento e gesta˜o de fazendas agr´ıcolas;
• Minerac¸a˜o - morfologia da a´rea onde se pretende efetuar a extrac¸a˜o do mine´rio;
• Arqueologia - ajuda o arqueo´logo a entender a superf´ıcie.
1.3 Objetivos
Nesta dissertac¸a˜o e´ abordada a combinac¸a˜o sensorial entre um LiDAR e uma caˆmara,
com a finalidade de obter uma nuvem de pontos 3D colorida. Para realizar esta tarefa,
existem va´rios objetivos que precisam de ser cumpridos, nomeadamente:
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• Estudo dos trabalhos existentes relacionados com a calibrac¸a˜o dos paraˆmetros
extr´ınsecos e reconstruc¸a˜o 3D combinando LiDAR e caˆmara, de forma a facilitar o
desenvolvimento e implementac¸a˜o de um algoritmo de calibrac¸a˜o e de reconstruc¸a˜o
3D;
• Implementac¸a˜o de um me´todo de calibrac¸a˜o dos paraˆmetros extr´ınsecos, para que
recorrendo a estes paraˆmetros seja poss´ıvel transformar os pontos do LiDAR no
referencial da caˆmara;
• Desenvolvimento de um algoritmo de combinac¸a˜o entre LiDAR e caˆmara, para ser
executado em tempo real, resultando na reconstruc¸a˜o 3D do ambiente que o UAV
mapeou;
• Caracterizac¸a˜o do erro de calibrac¸a˜o da posic¸a˜o e orientac¸a˜o entre LiDAR e caˆmara;
• Validac¸a˜o do me´todo desenvolvido em diferentes cena´rios de aplicac¸a˜o, sendo um
deles os locais histo´ricos a mapear no aˆmbito do projeto MineHeritage.
1.4 Estrutura
Esta dissertac¸a˜o encontra-se organizada em oito cap´ıtulos. No pro´ximo cap´ıtulo
e´ apresentado um estudo preliminar dos trabalhos relacionados com o to´pico da dis-
sertac¸a˜o.
No cap´ıtulo treˆs e´ efetuada uma exposic¸a˜o de alguns conceitos fundamentais para a
compreensa˜o dos temas desenvolvidos ao longo da dissertac¸a˜o. O cap´ıtulo quatro conte´m
uma visa˜o geral da arquitetura de hardware e de software.
A descric¸a˜o do algoritmo proposto e´ feita ao longo do cap´ıtulo cinco. Este esta´ divi-
dido em treˆs partes, nomeadamente, calibrac¸a˜o dos paraˆmetros extr´ınsecos, colorizac¸a˜o
da nuvem de pontos e, por u´ltimo, reconstruc¸a˜o 3D.
O cap´ıtulo seis lista as especificac¸o˜es do UAV usado e dos sensores utilizados, caˆmara
e LiDAR. Neste cap´ıtulo tambe´m e´ realizada uma descric¸a˜o do software desenvolvido
de modo a implementar o algoritmo descrito no cap´ıtulo anterior.
Os resultados sa˜o expostos e analisados no cap´ıtulo sete. De modo a testar o algoritmo
desenvolvido foram realizados dois datasets.
Por u´ltimo, no cap´ıtulo oito sa˜o feitas as considerac¸o˜es finais e uma ana´lise do trabalho
desenvolvido. Este cap´ıtulo termina com algumas sugesto˜es para trabalhos futuros.
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Cap´ıtulo 2
Estado da Arte
Neste cap´ıtulo e´ exposto o estado da arte que tem como objetivo a apresentac¸a˜o
de estudos relevantes para a tema´tica desta dissertac¸a˜o. Este cap´ıtulo encontra-se di-
vidido em treˆs partes. Na primeira parte foi recolhida informac¸a˜o sobre me´todos de
calibrac¸a˜o dos paraˆmetros extr´ınsecos entre caˆmara e LiDAR. A segunda parte expo˜e
va´rios trabalhos relacionados com a combinac¸a˜o entre caˆmara e LiDAR. Por u´ltimo, sa˜o
apresentadas va´rias metodologias para calibrar a cor de uma ou va´rias caˆmaras.
2.1 Me´todos de calibrac¸a˜o de extr´ınsecos entre caˆmara e
LiDAR
Zhang e Pless [7] desenvolveram um me´todo para a calibrac¸a˜o de extr´ınsecos entre
uma caˆmara e um Laser Range Finder (LRF) 2D, isto e´, a rotac¸a˜o e a translac¸a˜o entre
os dois sensores, assumindo que os paraˆmetros intr´ınsecos da caˆmara eram conhecidos.
Este me´todo faz uso de um padra˜o de calibrac¸a˜o plano (checkerboard) que e´ visualizado
simultaneamente pela caˆmara e pelo LRF. Para cada pose, sa˜o guardados os scans do
laser, assim como as imagens obtidas pela caˆmara. E´ de realc¸ar que os pontos do laser
sa˜o invis´ıveis para a caˆmara. O esquema de calibrac¸a˜o pode ser visualizado na figura
2.1.
O procedimento de calibrac¸a˜o segue os seguintes passos:
• Colocac¸a˜o do checkerboard numa posic¸a˜o vis´ıvel a ambos os sensores em diferentes
orientac¸o˜es;
• Para cada pose, realizar a extrac¸a˜o dos pontos laser e a detec¸a˜o dos corners do
alvo na imagem;
5
2.1. Me´todos de calibrac¸a˜o de extr´ınsecos entre caˆmara e LiDAR Cap´ıtulo 2
Figura 2.1: Esquema de calibrac¸a˜o utilizando uma caˆmara e um LRF [7].
• Estimar a rotac¸a˜o e a translac¸a˜o da caˆmara em relac¸a˜o ao padra˜o de calibrac¸a˜o;
• Estimac¸a˜o da posic¸a˜o e orientac¸a˜o relativa da caˆmara relativamente ao LRF;
• Otimizac¸a˜o dos paraˆmetros extr´ınsecos obtidos.
Ale´m de estimar a pose entre a caˆmara e o laser, este algoritmo tambe´m e´ capaz de
estimar os paraˆmetros intr´ınsecos da caˆmara. Para tal, realiza uma otimizac¸a˜o global,
tendo como paraˆmetros iniciais a rotac¸a˜o e a translac¸a˜o estimada entre os dois sensores,
bem como os paraˆmetros intr´ınsecos estimados.
Os autores apresentam resultados aceita´veis, obtendo melhorias na ordem dos 30 %
para os paraˆmetros extr´ınsecos. Por outro lado, quando se realiza a otimizac¸a˜o global,
os paraˆmetros intr´ınsecos da caˆmara sa˜o melhorados em cerca de 30 %.
Unnikrishnan et al. [8] usam um checkerboard, utilizado frequentemente para estimar
os paraˆmetros intr´ınsecos de uma caˆmara, de modo a calibrar um LiDAR 3D e uma
caˆmara. O alvo e´ colocado em va´rias posic¸o˜es com diferentes orientac¸o˜es e em cada pose
sa˜o estimados os paraˆmetros do plano no referencial de ambos os sensores. Os paraˆmetros
no referencial do LiDAR sa˜o obtidos a partir de um estimador de least squares que ajusta
os pontos 3D que formam o plano, enquanto que os paraˆmetros no referencial da caˆmara
sa˜o obtidos atrave´s da estimac¸a˜o da pose em relac¸a˜o ao alvo.
De modo a obter os paraˆmetros extr´ınsecos entre o LiDAR e a caˆmara, e´ estimada a
transformac¸a˜o que minimiza a diferenc¸a nas observac¸o˜es de cada plano. Para tal, este
processo e´ dividido em duas etapas. Na primeira etapa, e´ obtida uma estimac¸a˜o inicial
da translac¸a˜o e da rotac¸a˜o. A translac¸a˜o e´ obtida minimizando a distaˆncia entre os
planos, enquanto que a rotac¸a˜o e´ obtida minimizando a diferenc¸a entre as normais em
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cada referencial. Na segunda fase, a rotac¸a˜o e a translac¸a˜o sa˜o otimizadas, minimizando
a distaˆncia entre os pontos 3D em relac¸a˜o ao plano correspondente observado na imagem.
O me´todo proposto por Pandey et at. [9] e´ semelhante ao [7]. Os autores utilizaram
uma caˆmara omnidirecional, sendo esta composta por 6 caˆmaras. A transformac¸a˜o de
todas as caˆmaras e o referencial comum, denominado de camera head, e´ conhecida. De
modo a restringir completamente o problema de otimizac¸a˜o, o nu´mero mı´nimo de poses
sa˜o treˆs.
Os autores conclu´ıram que o erro de estimac¸a˜o dos paraˆmetros extr´ınsecos decresce
com o aumento do nu´mero de poses do alvo, dado que aumenta o nu´mero de restric¸o˜es
na otimizac¸a˜o. Ale´m disso, o aumento da a´rea do alvo diminu´ı o erro, ja´ que existem
mais pontos na superf´ıcie do alvo.
Pusztai et al. [4] utilizaram caixas comuns, visto que estas apresentam margens
perpendiculares entre si que podem ser facilmente detetadas por um LiDAR de baixa
resoluc¸a˜o. O setup experimental e´ ilustrado na figura 2.2.
Figura 2.2: Setup experimental utilizando caixas comuns [4].
O me´todo proposto na˜o utiliza a informac¸a˜o de intensidade fornecida pelo LiDAR e
apresenta dois requisitos. O primeiro requisito e´ que treˆs lados da caixa de calibrac¸a˜o
precisam de ser vis´ıveis tanto na nuvem de pontos como na imagem e o segundo e´ que
o tamanho da caixa devera´ ser conhecido.
A ideia principal deste algoritmo e´ que se sete cantos (ao longo das intersec¸o˜es de treˆs
planos) da caixa de calibrac¸a˜o sa˜o detetados no referencial do LiDAR e as projec¸o˜es des-
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ses cantos tambe´m sa˜o conhecidas na imagem, a pose e´ obtida pelo problema Perspective-
n-Point (PnP). Este me´todo, ale´m de permitir a calibrac¸a˜o dos paraˆmetros extr´ınsecos
entre uma caˆmara e um LiDAR, proporciona a obtenc¸a˜o da pose entre dois LiDARs.
Dhall et al. [10] desenvolveram um novo me´todo para descobrir a transformac¸a˜o
r´ıgida (rotac¸a˜o e translac¸a˜o) entre um LiDAR e uma caˆmara. Para tal, realizaram
correspondeˆncias de pontos 3D-3D no referencial do LiDAR e da caˆmara. Estes autores
utilizaram dois alvos de calibrac¸a˜o planos com uma forma retangular, na qual colaram
marcadores de ArUco, conforme evidenciado na figura 2.3.
Figura 2.3: Setup experimental com marcadores ArUco e carto˜es rectangulares [10].
Os marcadores de ArUco permitem obter a rotac¸a˜o e a translac¸a˜o entre a caˆmara e
o alvo. Esta transformac¸a˜o permite obter os cantos (pontos 3D) do alvo no referencial
da caˆmara. Estes pontos 3D no referencial do LiDAR sa˜o obtidos pela intersec¸a˜o das
retas que formam o alvo rectangular. Os paraˆmetros das retas sa˜o obtidos atrave´s dos
pontos que se encontram na borda do alvo, sendo aplicado o Random Sample Consensus
(RANSAC) com o modelo de uma linha. Assim que as correspondeˆncias 3D-3D sa˜o
atingidas, e´ utilizado o algoritmo de Kabsch, de modo a obter a transformac¸a˜o entre os
dois sensores.
Zhou et al. [6] desenvolveram um algoritmo de calibrac¸a˜o dos paraˆmetros extr´ınsecos,
usando correspondeˆncias de linhas e planos. O alvo utilizado e´ um checkerboard e os
4 contornos permitem calcular os paraˆmetros das linhas em ambos os referenciais. Por
outro lado, a superf´ıcie plana do alvo permite obter os paraˆmetros do plano no referencial
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da caˆmara e do LiDAR. Este me´todo reduz o nu´mero de poses necessa´rias para uma.
O algoritmo pode ser evidenciado nos seguintes passos:
• Detec¸a˜o do checkerboard e das linhas na imagem;
• Ca´lculo dos paraˆmetros do plano e das linhas no referencial da caˆmara;
• Especificar uma posic¸a˜o aproximada da localizac¸a˜o do alvo no referencial do LiDAR;
• Detec¸a˜o do target atrave´s de RANSAC;
• Obtenc¸a˜o dos paraˆmetros do plano e das linhas no LiDAR;
• Estimar a rotac¸a˜o e a translac¸a˜o inicial;
• Otimizac¸a˜o dos paraˆmetros obtidos.
Os autores compararam o seu me´todo com o desenvolvido em [8], obtendo resultados
mais precisos. O resultado deste me´todo utilizando apenas uma pose e´ semelhante ao
[8] quando este usa 6 poses. As restric¸o˜es das linhas 3D aumentam significativamente
a diversidade das medic¸o˜es, levando a que este algoritmo obtenha melhores resultados
com um nu´mero inferior de poses.
2.2 Combinac¸a˜o LiDAR-caˆmara
Zhou [11] desenvolveu um algoritmo para combinar um LiDAR 3D e uma caˆmara,
sendo este dividido em treˆs etapas. Na primeira etapa, os pontos 3D do laser sa˜o
convertidos no refereˆncial da caˆmara atrave´s dos paraˆmetros extr´ınsecos entre o LiDAR e
a caˆmara. Os pontos que sa˜o potencialmente vis´ıveis em relac¸a˜o a` caˆmara sa˜o mantidos,
enquanto os restantes sa˜o descartados.
No segundo passo, a nuvem de pontos e´ organizada usando uma mesh quadrila´tera,
economizando tempo de processamento e armazenamento de memo´ria em comparac¸a˜o
com a mesh triangular. Os cantos falsos sa˜o eliminados, quadrila´teros que tenham
uma normal inconsistente sa˜o suprimidos e os pontos na˜o retornados pelo laser sa˜o
manipulados de modo a evitar grandes buracos na mesh reconstru´ıda.
Por fim, na u´ltima etapa e´ decidido quais os pontos 3D que podem ser observados
pela caˆmara, fornecendo a correspondeˆncia entre um ponto 3D e um p´ıxel. De modo a
remover os pontos ocultos, e´ utilizado o algoritmo z-buffer [12].
Zeng et at. [13] propuseram um me´todo para gerar uma point cloud colorida, utili-
zando uma caˆmara panoraˆmica e um laser scanner. Este me´todo faz uso do princ´ıpio
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colinear, na qual o centro do sistema omnidirecional de mu´ltiplas caˆmaras, o ponto da
imagem na esfera e o ponto do objeto esta˜o alinhados. Assim sendo, e´ poss´ıvel obter as
coordenadas dos p´ıxeis com base nas coordenadas 3D dos pontos do laser e atribuir a
estes pontos o valor RGB dos p´ıxeis.
Por outro lado, alguns objetos na imagem panoraˆmica sa˜o bloqueados por outros,
e a sua visibilidades e´ diferente em va´rias imagens adjacentes. Por isso mesmo, estes
autores propo˜em selecionar a imagem mais pro´xima para cada ponto atrave´s do tempo
do Global Positioning System (GPS) ou na distaˆncia geome´trica. Apo´s isto, analisam a
visibilidade dos pontos na imagem e selecionam as imagens adjacentes de modo a colorir
os pontos caso os objetos se encontrem bloqueados na imagem atual.
Vechersky et al. [14] desenvolveram um algoritmo para colorir nuvens de pontos obti-
das por um LiDAR 3D, adicionando uma caˆmara ao sistema. Estes autores identificaram
aspetos importantes, sendo estes a sincronizac¸a˜o do relo´gio entre o LiDAR e a caˆmara,
a determinac¸a˜o da visibilidade dos pontos e a atribuic¸a˜o de cores para cada ponto 3D.
A sincronizac¸a˜o entre os sensores, LiDAR e caˆmara, e´ relativamente simples se ambos
partilharem o mesmo relo´gio e/ou trigger. Caso contra´rio, correlacionando o yaw-rate
obtido da caˆmara com o extra´ıdo pela navegac¸a˜o do roboˆ, e´ poss´ıvel sincronizar os dois
sensores.
A caˆmara so´ pode observar um subconjunto da nuvem de pontos e, para identificar
os pontos vis´ıveis, os autores utilizaram o algoritmo proposto por Katz et al. [15, 16].
A atribuic¸a˜o da cor para cada ponto 3D e´ obtida estimando a me´dia e a covariaˆncia de
uma distribuic¸a˜o gaussiana de um conjunto de cores. A cor final atribu´ıda ao ponto e´ a
me´dia desta distribuic¸a˜o estimada.
Moussa et al. [17] apresentam um me´todo automa´tico para combinar os dados de um
laser scanner e imagens de modo a obter uma representac¸a˜o completa de um cena´rio.
Este me´todo e´ baseado em bundle adjustment que estima a orientac¸a˜o das imagens
geradas, a partir de dados do laser e imagens da caˆmara. Para tal, e´ implementado um
me´todo otimizado de reconstruc¸a˜o baseado em Structure and Motion [18].
Neubauer et al. [19] utilizaram um laser 3D terrestre esta´tico e uma caˆmara montada
no topo deste, de modo a obter informac¸o˜es geome´tricas e a apareˆncia detalhada das
piraˆmides de Giza. A nuvem de pontos e´ convertida numa mesh, permitindo que as
informac¸o˜es da textura preencham o espac¸o entre os pontos 3D da point cloud. O
processamento de dados foi realizado pelo software RiSCAN PRO [20].
Abdelhafiz et al. [21] divulgam uma abordagem para combinar a nuvem de pontos 3D
do LiDAR com as imagens da caˆmara, produzindo uma nuvem de pontos 3D colorida.
A ideia principal e´ referenciar as imagens com a nuvem de pontos num sistema de
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coordenadas e, em seguida, a cor de cada ponto da nuvem sera´ dada pela imagem. De
modo a obter uma point cloud mais preenchida, e´ extra´ıda a textura fornecida pela
imagem e esta e´ incorporada na cloud, usando as coordenadas 3D dos p´ıxeis adjacentes.
Point clouds coloridas sa˜o geralmente o output dos algoritmos de Simultaneous Lo-
calization And Mapping (SLAM). Em [22, 23] e´ utilizado um LiDAR e uma caˆmara,
enquanto que em [24, 25] usam um LiDAR e um par stereo de caˆmaras. O foco prin-
cipal destes artigos e´ a estimac¸a˜o da pose e do mapa em vez da obtenc¸a˜o da nuvem de
pontos colorida. A cor de cada ponto e´ tipicamente determinada a partir de uma u´nica
observac¸a˜o.
O FARO Laser Scanner Focus 3D [26] e´ um LiDAR 3D esta´tico com uma elevada
precisa˜o, resoluc¸a˜o e velocidade, sendo fabricado pela empresa FARO. Este sensor tem
um Field of View (FoV) horizontal de 360 graus, 300 graus na vertical e conte´m uma
caˆmara a cores com cerca de 70 megapixeis (dependendo do modelo). Este LiDAR
permite obter uma nuvem de pontos colorida do ambiente que o rodeia, realizando a
correspondeˆncia entre o ponto 3D obtido e o respetivo pixel.
mdLiDAR3000 [27] e´ um sistema desenvolvido pela empresa Microdrones, composto
por um LiDAR e uma caˆmara de 42.4 megapixeis (figura 2.4). Este sistema e´ usado para
produzir nuvens de pontos 3D coloridas, tendo uma gama ampla de aplicac¸o˜es, desde
mapeamento, inspec¸a˜o de a´reas, construc¸a˜o, minerac¸a˜o e agricultura.
Figura 2.4: mdLiDAR3000 integrado num UAV da Microdrones [27].
2.3 Calibrac¸a˜o da cor da caˆmara
Taki et al. [28] propuseram um me´todo de calibrac¸a˜o de cores para um sistema
composto por va´rias caˆmaras. Uma caˆmara e´ calibrada inicialmente para ser a refereˆncia,
enquanto que as restantes sa˜o calibradas automaticamente usando cores de objetos que
se encontram na visa˜o comum da caˆmara de refereˆncia. O me´todo proposto consiste em
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treˆs etapas principais: calibrac¸a˜o da caˆmara de refereˆncia, estimac¸a˜o da caracter´ıstica
das caˆmaras na˜o calibradas e correspondeˆncia de cores em todas as caˆmaras.
Na primeira etapa, a caˆmara de refereˆncia e´ calibrada atrave´s da medic¸a˜o de va´rias
amostras de cores geradas por um projetor de imagens. Na segunda etapa, as carac-
ter´ısticas da cor das caˆmaras na˜o calibradas sa˜o obtidas, usando as cores de objetos na
visa˜o comum da caˆmara de refereˆncia, minimizando os erros de estimac¸a˜o. Na u´ltima
etapa, a calibrac¸a˜o das cores de todas as caˆmaras e´ realizada usando as caracter´ısticas
estimadas.
A limitac¸a˜o deste trabalho e´ que as caˆmaras (excepto a de refereˆncia) devem ser
calibradas novamente quando as condic¸o˜es de iluminac¸a˜o mudarem drasticamente.
Joshi et al. [29] apresentam uma pipeline de calibrac¸a˜o para um grupo elevado de
caˆmaras, assumindo que as condic¸o˜es de iluminac¸a˜o sa˜o esta´ticas para cada caˆmara.
Estes autores tambe´m assumem que e´ poss´ıvel colocar um alvo de calibrac¸a˜o (Macbeth),
na qual este fica vis´ıvel para todas as caˆmaras. O objetivo deste me´todo e´ obter respostas
uniformes entre todas as caˆmaras e na˜o precisa˜o absoluta das cores.
Esta pipeline e´ divida em duas etapas: configurac¸a˜o e caracterizac¸a˜o. A configurac¸a˜o
consiste em ajustar automaticamente os ganhos e offsets da caˆmara antes da aquisic¸a˜o
de imagens. A caracterizac¸a˜o consiste em treˆs partes: correc¸a˜o da na˜o linearidade do
sensor, correc¸a˜o da queda radiome´trica e a minimizac¸a˜o global do erro da cor.
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Cap´ıtulo 3
Fundamentos Teo´ricos
Neste cap´ıtulo sera˜o introduzidos alguns conceitos que sa˜o considerados importantes
para ajudar na compreensa˜o do trabalho desenvolvido. Estes conteu´dos va˜o desde con-
ceitos matema´ticos, caracter´ısticas mecaˆnicas dos sensores e arquitetura de middleware.
3.1 Visa˜o computacional
A percec¸a˜o sensorial tem sido sujeita a elevados esforc¸os de desenvolvimento pela
comunidade cient´ıfica, visto que e´ uma tema´tica indispensa´vel para que os roboˆs possam
executar as suas tarefas.
Como tal, nos dias que correm, existem va´rios sensores capazes de captar carac-
ter´ısticas do ambiente que rodeiam o sistema, como por exemplo, sensores o´ticos, sonares
e sensores de distaˆncia. Todavia, os sensores o´ticos possuem um papel importante, ja´
que sa˜o capazes de fornecer uma elevada quantidade de informac¸a˜o (textura, apareˆncia,
entre outras) semelhante a` informac¸a˜o dada pelo olho humano.
Por exemplo, no olho humano, a co´rnea e´ o revestimento transparente que rodeia o
olho, ao passo que a pupila define a abertura da ı´ris de maneira a regular a quantidade
de luz que reflete na retina, realizando a func¸a˜o do sensor o´tico. O cristalino atua como
uma lente, permitindo focar a imagem na retina. A figura 3.1 ilustra alguns elementos
do olho humano de forma a facilitar a sua identificac¸a˜o.
No caso das caˆmaras, estas conteˆm um sensor o´tico do tipo Charge-Coupled De-
vice (CCD) ou Complementary Metal-Oxide Semiconductor (CMOS), desempenhando
o papel da retina comparativamente com o olho humano. Ale´m disso, estes sistemas
possuem um mecanismo, denominado de obturador, que controla a quantidade de luz
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Figura 3.1: Anatomia do olho humano (adaptado de [30]).
que incide na retina, atuando de forma semelhante a` pupila do olho humano [31].
No entanto, existem algumas diferenc¸as entre o olho humano e as caˆmaras. Uma
dessas diferenc¸as e´ o facto da retina humana ser coˆncava, enquanto que as dos sensores
o´ticos sa˜o planas. Em termos de foco, o olho humano consegue mudar a forma do
cristalino de modo a focar objetos a diferentes distaˆncias. No caso das caˆmaras, as
lentes comuns sa˜o focadas para observar ao perto ou ao longe, nunca ambas as situac¸o˜es
ao mesmo tempo.
3.1.1 Modelo Pinhole
A modelizac¸a˜o do sensor de imagem, nas caˆmaras vis´ıveis, e´ realizada normalmente
atrave´s do modelo pinhole (figura 3.2). Este modelo descreve a relac¸a˜o matema´tica entre
as coordenadas de um ponto 3D e a projec¸a˜o desse mesmo ponto no plano da imagem.
Contudo, na˜o tem em conta as distorc¸o˜es geome´tricas ou os objetos desfocados atrave´s
da lente. Os erros do me´todo dependem da qualidade do sensor, na qual este propaga-se
do centro da imagem ate´ a`s margens.
Este modelo consiste na colocac¸a˜o de todos os raios de luz emitidos e refletidos a
atravessarem um pequeno orif´ıcio, designado de pinhole da caˆmara. Isto formara´ uma
imagem invertida do objeto observado no plano da imagem.
A coordenada de cada ponto, num sistema visual monocular regido pelo modelo
pinhole, pode ser deduzida atrave´s da geometria dos triaˆngulos semelhantes, conforme
definido na equac¸a˜o 3.1.
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Figura 3.2: Representac¸a˜o ideal do modelo pinhole [32].
−yI
f
=
yC
zC
⇔ −yI = f · y
C
zC
(3.1)
onde f representa a distaˆncia focal, yI e´ o comprimento do objeto no plano da imagem,
yC e´ o comprimento do objecto e zC e´ a distaˆncia entre a caˆmara e o objeto. Na figura
3.3 pode ser observado cada um destes elementos.
A projec¸a˜o perspetiva pode ser representada pela equac¸a˜o linear 3.2, devido a` existeˆncia
de uma relac¸a˜o geome´trica entre os dois planos, pI e pC .
[
xI
yI
]
=
f
zC
[
xC
yC
]
(3.2)
A relac¸a˜o entre os pontos no mundo (xW , yW , zW ) e os pontos no referencial da
caˆmara (xC ,yC ,zC) e´ obtida atrave´s da uma transformac¸a˜o, em coordenadas homoge´neas
(equac¸a˜o 3.3).
x
C
yC
zC
 = [R|t]

xW
yW
zW
1
 (3.3)
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Figura 3.3: Modelo pinhole.
onde a matriz R e o vetor t representam a rotac¸a˜o e a translac¸a˜o, respetivamente,
que transforma os pontos do mundo no referencial da caˆmara. Combinando as equac¸o˜es
3.2 e 3.3, pode-se mapear pontos do mundo no referencial 2D da imagem, atrave´s da
equac¸a˜o 3.4:
s
uv
1
 = A [R|t]

xW
yW
zW
1
 (3.4)
onde s representa um fator de escala arbitra´rio, u e v representam as coordenadas
do ponto projetado em p´ıxeis e A e´ a matriz dos paraˆmetros intr´ınsecos (veja a secc¸a˜o
3.1.2). A matriz A[R|t] e´ designada de matriz de projec¸a˜o de perspectiva.
3.1.2 Paraˆmetros intr´ınsecos
Os paraˆmetros intr´ınsecos de uma caˆmara sa˜o caracterizados exclusivamente pelas
suas caracter´ısticas f´ısicas, tais como o tipo de lente e a geometria interna. Estes
paraˆmetros sa˜o normalmente definidos pela matriz A (equac¸a˜o 3.5), na qual as compo-
nentes fx e fy representam as distaˆncias focais e as componentes cx e cy as coordenadas
do centro o´tico.
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A =
fx 0 cx0 fy cy
0 0 1
 (3.5)
A matriz de paraˆmetros intr´ınsecos de uma caˆmara representa as caracter´ısticas f´ısicas
do sensor o´tico, permitindo relacionar as coordenadas do plano da caˆmara com o plano
da imagem, ou seja, associa um ponto no referencial da caˆmara com o respetivo p´ıxel da
imagem.
Tal como referido na secc¸a˜o anterior, o modelo pinhole na˜o tem em conta a distorc¸a˜o
da lente, a nitidez dos objetos imposta pela distaˆncia focal, entre outras. A distorc¸a˜o da
lente e´ composta por duas componentes: radial e tangencial. A distorc¸a˜o radial consiste
na deformac¸a˜o de um objeto no plano da imagem, devido a`s caracter´ısticas f´ısicas da
lente. Esta distorc¸a˜o e´ nula no centro o´tico da imagem e aumenta desde o centro ate´
a`s extremidades [33]. Este efeito e´ intensificado quando a lente apresenta uma grande
abertura angular. Na figura 3.4 sa˜o ilustrados os tipos de distorc¸o˜es radiais.
Figura 3.4: Distorc¸a˜o radial: sem distorc¸a˜o (a), Barrel distortion (b), Pincushion dis-
tortion (c) [34].
A distorc¸a˜o tangencial e´ causada pelo desalinhamento f´ısico, em orientac¸a˜o e posic¸a˜o,
entre o centro do semicondutor e o centro da lente. Este erro e´ mı´nimo, sobretudo nos
sensores modernos com distaˆncia focal fixa, podendo ser desprezado nestes casos [35].
Com o recurso a modelos de estimac¸a˜o, e´ poss´ıvel obter os coeficientes de distorc¸a˜o,
permitindo corrigir a imagem atrave´s das equac¸o˜es 3.7 e 3.8 para o caso da distorc¸a˜o
radial, e 3.9 e 3.10 para a distorc¸a˜o tangencial. Estes paraˆmetros sa˜o normalmente
representados por k (equac¸a˜o 3.6), onde k1, k2 e k3 sa˜o relativos a` distorc¸a˜o radial e k4
e k5 a` distorc¸a˜o tangencial.
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k =
[
k1 k2 k3 k4 k5
]
(3.6)
xu(radial) = x(1 + k1r
2 + k2r
4 + k3r
6) (3.7)
yu(radial) = y(1 + k1r
2 + k2r
4 + k3r
6) (3.8)
xu(tangencial) = x+ (2k4y + k5(r
2 + 2x)) (3.9)
yu(tangencial) = y + (k4(r
2 + 2y) + 2k5x) (3.10)
onde r representa a distaˆncia ao centro o´tico, x e y a localizac¸a˜o do ponto em p´ıxeis
com distorc¸a˜o e xu e yu a posic¸a˜o do ponto sem distorc¸a˜o.
3.1.3 Paraˆmetros extr´ınsecos
Os paraˆmetros extr´ınsecos convertem coordenadas 3D do referencial do mundo para
o referencial da caˆmara. Com o objetivo de obter as coordenadas de um ponto 3D
de um referencial para o outro, e´ essencial obter a relac¸a˜o entre os dois referencias.
Esta relac¸a˜o pode ser dividida em duas componentes: rotac¸a˜o e translac¸a˜o. A rotac¸a˜o e´
tipicamente definida por uma matriz e mapeia a relac¸a˜o angular entre os dois referenciais
e a translac¸a˜o representa o deslocamente entre a origem dos dois sistemas de coordenadas.
Na figura 3.5 e´ ilustrado a rotac¸a˜o e a translac¸a˜o de um ponto p no referencial do mundo
para o referencial da caˆmara.
A matriz de rotac¸a˜o R pode ser obtida a partir dos aˆngulos de Euler (roll (φ), pitch
(θ) e yaw (ψ)) [36] e resulta da sequeˆncia ordenada de rotac¸o˜es em torno dos treˆs eixos
(equac¸a˜o 3.11).
R = Rz(ψ)Ry(θ)Rx(φ) (3.11)
A rotac¸a˜o em torno do eixo x (φ) e´ expressa matematicamente atrave´s da sequinte
matriz:
Rx(φ) =
1 0 00 cos(φ) −sin(φ)
0 sin(φ) cos(φ)
 (3.12)
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Figura 3.5: Projec¸a˜o das coordenadas do objeto para as coordenadas da caˆmara (adap-
tado de [32]).
A rotac¸a˜o de um aˆngulo θ em torno do eixo y e´ definida por:
Ry(θ) =
 cos(θ) 0 sin(θ)0 1 0
−sin(θ) 0 cos(θ)
 (3.13)
E, por fim, na equac¸a˜o 3.14 e´ definida a rotac¸a˜o de um aˆngulo ψ em torno do eixo z.
Rz(ψ) =
cos(ψ) −sin(ψ) 0sin(ψ) cos(ψ) 0
0 0 1
 (3.14)
De modo a complementar a explicac¸a˜o acima, na figura 3.6 sa˜o ilustrados os aˆngulos
de Euler no referencial de um UAV.
A translac¸a˜o e´ representada pelo vetor coluna t (equac¸a˜o 3.15).
t =
[
tx ty tz
]T
(3.15)
3.1.4 Cor
A percec¸a˜o da cor e´ muito importante para os humanos. Esta depende da f´ısica da
luz e do processamento complexo do olho-ce´rebro que integra propriedades do est´ımulo
com a experieˆncia. Os seres humanos utilizam as informac¸o˜es das cores para distinguir
objetos, materiais, locais, comida e ate´ a hora do dia [38].
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Figura 3.6: Representac¸a˜o dos aˆngulos de Euler num UAV (adaptado de [37]).
3.1.4.1 F´ısica da Cor
A radiac¸a˜o eletromagne´tica com comprimento de onda λ na faixa dos 400 e 700
nanoˆmetros estimula os neurosensores humanos e produz a sensac¸a˜o de cor [38]. Na
figura 3.7 e´ ilustrado o espectro vis´ıvel.
Figura 3.7: Espectro electromagne´tico da luz vis´ıvel [38].
As imagens na˜o existem sem luz e, para as produzir, o cena´rio deve ser iluminado
com uma ou mais fontes de luz [39]. A fonte de luz natural mais importante e´ o sol. O
sol e´ normalmente modelado como um ponto brilhante e distante [40].
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A energia luminosa ou radiac¸a˜o e´ emitida a partir da superf´ıcie, devido a` energia
que interage com as mole´culas da superf´ıcie do objeto. Algumas superf´ıcies irradiam ou
estimulam um elemento do sensor da caˆmara [38] (figura 3.8). A sensac¸a˜o da cor de um
objeto depende de treˆs fatores gerais:
• O espectro de energia em va´rios comprimentos de onda que ilumina a superf´ıcie
do objeto;
• A refletaˆncia espectral da superf´ıcie do objeto, que determina como a superf´ıcie
altera o espectro recebido no espectro irradiado;
• A sensibilidade espectral do sensor irradiado pela energia da superf´ıcie do objeto.
Figura 3.8: A energia luminosa de uma fonte reflete na superf´ıcie de um objeto e irradia
um elemento do sensor da caˆmara [38].
3.1.4.2 Codificac¸a˜o RGB
Utilizando apenas treˆs tipos de recetores, os seres humanos sa˜o capazes de distinguir
milhares de cores. A codificac¸a˜o RGB em sistemas gra´ficos geralmente utiliza treˆs bytes,
um para cada componente, permitindo obter cerca de 16 milho˜es de co´digos de cores
distintos. As ma´quinas podem distinguir qualquer combinac¸a˜o de bits diferentes, mas
estas podem ou na˜o representar diferenc¸as significativas no mundo real [38].
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A codificac¸a˜o de uma cor arbitra´ria no espectro vis´ıvel pode ser feita atrave´s da
combinac¸a˜o das treˆs cores prima´rias (vermelho, verde e azul). A quantidade de cada
componente da´ a intensidade. O sistema RGB e´ um sistema de cores aditivo, uma
vez que as cores sa˜o criadas adicionando as componentes ao preto (0,0,0). Se todas
as componentes tiverem a intensidade ma´xima, a cor obtida e´ a branca. Na figura 3.9
encontra-se representado o cubo RGB normalizado de cores.
Figura 3.9: Cubo de cores para as coordenadas RGB normalizadas [38].
3.2 LiDAR
O LiDAR e´ um sensor que mede distaˆncias em relac¸a˜o a objetos que se encontram
ao seu redor, sendo o seu funcionamento baseado no Time-of-Fligh (ToF), na qual um
pulso de luz e´ emitido. Durante muitos anos, estes sensores eram spinning ou flash, mas,
ultimamente, devido ao constante desenvolvimento teˆm aparecido novos LiDARs, como
o phased-array e o MicroElectroMechanical System (MEMS) [41, 42].
3.2.1 Spinning LiDAR
Um spinning LiDAR faz medic¸o˜es periodicamente atrave´s da emissa˜o de um feixe de luz.
Ao adicionar um espelho mo´vel na direc¸a˜o do raio laser emitido e rodando a estrutura
mo´vel do sensor (ilustrado na figura 3.10), e´ poss´ıvel obter um mapa 3D do ambiente
que rodeia o sensor.
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Figura 3.10: Exemplo de um spinning LiDAR [43].
Esta configurac¸a˜o permite obter um FoV horizontal de 360 graus e e´ capaz de emitir o
raio laser com uma poteˆncia superior comparativamente a um sensor esta´tico, atingindo
alcances maiores [44].
Apesar destas vantagens, estes sensores sa˜o geralmente volumosos e mecanicamente
fra´geis a choques e a vibrac¸o˜es. Ale´m disso, a vida u´til dos componentes mecaˆnicos e´
baixa, habitualmente ate´ 2000 horas [41].
3.2.1.1 Conversa˜o de coordenadas polares para coordenadas cartesianas
Um spinning LiDAR 3D retorna o ponto P correspondente do feixe em coordenadas
polares P = (r, ω, α), onde r representa a distaˆncia medida, ω o aˆngulo de elevac¸a˜o e α
o aˆngulo de azimuth (figura 3.11). De modo a converter em coordenadas cartesianas 3D
centradas no referencial do sensor, as equac¸o˜es 3.16, 3.17 e 3.18 devem ser aplicadas.
x = r · cos(ω) · sin(α) (3.16)
y = r · cos(ω) · cos(α) (3.17)
z = r · sin(ω) (3.18)
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Figura 3.11: Exemplo de um sistema de coordenadas de um spinning LiDAR (adaptado
de [45]).
3.2.2 Solid-state LiDAR
Solid-state LiDARs sa˜o sensores que na˜o possuem pec¸as mo´veis e esta˜o a ser desenvol-
vidos para resolver os problemas de tamanho, confiabilidade, complexidade e custo dos
LiDARs que utilizam pec¸as mecaˆnicas [42].
3.2.2.1 Phased-array LiDAR
Num phased-array, existe um vetor com um nu´mero elevado de antenas o´ticas sin-
cronizadas de uma maneira espec´ıfica. Ao controlar a sua fase, e´ poss´ıvel formar um
padra˜o de radiac¸a˜o que tem um certo tamanho e e´ apontado numa determinada direc¸a˜o
[42] (figura 3.12).
Estes sistemas sa˜o mais interessantes economicamente que os restantes, mas teˆm a
tendeˆncia de produzir feixes que divergem mais. Isto dificulta a combinac¸a˜o de alta
resoluc¸a˜o, FoV amplo e alcance longo [44].
3.2.2.2 Flash LiDAR
Este tipo de LiDAR dispara periodicamente um feixe de luz poderoso em direc¸a˜o
a uma lente que o propagara´ para o meio ambiente. A luz refletida sera´ capturada
por um vetor de foto-sensores e, como apenas uma pequena parte da luz retorna, ha´ a
necessidade da utilizac¸a˜o de recetores muito sens´ıveis, o que faz com que o custo deste
sensor seja elevado [41].
A principal vantagem e´ a aquisic¸a˜o completa do FoV num momento, mas a cobertura
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Figura 3.12: Conceito de um phased-array LiDAR (adaptado de [41].
do FoV e´ frequentemente pequena.
3.2.3 MEMS LiDAR
No MEMS LiDAR, os espelhos mo´veis de alta precisa˜o dos spinning LiDARs sa˜o
substitu´ıdos por micro-espelhos MEMS rotato´rios de modo a realizar a transmissa˜o di-
recionando os feixes laser [46].
Figura 3.13: Exemplo de um MEMS LiDAR [46].
A reduc¸a˜o das partes mecaˆnicas permite uma diminuic¸a˜o do tamanho do LiDAR,
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levando a um corte significativo no custo e na sensibilidade a`s vibrac¸o˜es [46]. Apesar
disto, ainda pode estar sujeito a vibrac¸o˜es, choques e a desalinhamento do espelho,
necessitando de ser recalibrado. Ale´m disso, alterac¸o˜es elevadas na temperatura podem
levar a um sistema na˜o calibrado [41].
3.3 Equac¸a˜o geral do Plano
Um plano no espac¸o de coordenadas 3D e´ definido por um vetor que e´ perpendicular
ao plano e um ponto, como ilustrado na figura 3.14. Seja P0 = (x0, y0, z0) um ponto do
plano, ~n = (a, b, c) o vetor normal do plano e P = (x, y, z) qualquer ponto do plano.
Como ~n e´ ortogonal ao plano, e´ tambe´m ortogonal a qualquer vector que pertenc¸a ao
plano, mais concretamente ao vetor ~P0P . O produto escalar entre dois vetores ortogonais
e´ igual a 0, como representado na equac¸a˜o 3.19.
Figura 3.14: Representac¸a˜o de um plano no sistema de coordenadas cartesiano 3D [47].
~P0P · ~n = 0 (3.19)
Desenvolvendo a equac¸a˜o 3.19, obteˆm-se a equac¸a˜o cartesiana do plano (equac¸a˜o
3.20).
a(x− x1) + b(y − y1) + c(z − z1) = 0 (3.20)
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A equac¸a˜o 3.21 representa a equac¸a˜o geral do plano, obtida a partir de 3.20.
ax+ by + cz + d = 0 (3.21)
onde a, b e c representam a normal do plano e d a distaˆncia do plano a` origem do
referencial. Para calcular o valor d, resolve-se a equac¸a˜o 3.21 em ordem a d, resultando
na equac¸a˜o 3.22.
d = −ax− by − cz (3.22)
3.4 Equac¸a˜o vetorial de uma linha 3D
Uma linha em R3 e´ definida por um ponto e por um vetor direc¸a˜o que e´ paralelo
a` reta, como representado na figura 3.15. Seja P0 = (x0, y0, z0) um ponto da linha,
~v = (a, b, c) um vetor paralelo a` linha e P = (x, y, z) qualquer ponto pertencente a` linha.
Ale´m disso, representando os pontos P0 e P como vetores posic¸a˜o, temos ~r0 e ~r os vetores
de P0 e P , respetivamente, e seja ~a o vetor ~P0P .
Figura 3.15: Representac¸a˜o de uma linha no sistema de coordenadas cartesiano 3D
(adaptado de [47]).
O vetor ~r pode ser definido como:
~r = ~r0 + ~a (3.23)
Como os vetores ~a e ~v sa˜o paralelos, existe um nu´mero t que:
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~a = t~v (3.24)
Substituindo a equac¸a˜o 3.24 na equac¸a˜o 3.23, obteˆm-se a equac¸a˜o vetorial da linha.
~r = ~r0 + t~v = (x0, y0, z0) + t(a, b, c) (3.25)
onde (x0, y0, z0) representa o ponto da linha, (a, b, c) o vetor direc¸a˜o e t e´ o paraˆmetro
varia´vel da equac¸a˜o.
3.5 RANSAC
O RANSAC [48] e´ um me´todo iterativo usado para estimar paraˆmetros de modelos
matema´ticos (planos, linhas, cones, cilindros, etc), a partir de um conjunto de dados.
Este me´todo seleciona aleatoriamente um subconjunto de amostras de dados e utiliza-
o para estimar os paraˆmetros do modelo. Em seguida, determina os pontos que esta˜o
dentro de uma determinada toleraˆncia de erro do modelo gerado. Este processo e´ repetido
para um nu´mero de iterac¸o˜es ou caso o nu´mero de inliers seja superior a um thershold,
e´ retornado o modelo que apresenta o maior nu´mero de inliers.
As amostras que esta˜o de acordo com o modelo sa˜o consideradas como inliers, en-
quanto que as restantes como outliers. O algoritmo do RANSAC e´ apresentado em
algoritmo 1.
Algorithm 1 RANSAC
Seja:
S: todo o conjunto de dados.
T: threshold.
N: nu´mero ma´ximo de iterac¸o˜es.
1: Escolhe uma amostra aleato´ria de pontos do conjunto S e estima o modelo com os
pontos escolhidos.
2: Determina o conjunto de pontos Si que esta˜o dentro de uma determinada toleraˆncia
para o modelo.
3: Se o tamanho de Si (nu´mero de inliers) e´ maior do que um determinado threshold
T, o modelo e´ reestimado usando todos os pontos de Si e termina.
4: Caso contra´rio, repete os passos 1 ate´ 3 (ate´ N ).
5: Depois de N iterac¸o˜es, e´ escolhido o conjunto Si com maior nu´mero de inliers e o
modelo e´ reestimado usando todos os pontos do subconjunto Si.
Uma desvantagem do RANSAC e´ que na˜o ha´ um limite para o tempo necessa´rio de
modo a estimar os paraˆmetros do modelo. Quando o nu´mero de iterac¸o˜es e´ limitado, a
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soluc¸a˜o obtida pode na˜o ser o´tima e a melhor que se adapta ao conjunto de dados. Por
outro lado, ao aumentar o nu´mero de iterac¸o˜es, a probabilidade de obter um modelo
razoa´vel aumenta. Pore´m, o tempo computacional tambe´m aumentara´.
3.6 Transformada de Hough
A transformada de Hough e´ um te´cnica de extrac¸a˜o de features, tais como linhas,
c´ırculos ou outras curvas parame´tricas, usada em visa˜o computacional, ana´lise de imagem
e processamento de imagem digital. A detec¸a˜o de linhas em imagens, utilizando a
transformada de Hough, foi usada primeiro por [49].
A equac¸a˜o geral de uma linha e´ dada pela equac¸a˜o 3.26, ondem representa o declive e b
a ordenada na origem. Pore´m, esta fo´rmula na˜o funciona para linhas verticais. Portanto,
a transformada de Hough utilizada a equac¸a˜o 3.27, onde ρ e´ a distaˆncia perpendicular
da linha ate´ a` origem e θ e´ o aˆngulo que a perpendicular faz com o eixo x, como ilustrado
na figura 3.16.
y = mx+ b (3.26)
ρ = x cos θ + y sin θ (3.27)
Figura 3.16: Representac¸a˜o da equac¸a˜o de uma linha na forma normal [49].
O algoritmo da transformada de Hough necessita de um acumulador A, cuja dimensa˜o
corresponde ao nu´mero de paraˆmetros desconhecidos da equac¸a˜o. Por exemplo, o nu´mero
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de paraˆmetros na equac¸a˜o de uma linha e´ igual a dois (ρ e θ). E´ poss´ıvel definir a
resoluc¸a˜o de ambos os paraˆmetros, ρ e θ, no acumulador.
Cada pixel e´ examinado, assim como os seus vizinhos na imagem, determinando
se existem evideˆncias suficientes de um edge (alterac¸a˜o significativa na intensidade da
imagem) naquele pixel e, se sim, calcula os paraˆmetros da linha naquele pixel. Assim
que os paraˆmetros num determinado pixel sa˜o estimados, A[ρ, θ] e´ incrementado [38].
Depois de todos os pixeis estarem processados, o acumulador e´ analisado. Para tal,
e´ definido um threshold e todos os valores superiores a esse threshold sa˜o interpretados
como linhas.
O algoritmo 2 descreve em detalhe a transformada de Hough para a detec¸a˜o de linhas
na imagem. De modo a aplicar este me´todo, e´ necessa´rio primeiro encontrar os edges na
imagem, atrave´s do algoritmo de Canny [50], Sobel [51], entre outros.
Algorithm 2 Transformada de Hough
1: Input: Imagem bina´ria obtida a partir de um edge detector, threshold, resoluc¸a˜o dos
paraˆmetros ρ e θ
2: Output: Valores de ρ e θ de cada linha
3: Inicializar A[ρ, θ] = 0
4: for each pixel(x,y) do
5: for each θ θj = −90 ate´ θj = 90 do
6: ρ = x cos(θj) + y sin(θj)
7: Aproximar ρ para o valor mais pro´ximo da ce´lula pq
8: A[q, j] = A[q, j] + 1 se θj resulta em pq
9: end for
10: end for
11: Descobrir os elementos de A[q, j] que sa˜o superiores ao threshold definido
12: Estes elementos formam uma linha
3.7 Robot Operating System
O Robot Operating System (ROS) [52] e´ uma framework open-source de software
usada em aplicac¸o˜es robo´ticas, estando a tornar-se cada vez mais utilizada pela comuni-
dade de investigac¸a˜o robo´tica. A sua implementac¸a˜o compreende uma infraestrutura de
comunicac¸o˜es distribu´ıdas, drivers de baixo n´ıvel para uma grande variedade de sensores
e atuadores, um conjunto elevado de algoritmos de robo´tica e de ferramentas de desen-
volvimento e visualizac¸a˜o. A comunicac¸a˜o entre processos e´ baseada numa topologia
Peer-To-Peer (P2P) [52].
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Um sistema ROS geralmente e´ constitu´ıdo por va´rios processos independentes, desig-
nados de nodes, que se comunicam atrave´s de um mecanismo de publish-subscribe [53].
A comunicac¸a˜o e´ feita passando mensagens atrave´s de to´picos. No geral, os publicadores
e os subscritores na˜o esta˜o cientes da existeˆncia um do outro [52].
A comunicac¸a˜o P2P entre os nodes e´ estabelecida por um agente intermedia´rio, o
roscore: quando um novo no´ e´ criado, ele coneta-se ao roscore e lista os to´picos que
publicara´ e aqueles que se deseja subscrever; o roscore retorna as informac¸o˜es dos nodes
que publicam os to´picos desejados, permitindo que os no´s novos e os existentes fac¸am
a conexa˜o. O roscore tambe´m e´ capaz de trabalhar com nodes distribu´ıdos ao longo de
uma Local Area Network (LAN) (figura 3.17).
Figura 3.17: Arquitetura de alto n´ıvel ROS usando uma LAN [54]. Os c´ırculos amare-
los representam os nodes, o quadrado branco o to´pico e o roscore e´ representado pelo
quadrado amarelo.
Ale´m dos nodes, o ROS oferece o uso de nodelets. Estes comportam-se de maneira
semelhante aos nodes, mas teˆm um custo de co´pia zero entre nodelets do mesmo handler
[55]. Quando um nodelet se subscreve ou publica num determinado to´pico do mesmo
nodelet manager, em vez de a mensagem ser transmitida por Transmission Control Pro-
tocol/Internet Protocol (TCP/IP), apenas e´ passado um apontador C++. Isto elimina a
ineficieˆncia da transmissa˜o das mensagens, mantendo a natureza modular dos no´s ROS
[56].
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Cap´ıtulo 4
Arquitetura do Sistema
A utilizac¸a˜o de um UAV para realizar reconstruc¸a˜o 3D apresenta va´rias exigeˆncias
relativamente a` utilizac¸a˜o de alguns sensores de percec¸a˜o. Estes podem ser usados para
adquirir dados para reconstruir o ambiente que o roboˆ mapeou, mas tambe´m para ajudar
alguns algoritmos de detec¸a˜o de obsta´culos e de linhas ele´tricas, bem como para executar
algumas manobras auto´nomas predefinidas.
Este cap´ıtulo conte´m uma visa˜o geral da arquitetura de hardware e de software com
a finalidade de aplicar o algoritmo desenvolvido.
4.1 Arquitetura de Hardware
O algoritmo desenvolvido destina-se a ser aplicado num UAV, sendo este constitu´ıdo
por va´rios sensores, que va˜o desde IMU, LiDAR, caˆmara e recetor Global Navigation
Satellite System (GNSS). Ale´m disso, o roboˆ tem um computador de bordo responsa´vel
por adquirir todos os dados enviados pelos sensores. A arquitetura de hardware de alto
n´ıvel encontra-se ilustrada na figura 4.1.
Hoje em dia, as caˆmaras e os LiDARs podem facilmente fornecer muitas imagens
e centenas de milhares de pontos a cada segundo, respetivamente. Dada esta grande
quantidade de dados, estes sensores necessitam de estabelecer uma comunicac¸a˜o com
o computador de bordo atrave´s de uma conexa˜o ethernet (figura 4.1, a roxo) ou outra
que permita uma taxa elevada de transmissa˜o de dados. A interface USB 3.0, apesar
de ser ra´pida, pode causar ru´ıdo no magneto´metro do UAV, sendo prefer´ıvel utilizar a
conexa˜o ethernet. Apesar do IMU ter uma frequeˆncia elevada, a quantidade de dados
transmitida por trama e´ reduzida e, portanto, utiliza uma interface RS-422 (figura 4.1,
a laranja).
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Figura 4.1: Arquitetura de hardware de alto n´ıvel.
O recetor GNSS permite sincronizar todos os timestamps de dados dos subsistemas,
usando como refereˆncia o Coordinated Universal Time (UTC). O recetor envia os dados
GNSS e um sinal Pulse Per Second (PPS) (figura 4.1, a vermelho) que sa˜o usados para
sincronizar os dados do LiDAR, assim como o clock do Central Processing Unit (CPU).
Como o CPU esta´ sincronizado, todos os dados do IMU e da caˆmara tambe´m estara˜o
sincronizados com os restantes subsistemas.
A caˆmara e´ disparada por hardware pelo computador de bordo (figura 4.1, a azul),
na qual o instante de tempo do trigger e´ armazenado para, em po´s-processamento, ser
associado o timestamp a` respetiva imagem.
4.2 Arquitetura de Software
A pipeline de software para reconstruir o ambiente que o UAV mapeou, combinando a
informac¸a˜o dada por um LiDAR e uma caˆmara, encontra-se dividida em duas camadas.
Na figura 4.2 e´ exposto a pipeline de software de alto n´ıvel, na qual a maior parte foi
desenvolvida utilizando a framework ROS.
A primeira camada e´ realizada em offline, enquanto que a segunda pode ser realizada
em real-time. A camada offline compreende o processo de calibrac¸a˜o dos paraˆmetros
extr´ınsecos entre o LiDAR e a caˆmara, isto e´, a rotac¸a˜o e a translac¸a˜o entre ambos os
sensores. Esta camada permitira´ mapear os pontos do LiDAR no referencial da caˆmara.
O me´todo de calibrac¸a˜o e´ explicado na secc¸a˜o 5.1.
Por outro lado, a segunda camada e´ composta por va´rias etapas, tal como demons-
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Figura 4.2: Pipeline de software de alto n´ıvel.
trado na figura 4.2. Os dados raw do LiDAR sa˜o convertidos numa nuvem de pontos
no referencial do sensor. A partir dos paraˆmetros extr´ınsecos, a point cloud do LiDAR
e´ transformada no referencial da caˆmara.
A imagem e´ obtida a partir de um driver, que interpreta as tramas de dados enviadas
pela caˆmara. Os pontos do LiDAR no referencial da caˆmara sa˜o convertidos para o plano
da imagem, onde a maior parte sa˜o removidos, uma vez que o FoV da caˆmara e´ bastante
inferior ao do LiDAR. Apo´s isto, e´ realizada a associac¸a˜o da cor de cada ponto, atrave´s
da componente RGB da imagem, obtendo-se uma point cloud colorida.
A pose do LiDAR pode ter uma relac¸a˜o fixa em relac¸a˜o ao UAV, se estiver fixa a`
plataforma, ou uma relac¸a˜o dinaˆmica, se estiver conetado a um gimbal, por exemplo.
A pose do UAV e´ estimada a partir dos dados raw do recetor GNSS e do IMU. A
localizac¸a˜o do roboˆ permitira´, juntamente com a nuvem de pontos colorida e a pose do
LiDAR, realizar a reconstruc¸a˜o 3D do meio ambiente que o roboˆ mapeou.
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Cap´ıtulo 5
Algoritmo
Este cap´ıtulo detalha o algoritmo desenvolvido para cumprir os objetivos e requisitos
abordados na dissertac¸a˜o. Na primeira secc¸a˜o e´ apresentado o me´todo de calibrac¸a˜o
dos paraˆmetros extr´ınsecos entre uma caˆmara e um LiDAR 3D, na seguinte o algoritmo
desenvolvido para colorir uma point cloud e, por u´ltimo, o procedimento da reconstruc¸a˜o
3D, utilizando as point clouds coloridas.
5.1 Calibrac¸a˜o dos paraˆmetros extr´ınsecos
O me´todo implementando baseia-se no trabalho desenvolvido em [6], na qual os au-
tores usam correspondeˆncias entre planos e linhas 3D de modo a obter os paraˆmetros
extr´ınsecos entre uma caˆmara e um LiDAR.
5.1.1 Definic¸a˜o do problema e notac¸o˜es
O problema da calibrac¸a˜o extr´ınseca de uma caˆmara e um LiDAR e´ estimar a rotac¸a˜o
e a translac¸a˜o relativa entre os dois sensores. Escalares, vetores e matrizes sa˜o repre-
sentados em ita´lico, minu´sculas a negrito e maiu´sculas a negrito, respetivamente. A
matriz de rotac¸a˜o e a translac¸a˜o do LiDAR para a caˆmara e´ simbolizada por RCL e t
C
L ,
respetivamente.
Como ja´ referido, e´ utilizado um checkerboard como alvo de calibrac¸a˜o, estando vis´ıvel
para ambos os sensores. O plano e as extremidades do target sa˜o explorados para estimar
RCL e t
C
L , como ilustrado na figura 5.1.
Dada a pose nu´mero i do checkerboard, e´ poss´ıvel estimar o plano piCi e os quatro
limites lCij (j = 1,2,3,4) no plano da imagem. O plano pi
C
i e´ parametrizado por [n
C
i ; d
C
i ],
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Figura 5.1: Restric¸o˜es geome´tricas do alvo de calibrac¸a˜o [6].
onde nCi e´ a normal e d
C
i e´ a distaˆncia do pi
C
i a` origem do referencial, enquanto que
LCij e´ parametrizado por [d
C
ij ; p
C
ij ], na qual d
C
ij e p
C
ij sa˜o a direc¸a˜o e um ponto de L
C
ij ,
respetivamente. nCi e d
C
ij sa˜o vetores unita´rios.
Por outro lado, tambe´m e´ poss´ıvel estimar o plano piLi do checkerboard e os seus
quatro limites LLij no referencial do LiDAR. Os pontos do laser no pi
L
i sa˜o representados
por {PLim} (m = 1, · · · ,Ni), e os pontos no LLij por {GLijk} (k = 1, · · · ,Kij). Dado {PLim}
e {GLijk}, e´ poss´ıvel calcular a normal nLi e o centro´ide P¯Li do piLi e tambe´m as direc¸o˜es
dLij e os centro´ides G¯
L
ij do L
L
ij no referencial do LiDAR.
Este me´todo explora as correspondeˆncias piCi ↔ piLi e LCij ↔ LLij para estabelecer
restric¸o˜es de modo a obter RCL e t
C
L .
5.1.2 Extrac¸a˜o automa´tica de features
Os paraˆmetros do plano no sistema de coordenadas da caˆmara podem ser facilmente
calculados, atrave´s dos paraˆmetros extr´ınsecos entre o checkerboard e a caˆmara. Para
tal, e´ necessa´rio detetar os cantos do padra˜o e, posteriormente, estimar a pose do alvo
em relac¸a˜o a` caˆmara. Esta estimac¸a˜o e´ um problema PnP, na qual sa˜o conhecidos os
pontos da imagem e as coordenadas 3D correspondentes no referencial do mundo (figura
figura 5.2).
A matriz de rotac¸a˜o RCW e o vetor de translac¸a˜o t
C
W relacionam coordenadas do
mundo no referencial da caˆmara. RCW e´ uma matriz ortogonal e as colunas representam
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Figura 5.2: Referencial do mundo definido no checkerboard. O eixo x esta´ representado
a vermelho, y a verde e z a azul.
os treˆs vetores de direc¸a˜o unita´rios de cada eixo do sistema cartesiano (x,y,z ). Assim
sendo, a normal nCi do plano pi
C
i do checkerboard no referencial da caˆmara pode ser
obtida atrave´s da equac¸a˜o 5.1.
nCi = R
C
W
[
0 0 1
]T
(5.1)
A distaˆncia dCi pode ser obtida atrave´s da equac¸a˜o 5.2.
dCi = −aixc − biyc − cizc (5.2)
onde nCi = [ai, bi, ci] e´ a normal do plano e P
C
W = [xc, yc, zc] e´ um ponto do mundo
no referencial da caˆmara.
As linhas na imagem sa˜o detetadas usando a transformada de Hough (explicado na
secc¸a˜o 3.6) [49]. Dado o alvo detetado, sa˜o escolhidas as quatro linhas que formam os
quatro limites do alvo e, posteriormente, e´ calculada a intersec¸a˜o destas linhas de modo
a obter os quatro cantos do checkerboard no plano da imagem. O ponto na imagem da
intersec¸a˜o de duas linhas e´ obtido resolvendo o sistema linear definido na equac¸a˜o 5.3.
ρ1 = x cos θ1 + y sin θ1
ρ2 = x cos θ2 + y sin θ2
(5.3)
Estes pontos sa˜o convertidos para o referencial do mundo e, em seguida, para o
referencial da caˆmara, utilizando RCW e t
C
W . De forma a obter os cantos do alvo no
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referencial do mundo, e´ utilizada a equac¸a˜o 3.4. Assumindo que o plano esta´ em Z = 0 no
sistema de coordenadas do mundo (como ilustrado na figura 5.2) e que R =
[
r1 r2 r3
]
,
a equac¸a˜o 3.4 pode ser simplificada, obtendo-se a equac¸a˜o 5.4.
uv
1
 = A [r1 r2 t]
x
W
yW
1
 (5.4)
Os pontos do mundo sa˜o obtidos resolvendo a equac¸a˜o 5.4 em ordem a estes, obtendo-
se a equac¸a˜o 5.5.
x
W
yW
1
 = [A [r1 r2 t]]−1
uv
1
 (5.5)
Os pontos do mundo no referencial da caˆmara sa˜o obtidos a partir da equac¸a˜o 3.3. A
partir destes, e´ poss´ıvel calcular o vetor direc¸a˜o e o ponto das quatro linhas que formam
os limites do alvo. Sejam A = (x0, y0, z0) e B = (x1, y1, z1) os dois pontos de uma linha,
o vetor direc¸a˜o unita´rio podera´ ser dado pela equac¸a˜o 5.6. As features detetadas na
imagem podem ser visualizadas na figura 5.3.
~dAB =
B−A
‖B−A‖ (5.6)
onde ‖.‖ representa a norma.
Para extrair as features no LiDAR, e´ necessa´rio definir aproximadamente a a´rea do
checkerboard, facilitando a obtenc¸a˜o dos pontos que formam o plano piLi . Os pontos do
laser do plano sa˜o detetados usando o algoritmo RANSAC (explicado na secc¸a˜o 3.5)
com o modelo de um plano, obtendo-se os paraˆmetros do plano (normal e distaˆncia a`
origem).
Apo´s este passo estar conclu´ıdo, e´ poss´ıvel obter os pontos que formam os limites
do alvo. Para tal, deteta-se cada linha do laser, utilizando o RANSAC com o modelo
de uma linha. Estas linhas fornecem os limites esquerdo e direito do alvo que sa˜o
posteriormente divididos em duas partes, atrave´s da maior mudanc¸a de direc¸a˜o entre
dois vetores consecutivos. O aˆngulo entre dois vetores, ~u e ~v, e´ dado pela equac¸a˜o 5.7.
θ = arccos
(
~u · ~v
‖~u‖ ‖~v‖
)
(5.7)
Como estes pontos apresentam, por vezes, algum ru´ıdo (como ilustrado na figura 5.4),
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Figura 5.3: Features extra´ıdas no plano da imagem.
e´ necessa´rio reduzir esta distorc¸a˜o.
Figura 5.4: Remoc¸a˜o do ru´ıdo dos pontos da fronteira do alvo [6]. Os pontos azuis sa˜o
os pontos originais e os pontos vermelhos sa˜o os obtidos apo´s eliminar o ru´ıdo.
Dessa forma, primeiro projeta-se todos os pontos do laser no plano e, em seguida,
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realiza-se um fit de uma linha (com os paraˆmetros obtidos pelo RANSAC) para cada
linha do scan. Os pontos da fronteira sa˜o projetados na respetiva linha e, finalmente,
e´ utilizado o RANSAC para remover os outliers e estimar os paraˆmetros de cada linha
da fronteira do alvo. Na figura 5.5 encontram-se ilustradas as features no referencial do
LiDAR.
Figura 5.5: Features extra´ıdas no referencial do LiDAR.
5.1.3 Calibrac¸a˜o de extr´ınsecos
5.1.3.1 Restric¸o˜es geome´tricas
Considerando a correspondeˆncia de uma linha LCij ↔ LLij , e´ poss´ıvel obter as restric¸o˜es
de RCL e t
C
L , representadas nas equac¸o˜es 5.8 e 5.9.
RCLd
L
ij = d
C
ij (5.8)(
I− dCij
(
dCij
)T) (
RCLG
L
ijk −PCij + tCL
)
= 03×1 (5.9)
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onde I e´ a matriz identidade, PCij e´ um ponto da linha no referencial da caˆmara.
Uma correspondeˆncia LCij ↔ LLij da´ quatro restric¸o˜es independentes em RCL e tCL . De
modo a simplificar a notac¸a˜o, sera´ definida a matriz Dij = I− dCij
(
dCij
)T
nas seguintes
descric¸o˜es.
Dada a correspondeˆncia de um plano piCi ↔ piLi , podemos obter as equac¸o˜es 5.10 e
5.11 para RCL e t
C
L .
RCLn
L
i = n
C
i (5.10)
nCi ·
(
RCLP
L
im + t
C
L
)
+ dCi = 0 (5.11)
onde · representa o produto escalar. Uma correspondeˆncia piCi ↔ piLi fornece treˆs
restric¸o˜es independentes em RCL e t
C
L .
5.1.3.2 Estimac¸a˜o da pose
Dadas N poses do checkerboard, podemos usar as equac¸o˜es 5.8 e 5.10 para obter a
rotac¸a˜o entre o LiDAR e a caˆmara. Como nLi e´ perpendicular a d
L
ij , a introduc¸a˜o da
correspondeˆncia de linhas aumenta significativamente a diversidade das medic¸o˜es. Uma
vez que os dados apresentam ru´ıdo, a matriz RCL e´ obtida minimizando a func¸a˜o de
custo, dada pela equac¸a˜o 5.12.
R˜CL = arg min
RCL
N∑
i=1
4∑
j=1
∥∥RCLdLij − dCij∥∥2 + ∥∥RCLnLi − nCi ∥∥2 (5.12)
Este problema pode ser resolvido utilizando o me´todo Singular Value Decomposition
(SVD) [57]. A decomposic¸a˜o em valores singulares de uma matriz A e´ a fatorizac¸a˜o de
A no produto de treˆs matrizes (equac¸a˜o 5.13).
A = USVT (5.13)
onde A e´ uma matriz m × n, U e´ uma matriz ortogonal m × n, S e´ uma matriz
diagonal n × n e V e´ uma matriz ortogonal n × n. A matriz A e´ obtida atrave´s da
equac¸a˜o 5.14.
A = FL
(
FC
)T
(5.14)
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onde FL =
[
nL1 ,d
L
11, · · · ,dL14, · · · ,nLN ,dLN1, · · · ,dLN4
]
e
FC =
[
nC1 ,d
C
11, · · · ,dC14, · · · ,nCN ,dCN1, · · · ,dCN4
]
.
Apo´s aplicar o me´todo SVD, R˜CL e´ obtida pela equac¸a˜o 5.15, de acordo com [57].
R˜CL = VU
T (5.15)
Dada a estimac¸a˜o de RCL , a translac¸a˜o t
C
L pode ser determinada pelas restric¸o˜es 5.9
e 5.11. Como os pontos da borda do checkerboard sa˜o menos do que os pontos do plano,
estes apresentam um ru´ıdo superior. Para evitar o bias, e´ utilizado o centro´ide do plano
P¯Li e os centro´ides das linhas G¯
L
ij para estimar t
C
L . Usando as equac¸o˜es 5.9 e 5.11, e a
definic¸a˜o de Dij mencionada anteriormente, obtemos o sistema linear dado pela equac¸a˜o
5.16.
nCi · tCL = −nCi ·RCL P¯Li − dCi
Dijt
C
L = −Dij
(
RCLG¯
L
ij − P¯Cij
) (5.16)
Depois de obter as estimac¸o˜es iniciais de R˜CL e t˜
C
L , estas sa˜o otimizadas minimizando
a func¸a˜o de custo dada por 5.17. Para resolver este problema de otimizac¸a˜o na˜o linear
e´ utilizado o me´todo Levenberg-Marquardt (LM) [58].
(
RˆCL , tˆ
C
L
)
= arg min
RCL ,t
C
L
N∑
i=1
1
Ni
Ni∑
m=1
∥∥nCi · (RCLPLim + tCL)+ dCi ∥∥2
+
N∑
i=1
4∑
j=1
1
Kij
Kij∑
k=1
∥∥Dij (RCLGLijk −PCij + tCL)∥∥2
(5.17)
Em aplicac¸o˜es onde apenas a correspondeˆncia entre o ponto do laser e o pixel e´
precisa, a distaˆncia euclidiana entre os dois sensores na˜o e´ necessa´ria. Sob esta condic¸a˜o,
a transformac¸a˜o de similaridade pode substituir a transformac¸a˜o r´ıgida, simplificando o
processo de calibrac¸a˜o, pois na˜o e´ necessa´rio medir o tamanho f´ısico do alvo [6]. Ale´m
disso, existe um fator de escala s que transforma os dados do LiDAR em medidas f´ısicas
[59].
O ca´lculo de RCL para a transformac¸a˜o de similaridade e´ o mesmo para a trans-
formac¸a˜o r´ıgida. Para obter s e tCL , as restric¸o˜es 5.9 e 5.11 foram alteradas, obtendo-se
o sistema linear representado na equac¸a˜o 5.18.
nCi · tCL + nCi RCL P¯Li s = −dCi
Dijt
C
L + DijR
C
LG¯
L
ijs = DijP
C
ij
(5.18)
Apo´s as estimac¸o˜es iniciais de s˜ R˜CL e t˜
C
L terem sido obtidas, estas sa˜o otimizadas
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minimizando a func¸a˜o de custo dada pela equac¸a˜o 5.19.
(
sˆ, RˆCL , tˆ
C
L
)
= arg min
s,RCL ,t
C
L
N∑
i=1
1
Ni
Ni∑
m=1
∥∥nCi · (sRCLPLim + tCL)+ dCi ∥∥2
+
N∑
i=1
4∑
j=1
1
Kij
Kij∑
k=1
∥∥Dij (sRCLGLijk −PCij + tCL)∥∥2
(5.19)
O algoritmo da calibrac¸a˜o dos paraˆmetros extr´ınsecos entre um LiDAR 3D e uma
caˆmara encontra-se resumido no algoritmo 3.
Algorithm 3 Calibrac¸a˜o de extr´ınsecos utilizando correspondeˆncias entre planos e linhas
de um checkerboard
Input: N poses do alvo
Output: Transformac¸a˜o r´ıgida ou transformac¸a˜o de similaridade do LiDAR para a
caˆmara
1: Detec¸a˜o do checkerboard e das suas linhas no plano da imagem. Ca´lculo do plano
3D piCi e das linhas 3D L
C
ij (j = 1, 2, 3, 4) no referencial da caˆmara.
2: Especificar uma posic¸a˜o aproximada do alvo. Detec¸a˜o do checkerboard atrave´s do
RANSAC. Obtenc¸a˜o dos paraˆmetros do plano piLi e das linhas L
L
ij (j = 1, 2, 3, 4).
3: Utilizar a equac¸a˜o 5.15 e 5.16 para obter
(
R˜CL , t˜
C
L
)
ou usar a equac¸a˜o 5.15 e 5.18
para obter
(
s˜, R˜CL , t˜
C
L
)
.
4: Aperfeic¸oar a soluc¸a˜o minimizando 5.17 para obter
(
RˆCL , tˆ
C
L
)
para a transformac¸a˜o
r´ıgida ou minimizar 5.19 para obter
(
sˆ, RˆCL , tˆ
C
L
)
para a transformac¸a˜o de similari-
dade.
5.2 Colorizac¸a˜o da Point Cloud
Apo´s a calibrac¸a˜o dos paraˆmetros extr´ınsecos entre um LiDAR e uma caˆmara, e´
poss´ıvel transformar os pontos 3D do laser no sistema de coordenadas da caˆmara.
Assumindo que o LiDAR e a caˆmara partilham o mesmo eixo principal, os objetos
medidos pelo laser podem ser vis´ıveis pela caˆmara [14]. Assim sendo, a cor de cada
ponto pode ser obtida a partir dos scans mais pro´ximos do LiDAR e da imagem obtida
pela caˆmara. Para tal, e´ importante que o LiDAR e a caˆmara estejam sincronizados. Isto
e´ relativamente simples se ambos os sensores partilharem o mesmo relo´gio e/ou trigger.
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A conversa˜o dos pontos do LiDAR no referencial da caˆmara pode ser obtida pela
equac¸a˜o 5.20.
PC = RCLP
L + tCL (5.20)
Geralmente, um LiDAR 3D tem um campo de visa˜o horizontal bastante superior em
relac¸a˜o a uma caˆmara de projec¸a˜o em perspetiva. Como tal, os pontos do laser que
se encontram fora do FoV devem ser descartados. A condic¸a˜o dada pela equac¸a˜o 5.21
elimina todos os pontos provenientes do LiDAR que se encontram atra´s da caˆmara. Esta
etapa reduz amplamente o nu´mero de pontos oriundos do LiDAR.
ZC > 0 (5.21)
Os pontos no referencial da caˆmara podem ser convertidos para o plano da imagem
(equac¸a˜o 5.22), utilizando a matriz de intr´ınsecos A. Possivelmente, alguns pontos sera˜o
descartados pela condic¸a˜o 5.23, uma vez que estes se encontram fora do plano da imagem.
O tamanho da imagem e´ igual a [w, h].uv
1
 = A
x
C
yC
zC
 (5.22)
0 ≤ u < w
0 ≤ v < h (5.23)
Assim que as coordenadas pixeis do laser sejam obtidas no plano da imagem, e´ ne-
cessa´rio remover a distorc¸a˜o da imagem. Em seguida, cor dos pontos 3D do LiDAR e´
dada pelos valores RGB de cada pixel. O algoritmo encontra-se sintetizado no algoritmo
4.
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Algorithm 4 Colorizac¸a˜o da point cloud
Input: Point cloud, imagem, transformac¸a˜o entre os dois sensores, paraˆmetros
intr´ınsecos
Output: Color point cloud
1: Transformac¸a˜o dos pontos medidos pelo LiDAR no sistema de coordenadas da
caˆmara, utilizando os paraˆmetros extr´ınsecos entre os dois sensores.
2: Descartar todos os pontos que na˜o respeitem a condic¸a˜o 5.21.
3: Conversa˜o dos pontos no referencial da caˆmara para o plano da imagem, usando a
equac¸a˜o 5.22.
4: Eliminar os pixeis que se encontram fora do plano da imagem, atrave´s da condic¸a˜o
5.23.
5: Remover a distorc¸a˜o da imagem.
6: Atribuic¸a˜o da cor de cada ponto, sendo esta dada pelos valores RGB de cada pixel
no plano da imagem.
5.3 Reconstruc¸a˜o 3D
Com o objetivo de realizar a reconstruc¸a˜o 3D, e´ necessa´rio determinar a pose do
UAV. A localizac¸a˜o do roboˆ no mundo permitira´ juntar as va´rias point clouds coloridas,
obtendo-se uma nuvem de pontos colorida geo-referenciada do ambiente que o UAV
mapeou. Para tal, e´ preciso analisar todos os sistemas de coordenadas envolvidos nos
diferentes componentes do sistema do roboˆ. Na figura 5.6, encontra-se representado o
sistema de coordenadas do LiDAR, bem como o sistema de coordenadas da caˆmera, do
mundo e do body (roboˆ).
As coordenadas do mundo sa˜o representadas num referencial local, tambe´m desig-
nado por Local Tangent Plane (LTP). Este referencial consiste numa superf´ıcie plana
tangencial num ponto da Terra, onde a navegac¸a˜o do roboˆ decorre. O referencial local
utilizado e´ East-North-Up (ENU), na qual o eixo x aponta para Este, y para Norte e z
para cima. A origem do referencial pode ser estabelecida em qualquer ponto do globo
terrestre.
Apo´s conhecer todos os referenciais envolvidos, e´ poss´ıvel converter os pontos do
LiDAR no referencial do body. A equac¸a˜o 5.24 transforma os pontos do laser no body
frame.
Pb = RbLP
L + tbL (5.24)
onde Pb e´ o ponto do LiDAR no referencial do UAV, RbL e´ a matriz rotac¸a˜o do
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Figura 5.6: STORK I UAV. Sistema de coordenadas do body, LiDAR, caˆmara e mundo.
O eixo x esta´ representado a vermelho, y a verde e z a azul.
referencial do LiDAR para o body, PL e´ o ponto do LiDAR e tbL e´ a translac¸a˜o entre o
laser e o body.
A conversa˜o dos pontos do referencial do roboˆ para o referencial do mundo e´ dada
pela posic¸a˜o e orientac¸a˜o do UAV em relac¸a˜o a` origem definida do referencial local. A
matriz Rwb e´ calculada a partir dos aˆngulos de Euler (φ, θ, ψ), como representado na
equac¸a˜o 3.11. A transformac¸a˜o dos pontos do body no mundo e´ dada pela equac¸a˜o 5.25.
Pw = Rwb P
b + twb (5.25)
As equac¸o˜es 5.24 e 5.25 podem ser simplificadas, obtendo-se a equac¸a˜o 5.27. Para
tal, sa˜o utilizadas transformac¸o˜es homoge´neas entre todos os sistemas de coordenadas
de refereˆncia. A matriz de transformac¸a˜o homoge´nea T e´ dada pela equac¸a˜o 5.26 [60].
T4×4 =
[
R3×3 t3×1
0 0 0 1
]
(5.26)
Onde R e t e´ a matriz rotac¸a˜o e o vetor de translac¸a˜o entre dois sistemas de coorde-
nadas, respetivamente. [
PW
1
]
= TWb T
b
L
[
PL
1
]
(5.27)
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Implementac¸a˜o
Este cap´ıtulo encontra-se dividido em va´rias partes, nomeadamente: descric¸a˜o das
caracter´ısticas do UAV usado e dos respetivos sensores, softwares utilizados na imple-
mentac¸a˜o do algoritmo descrito na secc¸a˜o anterior, calibrac¸a˜o dos paraˆmetros intr´ınsecos
da caˆmara e, por u´ltimo, uma explicac¸a˜o do software desenvolvido. O software foi desen-
volvido em C++, utilizando a framework ROS e as bibliotecas Open Source Computer
Vision Library (OpenCV) e Point Cloud Library (PCL).
6.1 STORK UAV
O STORK (figura 6.1) e´ um UAV hexacopter desenvolvido pelo LSA e INESC TEC.
A sua aplicac¸a˜o principal e´ a inspec¸a˜o de linhas ele´tricas. Contudo, tem sido usado em
outras aplicac¸o˜es, tais como operac¸o˜es de busca e salvamento, inspec¸o˜es do meio ambi-
ente, mapeamento 3D, vigilaˆncia e patrulha. Esta diversidade de aplicac¸o˜es e´ poss´ıvel
devido a` capacidade adaptativa da configurac¸a˜o de payload, na qual utilizando a mesma
frame, va´rios sensores podem ser substitu´ıdos por outros.
Este UAV pode navegar autonomamente ou manualmente, sendo tambe´m capaz de
realizar algumas manobras de forma auto´noma, desde descolagem, aterragem ou inspec¸a˜o
de uma estrutura. Este e´ controlado em termos de low-level por um autopilot desenvol-
vido pelo INESC TEC e em termos de high-level e´ controlado por um computador de
bordo.
O UAV tem va´rios tipos de sensores acoplados, nomeadamente sensores de navegac¸a˜o
e percec¸a˜o. Para a navegac¸a˜o, o roboˆ tem dois recetores GNSS e dois IMUs. O autopilot
por default tem sensores low-cost e, portanto, para realizar mapeamento preciso, e´ ne-
cessa´rio possuir recetores GNSS e IMUs com uma performance elevada. Para este fim,
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Figura 6.1: Stork UAV.
foi integrado no ve´ıculo o STIM300, um IMU compacto de alta precisa˜o, e K501G, um
recetor de frequeˆncia dupla que suporta posicionamento Real-Time Kinematic (RTK).
Em termos de percec¸a˜o do ambiente, o STORK tem um LiDAR 3D (Velodyne VLP-
16), duas caˆmaras de espectro v´ısivel (Teledyne Dalsa G3-GC10-C2450 que esta´ fixa, a
apontar para baixo, e FLIR Point-Grey Chameleon3 que esta´ conectada a um gimbal) e,
em algumas aplicac¸o˜es, tambe´m pode ser utilizada uma caˆmara termogra´fica. Na figura
6.2 esta´ ilustrado o LiDAR e a caˆmara integrada no Stork UAV.
Figura 6.2: LiDAR e caˆmara acoplada no Stork UAV.
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6.1.1 Dalsa Genie Nano
A caˆmara utilizada e´ a Teledyne Dalsa G3-GC10-C2450 (figura 6.3), dado que cumpre
os requisitos, tais como: va´rios modos de configurac¸a˜o, capacidade de recec¸a˜o de trigger
externo, utilizac¸a˜o do protocolo Gigabit Ethernet (GigE), frame rate elevado e global
shutter. As principais caracter´ısticas da caˆmara encontram-se apresentadas na tabela
6.1.
Figura 6.3: Teledyne Dalsa Nano C2450 Color [61].
Tabela 6.1: Caracter´ısticas da Teledyne Dalsa Nano C2450 Color.
Resoluc¸a˜o 2464 x 2056 (5.1 MP)
Taxa de Aquisic¸a˜o 23.8 fps (TurboDrive 52 fps)
Lentes Suportadas C-Mount, CS - Mount
Tipo de Shutter Global Shutter
Conectividade GigE
Tensa˜o de Alimentac¸a˜o PoE ou 10-36 VDC
Peso 46 g
Dimenso˜es 21 x 29 x 44 mm
6.1.2 Velodyne VLP-16
O Velodyne VLP-16 (figura 6.4) e´ um spinning LiDAR (explicado na secc¸a˜o 3.2.1)
que produz point clouds 3D, utilizando 16 feixes laser montados numa carcac¸a que roda
entre 5 a 20 vezes por segundo. Ale´m disso, este sensor pode fornecer ate´ 300,000 pontos
por segundo em single mode ou o dobro em dual mode [62].
As caracter´ısticas relevantes do Velodyne VLP-16 encontram-se expostas na tabela
6.2.
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Figura 6.4: Velodyne VLP-16 [62].
Tabela 6.2: Caracter´ısticas do Velodyne VLP-16.
Alcance Ma´ximo 100 m
Field of View (Vertical) -15.0°a 15.0°(30°)
Resoluc¸a˜o Angular (Vertical) 2.0°
Field of View (Horizontal) 360°
Resoluc¸a˜o Angular (Horizontal) 0.1°- 0.4°
Precisa˜o de Alcance ± 3cm
Frequeˆncia 5 Hz - 20 Hz
O VLP-16 pode sincronizar o seu timestamp com a hora UTC, sendo u´til para sin-
cronizar os seus dados com o restante sistema. Para sincronizar, e´ necessa´rio o uso de
um recetor GNSS externo que gere um sinal PPS e uma mensagem National Marine
Electronics Association (NMEA) GPRMC.
6.1.2.1 Software driver
O package ROS velodyne esta´ dividido em va´rios sub-packages que permitem esta-
belecer uma conexa˜o com va´rios sensores da Velodyne (entre eles, o modelo VLP-16).
Estes pacotes recebem os dados do sensor e criam uma point cloud com eles. Os treˆs
sub-pacotes principais sa˜o o velodyne msgs, velodyne driver e velodyne pointcloud.
No velodyne msgs sa˜o colocadas as definic¸o˜es do tipo de mensagem ROS para os
LiDARs Velodyne. O pacote velodyne driver e´ responsa´vel por estabelecer a comu-
nicac¸a˜o com o sensor e publica os pacotes recebidos num to´pico ROS (/velodyne packets).
Este to´pico e´ subscrito pelo package velodyne pointcloud e os pacotes sa˜o convertidos
numa nuvem de pontos 3D, sendo publicados no to´pico /velodyne points.
O pacote velodyne pointcloud publica uma nuvem de pontos esparsa contendo apenas
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os pontos va´lidos, isto e´, pontos que esta˜o dentro de um alcance e de um intervalo angular
definido.
Contudo, o referencial da nuvem de pontos usado pelo nodelet na˜o corresponde ao
fornecido pelo fabricante no manual do sensor [45]. No referencial default, ydef aponta
para a frente, xdef para a direita e zdef para cima, mas no usado pelo nodelet, xnod
aponta para a frente, ynod para a esquerda e znod para cima, representando uma rotac¸a˜o
de pi/2 em torno do eixo z.
Desta forma, este pacote foi alterado de modo a que o referencial da point cloud esteja
de acordo com o definido pelo fabricante.
6.2 Bibliotecas utilizadas
6.2.1 PCL
A biblioteca PCL [63] e´ utilizada para o processamento da nuvem de pontos do
LiDAR, ja´ que esta conte´m func¸o˜es para a segmentac¸a˜o, processamento e estimac¸a˜o de
paraˆmetros de modelos matema´ticos, tais como planos, linhas, entre outros. Ale´m disso,
a implementac¸a˜o e´ em linguagem C++ e e´ compat´ıvel com o ROS.
O PCL tem o algoritmo RANSAC implementado, bem como os modelos matema´ticos
do plano e da linha integrados. A utilizac¸a˜o do RANSAC requer uma configurac¸a˜o inicial
de alguns paraˆmetros, desde o tipo de modelo, o threshold de distaˆncia e o nu´mero de
iterac¸o˜es.
O utilizador pode criar um novo modelo matema´tico ou utilizar um ja´ implementado,
existindo va´rias variantes do RANSAC. O valor do threshold de distaˆncia e´ a distaˆncia
ma´xima para que um ponto pertenc¸a ao modelo matema´tico definido. Por vezes, algumas
superf´ıcies observadas pelo LiDAR apresentam alguma irregularidade e, portanto, este
paraˆmetro deve ser definido com um valor pro´ximo dessa irregularidade. O nu´mero
de iterac¸o˜es se for demasiado elevado pode aumentar o tempo de processamento do
algoritmo, mas, ao mesmo tempo, podera˜o ser obtidos melhores resultados.
Ale´m dos algoritmos referidos, esta biblioteca conte´m va´rios algoritmos de recons-
truc¸a˜o de superf´ıcies, detec¸a˜o de features, point cloud registration, entre outros.
6.2.2 OpenCV
O OpenCV [64] e´ uma biblioteca de software open source de visa˜o computacional e
de machine learning. Esta biblioteca tem milhares de algoritmos otimizados que podem
ser usados para detetar e reconhecer rostos, identificar objetos, extrair modelos 3D de
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objetos, produzir nuvens de pontos 3D a partir de um par stereo, etc. Por outro lado,
esta´ implementada em C++ e pode ser usada em ROS.
A transformada de Hough (secc¸a˜o 3.6) esta´ implementada no OpenCV, assim como a
detec¸a˜o e obtenc¸a˜o da pose de um objeto (neste caso o checkerboard). A implementac¸a˜o
da transformada de Hough e´ composta pela transformada cla´ssica e probabil´ıstica, sendo
que ambas teˆm como input uma imagem bina´ria, bem como os paraˆmetros apresentadas
na secc¸a˜o 3.6. Para detetar o checkerboard, e´ necessa´rio definir o nu´mero de cantos
internos do alvo. A pose entre o alvo e a caˆmara e´ obtida atrave´s da correspondeˆncia de
pontos 3D-2D.
Estas func¸o˜es foram utilizadas para a obtenc¸a˜o das features descritas na secc¸a˜o 5.1.2,
de modo a calibrar os paraˆmetros extr´ınsecos entre o LiDAR e a caˆmara. Ale´m disso,
esta biblioteca foi tambe´m utilizada na implementac¸a˜o do me´todo de colorizac¸a˜o de uma
point cloud (secc¸a˜o 5.2).
6.3 Calibrac¸a˜o dos paraˆmetros intr´ınsecos da caˆmara
Para a calibrac¸a˜o dos paraˆmetros intr´ınsecos da caˆmara (enunciados na secc¸a˜o 3.1.2),
foi utilizada a aplicac¸a˜o Camera Calibrator do MATrix LABoratory (MATLAB) [65].
Para tal, e´ necessa´rio a utilizac¸a˜o de um checkerboard (figura 5.2), com dimenso˜es co-
nhecidas. Estes paraˆmetros sa˜o fundamentais para qualquer me´todo que utilize proces-
samento de imagem.
A toolbox do MATLAB (figura 6.5) recebe um conjunto de imagens com um alvo e o
comprimento da aresta dos quadrados. Apo´s isto, os cantos do alvo sa˜o detetados e os
paraˆmetros intr´ınsecos da caˆmara sa˜o estimados. Estes paraˆmetros sa˜o obtidos atrave´s
de processos de otimizac¸a˜o, na qual o erro da reprojec¸a˜o dos pontos 3D do alvo nas
imagens e os cantos detetados pela toolbox sa˜o minimizados.
Caso o erro de reprojec¸a˜o dos pontos numa imagem seja elevado, e´ poss´ıvel remover
a imagem e os paraˆmetros intr´ınsecos sa˜o recalculados, com o objetivo de obter o melhor
resultado poss´ıvel. Apo´s esta fase, a matriz de intr´ınsecos (equac¸a˜o 3.5) e os paraˆmetros
de distorc¸a˜o (equac¸a˜o 3.6) sa˜o obtidos.
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Figura 6.5: Toolbox do MATLAB - Camera Calibrator.
6.4 Software desenvolvido
6.4.1 Calibrac¸a˜o dos paraˆmetros extr´ınsecos LiDAR-caˆmara
Apo´s a obtenc¸a˜o dos paraˆmetros intr´ınsecos da caˆmara, e´ realizada a calibrac¸a˜o dos
paraˆmetros extr´ınsecos do sistema composto pelo LiDAR e pela caˆmara. Este processo
consiste na obtenc¸a˜o das features detalhadas no sub-cap´ıtulo 5.1.2 e na estimac¸a˜o da
pose (secc¸a˜o 5.1.3.2), posic¸a˜o e orientac¸a˜o, entre o LiDAR e a caˆmara.
Para tal, foi desenvolvido um package ROS, lidar camera extrinsics, em C++, utili-
zando a biblioteca OpenCV e PCL. Este package e´ constitu´ıdo por treˆs nodes, na qual
o primeiro esta´ incumbido de obter as features da point cloud e da imagem. O segundo
e´ responsa´vel por estimar os paraˆmetros extr´ınsecos. Por fim, o u´ltimo node projeta os
pontos do LiDAR no plano da imagem, utilizando os paraˆmetros extr´ınsecos estimados.
Na figura 6.6 encontra-se representado o diagrama do processo de calibrac¸a˜o.
O no´ /feature extraction subscreve-se ao to´pico da imagem e da point cloud. O dri-
ver da caˆmara publica num to´pico uma mensagem do tipo sensor msgs/Image que
sera´ convertida numa imagem, utilizando o OpenCV. Da mesma forma, o nodelet
do package /velodyne pointcloud publica a nuvem de pontos numa mensagem do tipo
sensor msgs/PointCloud2 e, para usar a biblioteca PCL, e´ necessa´rio converteˆ-la numa
point cloud PCL.
Assim que as features sejam obtidas em ambos os referencias, o node publica-as no
to´pico /feature information.
O to´pico /feature information e´ subscrito pelo node /compute extrinsics. Este no´
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/velodyne_pointcloud
/camera_driver
/feature_extraction
/velodyne_points
/camera/image_raw /feature_information /compute_extrinsics
/extrinsics_params
/projetected_points/image_raw/project_points
lidar_camera_extrinsics
Figura 6.6: Diagrama do processo de calibrac¸a˜o dos paraˆmetros extr´ınsecos. As elipses
azuis representam os no´s e os retaˆngulos amarelos os to´picos.
estima os paraˆmetros extr´ınsecos, usando o algoritmo explicado na secc¸a˜o 5.1.3.2. A
biblioteca Eigen [66] e´ utilizada para o ca´lculo nume´rico. As features sa˜o armazenadas em
memo´ria, dado que o nu´mero de poses pretendidas para a estimac¸a˜o pode ser superior a
uma. Assim que o nu´mero de poses armazenadas seja igual ao pretendido, os paraˆmetros
extr´ınsecos sa˜o estimados e publicados no to´pico /extrinsics params. E´ poss´ıvel escolher
o tipo de transformac¸a˜o pretendida a ser estimada (r´ıgida ou de similaridade), atrave´s
de um paraˆmetro do node.
Por u´ltimo, os paraˆmetros extr´ınsecos publicados no to´pico /extrinsics params sa˜o
utilizados pelo no´ /project points para projetar os pontos do laser no plano da imagem.
6.4.2 Pintura da nuvem de pontos
O processo de colorizac¸a˜o da point cloud e´ realizado em real-time, usando a framework
ROS e as bibliotecas OpenCV e PCL. Uma vez obtida a transformac¸a˜o entre os dois
sensores, LiDAR e caˆmara, bem como os paraˆmetros intr´ınsecos da caˆmara, e´ poss´ıvel
converter os pontos 3D do LiDAR no referencial da caˆmara e, posteriormente, projeta´-los
no plano da imagem.
O package desenvolvido e´ constitu´ıdo por apenas um node, sendo este responsa´vel
pela associac¸a˜o da cor da nuvem de pontos proveniente do LiDAR. Para tal, subscreve-
se ao to´pico da nuvem de pontos e da imagem. Os pontos do laser sa˜o convertidos para
o referencial da caˆmara, atrave´s dos paraˆmetros extr´ınsecos.
A condic¸a˜o dada pela equac¸a˜o 5.21 e´ testada para estes pontos e apenas os pontos
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que passam esta condic¸a˜o sa˜o projetados na imagem. Os pixeis que se encontram fora
do plano da imagem sa˜o eliminados, dado que na˜o cumprem a condic¸a˜o 5.23.
A associac¸a˜o da cor dos pontos do LiDAR que sa˜o vis´ıveis para a caˆmara e´ realizada e,
posteriormente, apenas a point cloud colorida e´ publicada no to´pico /pointcloud colorized.
O diagrama do processo de colorizac¸a˜o da point cloud e´ ilustrado na figura 6.7.
/camera_driver
/velodyne_pointcloud /velodyne_points
/camera/image_raw
/colouring_pointcloud /pointcloud_colorized
Figura 6.7: Diagrama do processo de colorizac¸a˜o da point cloud. As elipses azuis repre-
sentam os no´s e os retaˆngulos amarelos os to´picos.
6.4.3 Reconstruc¸a˜o 3D
O processo de reconstruc¸a˜o 3D foi efetuado em offline, ja´ que a qualidade da na-
vegac¸a˜o estimada pelo autopilot do UAV na˜o apresenta a exatida˜o pretendida (devido ao
referido na secc¸a˜o 6.1). Desta forma, a pose do UAV foi estimada em po´s-processamento
de modo a obter-se os melhores resultados poss´ıveis.
Para realizar o processo descrito na secc¸a˜o 5.3, foi desenvolvido um programa em C++
que tem como input a pose do UAV, todos os scans do LiDAR e a rotac¸a˜o e translac¸a˜o
entre o LiDAR e o referencial body. A posic¸a˜o e orientac¸a˜o do roboˆ sa˜o armazenadas
em memo´ria, assim como o instante de tempo de cada pose. Este timestamp sera´ usado
para sincronizar os dados da pose e da point cloud.
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Cap´ıtulo 7
Resultados
Neste cap´ıtulo sa˜o apresentados os resultados obtidos, sendo primeiro apresentados
os resultados relativos da calibrac¸a˜o dos paraˆmetros extr´ınsecos entre LiDAR-caˆmara e,
posteriormente, os resultados referentes a` reconstruc¸a˜o 3D, atrave´s do algoritmo descrito
nas secc¸o˜es 5.2 e 5.3.
7.1 Calibrac¸a˜o
Para a validac¸a˜o do algoritmo de calibrac¸a˜o, foi utilizado o setup experimental ilus-
trado na figura 7.1, sendo este constitu´ıdo pelo Velodyne VLP-16 e duas caˆmaras.
Figura 7.1: Setup experimental de calibrac¸a˜o.
Os paraˆmetros extr´ınsecos entre as duas caˆmaras (RCrCl , t
Cr
Cl
) foram utilizados como
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ground truth. Estes paraˆmetros foram comparados com os obtidos entre o LiDAR e cada
caˆmara, ou seja, foram estimados os paraˆmetros extr´ınsecos entre o LiDAR e a caˆmara
esquerda (RˆClL , tˆ
Cl
L ) e entre o LiDAR e a caˆmara direita (Rˆ
Cr
L , tˆ
Cr
L ).
Os paraˆmetros intr´ınsecos de cada caˆmara e os extr´ınsecos foram obtidos pela aplicac¸a˜o
Stereo Camera Calibrator do MATLAB. Nas figuras 7.2 e 7.3 sa˜o apresentados o erro
de reprojec¸a˜o e a pose do alvo em relac¸a˜o a ambas caˆmaras, respetivamente.
Figura 7.2: Erro me´dio de reprojec¸a˜o em cada imagem.
Apo´s a obtenc¸a˜o dos paraˆmetros intr´ınsecos, e´ poss´ıvel dar in´ıcio ao processo de
calibrac¸a˜o apresentado na secc¸a˜o 5.1. Para tal, foi utilizado um checkerboard com um
nu´mero de cantos internos de 7×4, na qual a aresta de cada quadrado apresenta um
comprimento de 60 mm. Este alvo foi colocado em va´rias poses, excepto com aˆngulos
pro´ximos de 0 e 90 graus, para se obter uma grande variedade de medic¸o˜es.
As features foram extra´ıdas de cada imagem em ambas as caˆmaras, bem como no
referencial do LiDAR. Os paraˆmetros extr´ınsecos foram estimados entre cada caˆmara e
o LiDAR, a partir das features extra´ıdas.
A pose (RˆCrCl , tˆ
Cr
Cl
) estimada entre a caˆmara esquerda e a direita e´ obtida a partir de
(RˆClL , tˆ
Cl
L ) e (Rˆ
Cr
L , tˆ
Cr
L ). Esta pose (Rˆ
Cr
Cl
, tˆCrCl ) e´ comparada com a obtida pela aplicac¸a˜o
do MATLAB (RCrCl , t
Cr
Cl
). A partir da equac¸a˜o 7.1, e´ poss´ıvel obter (RˆCrCl , tˆ
Cr
Cl
), utilizando
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Figura 7.3: Paraˆmetros extr´ınsecos de cada imagem no referencial de ambas caˆmaras.
as transformac¸o˜es homoge´neas (equac¸a˜o 5.27).
TˆCrCl = Tˆ
Cr
L
(
TˆClL
)−1
(7.1)
Os paraˆmetros extr´ınsecos entre as duas caˆmaras obtidos pela toolbox do MATLAB e
estimados, encontram-se representados na tabela 7.1. O erro de rotac¸a˜o e de translac¸a˜o
e´ calculado a partir da equac¸a˜o 7.2 e 7.3, respetivamente, [67].
erotation =
∥∥∥I− (R)−1 Rˆ∥∥∥
F
(7.2)
etranslation =
∥∥t− tˆ∥∥ (7.3)
onde ‖.‖ representa a norma, ‖.‖F a norma Frobenius, (R, t) o ground truth e (Rˆ, tˆ)
o estimado.
A projec¸a˜o dos pontos do LiDAR na imagem, usando os paraˆmetros obtidos da trans-
formac¸a˜o r´ıgida e de similaridade, e´ ilustrada na figura 7.4. A transformac¸a˜o de simila-
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Tabela 7.1: Paraˆmetros extr´ınsecos obtidos na calibrac¸a˜o (estimados e ground truth) e
erros de calibrac¸a˜o.
Paraˆmetros Ground truth Estimado
Roll (deg) -0.4492 -0.0527
Pitch (deg) -0.7390 0.3333
Yaw (deg) 0.1243 0.2543
X (mm) -369.2 -348.4
Y (mm) 0.8 -8.0
Z (mm) 1.6 4.3
Erro de rotac¸a˜o (deg) - 1.1860
Erro de translac¸a˜o (mm) - 22.9
ridade apresenta melhores resultados, dado que os pontos laser da fronteira esta˜o mais
pro´ximos do limite do alvo na imagem. Como o algoritmo proposto so´ necessita da cor-
respondeˆncia do ponto laser e do pixel, sera´ utilizada a transformac¸a˜o de similaridade,
visto que apresenta melhores resultados.
Figura 7.4: Projec¸a˜o dos pontos laser na imagem, usando a transformac¸a˜o r´ıgida (pontos
vermelhos) e de similaridade (pontos verdes).
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7.2 Reconstruc¸a˜o 3D
De modo a testar o algoritmo desenvolvido nesta dissertac¸a˜o, foram realizados dois
datasets. Estes foram efetuados no Mosteiro de Tiba˜es, Braga, Portugal, no aˆmbito do
projeto MineHeritage.
7.2.1 Dataset I
Este dataset foi realizado no escado´rio do Mosteiro de Tiba˜es (figura 7.5). O escado´rio
e´ constitu´ıdo por va´rias fontes trabalhadas (cada uma apresenta uma forma diferente)
que esta˜o intercaladas por escadas e patamares. Esta zona apresenta inu´meras a´rvores
que dificultam a deslocac¸a˜o e a localizac¸a˜o do UAV, uma vez que estas podem obstruir
os sinais GNSS e a visibilidade do piloto. Apesar destas limitac¸o˜es, o UAV consegui ma-
pear o escado´rio com os sensores onboard descritos anteriormente, tornando este dataset
adequado para testar o algoritmo desenvolvido.
Figura 7.5: Escado´rio do Mosteiro de Tiba˜es.
O UAV comec¸ou por mapear um campo de vegetac¸a˜o pro´ximo do escado´rio, reali-
zando uma linha reta para obter uma inicializac¸a˜o da sua localizac¸a˜o. Apo´s isto, este
deslocou-se para o primeiro patamar do escado´rio e foi subindo entre as a´rvores ate´ ao
u´ltimo patamar localizado no topo.
A trajeto´ria do UAV encontra-se ilustrada na figura 7.6. Esta esta´ representada num
referencial ENU, na qual a origem do referencial encontra-se localizada numa estac¸a˜o
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base em Braga. Na figura 7.7 encontra-se representada a orientac¸a˜o e velocidade do
UAV durante o voo realizado no escado´rio.
Figura 7.6: Trajeto´ria do UAV do dataset no escado´rio do Mosteiro de Tiba˜es.
Figura 7.7: Orientac¸a˜o (a` esquerda) e velocidade (a` direita) do UAV do dataset no
escado´rio do Mosteiro de Tiba˜es.
A primeira fonte do escado´rio obtida pela caˆmara onboard do UAV encontra-se ilus-
trada na figura 7.8, enquanto que na figura 7.9 esta´ representada a point cloud raw do
LiDAR. A figura da point cloud do LiDAR foi capturada a partir da aplicac¸a˜o Rviz do
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ROS.
Figura 7.8: Primeira fonte do escado´rio de Tiba˜es capturada pela caˆmara onboard do
UAV.
Figura 7.9: Point cloud raw da primeira fonte do escado´rio do Mosteiro de Tiba˜es obtida
pelo LiDAR. A cor de cada ponto e´ dada pela intensidade obtida pelo LiDAR.
Os pontos do LiDAR projetados na imagem encontram-se ilustrados na figura 7.10.
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Como referido na secc¸a˜o 6.1.2, o LiDAR utilizado apresenta 16 feixes laser que podem
ser visualizados na figura 7.10.
Figura 7.10: Projec¸a˜o dos pontos laser no plano da imagem da primeira fonte do es-
cado´rio.
O FoV da caˆmara (horizontal) e´ bastante inferior ao do LiDAR e, portanto, a nuvem
de pontos colorida apresenta um nu´mero de pontos inferior comparativamente com a
point cloud raw. A nuvem de pontos colorida, apenas de um scan do LiDAR, da primeira
fonte do escado´rio e´ apresentada nas figura 7.11.
Apo´s se efetuar o processo de colorizac¸a˜o da nuvem de pontos (secc¸a˜o 5.2), procedeu-
se a` reconstruc¸a˜o 3D do escado´rio do Mosteiro de Tiba˜es. Nas figuras 7.12 e 7.13 esta´
ilustrado a primeira fonte com os va´rios scans do LiDAR, com diferentes perspectivas.
A partir destas figuras, e´ poss´ıvel verificar que a reconstruc¸a˜o 3D esta´ coerente com
a morfologia real da fonte ilustrada na figura 7.8.
A reconstruc¸a˜o 3D do escado´rio com uma perspectiva lateral pode ser visualizada
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Figura 7.11: Nuvem de pontos colorida da primeira fonte do escado´rio do Mosteiro de
Tiba˜es com vista lateral.
Figura 7.12: Reconstruc¸a˜o 3D da fonte do escado´rio com vista lateral.
na figura 7.14, enquanto que na figura 7.15 encontra-se ilustrado o in´ıcio do escado´rio,
na qual e´ poss´ıvel visualizar alguns patamares e a´rvores. Esta point cloud na˜o conte´m
as a´rvores que esta˜o presentes no escado´rio (figura 7.5), ja´ que o UAV voou entre es-
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Figura 7.13: Reconstruc¸a˜o 3D da fonte do escado´rio com vista de topo.
tas. Apesar disto, comparando a figura 7.5 com a nuvem de pontos obtida, e´ poss´ıvel
constatar que a reconstruc¸a˜o 3D esta´ coerente com a realidade.
Figura 7.14: Reconstruc¸a˜o 3D do escado´rio com vista lateral.
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Figura 7.15: Reconstruc¸a˜o 3D do in´ıcio do escado´rio.
7.2.2 Dataset II
O segundo dataset foi efetuado na cerca do Mosteiro de Tiba˜es (figura 7.16). Esta
zona e´ constitu´ıda maioritariamente por edif´ıcios e vegetac¸a˜o. Ao contra´rio do escado´rio,
esta a´rea e´ ampla e, por sua vez, a localizac¸a˜o do roboˆ e´ mais precisa (os sinais GNSS sa˜o
mais intensos). O procedimento neste dataset foi semelhante ao realizado no escado´rio.
Figura 7.16: Cerca do Mosteiro de Tiba˜es.
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Na figura 7.17 esta´ ilustrada a trajeto´ria do UAV, na qual foi utilizado a mesma
origem do referencial. A orientac¸a˜o e a velocidade esta˜o representadas na figura 7.18.
Figura 7.17: Trajeto´ria do UAV do dataset na cerca do Mosteiro de Tiba˜es.
Figura 7.18: Orientac¸a˜o (a` esquerda) e velocidade (a` direita) do UAV do dataset na
cerca do Mosteiro de Tiba˜es.
Na figura 7.19 e´ poss´ıvel observar uma parte do telhado de um edif´ıcio do Mosteiro
de Tiba˜es e alguma vegetac¸a˜o. A point cloud raw do LiDAR esta´ ilustrada na figura
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7.20.
Figura 7.19: Telhado de um edif´ıcio do Mosteiro de Tiba˜es capturado pela caˆmara
onboard do UAV.
Figura 7.20: Point cloud raw do telhado de um edif´ıcio do Mosteiro de Tiba˜es obtida
pelo LiDAR. A cor de cada ponto e´ dada pela intensidade obtida pelo LiDAR.
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Os pontos do laser foram projetados na imagem (figura 7.21), utilizando os paraˆmetros
extr´ınsecos entre o LiDAR e a caˆmara.
Figura 7.21: Projec¸a˜o dos pontos laser na imagem no telhado de um edif´ıcio na cerca.
Estes pixeis na imagem sa˜o utilizados para obter a componente RGB de cada ponto
do LiDAR. O FoV vertical da caˆmara e´ maior comparativamente ao FoV vertical do
LiDAR e, portanto, todos os 16 feixes laser esta˜o projetados na imagem. Contudo, o
campo de visa˜o horizontal do LiDAR e´ bastante superior, fazendo que a maior parte dos
pontos sejam eliminados.
A figura 7.22 mostra a nuvem de pontos colorida do scan do LiDAR representado na
figura 7.20, com uma vista lateral.
A reconstruc¸a˜o 3D desta zona esta´ ilustrada na figura 7.23, enquanto que na figura
7.24 e´ apresentada a reconstruc¸a˜o 3D total da cerca, com vista de topo.l.
Como a point cloud do escado´rio e da cerca esta˜o geo-referenciadas, estas podem ser
combinadas numa u´nica point cloud. Esta nuvem de pontos encontra-se ilustrada na
figura 7.25.
A partir desta figura, e´ poss´ıvel verificar a desigualdade de cor na zona de vegetac¸a˜o
(zona interme´dia da figura 7.25), que se deve a` diferenc¸a de luminosidade entre os dois
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Figura 7.22: Nuvem de pontos colorida do telhado de um edif´ıcio do Mosteiro de Tiba˜es
com vista lateral.
Figura 7.23: Reconstruc¸a˜o 3D do telhado com vista lateral.
datasets. Esta diferenc¸a e´ obtida principalmente devido a` caˆmara utilizada ser sens´ıvel
ao infravermelho.
Para resolver este problema, e´ necessa´rio adicionar um filtro de corte de Infrared
Radiation (IR), onde existem duas formas de aplicar o filtro: internamente, entre o
sensor e a lente, e exteriormente, aplicado na lente. Estes filtros deixam passar a luz
vis´ıvel e bloqueiam a luz fora do intervalo vis´ıvel (figura 3.7).
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Figura 7.24: Reconstruc¸a˜o 3D da cerca com vista de topo.
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Figura 7.25: Reconstruc¸a˜o 3D do escado´rio e da cerca do Mosteiro de Tiba˜es, com vista
de topo.
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Cap´ıtulo 8
Conclusa˜o e Trabalho Futuro
Esta dissertac¸a˜o aborda o desenvolvimento de um sistema de reconstruc¸a˜o 3D para
ve´ıculos ae´reos na˜o tripulados, combinando um LiDAR 3D e uma caˆmara de espetro
vis´ıvel.
Numa fase inicial, realizou-se um estudo dos me´todos existentes de calibrac¸a˜o dos
paraˆmetros extr´ınsecos entre um laser e uma caˆmara, bem como as abordagens para
combinar estes dois sensores. Esta ana´lise permitiu compreender os va´rios me´todos ja´
desenvolvidos, sendo estes importantes para definir a melhor abordagem ao problema e
a arquitetura do sistema.
O me´todo de calibrac¸a˜o implementado possibilita a calibrac¸a˜o de um sistema de re-
construc¸a˜o 3D composto por um LiDAR e uma caˆmara de espetro vis´ıvel. Este me´todo
usa correspondeˆncias entre planos e linhas 3D de um alvo de calibrac¸a˜o (checkerboard)
para estimar os paraˆmetros extr´ınsecos entre os dois sensores. Nesse sentido, foi desen-
volvido um software de calibrac¸a˜o, utilizando a framework ROS.
Com o objetivo de validar e caracterizar o me´todo de calibrac¸a˜o, foi utilizado um
setup composto por um par stereo de caˆmaras e um LiDAR. Os paraˆmetros extr´ınsecos
entre as duas caˆmaras foram comparados com os obtidos pelo me´todo de calibrac¸a˜o
implementado, na qual o ground truth foram os paraˆmetros extr´ınsecos obtidos na cali-
brac¸a˜o das duas caˆmaras. Os resultados obtidos comprovam que o processo de calibrac¸a˜o
apresenta resultados consistentes.
Posteriormente, este sistema foi testado em dois datasets que conteˆm va´rios edif´ıcios,
vegetac¸a˜o e algumas zonas histo´ricas do Mosteiro de Tiba˜es. Nestes datasets procedeu-
se a` reconstruc¸a˜o 3D do escado´rio e da cerca do Mosteiro, na qual os pontos do laser
foram coloridos pela componente RGB da caˆmara. Comparando a nuvem de pontos
colorida com as imagens originais, e´ poss´ıvel verificar que estas coincidem, mostrando
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que o algoritmo esta´ correto.
O trabalho desenvolvido nesta dissertac¸a˜o resultou na submissa˜o do artigo ”UAV Ap-
proach for 3D Reconstruction of Historical Sites”na confereˆncia International Conference
on Autonomous Robot Systems and Competitions (ICARSC).
No que diz respeito ao trabalho futuro, existem va´rias abordagens que podem me-
lhorar a performance do sistema. Em termos de calibrac¸a˜o, pretende-se melhorar a
otimizac¸a˜o final do algoritmo de calibrac¸a˜o dos paraˆmetros extr´ınsecos entre LiDAR e
caˆmara. Uma melhoria nestes paraˆmetros levara´ a uma melhor combinac¸a˜o entre os
dois sensores. Ale´m disso, a utilizac¸a˜o de um alvo maior poderia ajudar na extrac¸a˜o de
features no LiDAR, visto que se utilizaria mais pontos e, assim, melhorar os paraˆmetros
do plano e das linhas.
A introduc¸a˜o de mais caˆmaras com diferentes orientac¸o˜es seria uma mais valia, ja´
que aumentava o campo de visa˜o e, consequentemente, o nu´mero de pontos coloridos.
Ale´m disso, a utilizac¸a˜o de uma caˆmara com maior resoluc¸a˜o aumentaria a precisa˜o do
processo de colorizac¸a˜o.
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