Abstract. A cone-beam algorithm which provides a practical implementation of B D Smith's cane-beam inversion formula is presented. For a cone-beam vertex orbit consisting of a circle and an orthogonal line. This geometry is easy to implement in a s p~c~s y s t e m , and it satisfies the cone-beam data sufficiency condition. The proposed algorithm is in the form of a convolution-back projection, and requires a pre-filtering procedure. Computer rimulalions show a reduction of the artifacts that are found with the Feldkamp algorithm where the cone-beam vertex orbit is a circle.
Introduction
Single-photon-emission computed tomography (SPECT) with a cone-beam collimator has been under investigation for several years , Floyd el al 1986 . The main advantage of using a cone-beam collimator is a gain in sensitivity and resolution over images formed using standard parallel-hole or fan-beam collimators. Comparisons of cone-beam, parallel-hole and fan-beam collimators for brain and heart imaging have been reported by Jaszczak et U / (1988), Hahn et a / (1988), Gullberg et a/ (1990, 1991) and Terry et a / (1991) . Cone-beam tomography also finds applications in x-ray imaging. In cone-beam x-ray medical imaging and non-destructive testing, a two-dimensional detector is used to speed up the data acquisition and improve the sensitivity. The x-ray source defines the cone-beam focal point, and an image intensifier can be used as a two-dimensional defector (Ning er Q/ 1988) .
Currently, circular cone-beam vertex geometry is used and a popular algorithm to process cone-beam projections is that of Feldkamp et a/ (1984) . This algorithm was originally derived from the fan-beam reconstruction formula by an approximation, and has since been extensively analysed mathematically (Yan and Leahy 1991) . The Feldkamp algorithm is a convolution and back projection method and can be implemented efficiently. It is known that if the focal point of the collimator follows a single planar orbit, then the data obtained do not satisfy this cone-beam data sufficiency condition (Smith 1985) for exact three-dimensional reconstruction. Reconstructions by the Feldkamp algorithm suffer distortions and artifacts, and only the central plane is reconstructed free of artifacts.
Non-planar orbits must be used in order to fulfil the data sufficiency condition. The cone-beam data sufficiency condition requires that every plane which passes through the imaging field of view must also cut through the orbit at least once. As mentioned above, the conventional single planar orbit does not satisfy this condition, whereas two orbits arranged as illustrated in figure 1 do satisfy this condition. There are basically two approaches to exactly reconstructing cone-beam images from sufficient data. The first is to convert the cone-beam projections into parallel radon transform data, and to use the radon inversion formula to reconstruct the image. Grangeat (1987) established a formula between the cone-beam data and the first derivative of the three-dimensional radon transform, which provided an inversion formulie suitable for a genera! orbit. However, Grangea.!'s algorithm involver; !he sorting (or rebinning) of the cone-beam data. Clack et ol(1991) proposed an algorithm for two orthogonal orbits. The algorithm was not an exact inversion formula, but demonstrated that there exist practical, effective methods to reconstruct cone-beam data.
The second approach is based on Kirillov's pioneering work (1961). Based on Kirillov's formulation, Tuy (1983) proposed the first inversion formula, but his algorithm did not lead directly to an efficient numerical implementation. Smith (1985, 1987, 1990 ) derived a more practical formula.to invert the cone-beam data sets. Smith's algorithm has a simple implementation with the assumption that for any line that contains a vertex point and a reconstruction point, there is an integer M (which remains constant for this line) such that almost every plane that contains this line intersects the orbit exactly M times. However, this condition is too restrictive since the only known cone-beam vertex geometry meeting this assumption is an infinite straight line, which is not practical.
In this paper, we modify Smith's inversion formula for the cone-beam vertex geometry containing a circle and a finite, orthogonal line. Our modified algorithm consists of two steps. In the first step, we filter the cone-beam projection data twodimensionally, and in the second step, we apply a Feldkamp-type algorithm to the filtered data. The two-dimensional filter used in the first step depends on the orbit geometry. This is a practical algorithm for reconstructing a complete cone-beam data set.
Theory

Cone-beom projections
The cone-beam geometry is shown in figure 2. The focal point trajectory is referred to as the orbit. The focal length D is the distance between the focal point and the axis of rotation. The detector plane is assumed to be at the axis of rotation. This assumption is valid, because one can always scale the projection images if the axis of rotation is moved onto the detector plane when reconstructing the image. The object density function isf(x), where x is a vector in W ' . The cone-beam data are expressed as
where CP is the orbit vector for the location of the focal point and P is a unit vector along the ray of the line integral. Our aim is to reconstruct the object f (x) from the cone-beam projections g ( p , a).
Smith's algorithm
The major steps in Smith's reconstruction algorithm (1990) It can be shown that equation (5) is identical with the Feldkamp algorithm if the orbit is a circle (ll@'(A)ll = D ) and g, is cone-beam projection data. In order to derive an easier way to evaluate g,, we first study equations (3) and (4). Figure 3 is a pictorial description of equation (3). At a fixed focal point location @ associated with a detector plane Pe, let us consider a direction y. The unit vector y has an azimuth B and a longtitude q, where q is in the orbit plane which is spanned by @(A) and W(A). The set { a p l p . y = constant, IpI = I y l = 1, V a E 3 defines a plane or a cone of projection rays, which intersect the detector plane Pe at a straight line or a quadratic curve. In fact, equation (3) can be rewritten as
Therefore, the intermediate function G( y, @) can be formed in three steps: (1) treat the detector plane P* as a two-dimensional image plane and perform projections on the plane Pe along the curves which are the intersections of the cone-beam projection rays with 8.7 =constant and the plane Pe; (2) weight the one-dimensional projected data by H , ( p . y ) ; and (3) integrate the weighted one-dimensional data to obtain G( y, a). Hence we may refer to equation (3) plane Pm as a two-dimensional image plane, this is a weighted back-projection. In equation (4) we use a local coordinate system, where the longitude 'p of vector yL is fixed, and the azimuth 0 is varying. In fact, g, depends on neither the local co-ordinate system nor point x. In figure 4 ( b ) , we show a n equivalent way to evaluate g,:
where we use p and @ as variables of g, similar to g(/3,@) in equation ( 1 ) . In equation (4) the first variable, q, of g, is a scalar, whereas in equation (7) the first variable, p , -sum g ( p , 8 ) on the two-dimensional detector plane Po to obtain a two-dimensional function gl(r) as shown in figure 2 , where r is a two-dimensional vector. Similarly we define g , , ( r ) on P*. The two-dimensional Fourier transform of g , ( r ) (or g , , ( r ) ) is denoted by i , ( w )  (or & , ( U ) ) , where w is a two-dimensional vector in the frequency domain. We have
We mentioned in section 2.2 that equation (4) rewritten as equation (7) is merely a parallel-beam backprojection, hence a slice through the origin of the two-dimensional Fourier transform i t , ( w ) taken at a n angle is the one-dimensional Fourier transform of the projection of g , , ( r ) at the same angle or is the one-dimensional Fourier transform of G divided by IwI. Since f , ( w ) = & , ( w ) , the one-dimensional Fourier transform of G divided by I w J is one slice of f , ( w ) .
Now we can remove the restriction M , ( y , a)= 1, but assume that M , ( y , 8 ) is a constant for any family of y's lying in a plane. This assumption is not true in general. However, we will provide a means to handle the projection data so that this assumption is true for our particular cone beam vertex orbit in the following section.
In the situation of M , ( y , 8 ) as a constant for any family of y's lying in a plane, g, can be evaluated as follows.
i l ( w ) = i t i ( w )
since g l ( r ) = s t l ( r ) .
( 1 ) Compute f , ( w ) , the two-dimensional Fourier transform of g , ( r ) . with where 6 is a two-dimensional unit vector orthogonal to the axis of rotation as shown in figure 2. Note that F ( w ) is a two-dimensional filter kernel in the frequency domain defined to be 1/ M , ( y , O ) , where the orientation of w is the same as the orientation of the projection of the three-dimensional vector y on the two-dimensional plane Po.
The filter kernel F ( o ) is constant along lines through the origin.
Circle-and-line orbit algorithm
In section 2.3, we derived a two-dimensional filter F ( w ) = 11 M , ( y , 8 ) in the frequency domain in order to compute gs. However, the assumption that M, is not a constant for any family of y's lying in a plane is not valid in general. In this section, we consider a special case and tailor it to meet this assumption.
In this paper, we only consider the orbits consisting of a circle (in the x-y plane) and an orthogonal line (parallel to the z-axis) as shown in figure 1. Suppose that our object has a support of a sphere [ [ x ( l < R as shown in figure I , then the required half-length a of the line-orbit is 2DR(D'-R2)-"2 by the data sufficiency condition. Consequently, any plane cutting through the object will intersect the orbit, and may intersect the orbit 1, 2, 3 or an infinite number of times.
Let us define a plane that cuts through the object as a cutting plane, and define the plane angle as the angle between the plane normal and the z-axis. It can be verified that a cutting plane with a plane angle less than sin-'(R/D) intersects the linear orbit and a cutting plane with a plane angle greater than sin-'(R/D) intersects the circular orbit. Some cutting planes may intersect both orbits. We can divide the cutting planes into two groups: (1) with plane angle >sin-'(R/D) and (2) with plane angle <sin-'(R/D) as shown in figure 5 . The planes in the first group always cut the circular orbit, and may cut the linear orbit also. Similarly, the planes in the second group always cut the linear orbit, and may cut the circular orbit also. For the circular orbit data, we use the planes restricted to the first group as shown in figure 5 ( a ) . For the linear orbit data, we use the planes restricted to the second group as shown in figure 5 ( b ) . Consequently, we have M , ( y , 9 ) -2 for CP on the circular orbit and M,( y, a) = 1 for 9 on the linear orbit. We thus separate the data into two groups, and make M,( y, e) such as to satisfy our assumption that M,( y, 9) is a constant for any family of y's lying in a plane. Further, we even make M , be a constant for each orbit. 
where FFT is the two-dimensional fast Fourier transform operator and IFFT is the two-dimensional inverse fast Fourier transform operator. In order to avoid aliasing, we zero-pad g, before taking the FFT. For the linear orbit, due to the cone shape in figure 5 ( b ) , the selecting angle for each row of the projection data is different. The selecting angle depends on the distance, d, between the particular row and central cone plane. Therefore, the filter F ( w ) is a spatially varying two-dimensional filter, one filter kernel for each row. The filter F ( w ) for the linear orbit is defined by as illustrated in figure 6 . Thus, g,, of a certain row d is obtained by equation (10) and
Different filters are used to obtain g,, for different rows
Computer simulation
Phantom and orbit
A mathematical three-dimensional phantom (see figure 7 ) was used to verify our algorithm. The phantom was a uniform sphere containing four hot and three cold t I i Figure 7 . A malhematical phantom: a uniform sphere containing four hot discs and three cold discs.
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discs. The sphere was of radius 25 and density 1. The four hot discs had identical densities of 2. The densities for the three cold discs were identically equal to 0. All discs had a radius 16 and thickness 2. The distance between the adjacent discs was 5.
The central disc was at the circular orbit plane ( x -y plane). The radius of the circular orbit was 112 and the half-length of the linear orbit was 51.294. The units are in sampling bin widths.
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Methods
We generated the cone-beam projections in 128 64 x 64 arrays. Both the circular and the linear orbits had 64 views with uniform spacing between two adjacent views. For each view, we did the following:
(1) Zero-padded the 64 x 64 array into a 128 x 128 array, in order to reduce aliasing. 
Results
The cone-beam reconstruction algorithm was coded on a SUN4 computer in Fortran-77. The image was reconstructed separately for the circular and linear orbits. The final image was the sum of these two reconstructions. The reconstruction time for the circular orbit was 1120 s and for the linear orbit 3200 s. The projection data from the circular orbit alone were also used to reconstruct an image by the Feldkamp algorithm, with reconstruction time of 1000 s. The final images are compared in figure 8 , where the central sagittal views are shown at the top and the transaxial views of the top disc are shown at the bottom. It was observed that the artifacts which are very severe in Feldkamp's reconstruction are greatly reduced with the orthogonal circle-and-line orbit geometry, yet some artifacts can still be observed which require further investigation. In order to reconstruct an object defined in llxll< R, the half-cone-angle should be at least sin-'(R/D), that is, the detector plane should contain a disc of radius D R / ( D 2 -R 2 ) p 2 . Intuitively, the detector plane should be large enough so that the 
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projection data from the circular orhit does not have any truncations. The same detector is used for the linear orbit. As the detector moves along the z-axis, the object may be truncated (i.e outside the field of view). However, the truncated data are usually unwanted. If they had been measured by a large field-of-view camera, we would have used the spatially varying filter to discard them as in step (3.4.L), where all values above row 26 or below row -26 are set to zero. In figure 9 , one cone-beam projection ( g ) from the linear orbit is shown on the left, and its pre-processed version ( g , ) is shown on the right. These two images were scaled separately. The minimum value corresponds to the darkest point (0) and the maximum value corresponds to the brightest point (255). The background in each image is zero. There are no negative values in g, whereas there are negative values in g,. One also observes that only the central part of gs is non-zero.
Conclusions
In this paper, we have modified Smith's cone-beam reconstruction algorithm and applied it to an orthogonal circle-and-line orbit. The basic idea of our modification is to discard unwanted data such that a cutting plane either intersects the circular orbit twice or intersects the linear orbit once. In order to achieve this consistency, some projection data are rejected by the pre-filtering procedure. For the circular orbit, this filter is spatially invariant. However, for the linear orbit, it is spatially varying. The filters were implemented in the frequency domain.
When one uses this algorithm, the whole object should he within the field of view when the camera rotates in the circular orbit. When the camera moves in the linear orbit, parts of the object may be outside the field of view. This situation has been handled properly by the algorithm and will not cause any problems.
This one-circle and perpendicular Fine orbit is easy to realize in a SPECT system by rotating the gamma camera 360" and translating the camera or patient bed. For a two-head or three-head SPECT system, an orbit of one-circle and two (or three) perpendicular lines is formed as shown in figure 10 . The reconstruction algorithm is identical with that presented in this paper, except that the reconstructed image for each linear orbit should be divided by two (or three) before summing up to obtain the final image.
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R h m 6
Un algorithme tomographie adapt6 aux faisceaux P geometrie coniques pour des orbites cicculaires et lineairen orthagonales.
Ce travail pr6sente un algorithme adapt6 aux faisceaux P geometric conique qui rend possible la mise en oeuvre pratique de la formule d'inversion de B D Smith pour les faisceaux P geometric conique. Dam cet algorilhme, lesommet du faisccau conique decril une orbite resultant de la combinaison d'un cercle et d'une ligne orthagonale. Cette geomCtrie est facile P implanter sur un systeme SPECT et repand P la condition de suffiiance des donnees en faisceaux coniques. L'algorithme propose est du type rttroprolection-convolulion et necessite une procedure de prefiltrage. Des simulations par ordinateur montrent m e reduction des artefacts risultant de l'algorithme de Feldkamp pour lequel le sommet du faisceau conique est un cercle.
