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Abstract
When continuous symmetry is spontaneously broken, there appear Nambu-Goldstone modes (NGMs) with linear or
quadratic dispersion relation, which is called type-I or type-II, respectively. We propose a framework to count these
modes including the coefficients of the dispersion relations by applying the standard Gross-Pitaevskii-Bogoliubov the-
ory. Our method is mainly based on (i) zero-mode solutions of the Bogoliubov equation originated from spontaneous
symmetry breaking and (ii) their generalized orthogonal relations, which naturally arise fromwell-known Bogoliubov
transformations and are referred to as “σ-orthogonality” in this paper. Unlike previous works, our framework is ap-
plicable without any modification to the cases where there are additional zero modes, which do not have a symmetry
origin, such as quasi-NGMs, and/or where spacetime symmetry is spontaneously broken in the presence of a topo-
logical soliton or a vortex. As a by-product of the formulation, we also give a compact summary for mathematics of
bosonic Bogoliubov equations and Bogoliubov transformations, which becomes a foundation for any problem of Bo-
goliubov quasiparticles. The general results are illustrated by various examples in spinor Bose-Einstein condensates
(BECs). In particular, the result on the spin-3 BECs includes new findings such as a type-I–type-II transition and an
increase of the type-II dispersion coefficient caused by the presence of a linearly-independent pair of zero modes.
Keywords: Nambu-Goldstone modes, Bogoliubov theory, Gross-Pitaevskii equation, spinor Bose-Einstein
condensates, Spontaneous symmetry breaking, Indefinite inner product space
1. Introduction
It often occurs in nature that a continuous symmetry of a system is not preserved in the ground state. Such a
spontaneous symmetry breaking (SSB) is ubiquitous in nature from magnetism, superfluidity and superconductivity
to quantum field theories such as unification of fundamental forces. When such a SSB occurs, there must appear
gapless modes known as Nambu-Goldstone modes (NGMs) and low-energy physics is solely determined by these
degrees of freedom.
It is generally known that dispersion relations of NGMs are always linear in relativistic theories. However, the
situation is different in non-relativistic systems; the dispersion relation can be either linear (ǫ ∝ |k|) or quadratic
(ǫ ∝ k2). Also, the number of NGMs coincides with the number of generators of broken symmetries in relativistic
theories, but such a relation does not exist in general for non-relativistic cases. The well-known illustrative examples
in condensed matter physics are the Heisenberg ferromagnets and antiferromagnets. In both cases, the Hamiltonian
has the SO(3) spin-rotation symmetry, but that of ground states is reduced to SO(2), ignoring discrete symmetries.
So, the number of broken continuous symmetries is given by dim(SO(3)/SO(2)) = 2 for both cases. However, the
type and the number of emergent NGMs are different; while we have only one spin precession mode with quadratic
dispersion in the ferromagnetic case, two spin-wave excitations with linear dispersion appear in the antiferromagnetic
case. Thus, the question is: How should we determine the number of NGMs having linear and quadratic dispersions
in non-relativistic systems?
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The first attack to the above-mentioned problem was made by Nielsen and Chadha in 1976. They classified
NGMs with linear and quadratic dispersion relations to be of type-I and type-II, respectively, and summarized the
numbers of those modes in the form of the Nielsen-Chadha inequality [1]. (Strictly speaking, they defined type-I (II)
by a dispersion relation with an odd (even) power of the momentum, but this classification is not essential in view
of today’s understanding.) After that, in the 21st century, following a novel remark by Nambu [2], Watanabe and
Brauner conjectured that the equality of the Nielsen-Chadha inequality is saturated in generic situation and gave a
criterion to the numbers of type-I and type-II NGMs in the form of a matrix, which we call the Watanabe-Brauner
(WB) matrix, whose components are commutators of generators corresponding to broken symmetries, sandwiched by
the ground state [3]. More recently, this conjecture has been proved by the effective Lagrangian approach on a coset
space [4] and by Mori’s projection operator method [5]. In particular, the effective Lagrangian approach based on a
coset spaceG/H for a symmetryG spontaneously broken down to its subgroup H in the ground state [6, 7, 8] is a very
powerful tool to determine the low energy dynamics solely from symmetry arguments, and was extensively used in
Refs. [4, 9]. These theoretical developments are now in the stage of experimental verification, because various kinds
of multicomponent Bose-Einstein condensates (BECs) are realized in ultra cold atomic gases, such as binary mixtures
[10, 11] and spinor BECs [12, 13] with spin-1 [14, 15, 16, 17], spin-2 [18, 19, 20, 21], and spin-3 [22, 23, 24]. For
example, the dispersion relations of the Bogoliubov phonon and the ferromagnetic spin wave are confirmed in Refs.
[25, 26].
Thus far, the theory was formulated for internal symmetries. The number of NGMs and their dispersion relations
are more complicated when spacetime symmetry such as translations and rotations are spontaneously broken. See
Refs. [27, 28, 29] for recent discussions. Spacetime symmetries are also spontaneously broken in topologically non-
trivial backgrounds, such as a quantized vortex [30], a domain wall in magnets [31], and in two-component BECs
[32, 33] and a skyrmion line in magnets [34, 35]. In these cases, there appear NGMs localized on/along topological
objects. The equality in Refs. [1, 3, 4, 5] holds even in these cases, but a careful treatment of the singularities in the
core of topological excitations is needed to derive non-commutative nature of generators.
While the effective Lagrangian approach in the coset space G/H used in Refs. [6, 8, 4, 9] can generally find
possible terms by symmetry considerations, an explicit value of the coefficient of dispersion relations can be obtained
only by solving each system concretely. Furthermore, the coset space cannot describe the deviation of the order
parameter from ground states, so it cannot grasp a correct physical picture for the motions of NGMs. For example,
the spin-1 polar BEC, which is a non-magnetic phase of the spin-1 BEC, has two type-I spin-wave excitations. These
excitations induce a small magnetization and hence the order parameter deviates from the polar state [16, 17]. See
also Refs. [36, 37]. This effect is completely ignored if the description is closed in the coset space, because the phase
of the order parameter is fixed. The similar situation also occurs in Heisenberg antiferromagnets. In order to include
these effects, we must formulate the theory in a full order-parameter space. Also, the theories so far do not include
gapless modes without an origin of SSB. For example, the theory cannot deal with quasi-NGMs [38, 39, 40] appearing
when the order parameter manifold is larger than the symmetry of Lagrangian or Hamiltonian.
In this paper, we formulate a theory of counting rule and dispersion relations for NGMs by the standard Gross-
Pitaevskii (GP) and Bogoliubov theories [41, 42, 43], and settle the above-mentioned remaining problems. Compared
to earlier formulations, our theory will be more down-to-earth and easy-to-access, since we do not need a sophisticated
modern geometry. Though we illustrate our formulation by the specific multi-component GP model, our formalism
can be extended to more general systems.
Here we overview the formalism of this paper. Let us consider the N-component Bose-condensed systems in
d-dimensional spatial dimension, where the order parameter is given by ψ(r) = (ψ1(r), . . . , ψN(r))
T , r ∈ Rd. The
Bogoliubov quasiparticle wavefunctions in this system are described by a 2N-component vector w = (u(r), v(r))T
with u(r) = (u1(r), . . . , uN(r))
T and v(r) = (v1(r), . . . , vN(r))
T 1. Then, the generalized inner product between two
quasiparticle wavefunctions w1 = (u1(r), v1(r))
T and w2 = (u2(r), v2(r))
T is defined by
(w1,w2)σ :=
∫
dr
[
u1(r)
†u2(r) − v1(r)†v2(r)
]
. (1.1)
1Here, we regard w as the whole quasiparticle eigenvector and u(r) and v(r) as the expansion coefficients. So, we do not write the argument r
for w. More precisely speaking, it should be interpreted as w =
∑
i
∫
dr [ui(r) |i, r, u〉 + vi(r) |i, r, v〉], where
{ |i, r, α〉 |1 ≤ i ≤ N, r ∈ Rd , α = u, v} is
a basis for the Hilbert space of quasiparticles such that the completeness relation is given by 1 =
∑
i
∫
dr
( |i, r, u〉 〈i, r, u|+ |i, r, v〉 〈i, r, v| ). However,
we shortly write it as w = (u(r), v(r))T , because the precise expression is lengthy.
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This inner product naturally arises from the Bogoliubov transformation of bosonic field operators. It is well-known
for the one-component case [44, 45, 46, 47]. In this paper, this product and the orthogonality based on it are called a
σ-inner product and σ-orthogonality. They play a crucially important role to classify NGMs.
The classification scheme in our theory is summarized as follows. Let us suppose that the system breaks n con-
tinuous symmetries. First, we derive SSB-originated zero-mode solutions w1, . . . ,wn for zero-energy Bogoliubov
equations (Subsec. 2.2 for internal symmetries and Sec. 6 for spacetime symmetries). They have the form of
wi =
(
Qiψ(r)
−Q∗
i
ψ(r)∗
)
, i = 1, . . . , n, (1.2)
where Q1, . . . ,Qn are generators of the Lie algebra for broken symmetries. Then, whether a given zero mode becomes
a “seed” of a type-I or type-II NGM is determined as follows:
• If a given zero mode solution wi is σ-orthogonal to all w j’s (including itself), it gives rise to a type-I mode.
• If there exists a pair of zero mode solutions wi and w j having a non-vanishing σ-inner product, these two zero
modes yield one type-II mode.
On the basis of this criterion, the number of type-II modes can be counted by a Gram matrix defined as follows. Let
us define an n × n Gram matrix P with respect to the σ-inner product, whose (i, j)-component Pi j is given by
Pi j = (wi,w j)σ. (1.3)
Then, the number nII of type-II NGMs is given by
nII =
1
2
rankP, (1.4)
and the number of type-I NGMs is given by nI = n − 2nII.
While the above criterion using Eq. (1.1) is the most general one, we can use a simplified treatment for the σ-inner
product when the order parameter ψ has translational symmetries in some directions. In this case we can omit the
integration with respect to these directions, since it only gives the factor of the system volume or the delta function.
In particular, if ψ is spatially uniform, we need no integration (Secs. 2, 3, and 4). For the cases in which the order
parameter leaves a translational symmetry in some direction, see Sec. 6.
In the case of the internal symmetry breaking (Secs. 2, 3, and 4), the above counting scheme based on the Gram
matrix is completely equivalent to the counting rule using the WB matrix [3, 4, 5]. However, we believe that our result
will be more useful and general, because we can apply this method even for
(i) the case of spacetime symmetry breaking without any modification. In particular, we do not need a sensitive
mathematical treatment for cores of topological excitations to derive the central extension of a Lie algebra and
non-commutativity of translation operators [30, 31, 33, 34]. The calculation of σ-inner products is generally
easier than the derivation of non-commutativity.
(ii) the case in which there exist accidental zero-energy solutions of the Bogoliubov equation wn+1, . . . ,wn+m which
do not have an SSB origin. What we should do is only to add them in the list of zero modes and reconsider a
new Gram matrix of size (n + m) × (n + m).
Thus, our formulation will give a simpler and unified method to count the number of type-II modes. The examples of
(i) can be found in Sec. 6, in which we discuss Kelvin modes and ripplons. The general aspect of (ii) is discussed in
Sec. 4 and Appendix D. One fascinating example of (ii) is the quasi-NGMs in the spin-2 nematic phase (Subsec. 5.4).
Note that our classification scheme is purely based on the dispersion relations of gapless modes, and different
from the type-A,B classification proposed in Ref. [4]. If the NGMs are classified on the basis of the pairing of the
degrees of freedom arising from the SSB, the classification of Ref. [4] is still valid even in the presence of additional
zero-mode solutions.
We also perform the complete block-diagonalization of the WB matrix [3] in Subsec. 2.3. We clarify that, unlike
the original assumption by Nielsen and Chadha [1, 3], the two zero modes yielding a type-II NGM are not necessarily
linearly dependent. Furthermore, we point out that the linear independence of these two zero modes makes the
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coefficient of the quadratic dispersion relation larger than that of a free particle (Sec. 4). The illustrative example for
this can be found in the F and H phases of the spin-3 BEC (Subsec. 5.5). These findings are new and overlooked in
preceding works.
As a by-product of constructing the whole theory of NGMs, we also provide a self-contained compact summary for
mathematics of finite-dimensional Bogoliubov equations and Bogoliubov transformations in Sec. 3. The Bogoliubov-
hermitian and Bogoliubov-unitary matrices defined in this section are equivalent to the Bogoliubov equations and
Bogoliubov transformations in finite-dimensional systems, respectively. In particular, we would like to spotlight
Colpa’s results [48, 49] for positive-semidefinite cases, which become a foundation to formulate the standard form of
zero-energy Bogoliubov equations and the perturbation theory in Sec. 4. The proofs are a little simplified compared
to Colpa’s original ones. Several fundamental linear-algebraic theorems on the existence of the basis and on the
diagonalizability will be useful not only in the problem of NGMs but also in any kind of problem in Bose-condensed
systems.
Several remaining and related issues are discussed in Subsec. 7.2 and correspondingAppendices. In Subsec. 7.2.1,
we show that the system is unstable if a zero-wavenumberBogoliubovmatrix does not satisfy the positive-semidefinite
assumption (Sec. 3) and has a large Jordan block. The corresponding perturbation theory for a large Jordan block is
given in Appendix F. We give a general treatment of “massive” NGMs [50, 51, 52, 53] in Bogoliubov theory in
Subsec. 7.2.2 and Appendix G. The resulting perfect tunneling properties [54, 55, 56, 57, 58, 59, 60, 61] of these
NGMs are discussed in Subsec. 7.2.3.
This paper is organized as follows. Section 2 is devoted to a fundamental setup. In Subsec. 2.1, we introduce the
multicomponentGP and Bogoliubov equations and define the problem. In Subsec. 2.2, we derive SSB-originated zero-
mode solutions, which become a central object in this paper. In Subsec. 2.3, we derive a block-diagonalized form of the
WBmatrix. In Sec. 3, we introduce Bogoliubov-hermitian and Bogoliubov-unitarymatrices, σ-inner products, andσ-
orthogonality, and provide several linear-algebraic theorems. Section 4 includes one of main results of this paper; we
formulate a perturbation theory for a finite momentum k, and we derive the dispersion relations of type-I and type-II
NGMs. In Sec. 5, we provide examples from spinor BECs to illustrate the general results. In Sec. 6, as an example of
spacetime symmetry breaking, we treat Kelvin modes in one-component BECs and ripplons in two-component BECs.
We show that these NGMs have type-II dispersion relations in finite-size systems [30, 32] and that the main criterion
based on σ-orthogonality does not change even in these cases. We also give a perspective for non-integer dispersion
relations in infinite-size systems. Section 7 is devoted to summary and discussions. In Appendix A, we show that
our theory is also applicable to the quantum field theory up to the Bogoliubov approximation. In Appendix B,
we show the equivalence between the Bogoliubov transformation group and the symplectic group. Appendix C
and Appendix D provide the proofs of the theorems appearing in the main sections. Appendix E complements the
perturbative calculation of Sec. 4, where formulae for higher-order terms of eigenvectors and eigenvalues are given.
In Appendix F, we formulate a perturbation theory when a matrix has a large Jordan block. In Appendix G, we give
a general result on “massive” NGMs.
2. Setup of the problem
2.1. Hamiltonian for multicomponent Gross-Pitaevskii field
To make the story simple, we construct a theory in classical field theory. However, as shown in Appendix A,
the Bogoliubov equation for small oscillations of classical waves is equivalent to that for eigenstates of Bogoliubov
quasiparticles in quantum field theory. So our result is also applicable to quantum many body systems up to the
Bogoliubov approximation.
We start with the following N-component GP (or nonlinear Schro¨dinger) system whose Hamiltonian is given by
H =
∫
hdx, where
h =
N∑
i=1
∇ψ∗i∇ψi + F(ψ∗,ψ). (2.1)
Here we write ψ = (ψ1, . . . , ψN)
T , and F(ψ∗,ψ) is an abbreviation of F(ψ∗
1
, . . . , ψ∗
N
, ψ1, . . . , ψN). The spatial dimension
is arbitrary. Since the Hamiltonian must be real, F = F∗ holds. Though we restrict our formulation to the model
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(2.1), the techniques constructed in this paper can be soon generalized to arbitrary models described by the classical
Hamilton mechanics. The multicomponent nonlinear Schro¨dinger equation, which is also called the GP equation in
condensed matter theory, is given by
i
∂
∂t
ψi =
δH
δψ∗
i
= −∇2ψi + ∂F
∂ψ∗
i
, (2.2)
−i ∂
∂t
ψ∗i =
δH
δψi
= −∇2ψ∗i +
∂F
∂ψi
. (2.3)
The linearized waves in the neighbor of a solution of the above equation can be derived by letting ψi = ψi + δψi and
ignoring higher-order terms for δψi’s. Writing (ui, vi) = (δψi, δψ
∗
i
), the resultant equations are:
i
∂
∂t
ui = −∇2ui + ∂
2F
∂ψ∗
i
∂ψ j
u j +
∂2F
∂ψ∗
i
∂ψ∗
j
v j, (2.4)
−i ∂
∂t
vi = −∇2vi + ∂
2F
∂ψi∂ψ
∗
j
v j +
∂2F
∂ψi∂ψ j
u j, (2.5)
where the repeated index implies the summation. These equations are equivalent to the Bogoliubov equations appear-
ing in the quantum field theory (Appendix A). Note that the different convention vi = −δψ∗i is also widely used (e.g.,
[44, 46]). If F is an analytic function with respect to ψi’s and ψ
∗
i
’s, we can show
(
∂2F
∂ψ∗
i
∂ψ j
)∗
=
∂2F
∂ψi∂ψ
∗
j
,
 ∂2F∂ψ∗
i
∂ψ∗
j

∗
=
∂2F
∂ψi∂ψ j
. (2.6)
Thus, if we write
Fi j :=
∂2F
∂ψ∗
i
∂ψ j
, Gi j :=
∂2F
∂ψ∗
i
∂ψ∗
j
(2.7)
then
F† = F, GT = G (2.8)
holds. Introducing a vectorial notation u = (u1, . . . , uN)
T , v = (v1, . . . , vN)
T , the Bogoliubov equations can be rewritten
as
i∂tu = −∇2u + Fu +Gv, −i∂tv = −∇2v + F∗v +G∗u. (2.9)
In particular, when ψi’s are stationary and spatially uniform, assuming the solution of the form (u, v) ∝ ei(k·x−ǫt), we
obtain (
k2 + F G
−G∗ −k2 − F∗
) (
u
v
)
= ǫ
(
u
v
)
(2.10)
with k = |k|. Thus the determination of dispersion relations of linear waves is reduced to the eigenvalue problem of
this 2N×2N matrix. However, what is difficult is that this matrix is not hermitian and is not diagonalizable in general.
Therefore, in Sec. 3, we provide a self-contained summary for linear algebra necessary to treat the matrix of this type.
2.2. SSB-originated zero-mode solutions
Let us consider the case where the Hamiltonian density h has a symmetry of continuous group. Let G be a
subgroup of N × N invertible matricesGL(N,C) and assume that for every U ∈ G, the following holds:
h(U∗ψ∗,Uψ) = h(ψ∗,ψ). (2.11)
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Since the kinetic term
∑
i ∇ψ∗i∇ψi must be invariant under this operation, such G must be a subgroup of the unitary
group U(N). We can immediately prove that
ψ is a solution of Eqs. (2.2) and (2.3). ↔ φ = Uψ is also a solution. (2.12)
The proof is as follows. We first note that F also has the same symmetry with h:
F(φ∗,φ) = F(ψ∗,ψ), (2.13)
where we write φ = Uψ, φ∗ = U∗ψ∗. Differentiating both sides of this equation by ψi or ψ∗i , and using the unitarity
UkiU
∗
ji
= δ jk, we obtain
Uki
∂F(ψ∗,ψ)
∂ψ∗
i
=
∂F(φ∗,φ)
∂φ∗
k
, U∗ki
∂F(ψ∗,ψ)
∂ψi
=
∂F(φ∗,φ)
∂φk
. (2.14)
Multiplying both sides of Eq. (2.2) (resp. Eq. (2.3)) by Uki (resp. U
∗
ki
), and using the above relations, we obtain what
we wanted.
Now, let us derive SSB-originated zero mode solutions. Let U = U(α) be an element of G parametrized by one
real parameter α such that U(0) = IN . Then φ = U(α)ψ become a one-parameter family of solutions to Eqs. (2.2) and
(2.3), Differentiating Eqs. (2.2) and (2.3) by α with ψi’s replaced by φi’s, and setting α = 0 after differentiation, we
obtain a particular solution of Bogoliubov equations (2.4) and (2.5):(
u
v
)
=
(
Uαψ
U∗αψ
∗
)
, Uα :=
∂U(α)
∂α
∣∣∣∣∣
α=0
. (2.15)
In particular, let Q be a generator of G, and let U(α) = exp(iαQ). Then the solution becomes (u, v) = (iQψ,−iQ∗ψ∗).
This solution is nonvanishing if ψ breaks the symmetry of Q, i.e., eiαQψ , ψ. If ψ does not depend on spacetime, this
solution gives a solution of the stationary Bogoliubov equation (2.10) with ǫ = k = 0. Henceforth we call this solution
an SSB-originated zero-mode solution.
Remark. The zero-mode solutions shown above exist if the solution space satisfy the property (2.12), even though
the Hamiltonian density h does not have a group symmetry (2.11). When such a symmetry is spontaneously broken,
there appear gapless modes, which are called quasi-NGMs [38, 39]. The quasi-NGMs in spin-2 nematic phase due to
SO(5) symmetry [40] can be explained by this kind of symmetry (See Sec. 5).
2.3. Block-diagonalization of the WB matrix
Let n be a dimension of the symmetry group G for the Hamiltonian density h, and let Q1, . . . ,Qn be a basis for
the corresponding Lie algebra. Since G is a subgroup of the unitary group, Q1, . . . ,Qn must be hermitian. Unlike the
preceding works [1], we do not assume n < N. (Note, for example, that the spin-1 BEC [16, 17] has three components
but the symmetry groupU(1)×SO(3) is four-dimensional.) In the previous subsection, the SSB-originated zero-mode
solution (
u
v
)
=
(
Q jψ
−Q∗
j
ψ∗
)
( j = 1, . . . , n) (2.16)
is shown to be a solution of the Bogoliubov equation (2.10) with ǫ = k = 0. The counting rule for NGMs is described
by the WB matrix ρ, whose (i, j)-components are defined by [3, 4, 5]
ρi j = iψ
†[Qi,Q j]ψ. (2.17)
In this subsection, we show that the block-diagonalized form of ρ is obtained with properly defined orthogonal rela-
tions between zero modes. We also give a few remarks on an assumption used in preceding works. In our theory, it is
not indispensable to determine the basis which block-diagonalizes the WB matrix, but such basis will be convenient
for the perturbation theory in Sec. 4, because we can skip perturbative calculations for degenerate eigenvalues.
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The Lie algebra is a vector space over the real field R, and {Q1, . . . ,Qn} gives one basis. Let us write this space as
V:
V =

n∑
i=1
riQi, ri ∈ R
 . (2.18)
Note that the coefficient field is notC. In what follows, it is important to discuss orthogonality and linear independence
by specifying the field explicitly. For example, (1, 0) and (i, 0) are linearly dependent over C but independent over R.
Let a = (a1, . . . , aN)
T , b = (b1, . . . , bN)
T , ai, bi ∈ C, be vectors. If we consider that the coefficient field is C, we use
the hermitian inner product
(a, b)C :=
∑
i
a∗i bi = a
†b. (2.19)
If we regard the coefficient field as R, considering the mapping a → (Re a1, . . . ,Re aN , Im a1, . . . , ImaN)T ∈ R2N , we
define the inner product by
(a, b)R :=
∑
i
[(Re ai)(Re bi) + (Im ai)(Imbi)] . (2.20)
We can immediately see
Re(a, b)C = (a, b)R. (2.21)
Let W be a subspace of V whose element annihilates ψ:
W = {Q ∈ V such that Qψ = 0} . (2.22)
W represents the unbroken symmetry of ψ, since Q ∈ W implies eiQψ = ψ. Let P be a natural map from V to
the quotient space V/W, and let t1, . . . , tm be a basis for V/W, where m = n − dimW. Furthermore, let us take
T1, . . . , Tm ∈ V such that PTi = ti. There remains an arbitrariness for each Ti to add an element of W, but it does
not affect the following argument. By definition, T1ψ, . . . , Tmψ are linearly independent over R. Therefore, we can
choose an orthonormal basis {T1ψ, . . . , Tmψ} which satisfies
(Tiψ, T jψ)R = Re(Tiψ, T jψ)C = δi j. (2.23)
Once such basis is chosen, the orthonormality is invariant under the real orthogonal transformation, that is, if R is an
m × m real orthogonal matrix, T ′
i
= Ri jT j also satisfies orthonormality.
Let ρ be an m × m matrix whose (i, j)-components are given by
ρi j = iψ
†[Ti, T j]ψ. (2.24)
Since i[Ti, T j] is hermitian, ρ is real and skew-symmetric. Therefore, by an appropriate orthogonal transformation, it
can be block-diagonalized as
RρR−1 = M1 ⊕ · · · ⊕ Ms ⊕ Or, Mi =
(
0 −µi
µi 0
)
, (2.25)
where µi > 0, 2s + r = m, and Or is a zero matrix of size r.
Since the real orthogonal matrix satisfies RikR jk = δi j, each component of the above equation is given by
(RρR−1)i j = iψ†[RikTk,R jlTl]ψ. (2.26)
Thus, if we choose the basis as T ′
i
= RikTk, then ρ has the block-diagonalized form. In this basis, let us write the first
2s T ′
i
’s as X
(1)
1
, X
(2)
1
, . . . , X
(1)
s , X
(2)
s and the rest as Y1, . . . , Yr. Then we obtain ψ
†[Yi, Y j]ψ = 0 and ψ†[Yi, X
(α)
j
]ψ = 0,
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which are equivalent to Im(Yiψ, Y jψ)C = 0 and Im(Yiψ, X
(α)
j
ψ)C = 0. Combining these relations and the orthonormal
relation over R [Eq. (2.23)], we obtain the orthonormal relations over C:
(Yiψ, Y jψ)C = δi j, (2.27)
(Yiψ, X
(α)
j
ψ)C = 0. (2.28)
By the same argument for X
(α)
i
, we also obtain
(X
(α)
i
ψ, X
(β)
j
ψ)C = δi j
(
δαβ +
iµi
2
ǫαβ
)
, (2.29)
where we do not take a summation over i in the last expression, and ǫαβ is defined by ǫ11 = ǫ22 = 0, ǫ12 = −ǫ21 = 1.
The nontrivial inner product appears only for the pair of X
(1)
i
and X
(2)
i
. Thus we have obtained the block-diagonalized
form of ρ with orthogonal relations (2.27)-(2.29). As we will show in Sec. 4, X
(α)
i
’s correspond to type-II NGMs and
Yi’s correspond to type-I NGMs. So we obtain r type-I and s type-II NGMs, consistent with Refs. [3, 4, 5].
We give a few remarks on preceding works. In Refs. [1, 3], the number of type-II modes is identified as the
number of linearly dependent pair of zero modes. However, this is not always the case and two zero modes which
become a “seed” of type-II NGM are linearly independent in general. As shown above, block-diagonalization of
the matrix ρ is possible without using this assumption. The counterexample can be found in spin-3 BECs [23, 24].
For the spin-3 F phase ψ = (0, 1, 0, 0, 0, 0, 0)T, two zero modes related to the type-II excitation are given by Fxψ ∝
(
√
6, 0,
√
10, 0, 0, 0, 0)T and Fyψ = (−i
√
6, 0, i
√
10, 0, 0, 0, 0)T , where Fx and Fy are matrices of spin-3. These two
vectors are linearly independent. On the other hand, in the ferromagnetic spin-1 BEC [16, 17], the linear dependence
holds over C, since Fx(1, 0, 0)
T ∝ (0, 1, 0)T and Fy(1, 0, 0)T ∝ (0, i, 0)T . Roughly speaking, the linear dependence
of two zero modes for type-II NGM is satisfied when some components of the weight vector for ψ have the highest
value. As we will show in Secs. 4 and 5, the coefficients of the dispersion relation in the case of linearly independent
modes are different from those in the case of linearly dependent modes.
3. Mathematics of Bogoliubov equations and Bogoliubov transformations
In this section, in order to solve the eigenvalue problem of the bosonic-Bogoliubov type matrix [Eq. (2.10)], we
provide a few theorems from linear algebra. We write the transpose, complex conjugate, and hermitian conjugate of
the matrix X as XT , X∗, and X†.
Let us write
σ = σN :=
(
IN
−IN
)
, τ = τN :=
(
IN
IN
)
. (3.1)
Then, let us call the 2N × 2N matrices H and U Bogoliubov-hermitian (B-hermitian) and Bogoliubov-unitary (B-
unitary), if they satisfy
H = σH†σ, H = −τH∗τ, (3.2)
U−1 = σU†σ, U = τU∗τ. (3.3)
A B-hermitian matrix can be regarded as an infinitesimal B-unitary matrix, because eiH is B-unitary. This relation
is similar to that between hermitian and unitary matrices. There are not a few analogies between the theory of B-
hermitian/B-unitary matrices and that of hermitian/unitary matrices (see, e.g., Subsec. 3.2).
The Bogoliubov equation for bosonic systems is generally described by a B-hermitian matrix. A B-unitary ma-
trix defines a Bogoliubov transformation as follows. If aˆ1, . . . , aˆN are annihilation operators satisfying the bosonic
commutation relations [aˆi, aˆ
†
j
] = δi j and [aˆi, aˆ j] = 0, the operators bˆ1, . . . , bˆN defined by
bˆ = U aˆ, (3.4)
aˆ := (aˆ1, . . . , aˆN , aˆ
†
1
, . . . , aˆ
†
N
)T , (3.5)
bˆ := (bˆ1, . . . , bˆN , bˆ
†
1
, . . . , bˆ
†
N
)T (3.6)
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also satisfy the same commutation relation. Thus, the diagonalization problem of the quadratic bosonic Hamiltonian
in quantum field theory by Bogoliubov transformation is equivalent to the diagonalization of the B-hermitian ma-
trix by B-unitary matrix. Note that B-hermitian matrices are not always diagonalizable, because of the existence of
zero-norm eigenvectors, which include, for example, SSB-originated zero modes and unstable modes with complex
eigenvalues (see, e.g., Ref. [62]).
We also note that B-hermitian and B-unitary matrices defined here are equivalent to “hamiltonian” and symplec-
tic matrices in classical mechanics2. Their relation is summarized in Appendix B. Thus, the group of Bogoliubov
transformations is equivalent to the symplectic group. Through this point of view, the classification of normal forms
for “hamiltonian” matrices was already completed long time ago, and a compact summary by Galin[63] based on
Williamson’s work [64] is available in the famous book by Arnold (Appendix 6 of Ref. [65]).
The normal forms shown in the above-mentioned book suggest that the “hamiltonian” matrices — or B-hermitian
matrices in this paper — can have arbitrarily large Jordan blocks. However, as shown by Colpa [48, 49], if σH
is positive-semidefinite, we can obtain powerful theorems on the final block-diagonal form. Since the positive-
semidefiniteness means the stability of the system (Theorem 3.5 and the text below it), if we are only interested
in the case where the background condensate is stable, this assumption covers sufficiently many physically relevant
situations.
3.1. σ-inner product and σ-orthonormal basis
We first introduce a σ-inner product and σ-orthonormal basis. For σ = σN and x, y ∈ C2N , we define a σ-inner
product by
(x, y)σ = x
†σy. (3.7)
If (x, y)σ = 0, x and y are said to be σ-orthogonal. If (x, x)σ is positive, negative, and zero, x is said to have
positive, negative, and zero norm, respectively. It is also called a positive-norm, negative-norm, and zero-norm vector,
respectively. The positive- and negative-norm vectors are called finite-norm vectors. If a finite-norm vector satisfies
(x, x)σ = ±1, it is said to be normalized.
A set of linearly independent p + q + t = r(≤ 2N) vectors {x1, . . . , xp, y1, . . . , yq, z1, . . . , zt} with the following
properties is said to be a σ-orthonormal system:
(xi, x j)σ = δi j, (yi, y j)σ = −δi j, (zi, z j)σ = 0,
(xi, y j)σ = (xi, z j)σ = (yi, z j)σ = 0. (3.8)
If a basis of an r-dimensional subspace V of C2N satisfies the above relations, the basis is said to be a σ-orthonormal
basis of V . We can prove the following fundamental properties:
(i) For any subspace V , there exists a σ-orthonormal basis.
(ii) A subspaceW of V spanned by zero-norm vectors z1, . . . , zt does not depend on a choice of basis.
(iii) p and q are uniquely determined by V . (However, subspaces spanned by positive- and negative-norm vectors
depend on a choice of basis.)
(iv) p, q, t ≤ N.
(v) If r = 2N, (i.e., if V = C2N), p = q = N and t = 0.
If a σ-orthonormal system (basis) has the form {x1, . . . , xp, τx∗1, . . . , τx∗p} with all xi’s having positive norm, we call it
B-orthonormal system (basis).
The following proposition guarantees that any σ-orthonormal (B-orthonormal) system without zero-norm vectors
can be extended to a σ-orthonormal (B-orthonormal) basis of C2N .
Proposition 3.1. Let {x1, . . . , xp, y1, . . . , yq} (p, q ≤ N) be a σ-orthonormal system with xi’s having positive norm and
yi’s negative norm. By adding new N − p positive-norm vectors and N − q negative-norm vectors to this system, one
can construct a σ-orthonormal basis for C2N . In particular, if p = q and yi = τx
∗
i
, i.e., the system is B-orthonormal,
it can be extended to a B-orthonormal basis {x1, . . . , xN , τx∗1, . . . , τx∗N } for C2N .
Proofs for the properties (i)-(v) and Proposition 3.1 are given in Appendix C.
2We add the double quotation mark for “hamiltonian” matrices to emphasize that they are not hermitian matrices. See also Appendix B.
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3.2. Properties of Bogoliubov-hermitian and Bogoliubov-unitary matrices
Here we list easy-to-prove properties (i)-(xii) for B-hermitian and B-unitary matrices. Let U,V be B-unitary and
H,H′ be B-hermitian.
(i) σH is hermitian: (σH)† = σH.
(ii) U preserves σ-inner products: (Ux,Uy)σ = (x, y)σ. H is “σ-self-adjoint”: (Hx, y)σ = (x,Hy)σ.
(iii) U−1HU is B-hermitian. U−1VU is B-unitary.
(iv) UV is B-unitary. Thus the whole set of B-unitary matrices is a group. (As shown in Appendix B, it is equivalent
to the symplectic group.)
(v) The commutator i[H,H′] is B-hermitian. eiH is B-unitary. These mean that the whole set of B-hermitian matrices
is a Lie algebra of the group of B-unitary matrices.
Let w and z be right eigenvectors of H with eigenvalues λ and µ, respectively. Then,
(vi) w†σ is a left eigenvector of H with an eigenvalue λ∗.
(vii) From (vi), if λ is an eigenvalue of H, λ∗ is also an eigenvalue. So there also exists a right eigenvector with an
eigenvalue λ∗. (However, we cannot express it in a closed form by using w.)
(viii) If w has finite norm (w,w)σ , 0, λ is real.
(ix) If λ∗ , µ, w and z are σ-orthogonal to each other: (w, z)σ = 0.
(x) τw∗ is a right eigenvector of H with an eigenvalue −λ∗.
Let us write the B-unitary matrix U as an array of column vectors: U = (x1, . . . , xN , τx
∗
1
, . . . , τx∗
N
). Then,
(xi) {x1, . . . , xN , τx∗1, . . . , τx∗N } is a B-orthonormal basis of C2N . The first N vectors xi’s have positive norm and the
rest τx∗
i
’s have negative norm.
(xii) I2N =
∑N
i=1 xix
†
i
σ −∑Ni=1 τx∗i xTi τσ. (An analog of the completeness relation.)
Note that (xi) is proved by U−1U = I2N and (xii) is proved by UU−1 = I2N .
3.3. Block-diagonalization of Bogoliubov-hermitian matrix for positive-semidefinite case
In this subsection we block-diagonalize a B-hermitian matrix H when σH is positive-semidefinite, following
Colpa [48] with a few refinements of proofs.
We first define a singular B-hermitian matrix:
Definition 3.2. If K is a B-hermitian matrix whose all eigenvectors have zero norm, we call K a singular B-hermitian
matrix.
Note that if z1, z2 are the eigenvectors of K with the same eigenvalue, they are σ-orthogonal to each other:
(z1, z2)σ = 0. We can show it by noting that αz1 + βz2 is also an eigenvector for any α, β ∈ C. It means that if
we construct a σ-orthonormal basis for an eigenspace of some eigenvalue of K, it consists only of zero-norm vectors.
The following theorem shows that a B-hermitian matrix can be uniquely decomposed into a real diagonal part and
a singular B-hermitian part:
Theorem 3.3. Let H be a B-hermitian matrix of size 2N. There exists a B-unitary matrix U such that
U−1HU =

Λ
K11 K12
−Λ
K21 K22
 , (3.9)
where Λ is a real diagonal matrix of size r (0 ≤ r ≤ N) and
K =
(
K11 K12
K21 K22
)
(3.10)
is a singular B-hermitian matrix of size 2(N − r). The block Ki j’s are of size N − r. If r = 0, there is no diagonal
part Λ. If r = N, there is no singular part K. Λ is unique up to rearrangement of eigenvalues and K is unique up to
transformation K → V−1KV, where V is a B-unitary matrix.
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The proof is given in Appendix C. The proof of this theorem is very similar to that of diagonalizability of her-
mitian matrices by unitary matrices. Therefore, the most crucial difference between mathematics of B-hermitian/B-
unitary matrices and that of hermitian/unitary matrices lies in the theory of zero-norm eigenvectors.
If we consider all kinds of B-hermitian matrices, the singular part K can generally have a complicated Jordan-
block structure. However, when σH is positive-semidefinite, the problem becomes very simple. The positive-definite
case, which is much easier than the positive-semidefinite one, was first considered by Thouless [66] and revisited by
Colpa [67]:
Theorem 3.4. Let H be a B-hermitian matrix such that σH is positive-definite. The following (i)-(iii) hold.
(i) All eigenvalues of H are real and nonzero.
(ii) Every eigenvector of H with a positive (negative) eigenvalue has positive (negative) norm.
(iii) The singular part K determined by Theorem 3.3 does not exist, i.e., H is diagonalizable.
Proof. (i) and (ii): Since σH is positive-definite, if w is an eigenvector of H with an eigenvalue λ, (w, σHw)C =
(w,Hw)σ = λ(w,w)σ > 0. Thus λ , 0 follows, and since (w,w)σ is real, λ is also real and the sign of λ and (w,w)σ
are the same. (iii): By (i) and (ii), all eigenvectors have finite norm.
However, Theorem 3.4 is not enough for practical use, since the SSB-originated zero-mode solution derived in
Subsec. 2.2 is just a zero-norm eigenvector with zero eigenvalue! A desired theorem suitable for the current purpose
can be obtained, if we weaken the assumption of Theorem 3.4 and only assume the positive-semidefiniteness:
Theorem 3.5 (Colpa [48]). Let H be a B-hermitian matrix such thatσH is positive-semidefinite. The following (i)-(iii)
hold.
(i) All eigenvalues of H are real.
(ii) Every eigenvector of H with a positive (negative) eigenvalue has positive (negative) norm.
(iii) The singular part K determined by Theorem 3.3 has only zero eigenvalue.
Note that an eigenvector with zero eigenvalue can have either zero or finite norm, and therefore, the diagonal part
Λ in Eq. (3.9) can contain zero.
In condensed matter physics, the absence of complex eigenvalue implies the absence of the dynamical instability,
and the coincidence of signs between the eigenvalues and the norms means the absence of the Landau instability.
Proof of Theorem 3.5. (i) and (ii): We first note that H and σH share the same eigenvectors with zero eigenvalue.
Since σH is a positive-semidefinite hermitian matrix, (w, σHw)C = (w,Hw)σ = 0 holds if and only if w is an
eigenvector with zero eigenvalue. Therefore, if w is an eigenvector of H with an eigenvalue λ , 0, (w, σHw)C =
(w,Hw)σ = λ(w,w)σ > 0. Since (w,w)σ is real, λ is also real and the sign of λ and (w,w)σ are the same. (iii) From
(ii), any eigenvector with nonzero eigenvalue has finite norm, so it cannot be an eigenvector of a singular B-hermitian
matrix.
By Theorem 3.5, the remaining work is to obtain a “good” standard form for the singular part K for the positive-
semidefinite case. After a few mathematical constructions, we arrive at the following theorem:
Theorem 3.6 (Colpa [48]). Let H be a B-hermitian matrix such that σH is positive-semidefinite. There exists a
B-unitary matrix U such that
U−1HU =

Λ
K˜ K˜
−Λ
−K˜ −K˜
 , (3.11)
where Λ is a real and non-negative diagonal matrix and K˜ is a real and positive diagonal matrix.
This theorem is a goal of this section. This theorem also becomes a starting point of perturbation theory in the
next section. Since the proof is a little long and technical, we prove it in Appendix C with detailed mathematical
techniques.
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4. Derivation of dispersion relation for type-I and type-II Nambu-Goldstone modes
Now, let us go back to the Bogoliubov equation (2.10). We write
H = H0 + σk
2, H0 =
(
F G
−G∗ −F∗
)
. (4.1)
We solve the eigenvalue problem of H perturbatively, regarding H0 as an unperturbed part and σk
2 as a perturbation
term. We assume σH0 is positive-semidefinite and hence the standard form of Theorem 3.6 can be used. Then,
σH = σH0 + k
2I2N is positive-definite if k > 0. Thus, by Theorems 3.4 and 3.5, the system has no Landau and
dynamical instability.
4.1. Block-diagonalization for k = 0
We have derived the SSB-originated zero-mode solutions in Subsec. 2.3. Let us write them as follows:
x
(α)
j
:=
 X(α)j ψ−X(α)∗
j
ψ∗
 , j = 1, . . . , s, α = 1, 2. (4.2)
y j :=
(
Y jψ
−Y∗
j
ψ∗
)
, j = 1, . . . .r. (4.3)
All of them are zero-norm vectors and have the symmetry x
(α)
j
= −τx(α)∗
j
and y j = −τy∗j. Since (x(1)j , x(2)j )σ , 0 by
Eq. (2.29), we can construct a finite-norm eigenvector of H0 from their linear combination:
xi =
x
(1)
i
− ix(2)
i√
2µi
, τx∗i = −
x
(1)
i
+ ix
(2)
i√
2µi
. (4.4)
We can check that xi and τx
∗
i
have positive and negative norm, respectively. As shown in Subsec. 2.2, they are
eigenvectors of H0 with zero eigenvalue:
H0x j = 0, H0τx
∗
j = 0, H0y j = 0. (4.5)
From Eqs. (2.27)-(2.29), they satisfy the σ-orthogonal relations
(xi, x j)σ = −(τx∗i , τx∗j)σ = δi j, (4.6)
(yi, y j)σ = (yi, x j)σ = (yi, τx
∗
j)σ = (xi, τx
∗
j)σ = 0, (4.7)
and the orthogonal relations for the ordinary inner product (a, b)C := (a, σb)σ = (σa, b)σ = a
†b:
(xi, σx j)σ = (τx
∗
i , στx
∗
j)σ =
1
µi
δi j, (yi, σy j)σ = 2δi j, (4.8)
(xi, στx
∗
j)σ = (yi, σx j)σ = (yi, στx
∗
j)σ = 0. (4.9)
In view of the application to the perturbation theory, it is useful and favorable to write down all orthogonal relations
only using (·, ·)σ and without using (·, ·)C. Equation (4.7) implies that yi’s are σ-orthogonal to all other zero-mode
solutions. On the other hand, the pair x
(1)
i
and x
(2)
i
has a nonzero σ-inner product, and hence, we can construct the
finite-norm eigenvectors xi and τx
∗
i
. As already mentioned in the Introduction (Sec. 1), and as we will see in Subsecs.
4.2 and 4.3, these σ-orthogonal relations are directly related to the dispersion relations of NGMs, and the number of
type-II modes is in fact a half of the number of finite-norm zero-energy eigenvectors.
Let us assume that H0 has no other eigenvectors with zero eigenvalue. Then, yi’s are σ-orthogonal to all other
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eigenvectors and become a constituent of the non-diagonalizable singular part in Theorem 3.3. By Theorem 3.6, H0
can be block-diagonalized as
U−1H0U =

K K
Os
Λ
−K −K
Os
−Λ

, (4.10)
K = diag(κ1, . . . , κr), κi > 0, (4.11)
Λ = diag(λ1, . . . , λm), λi > 0, (4.12)
where Os is a zero matrix of size s, m + s + r = N, and U has the form of
U =
(
y1+z1
2
, . . . ,
yr+zr
2
, x1, . . . , xs,w1, . . . ,wm,
−y1+z1
2
, . . . ,
−yr+zr
2
, τx∗1, . . . , τx
∗
s , τw
∗
1, . . . , τw
∗
m
)
. (4.13)
Here, wi is a positive-norm eigenvector with a positive eigenvalue λi:
H0wi = λiwi, H0τw
∗
i = −λiτw∗i , (4.14)
(wi,w j)σ = −(τw∗i , τw∗j)σ = δi j, (4.15)
and zi is a generalized eigenvector satisfying
H0 zi = 2κiyi, zi = τz
∗
i , (4.16)
(zi, z j)σ = 0, (yi, z j)σ = 2δi j. (4.17)
By Theorem C.3(ii), if H0 has only zero eigenvalue,
zi = σyi, (4.18)
σH0 zi = 2κi zi (4.19)
hold, and practically we often encounter such case (see Sec. 5). However, at a general level, z j does not have a closed-
form expression. Note that the values of µi and κi are uniquely fixed by normalization conditions (xi, xi)σ = 1 and
(yi, σyi)σ = (yi, zi)σ = 2. All other σ-inner products not shown vanish because of B-unitarity of U.
Using the notations defined so far, H0 can be written as
H0 =
m∑
i=1
λiwiw
†
i
σ +
m∑
i=1
λiτw
∗
i w
T
i τσ +
r∑
i=1
κiyiy
†
i
σ. (4.20)
It is obtained by multiplying Eq. (4.10) by U from left and U−1 from right. An analog of completeness relation
[Subsec. 3.2, (xii)] is given by
I2N =
m∑
i=1
wiw
†
i
σ −
m∑
i=1
τw∗i w
T
i τσ +
s∑
i=1
xix
†
i
σ −
s∑
i=1
τx∗i x
T
i τσ +
r∑
i=1
yi z
†
i
+ ziy
†
i
2
σ. (4.21)
Since U [Eq. (4.13)] is B-unitary, the set of column vectors{
y1+z1
2
, . . . ,
yr+zr
2
, x1, . . . , xs,w1, . . . ,wm,
−y1+z1
2
, . . . ,
−yr+zr
2
, τx∗1, . . . , τx
∗
s , τw
∗
1, . . . , τw
∗
m
}
(4.22)
is a B-orthonormal basis, i.e., they are σ-orthogonal to each other, and every vector is normalized and the first N
vectors have positive norm and the rest have negative norm.
Remark: Here we have derived the σ-orthogonal relations (4.6)-(4.9) from the properties of SSB-originated zero
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modes Eqs. (2.27)-(2.29). However, we can prove that for any B-hermitian matrix H0 such that σH0 is positive-
semidefinite, we can always take a σ-orthonormal basis for an eigenspace of zero eigenvalue such that Eqs. (4.6)-(4.9)
hold. (See Appendix D.) Thus, our theory shown here is applicable even for cases where there are accidental zero-
energy eigenvectors which do not have an origin in SSB.
For example, if κ1 = 0 occurs by a fine-tuning of a system parameter, z1 also becomes an eigenvector with zero
eigenvalue, and xs+1 =
y1+z1
2
and τx∗
s+1
=
−y1+z1
2
become new finite-norm eigenvectors with zero eigenvalue. Also, if
λ1 = 0 occurs, xs+1 = w1 becomes a new positive-norm eigenvector with zero eigenvalue. These eigenvectors are not
originated from an SSB, but yield a gapless mode with type-II dispersion.
4.2. Gram matrix
Let us consider the Gram matrix with respect to σ-inner products for zero-mode solutions Eqs. (4.2) and (4.3).
We define (2N) × (2s + r) matrix by an array of zero-energy eigenvectors (4.2) and (4.3):
A = (x
(1)
1
, x
(2)
1
, . . . , x(1)s , x
(2)
s , y1, . . . , yr). (4.23)
Then, the Gram matrix of size (2s + r) × (2s + r) for these zero-mode solutions can be defined as
P = A†σA, (4.24)
whose components provide the list of values of σ-inner products between SSB-originated zero-mode solutions. By
definition, it is equal to the WB matrix (2.24) up to a constant factor:
P = −iρ. (4.25)
From σ-orthogonal relations (4.6) and (4.7), we immediately find
P = M˜1 ⊕ · · · ⊕ M˜s ⊕ Or, M˜i =
(
0 iµi
−iµi 0
)
, (4.26)
which is the same with Eq. (2.25). Then, s = 1
2
rankP gives a number of pairs of zero-mode solutions having
nonvanishingσ-inner products. As shown later, they give type-II modes.
It is obvious that the rank is independent of a choice of the basis, because the rank of P and Q†PQ are the same,
where Q is an invertible matrix. For example, instead of x
(α)
j
’s, we can use finite-norm vectors, i.e., x j’s and τx
∗
j
’s:
A˜ = (x1, . . . , xs, τx
∗
1, . . . , τx
∗
s, y1, . . . , yr), (4.27)
P˜ = A˜†σA˜ = Is ⊕ (−Is) ⊕ Or (4.28)
So, we can say that 2s is the number of finite-norm eigenvectors with zero eigenvalue.
Because of the existence of the basis shown in Appendix D, this counting method also remains valid even when
there exist accidental zero-energy solutions as stated in the preceding remark. We also mention that the Gram matrix
plays a fundamental role in proving fundamental theorems. See its usage in Appendix C and Appendix D.
4.3. Perturbation theory for finite k
In what follows, we calculate approximate eigenvalues and eigenvectors of H = H0 + k
2σ by perturbation theory.
As we will see,
• The block of K in Eq. (4.10) gives type-I modes.
• The block of Os in Eq. (4.10) gives type-II modes.
• The block of Λ in Eq. (4.10) gives gapful modes.
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We emphasize that once we have arrived at the standard form of H0 [Eq. (4.10)], we can completely “forget” the
physical origin of each of zero modes in the following perturbative calculation. Namely, whether a given zero-
energy eigenvector of H0 is originated from SSB or is only an accidental solution due to some fine-tuning of system
parameters does not have an influence on the following calculation.
Let us write the perturbation expansion of eigenvector ξ by parameter k as ξ = ξ0 + kξ1 + k
2ξ2 + · · · , and the
expansion of eigenvalue as ǫ = ǫ0 + ǫ1k + ǫ2k
2 + · · · . The equations up to second order are given by
H0ξ0 = ǫ0ξ0, (4.29)
H0ξ1 = ǫ1ξ0 + ǫ0ξ1, (4.30)
σξ0 + H0ξ2 = ǫ2ξ0 + ǫ1ξ1 + ǫ0ξ2. (4.31)
If we are interested in the case where ξ0 is an eigenvector of H0 with zero eigenvalue, we can set H0ξ0 = 0 and ǫ0 = 0.
The zeroth order then becomes an identity, and the first and the second order equations become
H0ξ1 = ǫ1ξ0, (4.32)
σξ0 + H0ξ2 = ǫ2ξ0 + ǫ1ξ1. (4.33)
In the well-known perturbation theory of hermitian matrices, the expansion is made by the power of a perturbation
parameter, which is k2 in the present case. However, since we now take a non-diagonalizable and non-hermitian
matrix as H0, we need to modify the theory. In the present case, the perturbative expansion works well if we expand
eigenvectors and eigenvalues by the square root of the perturbation parameter, i.e., k =
√
k2. As we will see below, if
we do not consider the term of O(k1), the coefficient for a zeroth order solution yi vanishes.
As a zeroth order solution, ξ0 can take eigenvectors of zero eigenvalue, i.e., xi, τx
∗
i
, and yi. So let us write
ξ0 =
s∑
i=1
a
(0)
i
xi +
s∑
i=1
b
(0)
i
τx∗i +
r∑
i=1
c
(0)
i
yi (4.34)
The higher order terms ξ1, ξ2, . . . can contain all kinds of vectors in the basis (4.22), but we can always eliminate the
component of zeroth order solutions by using the arbitrariness such that we can add them to the higher order terms.
So, we set
ξ j =
r∑
i=1
d
( j)
i
zi +
m∑
i=1
α
( j)
i
wi +
m∑
i=1
β
( j)
i
τw∗i , ( j ≥ 1). (4.35)
Let us begin to solve the perturbation equation. In general H0ξ j is given by
H0ξ j =
r∑
i=1
2d
( j)
i
κiyi +
m∑
i=1
α
( j)
i
λiwi −
m∑
i=1
β
( j)
i
λiτw
∗
i . (4.36)
Using this, the first order equation H0ξ1 − ǫ1ξ0 = 0 can be written as
r∑
i=1
(2d
(1)
i
κi − ǫ1c(0)i )yi +
m∑
i=1
λi(α
(1)
i
wi − β(1)i τw∗i ) − ǫ1
s∑
i=1
(a
(0)
i
xi + b
(0)
i
τx∗i ) = 0. (4.37)
Since the vectors in Eq. (4.22) are linearly independent, all coefficients of this equation vanish. Thus,
2κid
(1)
i
− ǫ1c(0)i = 0, (4.38)
ǫ1a
(0)
i
= ǫ1b
(0)
i
= 0, (4.39)
α
(1)
i
= β
(1)
i
= 0. (4.40)
This means ξ1 is proportional to ǫ1 and only contains zi’s:
ξ1 = ǫ1
r∑
i=1
c
(0)
i
2κi
zi. (4.41)
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Henceforth, we consider two cases: ǫ1 , 0 and ǫ1 = 0.
First, let us consider the case ǫ1 , 0. Then a
(0)
i
= b
(0)
i
= 0 from Eq. (4.39). To determine ǫ1 and d
(1)
i
, we need one
more relation. To derive this, let us take the σ-inner product between yi and the second order equation (4.33):
(yi, σξ0)σ = ǫ2(yi, ξ0)σ + ǫ1(yi, ξ1)σ (4.42)
Using the σ-orthogonal relations of the basis vectors in Eq. (4.22) and Eqs. (4.8) and (4.9), it reduces to
c
(0)
i
= ǫ1d
(1)
i
. (4.43)
Therefore, if there is no degeneracy in κi’s, Eqs. (4.38) and (4.43) have a solution only when one c
(0)
j
is nonzero and
all other c
(0)
i
’s (i , j) are zero, and the solution is given by
ǫ1 = ±
√
2κ j, d
(1)
j
= ±
a
(0)
j√
2κ j
. (4.44)
Therefore, if we use ξ0 = y j as a zeroth order “seed” solution, the eigenvalue and the eigenvector up to first order
become
ǫ = ±
√
2κ jk + O(k
2), (4.45)
ξ = y j ±
k√
2κ j
z j + O(k
2). (4.46)
We thus obtain the linear dispersion of the NGM originated from y j. The detailed calculation in Appendix E shows
that the second order energy vanishes (ǫ2 = 0) and the expression for ξ2 is given by Eq. (E.11). Thus,
ǫ = ±
√
2κ jk + O(k
3), (4.47)
ξ = y j ±
k√
2κ j
z j − k2
 r∑
i=1
zi z
†
i
4κi
+
m∑
i=1
wiw
†
i
λi
+
m∑
i=1
τw∗
i
wT
i
τ
λi
 y j + O(k3). (4.48)
Next, let us consider the case ǫ1 = 0. In this case ξ1 = 0 by Eq. (4.41). Thus the perturbation expansion is given
by the power of k2, as similar to the conventional perturbation theory. In this case the second order equation (4.33)
becomes
σξ0 + H0ξ2 = ǫ2ξ0. (4.49)
Taking the σ-inner product between yi and Eq. (4.49) and using Eqs. (4.8) and (4.9), we first obtain c
(0)
i
= 0. This
result means that if we do not consider the term of O(k1), the coefficient of yi in zeroth order vanishes. The σ-inner
product between xi and Eq. (4.49) with using Eqs. (4.8) and (4.9) yields
ǫ2 =
(xi, σxi)σ
(xi, xi)σ
=
1
µi
(4.50)
Similarly, if we take the σ-inner product between τx∗
i
and Eq. (4.49), we obtain
ǫ2 =
(τx∗
i
, στx∗
i
)σ
(τx∗
i
, τx∗
i
)σ
= − 1
µi
(4.51)
So we obtain ǫ2 = ±µ−1i . Thus, if we begin with ξ0 = xi or τx∗i , the eigenvalue up to second order becomes
ǫ = ± 1
µi
k2 + O(k4). (4.52)
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We thus obtain the quadratic dispersion relation for type-II modes. Here we have used ǫ3 = 0, which is shown in
Appendix E. We also obtain the eigenvector by a conventional procedure:
ξ = ξ0 −
 r∑
i=1
zi z
†
i
4κi
+
m∑
i=1
wiw
†
i
λi
+
m∑
i=1
τw∗
i
wT
i
τ
λi
 ξ0k2 + O(k4), (4.53)
where ξ0 = xi or τx
∗
i
. Here ξ3 = 0 is also shown in Appendix E. We can indeed check that these eigenvectors
and eigenvalues become a solution of Hξ = ǫξ up to second order by direct substitution and using the completeness
relation (4.21).
Before closing this section, let us consider the lower bound of the coefficient ǫ2 in detail. Let us write xi as
xi = (u, v)
T , u, v ∈ CN . Since xi is a normalized positive-norm eigenvector, (xi, xi)σ = u†u − v†v = 1. Using this, we
obtain the inequality
ǫ22 = µ
−2
i = (u
†u + v†v)2 = 1 + 4(u†u)(v†v) ≥ 1. (4.54)
The equality holds if and only if v = 0. From the definition of xi [Eq. (4.4)],
v = 0 ↔ X(1)
i
ψ + iX
(2)
i
ψ = 0. (4.55)
Namely, |ǫ2| = 1 holds only when two zero modes X(1)i ψ and X(2)i ψ are linearly dependent. We can indeed find
an example of ǫ2 > 1 as follows. In the spin-3 BEC F phase, ψ = (0, 1, 0, 0, 0, 0, 0)
T, and two zero modes are
given by Fxψ =
1
2
(
√
6, 0,
√
10, 0, 0, 0, 0)T and Fyψ =
1
2
(−i
√
6, 0, i
√
10, 0, 0, 0, 0)T . The normalized eigenvector x
is then constructed as x = (u, v)T with u = 1
2
(0, 0,
√
10, 0, 0, 0, 0)T , v = 1
2
(−√6, 0, 0, 0, 0, 0, 0)T. We then obtain
ǫ2 =
(x,σx)σ
(x,x)σ
= 4 and the dispersion relation becomes ǫ = 4k2 + O(k4). This result is consistent with the exact solution
in Subsec. 5.5. Note that this ǫ2 is determined only by the form of ψ and does not depend on the system parameters,
e.g., the coupling constants.
5. Examples in spinor Bose-Einstein condensates
In this section, we illustrate the general results shown in Sec. 4 by examples of spinor BECs. For spin-F BECs (F ≤
2), we treat all phases appearing in the phase diagram with zero magnetic field. Probably the spin-1 ferromagnetic
phase is a helpful example to understand the standard form of H0 [Eq. (4.10)], because it has one type-I, one type-II,
and one gapful excitations. The spin-2 nematic phase is an interesting example since it has quasi-NGMs. We also
consider a few phases of spin-3 BECs, since they show a few new behaviors which are absent in spin-F BECs with
F ≤ 2. See the beginning of Subsec. 5.5 for more detail.
When H0 or some block of H0 has only type-I modes, we can use Theorem C.3 to determine the coefficient of the
type-I dispersion relation. This is demonstrated in the spin-2 nematic and spin-3 H phases. The spin-0 and the spin-1
polar BEC are also the case, but we do not need to use this technique because the equation is simple.
5.1. Scalar (spin-0) BEC
This is the simplest example such that H0 becomes a non-diagonalizablematrix and the type-I NGM appears. The
Hamiltonian density with a chemical potential term is given by
h = |∇ψ|2 − µ|ψ|2 + c0|ψ|4, (5.1)
where c0(> 0) is a two-body interaction parameter and assumed to be positive in order to stabilize a spatially uniform
condensate. The nonlinear Schro¨dinger or the GP equation is given by i∂tψ = −∇2ψ − µψ + 2c0|ψ|2ψ, and a uniform
solution is given by ψ =
√
ρ0 with µ = 2c0ρ0. The Bogoliubov equation is given by
H
(
u
v
)
= ǫ
(
u
v
)
, (5.2)
H = H0 + σk
2, H0 = 2c0ρ0
(
1 1
−1 −1
)
. (5.3)
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Thus, H0 has 1 × 1 K-part and no Os- and Λ-part in the standard form (4.10). The system has a U(1)-gauge sym-
metry ψ → eiαψ, and the SSB-originated zero mode solution from this symmetry and the corresponding generalized
eigenvector are given by
y1 =
(
1
−1
)
, z1 =
(
1
1
)
. (5.4)
They satisfy
H0y1 = 0, H0 z1 = 2κ1y1, κ1 = 2c0ρ0, (5.5)
(y1, σy1)σ = 2, (y1, z1)σ = 2. (5.6)
The perturbative expansions of them [Eqs. (4.45) and (4.46)] are
ǫ = ±2√c0ρ0k + · · · , (5.7)
ξ = y1 ±
k
2
√
c0ρ0
z1 + · · · , (5.8)
which are consistent with the dispersion relation ǫ = ±
√
4c0ρ0k2 + k4 obtained by directly solving Eq. (5.2).
5.2. Spinor BECs: general
Before going to a variety of phases in spin-1, 2, and 3 BECs, we summarize a common aspect of spinor BECs.
The order parameter of the spin-F BEC consists of (2F +1)-components: ψ = (ψF , . . . , ψ−F )T . Let Fx, Fy, and Fz
be (2F+1)× (2F+1) spin-F matrices. We also use the notation F± = Fx± iFy. Then, a particle density, magnetization
vector, and quadrupole (or nematic) tensor are defined by
ρ = ψ†ψ, Mi = ψ†Fiψ, Ni j = ψ†
FiF j + F jFi
2
ψ, (5.9)
respectively, where the indices can take either i, j = x, y, z or i, j = z,+,−. They behave as rank 0, 1, and 2 tensors
under SO(3)-rotation and are invariant underU(1)-gauge transformation, ψ′ = eiϕψ. We can similarly define octupole
and more general 2n-pole tensors as Oi jk = ψ
†S(FiF jFk)ψ and Oi1i2,...,in = ψ†S(Fi1Fi2 · · · Fin)ψ, where S is a sym-
metrization operator. They behave as rank 3 and n tensors, respectively3. By a well-known expression for Fi’s, the
components of the above are obtained as
Mz =
F∑
j=−F
j|ψ j|2, (5.10)
M± =
F∑
j=−F
√
(F ± j)(F ∓ j + 1)ψ∗jψ j∓1, (5.11)
Nzz =
F∑
j=−F
j2|ψ j|2, (5.12)
N+− =
F∑
j=−F
(F(F + 1) − j2)|ψ j|2 = F(F + 1)ρ − Nzz, (5.13)
Nz± =
F∑
j=−F
2 j ∓ 1
2
√
(F ± j)(F ∓ j + 1)ψ∗jψ j∓1, (5.14)
N±± =
F∑
j=−F
√
(F ± j)(F ∓ j + 1)(F ± j − 1)(F ∓ j + 2)ψ∗jψ j∓2. (5.15)
3In view of irreducibility, we should define them as a totally-symmetric traceless tensor, but we use this definition according to the convention.
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Here and hereafter, ψ j’s with | j| > F are all ignored. Using these quantities, the magnitude of the magnetization vector
and the nematic tensor are given by
M2 = M2z + M+M−, trN2 = N2zz +
1
2
N2+− + 2Nz+Nz− +
1
2
N++N−−. (5.16)
In addition to ρ, we can consider another scalar, i.e., an inner product between ψ and its time-reversed state:
Θ =
F∑
j=−F
(−1) jψ jψ− j, (5.17)
which is called a singlet pair amplitude. Note that the time-reversed state is given by replacement ψ j → (−1) jψ∗− j.
This Θ is invariant under SO(3)-spin rotation but not invariant under U(1)-gauge transformation. |Θ|2 is invariant
under both operations.
The Hamiltonian density of the spin-F BEC without magnetic field generally allows scalars which are invariant
underU(1)×SO(3) transformation, i.e., the overall phase multiplication and the spin rotation: ψ′ = ei(θ+αFx+βFy+γFz )ψ.
As a one-body operator, only the density ρ is allowed, giving a term of chemical potential −µN. We again emphasize
that Θ is not invariant under the U(1)-gauge transformation. As a two-body interaction term, the candidates of invari-
ants are ρ2, |Θ|2, M2, trN2, and the magnitudes of higher-rank tensors, e.g.,∑i, j,kOi jkOi jk. However, we can generally
check that there are only F + 1 linearly independent two-body operators in the spin-F BEC. For example, we can
indeed show the following relations among the invariants:
M2 = ρ2 − |Θ|2, trN2 = 3
2
ρ2 +
1
2
|Θ|2, (valid only for spin-1), (5.18)
trN2 = 12ρ2 + 6|Θ|2 + 3
2
M2, (valid only for spin-2). (5.19)
Thus, the Hamiltonian density of spin-F BECs with F = 1, 2, and 3 up to two-body interaction terms are given by
h =
F∑
j=−F
|∇ψ j|2 − µρ + hint (5.20)
with
hint = c0ρ
2 + c1|Θ|2 (spin-1), (5.21)
hint = c0ρ
2 + c1M
2 + c2|Θ|2 (spin-2), (5.22)
hint = c˜0ρ
2 + c˜1M
2 +
c˜2
7
|Θ|2 + c˜3 trN2 (spin-3). (5.23)
Here, the coefficients c˜1, c˜2, and c˜3 in the spin-3 are taken to be the same with Fig. 8 of Ref. [24] for convenience of
comparison.
The GP equation is given by
i∂tψ j = −∇2ψ j − µψ j + ∂hint
∂ψ∗
j
. (5.24)
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To write down the last term explicitly, we need a derivative of two-body interaction terms. From Eqs. (5.10)-(5.17),
we obtain
∂ρ2
∂ψ∗
j
= 2ψ jρ, (5.25)
∂|Θ|2
∂ψ∗
j
= 2(−1) jψ∗− jΘ, (5.26)
∂M2
∂ψ∗
j
= 2 jψ jMz +
∑
s=±
√
(F − s j)(F + s j + 1)ψ j+s1Ms, (5.27)
∂ trN2
∂ψ∗
j
=
[
2 j2Nzz + (F
2 + F − j2)N+−
]
ψ j +
∑
s=±
(2 j + s1)
√
(F − s j)(F + s j + 1)ψ j+s1Nzs
+
∑
s=±
1
2
√
(F − s j)(F + s j + 1)(F − s j − 1)(F + s j + 2)ψ j+s2Nss, (5.28)
where ψi’s with |i| > F should be all ignored. We can thus write down the GP equation explicitly. Assuming a
spatially uniform ground state, the GP equation reduces to µψ j =
∂hint
∂ψ∗
j
. The chemical potential is determined if we fix
the density. Multiplying the GP equation by ψ∗
j
and taking a summation over j, we obtain
µ =
2hint
ρ
. (5.29)
Here, Euler’s theorem for homogeneous functions is used4.
In order to derive the Bogoliubov equation, it is convenient to introduce a notation for linearizations of ρ,Θ,Mi,
and Ni j. In the same way as the derivation of the Bogoliubov equation, we set (δψ j, δψ
∗
j
) = (u j, v j) after linearization.
Then we obtain
δρ =
F∑
j=−F
(ψ∗ju j + ψ jv j), (5.30)
δMz =
F∑
j=−F
j(ψ∗ju j + ψ jv j), (5.31)
δM± =
F∑
j=−F
√
(F ± j)(F ∓ j + 1)(ψ j∓1v j + ψ∗ju j∓1), (5.32)
δΘ = 2
F∑
j=−F
(−1) jψ− ju j, δΘ∗ = 2
F∑
j=−F
(−1) jψ∗− jv j. (5.33)
Here, ψ j, u j, and v j with | j| > F should be considered to be zero. We also define δMx = (δM+ + δM−)/2 and
δMy = (M+ − M−)/(2i). The linearized nematic tensor δNi j can be also written down in the same way, but we omit it.
These linearized quantities can be used to characterize each mode by what kind of physical quantity is excited. For
example, the Bogoliubov phonon originated from the U(1)-gauge symmetry breaking has a finite δρ and vanishing
δMi’s. The spin wave originated from SO(3)-rotation symmetry breaking has no δρ but finite δMi’s. The gapfulmodes
generally have only fluctuations of higher-rank tensors, e.g., δNi j, δOi jk, and so on. These features will be illustrated
by the examples in the rest of this section.
Finally, we provide the SSB-originated zero-mode solutions and the WB matrix, which are discussed in Sec. 2
4When the Hamiltonian contains n-body interactions with n ≥ 3, the above result is modified as follows. If the interaction term in the
Hamiltonian density is written as hint =
∑
n h
(n)
int
, where h
(n)
int
represents the n-body interaction such as h
(n)
int
=
∑
ci1 ···in j1 ··· jnψ
∗
i1
· · ·ψ∗
in
ψ
j1
· · ·ψ
jn
,
we obtain µ =
[∑
n nh
(n)
int
]
/ρ by Euler’s theorem.
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in detail. As mentioned above, the symmetry of the Hamiltonian density of spinor BECs without external magnetic
field is U(1) × SO(3); if ψ is a solution of the GP equation, ψ′ = ei(θ+αFx+βFy+γFz)ψ also becomes a solution. (Recall
the property (2.12).) Differentiating the GP equation by θ, α, β, and γ, we obtain the following four SSB-originated
zero-mode solutions for the Bogoliubov equation:(
u
v
)
=
(
ψ
−ψ∗
)
,
(
Fzψ
−F∗zψ∗
)
,
(
Fxψ
−F∗xψ∗
)
,
(
Fyψ
−F∗yψ∗
)
. (5.34)
The following choice of the basis is also convenient for discussing a type-II NGM:(
u
v
)
=
(
ψ
−ψ∗
)
,
(
Fzψ
−F∗zψ∗
)
,
(
F+ψ
−F∗−ψ∗
)
,
(
F−ψ
−F∗+ψ∗
)
. (5.35)
Though the above expressions become simpler since Fx, iFy, Fz, and F± are real matrices, we keep them as they are,
because these expressions remind us of the general formulae [Eq. (2.16)]. TheWBmatrix [Eq. (2.17)], or equivalently,
the Gram matrix [Eq. (1.3)] in the present system is given by
ρ = iψ†

[Fx, Fx] [Fx, Fy] [Fx, Fz] [Fx, I]
[Fy, Fx] [Fy, Fy] [Fy, Fz] [Fy, I]
[Fz, Fx] [Fz, Fy] [Fz, Fz] [Fz, I]
[I, Fx] [I, Fy] [I, Fz] [I, I]
ψ =

0 −Mz My 0
Mz 0 −Mx 0
−My Mx 0 0
0 0 0 0
 . (5.36)
So, the rank of ρ is given by
nII =
1
2
rank ρ =
1 (M
2
, 0)
0 (M2 = 0).
(5.37)
Thus, in the current case, the criterion for the emergence of the type-II mode is very simple; if the order parameter
has a finite magnetization, there is one type-II mode. If it has no magnetization, there is no type-II mode.
5.3. Spin-1 BECs
The spin-1 BEC model is first investigated by Ref. [16, 17]. As already mentioned in the previous subsection, the
Hamiltonian density for a three-component condensate ψ = (ψ1, ψ0, ψ−1)T is given by Eqs. (5.20) and (5.21):
h =
1∑
j=−1
|∇ψ j|2 − µρ + c0ρ2 + c1|Θ|2. (5.38)
Since the identity (5.18) holds, the interaction part can be rewritten as
c0ρ
2 + c1|Θ|2 = c˜0ρ2 + c˜1M2, (c˜0, c˜1) = (c0 + c1,−c1), (5.39)
which may be more familiar. The GP equation is given by [c.f.: Eqs. (5.24)-(5.26)]
i∂tψ j = −∇2ψ j − µψ j + 2c0ρψ j + 2c1Θ(−1) jψ∗− j. (5.40)
The Bogoliubov equation is obtained by linearization of Eq. (5.40) and its complex conjugate:
i∂tu j = −∇2u j − µu j + 2c0(δρψ j + ρu j) + 2c1(−1) j(δΘψ∗− j + Θv− j), (5.41)
i∂tv j = ∇2v j + µv j − 2c0(δρψ∗j + ρv j) − 2c1(−1) j(δΘ∗ψ− j + Θ∗u− j), (5.42)
where δρ, δΘ and δΘ∗ are defined by Eqs. (5.30) and (5.33). The equation has the SSB-originated zero-mode solu-
tions, Eq. (5.34) or Eq. (5.35).
Two ground states appear in this system, depending on the sign of c1. The one is the ferromagnetic state for c1 > 0
ψ = (
√
ρ0, 0, 0)
T , M2 = ρ20, µ = 2c0ρ0, (5.43)
and the other is the polar state for c1 < 0
ψ = (0,
√
ρ0, 0)
T , M2 = 0, µ = 2(c0 + c1)ρ0. (5.44)
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5.3.1. Spin-1 Ferromagnetic Phase
Let us first example the excitations in the ferromagnetic phase (5.43). Since this phase has a magnetization,
we expect from Eq. (5.37) that one type-II NGM appears. The phase has a residual continuous SO(2)-symmetry
eiα(I−Fz )ψ = ψ, so the number of broken symmetry is three and (ψ,−ψ∗)T and (Fzψ,−F∗zψ∗)T in the zero-mode
solutions (5.35) are degenerate. The modes (F+ψ,−F∗−ψ∗)T and (F−ψ,−F∗+ψ∗)T become finite-norm eigenvectors,
which become a seed of type-II NGM.
The stationary Bogoliubov equation for this phase becomes
H
(
u
v
)
= ǫ
(
u
v
)
, H = H0 + σk
2, (5.45)
H0 = 2ρ0

c0 c0
0
2c1
−c0 −c0
0
−2c1

. (5.46)
This H0 already has the standard form (4.10), so we have one type-I, one type-II and one gapful mode. Let us give a
notation for the corresponding eigenvectors in accordance with Subsec. 4.1:
y1 :=
1√
ρ0
(
ψ
−ψ∗
)
= (1, 0, 0,−1, 0, 0)T, (5.47)
z1 := σy1 = (1, 0, 0, 1, 0, 0)
T, (5.48)
x1 :=
1√
2ρ0
(
F−ψ
−F∗+ψ∗
)
= (0, 1, 0, 0, 0, 0)T, (5.49)
w1 := (0, 0, 1, 0, 0, 0)
T. (5.50)
They satisfy
H0y1 = 0, H0 z1 = 4c0ρ0y1, (5.51)
H0x1 = H0τx
∗
1 = 0, (5.52)
H0w1 = 4c1ρ0w1, H0τw
∗
1 = −4c1ρ0τw∗1 (5.53)
The block-diagonalizing matrix U is just an identity matrix: U = I6 =
(
y1+z1
2
, x1,w1,
−y1+z1
2
, τx∗
1
, τw∗
1
)
, and U−1H0U
is given by Eq. (5.46). The perturbative expansions of NGMs for finite k are given by
ǫ = ±2√c0ρ0k + · · · , ξ = y1 ±
k
2
√
c0ρ0
z1 + · · · , (5.54)
ǫ = ±k2, ξ = x1 or τx∗1, (5.55)
These are consistent with the exact eigenvalues of H:
ǫ = ±
√
4c0ρ0k2 + k4, ±k2, ±(4c1ρ0 + k2). (5.56)
We note that in this phase Fxψ and Fyψ are linearly dependent over C (recall the discussion in Subsec. 2.3). This is
the case of Eq. (4.55), and the equality of Eq. (4.54) holds, i.e., the coefficient of quadratic dispersion becomes ǫ2 = 1.
Let us check what kind of physical quantity is excited in each mode. Using ψ = (
√
ρ0, 0, 0)
T , the fluctuations
defined in Eqs. (5.30)-(5.32) are given by
δρ = δMz =
√
ρ0(u1 + v1), δM+ =
√
2ρ0u0, δM− =
√
2ρ0v0. (5.57)
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The type-I NGM (5.54) has finite δρ = δMz and no δM±. By this excitation, the magnetization per density does
not change, because δ(
Mz
ρ
) =
ρδMz−Mzδρ
ρ2
= 0. Thus it can be interpreted as a sound wave. The type-II NGM (5.54)
has finite δMx and δMy. We can check, however, that the fluctuation of the magnitude of the magnetization, defined
by δM2 = 2
∑
i MiδMi, is zero. Since this type-II mode is physically interpreted as a spin precession, the mode
only changes the angle of the spin from z-axis, and does not change the total magnitude. The mode w1 only has a
quadrupolar fluctuation δNi j.
5.3.2. Spin-1 Polar Phase
The stationary Bogoliubov equation for the polar phase (5.44) is given by
(H0 + σk
2)
(
u
v
)
= ǫ
(
u
v
)
, H0 =
(
F G
−G∗ −F∗
)
, (5.58)
F = 2ρ0 diag(−c1, c0 + c1,−c1), G = 2ρ0

−c1
c0 + c1
−c1
 . (5.59)
Since the polar phase has no magnetization, the WB matrix (5.36) vanishes and only type-I NGMs appear. Since the
polar phase has a SO(2)-symmetry eiαFzψ = ψ, we obtain three SSB-originated zero modes solutions corresponding
to the three broken symmetries: in Eq. (5.34), the mode (Fzψ,−F∗zψ∗)T is zero because of this SO(2)-symmetry. Since
the nonvanishing three modes are σ-orthogonal to each other, we cannot make a finite-norm eigenvector by their linear
combination. Thus, all NGMs are of type-I. Let us introduce the notation for eigenvectors in the same manner with
Subsec. 4.1:
y1 =
1√
ρ0
(
ψ
−ψ∗
)
= (0, 1, 0, 0,−1, 0)T, (5.60)
y2 =
1√
ρ0
(
Fxψ
−F∗xψ∗
)
=
1√
2
(1, 0, 1,−1, 0,−1)T, (5.61)
y3 =
1√
ρ0
(
Fyψ
−F∗yψ∗
)
=
1√
2
(−i, 0, i,−i, 0, i)T , (5.62)
zi = σyi (i = 1, 2, 3). (5.63)
They satisfy
H0y j = 0, H0 z j = 2κ jy j, (5.64)
κ1 = 2(c0 + c1)ρ0, κ2 = κ3 = −2c1ρ0. (5.65)
If we define the diagonalizing matrix U =
(
z1+y1
2
,
z2+y2
2
,
z3+y3
2
,
z1−y1
2
,
z2−y2
2
,
z3−y3
2
)
, the standard form of H0 is given by
U−1H0U = 2ρ0
(
K K
−K −K
)
, K = 2ρ0 diag(c0 + c1,−c1,−c1). (5.66)
The perturbative expansions of eigenvectors are given by [Eqs. (4.45) and (4.46)]:
ǫ = ±
√
2κ jk + O(k
2), ξ = y j ±
k√
2κ j
z j + O(k
2), j = 1, 2, 3, (5.67)
which is consistent with the exact eigenvalues of H0 + σk
2:
ǫ = ±
√
4(c0 + c1)ρ0k2 + k4, (5.68)
±
√
−4c1ρ0k2 + k4 (doubly degenerate). (5.69)
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Let us check the fluctuation of physical quantities for each mode. Using ψ = (0,
√
ρ0, 0)
T , the fluctuations defined
in Eqs. (5.30)-(5.32) become
δρ =
√
ρ0(u0 + v0), δMz = 0, δM+ =
√
2ρ0(u−1 + v1), δM− =
√
2ρ0(v−1 + u1). (5.70)
The mode y1 +
k√
2κ1
z1 has only δρ, so it is interpreted as a sound wave. The mode y2 +
k√
2κ2
z2 has finite δMx and
others are zero: δρ = δMy = 0. Thus, it represents a spin wave in the x-direction. Similarly, the mode y3 +
k√
2κ3
z3 is a
spin wave in the y-direction. As mentioned in the Introduction, these fluctuations of magnetizations are ignored if we
describe all phenomena in a coset space, because the phase is fixed to be polar.
5.4. Spin-2 BECs
The model of the spin-2 BEC was first introduced in Ref. [18] and the phase diagram was given. The Hamiltonian
density for a five-component condensate ψ = (ψ2, . . . , ψ−2)T is given by Eqs. (5.20) and (5.22):
h =
2∑
j=−2
|∇ψ j|2 − µρ + c0ρ2 + c1M2 + c2|Θ|2, (5.71)
and the GP equation is given by [c.f.: Eqs. (5.24)-(5.26)]
i∂tψ j = −∇2ψ j − µψ j + 2c0ρψ j + 2c2Θ(−1) jψ∗− j
+ c1
[
2 jψ jMz +
√
(2 + j)(3 − j)ψ j−1M− +
√
(2 − j)(3 + j)ψ j+1M+
]
, (5.72)
where ψ j with | j| > 2 are interpreted as zero. The Bogoliubov equation is obtained by linearization of the GP equation
and its complex conjugate:
i∂tu j = −∇2δu j − µu j + 2c0(δρψ j + ρu j) + 2c2(−1) j(δΘψ∗− j + Θv− j)
+ c1
[
2 j(u jMz + ψ jδMz) +
√
(2 + j)(3 − j)(u j−1M− + ψ j−1δM−) +
√
(2 − j)(3 + j)(u j+1M+ + ψ j+1δM+)
]
,
(5.73)
i∂tv j = ∇2v j + µv j − 2c0(δρψ∗j + ρv j) − 2c2(−1) j(δΘ∗ψ− j + Θ∗u− j)
− c1
[
2 j(v jMz + ψ
∗
jδMz) +
√
(2 + j)(3 − j)(v j−1M+ + ψ∗j−1δM+) +
√
(2 − j)(3 + j)(v j+1M− + ψ∗j+1δM−)
]
,
(5.74)
where δρ, δΘ, δΘ∗, and δMi’s are defined by Eqs. (5.30)-(5.33) with setting F = 2. This Bogoliubov equation has
the SSB-originated zero-mode solutions Eq. (5.34) or equivalently Eq. (5.35).
The spin-2 BEC admits three kinds of ground states [18]. When c1 < 0 and 4c1 < c2, the ground state is
ferromagnetic:
ψ = (
√
ρ0, 0, 0, 0, 0)
T , M2 = 4ρ20, |Θ|2 = 0, µ = 2(c0 + 4c1)ρ0. (5.75)
When c1 > 0 and c2 > 0, the ground state is cyclic:
ψ =
√
ρ0(
i
2
, 0, 1√
2
, 0, i
2
), M2 = |Θ|2 = 0, µ = 2c0ρ0. (5.76)
When c2 < 0 and 4c1 > c2, the ground state is nematic:
ψ =
√
ρ0(
sin η√
2
, 0, cosη, 0,
sin η√
2
), M2 = 0, |Θ|2 = ρ20, µ = 2(c0 + c2)ρ0. (5.77)
Here we note that the value of µ is easily determined by Eq. (5.29). The parameter η in the nematic phase is real and it
shows a large continuous degeneracy of this phase. The states with different η are not equivalent under U(1) × SO(3)
transformation, and therefore this phase contains distinct spinor states characterized by one parameter η. It is known
that this degeneracy is resolved when the quantum correction is added, and either η = 0 (uniaxial nematic) or π
2
(biaxial nematic) is favored [68, 69, 36]. However, at a classical-field level, these states are completely degenerate.
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5.4.1. Spin-2 Ferromagnetic Phase
Let us first consider the NGMs in ferromagnetic phase (5.75). The stationary Bogoliubov equation for (u, v)T =
(u2, . . . , u−2, v2, . . . , v−2)T becomes
(H0 + σk
2)
(
u
v
)
= ǫ
(
u
v
)
, H0 =
(
F G
−G∗ −F∗
)
, (5.78)
F = 2ρ0 diag(c0 + 4c1, 0,−4c1,−6c1,−8c1 + 2c2), (5.79)
G = 2ρ0 diag(c0 + 4c1, 0, 0, 0, 0). (5.80)
As with the spin-1 ferromagnetic case, this H0 already has the standard form (4.10), and we obtain one type-I, one
type-II, and three gapful modes. We do not discuss this phase any more in detail, because it is almost the same with
the spin-1 ferromagnetic phase. Since the ferromagnetic state has a residual SO(2)-symmetry ψ → eiα(Fz−2I)ψ, there
are three independent SSB-originated zero-mode solutions in Eq. (5.35). The exact eigenvalues of H = H0 + σk
2 are
given by
ǫ = ±
√
4(c0 + 4c1)ρ0k2 + k4, ±k2,
± (k2 − 8c1ρ0), ±(k2 − 12c1ρ0), ±(k2 − 16c1ρ0 + 4c2ρ0). (5.81)
The first two modes are gapless NGMs of type-I and type-II. The latter three are gapful.
5.4.2. Spin-2 Cyclic Phase
Next let us see the cyclic phase (5.76). The Bogoliubov equation is given by
(H0 + σk
2)
(
u
v
)
= ǫ
(
u
v
)
, H0 =
(
F G
−G∗ −F∗
)
(5.82)
with
F = 2ρ0

c0+4c1+2c2
4
0
i(c0−2c2)
2
√
2
0 c0−4c1+2c2
4
0 2c1 0 0 0
−i(c0−2c2)
2
√
2
0
c0+2c2
2
0
−i(c0−2c2)
2
√
2
0 0 0 2c1 0
c0−4c1+2c2
4
0
i(c0−2c2)
2
√
2
0
c0+4c1+2c2
4

, (5.83)
G = 2ρ0

−c0−4c1
4
0 ic0
2
√
2
0 −c0+4c1
4
0 i
√
3c1 0 c1 0
ic0
2
√
2
0 c0
2
0 ic0
2
√
2
0 c1 0 i
√
3c1 0
−c0+4c1
4
0
ic0
2
√
2
0
−c0−4c1
4

. (5.84)
The equation is decoupled for (u2, u0, u−2, v2, v0, v−2) and (u1, u−1, v1, v−1).
Since the cyclic phase breaks all four symmetries of U(1) × SO(3), we have four linearly independent SSB-
originated zero mode solutions (5.34). Furthermore, since the cyclic phase has no magnetization, the WB matrix
(5.36) vanishes. Thus, we obtain four type-I NGMs. Let us introduce a notation for eigenvectors in the same way with
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Subsec. 4.1:
y1 :=
1√
ρ0
(
ψ
−ψ∗
)
= ( i
2
, 0, 1√
2
, 0, i
2
, i
2
, 0, −1√
2
, 0, i
2
)T , (5.85)
y2 :=
1√
2ρ0
(
Fzψ
−F∗zψ∗
)
=
1√
2
(i, 0, 0, 0,−i, i, 0, 0, 0,−i)T, (5.86)
y3 :=
1√
2ρ0
(
Fxψ
−F∗xψ∗
)
=
1√
2
(0, eiπ/6, 0, eiπ/6, 0, 0,−e−iπ/6, 0,−e−iπ/6, 0)T , (5.87)
y4 :=
1√
2ρ0
(
Fyψ
−F∗yψ∗
)
=
1√
2
(0,−eiπ/3, 0, eiπ/3, 0, 0, e−iπ/3, 0,−e−iπ/3, 0)T , (5.88)
zi := σyi (i = 1, 2, 3, 4). (5.89)
The last one mode describes a gapful mode, given by
w1 :=
(
ψ∗
0
)
= (−i
2
, 0, 1√
2
, 0, −i
2
, 0, 0, 0, 0, 0)T. (5.90)
They satisfy
H0yi = 0, H0 zi = 2κiyi, (i = 1, 2, 3, 4) (5.91)
κ1 = 2c0ρ0, κ2 = κ3 = κ4 = 4c1ρ0, (5.92)
H0w1 = 4c2ρ0w1, H0τw
∗
1 = −4c2ρ0τw∗1 (5.93)
If we define the block-diagonalizing matrix
U = (
y1+z1
2
, . . . ,
y4+z4
2
,w1,
−y1+z1
2
, . . . ,
−y4+z4
2
, τw∗1), (5.94)
then we obtain the standard form of H0 (4.10):
U−1H0U =
(
F˜ G˜
−G˜∗ −F˜∗
)
, (5.95)
F˜ = 2ρ0 diag(c0, 2c1, 2c1, 2c1, 2c2), G˜ = 2ρ0 diag(c0, 2c1, 2c1, 2c1, 0). (5.96)
This standard form clearly shows that there are four type-I and one gapful modes. The perturbative expansions
for yi’s are given by the general formulae (4.45) and (4.46). The result is consistent with the exact eigenvalues of
H = H0 + σk
2:
ǫ = ±
√
4c0ρ0k2 + k4, (5.97)
±
√
8c1ρ0k2 + k4 (triply degenerate), (5.98)
± (k2 + 4c2ρ0). (5.99)
The fluctuation of physical quantities (5.30)-(5.32) are
δρ =
√
ρ0
[
i(v2 + v−2 − u2 − u−2)
2
+
u0 + v0√
2
]
, δMz = i
√
ρ0(v2 − v−2 − u2 + u−2), (5.100)
δM+ =
√
ρ0
[
i(v−1 − u1) +
√
3(v1 + u−1)
]
, δM− =
√
ρ0
[
i(v1 − u−1) +
√
3(u1 + v−1)
]
. (5.101)
We can check that the type-I mode y1 +
k√
2κ1
z1 has finite δρ, so it represents a sound wave. The mode yi +
k√
2κi
zi
with i = 2, 3, and 4 has finite δMz, δMx, and δMy, respectively. Thus, they represent a spin wave in the z-, x-, and
y-direction, respectively. The mode w1 has neither δρ nor δMi’s, so it is a fluctuation of a higher-rank tensor.
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5.4.3. Spin-2 Nematic Phase
Finally, let us consider the nematic phase (5.77). This phase is well-known for possessing quasi-NGMs [40, 36].
When ψ is given by Eq. (5.77), the Bogoliubov equation becomes
(H0 + σk
2)
(
u
v
)
= ǫ
(
u
v
)
, H0 =
(
F G
−G∗ −F∗
)
, (5.102)
where F andG are given by
F = 2ρ0

(c0+4c1)s˜
2−2c2c˜2
2
0
(c0+2c2)c˜s˜√
2
0
(c0−4c1+2c2)s˜2
2
0 c1(1 + 2c˜
2) − c2 0 2
√
3c1c˜s˜ 0
(c0+2c2)c˜s˜√
2
0 (c0 + 2c2)c˜
2 − c2 0 (c0+2c2)c˜ s˜√
2
0 2
√
3c1c˜s˜ 0 c1(1 + 2c˜
2) − c2 0
(c0−4c1+2c2)s˜2
2
0
(c0+2c2)c˜s˜√
2
0
(c0+4c1)s˜
2−2c2 c˜2
2
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, (5.103)
G = 2ρ0
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(c0+4c1)s˜
2
2
0 c0 c˜s˜√
2
0
(c0−4c1)s˜2+2c2
2
0 2
√
3c1c˜s˜ 0 c1(2c˜
2 + 1) − c2 0
c0c˜s˜√
2
0 c0c˜
2 + c2 0
c0c˜s˜√
2
0 c1(2c˜
2 + 1) − c2 0 2
√
3c1c˜s˜ 0
(c0−4c1)s˜2+2c2
2
0
c0 c˜s˜√
2
0
(c0+4c1)s˜
2
2
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, (5.104)
with c˜ = cos η, s˜ = sin η. The equation is decoupled for (u2, u0, u−2, v2, v0, v−2) and (u1, u−1, v1, v−1). We can check
that H2
0
= 0, and therefore H0 has only zero eigenvalue, and Theorem C.3 can be applied.
Before solving the above Bogoliubov equation directly, we first clarify the U(1) × SO(5)-symmetric nature of the
set of nematic states. The nematic phase with an arbitrary angle can be generally written as
ψ = eiθ(ψ2, ψ1, r0,−ψ∗1, ψ∗2)T , θ, r0 ∈ R, ψ1, ψ2 ∈ C. (5.105)
In other words, the above state can be always transformed into the form of Eq. (5.77) by phase multiplication and
rotation. To see the SO(5)-symmetry, let us consider the parametrization
ψ0 = a1, ψ±2 =
a2 ± ia3√
2
, ψ±1 =
±a4 + ia5√
2
, (5.106)
or equivalently,
ψ = U0a, U0 :=

0 1√
2
i√
2
0 0
0 0 0 1√
2
i√
2
1 0 0 0 0
0 0 0 −1√
2
i√
2
0 1√
2
−i√
2
0 0

(5.107)
with writing a = (a1, . . . , a5)
T . Then, the density and singlet pair amplitude are written as
ρ = a∗ · a, Θ = a · a. (5.108)
Clearly these two scalars are invariant under real orthogonal transformation a′ = Ra with a 5 × 5 real orthogonal
matrix R. On the other hand, the magnetization vector
Mz = 2i(a
∗
2a3 − a∗3a2) + i(a∗4a5 − a∗5a4), (5.109)
M+ = M
∗
− = i(a
∗
2a5 − a∗5a2 + a∗4a3 − a∗3a4) + (a∗2a4 − a∗4a2 + a∗3a5 − a∗5a3) + i
√
3(a∗1a5 − a∗5a1) +
√
3(a∗4a1 − a∗1a4)
(5.110)
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does not have such invariance for general a. However, as we see below, if the state is nematic, the magnetization
vanishes and it also becomes invariant.
In terms of a, the nematic state (5.105) can be represented as a real vector up to overall factor:
a = eiθ(r1, r2, r3, r4, r5)
T , ri, θ ∈ R. (5.111)
In particular, the state Eq. (5.77) can be written as
a =
√
ρ0(cos η, sin η, 0, 0, 0)
T . (5.112)
We can easily check that if a is given by Eq. (5.111) or (5.112) ,Mz,M± vanishes. Moreover, this vanishing property
is preserved under the 5 × 5 real orthogonal transformation a′ = Ra. Thus, if a has the form (5.111), the following
holds:
a is a solution of the GP equation.
↔ a′ = eiϕRa is also a solution. (5.113)
Or, in terms of ψ, if ψ is a nematic state [Eq. (5.105)],
ψ is a solution of the GP equation [Eq. (5.72)].
↔ ψ′ = eiϕU0RU−10 ψ is also a solution. (5.114)
Now let us recall the discussion in Subsec. 2.2. Even if the Hamiltonian density does not have a group symmetry
Eq. (2.11), as far as a set of solutions satisfy the property Eq. (2.12), we can derive the corresponding zero-mode
solutions (u, v) = (Uϕψ,U
∗
ϕψ
∗). In the present case, Eq. (5.114) suggests that the set of solutions has a U(1)× SO(5)-
symmetry, though the symmetry of Hamiltonian isU(1)×SO(3). Since SO(5) is generated by ten operators Tab, where
Tab (1 ≤ a < b ≤ 5) is a matrix such that (a, b)-component is −i and (b, a)-component is i and all other components
are zero, we obtain eleven SSB-originated zero-mode solutions corresponding to the infinitesimal transformations of
U(1) × SO(5): (
u
v
)
=
(
ψ
−ψ∗
)
,
(
U0TabU
−1
0
ψ
−U∗
0
T ∗
ab
(U−1
0
)∗ψ∗
)
(1 ≤ a < b ≤ 5). (5.115)
Note, however, that we only obtain five linearly independent solutions from Eq. (5.115), because any real vector a has
a six-dimensional SO(4)-symmetry. In particular, if we use a of Eq. (5.112), the null space W defined by Eq. (2.22)
is given by
W = span{sin ηT13 − cos ηT23, sin ηT14 − cos ηT24, sin ηT15 − cos ηT25, T34, T35, T45}, (5.116)
which describes the unbroken SO(4) algebra. Note that the above eleven solutions (5.115) also include the conven-
tional SSB-originated zero mode solutions originated from the ordinaryU(1)×SO(3)-symmetry. The relation between
generators of SO(3) and those of SO(5) is as follows:
Fz = −U0(2T23 + T45)U−10 , (5.117)
Fx = U0(−
√
3T15 − T25 + T34)U−10 , (5.118)
Fy = U0(−
√
3T14 + T24 + T35)U
−1
0 . (5.119)
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Now let us introduce the notation for five zero-mode solutions y1, . . . , y5 in the same way with the standard form of
Subsec. 4.1. Let ψ be Eq. (5.77), and
y1 =
1√
ρ0
(
ψ
−ψ∗
)
= (
sin η√
2
, 0, cosη, 0,
sin η√
2
,− sin η√
2
, 0,− cosη, 0,− sinη√
2
)T , (5.120)
y2 =
1√
ρ0
(
U0T12U
−1
0
ψ
−U∗
0
T ∗
12
(U−1
0
)∗ψ∗
)
= (
i cos η√
2
, 0,−i sin η, 0, i cos η√
2
,
i cos η√
2
, 0,−i sin η, 0, i cos η√
2
)T , (5.121)
y3 =
1√
ρ0
(
U0(T13 cos η + T23 sin η)U
−1
0
ψ
−U∗
0
(T ∗
13
cos η + T ∗
23
sin η)(U−1
0
)∗ψ∗
)
= ( −1√
2
, 0, 0, 0, 1√
2
, 1√
2
, 0, 0, 0, −1√
2
)T , (5.122)
y4 =
1√
ρ0
(
U0(T14 cos η + T24 sin η)U
−1
0
ψ
−U∗
0
(T ∗
14
cos η + T ∗
24
sin η)(U−1
0
)∗ψ∗
)
= (0, i√
2
, 0, −i√
2
, 0, 0, i√
2
, 0, −i√
2
, 0)T , (5.123)
y5 =
1√
ρ0
(
U0(T15 cos η + T25 sin η)U
−1
0
ψ
−U∗
0
(T ∗
15
cos η + T ∗
25
sin η)(U−1
0
)∗ψ∗
)
= (0, −1√
2
, 0, −1√
2
, 0, 0, 1√
2
, 0, 1√
2
, 0)T . (5.124)
We also define zi = σyi for i = 1, . . . , 5. Then, they satisfy
H0yi = 0, H0 zi = 2κiyi, (5.125)
κ1 = 2(c0 + c2)ρ0, κ2 = −2c2ρ0, (5.126)
κ3 = 2(4c1 sin
2 η − c2)ρ0, (5.127)
κ4 = 2(4c1 sin
2(η − π
3
) − c2)ρ0, (5.128)
κ5 = 2(4c1 sin
2(η + π
3
) − c2)ρ0. (5.129)
All yi’s are σ-orthogonal to each other, and hence only type-I (quasi-)NGMs emerge. Because H
2
0
= 0, the eigenvalues
and eigenvectors ofσH0 are given by 2κi’s and zi’s by TheoremC.3. This provides an easy way to determine the values
of κi’s and the eigenvectors yi’s satisfying the orthogonal relations (4.8).
If we define the block-diagonalizing matrix by
U =
(
y1+z1
2
, . . . ,
y5+z5
2
,
−y1+z1
2
, . . . ,
−y5+z5
2
)
, (5.130)
then we obtain the standard form of H0 [Eq. (4.10)]:
U−1H0U =
(
K K
−K −K
)
, (5.131)
K = diag(κ1, κ2, κ3, κ4, κ5), (5.132)
which shows that there are five type-I modes. The perturbative expansion of yi’s and corresponding dispersion rela-
tions are given by [Eqs. (4.45) and (4.46)]
ǫ =
√
2κik + O(k
2), ξ = yi ±
k√
2κi
zi + O(k
2), i = 1, . . . , 5. (5.133)
The exact dispersion relations are given by
ǫ = ±
√
2κik2 + k4, i = 1, . . . , 5, (5.134)
which are consistent with the perturbation result.
In this phase, the fluctuations of physical quantities (5.30)-(5.32) are
δρ =
√
ρ0
[
(u2 + u−2 + v2 + v−2) sin η√
2
+ (u0 + v0) cos η
]
, δMz =
√
2ρ0(u2 − u−2 + v2 − v−2) sin η, (5.135)
δM+ =
√
2ρ0
[
(u1 + v−1) sin η +
√
3(v1 + u−1) cos η
]
, δM− =
√
2ρ0
[
(v1 + u−1) sin η +
√
3(u1 + v−1) cos η
]
.
(5.136)
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We can verify that the mode y1 +
k√
2κ1
z1 has finite δρ and it is a sound wave. The mode yi +
k√
2κi
zi with i = 3, 4, and 5
has finite δMz, δMx, and δMy. So they are a spin wave with the z-, x-, and y-direction. Exceptionally, if η = 0, i.e., if
the phase is uniaxial nematic, δMz vanishes and y3 +
k√
2κ3
z3 has only a fluctuation of higher-rank tensors. Regardless
of the value of η, the mode y2 +
k√
2κ2
z2 is always a fluctuation of higher-rank tensors.
The above discussion on fluctuations of physical quantities is closely related to whether a given mode is a NGM
or a quasi-NGM. We note that y1, y3, y4, and y5 are regarded as conventional NGMs, because
y3 ∝
(
Fzψ
−F∗zψ∗
)
, y4 ∝
(
Fyψ
−F∗yψ∗
)
, y5 ∝
(
Fxψ
−F∗xψ∗
)
(5.137)
hold if η , 0, thus they reduce to Eq. (5.34). Therefore, only y2 is a quasi-NGM. This quasi-NGM is also simply
obtained by differentiation of the GP equation by η. If η = 0, the state becomes uniaxial nematic ψ = (0, 0,
√
ρ0, 0, 0)
T
and has an SO(2)-symmetry with respect to the z-axis rotation. In this case y3 also becomes a quasi-NGM, because
Fzψ = 0. As a consequence of the fact that y3 changes from a NGM to a quasi-NGM at η = 0, the fluctuation δMz
of the mode y3 +
k√
2κ3
z3 vanishes at η = 0. We mention that Ref. [70] has shown that both modes corresponding to
y2 and y3 acquire an energy gap in the uniaxial nematic phase if the quantum fluctuation is included by the spinor
Beliaev theory [71].
5.5. Spin-3 BECs
We also consider a few phases in spin-3 BECs. Even though the spin-3 BEC model is complicated, it is worth
analyzing because it contains the following examples:
• The coefficient ǫ2 of the type-II dispersion relation ǫ = ǫ2k2 + O(k4) deviates from unity, as stated in Subsec.
2.3 and 4.3.
• The sound-spin composite wave excitation appears. Due to this, we need to make a nontrivial linear combination
of zero modes (ψ,−ψ∗) and (Fzψ,−Fzψ∗) to obtain the standard form (4.10).
• The block-diagonalizing B-unitary matrix U can have a non-zero off-diagonal block. In all the previous exam-
ples of spin-F condensates (F ≤ 2) which we have seen so far, U has the form of U =
(
U0
U∗
0
)
, and the kinetic
term σk2 is invariant under the transformation by U: U−1σUk2 = σk2. In the present case, U−1σUk2 may
change to a different form.
Since spin-3 BECs have too many phases [23, 24], here we only focus on the following phases:
• F phase: ψ = √ρ0(0, 1, 0, 0, 0, 0, 0)T.
• H phase: ψ = √ρ0(cos η, 0, 0, 0, 0, sinη, 0)T .
As already mentioned in Subsec. 5.2, the Hamiltonian density of the spin-3 BEC [23, 24, 12] is given by Eqs. (5.20)
and (5.23):
h =
3∑
j=−3
|∇ψ j|2 − µρ + c˜0ρ2 + c˜1M2 + c˜2
7
|Θ|2 + c˜3 trN2, (5.138)
where the definitions of the coefficients c˜1, c˜2, c˜3 are the same with Fig. 8 of Ref. [24]. The GP equation is given by
[c.f.: Eqs. (5.24)-(5.28)]
i∂tψ j = −∇2ψ j − µψ j + 2c˜0ρψ j + 2c˜2
7
Θ(−1) jψ∗− j
+ c˜1
[
2 jψ jMz +
√
(3 + j)(4 − j)ψ j−1M− +
√
(3 − j)(4 + j)ψ j+1M+
]
+ c˜3
[
2 j2ψ jNzz + (12 − j2)ψ jN+− + (2 j − 1)
√
(3 + j)(4 − j)ψ j−1Nz− + (2 j + 1)
√
(3 − j)(4 + j)ψ j+1Nz+
+
1
2
√
(3 + j)(4 − j)(2 + j)(5 − j)ψ j−2N−− + 1
2
√
(3 − j)(4 + j)(2 − j)(5 + j)ψ j+2N++
]
, (5.139)
and the Bogoliubov equation is given by linearization of the GP equation. (We do not write down it explicitly here.)
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5.5.1. Spin-3 F phase
The state is given by
ψ =
√
ρ0(0, 1, 0, 0, 0, 0, 0)
T, (5.140)
and it becomes a solution to the GP equation with µ = 2ρ0(c˜0 + 4c˜1 + 48c˜3). Since this state is inert [72], it always
becomes a solution of the GP equation, and in particular, it becomes a ground state when c˜1 < 0, c˜2/|c˜1| > 28, and
c˜3/|c˜1| > 2/15 [23, 24]. Since this state has a magnetization and preserves the U(1)-symmetry, we expect one type-I
and one type-II NGMs.
The Bogoliubov equation for (u, v)T = (u3, . . . , u−3, v3, . . . , v−3)T is given by
(H0 + σk
2)
(
u
v
)
= ǫ
(
u
v
)
, (5.141)
H0 =
(
F G
−G∗ −F∗
)
, σ =
(
I7
−I7
)
, (5.142)
where F is a diagonal matrix
F =ρ0 diag
(
5(2c˜1 + 15c˜3), 2(c˜0 + 4c˜1 + 48c˜3), 3(2c˜1 + 15c˜3), 4(15c˜3 − 2c˜1),−12c˜1, 47 (c˜2 − 28c˜1),−20c˜1
)
, (5.143)
and nonzero components of G are
G13 = G31 =
√
15(2c˜1 + 15c˜3)ρ0, G22 = 2(c˜0 + 4c˜1 + 48c˜3)ρ0 = F22. (5.144)
Thus, Eq. (5.141) is divided into eleven blocks: (u3, v1), (u2, v2), (u1, v3), u0, u−1, u−2 u−3, v0, v−1, v−2, and v−3.
One type-I NGM is included in the block of (u2, v2) and type-II NGM with positive and negative dispersion relations
are included in (u1, v3) and (u3, v1), respectively. All other modes are gapful.
To save space, we define unit vectors by
em := ( um = 1 and all other components are zero.) (5.145)
for m = 3, . . . ,−3. Note that the vector such that vm = 1 and all other components are zero can be written as τem,
where τ =
(
I7
I7
)
. Then, the SSB-originated zero mode solutions with desired σ-orthogonal relations (4.6)-(4.9) are
given by
y1 :=
1√
ρ0
(
ψ
−ψ∗
)
= e2 − τe2, (5.146)
x1 :=
1
2
√
ρ0
(
F−ψ
−F∗+ψ∗
)
=
√
10
2
e1 −
√
6
2
τe3. (5.147)
Note that x1 has nonvanishing entries both in the u-part and v-part. This is due to the linear independence of Fxψ and
Fyψ, and it makes the coefficient of the quadratic dispersion relation to be greater than 1. The generalized eigenvector
pairing with y1 is given by z1 = σy1 and satisfy
H0 z1 = 2κ1y1, κ1 = F22 = 2(c˜0 + 4c˜1 + 48c˜3)ρ0. (5.148)
Thus the dispersion relation of the type-I Bogoliubov phonon is given by
ǫ = ±
√
2κ1k + O(k
2) = ±2
√
(c˜0 + 4c˜1 + 48c˜3)ρ0k + O(k
2). (5.149)
On the other hand, the type-II dispersion relation is given by
ǫ =
(x1, σx1)σ
(x1, x1)σ
k2 + O(k4) = 4k2 + O(k4). (5.150)
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Thus we have a steeper quadratic dispersion relation than that of a free particle ǫ = k2.
The exact dispersion relations can be obtained by solving the eigenvalue problem (5.141) directly. The result is
ǫ = ±
√
4(c˜0 + 4c˜1 + 48c˜3)ρ0k2 + k4, (5.151)
± (2c˜1 + 15c˜3)ρ0 ±
√
(2c˜1 + 15c˜3)2ρ
2
0
+ 8(2c˜1 + 15c˜3)ρ0k2 + k4, (5.152)
±
[
k2 + 4(15c˜3 − 2c˜1)ρ0
]
, (5.153)
± (k2 − 12c˜1ρ0), (5.154)
±
[
k2 +
4ρ0
7
(c˜2 − 28c˜1)
]
, (5.155)
± (k2 − 20c˜1ρ0). (5.156)
We can check that Eq. (5.151) reproduces Eq. (5.149), and Eq. (5.152) with (−,+) sign reproduces Eq. (5.150).
5.5.2. Spin-3 H phase
This phase becomes the ground state when c˜1 > 0,
−2c˜1
5
< c˜3 <
−2c˜1
15
, and c˜2 >
252c˜1(5c˜
2
3
−2c˜1 c˜3)
4c˜2
1
+12c˜1c˜3+45c˜
2
3
[23, 24]. The state is
given by
ψ =
√
ρ0(
√
2+m
5
, 0, 0, 0, 0,
√
3−m
5
, 0)T , (5.157)
where m represents the magnetization per density and −2 < m < 3 holds. Since this state has nonzero magnetization
and a discrete C5-symmetry, two type-I and one type-II NGMs appear. This state becomes a solution of the GP
equation if
µ = ρ0[2c˜0 + 2c˜1m
2 + 3c˜3(m
2 + 4m + 36)], (5.158)
m = − 6c˜3
2c˜1 + 3c˜3
↔ c˜3 = −2c˜1m
3(2 + m)
. (5.159)
Henceforth we eliminate c˜3 by using (5.159). Though the H phase reduces to the F phase when m = −2, in the phase
diagram, m can take 1
2
< m < 3 because −2c˜1
5
< c˜3 <
−2c˜1
15
.
The Bogoliubov equation for (u, v)T = (u3, . . . , u−3, v3, . . . , v−3)T is given by
(H0 + σk
2)
(
u
v
)
= ǫ
(
u
v
)
, (5.160)
H0 =
(
F G
−G∗ −F∗
)
, σ =
(
I7
−I7
)
. (5.161)
The matrices F and G have the form
F =

∗ ∗
∗ ∗
∗
∗
∗
∗ ∗
∗ ∗

, G =

∗ ∗
∗
∗
∗
∗ ∗
∗ ∗
∗

. (5.162)
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where nonvanishing entries are denoted by ∗. Thus, Eq. (5.160) is divided into five blocks: (u3, u−2, v3, v−2), (u2, u−3, v−1),
(u−1, v2, v−3), (u1, v0) and (u0, v1). The explicit values are given by
F11 = G11 =
2ρ0
5
[c˜0(2 + m) + 6c˜1(3 − 8m)], (5.163)
F16 = F61 = G16 = G61 =
2ρ0
√
(3 − m)(2 + m)
5
[
c˜0 − 2c˜1(6 + 19m)
2 + m
]
, (5.164)
F22 =
4ρ0
35
(7c˜1 + c˜2)(3 − m), (5.165)
F33 = 8c˜1mρ0, (5.166)
F44 =
20c˜1m
2ρ0
2 + m
, (5.167)
F55 =
12c˜1(1 + m
2)ρ0
2 + m
, (5.168)
F66 = G66 =
2(3 − m)ρ0
5
[
c˜0 +
4c˜1(2 − 7m)
2 + m
]
, (5.169)
F77 =
4ρ0
35
[
c˜2(2 + m) +
7c˜1(9 − 66m − 4m2)
2 + m
]
, (5.170)
F27 = F72 =
4ρ0
√
(3 − m)(2 + m)
35
[
7c˜1(3 + 14m)
2 + m
− c˜2
]
, (5.171)
G25 = G52 =
4
√
3ρ0c˜1(1 + 3m)
√
(3 − m)(2 + m)√
5(2 + m)
, (5.172)
G34 = G43 = −4
√
2c˜1mρ0
√
(3 − m)(2 + m)
2 + m
, (5.173)
G57 = G75 =
4
√
3ρ0c˜1(3 − m)(1 − 2m)√
5(2 + m)
. (5.174)
Two type-I excitations are included in the block of (u3, u−2, v3, v−2). Type-II excitations with positive and negative
dispersion relations are included in the blocks of (u2, u−3, v−1) and (u−1, v2, v−3), respectively. All other modes are
gapful.
Let us first see the block of (u3, u−2, v3, v−2), which has two type-I excitations. The Bogoliubov equation is given
by
H′0

u3
u−2
v3
v−2
 = ǫ

u3
u−2
v3
v−2
 , H′0 =

F11 F16 G11 G16
F61 F66 G61 G66
−G∗
11
−G∗
16
−F∗
11
−F∗
16
−G∗
61
−G∗
66
−F∗
61
−F∗
66
 . (5.175)
We can check that (H′
0
)2 = 0, and hence Theorem C.3 can be applied. So, we can determine yi’s and κi’s giving the
standard form (4.10) by solving the eigenvalue problem of σH′
0
. By solving it, we obtain
y1 :=
1√
ρ0
(
ψ
−ψ∗
)
=
√
2+m
5
(e3 − τe3) +
√
3−m
5
(e2 − τe2), (5.176)
y2 :=
1
√
ρ0
√
(3 − m)(2 + m)
[
−m
(
ψ
−ψ∗
)
+
(
Fzψ
−F∗zψ∗
)]
=
√
3−m
5
(e3 − τe3) −
√
2+m
5
(e2 − τe2), (5.177)
z1 := σy1 =
√
2+m
5
(e3 + τe3) +
√
3−m
5
(e2 + τe2), (5.178)
z2 := σy2 =
√
3−m
5
(e3 + τe3) −
√
2+m
5
(e2 + τe2). (5.179)
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and
H0 zi = 2κiyi, i = 1, 2, (5.180)
κ1 = 2ρ0
[
c˜0 − 2c˜1m(m + 18)
2 + m
]
, (5.181)
κ2 = 4ρ0c˜1(3 − m). (5.182)
Thus, the dispersion relations are given by ǫ =
√
2κik + O(k
2), i = 1, 2. While y1 is written by only using the phase-
fluctuation zero mode, y2 has the form of linear combination of the phase and the spin fluctuations. So, the NGM
arising from y2 has both density and spin fluctuations. Thus this mode is a sound-spin composite excitation.
Next, let us see the block of (u2, u−3, v−1), which possesses a type-II NGM. A normalized finite-norm eigenvector
constructed from two zero-mode solutions is given by
x1 :=
1√
2mρ0
(
F−ψ
−F∗+ψ∗
)
=
√
3(2+m)
5m
e2 +
√
3(3−m)
5m
e−3 −
√
3−m
m
τe1. (5.183)
We can show (x1, x1)σ = sgnm. So, it represents a normalized positive-norm eigenvector if m > 0. The dispersion
relation is given by
ǫ =
(x1, σx1)σ
(x1, x1)σ
k2 + O(k4) =
6 − m
m
k2 + O(k4). (5.184)
Other two modes in the block of (u2, u−3, v−1) are gapful. Similarly, the block (u−1, v2, v−3) has the zero mode τx∗1, and
the corresponding type-II dispersion is given by ǫ = − 6−m
m
k2 + O(k4).
It is interesting to see what happens to the type-II NGM at m = 0, though the state with −2 < m < 1/2 does
not appear in the phase diagram. Since the magnetization vanishes, the WB matrix (5.36) vanishes and therefore we
expect four type-I NGMs. When m = 0, the expansion Eq. (5.184) becomes invalid. Instead, we have two type-I
NGMs. Since the characteristic equation for the block of (u2, u−3, v−1) is cubic for ǫ, it is not smart to discuss the
dispersion relation based on a lengthy exact expression. So, let us discuss the lowest order solution. If we ignore the
terms ǫαkβ such that α + β ≥ 3, the characteristic equation for (u2, u−3, v−1) reduces to
ǫ2 + 2Amǫ + 2A(m − 6)k2 = 0, (5.185)
A =
2c˜1ρ0[14c˜1m(3 + 4m) − c˜2(1 + m2)]
7c˜1m(13 + 4m) − c˜2(2 + m) . (5.186)
When m ≃ 0, A ≃ c˜1ρ0 > 0. Therefore, the gapless solution to the above equation becomes
ǫ = −Am +
√
A2m2 + 2A(6 − m)k2
≃

√
12A|k| (m = 0)
6−m
m
k2 (m , 0).
(5.187)
Thus we can observe a type-I–type-II transition. When m = 0, the gapful solution of Eq. (5.185) also changes to the
gapless one. We again emphasize that the H phase is unstable if −2 < m < 1/2, and several other gapful excitations
have Landau or dynamical instabilities in this region.
6. The case of spacetime symmetry breaking
The general theory constructed in Sec. 4 is restricted to the case where the state does not break a spacetime
symmetry. In this section we consider two examples of spacetime symmetry breaking; the one is the Kelvin modes in
a vortex, i.e., a spiral motion of a vortex and the other one is the ripplon in two-component BECs, i.e., the oscillation
of a domain wall separating two immiscible condensates. We show that the main feature does not change even in the
case of spacetime symmetry breaking. As with the result of Sec. 4, if a given zero mode solution is σ-orthogonal
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to all other zero mode solutions, the NGM originated from this zero mode has a linear dispersion, i.e., the NGM is
of type-I. On the other hand, if there exists a pair such that their σ-inner product is nonzero, then we can construct
a finite-norm zero-mode solution from them and the dispersion of this NGM becomes quadratic, i.e., the NGM is of
type-II. The coefficient of dispersion can be also calculated by the same method in Sec. 4. However, we also see that
the coefficient of type-II dispersion relation diverges if the system size is sent to be infinite, which means that the
naive perturbation method becomes invalid for infinite systems. We show a perspective to this issue in Subsec. 6.3.
6.1. Kelvin modes in one component BECs
Let us consider the GP functional of a scalar condensate in three spatial dimensions:
H =
∫
d3x
(
|∇ψ|2 − µ|ψ|2 + c0|ψ|4
)
(6.1)
The GP and the Bogoliubov equations are given by
i∂tψ = −∇2ψ − µψ + 2c0|ψ|2ψ, (6.2)
i∂t
(
u
v
)
=
(−∇2 − µ + 4c0|ψ|2 2c0ψ2
−2c0ψ2∗ ∇2 + µ − 4c0|ψ|2
) (
u
v
)
. (6.3)
Henceforth we consider a stationary vortex solution, and we assume that ψ is independent of z, t and invariant under a
z-axis rotation. Let ψ be
ψ(x, y) = f (r)einθ, (x, y) = (r cos θ, r sin θ). (6.4)
Here n is an integer representing the charge of the vortex, and the non-negative function f (r) has an asymptotic
behavior f (∞) = √ρ0 at r = ∞. From this boundary condition, the chemical potential is determined to be µ = 2c0ρ0,
and the GP equation reduces to
− f ′′(r) − f
′(r)
r
+
n2 f (r)
r2
− 2c0 f (r)
(
ρ0 − f (r)2
)
= 0. (6.5)
The asymptotic expansion at r = ∞ is given by
f (r) =
√
ρ0 − n
2
4c0
√
ρ0r2
− 8n
2 + n4
32c2
0
ρ
3/2
0
r4
+ · · · . (6.6)
Let us consider the Bogoliubov equation in the presence of this ψ. We are interested in the solution of the mode
propagating in the z-direction and seek a solution of the form (u(x, y, z, t), v(x, y, z, t)) = (u(x, y), v(x, y))ei(kz−ǫt). The
equation becomes
(H0 + σk
2)
(
u
v
)
= ǫ
(
u
v
)
, σ =
(
1
−1
)
, (6.7)
H0 =
(−∂2x − ∂2y − 2c0(ρ0 − 2 f 2) 2c0 f 2e2inθ
−2c0 f 2e−2inθ ∂2x + ∂2y + 2c0(ρ0 − 2 f 2)
)
. (6.8)
Following the same way with Sec. 4, we calculate an eigenvector of H = H0 +σk
2 starting from an eigenvector of H0.
We define the σ-inner product for w1 = (u1(x, y), v1(x, y))
T and w2 = (u2(x, y), v2(x, y))
T as
(w1,w2)σ :=
∫
dxdy
(
u∗1u2 − v∗1v2
)
. (6.9)
If ψ(x, y, z, t) is a solution of the GP equation (6.2), eiϕψ(x+ x0, y+ y0, z, t) is also a solution. Differentiating both sides
of Eq. (6.2) by ϕ, x0 and y0, we obtain three SSB-originated zero-mode solutions for H0:
wphase =
(
ψ
−ψ∗
)
, wx-trans =
(
∂xψ
∂xψ
∗
)
, wy-trans =
(
∂yψ
∂yψ
∗
)
. (6.10)
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All these modes have zero norm, i.e., (w,w)σ = 0. The σ-inner product between wphase and wx-trans vanishes since
|ψ| → √ρ0 at infinity:
(wphase,wx-trans)σ =
∫
dxdy∂x|ψ|2 = 0. (6.11)
Similarly we also obtain (wphase,wy-trans)σ = 0. Thus, wphase is σ-orthogonal to the other zero modes, and the NGM
from this zero mode is of type-I. On the other hand, wx-trans and wy-trans are not σ-orthogonal, because
(wx-trans,wy-trans)σ
=
∫
dxdy
[
∂xψ
∗∂yψ − ∂xψ∂yψ∗
]
=
∫
rdrdθ
[
2ni f (r) f ′(r)
r
]
= 2πinρ0. (6.12)
Here, we have assumed f (0) = 0. Thus, the σ-inner product between the two zero modes originated from the
translational-symmetry breaking gives the topological charge of the vortex. Because of non-σ-orthogonality, the
dispersion relation of the NGM from these two zero modes is expected to be of type-II, and this mode corresponds to
the Kelvin mode.
In the present case, the Gram matrix is given by
P =

(wphase,wphase)σ (wphase,wx-trans)σ (wphase,wy-trans)σ
(wx-trans,wphase)σ (wx-trans,wx-trans)σ (wx-trans,wy-trans)σ
(wy-trans,wphase)σ (wy-trans,wx-trans)σ (wy-trans,wy-trans)σ
 =

0 0 0
0 0 2πinρ0
0 −2πinρ0 0
 . (6.13)
So we obtain 1
2
rankP = 1, which implies that one type-II mode appears.
Let us derive the dispersion relation explicitly. Henceforth we assume n > 0 without loss of generality. We can
construct a positive-norm zero mode by
w0 := wx-trans − iwy-trans, (6.14)
which has positive norm: (w0,w0)σ = 4πnρ0. (When n < 0, wx-trans + iwy-trans has positive norm.) Let us solve the
Bogoliubov equation for finite k perturbatively:
(H0 + σk
2)(w0 + w2k
2 + w4k
4 + · · · ) = (ǫ2k2 + ǫ4k4 + · · · )(w0 + w2k2 + w4k4 + · · · ). (6.15)
The equation for k2-coefficient is given by H0w2 + σw0 = ǫ2w0. Taking a σ-inner product between w0 and this
equation, we obtain
ǫ2 =
(w0, σw0)σ
(w0,w0)σ
=
2
∫
dxdy(|∂xψ|2 + |∂yψ|2)
4πnρ0
=
1
nρ0
∫ ∞
0
dr
[
n2 f (r)2
r
+ r f ′(r)2
]
. (6.16)
Since this integral diverges logarithmically, let us introduce a cutoff at r = R. We then obtain ǫ2 ≃ n logR, and the
dispersion relation of the Kelvin mode is found to be
ǫ = (n logR)k2 + · · · , (6.17)
which is consistent with preceding works [30]. It is worth noting that the calculation shown here does not need a
concept of central extension of Lie algebra, which arises from a little sensitive mathematical treatment of the vortex
core and is necessary if one wants to explain the emergence of type-II modes from non-commutative nature of two
generators [34].
We can also obtain the dispersion relation of the NGM originated from wphase, which simply corresponds to the
Bogoliubov phonon. The generalized eigenvector pairing with wphase can be obtained by differentiation of the GP
equation by parameters which are not originated from symmetry [73]. In the present case, the differentiation by ρ0
yields:
H0zphase = 2c0wphase, zphase :=
(
∂ρ0ψ
∂ρ0ψ
∗
)
, (6.18)
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where the relation ∂ρ0µ = 2c0 is used. Following the derivation of Subsec. 4.3, we seek a solution for finite k by
perturbative expansion:
(H0 + σk
2)(wphase + αkzphase + k
2w2 + · · · ) = (βk + γk2 + · · · )(wphase + αkzphase + k2w2 + · · · ), (6.19)
where α, β, γ are constants to be determined. From the equation of k1-coefficient and the relation (6.18), we obtain
2c0α = β. Taking the σ-inner product between w0 and the equation of k
2-coefficient, we obtain
(wphase, σwphase)σ = αβ(wphase, zphase)σ, (6.20)
↔ αβ = 2
∫
dxdy|ψ|2∫
dxdy∂ρ0 |ψ|2
. (6.21)
In the last expression, both the numerator and the denominator diverge for infinite systems, but if we introduce a cutoff
r = R , the ratio comes close to 2ρ0 for sufficiently large R, since |ψ|2 ∼ ρ0 and ∂ρ0 |ψ|2 ∼ 1 hold far from the origin.
Thus, we can set αβ = 2ρ0 and we obtain
α = ±
√
ρ0
c0
, β = ±2√c0ρ0. (6.22)
Therefore, the perturbative expansions of the eigenstate and the dispersion relation are given by
w = wphase ± k
√
ρ0
c0
zphase + O(k
2), (6.23)
ǫ = ±2√c0ρ0k + O(k2), (6.24)
respectively. Thus we obtain a type-I relation. This relation is the same with that of the Bogoliubov phonon in a
uniform system [Eq. (5.7)].
6.2. Ripplons in two-component BECs
Let us consider the GP functional for two-component BECs in three spatial dimensions:
H =
∫
d3x
∑
i=1,2
( |∇ψi|2
2mi
− µi|ψi|2
)
+
∑
i, j=1,2
(
gi j|ψi|2|ψ j|2
) , (6.25)
where g12 = g21 and g11, g22 are positive. If g12 >
√
g11g22, the ground state is given by the state where two conden-
sates ψ1 and ψ2 are separated. Let us consider a stationary domain-wall solution where ψ1 and ψ2 are translationally
invariant in the x and y directions and the domain wall exists at z = 0. We set the boundary condition as
ψ1 →

√
ρ1 (z = +∞)
0 (z = −∞) , ψ2 →
0 (z = +∞)√ρ2 (z = −∞). (6.26)
Without loss of generality we can assume both ψ1 and ψ2 are real-valued. The GP equation with respect to the z-axis
is given by
−1
2m1
∂2zψ1 − µ1ψ1 + 2g11|ψ1|2ψ1 + 2g12|ψ2|2ψ1 = 0, (6.27)
−1
2m2
∂2zψ2 − µ2ψ2 + 2g22|ψ2|2ψ1 + 2g12|ψ1|2ψ2 = 0. (6.28)
From the boundary conditions the chemical potentials are determined as
µi = 2giiρi, i = 1, 2. (6.29)
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Henceforth, for simplicity, we consider the case where the parameters of ψ1 and ψ2 are symmetric:
g11 = g22 = g, 2m1 = 2m2 = 1, ρ1 = ρ2 = ρ0. (6.30)
If these parameters are different, the velocities of phonons in the right and left sides are unequal and more complicated
reflection-refraction phenomena may occur.
As usual, the Bogoliubov equation is obtained by linearization of the GP equation. Here, we are interested in
the solution propagating in the x and y directions. So we seek the solution of the form (ui(x, y, z, t), vi(x, y, z, t)) =
ei(kxx+kyy−ǫt)(ui(z), vi(z)), i = 1, 2. Then, the Bogoliubov equation is given by
ǫ

u1
u2
v1
v2
 = (H0 + σk2)

u1
u2
v1
v2
 , (6.31)
where k =
√
k2x + k
2
y , σ = diag(1, 1,−1,−1), and
H0 = T + S , (6.32)
T = diag(−∂2z − 2gρ0,−∂2z − 2gρ0, ∂2z + 2gρ0, ∂2z + 2gρ0), (6.33)
S = 2

2g|ψ1|2 + g12|ψ2|2 g12ψ1ψ∗2 gψ21 g12ψ1ψ2
g12ψ
∗
1
ψ2 2g|ψ2|2 + g12|ψ1|2 g12ψ1ψ2 gψ22
−gψ2∗
1
−g12ψ∗1ψ∗2 −2g|ψ1|2 − g12|ψ2|2 −g12ψ∗1ψ2
−g12ψ∗1ψ∗2 −gψ∗22 −g12ψ1ψ∗2 −2g|ψ2|2 − g12|ψ1|2
 . (6.34)
From the symmetry of the Hamiltonian, if (ψ1(z), ψ2(z)) is a solution of the GP equation, (ψ1(z + z0)e
i(θ+ϕ), ψ2(z +
z0)e
i(θ−ϕ)) is also a solution. Differentiating the GP equation by θ, ϕ, and z0, we obtain three SSB-originated zero-
mode solutions for H0:
wover =

ψ1
ψ2
−ψ∗
1
−ψ∗
2
 , wrel =

ψ1
−ψ2
−ψ∗
1
ψ∗
2
 , wtrans =

∂zψ1
∂zψ2
∂zψ
∗
1
∂zψ
∗
2
 (6.35)
Here “over” and “rel” mean the overall and relative phase factors. The generalized eigenvector pairing with wover is
found by differentiating the GP equation by ρ0:
H0zover = 2gwover, zover =

∂ρ0ψ1
∂ρ0ψ2
∂ρ0ψ
∗
1
∂ρ0ψ
∗
2
 . (6.36)
In the present case, the σ-inner product for two Bogoliubov wavefunctions w1 = (u11(z), u12(z), v11(z), v12(z))
T ,w2 =
(u21(z), u22(z), v21(z), v22(z))
T is defined as
(w1,w2)σ =
∫
dz
(
u∗11u21 + u
∗
12u22 − v∗11v21 − v∗12v22
)
. (6.37)
We can check
(wover,wrel)σ = (wover,wtrans)σ = 0, (wrel,wtrans)σ = 2ρ0. (6.38)
Thus, wover is σ-orthogonal to the other two zero modes and it gives rise to a type-I NGM. On the other hand, wrel and
wtrans are not σ-orthogonal, so these two modes become a seed of a type-II NGM. The Gram matrix becomes
P =

(wover,wover)σ (wover,wrel)σ (wover,wtrans)σ
(wrel,wover)σ (wrel,wrel)σ (wrel,wtrans)σ
(wtrans,wover)σ (wtrans,wrel)σ (wtrans,wtrans)σ
 =

0 0 0
0 0 2ρ0
0 2ρ0 0
 . (6.39)
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So, we obtain 1
2
rank P = 1.
Let us determine a finite-norm eigenvector w0 := wrel + cwtrans satisfying the following σ-orthogonal relations
[c.f.: Eqs. (4.6) and (4.8)]:
(w0, τw
∗
0)σ = (w0, στw
∗
0)σ = 0, τ :=
(
I2
I2
)
. (6.40)
(w0, τw
∗
0
)σ = 0 is satisfied if c is real. From the second condition, we obtain
c2 =
(wrel, σwrel)σ
(wtrans, σwtrans)σ
=
∫
dz(|ψ1|2 + |ψ2|2)∫
dz(|∂zψ1|2 + |∂zψ2|2)
∼ 2ρ0L
T0
, (6.41)
where T0 =
∫
dz(|∂zψ1|2 + |∂zψ2|2) is a total kinetic energy and we have introduced a cutoff L for the integral of the
numerator. (The interval of the system is set to [−L, L].) Using this w0, we can carry out the perturbative calculation
in the same way as Kelvin modes. The coefficient of quadratic dispersion is given by
ǫ2 =
(w0, σw0)σ
(w0,w0)σ
=
cT0
ρ0
∼
√
2T0L
ρ0
. (6.42)
Thus, the dispersion relation of ripplons for a finite-size system is given by
ǫ =
√
2T0L
ρ0
k2 + O(k4). (6.43)
The coefficient is proportional to the square root of the system length
√
2L, which is consistent with the finite-size
effect found by Takeuchi and Kasamatsu [32].
6.3. Perspective on infinite systems
So far we have seen that the type-II NGMs indeed have quadratic dispersion if the system size is finite. However,
it is known that the dispersion of these NGMs in infinite systems is not given by an integer power of k. For Kelvin
modes, it is known that the dispersion is given by ǫ ∼ −k2 log k [74]. For the ripplon, while the dispersion becomes
quadratic ǫ ∼ L1/2k2 in finite size systems, it becomes ǫ ∼ k3/2 in infinite systems [32]. Empirically, the correct
dispersion relations in infinite systems can be obtained if we formally replace the system length (or radius) L (or R)
by k−1. In order to derive them, we need to modify the naive perturbation theory; if we appropriately take account
of asymptotic behaviors of low-energy quasiparticle wavefunctions in large systems, we can obtain an interpolating
formula which connects an integer-power dispersion in finite systems and a non-integer dispersion relations in infinite
systems. These findings will be published elsewhere in future [75].
7. Summary and discussions
In this last section, we provide a summary and discuss a few related and remaining issues.
7.1. Summary
In this paper, we have constructed a theory to count NGMs with linear and quadratic dispersion relations in the
framework of the Bogoliubov theory in systems with spontaneously broken internal and/or spacetime symmetries. In
our theory, the classification of NGMs and the explicit calculation of dispersion relations are based on the following
two core concepts:
(i) σ-inner products and σ-orthogonality— non-positive-definite inner products between Bogoliubov quasiparticle
wavefunctions.
(ii) SSB-originated zero-mode solutions — zero-energy solutions of the Bogoliubov equation derived by differenti-
ation of the GP equation with respect to a parameter related to the symmetry.
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The concept (i) is introduced via Bogoliubov transformations, and the most general definition is given by Eq. (1.1).
For the case of internal symmetry breaking, we can use a simplified version with the omitted spatial integration
(Subsec. 3.1). For the case of spacetime symmetry breaking, we can also omit the integration for the axis where the
translational symmetry is preserved [Eqs. (6.9) and (6.37)]. The solution (ii) can be generally written as Eq. (1.2),
i.e., “(a generator of the symmetry group of the system) × (the order parameter)”. In the case of spacetime symmetry
breaking, these solutions are simply given by spatial derivatives [Eqs. (6.10) and (6.35)].
In terms of the σ-orthogonality of zero-mode solutions, our procedure to count type-I and type-II NGMs can be
summarized as follows:
1. Define the σ-inner product. (It is always possible if the system obeys the Hamiltonian mechanics.)
2. Derive all zero-energy and zero-wavenumber solutions for the Bogoliubov equation. As for the SSB-originated
zero-mode solutions, we can derive it by differentiation of the fundamental equation by the corresponding
parameter.
3. If a given zero mode solution is σ-orthogonal to all other zero-mode solutions, then the corresponding gapless
mode is of type-I.
4. If there exists a pair of zero modes with a nonzero σ-inner product, then these two modes yield one type-II
excitation.
On the basis of this criterion, we can also construct a matrix which counts the number of type-II NGMs, namely,
a Gram matrix P (Subsec. 4.2 for internal symmetry breaking and Eqs. (6.13) and (6.39) for spacetime symmetry
breaking). The number of type-II modes is then given by nII =
1
2
rank P. The counting method based on the σ-
orthogonality and the Gram matrix is more useful and powerful than that proposed in earlier works, because our
method can easily include an additional zero modes, which are not originated from the SSB (see the example of
quasi-NGMs of the spin-2 nematic phase in Subsec. 5.4.3), and does not need a sensitive mathematical treatment for
cores of topological defects in order to derive non-commutativity of translation operators (see Sec. 6).
In addition to the above-mentionedmain result, our paper also includes many new findings such as:
(i) The complete block-diagonalization of the WB matrix (Subsec. 2.3). Through this procedure, we have found
that a pair of zero-modes becoming a seed of a type-II NGM is generally linearly independent, contrary to the
original assumption by Nielsen and Chadha [1].
(ii) As a result of (i), if the pair of the zero modes are linearly independent, the generated type-II NGM has a
dispersion relation with a coefficient larger than that of a free particle. Namely, if we write it ǫ = Ak2, we can
show A ≥ 1 [Eq. (4.54)]. The simplest example is given by the spin-3 BEC F phase (Subsec. 5.5.1).
(iii) Several linear-algebraic theorems for finite-dimensional Bogoliubov equations and Bogoliubov transformations,
which we refer to as B-hermitian and B-unitary matrices in this paper. (Sec. 3). In particular, we have revived
Colpa’s important result [48, 49], where the standard form of the B-hermitian matrices is given (Theorem 3.6).
The standard form Eq. (4.10) based on this theorem completely describes how many type-I, type-II and gapful
modes exist.
(iv) A formulation of a perturbation theory by making full use of the concept of σ-inner products (Sec. 4). The
construction of this theory makes it possible to calculate the dispersion relation for a finite wavenumber k very
systematically. For example, if the zero-mode solution of the type-II mode is given by x = (u, v)T , the lowest-
order result is given by
ǫ =
(x, σx)σ
(x, x)σ
k2 =
u†u + v†v
u†u − v†vk
2. (7.1)
This kind of calculation appears in many parts of this paper, including the case of spacetime symmetry breaking
[e.g., Eqs. (6.16) and (6.42)].
As for (ii), we mention that the relation between the intermediately-polarized phases and quantum fluctuations is
recently discussed in Ref. [76]. We also mention that the type-I–type-II transition, which we have demonstrated in the
unstable region of the spin-3 H phase (Subsec. 5.5.2), is recently proposed in metastable spin texture states of spin-1
ferromagnetic BECs in a ring trap [77].
We finally would like to emphasize that the construction of the whole theory based on σ-inner products and
40
σ-orthogonality is independent of symmetry discussions such as Lie algebras. In our formulation, the symmetry
consideration is necessary only when we derive the SSB-originated zero-mode solutions at first (Subsec. 2.2), but once
the zero-mode solutions are found, the rest of the theory can be constructed without using the concept of symmetry.
In fact, as emphasized in Subsecs. 4.1 and 4.3, the standard form of H0 [Eq. (4.10)] always exists even when the
zero-energy eigenvector is not originated from the SSB, and once this standard form can be obtained, the perturbative
calculation for finite k can be carried out without considering the physical origin of each mode. This is in contrast
to the previous works [1, 2, 3, 4, 5] based on the Lie algebra of the Hamiltonian symmetry, in which one cannot
take into account accidental zero-mode solutions which do not have an SSB origin. Even though in this paper the
analysis is restricted to the concrete multicomponent GP model [Eq. (2.1)], the procedure is general and can be used
to Hamiltonian systems in general. It is an interesting future work to apply our method in other models.
7.2. Discussions
7.2.1. Non-positive-semidefinite cases
In this paper, we have derived a standard form of B-hermitian matrices only when the positive-semidefinite as-
sumption is satisfied [Theorem 3.6 and Eq. (4.10)]. In this case, the size of the largest Jordan block is 2. As mentioned
in the introductory part of Sec. 3, the general B-hermitian matrices can have arbitrarily large Jordan blocks. However,
we can show that if H0 has a Jordan block whose size is greater than 2, the finite-wavenumber matrix H = H0 + σk
2
always has a complex eigenvalue. Its derivation is given in Appendix F. Thus, if we are only interested in the gapless
modes with stable backgrounds, such cases are physically less important.
7.2.2. Explicit symmetry breaking and “massive” Nambu-Goldstone modes
The “massive” NGMs in the presence of explicitly symmetry-breaking terms, e.g., an external magnetic field, are
discussed in Refs. [50, 51, 52, 53]. They are gapful, but their presence is still universally ensured by symmetry and the
value of the gap is determined only by a symmetry discussion. These modes also can be treated in the framework of
the Bogoliubov theory. See Appendix G for a detail. A well-known example is a spinor BEC with a magnetic field:
h =
F∑
j=−F
|∇ψ j|2 − µρ + hint − BMz, (7.2)
where the model is the same with that in Subsec. 5.2 except for the last term. Mz is a z-component of the magnetization
and B is a strength of the magnetic field. By this term, the symmetry of the system reduces from U(1) × SO(3) to
U(1)× SO(2). As derived in Eqs.(G.12) and (G.13), in addition to the ordinary zero-energy SSB-originated solutions(
u
v
)
=
(
ψ
−ψ∗
)
,
(
Fzψ
−F∗zψ∗
)
, ǫ = 0, (7.3)
we obtain the SSB-originated finite-energy solutions:(
u
v
)
=
(
F∓ψ
−F∗±ψ∗
)
, ǫ = ±B, (7.4)
where ǫ = ±B is a gap in the energy spectra. We thus obtain massive NGMs in the Bogoliubov theory. The dispersion
relation for a finite wavenumber k can be also derived [Eq. (G.14)]. They reduce to four zero-energy solutions (5.35)
when B = 0. As discussed below, these solutions play an important role to explain a perfect tunneling of “massive”
NGMs.
7.2.3. SSB-originated zero-modes as an origin of perfect tunneling of NGMs
The SSB-originated zero-mode solutions survive even when there exists an external potential and the order param-
eter is spatially non-uniform, unless the potential does not break a corresponding symmetry. In order to emphasize
this, let us write them with the position variable r:(
u(r)
v(r)
)
=
(
Q jψ(r)
−Q∗
j
ψ(r)∗
)
, (7.5)
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where Q j is a generator of the symmetry group G. For example, in the case of spinor BECs, Q j = I, Fx, Fy, and
Fz. Note that the sign of v(r) is frequently taken in an opposite way in many papers. The “massive” NGMs, i.e.,
finite-energy solutions (7.4) in a magnetic field also exist, if the potential does not break the symmetry with respect to
a z-axis rotation.
The above zero-mode solutions in non-uniform systems have a close relation to the scattering properties of NGMs.
Scattering problems of NGMs are extensively studied in Refs. [54, 55, 56, 57, 58, 59, 60, 61]. It is known that NGMs
show a perfect tunneling in the long-wavelength limit. As a first example, the tunneling properties of Bogoliubov
phonons in scalar BECs were studied in Refs. [54, 55, 56, 57]. In particular, the physical origin of this perfect tunnel-
ing was shown to be a coincidence between the condensate wavefunction and quasiparticle wavefunctions [57]. This
solution is just Eq. (7.5) with Q j = I. The similar coincidences are also found in the perfect tunneling of spin waves
in spinor BECs [59, 60, 61], and they are reduced to the cases Q j = Fx, Fy, and Fz of Eq. (7.5). Moreover, the perfect
tunneling of gapful modes in the presence of magnetic fields, e.g., the transverse spin waves in the current-carrying
ferromagnetic BEC [59] and the unsaturated magnetization phases [60] can be also explained by a position-dependent
version of the “massive” NGMs (7.4). [Note that their wavenumbers are not necessarily equal to zero in the current-
carrying case because the form of dispersion relation may change, though the universal existence of the solution (7.4)
with the energy ǫ = ±B is unchanged.]
Thus, the SSB-originated zero- and finite-energy solutions provide an explanation for all perfect tunneling prop-
erties of NGMs known so far.
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Appendix A. Bogoliubov approximation in quantum field theory
In this appendix we show the equivalence of the problem between the linear waves of classical field theory and
quantum field theory within the framework of Bogoliubov approximation. Let the 2nd-quantized Hamiltonian for the
N-component Bose gas be
Hˆ =
∫
hˆdx, (A.1)
hˆ = −
N∑
i=1
ψˆ
†
i
∇2ψˆi + F({ψˆ†l , ψˆl}). (A.2)
Here, ψˆ1, . . . , ψˆN are field operators satisfying the bosonic commutation relations [ψˆi(x), ψˆ j(y)] = 0 and [ψˆi(x), ψˆ
†
j
(y)] =
δi jδ(x − y), and F({ψ∗l , ψl}) = F(ψ∗1, . . . , ψ∗N , ψ1, . . . , ψN) is a c-number polynomial function and F({ψˆ†l , ψˆl}) is defined
by substituting the field operators and sorting them in normal order. The spatial dimension is arbitrary and if it is
d, dx and δ(x − y) should be read as dx = dx1 · · · dxd and δ(x − y) = δ(x1 − y1) · · · δ(xd − yd). Let us assume that
the Bose condensation occurs and each ψˆi has a finite expectation value 〈ψˆi〉. We then write the field operator as the
sum of the expectation value and the deviation from it: ψˆi = 〈ψˆi〉 + δψˆi, δψˆi := ψˆi − 〈ψˆi〉. By definition 〈δψˆi〉 = 0.
Substituting them to the Hamiltonian, we ignore higher order terms with respect of δψˆi and keep only quadratic terms
with the assumption that these deviations are small. Writing the expectation value by hatless notation ψi = 〈ψˆi〉, the
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approximate Hamiltonian becomes
hˆ ≃ h0 + hˆ1 + hˆ2, (A.3)
h0 = −
N∑
i=1
ψ∗i∇2ψi + F({ψ∗l , ψl}), (A.4)
hˆ1 =
N∑
i=1
[(
−∇2ψi + ∂F
∂ψ∗
i
)
δψˆ
†
i
+
(
−∇2ψ∗i +
∂F
∂ψi
)
δψˆi
]
, (A.5)
hˆ2 = −
N∑
i=1
δψˆ
†
i
∇2δψˆi +
∑
i, j
[
1
2
∂2F
∂ψi∂ψ j
δψˆiδψˆ j +
∂2F
∂ψ∗
i
∂ψ j
δψˆ
†
i
δψˆ j +
1
2
∂2F
∂ψ∗
i
∂ψ∗
j
δψˆ
†
i
δψˆ
†
j
]
, (A.6)
where the arguments of the partial derivatives of F in Eqs. (A.5) and (A.6) are merely the classical fields {ψl, ψ∗l }, so
these are c-number functions. Let us impose the extremum condition for classical fields:
δ 〈Hˆ〉
δψk(x)∗
=
〈
δHˆ
δψk(x)∗
〉
= 0. (A.7)
We then obtain the equation
−∇2ψk + ∂F
∂ψ∗
k
+
∑
i, j
12 ∂
3F
∂ψ∗
k
∂ψi∂ψ j
〈δψˆiδψˆ j〉 + ∂
3F
∂ψ∗
k
∂ψ∗
i
∂ψ j
〈δψˆ†
i
δψˆ j〉 + 1
2
∂3F
∂ψ∗
k
∂ψ∗
i
∂ψ∗
j
〈δψˆ†
i
δψˆ
†
j
〉
 = 0. (A.8)
Compared to the classical GP equation (2.2), it contains the contribution from the expectation value of quasiparticles.
The corresponding equation for the single component case (the case of scalar BEC) is found in Ref. [78]. Note that
if we want to formulate the Hartree-Fock-Bogoliubov theory, we need to keep a little more kinds of terms for δψˆi’s
[46, 78]. In the simplest Bogoliubov approximation, all expectation values of quasiparticles are ignored, and Eq. (A.8)
is simply reduced to the GP equation (2.2). If we use the solution of the GP equation, hˆ1 vanishes automatically and the
remaining work is to diagonalize hˆ2 by the Bogoliubov transformation. Let us consider the Bogoliubov transformation
δψˆi(x) =
∑
n
u
(n)
i
(x)αˆn + v
(n)
i
(x)∗αˆ†n (A.9)
↔ αˆn =
N∑
i=1
∫
dx
(
u
(n)∗
i
(x)ψˆi(x) − v(n)∗i (x)ψˆ†i (x)
)
, (A.10)
where the subscript n is a label of quasiparticle eigenstates (not to be confused with the number of the component).
The operators αˆn also satisfy the bosonic commutation relations: [αˆm, αˆn] = 0 and [αˆm, αˆ
†
n] = δmn. In order for these
bosonic commutation relations to hold, the coefficient functions u
(n)
i
(x) and v
(n)
i
(x) must satisfy
N∑
i=1
∫
dx
(
u
(m)∗
i
(x)u
(n)
i
(x) − v(m)∗
i
(x)v
(n)
i
(x)
)
= δmn, (A.11)
N∑
i=1
∫
dx
(
u
(m)
i
(x)v
(n)
i
(x) − v(m)
i
(x)u
(n)
i
(x)
)
= 0, (A.12)
∑
n
(
u
(n)
i
(x)u
(n)
j
(y)∗ − v(n)
i
(x)∗v(n)
j
(y)
)
= δi jδ(x − y), (A.13)∑
n
(
u
(n)
i
(x)v
(n)
j
(y)∗ − v(n)
i
(x)∗u(n)
j
(y)
)
= 0. (A.14)
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These relations can be regarded as an infinite-dimensional version of B-unitary condition discussed in Sec. 3. To
diagonalize hˆ2, we choose (u
(n)
i
(x), v
(n)
i
(x)) to satisfy
−∇2u(n)
i
+
∑
j
(
Fi ju
(n)
j
+Gi jv
(n)
j
)
= ǫ(n)u
(n)
i
, (A.15)
∇2v(n)
i
−
∑
j
(
F∗i jv
(n)
j
+G∗i ju
(n)
j
)
= ǫ(n)v
(n)
i
, (A.16)
where Fi j and Gi j are defined by Eq. (2.7) and satisfy Eq. (2.8), and the eigenvalue ǫ
(n) is assumed to be real. Let us
substitute Eq. (A.9) into Eq. (A.6) after rewriting the kinetic energy term in Eq. (A.6) as
N∑
i=1
δψˆ
†
i
∇2δψˆi → 1
2
N∑
i=1
(
δψˆ
†
i
∇2δψˆi + (∇2δψˆ†i )δψˆi
)
(A.17)
by integration by parts. We then obtain
hˆ2 =
∑
i,m,n
ǫ(n) + ǫ(m)
2
(
u
(m)∗
i
u
(n)
i
− v(m)∗
i
v
(n)
i
)
αˆ†mαˆn −
∑
i,n
ǫ(n)|v(n)
i
|2
+
1
2
∑
i,m,n
ǫ(n)
(
u
(n)∗
i
v
(m)∗
i
− v(n)∗
i
u
(m)∗
i
)
αˆ†mαˆ
†
n +
1
2
∑
i,m,n
ǫ(n)
(
u
(n)
i
v
(m)
i
− v(n)
i
u
(m)
i
)
αˆmαˆn. (A.18)
Integrating this expression and using Eqs. (A.11) and (A.12), we obtain∫
hˆ2dx =
∑
n
ǫ(n)αˆ†nαˆn −
∑
i,n
ǫ(n)
∫
|v(n)
i
|2dx. (A.19)
Thus hˆ2 can be diagonalized by the Bogoliubov transformation (A.9) with Eqs. (A.15) and (A.16), which are equiv-
alent to the linearized equations for a classical field [Eqs. (2.4) and (2.5)]. Therefore both theories share the same
fundamental equations and the results in the main part of this paper are also applicable to quantum field theory within
the framework of the Bogoliubov approximation.
Appendix B. Equivalence between symplectic group and Bogoliubov transformation group
The classical Hamiltonian mechanics can be formulated in terms of generalized position and momentum variables
q and p. We can rewrite it by the complex variable ψ = (q+ ip)/
√
2, which is convenient for GP or Ginzburg-Landau
type equations. Here we briefly summarize the relation between both representations, and show that symplectic
matrices and B-unitary matrices are equivalent up to trivial linear transformation. As stated in Sec. 3, B-unitary
matrix corresponds to the Bogoliubov transformation for bosonic field operators. So the symplectic group and the
Bogoliubov transformation group are equivalent.
Let H({q, p}) = H(q1, . . . , qn, p1, . . . , pn) be the Hamiltonian with n degree of freedom. The Hamilton equation is
given by
p˙ j = −∂H
∂q j
, q˙ j =
∂H
∂p j
. (B.1)
Substituting q j = q j + δq j, p j = p j + δp j to the above, and ignoring higher order terms with respect to (δq j, δp j), we
obtain the equation for the linearized small oscillations in the neighbor of a certain solution of Eq. (B.1):
d
dt
(
δq
δp
)
= L
(
δq
δp
)
, L =
(
A B
−C −AT
)
, (B.2)
δq := (δq1, . . . , δqn)
T , δp := (δp1, . . . , δpn)
T , (B.3)
Ai j =
∂2H
∂pi∂q j
, Bi j =
∂2H
∂pi∂p j
, Ci j =
∂2H
∂qi∂q j
. (B.4)
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The matrix L is sometimes called a “hamiltonian” matrix in the literature of dynamical systems. This naming is
rather confusing for condensed matter physicists, because a “hamiltonian” matrix is not hermitian! In order to avoid
a confusion with hermitian matrices, we always add a double quotation mark. If we consider the small oscillation
around a stationary solution, the eigenvalue of L describes the stability of the stationary point. The classification for
normal forms of “hamiltonian” matrices is given in Arnold’s book (Appendix 6 of Ref. [65]).
A symplectic matrix R is defined as a linear transformation for (p j, q j) which preserves the Hamilton equation,
and must satisfy the following condition:
R∗ = R, RT JR = J, J :=
(
In
−In
)
. (B.5)
If we define (q′, p′)T := R(q, p)T and H′({q′, p′}) := H({q, p}), the new variables also satisfy the Hamilton equation.
Note that the exponential of the “hamiltonian” matrix eLt is symplectic. So, using the above J, the “hamiltonian”
matrix satisfies
L∗ = L, LT J + JL = 0. (B.6)
Let us define complex variables by
q j =
ψ j+ψ
∗
j√
2
p j =
ψ j−ψ∗j
i
√
2
↔
ψ j =
q j+ip j√
2
ψ∗
j
=
q j−ip j√
2
,
(B.7)
and define a new Hamiltonian by H˜({ψ∗, ψ}) = H({ψ+ψ∗√
2
,
ψ−ψ∗√
2i
}). Then, the Hamilton equation is given by
iψ˙ j =
∂H˜
∂ψ∗
j
, −iψ˙∗j =
∂H˜
∂ψ j
, (B.8)
and the linearized equation is
i
d
dt
(
δψ
δψ∗
)
= L˜
(
δψ
δψ∗
)
, L˜ =
(
F G
−G∗ −F∗
)
, (B.9)
δψ := (δψ1, . . . , δψn)
T , δψ∗ := (δψ∗1, . . . , δψ
∗
n)
T , (B.10)
Fi j =
∂2H˜
∂ψ∗
i
∂ψ j
, Gi j =
∂2H˜
∂ψi∂ψ j
. (B.11)
Here, the matrix L˜ is B-hermitian. The linearized variables (δq, δp) and (δψ, δψ∗) are related as(
δψ
δψ∗
)
= U0
(
δq
δp
)
, U0 :=
1√
2
(
In iIn
In −iIn
)
. (B.12)
Therefore, the “hamiltonian” matrix L and the B-hermitian matrix L˜ satisfy
iL = U−10 L˜U0. (B.13)
Because of the imaginary number i, a pure imaginary eigenvalue of L corresponds to a real eigenvalue of L˜. The
correspondence between symplectic matrix R and the B-unitary matrix U is given by
R = U−10 UU0. (B.14)
From R∗ = R and RT = −JR−1J, we obtain the B-unitary conditionsU∗ = τUτ and U† = σU−1σ, respectively.
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Appendix C. Proofs of Theorems and Propositions in Sec. 3
In this appendix we provide the complete proofs for theorems and propositions given in Sec. 3.
Proof of the fundamental properties (i)-(iii) in Subsec. 3.1. (ii): Let W be a subset of V such that its elements are
σ-orthogonal to all vectors in V . We can easily show that W becomes a vector space, and therefore its property
does not depend on a choice of basis. (i),(iii): Let w1, . . . ,wr be a basis of V . We define a (2N) × r matrix by
P = (w1, . . . ,wr). Let us consider the Gram matrix with respect to the σ-inner product P
†σP, which gives a list
of σ-inner products in the current basis. Since P†σP is hermitian, there exists an invertible matrix Q such that
Q†P†σPQ = diag(1, . . . , 1,−1, . . . ,−1, 0, . . . , 0). If we define a new basis by w′
i
=
∑
j w jQ ji, then {w′1, . . . ,w′r}
becomes a σ-orthonormal system. Furthermore, by Sylvester’s law of inertia, the number of 1,−1 and 0 in Q†P†σPQ
does not depend on the diagonalizing matrix Q.
To prove the properties (iv) and (v), we first prove the following proposition:
Proposition C. 1. Let {x1, . . . , xp, y1, . . . , yq, z1, . . . , zt} be a σ-orthonormal basis such that xi, yi, and zi have pos-
itive, negative, and zero norm, respectively. Let us write xi = (ui, vi)
T , yi = (u
′
i
, v′
i
)T , and zi = (u
′′
i
, v′′
i
)T , where
ui, u
′
i
, u′′
i
, vi, v
′
i
, v′′
i
∈ CN . The following (a)-(d) hold:
(a) u1, . . . , up are linearly independent.
(b) v′
1
, . . . , v′q are linearly independent.
(c) u′′
1
, . . . , u′′t are linearly independent.
(d) v′′
1
, . . . , v′′t are linearly independent.
Proof of Proposition C.1. (a): The case of p = 1 is trivial. Let p ≥ 2 and assume the relation up = ∑p−1i=1 ciui, where
at least one ci satisfies ci , 0. Henceforth we abbreviate
∑p−1
i=1
as
∑
. By the Cauchy-Schwartz inequality,
∣∣∣∣v†p (∑ civi)∣∣∣∣2 ≤ (∑ civi)† (∑ civi) v†pvp. (C.1)
On the other hand, using the σ-orthogonality u
†
i
u j = v
†
i
v j + δi j and the first assumption up =
∑
ciui, we obtain∣∣∣∣v†p (∑ civi)∣∣∣∣2 = ∣∣∣∣u†p (∑ ciui)∣∣∣∣2 = (∑ ciui)† (∑ ciui) u†pup = [∑ |ci|2 + (∑ civi)† (∑ civi)] (1 + v†pvp) . (C.2)
Combining Eqs. (C.1) and (C.2), we get (
∑ |ci|2)(1 + v†pvp) + (∑ civi)†(∑ civi) ≤ 0, a contradiction. (b): The same
as (a). (c): It is trivial if t = 1. Let t ≥ 2 and assume the relation u′′t =
∑t−1
i=1 ciu
′′
i
, where at least one ci satisfies
ci , 0. Henceforth we abbreviate
∑t−1
i=1 as
∑
. By a similar calculation to Eq. (C.2), we obtain
∣∣∣(v′′t )†∑ civ′′i ∣∣∣2 =(∑
civ
′′
i
)† (∑
civ
′′
i
)
(v′′t )
†v′′t , which is the case of the equality in the Cauchy-Schwartz inequality. Therefore, a relation
v′′t = α
∑
civ
′′
i
with α ∈ C exists. On the other hand, from theσ-orthogonality, (u′′t )†u′′i −(v′′t )†v′′i = 0 for i = 1, . . . , t−1
holds. Multiplying this relation by ci and taking a sum with respect to i, and using u
′′
t =
∑
ciu
′′
i
and v′′t = α
∑
civ
′′
i
, we
obtain (1 − α)(v′′t )†v′′t = 0. Since (v′′t )†v′′t = (u′′t )†u′′t , 0, we get α = 1. But it implies zt =
∑
ci zi, which contradicts
the linear independence of z1, . . . , zt. (d): The same as (c).
Then, the properties (iv) and (v) are proved as follows.
Proof of the fundamental properties (iv) and (v) in Subsec. 3.1. (iv): It is obvious by Proposition C.1. (v): Let z be a
zero-norm vector in C2N and write it as z = (u, v)T with u, v ∈ CN . Since z , 0 and (z, z)σ = 0, both u and v are
nonzero. C2N has an element (u, 0)T , and the σ-inner product between this element and z is nonzero. Thus, there
cannot exist a zero-norm vector z which is σ-orthogonal to all vectors in C2N . Therefore t = 0 and p+ q = 2N follow.
By (iv), however, only p = q = N is possible.
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Proof of Proposition3.1. Let p < N, and let us prove that we can make a positive-norm vector which is σ-orthogonal
to x1, . . . , xp, y1, . . . , yq. Let us write xi = (ui, vi)
T , yi = (u˜i, v˜i)
T with ui, vi, u˜i, v˜i ∈ CN . By Proposition C.1(a),
u1, . . . , up are linearly independent. Since p < N, we can take up+1 ∈ CN such that up+1 is orthogonal to all other
ui’s. Using it, we define w = (up+1, 0)
T ∈ C2N , which obviously satisfies (w,w)σ > 0 and (xi,w)σ = 0. Furthermore,
we define w′ = w+
∑
j(y j,w)σy j. Then, w
′ is σ-orthogonal to x1, . . . , xp, y1, . . . , yq and has positive norm (w
′,w′)σ =
(w,w)σ +
∑
i |u˜†i up+1|2 > 0. By the same procedure, we can also make a new negative-norm vector if q < N. Then,
we can make a σ-orthonormal basis of C2N by repeating this procedure. For the B-orthonormal case, when the
above-mentionedw′ is added to the new basis, τ(w′)∗ can be also added.
Proof of Theorem 3.3. Assume that we find a positive-norm right eigenvector w1 with an eigenvalue λ1. From the
properties (viii) and (x) in Subsec. 3.2, λ1 is real and τw
∗
1
is a negative-norm right eigenvector with an eigenvalue −λ1.
By Proposition 3.1, there exists a B-unitary matrix U1 such that the first and (N + 1)-th column are given by w1 and
τw∗
1
, respectively. We then obtain
U−11 HU1 =

λ1
H′
11
H′
12
−λ1
H′
21
H′
22
 , (C.3)
where H′ =
(
H′
11
H′
12
H′
21
H′
22
)
is a B-hermitian matrix of size 2(N − 1). By iteration, we can reduce the size of H as long as we
find a new finite-norm eigenvector.
If there exists a degeneracy in some real eigenvalue λ, we first take a σ-orthonormal basis for its eigenspace. (It
is possible by the property (i) stated in Subsec. 3.1.) Then, as far as we find positive- and negative-norm vectors in
the basis, we repeat the above-mentioned process. The rest zero-norm eigenvectors become a constituent of K. The
uniqueness follows from the properties (ii) and (iii) of σ-orthonormal basis in Subsec. 3.1; the numbers of positive-
and negative-norm vectors, p and q, are unique and the subspace spanned by zero-norm eigenvectors does not depend
on a choice of basis.
From this point forward, we give a few theorems necessary to prove Theorem 3.6. The key lemma is given as
follows.
Lemma C. 2 (Colpa [48]). Let K be a B-hermitian matrix such that all eigenvalues are zero and σK is positive-
semidefinite. Then, (σK)1/2σ(σK)1/2 = 0.
This short lemma, appearing in the proof of Lemma B.2 of Ref. [48], seems to be the most important step to
accomplish the construction of the whole theory.
Proof. Since σK is a positive-semidefinite hermitian matrix, we can define (σK)1/2 unambiguously. Using the general
formula det(λI−AB) = det(λI−BA), we obtain det(λI−K) = det(λI−σ(σK)1/2(σK)1/2) = det(λI−(σK)1/2σ(σK)1/2).
By assumption, K has only zero eigenvalues, so (σK)1/2σ(σK)1/2 also has only zero eigenvalues. However, since
(σK)1/2σ(σK)1/2 is hermitian, it must be a zero matrix.
Theorem C.3. Let K be a singular B-hermitian matrix of size 2n × 2n and satisfy the same assumption with Lemma
C.2. The following (i)-(iii) hold.
(i) K2 = 0.
(ii) Let w be an eigenvector of σK with a positive eigenvalue 2κ. Then, σw is an eigenvector of both σK and K with
zero eigenvalue.
(iii) There exists a B-unitary matrix V such that
V−1KV =
(
K˜ K˜
−K˜ −K˜
)
, (C.4)
where K˜ = diag(κ1, . . . , κn), and 2κi(> 0) is an eigenvalue of σK. Here, V can be written as V = V0 ⊕V∗0 with an
n × n unitary matrix V0. Thus, V is in fact both unitary and B-unitary.
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Proof. (i): Multiplying the relation (σK)1/2σ(σK)1/2 = 0 by (σK)1/2 from left and right, we obtain σK2 = 0. (ii):
Multiplying the equation σKw = 2κw by Kσ from left and using (i), we obtain 2κKσw = 0, and κ , 0 by assumption.
(iii): Let us write positive eigenvalues of σK as 2κ1, . . . , 2κl (l ≤ n) with distinguishing multiple roots, and let us write
corresponding eigenvectors as w1, . . . ,wl. We can easily show that if wi is an eigenvector with an eigenvalue 2κi, τw
∗
i
is also an eigenvector with the same eigenvalue. Using this symmetry, we can always choose the eigenvector to satisfy
wi = τw
∗
i
or wi = −τw∗i . So, we take each wi to satisfy wi = τw∗i , which can be written as wi =
(
ui
u∗
i
)
with ui ∈ Cn. By
(ii), σwi =
(
ui
−u∗
i
)
is an eigenvector of σK and K with zero eigenvalue. We have now obtained 2l eigenvectors for σK.
Since σK is positive-semidefinite hermitian, and all positive eigenvalues are already exhausted, the rest eigenvectors
have zero eigenvalue, and therefore, they are also eigenvectors of K. Let us write them as
(
ul+1
−u∗
l+1
)
, . . . ,
( ul+l′
−u∗
l+l′
)
, where
2l+ l′ = 2n. If all eigenvectors shown so far are normalized with respect to hermitian inner product, the unitary matrix
which diagonalizes σK is given by
P =
(
u1 · · · ul u1 · · · ul+l′
u∗
1
· · · u∗
l
−u∗
1
· · · −u∗
l+l′
)
. (C.5)
Since P is invertible, P†σP is also invertible. From the assumption that K is singular B-hermitian, its all eigenvectors(
ui
u∗
i
)
(i = 1, . . . , l + l′) have zero norm and σ-orthogonal to each other. Therefore, we obtain
P†σP =
(
τl O2l×l′
Ol′×2l Ol′×l′
)
, (C.6)
but since P is invertible, l′ = 0 and l = n. Let us rescale ui →
√
2ui, then u
†
i
ui = 1. Let us define
V =
(
u1 · · · un 0 · · · 0
0 · · · 0 u∗
1
· · · u∗n
)
, (C.7)
which is both unitary and B-unitary. Using the relations K
(
ui
u∗
i
)
= 2κi
(
ui
−u∗
i
)
and K
(
ui
−u∗
i
)
= 0, we obtain the theorem.
Theorem 3.6 is finally obtained as a corollary of Theorem 3.3 and Theorem C.3:
Proof of Theorem 3.6. One can soon verify that if σH is positive-semidefinite,σK of the singular part in Theorem 3.3
is also positive-semidefinite. So, one can apply Theorem C.3. Let us define V˜ = Ir ⊕ V0 ⊕ Ir ⊕ V∗0 , where V0 is an
(N − r) × (N − r) unitary matrix such that V0 ⊕ V∗0 gives the standard form of the singular part K as Theorem C.3. If
U−1HU has the form of Eq. (3.9), then V˜−1U−1HUV˜ gives Eq. (3.11).
Appendix D. Existence of the basis satisfying Eqs. (4.6)-(4.9)
In this appendix, for any B-hermitian matrix H0 such that σH0 is positive-semidefinite, we prove that there exists
a basis for an eigenspace with zero eigenvalue satisfying the σ-orthogonal and orthogonal relations Eqs. (4.6)-(4.9).
The existence of the block-diagonal form [Eq. (4.10)] with an appropriate B-unitary matrix U is guaranteed by The-
orem 3.6. Therefore, if xi’s, τx
∗
i
’s and yi’s are positive-norm, negative-norm, and zero-norm eigenvectors with zero
eigenvalue and zi’s are generalized eigenvectors satisfying
H0xi = 0, H0τx
∗
i = 0, (i = 1, . . . , s.), (D.1)
H0y j = 0, H0 z j = 2κ jy j, ( j = 1, . . . , r.), (D.2)
we can always assume that the σ-orthogonal relations
(xi, x j)σ = −(τx∗i , τx∗j)σ = δi j, (D.3)
(yi, y j)σ = (yi, x j)σ = (yi, τx
∗
j)σ = (xi, τx
∗
j)σ = 0, (D.4)
(zi, z j)σ = 0, (yi, z j)σ = 2δi j (D.5)
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are satisfied. So, what we should prove is that we can choose a basis for an eigenspace with zero eigenvalue which
satisfies the orthogonal relations
(xi, x j)C = (τx
∗
i , τx
∗
j)C =
1
µi
δi j, (yi, y j)C = 2δi j, (D.6)
(xi, τx
∗
j)C = (yi, x j)C = (yi, τx
∗
j)C = 0. (D.7)
with keeping the σ-orthogonal relations (D.3)-(D.5). (Here, only in this appendix, we use the notation of two kinds
of product (·, ·)σ and (·, ·)C in parallel for brevity.)
Proof. Since σH0 is positive-semidefinite and zi is not an eigenvector of H0 with zero eigenvalue, (zi,H0 zi)σ =
2κi(zi, yi)σ > 0. So, both κi and (yi, zi)σ can be set to be real and positive. If we define y
′
i
=
√
2κiyi and z
′
i
=
zi/
√
2κi, we obtain the relation H0 z
′
i
= y′
i
with keeping the σ-orthogonal relation (y′
i
, z′
j
)σ = 2δi j. If we write y
′
i
=
(φi,φ
∗
i )
T , φi ∈ CN , by Proposition C.1(c), φ1, . . .φr are linearly independent and the relation (y′i , y′j)σ = φ†i φ j−φTi φ∗j ∝
Imφ
†
i
φ j = 0 holds. Therefore the r × r Gram matrix Pi j = φ†i φ j is a positive-definite real symmetric matrix. Then,
P can be diagonalized by a real orthogonal transformation y′′
i
=
∑
j y
′
j
O ji, and y
′′
i
satisfies the orthogonal relation
(y′′
i
, y′′
j
)C = 4κ
′
i
δi j, where 2κ
′
i
> 0 is an eigenvalue of P. If the generalized eigenvectors are also transformed by the
same orthogonal matrix z′′
i
=
∑
j z
′
j
O ji, the σ-orthogonal relation (y
′′
i
, z′′
j
)σ = 2δi j and the relation H0 z
′′
i
= y′′
i
are
preserved. Finally, defining y′′′
i
= y′′
i
/
√
2κ′
i
and z′′′
i
=
√
2κ′
i
z′′
i
, and eliminating the prime symbols from κ′
i
, y′′′
i
, z′′′
i
,
we obtain the basis satisfying the desired orthogonal relation. Next, let us make a basis for xi’s. By the Gram-Schmidt
process, if we define x′
i
= xi −
∑r
l=1
(yl ,xi)C
(yl ,yl)C
yl, they satisfy (y j, x
′
i
)C = (y j, τ(x
′
i
)∗)C = 0 with keeping the σ-orthogonal
relations. Henceforth let us write x′
i
as xi for simplicity. Let P = (x1, . . . , xs, τx
∗
1
, . . . , τx∗s) and let us consider two
kinds of Gram matrices, i.e., P†P for the normal inner product and P†σP for the σ-inner product. Since the basis
is now chosen as σ-orthonormal, the relation P†σP = σs holds. If the basis transformation P′ = PU preserves
(P′)†σP′ = P†σP, U must be a 2s × 2s B-unitary matrix. Since P†P is positive-definite, by Theorem 3.4, there exists
a B-unitary matrix U such that U†P†PU is diagonal.
Appendix E. Second and third order calculations for type-I and type-II NGMs
In this appendix, as a complementary calculation of Sec. 4, we derive the second order term for type-I mode [Eqs.
(4.47) and (4.48)] and show the absence of the third-order term in type-II modes [Eqs. (4.52) and (4.53)].
Let ξ0 be an eigenvector such that H0ξ0 = 0 and ǫ0 = 0. Then, a perturbative expansion up to third order is given
by
H0ξ1 = ǫ1ξ0, (E.1)
H0ξ2 + σξ0 = ǫ2ξ0 + ǫ1ξ1, (E.2)
H0ξ3 + σξ1 = ǫ3ξ0 + ǫ2ξ1 + ǫ1ξ2. (E.3)
First, let us consider the type-I mode. Following the result of Subsec. 4.3, we take ξ0 = y j, ξ1 = ± 1√2κ j z j, and
ǫ1 = ±
√
2κ j. Then, Eq. (E.1) becomes an identity and Eqs. (E.2) and (E.3) are given by
H0ξ2 + σy j = ǫ2y j + z j, (E.4)
H0ξ3 ±
1√
2κ j
σz j = ǫ3y j ±
ǫ2√
2κ j
z j ±
√
2κ jξ2. (E.5)
The σ-inner product between z j and Eq. (E.4) and that between y j and Eq. (E.5) yield
2κ j(y j, ξ2)σ + (z j, σy j)σ = 2ǫ2, (E.6)
(y j, σz j)σ = 2ǫ2 + 2κ j(y j, ξ2)σ. (E.7)
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From them, using the general property (y j, σz j)σ = (z j, σy j)
∗
σ, we obtain
ǫ2 =
Re(z j, σy j)σ
2
, (y j, ξ2)σ = −
i Im(z j, σy j)σ
2κ j
. (E.8)
On the other hand, y j and z j generally have the form of y j = (φ,−φ∗)T and z j = (η, η∗)T . Therefore (z j, σy j)σ =
2i Imη†φ is pure imaginary. Therefore
ǫ2 = 0, (y j, ξ2)σ = −
(z j, σy j)σ
4κ j
. (E.9)
Thus we have proved the absence of the second-order energy for the type-I NGMs. Furthermore, taking the σ-inner
product between Eq. (E.4) and zi,wi, and τw
∗
i
, and using Eq. (4.36), the expansion coefficients in Eq. (4.35) are given
by
d
(2)
i
= − (zi, σy j)σ
4κl
, α
(2)
i
= − (wi, σy j)σ
λi
, β
(2)
i
= − (τw
∗
i
, σy j)σ
λi
. (E.10)
Recalling that (X, σY)σX = XX
†Y, ξ2 can be rewritten as
ξ2 = −
 r∑
i=1
zi z
†
i
4κi
+
m∑
i=1
wiw
†
i
λi
+
m∑
i=1
τw∗
i
wT
i
τ
λi
 y j, (E.11)
which just gives the second order term of Eq. (4.48).
Next, let us consider the type-II mode. Following the result of Subsec. 4.3, we take ξ0 = x j, ξ1 = 0, ǫ1 = 0, and
ǫ2 =
1
µ j
. Then, Eq. (E.1) becomes an identity and Eqs. (E.2) and (E.3) are given by
H0ξ2 + σx j =
1
µ j
x j, (E.12)
H0ξ3 = ǫ3x j. (E.13)
By a similar calculation with the type-I case, we obtain the second order eigenvector as follows:
ξ2 = −
 r∑
i=1
zi z
†
i
4κi
+
m∑
i=1
wiw
†
i
λi
+
m∑
i=1
τw∗
i
wT
i
τ
λi
 x j, (E.14)
which is consistent with the second order term of Eq. (4.53). Taking the σ-inner product between x j and Eq. (E.13),
we obtain
ǫ3 =
(x j,H0x j)σ
(x j, x j)σ
= 0. (E.15)
Thus the third order energy for type-II modes generally vanishes. Then, Eq. (E.13) reduces to H0ξ3 = 0. However,
since ξ j with j ≥ 1 does not contain the zeroth-order solution [See Eq. (4.35)], we immediately have ξ3 = 0.
Appendix F. Perturbation theory for larger Jordan blocks
Here we show the perturbation theory when H0 has a Jordan block of size n ≥ 3. We can find a fractional
dispersion such as ǫ ∝ k2/n for finite k, but there is at least one complex-valued coefficient, which means that the
energy spectrum exhibits a dynamical instability.
For simplicity, we only consider the case of zero eigenvalue. If there exists a Jordan block of size n, we can find
the generalized eigenvectors satisfying the following relations:
H0w0 = 0, H0w1 = w0, . . . , H0wn−1 = wn−2. (F.1)
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By Theorem 3.3, such block must be singular B-hermitian, and hence w0 must have zero norm: (w0,w0)σ = 0. By an
appropriate choice of the basis of the generalized eigenspace, we can always take w0, . . . ,wn−1 such that
(w0,wn−1)σ = (w1,wn−2)σ = (w2,wn−3)σ = · · · = (wn−1,w0)σ , 0, (F.2)
(wi,w j)σ = 0 with i + j , n − 1. (F.3)
Let us calculate an eigenvalue and an eigenvector of H = H0 + σk
2 perturbatively. The perturbative expansion works
well if we expand the eigenvalue and the eigenvector as
ǫ =
n−1∑
j=1
ǫ jk
2 j/n + O(k2), (F.4)
ξ = w0 +
n−1∑
m=1
k2m/n
m∑
j=1
αm, jw j + k
2ξ2 + O(k
2(n+1)/n). (F.5)
Substituting them into (H0 +σk
2)ξ = ǫξ, the coefficients αi, j are iteratively determined and expressed in terms of ǫ j’s.
In particular, we obtain α j, j = ǫ
j
1
. On the other hand, the equation for the coefficient of k2 is given by
H0ξ2 + σw0 =
n−1∑
m=1
m∑
j=1
ǫn−mαm, jw j. (F.6)
Taking the σ-inner product between this equation and w0 yields
(w0, σw0)σ = ǫ
n
1 (w0,wn−1)σ, (F.7)
where Eq. (F.3) and αn−1,n−1 = ǫn−11 are used. We thus obtain
ǫ =
[
(w0, σw0)σ
(w0,wn−1)σ
k2
]1/n
+ O(k4/n), (F.8)
where we consider all possible n-th roots, hence Eq. (F.8) represents n different branches. If n ≥ 3, Eq. (F.8) always
includes at least one dispersion relation with complex coefficient. Thus we conclude that the system has a dynamical
instability if H0 has a Jordan block of size n ≥ 3. When n = 1 and 2, it reduces to the type-II and type-I dispersion
relations derived in Subsec. 4.3, respectively. Therefore Eq. (F.8) includes all dispersion relations treated so far.
Note that the origin of the fractional dispersion (F.8) is completely different from that of ripplons ǫ ∼ k3/2 (Sub-
secs 6.2 and 6.3), because the latter arises from an infinite-dimensional nature of B-hermitian operator and becomes
exact only in the infinite-size limit.
Appendix G. “Massive” Nambu-Goldstone modes in the Bogoliubov theory
This appendix is a complement of Subsec. 7.2.2. We give a general result on “massive” NGMs [50, 51, 52, 53]
and related SSB-originated finite-energy solutions.
Let us consider the Hamiltonian density
h =
N∑
i=1
∇ψ∗i∇ψi + F(ψ∗,ψ) − µ1M1, (G.1)
where the model is the same with Eq. (2.1) except for the last term µ1M1. In the last term, µ1 is a real constant and
M1 is given by
M1 = ψ
†Q1ψ, (G.2)
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where Q1 is a generator of the symmetry group G, and hence hermitian. M1 is a conserved quantity from Noether’s
conservation law. The GP equation is given by
i∂tψ = −∇2ψ + ∂F
∂ψ∗
− µ1Q1ψ, (G.3)
where ψ = (ψ1, . . . , ψN)
T and ∂F
∂ψ∗ = (
∂F
∂ψ∗
1
, . . . , ∂F
∂ψ∗
N
)T . The Bogoliubov equation is given by
i∂t
(
u
v
)
=
(−∇2 + F − µ1Q1 G
−G∗ ∇2 − F∗ + µ1Q∗1
) (
u
v
)
, (G.4)
where the N × N matrices F and G are the same with Eq. (2.7). Let us define
ψ˜ = e−iµ1Q1tψ, u˜ = e−iµ1Q1tu, v˜ = eiµ1Q
∗
1
tv. (G.5)
Then, we can show that these tilde-added quantities satisfy the GP and Bogoliubov equations without the term −µ1M1:
i∂tψ˜ = −∇2ψ˜ + ∂F
∂ψ˜
∗ , (G.6)
i∂t
(
u˜
v˜
)
=
(−∇2 + F G
−G∗ ∇2 − F∗
) (
u˜
v˜
)
, (G.7)
where, in proving them, we must pay attention to the fact that the function F(ψ∗,ψ) satisfies the property F(ψ˜∗, ψ˜) =
F(ψ∗,ψ), because U = e−iµ1Q1t ∈ G. Thus, repeating the same argument in Subsec. 2.2, we can obtain SSB-originated
zero-mode solutions for the Bogoliubov equation. If we go back to the tildeless notations, the solution can be written
as (
u
v
)
=
(
eiµ1Q1tQ je
−iµ1Q1 tψ
−e−iµ1Q∗1tQ∗
j
eiµ1Q
∗
1
tψ∗
)
, j = 1, . . . , n = dimG. (G.8)
They are, however, time-dependent solutions unless [Q1,Q j] = 0. In order to discuss dispersion relations, we need
to get information on stationary eigenstates. We can achieve it using the knowledge of Lie algebra. Every element in
the Lie algebra can be classified into a Cartan subalgebra or raising and lowering operators. So either of the following
two cases occur:
• [Q1,Q j] = 0, where Q j is an element of a Cartan subalgebra.
• [Q1,Q±] = ±αQ±, where Q± = Q j ± iQk is a raising and lowering operator, and α is real and only determined
by structure constants of the Lie algebra.
In the former case, we simply obtain e−iµ1Q1tQ jeiµ1Q1t = Q j, so we obtain a zero-energy eigenvector. In the latter case,
using the Baker-Campbell-Hausdorff formula, we obtain
eiµ1Q1 tQ±e−iµ1Q1t = e±iµ1αtQ±. (G.9)
From them, we obtain an SSB-originated finite-energy solution:(
u
v
)
=
(
Q±ψ
−Q∗∓ψ∗
)
with an eigenvalue ǫ = ∓µ1α. (G.10)
Let us examine the above result by a familiar example, i.e., the spinor BEC in the presence of magnetic field:
h =
F∑
j=−F
|∇ψ j|2 − µρ + hint − BMz, (G.11)
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where, the model is the same with Subsec. 5.2 except for the last term. B represents a magnitude of the magnetic
field. Note that the term −µρ does not break any symmetry. In the present system µ1M1 = BMz, and the commutation
relations are given by [Fz, Fz] = [Fz, I] = 0 and [Fz, F±] = ±F±. Thus, the SSB-originated solutions are given by(
u
v
)
=
(
ψ
−ψ∗
)
with ǫ = 0,
(
Fzψ
−F∗zψ∗
)
with ǫ = 0, (G.12)(
F+ψ
−F∗−ψ∗
)
with ǫ = −B,
(
F−ψ
−F∗+ψ∗
)
with ǫ = +B. (G.13)
If we set B = 0, they simply reproduce Eq. (5.35). We can also derive a dispersion relation for finite k using the
perturbation theory in Sec. 4. For the last mode in Eq. (G.13), the second-order result is given by
ǫ = B +
u†u + v†v
u†u − v†vk
2 = B +
ψ†(F+F− + F−F+)ψ
ψ†(F+F− − F−F+)ψ
k2 = B +
N+−
Mz
k2. (G.14)
Here N+− is a component of a nematic tensor given by Eq. (5.13).
We note that the above discussion is valid only when the symmetry-breaking term is given by a conserved quantity.
For example, in spinor BECs, the quadratic Zeeman term qNzz, where Nzz is a (z, z)-component of a nematic tensor
(5.12), is also important (e.g., See Ref. [12].). If this term is added, the finite-energy solutions (G.13) no longer exist.
(On the other hand, the zero-energy solutions (G.12) always exist even in this case.)
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