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Resumen: Uno de los retos más complejos a los que se enfrenta el Procesamiento
de Lenguaje Natural es el de determinar la polaridad de un tweet (positiva, negativa
o neutra) cuando en éste aparece lenguaje figurado, es particularmente complejo en
los textos cortos y agramaticales que podemos encontrar en las redes sociales. Este
trabajo presenta un estudio exhaustivo sobre la capacidad de distintos recursos léxi-
cos de emociones para analizar la polaridad de un conjunto de datos extraidos de
Twitter, detallando el impacto de cada uno de los recursos sobre distintas formas de
lenguaje figurado como pueden ser la irońıa y el sarcasmo que encontramos profusa-
mente en este corpus. Los resultados obtenidos muestran indicios que apuntan a que
la inclusión de información relativa a las emociones ayuda a clasificar correctamente
la polaridad tanto a nivel global como a nivel del lenguaje figurado o literal.
Palabras clave: Análisis de sentimientos, emociones, lenguaje figurado, twitter,
irońıa, sarcasmo, semeval, polaridad.
Abstract: One of the most challenging tasks in Natural Language Processing is
to determine the polarity of a tweet (positive, negative or neutral) when figurative
language is present, especially in the short and ungrammatical texts that can be
found in social media. In this paper we present a comprehensive study of the ca-
pacity of several emotional lexicons for Sentiment Analysis of Figurative Language
in Twitter, detailing how each resource impacts on different figurative language de-
vices such as sarcasm and irony. There are indications in our results that suggest
that using emotional information improves the performance of a Sentiment Analysis
model regardless of the presence or not of figurative language in the texts analyzed.
Keywords: Sentiment analysis, emotions, figurative language, twitter, irony, sar-
casm, semeval, polarity.
1 Introducción
El análisis de sentimientos es una tarea pro-
pia del Procesamiento de Lenguaje Natural
(PLN) que trata de determinar la polari-
dad que un texto pretende transmitir. Ge-
neralmente, esta tarea se ha enfocado desde
el PLN como una tarea de clasificación au-
tomática de un texto en tres clases de pola-
ridad: positiva, negativa o neutra. En el ca-
so del lenguaje literal, las técnicas existen-
tes logran resultados aceptables (Kiritchen-
ko, Mohammad, y Salameh, 2016). Sin em-
bargo, esta tarea es especialmente compleja
cuando en el texto encontramos lenguaje figu-
rado, puesto que nos enfrentamos con distin-
tos significados debido al uso de la irońıa, la
metáfora o el sarcasmo, por lo tanto la pola-
ridad del significado literal puede contrastar
fuertemente con el sentimiento que pretende
transmitir el sentido figurado. Incluso los se-
res humanos tenemos dificultad en decidir si
una texto es irónico o metafórico. La irońıa
puede ser muy sutil, mientras que la metáfora
se puede representar de muchas formas. Sin
embargo, el sarcasmo es más fácil de detectar
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para los seres humanos. El lenguaje figurado
es especialmente común en los textos que po-
demos encontrar en la web y en las redes so-
ciales, especialmente en Twitter o Facebook.
La limitación en la longitud en los textos de
la red social Twitter, aśı como el uso de ex-
presiones plagadas de argot y errores grama-
ticales, dificulta la comprensión del mensaje.
En definitiva, el lenguaje figurado presenta
un desaf́ıo para el rendimiento de los siste-
mas de análisis de sentimientos convenciona-
les basados en la semántica léxica de las pala-
bras ya que a menudo resultan insuficientes
para detectar los significados indirectos. En
el trabajo de Hernández et al., (2016) puede
encontrarse un estudio detallado del impacto
de la irońıa y el sarcasmo en el análisis de
sentimientos.
En este trabajo se presenta un estudio del
impacto de las emociones en la detección de la
polaridad de un tweet. Partimos de la hipóte-
sis de que no todos los recursos disponibles fa-
vorecen la detección de la polaridad en igual
medida, por lo tanto llevamos a cabo una se-
rie de experimentos para evaluar cómo afec-
tan diferentes recursos de emociones tanto en
el lenguaje figurado como en el lenguaje lite-
ral. Nuestra metodoloǵıa está compuesta por
dos fases: en la primera de ellas estudiare-
mos el impacto de los recursos léxicos sobre el
entrenamiento de clasificadores que predigan
la polaridad del conjunto completo de tweets
de la tarea 11 de SemEval20151 y a conti-
nuación evaluaremos en detalle el impacto de
cada uno de los recursos para las diferentes
tipoloǵıas del lenguaje figurado presentes en
este corpus.
El resto del art́ıculo está organizado de la
siguiente manera: en primer lugar describire-
mos el estado de la cuestión en el apartado
2; la metodoloǵıa se describe en detalle en
el apartado 3; a continuación en el aparta-
do 4 se presenta el conjunto de datos sobre
el cual validaremos nuestra metodoloǵıa, que
como ya hemos introducido se trata de la ta-
rea 11 de SemEval2015; en el apartado 5 se
presentan los experimentos que se han lleva-
do a cabo; a continuación en el apartado 6
evaluaremos los resultados obtenidos y, por
último, extraeremos las debidas conclusiones
en el apartado 7.
1http://alt.qcri.org/semeval2015/task11/
2 Estado de la cuestión
Como ya hemos introducido, la definición
más extendida de la tarea de análisis de sen-
timientos se centra en clasificar los textos en
tres categoŕıas: textos positivos, negativos y
neutros. Los trabajos pioneros (Pang, Lee, y
Vaithyanathan, 2002) abordaron esta tarea
como un problema de clasificación supervi-
sada aunque en la literatura también pode-
mos encontrar aproximaciones no supervisa-
das (Turney, 2002). En el trabajo de Pang y
Lee (2008) se recoge un amplio estudio de las
distintas técnicas que se han empleado para
tratar de resolver la tarea del análisis de sen-
timientos sobre textos extráıdos de Internet.
La detección del lenguaje figurado es una
tarea en si misma, y distintas aproximaciones
han intentado abordarla. Cuando se trata de
analizar los textos, la información disponible
en la web se puede utilizar como una fuen-
te de conocimiento para generar caracteŕısti-
cas auxiliares. En el trabajo de Veale y Hao
(2007) se describe una forma semiautomática
de recopilar el conocimiento y la semántica de
los estereotipos de la web atacando directa-
mente a las construcciones del lenguaje. Los
autores demostraron que alrededor del 20 %
de los śımiles de la web eran irónicos. Sin em-
bargo, su trabajo no se puede utilizar para
detectar la irońıa de forma general ya que
utilizaba las propias estructuras del lenguaje.
Tradicionalmente, el lenguaje figurado se ha
intentado detectar explorado las caracteŕısti-
cas superficiales de los textos. Por una parte,
existen estudios que intentan detectar el len-
guaje figurado teniendo en cuenta el orden
sintáctico, las propiedades léxicas o los ele-
mentos afectivos que componen el texto (Re-
yes, Rosso, y Buscaldi, 2012; Reyes, Rosso, y
Veale, 2013). Por otra parte, otros trabajos
se centran en investigar como los hashtags
de Twitter se emplean para remarcar una in-
tención figurativa en el mensaje transmitido,
en especial para la expresión de la irońıa o
sarcasmo (Sulis et al., 2016). El interés que
despierta la tarea de la detección de la polari-
dad aśı como el impacto que tiene sobre ésta
el lenguaje figurado motivó en 2015 una ta-
rea en la competición internacional para el la
evaluación semántica (Semantic Evaluation -
(SemEval)) (Ghosh et al., 2015).
Quince equipos participaron en la tarea 11
de SemEval 2015 que fue abordada siguien-
do múltiples perspectivas. La mayor parte de
los participantes plantearon soluciones super-
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visadas para intentar resolver la tarea, pre-
dominando dos modelos de aprendizaje au-
tomático: las Máquinas de Soporte Vecto-
rial (MSV) y los Modelos Regresión. Dichos
modelos se entrenaron utilizando un conjun-
tos de caracteŕısticas cuidadosamente selec-
cionadas para esta tarea como pueden ser: n-
gramas de caracteres, n-gramas de palabras,
valores extráıdos de distintos léxicos, etc.2.
Nuestro trabajo pretende extender la
aproximación presentada por Hernández et
al., (2015), en la cual se abordó la tarea
incorporando recursos externos adicionales.
Los autores proponen representar un tweet
mediante un conjunto de valores de carac-
teŕısticas extráıdas de recursos léxicos exter-
nos que modelan tanto las emociones como la
información psicolingǘıstica contenida en un
tweet. Asimismo, el trabajo de Sulis et al.,
(2016) presenta un análisis de la distribución
y correlación de un conjunto de caracteŕısti-
cas psicolingǘısticas y emocionales extráıdas
de recursos léxicos para realizar la clasifica-
ción de tweets irónicos y sarcásticos.
Sin embargo, a diferencia de los citados
trabajos sobre el estudio de las emociones en
el lenguaje figurado, en este art́ıculo presen-
tamos un estudio exhaustivo sobre la capaci-
dad de diferentes recursos léxicos de emocio-
nes para predecir la polaridad del conjunto
de datos de Twitter de la tarea 11 de SemE-
val2015 detallando cómo afectan estos recur-
sos a los tweets que contienen lenguaje figu-
rado y lenguaje literal.
3 Metodoloǵıa
En este apartado describiremos la metodo-
loǵıa que empleamos para el estudio del im-
pacto de ciertos recursos léxicos sobre la de-
tección de la polaridad.
Se ha trabajado con diferentes recursos:
LIWC, EmoLex y Smilies, que se detallarán
en el siguiente apartado. Los recursos que he-
mos estudiado almacenan distintos niveles de
información respecto a las palabras. El ni-
vel más básico es la información sobre si una
palabra es “positiva” o “negativa” aunque
también incluyen otras categoŕıas que indi-
can que emociones están vinculadas a las pa-
labras. Primeramente, se ha realizado una se-
rie de experimentos para determinar la pola-
ridad de los tweets utilizando únicamente las
2Para más información ver el art́ıculo de Gosh et
al., (2011).
categoŕıas de “positivo” y “negativo” de di-
chos recursos por separado y a continuación
para todas las categoŕıas de los recursos.
El procedimiento que hemos llevado a ca-
bo para evaluar el impacto de cada recurso
sobre la detección de la polaridad consistió
en una vez tokenizados los datos de entrena-
miento y test, desarrollar un estudio ablativo
que evalúa cómo el uso de diferentes técni-
cas, como la bolsa de palabras (Bag of words
(BOW)) o Term frequency – Inverse docu-
ment frequency (Tf-Idf), aśı como los recur-
sos para representar un tweet, afectan a la
calidad de la clasificación. Este proceso se ex-
plicará en detalle en el apartado 5.
Independientemente de la representación
elegida, se ha entrenado un sistema de cla-
sificación automático para inferir la polari-
dad utilizando la libreŕıa scikit-learn (Pedre-
gosa et al., 2011). Teniendo en cuenta que
el sistema deb́ıa predecir un valor de polari-
dad continuo, se ha empleado una Máquina
de Soporte Vectorial adaptada para regresión
(MSVR).
Este estudio se ha realizado tanto a nivel
de todo el corpus, como a nivel de los distin-
tos tipos de lenguaje figurado presentes en es-
te corpus. Para dividir los tweets entre aque-
llos que contienen lenguaje figurado o lengua-
je literal utilizamos los hashtags, asumiendo
que el usuario etiqueta su propio tweet con
el tipo de lenguaje empleado facilitando su
comprensión, siguiendo la aproximación pre-
sentada por Sulis et al., (2016).
3.1 Recursos
Se han utilizado varios recursos para obtener
los sentimientos y emociones de los tweets.
Estos recursos son los siguientes:
NRC Word-Emotion Association
Lexicon (EmoLex)(Mohammad y Turney,
2010): El recurso NRC Emotion Lexicon es
una lista de palabras en inglés con sus corres-
pondientes asociaciones con las ocho emocio-
nes básicas de Plutchik (Plutchik, 1980): ira,
miedo, anticipación, confianza, sorpresa, tris-
teza, alegŕıa y el disgusto (anger, fear, antici-
pation, trust, surprise, sadness, joy y disgust)
y dos sentimientos: positivo y negativo (ne-
gative y positive). Este recurso fue manual-
mente anotado. Si la palabra pertenece a la
categoŕıa se indica con un 1, en caso contrario
con un 0. En este recurso podemos encontrar
14,182 palabras etiquetadas. En la Tabla 1
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se muestra un ejemplo de como se codifica la












Tabla 1: EmoLex: representación de la pala-
bra dark
Linguistic inquiry and word count
(LIWC) (Pennebaker, Francis, y Booth,
2001): Este recurso le asocia a cada palabra
una serie de categoŕıas. En total hay un con-
junto de 64 categoŕıas diferentes y se muestra
la asociación para un total de 4485 palabras.
Smilies (Suttles y Ide, 2013): También se
utilizó este recurso de smilies que clasifica
176 smilies diferentes según la emoción aso-
ciada a los mismos. En este trabajo, en lugar
de asociar un smilie a una de las seis emocio-
nes básicas definidas en la teoŕıa de Ekman
(alegŕıa, ira, miedo, asco, sorpresa, tristeza)
(Ekman, 1972), los autores utilizan los ocho
tipos de emociones avanzadas definidas en la
teoŕıa de Plutchik. A partir de estos ocho ti-
pos de emociones y utilizando una lista con
los hashtags emocionales más frecuentes, los
autores de este recurso seleccionaron quince
categoŕıas para etiquetar los diferentes smi-
lies: feliz, risueño, amoroso, enfadado, triste,
llanto, disgustado, sorpresa, beso, guiño, len-
gua, escéptico, indeciso, avergonzado y ma-
ligno (happy, laugh, love, annoyed, sad, cry,
disgust, surprise, kiss, wink, tongue, skepti-
cal, indecision, embarassed y evil). Se puede
apreciar un ejemplo en la Tabla 2.
4 Descripción de la tarea
En la tarea 11 de SemEval 2015 se utilizó
un corpus de lenguaje figurado extráıdo de
la red social Twitter el cual presenta un gran
número de irońıas, sarcasmos o metáforas, sin






Tabla 2: Smilies: Clasificación de smilies
fieste cualquiera de estos fenómenos en cada
uno de los tweets.
La irońıa y el sarcasmo normalmente se
utilizan para criticar o burlarse y, por lo tan-
to, sesgar la percepción del sentimiento hacia
un valor negativo, por lo que no es suficiente
para un sistema determinar simplemente si
el sentimiento de un tweet dado es positivo o
negativo atendiendo únicamente al lenguaje
literal presente en el mismo.
Los organizadores de la tarea proporciona-
ron el corpus etiquetado siguiendo una escala
de 11 puntos que oscilaban desde -5 (muy ne-
gativo, para tweets con significados muy cŕıti-
cos) a 5 (muy positivo, tweets con significados
muy optimistas). El punto cero de esta escala
se utiliza para determinar los tweets neutros.
Los sistemas se evaluaron utilizando dos
métricas la distancia coseno y el Error
Cuadrático Medio (ECM), ambas métricas
apropiadas para problemas de regresión. Por
simplicidad computacional se ha decidido
evaluar los sistemas aqúı presentados única-
mente el Error Cuadrático Medio, que define
el error cometido por el vector de prediccio-
nes Ŷ ∈ Rn con respecto al vector con los va-
lores correctos para esas n muestras Y ∈ Rn






(Ŷi − Yi)2 (1)
Para más información acerca de los deta-
lles de la tarea se pueden consultar las actas
de la tarea (Ghosh et al., 2015).
El reto de nuestro sistema es determinar
cómo un recurso o la combinación de estos,
pueden influir en la capacidad del sistema de
clasificación que desarrollemos para predecir
el sentimiento presente en un tweet. Validare-
mos esta metodoloǵıa propuesta sobre el con-
junto de datos que describiremos en detalle
en el siguiente apartado.
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4.1 Corpus
El conjunto de datos empleado en la tarea 11
de SemEval fueron recolectados a través de la
API Twitter4J, que soporta la recolección de
tweets en tiempo real mediante la búsqueda
consultas. Se utilizaron consultas de hashtags
como #sarcasm, #sarcastic y #irony para
obtenerlo.
Este conjunto de datos fue recogido du-
rante 4 semanas, del 1 de junio al 30 de junio
de 2014. Se eliminaron aquellos tweets que
no cumplieran una serie de condiciones como
por ejemplo, no contener al menos 30 caracte-
res sin incluir el hashtag. Asimismo, se filtró
también únicamente aquellos tweets que estu-
vieran escritos en inglés, por lo tanto se trata
de una tarea monolingüe.
Cada tweet fue etiquetado por siete ano-
tadores, tres de los cuales eran hablantes na-
tivos de inglés y el resto de los anotadores
eran competentes en el idioma. A todos ellos
se les pidió asignar una puntuación que osci-
laba desde -5 a 5, donde 0 es el valor neutro
para aquellos tweets que tienen el mismo va-
lor negativo que positivo.
El sentimiento general de cada tweet se
calculó como una media ponderada de las sie-
te puntuaciones donde las puntuaciones de
los nativos del inglés vaĺıan el doble.
El conjunto de tweets de entrenamiento y
test está compuesto por 8000 y 4000 tweets
respectivamente. Un ejemplo de varios tweets
se muestra en la siguiente tabla:
5 Experimentación
Nuestra experimentación se ha llevado a cabo
en varias fases. En la primera de ellas se ha
estudiado el impacto de los recursos sobre el
conjunto completo de tweets y a continuación
se ha evaluado el grado de impacto para cada
uno de los diferentes conjuntos de tweets con
lenguaje figurado en el corpus.
Se ha tokenizado el corpus utilizando la
libreŕıa NLTK (Bird, Klein, y Loper, 2009),
se han eliminado las palabras que no apor-
tan información discursiva (stopwords) y se
ha convertido todo el texto que no fueran
smilies a minúsculas. A continuación, se han
obtenido las representaciones BOW y Tf-Idf
de los tweets utilizando la libreŕıa scikit-learn
(Pedregosa et al., 2011).
Para los recursos de EmoLex y LIWC
se han creado diccionarios que representan
eficientemente la información. Cada entrada
del diccionario corresponde con una categoŕıa
Tweet Polaridad
“@erikaekengren: From 50 to




Updated my router and it fro-
ze. Now I can’t access the in-




I’ve had a lot of wake up calls
in my day, but I’ve always
been good at hitting the snooze
#metaphor #nailedit
0.22
Tabla 3: Ejemplos extráıdos del corpus de la
tarea 11 de SemEval 2015. En la columna
“Polaridad” se especifica la polaridad con la
que se puntuó de media el tweet mostrado
como ejemplo
emocional y en ella se almacenan las palabras
que forman parte de dicha categoŕıa. Para
utilizar el recurso de smilies se ha tenido que
crear un tokenizador ad hoc con cada una
de las expresiones regulares necesarias para
identificar todos los smilies.
Una vez se han obtenido los diccionarios
de cada recurso, se han elaborado represen-
taciones vectoriales de las muestras de entre-
namiento y test. Cada uno de estos vectores
indican para cada tweet, el número de veces
que aparece una palabra de las categoŕıas que
se tienen en el diccionario. De esta manera se
tiene un vector diferente para cada recurso
que posteriormente se combinaran para rea-
lizar la experimentación. La combinación de
estos vectores consiste simplemente en agre-
gar al final del vector del primer recurso el
vector del segundo.
Utilizando estas estructuras, se han reali-
zado varios experimentos sobre todo el con-
junto del corpus. Primero utilizando única-
mente las categoŕıas “positivo” y “negativo”,
y, a continuación, utilizando todas las cate-
goŕıas disponibles de cada uno de los recur-
sos.
En la última columna de la Tabla 4 se
muestran los resultados alcanzados tras com-
binar diferentes recursos para entrenar una
SVR y calculando el resultado utilizando el
ECM. Además, para poder comparar los re-
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Recurso #irony #sarcasm #not otros total
BOW + EmoLex p/n 0,8466 0,5790 5,8184 6,8359 4,6025
TF-IDF + EmoLex p/n 0,8781 0,5794 5,9199 6,9498 4,6825
BOW + EmoLex Todas 0,8459 0,5787 5,8136 6,8269 4,5972
TF-IDF + EmoLex Todas 0,8770 0,5800 5,9101 6,9374 4,6744
BOW + LIWC p/n 0,8471 0,5817 5,8257 6,8421 4,6074
TF-IDF + LIWC p/n 0,8754 0,5821 5,9148 6,9451 4,6789
BOW + LIWC Todas 0,8331 0,5780 5,8076 6,8187 4,5897
TF-IDF + LIWC Todas 0,8583 0,5782 5,8972 6,9265 4,6628
BOW + EmoLex + LIWC p/n 0,8451 0,5788 5,8203 6,8421 4,6022
TF-IDF + EmoLex + LIWC p/n 0,8756 0,5796 5,9173 6,9460 4,6796
BOW + EmoLex + LIWC Todas 0,8338 0,5759 5,7883 6,7972 4,5756
TF-IDF + EmoLex + LIWC Todas 0,8586 0,5755 5,8778 6,9054 4,6487
BOW + Smilies 0,8484 0,5817 5,8227 6,8407 4,6360
TF-IDF + Smilies 0,8748 0,5813 5,9041 6,9355 4,6719
Baseline: Näıve Bayes - - - - 5,6720
Tabla 4: Resultados obtenidos empleando la métrica ECM evaluando cada uno de subconjuntos
de tipos de lenguaje figurado que podemos encontrar en este corpus. Señalamos con la abre-
viatura “p/n” aquellas representaciones en las que únicamente se emplean las caracteŕısticas
“positiva” y “negativa” del recurso en cuestión, mientras que aquellos recursos en los que em-
pleamos todas las categoŕıas se señalan como “Todas”
sultados se incluye el ECM de un sistema de
control (Baseline) Näıve Bayes entrenado con
una aproximación de bolsa de palabras faci-
litado por la organización de la tarea.
Dada esta experimentación preliminar, la
segunda fase ha consistido en determinar el
grado de impacto de cada uno de los recursos
sobre las diferentes expresiones de lenguaje
figurado más habituales en este corpus. Pa-
ra ello se han diferenciado un total de cua-
tro grupos de tweets, en función de la apari-
ción de los siguientes hashtags: #irony (765
tweets), #sarcasm (536 tweets), #not (981
tweets) y otros (1718 tweets). Si un tweet tie-
ne varios hashtags pertenecerá a ambos con-
juntos.
En este último conjunto,otros se agrupan
aquellos los tweets que no forman parte de
los tres primeros grupos y que por lo tan-
to asumimos que se trata de lenguaje literal.
Esta separación se ha hecho sobre los datos
del test del corpus, aceptando que el usuario
ha empleado el hashtag para auto-etiquetar
el tipo de lenguaje que su tweet conteńıa. La
organización de SemEval reportó resultados
sobre un conjunto de test con metáforas, pe-
ro no aparece el hashtag #metaphor en el test
y no hemos podido llevar a cabo una separa-
ción automática de este conjunto de tweets.
Por lo que en el conjunto otros aparecerán
metáforas, que según las actas de las tarea
(Ghosh et al., 2015) es una de las formas de
lenguaje figurado más dif́ıciles de clasificar.
Una vez separados los tweets, se ha llevado
a cabo la segunda fase de la experimentación
en la que se han utilizado como datos de en-
trenamiento todos los tweets del conjunto de
entrenamiento de la tarea, pero como datos
de test se ha utilizado cada uno de los gru-
pos acabamos de describir. Al igual que en la
primera fase de experimentos, se ha probado
cada recurso por separado aśı como la com-
binación de ellos. En la Tabla 4 se muestran
para cada uno de los grupos los resultados
obtenidos con los diferentes recursos.
6 Análisis de los Resultados
Como ha podido comprobarse en los resulta-
dos de la experimentación que hemos presen-
tado en el apartado anterior, la inclusión de
nuevos recursos nos conduce a mejorar signi-
ficativamente el comportamiento de los mo-
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delos que entrenemos. Sin embargo, el ECM
vaŕıa considerablemente en función del sub-
conjunto de lenguaje que estemos consideran-
do. Todos los modelos que hemos presentados
consiguen mejorar el modelo de control o ba-
seline, lo cual nos indica que, efectivamente,
los recursos léxicos que aportan información
acerca de las emociones ayudan a mejorar la
predicción del sentimiento comunicado en un
tweet. Cabe destacar que, cuando incluimos
la información respecto a todas las emociones
disponibles en un recurso léxico, y no úni-
camente las categoŕıas “positivas” y “negati-
vas”, conseguimos mejorar el comportamien-
to del modelo entrenado independientemente
de si estamos ante lenguaje figurado o literal.
Además, a pesar de que estamos ante un cor-
pus con una baja frecuencia de smilies y por
lo tanto la cobertura del léxico smilies es esca-
sa, este recurso también consigue mejorar el
sistema. La aproximación que incluye la bolsa
de palabras y los recursos afectivos EmoLex y
LIWC con todas las emociones obtiene resul-
tados satisfactorios aunque en el caso de los
tweets en los que aparece el hashtag #irony
la aproximación no utiliza el recurso EmoLex
es la que presenta un mejor comportamien-
to mientras que en el caso de los tweets con
el hashtag #sarcasm el mejor sistema utili-
za una representación de palabras basada en
Tf-Idf. Sin embargo, la diferencia entre estos
sistemas no es significativa y podemos con-
cluir que el mejor sistema es el que emplea las
caracteŕısticas “BOW + EmoLex + LIWC
Todas”. El mejor sistema participante en la
tarea, ClaC (Ozdemir y Bergler, 2015), obtu-
vo un EMC 2.117 para lo cual se desarrolló
un complejo proceso para la extracción de la
polaridad de las palabras en función del con-
texto en el que aparezcan. Nuestro sistema
comparte caracteŕısticas con el sistema deno-
minado ValenTo (Farıas et al., 2015), aunque
en este trabajo se incluyen más recursos que
pretendemos explorar en trabajos futuros.
El estudio de cómo se distribuye el error
entre los distintos subgrupos de tweets ha
arrojado resultados sorprendentes: la mayor
parte del error se concentra en el subgru-
po que no conteńıa ningún tipo de hashtags
del conjunto de hashtags estudiando (#irony,
#sarcarm, #not), lo cual puede explicarse
porque no se puede analizar de modo inde-
pendiente el impacto de la metáfora sobre el
conjunto otros. No obstante, se requiere un
estudio pormenorizado de los tweets y la po-
laridad para explicar este fenómeno.
7 Conclusiones y Trabajo Futuro
En este trabajo, se ha presentado un estu-
dio sobre la capacidad de distintos recursos
léxicos de emociones para predecir la pola-
ridad de un conjunto de datos extráıdos de
Twitter. Se ha visto el impacto de cada uno
de ellos sobre las distintas formas de lenguaje
figurado como la irońıa y el sarcasmo y la im-
portancia de desarrollar técnicas capaces de
representar esa información para clasificar el
sentimiento que el autor emitió en un texto.
Se han obtenido unos resultados que apun-
tan a que la inclusión de información relativa
a las emociones ayuda a clasificar correcta-
mente la polaridad tanto a nivel global como
a nivel del lenguaje figurado o literal .
Como trabajo futuro, se pretende exten-
der el estudio a distintos algoritmos de apren-
dizaje automático para comprobar cómo
afecta a su comportamiento la inclusión de
información emocional recurrente o ruidosa,
puesto que las MSV son capaces de descar-
tar aquellas muestras no significativas para
la clasificación y son más robustas respecto
al ruido. Asimismo, se evaluará de forma sis-
temática la contribución de la representación
de palabras y de nuevos recursos léxicos en la
detección de la polaridad de un tweet. Igual-
mente, se estudiará cómo se puede aumentar
la cobertura de los recursos léxicos, es decir
el número de palabras que encontramos en
el diccionario, utilizando técnicas como por
ejemplo la corrección automática del texto,
para eliminar, en la medida de lo posible los
errores gramaticales presentes en Twitter.
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113–128.
Kiritchenko, S., S. Mohammad, y M. Sala-
meh. 2016. Semeval-2016 task 7: Deter-
mining sentiment intensity of english and
arabic phrases. En Proceedings of the In-
ternational Workshop on Semantic Eva-
luation (SemEval), San Diego, California,
June.
Mohammad, S. M. y P. D. Turney. 2010.
Emotions evoked by common words and
phrases: Using mechanical turk to crea-
te an emotion lexicon. En Proceedings
of the NAACL HLT 2010 workshop on
computational approaches to analysis and
generation of emotion in text, páginas 26–
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