Abstract. In this work we treat the space-time discretization of the generalized Stokes equations in the case of Dirichlet boundary conditions. We prove error estimates in the case p ∈ [ 2d d+2
1. Introduction. The purpose of this paper is to establish an error analysis for the space-time discretization of the generalized Stokes system
in Ω u = 0 at I × ∂Ω,
for given external body force f = (f 1 , ..., f d ) and initial velocity u 0 , where Ω ⊂ R d , d ≥ 2, is a bounded, polygonal domain and I = (0, T ), T > 0, is a bounded time interval. The unknown functions are the velocity field u = (u 1 , ..., u d ) and the pressure q. The function S is the extra stress tensor, whose structure is given by characteristic properties of the examined fluid. Here, S depends on the symmetric part of the gradient of u, Du := 1 2 (∂ i u j + ∂ j u i ) i,j=1,...,d . The special case S = Id, i.e. − div S(Du) = −∆u, which leads to the Stokes equations. In this work, we will consider a more general situation. A typical example is given by
where ϕ (t) := (δ + t) p−2 t for some p ∈ (1, ∞), δ ∈ [0, δ 0 ]. Note that our results carry over to the case S(Du) := ψ (|Du|) Du |Du| , where ψ is an N -function that fulfills the equivalence ψ (t) ∼ ϕ (t).
The system (1.1) is a simplification of the generalized Navier-Stokes equations For a broader discussion of these models we refer to [29] and [28] .
Our goal is to present a complete analysis for the space-time discretization of the generalized Stokes system (1.1). Our main result will be the error estimate Let us summarize some previous results. For the special case p = 2, i.e. the Navier-Stokes equations, Heywood and Rannacher established in a series of papers [21, 22, 23, 24] complete existence and regularity results as well as an error analysis for the time-space discretization. Regarding (1.1), one of the main difficulties lies in the treatment of the stress tensor S. Barrett and Liu [1] introduced a quasinorm technique to prove error estimates for the p-Laplacian. Later on, they also treated the parabolic p-Laplacian [2] and p-fluids [3] . In [10] , Diening, Ebmeyer and Růžička adapted this technique for N -functions and proved optimal error estimates for parabolic systems with p-structure.
Considering the treatment of the generalized Navier-Stokes equations, there are various results for the case p ≤ 2 given periodic boundary conditions. In [30] Prohl and Růžička proved a first result for the space-time discretization of the generalized NavierStokes equations for some p ∈ (p 0 , 2]. In a series of papers together with Diening [12, 13] , the authors improved the sub-optimal results for the time discretization and increased the range of admissible p's. In [5] , Berselli, Diening and Růžička proved optimal error estimates for the time discretization of the generalized Navier-Stokes equations in the case p ∈ ( 3 2 , 2] and, together with Belenki, the authors also proved error estimates for the finite element approximation of the stationary generalized Stokes system, cf. [4] . In [7] , Berselli, Diening and Růžička were finally able to prove the optimal estimate E h,∆t ≤ c(h + ∆t) for p ∈ ( Previous results for the generalized Navier-Stokes equations discretize first in time and then in space. Therefore, spatial regularity of the semi-discrete solution is needed. This regularity can so far only be obtained in the setting of periodic boundary conditions. In this work, we discretize first in space and then in time, as in [21, 22] . Therefore, we need time regularity of the semi-discrete solution, which we are able to prove even in the setting of Dirichlet boundary conditions. Moreover, our treatment includes for the first time also the case p > 2. For p ∈ [ 2d d+2 , 2], our error estimates are optimal. The results of this paper are based on the PhD thesis of S. Eckstein, cf. [16] . This paper is organized as follows: In Section 2, we provide the necessary technical tools. We introduce N -functions and operators with N -potential. This provides the technical tools needed for handling the stress tensor. Moreover, we look into the finite element approximation of divergence-free fields. We introduce suitable function spaces, discuss several interpolation results as well as the discrete inf-sup condition, which is necessary for the spatial approximation of the generalized Stokes system. In Section 3, we briefly discuss existence and regularity results for (1.1). Then we introduce the corresponding spatial approximation. In Subsection 3.2, we show existence and regularity for the spatial approximation u h of u. Choosing a suitable approximation u h 0 for the initial value u 0 , we are able to prove time regularity of u h . Afterwards, we derive error estimates for the spatial error. Section 4 treats the fully discretized solution. We consider an implicit scheme and show existence and regularity as well as error estimates. We show that for the above-mentioned choice for the initial value, we can finally prove the error estimate (
we denote the classical Lebesgue and Sobolev spaces, respectively. An element of a d-dimensional function space is distinguished from a scalar function by bold print, i.e. u = (u 1 , ...,
We also use bold print to indicate tensor-valued functions. We define W 
, the classical Bochner spaces, cf. [17] . By C, c we denote generic constants, which may change from line to line. We say that two functions f and g are equivalent and use the notation f ∼ g, if there exist constants c, C ≥ 0 such that cf ≤ g ≤ Cf . For normed vector spaces X we denote the dual space by X * and the duality product between f ∈ X * and u ∈ X by f, u X * ,X := f (u) or simply by f, u , if there is no risk of confusion. We will use the notation
whenever the right-hand side is well-defined.
The scalar product of two vectors u, v ∈ R d is denoted by u · v. For a tensor A ∈ R d×d we denote its symmetric part by
we denote by A : B the component-wise inner product and |A| denotes the Hilbert-Schmidt norm.
We will also use Orlicz and Sobolev-Orlicz spaces, cf. [25] . To this end, we use N -functions ψ : R ≥0 → R ≥0 , as defined in [31] . We denote by ψ * its complementary function. We say that ψ fulfills the ∆ 2 -condition, if there exists a constant c > 0, such that for all t ≥ 0, there holds ψ(2t) ≤ cψ(t). By ∆ 2 (ψ) we denote the smallest such constant. In the following we work solely with N -functions ψ, such that ψ and ψ * satisfy the ∆ 2 -condition. Under this condition we have
We denote by L ψ (Ω) and W 1,ψ (Ω) the classical Orlicz and Sobolev-Orlicz spaces,
Note that the dual space (L ψ (Ω)) * can be identified with the space L ψ * (Ω).
2.2.
Basic properties of the extra stress tensor. In the whole paper we assume that the extra stress tensor S has N -potential, which will be defined now. A detailed discussion and full proofs can be found in [31] .
Definition 2.1 (Operators with N -Potential). Let ψ be an N -function. We say that the operator S : R d×d → R d×d sym possesses N -potential ψ, if S(0) = 0 and if for all P ∈ R d×d \ {0} there holds
We want to concentrate on a special N -function with (p, δ)-structure, which is for t ≥ 0 given by
3)
The function ϕ satisfies uniformly in t the important equivalence
max{2,p} , hence independent of δ. This implies that, uniformly in t, δ, we have ϕ (t)t ∼ ϕ(t).
The conjugate function ϕ * satisfies ϕ
3) the spaces L ϕ (Ω) and L p (Ω) coincide with uniform equivalence of the corresponding norms. The constants only depend on p and Ω.
Throughout this paper, we are going to assume Assumption 2.4. The stress tensor S : R d×d → R d×d sym possesses N -potential ϕ, where ϕ is given by (2.3), with p ∈ (1, ∞) and δ ∈ [0, 1].
Remark 2.5. Throughout this paper, the assumption δ ∈ [0, 1] can be replaced by the assumption δ ∈ [0, δ 0 ] for given δ 0 > 0. The estimates will then depend on δ 0 . Remark 2.6. All results of this paper remain true, if we replace Assumption 2.4 by the assumption that S has N -potential ψ for an N -function ψ such that ψ ∼ ϕ.
For an N -function ψ, we define the family of shifted N -functions {ψ a } a≥0 for
For the N -function defined in (2.3) we have that ϕ a (t) ∼ (δ + a + t) p−2 t 2 and also (ϕ a )
We need the following refined version of Young's inequality, cf. [31] : Lemma 2.8 (Young's inequality). Let ψ be an N -function with ∆ 2 (ψ) < ∞ and ∆ 2 (ψ * ) < ∞. Then, for every ε > 0, there exists c ε > 0 only depending on ε, ∆ 2 (ψ), and ∆ 2 (ψ * ) such that for all s, t, a ≥ 0
and
Closely related to the extra stress tensor S is the function F :
The connection between S, F, and {ϕ a } a≥0 is best explained by the following lemma (cf. [31, Lemma 6.16] ). Lemma 2.12. Let Assumption 2.4 be fulfilled and let F be defined as in (2.11). Then there holds for all P, Q ∈ R 13) where the constants only depend on p. Furthermore, we have
In this case we have
Moreover, the following estimate follows directly from Lemma 2.12 and Young's inequality (2.10). Lemma 2.15. Let Assumption 2.4 be fulfilled and let F be defined as in (2.11). For all ε > 0 exists c ε > 0, depending on ε and the ∆ 2 -constants such that for all sufficiently smooth vector fields u, v, w, we have
be an open, bounded domain and let S fulfill Assumption 2.4. For p ∈ (1, 2) we have
and for p ∈ [2, ∞) we have
with constants c independent of δ ∈ [0, 1]. The constant K is given by 
. Then the weak derivative ∂ t f exists and we have the estimate
The proof adapts the classical results for Sobolev spaces and can be found in [16, Theorem 2.1].
Finite Element Approximation.
For the spatial approximation of the generalized Stokes equations, we will need two different finite element spaces: one for the approximation of the divergence-free velocity field and one for the approximation of the pressure. The choice of these two spaces is not arbitrary. In fact, they need to fulfill the discrete inf-sup condition.
We start by explaining the triangulation of the domain. From now on we assume
, is a bounded domain with polyhedral Lipschitz boundary. Furthermore, we assume that for fixed h > 0, T h = {T i } i=1,...,N is a finite decomposition of Ω into simplices T i . Let h T := diam(T ), h := max T ∈T h h T and let ρ T denote the diameter of the largest closed ball contained in T . We assume that the mesh is such that any two elements of T h meet only in entire common faces or sides or vortices (i.e. there are no hanging nodes), that the mesh is non-degenerate, i.e. there exists a constant σ 0 > 0 independent of h, such that max T ∈T h h T ρ T ≤ σ 0 . Let N T be the neighborhood of T , N T := {T T ∩ T = ∅}, and S T := int ∪ T ∈N T T . Under the above assumptions, it is clear that the number of simplices in every S T is bounded by a constant independent of h T and therefore
For l ∈ N 0 , let P l (T ) be the space of polynomials of degree less or equal to l on T and let
be the space of piecewise polynomials. Now we are ready to introduce suitable finite element spaces for the spatial approximation of the generalized Stokes equations. The natural setting for the continuous equation is to seek the velocity in W 1,p 0,div (Ω) and the pressure in L p 0 (Ω), hence our finite element spaces should be approximations of these spaces. We approximate W 1,p 0 (Ω) by
and L p (Ω) by
for some k, r ∈ N 0 . For the approximation of the pressure, we then define the space
The discrete divergence-free space V h is then defined by
The choice of the polynomial degrees k and r is not arbitrary and plays an important role for the solvability of the discretized problem. The existence of stable pairings X h , Y h has been widely discussed, see [19] . The existence of interpolation operators for X h and Y h is quite standard. Typical examples would be the Scott-Zhang operator [32] for X h and the Clément operator [9] or also a version of the Scott-Zhang operator for Y h . However, we need to introduce additional assumptions in order to guarantee well-posedness of the discretized problem as well as interpolation results in V h and Q h . Assumption 2.22. Let X h , V h , Y h and Q h be defined as above with
We assume that there exist linear projection operators
which fulfill the following assumptions
Remark 2.27. In order for Assumption 2.22 to be fulfilled, there are only certain admissible pairings of polynomial degrees k and r for the spaces X h and Y h , respectively, cf. [19] .
Remark 2.28. Note that since our choice of X h already includes zero boundary values, Π div h also needs to preserve boundary values. The Scott-Zhang operator [32] is one example for such an interpolation operator, but it needs to be modified in order to be divergence-preserving. Following [18] , we show how this is done for the MINI element in three space dimensions.
Let Ω ⊂ R 3 . Assume that for every element η h ∈ Y h holds η h| T ∈ P 1 (T ), T ∈ T h and that for every w h ∈ X h , the restriction w h| T is the sum of a polynomial of
and a bubble function
For each simplex T ∈ T h we define the constant
where Π SZ h is the Scott-Zhang operator. Now, we can show that the operator
preserves zero boundary values and b T vanishes at every edge of our triangulation and therefore particularly on ∂Ω, Π is constant for every T ∈ T h , we have
The local W 1,1 -stability follows since the Scott-Zhang operator fulfills (2.24). We have, using also (2.21),
which is (2.24). Other examples for Π div h are given in [18] , [9] , [4] and [20] . The results of [15] stated in the theorem below clarify that (2.24) and (2.26) already provide sufficient approximability results.
Theorem 2.29.
for all T ∈ T h } be a finite element space, where P r0 (T ) ⊂ P(T ) ⊂ P r1 (T ) for r 0 ≤ r 1 ∈ N 0 and assume that for l 0 ∈ N 0 there exists an interpolation operator Π h :
Then there holds uniformly in T ∈ T h and w ∈ W l,1 (Ω) (i) Π h is Orlicz-stable in the sense that
(ii) Π h possesses an Orlicz-approximability property:
Proof : The proof can be found in [15] . 
For the interpolation operator Π Y h and for every N -function ψ with ∆ 2 (ψ) < ∞ we have
Proof : See [15] and [4] . From Assumption 2.22 it can be shown that the existence of a divergence-preserving interpolation operator as in (2.23) ensures that a discrete inf-sup condition is fulfilled by X h and Q h . This is needed for the existence of a discrete pressure, cf. Remark 3.11 below.
Lemma 2.42. Let Assumption 2.22 be fulfilled and let ϕ be defined by (2.3) with δ ∈ [0, 1], p ∈ (1, ∞). Then there exists a constant c > 0, depending only on p and Ω, such that
3. Spatial Approximation.
3.1. The continuous solution. Before we discuss the spatial approximation of system (1.1), we will discuss some existence and regularity results for the continuous problem. We assume that S fulfills Assumption 2.4.
The first approach to show existence of a unique solution of (1.1) is by using a Galerkin ansatz, solving the emerging ordinary differential equations, establishing a priori estimates and then passing to the limit in the approximate system using monotone operator techniques and Minty's trick 1 . For p ∈ (1, ∞), δ ∈ [0, 1], this leads to the existence of a unique weak solution u satisfying the energy estimate
In view of Korn's inequality, this follows from standard monotone operator theory for evolution equations (cf. [33] ) for p ≥ 2d d+2
. The case p > 1 can be handled as in [11] . The case of generalized Navier-Stokes equations is treated in [26] and [27] .
uniformly in δ ∈ [0, 1], where the constant c only depends on the data.
Using a completely different technique, namely linearization, maximal regularity, and a fixed point argument, Bothe und Prüß [8, Theorem 4.1] were able to show that for δ > 0 and p ∈ (1, ∞), there exists a unique, strong solution on a maximal time interval, provided that the data is smooth enough. More precisely, it is proved:
and a unique scalar function
Under the same assumptions, Bothe and Prüß [8, Theorem 2.1] proved this result for the generalized Navier-Stokes equations. Their work also covers more general boundary conditions as well as other structures for ϕ . However, the case δ = 0 is not included.
Existence and Regularity of the Finite Element Solution.
We now focus on the spatial approximation of the generalized Stokes system. In Theorem 3.4, we show existence of weak solutions u h of the spatial discretization. In order to estimate the error between space-and space-time approximation in Section 4, we need a certain time regularity of u h . This is accomplished for a special approximation u h 0 for the initial value u 0 in Theorem 3.17.
The weak formulation of (1.1) suggests the discrete analogue: For a sufficiently smooth field f : I × Ω → R d and u h 0 ∈ V h find u h ∈ C 1 (I, X h ) such that for every t ∈ I there holds
We will formulate the existence result and some a priori estimates in the next theorem. 
Let u h 0 ∈ V h be an approximation of u 0 such that there exists M 2 > 0 with
Then there exists a unique solution u h ∈ C 1 (I, V h ) of (3.3).Furthermore, we have the estimates
where the constants are independent of h.
Proof : The identity (3.3) is a system of ordinary differential equation for u h which can be solved by standard methods. Let ξ 1 , ..., ξ N be a basis of V h and let α 0 1 , . . . , α 0 N ∈ R be such that
Since the Gram matrix G = ((ξ i , ξ j )) i,j=1,...,N is invertible, Péano's theorem yields the existence of a solution α α α
for all j = 1, ..., N . This gives the solution of (3.3) by defining
By choosing ξ h = u h (t), using Lemma 2.12 and the continuous Gronwall inequality, we get the a priori estimate
where we used the embedding W
. Since the right-hand side of (3.10) is independent of T * , we can extend the solution to the whole interval I, which also yields (3.7). The uniqueness of u h is easily shown using strict monotonicity.
It remains to show the a priori estimate (3.8). Since
We choose ξ h = ∂ t u h (s) in (3.3) and integrate over (0, t) to get
where we also used Young's inequality. Due to our definition of F and S we have
and thus we deduce
for every t ∈ (0, T ). In the last step, we also used Corollary 2.19 to bound F(Du h 0 ). This proves (3.8).
Remark 3.11. Once the existence of a solution u h ∈ C 1 (I, V h ) of (3.3) is ensured, Lemma 2.42 yields the existence of a discrete pressure q h ∈ C 0 (I, Q h ) such that
In order to prove error estimates for the time discretization, we need higher time regularity for the solution u h of (3.3). To this end, we specify the initial value u
We have Lemma 3.13.
(3.14)
Proof : The existence of a function u h 0 ∈ V h that satisfies (3.12) follows from Brouwer's fixed point theorem. By setting ξ h = u h 0 in (3.12) and using (2.13) and Lemma 2.15 we get
which yields the first inequality of (3.14) by choosing ε sufficiently small. The second part of (3.14) follows from Corollary 2.19.
, 2) we use estimate (2.17) with v = 0 and Young's inequality to get
where K = δ|Ω| 1 p . Choosing ε sufficiently small we get together with (3.14)
Now, Korn's inequality and (3.14) yield (3.15) . For the case p ∈ [2, ∞), we use Korn's inequality and inequality (2.18) to get
where we also used (3.14). Using (3.12) as the definition for the initial value u h 0 , we can improve the regularity results for u h . 
Also, let u h 0 ∈ V h be given as the solution of (3.12). Then there exists a unique solution u h ∈ C 1 (I, V h ) of (3.3). Furthermore, u h satisfies the estimates
where the constants are independent of the parameter h. Proof : The existence of a solution as well as the a priori estimates (3.20) and (3.21) are shown in Theorem 3.4 and Lemma 3.13. It remains to show (3.22) . To this end, we are using the othogonal projection P h :
It is clear that P h is a self-adjoint, continuous projection and fulfills
Next, we use (3.3) at time t = 0 and the definition of u h 0 , (3.12), to get from (3.23)
Now we use difference quotients in order to prove (3.22) . For t ∈ (0, T ), where T < T and 0 < τ < T − T , we take (3.3) at time t + τ , subtract (3.3) at time t, divide by τ and choose the difference quotient ξ h = d τ u h (t) ∈ V h as a test function in the emerging equation to get
Lemma 2.12, Young's and Hölder's inequality yield
Hence, the continuous Gronwall inequality, the boundedness of ∂ t u h (0) and Theorem 2.20 imply the estimate
This finally proves the a priori estimate (3.22).
Error
Estimates for the Spatial Error. The goal of this section is to finally prove error estimates between the continuous solution u of (1.1) and its finite element approximation u h . Motivated by the regularity results of [8] and [14] , [6] (in the space-periodic setting) we make the following assumption.
, and suppose
Remark 3.26. If we additionally assume f ∈ L r (I × Ω), u 0 ∈ W r,2− 2 r (Ω) for some r > max{p, p , d + 2}, and δ ∈ (0, 1], then in [8] it is shown there exists a solution (u, q) of (1.1) with the property that
, which means that in this case, the existence of a solution (u, q) fulfilling Assumption 3.25 is ensured. For p < 2, we have the estimate
. Together with the maximal regularity result from [8] , this also provides a solution (u, q) fulfilling Assumption 3.25 with a constant K 2 (δ) that tends to infinity for δ → 0.
Remark 3.27. Let Assumption 3.25 be fulfilled and let u h 0 ∈ V h be given by (3.12). Recall that in Theorem 3.17 we have shown that for the finite element solution u h the following estimates hold true
Let us now start estimating the error between u and u h . As a first step, we prove a best approximation result. Proposition 3.29. Let Assumption 3.25 and Assumption 2.22 be fulfilled. Moreover, assume that u h 0 ∈ V h is given by (3.12) and let u h be the corresponding finite element solution ensured by Theorem 3.17. Then we have
for almost every t ∈ I. Proof : By subtracting (3.3) from the weak formulation of (1.1) and choosing ξ h = ζ h − u h (t) ∈ V h for arbitrary ζ h ∈ V h as a test function, we get the error equation
for all ζ h ∈ V h , µ h ∈ Y h and almost every t ∈ I. In the last step we used that due to the definition of V h we have (µ h , div ξ h ) = 0 for all ξ h ∈ V h , µ h ∈ Y h . After rearranging the terms and using Lemma 2.12, we obtain
(3.31) I 1 is estimated by Hölder's inequality yielding the first term on the right-hand side of (3.30) . For I 2 we use Lemma 2.15 to get
. For I 3 and I 4 we note that for a vector field v there holds | div v | = | tr(∇v)| = | tr(Dv)| ≤ |Dv|. We use Young's inequality (2.9) for ϕ |Du| to get
Here, we used Lemma 2.12 in the last step. Choosing ε sufficiently small, the assertion follows. A more elaborated version of this proof for the stationary case can be found in [4, Lemma 3.1] .
The terms on the right-hand side of (3.30) can be estimated using the following result:
Lemma 3.32. Let Assumption 3.25 and Assumption 2.22 be fulfilled. Moreover, assume that u h 0 ∈ V h is given by (3.12) and let u h be the corresponding finite element solution. Then we have
For the pressure term, there holds
Proof : See [4] and Lemma 2.35. Integrating (3.30) in time produces the term
, which has to be estimated. Recall that u h 0 is given as the solution of (3.12). Lemma 3.33. Let Assumption 3.25 and Assumption 2.22 be fulfilled. Moreover, assume that u h 0 ∈ V h is given by (3.12) and let u h be the corresponding finite element solution ensured by Theorem 3.17.
(3.34)
Proof : Equation (3.12) implies the orthogonality
By Lemma 2.15, this implies
Using the properties of Π div h , see (2.39), we get
, 2), we may use the embedding W 
For p ∈ [2, ∞), we get in a similar manner, this time using (2.18),
which yields the assertion. Now we are able to prove the main result of this section. 
and for p ∈ [2, ∞) we obtain
with constants depending on K 1 , K 2 , and K 3 .
Proof : We choose ζ h = Π div h u(t) and µ h = Π Y h q(t) in Proposition 3.29 and integrate over t ∈ I to get
where we used Assumption 3.25 and (3.28) to bound
. Now Lemma 3.32, Lemma 3.33 and Assumption 3.25 yield
Then for every n ∈ {1, ..., M }, there exists a unique solution U n ∈ V h of (4.1). If ∆t ≤ α < 1 we obtain
uniformly in M and ∆t.
Proof : The existence of U n follows from Brouwer's fixed point theorem. Setting ξ h = U n in (4.1), we get, using also the definitions of S and F,
Now, the discrete Gronwall lemma, see [24] , shows
Since M = 
Error
Estimates. Now we show error estimates between the semi-discrete solution u h (t n ) and the fully discrete solution U n . To this end, we first need to establish an error equation. For g ∈ L 1 (I), we define its mean-value on I n by
In (4.1) we choose
as an approximate for f (t n ). This leads to Proposition 4.5. Let Assumption 3.25 and Assumption 2.22 be fulfilled. Moreover, assume that u h 0 ∈ V h is given by (3.12). Set f n = f n and U 0 = u h 0 . Then for every n ∈ {1, ..., M }, there exists a unique solution U n ∈ V h of (4.1) that satisfies
, where we used the embedding
, ∞). Therefore, the requirements of Theorem 4.2 are fulfilled and the proposition is proven.
For the error equation, we take the mean-value of (3.3) on I n and subtract (4.1) to get
for all ξ h ∈ V h , n = 1, ..., M . Here we use the notation
As a first step, we state a preliminary result Lemma 4.7. For n = 1, ..., M there holds
Proof : The fundamental theorem of calculus yields
, where we used Hölder's inequality in the last step. This proves the lemma. Now we are ready to prove the error estimate between the semi discretized solution u n h = u h (t n ) and the fully discrete solution U n .
Proposition 4.8. Let Assumption 3.25 and Assumption 2.22 be fulfilled. Moreover, assume that u h 0 ∈ V h is given by (3.12) and let u h be the corresponding finite element solution ensured by Theorem 3.17. Set f n = f n and U 0 = u provided ∆t ≤ α < 1.
Proof : We choose ξ h = u n h − U n as a test function in the error equation (4.6).
After rearranging the terms and using Lemma 2.12 and Lemma 2.15, we get
In (S(Du h (t n )) − S(Du h (s)), Du h (t n ) − DU n ) ds (4.9)
In the first term on the left-hand side of (4.9), a simple calculation yields
Taking this into account and choosing ε sufficiently small, we get from (4.9)
where we also used Lemma 4.7 in the last step. Now summation from n = 1, ..., l, taking the supremum over l ∈ {1, ..., M } and taking (3.28) into account yields the assertion.
In order to link the continuous function u to the fully discrete function U n , n = 1, ..., M , we define the piecewise-constant-in-time function U(t) := U 0 , t = 0 U n , t ∈ I n , n = 1, ..., M.
Together with the results from the previous section, we get our main error estimate 
This, Theorem 3.36, and Proposition 4.8 yield that
Moreover, we have
=: I 1 + I 2 + I 3 .
From Theorem 3.36, we have
and Proposition 4.8 gives
A similar argument as in Lemma 4.7 shows
Altogether we obtain, also using Remark 3.27, the assertion of the theorem.
