The fractional reaction-diffusion equations play an important role in dynamical systems. Indeed, it is time consuming to numerically solve differential fractional diffusion equations. In this paper, we present a parallel algorithm for the Riesz space fractional diffusion equation. The parallel algorithm, which is implemented with MPI parallel programming model, consists of three procedures: preprocessing, parallel solver and postprocessing. The parallel solver involves the parallel matrix vector multiplication and vector vector addition. As to the authors' knowledge, this is the first parallel algorithm for the Riesz space fractional reaction-diffusion equation. The experimental results show that the parallel algorithm is as accurate as the serial algorithm. The parallel algorithm on single Intel Xeon X5540 CPU runs 3.3-3.4 times faster than the serial algorithm on single CPU core. The parallel efficiency of 64 processes is up to 79.39% compared with 8 processes on a distributed memory cluster system. MSC 2010 : Primary 26A33; Secondary 33E12, 34A08, 34K37, 35R11, 60G22
Introduction
The reaction-diffusion equations, as examples of fractional order differential equations, play an important role in dynamical systems of mathematics, physics, chemistry, bioinformatics, finance and other research and applied areas. For example, fractional diffusion equations have been used to represent anomalous diffusion processes such as diffusion of water in biological tissues (see [19] ) and diffusion pumps in vacuum technology.
Because most of the problems for fractional differential equations cannot be solved analytically, more and more works focus on their numerical solutions, as for example, these proposed in [12, 34] . The numerical schemes for such solutions include the finite difference method [34] , finite element method [3, 11] , finite volume method [16] , Fourier transform method [21] , spectral method [20] , multigrid method [28] , iterative method [9] , boundary element method [17] , etc. The dimension of such fractional order problems ranges usually from one to three, see [32, 26, 22] .
Recently, the interest in fractional reaction-diffusion equations has substantially increased, see e.g. [5, 7, 27, 6] . Chen and Liu considered explicit finite-difference approximations [5, 7] and implicit difference approximation [6] for the Riesz space fractional reaction-dispersion equation. Meerschaert et al. [24] presented finite difference methods for two-sided space-fractional partial differential equations and discussed the stability, consistency, and convergence of these methods.
It is time consuming to numerically solve fractional differential equations for high spatial dimension or great time integration. Short memory principle [29, 33] and parallel computing [10] can be used to overcome this difficulty. Parallel computing is a form of computation in which many arithmetic logic operations are carried out concurrently. Large scale applications in science and engineering such as particle transport [13, 14, 18, 8] rely on parallel computing. Kai Diethelm [10] implemented the fractional version of the second-order Adams-Bashforth-Moulton method on a parallel computer and discussed the precise nature of the parallelization concept. Parallel computation has already appeared in some studies on fractional differential equations, but until today their power for approximating fractional derivatives and solving fractional differential equations has not been fully recognized.
This paper focuses on the Riesz space fractional reaction-diffusion equation: We present a parallel algorithm for Eq. (1.1) and implement the parallel algorithm with MPI programming model. The parallel algorithm keeps the same accuracy and convergence as the serial algorithm and good scalability is validated on a distributed memory cluster system. The rest of this paper is organized as follows. The background of the numerical solution and parallel computing is introduced in Section 2. In Section 3, we present the parallel solution in detail. The experimental results and discussion are collected in section 4. Section 5 gives conclusions and future work.
Background

Numerical solution
The Riesz space fractional derivative of order α, x D α 0 u(x, t) is defined by analytic continuation in the whole range 1 < α ≤ 2 (see e.g. [6, 15] 
where the Weyl integrals I 2−α ± are defined as (see [30] 
The shifted Grünwald finite difference formula [25] for spatial α-order fractional derivative is
The following approximation from Meerschaert and Tadjeran [23] can be used:
where
are time step and space step, respectively. Assume u n i is the numerical approximation to u(x i , t n ) and f n i is the numerical approximation to q(x i , t n ). Adopting an Euler method in time at level t = t n (and x =x i ) and substituting the above the expressions into Eq. (1.1), the following explicit difference approximation can be obtained:
Eq. (2.6) results in a linear system of equations
Parallel computing
The parallel computing is a form of computation in which many arithmetic logic operations are carried out concurrently. It is used to solve problems faster than by serial computing or problems which single computing node does not have enough capability to deal with. So the parallel computing has two characteristics: high computing speed and huge computing capability. The parallel computing involves parallel algorithms/applications, programming models, system softwares and hardware. Driven by the capabilities and limitations of modern semiconductor manufacturing, the computing industry is currently undergoing a massive shift towards parallel computing, see e.g. [2, 4] . The types of parallelism are bit-level, instructionlevel, data-level and task level parallelism.
The scalability is defined as the parallel solution time varies with the process configuration for a fixed computational load per process. The computational load is determined by the problem size, which is defined by M and
and Δt = T N ). The parallel efficiency [1] , P e2 , of a problem size S 2 on N 2 processes compared with a problem size S 1 on N 1 processes can be defined by
where T 1 and T 2 are the runtimes of N 1 and N 2 processes. The programming model is a bridge between the hardware and applications. Message Passing Interface (MPI) [31] is a standard and portable library of communications subroutines for parallel programming designed to function on a wide variety of parallel computers. MPI is a de facto standard for communication of parallel computing in both the area of academic and industry.
Parallel algorithm
The parallel algorithm consists of three parts. The first part is preprocessing, which prepares the initial variables, matrices, vectors and so on. The second part is the parallel solver. The parallel solver focuses on the iteration of time step, which is the most time consuming parts of the total numerical solution. The third part is postprocessing, which outputs the final results and so on.
Preprocessing and postprocessing
The preprocessing includes initialization of parallel environment, distribution of computing task, allocation of local memory space and initialization of variables and arrays. The matrices A (M −1)×(M −1) and Q (M −1)×N are prepared before the computation of Eq. (2.7). For example, matrix A can be found according to Eq. (2.8).
The postprocessing is simple. The results for the exact solution are performed. The max absolute error of the exact and parallel solutions is computed and outputted. Both the results of the exact and parallel solution are saved in files which are necessary for the plot. Other operations of postprocessing includes free memory space and stop the parallel environment.
Design of the parallel solver
In order to get U n+1 , the right-sided computation of Eq. (2.7) should be performed. There are one matrix vector multiplication and one vectorvector addition in the right-sided computation:
(1) The matrix vector multiplication is
The vector vector addition is V 1 + V 2 and a new vector
Here V 2 stands for Q n . In fact, the matrix vector multiplication and vector-vector addition can be combined with each other like Eq. (2.7). The vectors V 1 , V 2 are not real arrays and only used to describe the computing procedure.
We assume that L processes are used to solve Eq. (2.7). In order to perform these computation simultaneously, these vector and matrix should be divided up into several parts. If there are L processes, the matrices A, U, Q are divided into L parts following the rows of them. So the vectors U n , U n+1 are separated into L parts. L × (M − 1) matrix. The parallel vector-vector addition is described in Fig. 1 . The dashed lines in Fig. 1 stand for the split lines of vectors. P 1 , P 2 , P L stand for the first, second and L th process. From Fig. 1 , we can see each process just deal with the locate subvectors.
The parallel matrix vector multiplication of AU n for process P i is shown in Eq. (3.1) as follows:
The matrix vector multiplication for process is P i straightforward, but the vector U n is distributed among all process. So all parts of the vector U n should be gathered to process P i as described in Fig. 2 . The 'Left' stands for the distribution of the vector U n and the 'Right' stands for the gathered vector U n in process P i . Because i ranges from 1 to L, the gather operation of U n should be performed for every process. This is an all-gather operation for all processes to get the whole U n . The storage of matrices A is column first in Fortran. In order to get good memory access performance, the matrix A needs to be transposed into A T . This transposition does not need to perform explicitly. The elements of the matrix A are computed and directly stored into the matrix A T . So the matrix A is not stored in the memory.
Implementation
The parallel solution uses the mechanisms of process level parallelism. The process level parallelism is a kind of task level parallelism. The parallel algorithm for Eq. Table 1 . Technical specifications of the experiment platform
Experimental results and discussion
The experiment platform is a cluster with DSM (distributed memory system) architecture. One computing node consists of two Intel Xeon E5540 CPUs. The specifications of the cluster are listed in Table 1 . The code runs on double precision floating point operations and is compiled by the mpif90 compiler with level three optimization (-O3).
Numerical example
The following space fractional (α = 1.8) differential equation [5] 
where x ∈ (0, 2), with the source
3) and the boundary conditions
The exact solution of Eq. (4.1) is
Accuracy of the parallel solution
The parallel solution compares well with the exact analytic solution to the fractional partial differential equation in this test case of Eq. In fact, the accuracy and convergence of the parallel solution are the same as the serial solution. The final results are independent of using how many processes when meeting the condition the number of processes is less than M −1.
Performance
For fixed N = 64, the performance comparison between single process and four processes (single CPU) is shown in Fig. 4 The scalability of the parallel Algorithm 1 on the large scale cluster system is shown in Fig. 6 . The technical specifications of the cluster system is listed in Table 1 . N is fixed with 32 for all conditions. M −1 varies from 55296, 78208, 95784, 110592 to 156416 for 8, 16, 24, 32 and 64 processes. Each process has the similar computational load at all conditions. The runtime of 8 processes is 31.00 seconds and the runtime of 64 processes is 39.05 seconds. The parallel efficiency of 64 processes is 79.39% compared with 8 processes.
Discussion
The numerical methods for the stand seconder-order partial differential equations yield sparse and banded coefficient matrices. The numerical methods for the space fractional differential equations yield fairly dense or even completely full matrices. For example, the coefficient matrix of the space fractional advection-dispersion equations (not Riesz) [24] is a lower triangular matrix with one superdiagonal and Eq. 2.8 is a completely full matrix. For time fractional equations, the non-locality of the time derivative has effects on the computational efficiency and the SpMV (sparse matrix vector multiplication) plays an important role.
The goal of this article is not to develop a new numerical method with better approximation properties but rather to accelerate the existing explicit finite difference method with MPI programming model. While the parallel algorithm is described only for a very special example equation (Riesz fractional) and a very special discretization scheme (explicit difference method), the parallel scheme could be applied to a much more general class of one-dimensional Riesz space fractional equation such as Riesz space fractional diffusion equation, Riesz space fractional advectiondiffusion equation. This paper focuses on using a distributed memory architecture with the MPI programming model for communication, the approach could be used for other parallelization paradigms too, such as shared memory parallelization with OpenMP (Open Multi-Processing) or the use of GPU (Graphics Processing Unit).
Conclusions
In this article, we present a parallel algorithm for one-dimensional Riesz space fractional differential equation with explicit difference method. The initialization of matrices is pre-performed before the iteration of time step. The iteration of time step consists of one matrix vector multiplication and one vector vector addition. The design detail of these matrix, vector operations are presented. The parallel algorithm is implemented with MPI programming model. The experimental results show that the parallel implementation is as accurate as serial implementation and can scales well on large scale distributed memory cluster system. So the power of parallel computing for solving fractional differential equations should be recognized.
