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Certain types of integral inequalities which were established by LaSalle, 
Gollwitzer, Langenhop, Eondge, and Pachpatte are reviewed and unified. The 
bounds provided by these inequalities can be used in the study of the theory of 
partial differential and integral equations. 
1. INTRODUCTION 
One of the most useful lemmas in the theory of differential equations is the 
following Gronwall-Bellman lemma [l-3]. 
GRONWALL AND BELLMAN’S LEMMA. Letf(x) and g (x) be nonnegative, 
continuous functions on [0, T], for which the inequality 
holds, where k is a constant. Then 
g(x) & k exp (JI f(s) ds) , x E 1% Tl. 
In 1949 LaSalle [ 131 established the following remarkable result, which 
has not received the attention it deserves. LaSalle’s lemma can be restated as 
follows: 
LASALLE’S LEMMA. Let f, g, and k be as before; F is a nonnegative, 
nondecreasing continuous function for 0 Q u < K, G(u) = j,U+ ds/F(s). Then 
g(x)<k+ I’xfW-WNds~ O,<x<T, 
-0 
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implies 
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G( g(x)) < (-x f(s) & 0 < x < T. 
-‘O 
Let F = I in LaSalle’s lemma, where I is the identity function; then 
Gronwall and Bellman’s inequality is covered by LaSalle’s inequality. 
LaSalle’s inequality is important in proving uniqueness, boundedness, and 
convergence of successive approximations [ 13 1. 
A two-independent-variable generalization of the Gronwall-Bellman- 
LaSalle inequality due to Wendroff given in [2, p. 1541 has evoked 
considerable interest in recent times, as may be seen from the recent papers 
of Snow [ 171, Ghoshal and Masood [8], Chandra and Davis 161, Headley 
[ Ill, Bondge and Pachpatte [4,5], Chu and Metcalf [7], Shih and Yeh [ 161, 
Walter [ 181, Yeh 1191, and Young [20], which were motivated by certain 
applications in the theory of partial differential and integral equations. 
In this paper we establish n-independent-variable generalizations of the 
integral inequalities established by LaSalle [ 131, Gollwitzer [9], Langenhop 
[ 121, Pachpatte [ 14, 151, and Bondge and Pachpatte [5] for n = 1 or n = 2. 
2. NOTATIONS 
Let I = [0, co). A point (x1, x2 ,.... x”) in the n-dimensional Euclidean 
space R” is denoted by x, and the origin of R” is denoted by 0 = (0. O,.... 0). 
For x = (x, ,..., x,) and J’ = (J, ,..., yn) in R”, we denote 
and 
for i = 1, 2,..., n. The natural partial ordering on R” is defined by 
x < y if and only if xi < ~~~ for i = 1, 2 ,..., n. 
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3. MAIN RESULTS 
In this section we unify, and prove some useful n-independent-variable 
generalizations of, the integral inequalities of LaSalle [ 131, Gollwitzer 191. 
Langenhop [ 121, and Bondge and Pachpatte [S]. 
First, Gollwitzer’s inequality [9, Lemma 21 and Bondge and Pachpatte’s 
inequality [5, Theorem 1 ] are unified and embodied in the following theorem. 
THEOREM 1. Let w(s), a(s), and b(s) be real-valued nonnegutk~e 
continuous functions defined on I”; let u(s) be a positive real-tjalued 
continuous function defined on I”. Suppose that the inequality 
u(s) > w(x) - a(s) 1” b(t) w(t) dt (1) 
. + 
is satisfied for 0 < x < s, where s E I”. Then 
u(s)arv(x)exp (-a(s)]:b(t)dt) 
for 0 < x < s. 
(2) 
Proof: We first discuss the case n is even. Rewrite (1) as 
w(x) < u(s) + a(s) 1.’ b(r) w(t) dt. (3) 
-x 
For fixed s in I” we define 
r(x) = u(s) + a(s) 1” b(t) w(t) dt 
.‘X 
(4) 
for O<x<s. Then 
r(x) = u(s) 
and 
D,D2 . . 
on xi = si, i = 1, 2 . . . . . n; (5) 
D, r(x) = a(s) b(x) w(x). 
Then by (3) 
D,D, a.. D, r(x) < 4s) b(x) r(x), 
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which implies 
r(x) D, ..a D,r(x) < a(s) b(x) + 
D,r(x) D, a.. D,-, r(x) 
r*(x) r’(x) 
7 
i.e., 
Dn < u(s) b(x). (6) 
Integrating both sides of (6) with respect to the component x, of x from x, 
to s, we have 
D, e.. Dn-,r(x ,,..., x,_,, s,) D, e.. D,-,r(x) 
r-(x, ,..., x,-, . s,) 44 
< u(s) f” b(x , ,..., WY,, -  , t,,) dt,. 
- r, 
Since 
hence 
D, a.. D,-, t-(x, ,..., x,-,, s,) = 0; 
D, ... D,-,r(x) 
< a(s) 
! 
-‘” 
r(x) X, 
b(x, ,... , x,-, 3 t,,> d&v 
which implies 
-D,-, D, .-- D,-,r(x) 
r(x) 
b(x, ,..., x,-, , t,) dt,. (7) 
Integrating both sides of (7) with respect to the component x,-, of x from 
X n-, to s,-, we have 
D, a.1 D+zr(x) 
f-(x) 
<a(s) I’“-’ i’“b(x,,...,x,_~,r,-,,tn)df,dt,-,, 
‘X,-I -x, 
Continuing in this way we obtain 
D, D, r(x) -s3 
r(x) 
<a(s) *-- 
J J 
.‘” b(x,, x,, t, ,..., t,) df, . . . dt,. (8) 
x3 *” 
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It follows from (8) that 
D, (y)<a(s)f;- j~~b(x,,x,,t,,...,t,)dr, . ..dt.. (9) 
Integrating both sides of (9) with respect o the component x2 of x from x2 to 
s2 we have 
D, r(x, , ~2, x3 ,..., x,,) 
0, , s, 3 x3 1..., x,) 
- % < a(s) IS2 e.. 1.‘” b(x, , f, ,..., t,,) df, . . . df, . 
. x2 ’ -r n 
Thus 
- s < a(s) fS2 . . . 1’” b(x, , t2 ,..., f,,) dt, . . . df2. 
-.x1 -x, 
Integrating both sides of the above inequality with respect o the component 
x, of x from x, to S, we have 
r(x) log - < a(s) .’ b(t) dr, 
4s) x ! 
which implies 
w(x) < r(x) < u(s) exp a(s) 1.’ b(t) dt 
-x 
and the theorem follows for n is even. 
Next we discuss the case n is odd. As in the proof of the case n is even, we 
have 
D, -.- D, r(x) = -a(s) b(x) w(x) 
and 
r(x) D, ..- D,r(x) 
2 -a(s) b(x) + 
D,r(x) D, -.a D,-,r(x) 
r2 (4 r*(x) 
3 
i.e., 
Dn D, .a. D,-,r(x) 
4x1 
> -a(s) b(x). 
Integrating both sides of the above inequality with respect o the component 
.Y, of x from x, to s, we have 
D, .a. D,- ,r(x) - 
r(x) 
> -a(s) I“” 0, ,..., x, - , , t,) dr,, 
_ X” 
514 SHIHANDYEH 
which implies 
D 
D, ... D,_?r(x) 
n-1 
f-(x) 
,. . . . . . yn-,.t,)dt,. 
As in the proof of the case n is even, we obtain our desired result. 
As an application of Theorem 1 we establish the following n-independent- 
variable generalization of the equality of LaSalle [ 13, Lemma 11. Gollwitzer 
[ 9, Theorem 11, and Bondge and Pachpatte (5, Theorem 21 for the lower 
bound on an unknown function. 
THEOREM 2. Let u(s), w(s), u(s), and b(s) be us defined in Theorem 1; let 
H(r) be a positive, continuous, strictly increasing, convex, and 
submultiplicative for r > 0, H(0) = 0 and lim,+, H(r) = 00. Suppose that 
g(s) and h(s) are positive continuous functions defined on I” with 
g(s) + h(s) = 1 and 
u(s) > w(x) - a(s) H- ’ 
( 
(-I b(t) H(w(t)) dt) (10) 
‘X 
is satisJed for 0 < x < s, where s E I”. Then 
u(sJ>g(s)H-’ g-‘(s)H(w(x))exp (-h(s)H(o(s)h-l(s)) jjb(t)dt 
x 
(11) 
Proof. Rewrite (10) as 
w(x) < g (s) u(s) g - ‘(s) + h(s) a(s) h ‘(s) H- ’ 1.’ b(t) H(w(t)) dt) . 
. .‘i 
Since H is convex submultiplicative and increasing we have 
WAX)) <g(s) H(u(s)g-‘(s)) + h(s) Ha(s) h-‘(s)) ( b(r) H(W)) dr, 
2 x 
i.e.. 
g(s) H(u(s) g-‘(s)) > H(w(x)) - h(s) H(a(s) h-‘(s)) 1” b(t) H(w(t)) dt. 
.X 
Applying Theorem 1 to the above inequality we have the desired bound in 
(11). 
INTEGRAL INEQUALITIES 575 
We next establish the following n-independent-variable generalization of 
the integral inequality established by Langenhop [ 121 and Bondge and 
Pachpatte [5, Theorem 31. 
THEOREM 3. Let U(S), a(s), and b(s) be as defined in Theorem 1; let W(r) 
be a positive, continuous, and nondecreasing function for r > 0, W(0) = 0 
and IV’(r) E C[I, I]. Suppose that the inequality 
u(s) > u(x) -a(s) 1’ b(l) W(u(t)) dt 
. I 
(12) 
is satisfied for 0 < .Y < s, where s E I”. Then for so E I”, 0 < .Y < s < so, 
u(s) > Q- ’ Q@(x)) - a(s) (-I 40 df , 
. I 1 
where 
Q- ’ is the inverse function of Q, and 
Q(u(x)> - a(s) I.‘b(t) dt E Dom(Q 
. I 
for 0 < x < s < so. 
ProuJ We only prove the case n is even. Rewrite (12) as 
(14) 
u(x) < u(s) + a(s) is b(t) W(u(t)) dt. 
. J 
For fixed s in I” we define 
r(x) = u(s) + a(s) ).( b(t) W(u(t)) dt 
. J 
for 0 <.Y < s. Then 
r(x) = u(s) on xi = si. i = 1, 2 ,..., n: 
D, . . . D, r(x) = a(s) b(x) @‘(u(x))), 
(13) 
(15) 
(16) 
(17) 
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and 
4x) < r(x). 
Since W is nondecreasing, (17) implies 
D, . . . D, r(x) < a(s) b(x) W(r(x)), 
i.e., 
D, .-. D,r(x) 
WW)) 
< a(s) b(x). 
Thus 
W(r(x)) D, a.. D,r(x) D, W(r(x)) D, ... D,-,r(x) 
W’W)) 
< a(s) b(x) + 
WV-(x)) ’ 
i.e.. 
Dn D, ..a D,-, r(x) 
W-C~) 1 
< 4s) b(x)- (18) 
Integrating both sides of (18) with respect to the component x, of x from x, 
to s, we have 
D, ... D,-,r(x ,,..., xn-,,s,,) D, ..a D,-,r(x) 
W-(x ,,...,-q-I,s,)) - W-W) 
< a(s) j-l” b(x, ,.a*, x,- IV t,) df” 3 
‘1” 
which implies 
-D,-, 
D, .a. Dnm2r(x) 
W-(x)) 
W , ,..., -x,- , , t,,) dr, e 
As in the proof of Theorem 1 we have 
D,r(x,,sz,x3,...,x,) D, 4x1 
Q-(x, , s2, x3 ,..., x,)1 - W@(x)) 
<a(s) )-1’... ~‘b(x,,t,,...,r,)dl;..dt,. 
‘X1 ‘X” 
(19) 
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It follows from (14) and (19) that 
-D, Q@-(x)) < a(s) (+ . . . I-In b(x, , t, ,..., t,) dt, . . . dt?. 
. x> I, 
(19) 
Integrating both sides of the above inequality with respect o the component 
x, of x from x, to s, we have 
-Q(r(s, , -q ,..., xn)) + Q(G)) < 4s) (-I b(t) df. 
. I 
It follows from (16) that 
-Q(O)) + Q(G)) < 4s) j-l b(t) 4 
‘X 
i.e.. 
Q(r(s)) > QW)) - 4s) 1-I b(r) dt. 
. x 
(20) 
From (20), we obtain the desired bound in (13). 
4. FURTHER INEQUALITIES 
In this section we state and prove n-independent-variable g neralizations 
of the integral inequalities recently established by Pachpatte [ 14, 151 and 
Bondge and Pachpatte [5] which can be used in some applications in the 
theory of partial differential and integrodifferential equations. 
Our first result discusses the n-independent-variable g neralization of the 
integral inequality recently established by Pachpatte [ 15, Theorem I] and 
Bondge and Pachpatte [5, Theorem 41. 
THEOREM 4. Let w(s), a(s), b(s), and c(s) be real-valued nonnegatice 
continuous functions defined on I”; let u(s) be a posititle real-valued 
continuous function defined on I”. Suppose that the inequality 
u(s) > w(x) - a(s) [is b(m) w(m) dm + I” b(m) ( (-I c(t) w(t) dt) drn] (2 1) 
. I . x ‘Ill 
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is satisfied for 0 < x 6 s, where s E I”. Then 
u(S) > t@) [ 1 + a(s) r b(m) exp (I-I (a(s) b(t) + c(t)) dt) dm] ’ (22) 
I .ttl 
for 0 ,< x < s. 
Proof: We only prove the case n is even. Rewrite (21) as 
w(x)<u(s)+a(s) [[5b(m)w(m)dm+ ~b(m) ([Sc(t)r~(t)dt)dm]. (23) 
.‘I . I .l?l 
For fixed s in I”, we define, for 0 <x < s. 
r(x) = u(s) + a(s) [ (-’ b(m) w(m) dm + (-6 b(m) ( (-’ c(t) w(t)) dm]. (24) 
.x x ‘t?l 
Then 
and 
Hence 
r(x) = u(s) on .yi=si, i = 1, 2,..., n; (25) 
w(x) < r(x). 
D, ..a D,r(x) = a(s) b(x) w(x) + 1-j c(t) w(t) dt 
I 1 
< a(s) b(x) r(x) + 1’ c(t) r(t) dt . 1 (26) ‘X 
Define 
Then 
u(x) = r(x) + is c(t) r(t) dt. 
‘X 
and 
u(x) = r(x) = r(s) on xi=si,i= 1,2 ,..., n; 
D, ... D,v(x) = D, ... D,r(x) + c(x) r(x) 
< b(s) KY) + c(x)1 4x1. 
(27) 
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By an argument similar to that in the proof of Theorem 1 we obtain the 
estimate for P(X) such that 
v(x) < u(s) exp (-I [a(s) b(t) + c(t)] dt. 
” + 
Substituting this bound on c(x) in (26) we have 
D, ... D,,+) < a(s) 4-x) u(s) exp 1.’ (a(s) 6(f) + c(t)) df . 
. + 
Integrating both sides of the above inequality with respect to the component 
s, of x from x, to s, we have 
D, ..* D,_ ,r(x, ,..., -Y,-, , s,,) - D, ... D,p, r(x) 
Q a(s) u(s) I-$” b(-K, ,..., .K,- , , m,) 
.X” 
j+-’ f’ (u(s) b(t) + c(r)) dr ) dm,. 
‘X,, , m, 
Integrating both sides of the above inequality with respect to the component 
x +, of x from x,-, to s,~, we have 
-D, ..a Dn-2r(.K,,...rx,.~2.s,~,,-K,) + D, ... Dnm2r(x) 
<ab)u(s) y 1”“6(X I,..., x,~2rm,_,,m,) 
‘.Y”-, ‘X, 
X exp 1”’ ... ].‘“-’ I.‘“-’ 1”” (a(s) b(t) + c(t)) dr ) dm, dm,_ , . 
-11 . .‘I,+?. tn- I . in,, 
Continuing in this way we obtain 
D, r(x, , s?, x3, . . . . x,) - D, r(x) 
< a(s) u(s) (-‘I . .. (-6’ b(x,, m, ,..., m,) 
12 x, 
(a(s) b(t) + c(t)) dt ) dm,, ..a dm2. 
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Integrating both sides of the above inequality with respect to the component 
s, of s from s, to s, we have 
r(x) < u(s) 1 + a(s) lJ b(m) exp 1-I (a(s) b(t) + c(t)) dt dm . (28) 
d i .!Tl 1 1 
The desired bound in (22) follows from (23) and (28). 
Next we apply Theorem 4 to establish the following n-independent- 
variable generalization of the integral inequality recently established by 
Pachpatte 115, Theorem 2 ] and Bondge and Pachpatte [S, Theorem 5 1. 
THEOREM 5. Let w(s), u(s). b(s). c(s). and U(S) be us defined in Theorem 
4; let H(r), g(s). and h(s) be us defined in Theorem 2. Suppose that the ine- 
quulitJt 
u(s) > w(s) - u(s) H- ’ I-’ b(m) H(w(m)) dm 
I 
+ 1” b(m) (I-’ c(t) H(w(r)) dt ) dm] 
- .Y .??I 
(29) 
is satisfied for 0 < s < s, where s E I”. Then 
u(s) > g(s) H- ’ /g - l(s) H(w(x)) [I + h(s) H(u(s) h - ‘(s)) 1” b(m) 
I 
x exp 1” [h(s) H(u(s) h ‘(s)) b(t) + c(t)] dt dm 
I 
(30) 
nt 
for 0 < .Y < s. 
Proof. Rewrite (29) as 
w(x) < g(s) u(s)g-‘(s) + h(s) u(s) h-‘(s) H-’ 
x 
[ 
111 b(m) H(w(m)) dm + 1’ b(m) (I-I c(f) H(w(t)) dt) dm] . 
- + -m 
Since H is convex, submultiplicative, and strictly increasing we have 
g(s) H(u(s)g-‘(s)) > H(w(x)) - h(s) H(u(s) h-‘(s)) 1-I b(m) H(w(m)) dm. 
. x 
By Theorem 4, we have the desired bound in (30). Thus the proof is com- 
plete. 
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To this end we present the following n-independent-variable generalization 
of the integral inequality established by Pachpatte [ 14. Theorem 31 and 
Bondge and Pachpatte [5, Theorem 61. 
THEOREM 6. Let U(S), a(s). b(s), and c(s) be as defined in Theorem 4; fet 
G(r) be a positice, continuous, strictly increasing, subadditice, and 
submultiplicatit~e function for r > 0, r E I and G(0) = 0; let G- ’ denote the 
inverse function of G. Suppose the inequality’ 
u(s) > U(X) -a(s) G-’ 1” b(m) G(u(m)) dm 
. I[ 
is satisfied for 0 < x < s, where s E I”. Then 
u(s) > u(x) G ’ 1 [ 1 + G(a(s)) (_I b(m) 
. I 
-I 
X exp )-I (b(t) G(a(s)) + c(t)) dt dm 
. m ) 1 
for 0 < .Y < s. 
Proof Rewrite (3 1) as 
U(X) < u(s) + a(s) G-’ 1.’ b(m) G(u(m)) dm 
. I 
(31) 
(32) 
(33) 
Since G is subadditive and submultiplicative we have from (33) 
GW)) < GMs)) + GWs)) l.‘b(m) G(u(m)) dm 
. .I 
By defining r(x) by the right side of (34) and by following an argument 
similar to that in the proof of Theorem 4, with suitable modifications, we 
obtain the desired bound in (32). 
409:84:2 19 
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In concluding this paper we note that the inequalities established in this 
paper can be used to study the differential and integral equations 
S’?l(x) 
A, . . . 2x,, 
A-. u(x), 1” k(x, t, u(t)) dt , 
. I I 
(35) 
(36) 
u(x) = u(s) + 1.’ F(t, u(t)) dt 
.v 
(37) 
under some suitable conditions on the functions involved in (35)-(37) 
together with the suitable given boundary conditions. 
For example. for (37) if 
I Fb. u(x)) I < 4-x) W(lu(x) I), (38) 
where b and W are as defined in Theorem 3, it follows from (37) and (38) 
that 
l4s)l> l4v)l- (-’ b(m) w(lW)l) dm. 
Now a suitable application of Theorem 3 yields 
l4s)l > Q-’ Q(l4x)I) - 1.’ b(m) dm 1 
. 1’ I 
where Q and Q-’ are as defined in Theorem 3. Thus the right side in the 
above inequality gives U(S) of (37) as the lower bound on the solution. 
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