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Abstract—While it is a common knowledge that AC coef-
ficients of Fourier-related transforms, like DCT-II of JPEG
image compression, are from Laplace distribution, there was
tested more general EPD (exponential power distribution)
ρ ∼ exp(−|x|κ) family, leading to maximum likelihood
estimated (MLE) κ ≈ 0.5 instead of Laplace distribution
κ = 1 - such replacement gives ≈ 0.1 bits/value mean
savings. Additional general observation here is that standard
uniform division into odd number of quantization regions gets
significantly lower mean distortion than for even.
Especially for such continuous distributions, there is also
discussed quantization approach through optimized continu-
ous quantization density function q, which inverse CDF (cumu-
lative distribution function) Q on regular lattice {Q−1((i −
1/2)/N) : i = 1 . . . N} gives quantization nodes - allowing
for flexible inexpensive choice of optimized (non-uniform)
quantization - of varying size N , with rate-distortion con-
trol. Optimizing q for distortion alone leads to significant
improvement, however, at cost of increased entropy due to
more uniform distribution. Optimizing both turns out leading
to nearly uniform quantization here, with automatized tail
handling.
Keywords: image compression, quantization, discrete
cosine transform, rate-distortion optimization
I. INTRODUCTION
Modern lossy image/video compression is usually based
on Fourier-related transforms, especially discrete cosine
transform DCT-II used e.g. in JPEG image compres-
sion [1]. While DC coefficients describing mean value
have completely different behavior, requiring separate treat-
ment usually similar to lossless image compression, the
AC coefficients are usually assumed to be from Laplace
distribution [2].
This assumption is verified here using more general
family: EPD (exponential power distribution) [3], [4]:
ρ(x) ∝ exp(−(|x − µ|/σ)κ/κ) covering both Laplace
distribution for κ = 1, Gaussian distribution for κ = 2,
and other behaviors of both body and tail of distribution.
MLE (maximum likelihood estimation) allows to test if
standard κ = 1 assumption is the proper one, but for AC
coefficients it clearly leads to essentially smaller κ ≈ 1/2,
as shown if Fig. 1.
Such replacement allows to improve compression ratio
by ≈ 0.1 bits/value, which seems significant as for RGB
we get ≈ 0.3 bits/pixel this way (or less for chroma
subsampling), could allow for better rate-distortion control,
or other optimizations e.g. of PVQ (perceptual vector
quantization) [5], [6].
Figure 1. Evaluation using 48 grayscale 8bit 512x512 images from
http://decsai.ugr.es/cvg/CG/base.htm. Top left: log-likelihood evaluation
(mean lg(ρ(x))) for 63 AC coefficients of 8x8 DCT-II transform for
EPD family ρ(x) ∝ exp(−(|x − µ|/σ)κ/κ), shifted to zero for
κ = 1/2 (remaining σ, µ parameters from MLE). Vertical difference can
be interpreted as change in bits/pixel for using different κ: we can see that
going from κ = 1 of Laplace distribution to κ = 1/2, we get ≈ 0.11
bits/value mean savings, further individual κ optimization gave additional
≈ 0.03 bits/value mean savings. Top right: rate-distortion comparison for
size N uniform quantization (tails go to extremal nodes) on [−10, 10]
range of κ = 1/2, σ = 1, µ = 0 EPD distribution using this density
(blue) or κ = 1 standard Laplace assumption (orange) - we can see these
≈ 0.1 bits/value savings from switching to κ = 1/2, nearly universal
for various quantization size N . Valuable observation is that quantization
into even N is significantly worse - should be avoided, focusing on odd
N . Bottom: evaluation of various distributions for 8x8 DCT coefficients
- perfect agreement would have flat line in zero. Specifically, the values
were transformed y = CDF (x) using CDF of assumed distribution,
then sorted (empirical distribution function) should ideally give diagonal
- which is subtracted. We can see that Laplace has relatively large
0.04−0.08 disagreement (orange), it is much smaller for κ = 1/2 (blue),
sometimes a bit further improved for individually optimized κ. Visually
their main imperfection is large jump in the center: corresponding to
increased probability of zero value, what can be included in probabilities
used for quantization.
There is also discussed inexpensive automatic approach
for quantization especially of such continuous probability
distribution functions - by first optimizing quantization
density function q describing how choose local density of
quantization nodes for asymptotic case of infinite num-
ber of region, then use it for finite number of regions.
Specifically, q integrates to 1 as density, its inverse CDF
(cumulative distribution function) on regular lattice of
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2chosen size N gives the quantization points.
For minimizing distortion for given density ρ - usually
MSE (mean squared error) of quantization, like classical
Lloyd-Max algorithm [7], [8], here we get q ∝ ρ1/3: that
denser regions should have denser quantization, but only
with cube root, e.g. twice denser for 8 times larger density.
However, while such quantization indeed reduces distor-
tion, turns out it also increases entropy by more uniform
distribution among quantization regions. Optimizing both
rate and distortion, such optimization has lead to nearly
uniform quantization (at least for such first considered
examples) - with optimized tail handling.
This is work in progress, continuation of author’s revisi-
tions of basic approaches for image/video compression [9],
[10], for example for context dependent probability distri-
bution models - what is planned to be explored for DCT
coefficients in later versions of this article, alongside other
expansions.
II. EXPONENTIAL POWER DISTRIBUTION (EPD)
For κ > 0 shape parameter, σ > 0 scale parameter
and µ ∈ R location, probability distribution function
(PDF, ρκµσ) and cumulative distribution function (CDF,
Fκµσ(x) =
∫ x
−∞ ρκµσ(y)dy) of EPD are correspondingly:
ρκµσ(x) =
1
2σ
κ−1/κ
Γ(1 + 1/κ)
e−
1
κ (
|x−µ|
σ )
κ
(1)
Fκµσ(x) =

1
2γ
(
1
κ ,
(|x−µ|/σ)κ
κ
)
if x < µ
1− 12γ
(
1
κ ,
(|x−µ|/σ)κ
κ
)
if x ≥ µ
where Γ is Euler gamma function, γ(a, z) =
Γ(a, z)/Γ(a) is regularized incomplete gamma function.
Their PDFs for κ = 1/2, 1, 2 are plotted in 2.
Its (base 2) differential entropy is
H = −
∫
ρ lg(ρ) =
1
κ ln(2)
−lg
(
κ
2Γ(1/κ)
)
+lg(σ) (2)
for uniform quantization with ∆ lattice size ∆Z, to store
such values we need ≈ H − lg(∆) bits/value.
While ML estimation of κ is more difficult, in prac-
tice we can often use it as constant - optimized for a
given situation, like general AC coefficients, or maybe 63
individual ones for each AC coefficient of 8x8 DCT as
considered in Fig. 1. In many cases like AC coefficients
here we can also assume µ = 0, alternatively there can be
used MLE approximation as mean value (exact for κ = 2
Gaussian distribution), or median value (exact for κ = 1
Laplace distribution), we can also predict it from a context
as discussed e.g. in [9], [9].
There remains the main estimation - of width parameter
σ, what turns out quite simple:
σκ = mean |x− µ|κ (3)
which can be seen as generalization of the Laplace
and Gaussian case, can be naturally turned into context-
dependent [9] or adaptive [4] estimation for nonstationarity.
Here for all 8x8 DCT-II coefficients from 48 grayscale
512x512 images there was calculated log-likelihood for
various κ - results are presented in Fig. 1. We can see
that κ = 1/2 fits AC data much better than standard
κ = 1, getting ≈ 0.1 bits/value reduction. In contrast,
DC coefficients have completely different behavior and
treatment, here getting optimal κ ≈ 2.2.
III. FLEXIBLE DENSITY QUANTIZATION
Having a model of 1D density ρ : D → R+ (integrating
to 1, usually D = R) e.g. as Laplace or EPD, there remains
crucial question of choosing quantization.
A standard choice is uniform quantization as compu-
tationally inexpensive, but it might leave improvement
opportunities. On the opposite side there is Lloyd-Max
algorithm [7], [8] performing costly mean distortion op-
timization for a chosen number of regions (N ). It neglects
entropy growth which turns important issue - included in
considerations here.
There is discussed approach combining their advantages:
for a fixed parametric distribution, we would like to autom-
atize inexpensive process of optimized quantization into
flexible number of regions N , with control of rate and
distortion.
For this purpose, let us introduce quantization density
function q : D → R+, also integrating to 1, intuitively
defining how dense local quantization should be. We will
optimize it accordingly to assumed density ρ. Analogously
to cumulative distribution function (CDF), let us define:
Q(x) =
∫ x
−∞
q(x)dx ∈ [0, 1] (4)
We can use it to define centers of quantization regions for
any number of regions N by taking inverse CDF on some
a regular lattice, for example:
Q = {Q−1((i− 1/2)/N) : i = 1, . . . , N} (5)
For what encoder needs to perform Q(x), e.g. tabled or
interpolated in practical realizations, then perform uni-
form quantization on [0, 1]. Decoder analogously needs
tabled/interpolated Q−1 function:
xˆ = dNQ(x))e x˜ = Q−1((xˆ− 1/2)/N) (6)
Another approach is taking boundaries of quantization
regions in the middle between succeeding points of Q -
what is used in evaluations.
Optimization of q for a given ρ can be done for
N → ∞ continuous limit, for which we can assume that
local distance between quantization nodes in position x is
approximately (Nq(x))−1.
A. Distortion minimizing quantization
For distortion defined as mean power p of quantization
error |x − x˜|p, e.g. p = 2 for popular MSE, we can
say that mean distortion in position x is proportional to
3Figure 2. Top 3: Quantization densities minimizing distortion as mean
squared quantization error for κ = 2 (Gaussian), 1 (Laplace) and 1/2
EPD distributions. As discussed, quantization density is q ∝ ρ1/3
normalized to
∫
qdx = 1, for which we find CDF: Q(y) =
∫ y
−∞ q(x)dx
and quantization is given by Q−1 on size N regular lattice: {(i −
1/2)/N : i = 1, . . . , N}. Bottom: comparison of entropy and MSE
for N = 1, . . . , 32 and such minimal distortion quantization (red)
and 3 uniform quantizations on [−5, 5], [−10, 10], [−20, 20] ranges (the
two extremal quantization regions include tails). While we can see that
MSE is essentially better, unfortunately it comes with increased entropy
(more uniform distribution over quantization regions), not providing clear
improvement for common rate-distortion optimization.
1/(Nq(x))p. Averaging such local distortion over assumed
probability distribution ρ, we get distortion evaluation:
D(q) ≡ D =
∫
x∈D
ρ(x)
(q(x))p
dx DN = D
Np
(7)
where DN is approximation for quantization into N re-
gions. To choose the optimal q we can use calculus of
variations (e.g. [11]): to minimize D as in the necessary
condition for extremum, the first order correction of D for
any (infinitesimal) perturbation q → q + δq has be 0, for
δq being a function integrating to 0 to maintain
∫
qdx = 1
normalization:
∀δq:∫ δq dx=0 0 = D(q+δq)−D ≈ −p
∫
ρ(x)
(q(x))p+1
δq(x)dx
It is always zero if ρ(x)/(q(x))p+1 = const. Otherwise,
we could increase δq where this fraction is larger, at cost
of where it is smaller, getting nonzero variation.
Figure 3. Discussed rate-distortion l1 (p = 1) optimization of the quan-
tization density: q =
√
µρ+ λ2ρ2−λρ, for (λ, µ) satisfying ∫ qdx = 1
- such pairs are presented in top-left plot. Their Q(y) =
∫ y
−∞ q(x)dx
for some 4 cases are presented in top-right plot, together with such
functions providing uniform quantization on ranges (3 different). Bot-
tom: rate-distortion evaluation for all these cases and quantization size
N = 1, 3, . . . , 31 (only odd as essentially better than even). We can
see that the best ones approach uniform quantization on the largest range
[−20, 20] (green points).
So D is minimized for ρ(x)/(q(x))p+1 = const, getting:
q(x) = (ρ(x))1/(p+1)/
∫
(ρ(y))1/(p+1)dx (8)
for normalization to integrate to 1. For MSE we have p =
2: quantization density q should be increased with cube
root of density ρ, e.g. twice denser for 8 times larger ρ.
While generally we can find q,Q numerically and store
in tables for fixed center µ = 0 and scale parameter σ = 1
(for shifted and recaled values), for discussed general EPD
family (containing e.g. Laplace and Gaussian distribution),
we know their analytical formulas as they are just rescaled
original distributions:
σq = σ/
κ
√
p+ 1 q = ρκµσq Q = Fκµσq (9)
B. Entropy (rate) minimizing quantization
To calculate asymptotic N → ∞ behavior of entropy
(required bits/value rate), probability of quantization region
in position x is asymptotically ρ(x)/(Nq(x)): requiring
lg((Nq(x))/ρ(x)) bits.
HN =
∫
ρ(x) lg
(
Nq(x)
ρ(x)
)
dx = H+ lg(N)
for H =
∫
ρ(x) lg
(
q(x)
ρ(x)
)
dx (10)
what is minus Kullback-Leibler divergence: gets extremum
in q = ρ (can be obtained with above calculus of varia-
tions), but this time maximal number of bits/value - we
would like to get far away from it.
4The minimal entropy we could get here is usually zero:
by quantization which puts practically entire probability
into single region, but it makes no sense from practical
perspective - optimizing quantization density to minimize
entropy alone rather makes no sense.
C. Rate-distortion optimization
Distortion optimization alone indeed reduces it for a
given quantization size, however, it happens at cost of
increased entropy as it leads to more uniform probabil-
ity distribution among quantization regions than uniform
quantization (should concern also e.g. Lloyd-Max).
Hence, in practice we should optimize distortion and
entropy together, what can be done using Lagrange mul-
tipliers. We have two constraints here, each gets one
multiplier: first for normalization
∫
qdx = 1 (previously
hidden e.g. as const = ρ/qp+1). Second for fixed entropy
or distortion - while minimizing the other, both these cases
are mathematically similar.
Finally, we can just use some two multipliers µ, λ, focus
on their pairs maintaining normalization
∫
qdx = 1, getting
(entropy, distortion) pairs hopefully being in minimum
(not maximum or saddle). For this purpose we can start
with the safe: distortion optimization case (8) and try to
continuously (e.g. numerically) modify it solving ordinary
differential equation obtained by treating
∫
qdx = 1 as
implicit equation.
1) l1 quantization error (p = 1): To simplify the
solution formula, for p = 1 case let us choose µ, λ
Lagrange multipliers in the following way:
µ
ρ
qp+1
− 2λρ
q
= 1 satisfying
∫
qdx = 1 (11)
For µ, λ, ρ, q ≥ 0 we get promising solution:
q =
√
µρ+ λ2ρ2 − λρ = µρ√
µρ+ λ2ρ2 + λρ
(12)
For λ = 0 we get q ∝ ρ1/2 as for distortion minimization.
For µ = 0 we get the problem of entropy optimization
case.
Figure 3 contains such (λ, µ) pairs satisfying
∫
qdx = 1,
obtained by just optimizing µ for succeeding λ > 0 on
a lattice. It leads to µ, λ → ∞ with fixed asymptotic
µ/λ. This limit approaches constant q case of uniform
quantization, with additionally optimized handling of tails.
2) MSE: l2 quantization error (p = 2): For p = 2
we get degree 3 polynomial instead of 2, which still has
analytical solution, but a bit more complex one - we can
perform analogous analysis, what is planned for further
versions of this articles.
IV. CONCLUSIONS AND FURTHER WORK
While often there are uncritically used assumptions of
naturally looking distributions, like Laplace or Gaussian,
it might be worth testing also e.g. more general families,
like EPD discussed here, or heavy tail like stable distri-
butions appearing e.g. in generalized central limit theorem
for addition of i.i.d infinite variance variables. For data
compression applications, improvement of likelihood can
be directly seen as savings in bits/value.
There was also discussed approach for automatic
search of flexible quantization, shifting problem into
finding e.g. continuous quantization density function for
N → ∞ continuous limit, and then use it for finite
N . While it can improve distortion alone, together with
entropy optimization it seems to lead to nearly uniform
quantization - with additional tail optimization.
This flexible quantization approach definitely needs fur-
ther work, starting with finishing p = 2 case and testing
for various distributions. It generally brings a question
of practicality also of approaches like Lloyd-Max, what
requires deeper exploration.
It also might be valuable to try to expand this work into
vector quantization. From classical PVQ [5] perspective,
there might be considered deformation to reduce distortion
- without it is nearly optimal for Laplace distribution, it
can be deformed to optimize for Gaussian distribution with
uniform on sphere [6], we can also use this technique for
obtained here deform for κ = 1/2 EPD distribution.
There is also planned work for testing context dependent
methods from [9], [10] for inexpensive prediction of pa-
rameters e.g. µ, σ of κ = 1/2 EPD distribution, testing
statistical dependencies for coefficients inside 8x8 DCT
block and between neighbors.
Further large topic to consider is optimizing transforms,
especially color as discussed in [10], maybe also entire
DCT-like transform, combination with chroma subsapling
for perceptual evaluations.
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