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Abstract
Polymer electrolyte fuel cells are regarded as one of the most promising alternatives
to the depleting and high pollutant fossil fuel energy sources. High temperature
Polymer electrolyte fuel cells are especially suitable for stationary power applica-
tions. However, the length scale of a PEM fuel cells main components range from
the micro over the meso to the macro level, and the time scales of various transport
processes range from milliseconds up to a few hours. This combination of vari-
ous spatial and temporal scales makes it extremely challenging to conduct in-situ
measurements or other observations through experimental means. Thus, numerical
simulation becomes a very important tool to help understand the underlying elec-
trochemical dynamics and transient transport phenomena within PEM fuel cells.
In this thesis research a comprehensive, three- dimensional mathematical model
is developed which accounts for the convective and diffusive gas flow in the gas
channel, multi-component diffusion in the porous backing layer, electrochemical
reactions in the catalyst layers, as well as flow of charge and heat through the solid
media.
The governing equations which mathematically describe these transport pro-
cesses, are discretized and solved using the finite-volume based software, Ansys
FLUENT, with its in-built CFD-solvers. To handle the significant non-linearity
stemming from these transport phenomena, a set of numerical under-relaxation
schemes are developed using the programming language C++. Good convergence
is achieved with these schemes, though the model is based on a serpentine single-
channel flow approach.
The model results are validated against experimental results and good agree-
ment is achieved. The result shows that the activation overpotential is the greatest
cause of voltage loss in a high temperature PEM fuel cell. The degree of oxygen
depletion in the catalyst layer, under the ribs, is identified and quantified for a
given set of input parameters. This factor is followed by membrane resistance to
protonic migration. The model can thus be suitable applied as a tool to predict
cell performance. The results also show that performance is influenced by not just
one, but a combination of inter-related factors, thus temperature increases, and
flow rate changes will only be effective if simultaneously, the concentration of inlet
oxygen, and the mobility of proton-ions in the membrane is increased. Not only
does the model results verify these phenomena, but provide a quantitative output
for any given set of input parameters. It can therefore be suitably applied as an
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The development of fuel cell technology is one of a number of new energy generation
technologies, such as wind power, solar power and ocean-wave power that are being
utilized and developed in an attempt to move away from the existing use of fossil
fuels as energy-generating sources. The rapid decline in fossil fuel reserves is but
one factor in the expansion of alternative-energy technologies. Two other major
factors are critical drivers for this process. The first factor is the vast growth in
global populations, especially in the so-called Third World countries of Asia and
Africa. It is projected that the world population will grow from an estimated 6.6
billion people in 2007 to 8.2 billion in 2030, or on average one percent increase per
year. The fastest rate of growth will be in Africa, projected at around two percent
per annum, followed by the Middle East at 1.6 percent per annum. China will grow
slower at around 0.4 percent, but will remain the world’s most populous country at
around 1.46 billion people in 2030 [2].
The vast growth in populations in these regions impact hugely on development and
economic growth, and thus on the demand for energy both in size and pattern.
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A characterization of this development is the rise in industrialization and living
standards spearheaded by the so-called BRIC countries (Brazil, Russia, India and
China), and followed strongly by Africa, whose vast reserves of the world’s natural
mineral resources are leading its path to industrialisation. An increasing demand on
the world’s energy resources is consequently placed to service this economic growth.
Primary energy demand is projected to increase by 1.5 percent per annum from 2007
to 2030, which is an overall increase of 40 percent [1]. This demand for energy is
currently predominantly met by the utilisation of fossil fuels with oil as our prime
source of energy, followed by coal. One of the problems with the existing fossil fuel
technology is that it is based on combustion technology which makes the resources
non-renewable. A second problem is the skew distribution between producers and
the consumers of fossil fuels. In figures 1.1 and 1.2, we show the distribution of
estimated (as of January 2011) reserves, production and consumption of oil and
natural gas around the world.
Figure 1.1: Distribution of World Oil consumption, production and reserves [3]
The figures show that oil reserves are mostly located in the Middle East, Russia
and Canada, and natural gas are mostly located in Russia and Iran. However, the
major consumers are the United States and European Union, with fast developing
countries such as China, India and Brazil showing growing yearly consumption in-
2
Figure 1.2: Distribution of World Natural Gas consumption, production and re-
serves [3]
creases. These consumers rely heavily on the importation of fossil fuels from the
Middle East, Russia and Canada. Any political upheaval in the producer countries
will thus have a major global economic impact.
A second major factor that spurred the development of alternative energy technolo-
gies is the environmental impact of combustion technologies of fossil fuel usage. One
of the byproducts of fossil fuel combustion is carbon dioxide and carbon monoxide
gases. Millions of tons of these gases are emitted into the atmosphere by industries
and motorised transport. Environmentalist, atmospheric and earth scientists have
identified these gases as major cause of the greenhouse effect, regional acidification
and climate change.
There is therefore a need for efficient use of available energy resources and a search
for alternative energy conversion technologies that are driving research into cleaner
and more efficient ways of producing energy. The features which are required from
alternative energy conversion technologies include high energy conversion efficiency,
environmental friendliness, compatibility with renewable energy sources and sus-
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acteristics is a device called fuel cell. Fuel cell is an electrochemical device which
converts the chemical energy of the reactants directly into electrical energy and
heat without an intermediate combustion step. It is considered to be the most im-
portant anti-pollution technology in our history [1]. Unlike conventional batteries,
a fuel cell does not run down or require recharging, but it operates as long as both
fuel and oxidant are supplied. Therefore, the main attractive features of fuel cells
systems are:
a) Energy efficiency: fuel cells are amongst the most efficient energy conversion
devices. Moreover, they can be exploited in a wide range of applications due to
their flexible operation, and can be applied for stationary, transport and portable
applications.
b) Environment: fuel cells can help significantly reduce greenhouse gas emissions
and urban pollution, and improve air quality. In combination with clean hydrogen
(i.e. that produced from water and renewable energy), fuel cells provide emission
free mobility. They are very quiet in operation, thus being very useful in areas
where noise pollution is undesirable.
c) Energy security: fuel cells and hydrogen can support the development of de-
centralised structures building upon regionally available energy sources. This in
return will reduce oil or gas imports, and at the same time it will meet the citizens
needs in terms of power stability and predictability.
The different types of fuel cells are characterised by the electrolyte used. The Proton
Exchange Membrane Fuel Cell (PEMFC), is characterised by the use of a polymer
electrolyte membrane. The typical membrane used in low temperature PEMFCs is
the DuPont‘s Nafion membrane. However, this membrane require sufficient water
content for effective proton conduction, and are thus limited to operations below
the boiling point of water. These membrane-based fuel cells therefore suffer from
4
several issues raised by low temperature operations such as complicated water man-
agement and high external humidification for both anode and cathode gases.
In recent years, high temperature proton exchange membrane fuel cells (HT-PEMFC)
based on phosphoric acid-doped polybenzimidazole (PBI) membranes, which is the
focus of this thesis, are experiencing increasing importance for residential and in-
dustrial application as combined power and heat units.
In particular, the development of high temperature fuels cells experience increas-
ing importance in this field, since higher operating temperatures are beneficial to
fuel cell performance [10, 11, 26, 13, 14, 15]. It increases reaction rate and higher
mass transfer rate, but usually lowers cell ohmic resistance arising from higher ionic
conductivity of the electrolyte membrane. In addition, at high temperature, CO
poisoning can be alleviated by reducing chemisorptions of CO [8, 9, 10]. The de-
velopment of temperature resistant PBI membranes allows fuel cells to work at
temperatures up to 473 K [5, 6]. An additional advantage of these membranes is
that PBI-based systems do not require humidification of the membrane [19, 20].
However, HT fuel cells have problematic aspects such as material problems related
to corrosion, electrode degradation, electro-catalyst sintering and re-crystallisation
and electrolyte loss.
The experimentally difficult environment of fuel cell systems motivated the develop-
ment of mathematical models that can simulate and predict the performance of HT
PEM fuel cells and stacks. A number of PEM fuel cell models for the general oper-
ating temperature cases have appeared in the literatures [63, 64, 65, 81, 70, 71, 72].
However, there still exist strong needs for studies on PEM fuel cells operating at
high temperature, where water is in the vapour phase and the membrane has a
water electro-osmosis drag force near zero. Under this condition, the performance
of the membrane would be relatively independent of humidity, and water manage-
5
ment becomes unnecessary [24, 25]. PEM Fuel Cells exhibit a wide range of flow
domains for the movement of mass, current and heat within the cells. Included in
these domain ranges are convective flow in the gas channels and solid regions such
as the metal matrix, diffusive flow in the porous gas diffusion layers, and even a
hopping flow mechanism in the catalyst layers [17]. Often, exterior measurement
of the fluxes only indicates the laminar flow property of a flux within a specific re-
gion. Though this is essentially true, the important flow properties at the interface
between regions, e.g. the boundary movement between the gas channels and gas
diffusion layers and between the gas diffusion layers and the semi- permeable mem-
brane is generally neglected, or cannot be detected by such external means. It is in
this environment that mathematical modelling will play a critical role in the detec-
tion, explanation and understanding of the complete functioning of PEM fuel cells,
and in particular high temperature PEM fuel cells. It has the possibility to fulfil a
vital function in supplying the energy needs in especially stationary power systems,
but optimising its design and understanding the type of materials needed to oper-
ate effectively is to a great extend dependent on the type of research and modelling
being done. It is hoped that this thesis will provide a valuable contribution to this
effect.
1.2 Fuel Cell Operating Principles
A single fuel cell, as shown in Figure 1.3, illustrates the operational principle of a
PEM fuel cell. Hydrogen gas in a pure or reformed form enters the anode channel
and diffuses through the porous anode electrode towards the anode catalyst layer
(ACL), where hydrogen molecules are stripped of their electrons with the help of
a platinum catalyst and become positively charged hydrogen ions (protons), based
on the hydrogen oxidation reaction (HOR):
2H2 → 4H+ + 4e− (1.1)
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Protons migrate through the ion-selective membrane and the electrons travel
through the external circuit, thereby creating electric current. On the cathode side,
an air stream enters the cathode channel and diffuses towards the cathode-side
catalyst layer (CCL). At the platinum catalyst surface, protons recombine with
electrons and oxygen molecules to produce water and heat, following the oxygen
reduction reaction (ORR):
O2 + 4H
+ + 4e− → 2H2O (1.2)
Reaction (1.1) is slightly endothermic and reaction (1.2) is strongly exothermic,
so that overall heat is generated. By combining the reactions (1.1) and (1.2), the
overall reaction in the PEM fuel cell can be summarised as
2H2 +O2 → 2H2O + heat+ energy (1.3)
Figure 1.3: Schematic and Operation Principle of a PEM Fuel Cell [1]
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The voltage of a single PEM fuel cell is typically in the range of 0.4 to 0.8 V
and the cell current density is usually less than 1 A/cm2 . In practice, the fuel cell
shown in Figure 1.3 would be combined in series with other cells to produce a fuel
cell stack. This fuel cell stack would then be part of a fuel cell system which would
include fuel pumps, fuel processors, heat exchangers, and other equipment. The
power of such PEM fuel cell systems can vary from a few watts which is suitable for
portable applications, up to million watts such as in the stationary applications in
power plant. A more detailed discussion on the PEM fuel cell and its applications,
can be found in [4, 24].
1.3 PEMFC Components
A PEMFC consists of four main components: the proton exchange membrane,
two catalyst layers (CLs), two gas diffusion layers (GDLs) and the bipolar plate,
which contain the current collectors and gas channels. The system formed by the
two GDLs, the two CLs and the membrane is known as the membrane electrode
assembly (MEA). A short description is given of the composition and the physical
phenomena taking place in each component.
Figure 1.4: Fuel Cell Structure [4]
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 Polymer Electrolyte Membrane : Consists of phosphoric acid-based mem-
brane that conducts protons and repels electrons, forcing it to move through
the outer circuit. The membrane is normally constructed with uniform thick-
ness to minimise ohmic losses. A desirable membrane in a PEM fuel cell
should possess the characteristics of high proton conductivity, good insula-
tion regarding electronic current, low fuel crossover properties, and it must
also be robust enough to be assembled into a fuel cell stack and have high
chemical and thermal stability.
 Catalyst layer : Its prime function is to increase the rate of the electrochem-
ical reactions. The catalyst layer usually consists of microscale carbon par-
ticles, each of which can support nanoscale platinum (Pt) catalyst particles,
loosely embedded in a matrix of ionomer. The ionomer microstructure and
ionomer- catalyst layer interface are important factors for the performance of
a fuel cell; they determine the ion exchange across the membrane that allows
the fuel cell reaction to occur. The optimum thickness of the catalyst layer
is found to be around 10 µm since almost all of the reactions occur within
a 10 µm thick layer. On the other hand, the electrochemical reaction is not
evenly distributed over the catalyst layer; therefore, the Pt particles must be
properly distributed in the catalyst layer to maximise the reaction efficiency
and minimise the cost. The platinum catalyst has strong affinity for CO.
Therefore, a common problem of the fuel cell is anode catalyst CO poisoning
if the hydrogen is derived from an alcohol or hydrocarbon fuel. Developers are
currently exploring platinum/ruthenium catalysts that are more insensitive to
CO [21]. This problem does not exist if pure hydrogen is supplied.
 Gas Diffusion Electrodes : Consist of carbon fiber and they serve to trans-
port the reactant gases towards the catalyst layer through its hydrophobic
pore structure. They also provide an interface when ionisation takes place
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and transfer electrons through the solid matrix. It also serve to provide struc-
tural support of the catalyst layer. A GDL also plays an important role in
heat removal from the reacting site.
 Bipolar Plates :
Figure 1.5: Common flow fields: (a) straight-parallel (b) single-serpentine (c)
multiple-serpentine (d) interdigitated: green arrow- inlet; red arrow- outlet
[5]
The important role of the bipolar plate is to feed the reactant gases towards
the GDL, and to assemble individual cells into a cell stack. The gas flow
channels are carved into the bipolar plates, thus they feed reactant gases to
the gas-diffusion electrodes. There need to exist a good electrical connection
between the bipolar plates and the gas-diffusion layers in order to minimise
contact resistance and hence ohmic losses. The channel area should be as large
as possible to supply enough reactant gases and to reduce the cell weight and
volume requirements; on the other hand, the greater the land area, the better
the electrical connection between the bipolar plates and the GDL, and the
lower the contact resistance and ohmic losses. A sensible compromise be-
tween the above two factors should be sought to achieve the best possible cell
performance.
Research into the optimum configuration of the bipolar plate flow-field is ongo-
ing [5], and there exist in industry variations in flow-field configurations such
as the straight-parallel, single-serpentine, multi-serpentine, interdigitated, or
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the combination of more than one designs as shown in Figure 1.4. Each con-
figuration has its own advantages and draw-backs and are widely reported in
the literature. The most commonly used material in bipolar plate fabrication
is graphite; it has favourable properties such as high electrical conductivity,
high thermal conductivity, low corrosion rate, and light weight. However, it is
expensive to machine the flow pathways into graphite. Apart from graphite,
metal alloy and carbon composites are also materials widely used for manu-
facturing bipolar plates.
1.4 PEMFC Thermodynamics
The performance of a fuel cell in an ideal environment can be described by the
fundamental laws of thermodynamics. From the first and second laws, we may
deduce that the specific reversible work of the fuel cell (Wrev) is equal to the Gibbs
free energy of the reaction, ∆Gr, [57]:
Wrev = ∆Gr (1.4)
The reversible efficiency (ηrev) of the fuel cell is defined as the ratio of the Gibbs







The reversible power of the fuel cell can be written as the product of the specific
reversible work and the molar flow of the reactant:
Prev = ṅWrev (1.6)
This power equation can be compared to the power in an electrical device:
Prev = VrevI (1.7)
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where Vrev is the reversible voltage and I the current. This in turn is related to
the molar flow of the reactant, according to Faraday’s Law:
I = −nF ṅ (1.8)
where F is Faraday’s constant and n the number of electrons that are released






which is the fundamental equation that describes the electromotive force of an
ideal fuel cell. The Gibbs free energy for the most common reactions under standard
conditions (G0r) is tabulated, and we can use the Nernst equation to express Vrev in











where xpt and xrt represents the concentration of the reactants and products at
the reaction sites, and the suffix st stands for stoichiometric coefficient. In practice
Vrev represents the theoretical open circuit voltage of the cell, and we can substitute
Vrev with Voc.
The voltage of a real cell hardly ever meets this theoretical value due to irreversibil-
ities arising in the operation. This is shown in figure 1.4.
The cell voltage of an irreversible fuel cell is given as:
V = Voc − (ηact + ηconc)a − (ηact + ηconc)c − ηohm − ηcross (1.11)
where the voltage drop (V − Voc) is represented by the following irreversibilities
[57]:
Activation losses which are caused by the slowness of the reactions taking place
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on the surface of the electrodes. Part of the voltage generated is lost in driving
the chemical reaction that transfers the electrons to and from the electrode. This
overpotential is described by the Tafel equation [24]:




where i is the observed current density and b is the Tafel-slope, which depends
on the electrochemistry of the particular reaction, and i0 is the exchange current
density of the anodic reaction.
Ohmic losses result from the resistance of the electrolyte and due to the electrical
resistance of the electrodes. It is given by [12]:
ηohm = iri (1.13)
where ri is the internal resistance. Ohmic loss is the most common cause of
potential loss in a fuel cell. Reducing the thickness of the electrolyte layer between
the anode and cathode is thought to be a way of eliminating ohmic overpotential,
but this may cause the problem of crossover or intermixing of anodic and cathodic
reactants.
Concentration (mass transport) losses results from the change in concentration of
the reactants at the surface of the electrodes as the reactants are being consumed
[23]. At a sufficiently high current density, the rate of the reaction consumption
becomes equal to the amount of reactants supplied by diffusion, called the limiting
current density. The voltage drop for a current density i due to the concentration







where il is the limiting current density and R the universal gas constant.
When examining the polarisation curves given in figure 1.6, it is helpful to divide
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Figure 1.6: Schematic Polarisation Curve showing the three overpotential regions
[57]
the curve into three regions. A different mode of irreversible loss dominates each of
these regions, although they coexist simultaneously in each region. Thus, the shape
of the polarisation curve can provide the viewer with some information regarding
the internal dynamics of the fuel cell.
 The first region is called the activation polarisation region. It is associated
with a steep slope and low current densities. This region occurs due to a
sluggishness of electro-catalysis at low voltage drops across the cell. In order
to provide the electro-catalysis, an activation energy is required to drive the
reaction, thus providing the name for this region. In this region, cell voltages
(and hence efficiencies) are high, but current density (and hence power den-
sity) is very low. Thus, this is not a very useful region in which to operate a
practical fuel cell.
14









 The second region is called the ohmic polarisation region. It is associated
with a gradual slope that traverses most of the polarisation curve. The losses
associated with the activation polarisation are relatively constant in this re-
gion, hence the slope is principally due to ohmic losses across the membrane
and electrode layers.
 The third region is called the concentration polarisation region. It is associ-
ated with a steep slope and high current densities. In this region, the transport
processes of this electro-chemical device begin to limit performance. Mass dif-
fusion rates limit the transport of the reactants, thus preventing an increase
in reaction rate. Decreasing the cell potential in this region results in a negli-
gible increase in current density, thus simply reducing the power density. The
maximum current is reached at zero cell potential.
The relationship between overpotential, current density and power density in a
fuel cell is illustrated in figure 1.7 below [123]:
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Figure 1.7: Schematic of Fuel Cell Potential, Current Density and Power Density
Relationship [123].The plot in blue is a repetition of the Polarisation Curve pre-
sented in figure 1.6 above, but it is accompanied by the generated Power density
plot in in red. The graph illustrates the maximum power density reached by the fuel
cell and the corresponding cell potential and current density at which this occur,
as indicated by the green lines.
1.5 PEMFC Literature Review
Proton exchange membrane fuel cell technology has been recognised now for a few
decades as a leading source for zero or low emission power source that can be utilised
for transportation or combined heat and power (CHP) systems. Still, its commer-
cialisation is hindered by several hurdles. The numerous advantages of fuel cells,
as an energy generating source, such as high efficiency, low emissions and silent
operations, are often cancelled by hurdles such as high cost and low durability com-
pared to conventional internal combustion engines [57]. Improving performance
and achieving cost reduction can be achieved by broadening the understanding of
the complex processes within the fuel cell. Many of these internal processes are
impossible to measure in-situ, though some elaborate and expensive laboratory
measurements were made. Increasingly, mathematical modelling is being used as
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a tool to understand the complex processes, and to assist in the ability to predict
failures, conduct troubleshooting operations, and to optimise the design and oper-
ating conditions of fuel cells [64, 65].
Modelling of fuel cells involves the integration of the inherent fuel cell physics to
a geometrical model. Detailed fuel cell models normally consist of many highly
coupled nonlinear partial differential equations that govern the conservation of nu-
merous physical species in different modelling domains, which in turn results in
the numerical analysis being computationally intensive. Depending on the degree
of complexity, fuel cells can be modelled into zero-dimensional, one-dimensional,
two-dimensional or three-dimensional models. Bernandi and Verbrugge [81] and
Springer et al.[70] were among the first to develop one-dimensional models of PEM
fuel cells, which analysed the flow across the membrane. The research, however,
focused mainly on the investigation of processes in the anode to cathode direction,
across the membrane, without considering the effects of concentration gradients in
other directions, affecting the predictive capability of the one-dimensional model.
More realistic models led to the development of two-dimensional models [71, 72,
74, 75]. These models were more accurate, and also more computationally intensive
than the one-dimensional models. The two-dimensional models still had limited ef-
fectiveness, since mass transport limitations in the third direction was absent [77].
More efforts were consequently directed towards three-dimensional fuel cell mod-
els. Hu et al. [78] developed an isothermal, two-phase three-dimensional model
for a PEM fuel cell that accounted for the transport of liquid water within the
porous electrodes and water that is dissolved in the ion-conducting polymer. The
development was further advanced by Ubong et al. [79] who analysed the influence
of various operating conditions, like stoichiometry and pressure on performance.
Also, species distribution within the polybenzimidazole (PBI) membrane for high
temperature PEM fuel cells. Berning et al. [81], explored fuel cell performance
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under various operating conditions, using a single phase, non-isothermal, three-
dimensional model. It was observed that the region under the collector plate land
area exercised considerable influence on the current density. This phenomena is
not observable with the use of one-dimensional or two-dimensional models. Wang
and Wang [80], used a three-dimensional, single phase, isothermal model to explore
large density and velocity variations in PEM fuel cells. Their results indicate de-
celeration of anode gas flow under low stoichiometry, with no significant change in
hydrogen concentration. Ferng and Su [83], did both numerical and experimental
analysis on PEM fuel cells. They developed an isothermal, three-dimensional model
to analyse the effects of different flow channel designs on the performance of the fuel
cell. The flow channels included parallel and serpentine flow channels, single and
multi-path channels, also uniform depth and step-wise depth flow channels. The
study concluded that parallel flow channels effectively improve fuel cell performance.
Other critical hurdles in fuel cell performance, which emerged over the last decade,
is carbon monoxide (CO) poisoning and water management of the electrolyte mem-
brane, either as a flooding or drying problem. The carbon monoxide problem stems
from the use of carbon reformates as a source of hydrogen. At temperatures below
1000C the platinum electrodes shows as much affinity to the CO-molecules than to
the H2-molecules, resulting in CO taking the place of H2 on the reacting sites. This
is especially true if more than 2 ppm of CO (per volume) in the supplied hydrogen is
present. This CO-poisoning can be prevented if pure hydrogen is used. However, a
lack of hydrogen refuelling infrastructure and on-board hydrogen storage problems
results in pure hydrogen fuel being unattractive for practical applications. Reforma-
tion of a liquid hydrocarbon, such as methanol normally will solve the infrastructure
and on-board problems. Another solution is to increase the operation temperature
which will enhance CO-tolerance, but also this will increase the electrochemical ki-
netics, and solve the other problem of liquid water flooding that blocks the spaces
through ion migration takes place. Thus, in the past decade high temperature fuel
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cells attracted growing interest.
Though it is recognised that HT PEMFC has many attractive features, only a
few studies on HT PEMFC have been published until 2010, [58, 44, 43, 61, 62].
Many of the modelling efforts over the last 20 years focused on low temperature
PEMFC with Nafion membranes [31, 32, 38, 39, 40]. However, research on HT
PEMFC with a PBI membrane began around six years ago and there remains a
lack of modelling work. Only a few steady-state models for the HT PEMFC have
been reported [22, 43, 44, 45, 46, 47]. Cheddie and Munroe were the first authors
to develop a model of the HT PEMFC [41, 42, 44]. They developed one-, two and
three dimensional models. Their 3-D model compared the results of the previous
2-D model. They found that the 2 -D model overestimated performance by neglect-
ing rib effects. The oxygen depletion occurred mainly in the catalyst layer under
the ribs, and it was more predominant at lower flow rates. They also analysed the
temperature profile inside the cell, the hottest point was observed in the membrane
under the land and a temperature variation in the cell of 19 K was observed at a
power density of 1000 W.m−2. These results was also reported in a review by Ubong
et al. [79]. However, they ignored the current distribution in the electrocatalyst
layers, and assumed high field (Tafel) approximation to describe electrode kinetics.
In the same year Peng and Lee [22] developed a three-dimensional non-isothermal
numerical model which used as computational domain a single straight channel.
Like Cheddie and Munroe [44] they also found that maximum current density oc-
curs under the land areas. With the analysis of the temperature profile they found
that the higher temperature was located in the cathode catalyst layer and the tem-
perature variations across the cell increased with increasing current density. In 2008
Peng et al. [88] used the same computational domain of the previous work [22] to
develop a three-dimensional dynamic model. Its main feature was the introduction
of an accumulation term in the model, and they observed the charge double layer
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effect. The double layer occurs in a thin layer adjacent to the reaction interface.
Electrons accumulate on the surface of the electrode and protons on the surface
of the electrolyte and therefore the interface stores electrical charge and acts as
an electric capacitor and upon a load change it will take some time to dissipate
[114, 86, 121, 88]
Scott et al. [45] developed a steady-state, isothermal one-dimensional model which
included the potential and current distributions in the catalyst layers. The model
considered the effect of mass transport through the electrolyte film covering the
catalyst layers.
One of the most important challenges for HT PEMFCs is to improve lifetime. At
1500C, Li [26] reported a lifetime of 5000 hours by continuous operation with pure
oxygen at 0.5 V. He also found that above 1800C the fuel cell started to fail much
earlier, probably due to polymer oxidative degradation. Schmidt and Baurmeister
[35] reported a degradation rate of 5-6 µ V h−1 which corresponds to a lifetime
of over 20 000 hours, with an operating temperature of 1600C and air used in the
cathode.
The reasons behind failure after a certain period of operation can be numerous, but
three mechanisms are the most common [58, 59, 77, 61]:
 Degradation of the polymer membranes due to the attack of H2O2 and its
radicals.
 Leaching of the doping acid from the membrane and catalyst layers.
 Loss of catalyst activity due to the catalyst sintering, catalyst dissolution and
carbon support corrosion.
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Fuel cells are characterised by the steady-state response, but recent research
[121, 88], attempt to get more detailed information from transient response mea-
surements such as electrochemical impedance spectroscopy experiments. This tech-
nique determines the fuel cell impedance along the frequency domain characterising
phenomena at different time scales [89]. The spectra can be modelled using electrical
equivalent circuits, and the corresponding parameters can be obtained by fitting to
the experimental results [90, 91]. Jaouen et al. [89] considered a spherical agglom-
erate model where gases are fully transported by diffusion and convection before
dissolving in the electrolyte phase and reaching the catalyst particles. However,
this analysis gives a simplified picture of the fuel cell presentation and it becomes
difficult to assign physical meaning to the EIS spectra parameters.
1.5.1 Summary
It is evident from the preceding literature review that researchers, particularly the
fuel cell modelling community, responded to the demands and challenges of making
fuel cells commercially viable. Two key factors are the main drivers: fuel cell per-
formance and durability.
Investigations on transport phenomena; electrochemistry under different catalyst
loads; current distributions and cell potentials under different parametric condi-
tions, are all examples of mathematical research models designed to understand the
problem of fuel cell performance.
Similarly, the review also shows investigations into CO contamination, catalyst
degradation, hydration and dehydration effects on the membrane under different
temperature conditions etc. All of this research models are designed in order to
understand more fully the problem of fuel cell performance.
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It is however hard, if not impossible to divorce the physical processes occurring
in one component from those in the other components, despite the various compo-
nents possessing quite distinct and disparate characteristics. This fact compromises
many of the mathematical models in the open literature, where a fuel cell component
is modelled, but the processes in many of the other components are over-simplified.
There is a distinct shortage in high temperature fuel cell research with mathemat-
ical modelling output, and most of those that exist either has single phenomena
characteristic or are empirically designed to fit existing experimental results.
It is hence, one of the main objectives of this thesis to present a fully comprehen-
sive, three-dimensional model of a high temperature fuel cell, so that the mutual
interaction between physical phenomena in the various cell components can be bet-
ter understood and meaningful contributions can be made to both the design and
optimisation of high temperature polymer electrolyte fuel cells.
1.6 Thesis Objectives and Scope
The main objectives of this thesis are:
 To develop a comprehensive and rigorous three-dimensional mathematical
model for the numerical simulation of a hydrogen-fed high temperature proton
exchange membrane fuel cell in the steady state. This objective is obtained
via the following goals:
1. Describe the performance of a HT PEMFC through the development of
a mathematical model through which mass transport, momentum trans-
port and species transport are described, using the conservation equa-
tions.
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2. Describe the transport of charges, heat and energy by the development
of an electrolyte component for the mathematical model and using the
conservation of energy equations.
3. Describe the reaction kinetics by the development of an electrochemistry
component for the mathematical model.
 Develop a Numerical Algorithm to solve the mathematical model, and imple-
ment the algorithm in Ansys FLUENT, a commercial software.
 Prove the validity of the numerical tool, and hence the mathematical model
by comparing numerical results with experimental data from the literature
and other established fuel cell research laboratories.
1.7 Thesis Outline
The thesis is constructed through the follow chapter:
 Chapter 1 : Introduction, the context and background of this Thesis are
described, and an introduction to fuel cells and, in particular, to proton ex-
change membrane fuel cell is provided.
 Chapter 2 : Mathematical Model, the derivation and justification of the
mathematical equations used in the model are explained in detail.
 Chapter 3 : Numerical Formulation, the finite-volume-based numerical
algorithm to solve the mathematical model described in Chapter 2 is pre-
sented.
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 Chapter 4 :Results and Validation, the validity of the resulting numerical
tool is assessed by comparing the numerical predictions for the performance
of a given high temperature proton exchange membrane fuel cell with its ex-
perimental characteristic performance curve, taken from the literature.




In this chapter a comprehensive three-dimensional model is developed to describe
the numerical simulation of the multi-physics operation of a high temperature poly-
mer electrolyte membrane fuel cell. The operating principle of a high temperature
proton exchange membrane fuel cell, involves a complex network of inter-connected
physical phenomena, which take place simultaneously within several components of
a HT PEMFC . The governing equations that describe a given physical phenomenon
may be dependent on the HT PEMFC component considered; this is due to the
different nature of the HT PEMFC components (porous media, gas ducts, imper-
vious solids). Though a single modelling domain is used in this thesis research, the
phenomenon in each component in a HT PEMFC is considered with the appro-
priate equations. These separate components include fuel cell current collectors,
the gas flow channels, the gas diffusion electrodes, catalyst layers and the electrode
membrane.
The mathematical model that describes the physical phenomena and the state or
constitutive equations that are accounted for in each component of the fuel cell are
presented in the sections that follow. In section 2.1 we introduce a certain level
of simplification used in the model. The assumptions that are necessary for the
simplification of the model are provided. In section 2.2 the transport of gas species
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through the different components of the fuel cell is described, and the appropriate
conservation equations that describe these phenomena are explained. In section 2.3
the sequence of electrochemical reactions at the anode and cathode catalyst layers
are explained. In section 2.4, the formation and transport of heat and energy are
described. A description of the transport of electric charge is provided in section 2.4.
In sections 2.5 and 2.6, the model’s boundary conditions and the input parameters
used are described.
2.1 Assumptions
 gravity effects are ignored;
 the gas reactants are ideal gases;
 the gas flow in the channel is laminar flow;
 the cell is operated with pure hydrogen, thus no contamination effects are
considered;
Furthermore, there are a few other assumptions that pertain to certain transport
phenomena. They will be illustrated in the context of specific transport processes.
2.2 Transport of Gas Species
In this section, the mathematical model that describes the flow of reactants and
products along a HT PEMFC channel, either in the fuel channel or in the air chan-
nel, is described. The HT PEMFC channels are pipes along which the gaseous
reactants mixtures are driven from the HT PEMFC inlet to the electrodes. The
byproducts of the electrochemical reactions (also in gaseous state, if any) exit the
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electrode and join the unconverted reactants in the channel, where they are evacu-
ated to the HT PEMFC outlet. In the channel the flux of gaseous mixtures are both
convective and diffusive, especially during the flux of species from the gas channels
into the porous electrodes. The channel model accounts for the principles of con-
servation of mass, both in terms of total mass and species mass, as well as for the
second law of Newton, considered by means of the (linear) momentum-conservation
equation [34]. These phenomena are described below.
2.2.1 Conservation of Mass (Continuity Equation)
The differential form of the continuity equation is:
∂(ρg)
∂t
+∇ · (ρg ~ug) = Sm (2.1)
where ρg, ~ug are the superficial values of the density and velocity of the fluid. The
velocity vector ~u = (u, v, w) in three dimensional space. Sm is the mass source
term, which represents an increase or decrease in mass and is dependent on the cell
region. In the case of the air and fuel channels where the gases experience no chem-
ical reactions that will result in the formation or depletion of species, Sm = 0. The
first term in the equation represents the transient rate of mass flow per unit volume
and the second term the convective flow of mass per unit volume in the gas channels.
Due to the high operating temperatures, the fluids present in a high temperature
PEM fuel-cell are in a gaseous state. The ideal gas law is thus used as the equation






2.2.2 Conservation of Species
Several gas species are transported through the gas channel regions of the fuel cell.
This transport is governed by a general convection-diffusion equation of the form:
∂Ci
∂t
+∇ · ( ~ugCi) = ∇ · (Deffi,m)∇Ci + Si (2.3)
where Ci is the concentration of the ith species; Si is the gain/loss of the ith species;
Deffi,m represents the effective mass diffusion coefficient for species i in the mixture.
One extra relation is required to close the equation set for the gas phase transport:
N∑
i=1
Xi = 1 (2.4)
where N denotes the number of species in the fuel cell, and Xi denotes the species





with the assumption that the cell is fed with pure hydrogen at the anode side
and air at the cathode side, there are mainly four species to be considered in this
study, namely hydrogen, oxygen, water vapor, and nitrogen. Only the first three
of the four species need to be numerically resolved, leaving the fourth one to be
determined through Equation (2.3). Furthermore, the continuity equation and the









where Mi denotes the molecular weight of the ith species.
It should be noted that the thermal (Soret) and pressure diffusion effects are ne-
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glected in the diffusion flux, which is the first term on the right hand side of Equation
(2.2), since their gradients are relatively insignificant compared to the concentration
gradient in PEM fuel cells. Finally, the diffusion flux is approximated using Ficks
law. It can serve as an acceptable approximation for a multi-component system as








where Deffij is the effective binary mass diffusion coefficient of component i in com-









where Dij is the bulk binary diffusivity at the reference temperature (T ref = 200C),
and pressure (P ref = 1 atm); ε the porosity and τ the tortuosity of the porous
material.
2.2.3 Conservation of Momentum
The momentum conservation equation accounts for the mass-average velocity of




+∇ · (ρg ~ug ~ug)−∇ · ~τg = Su (2.10)
where Su is the momentum source or sink term, dependent on the cell region, and
in the case of the gas channels, Su = 0 for low flow velocity, as is the case for
high temperature PEM fuel cells; and τg is the molecular stress tensor. In high
temperature PEMFC all gas fluids are regarded as Newtonian fluids. According















where µV is the coefficient of bulk viscosity, and µ is the dynamic viscosity of the
fluid. Also, under the operating condition of high temperature PEMFC, such as low
flow velocity, the bulk viscosity, µV can be regarded as zero. Thus, the momentum
conservation equation for the channel may be expressed as:
∂(ρg ~ug)
∂t














2.2.4 Transport of Water
One of the major advantages of phosphoric acid doped PBI membranes is that the
reactant gases do not need to be humidified. Therefore, most of the research on
PBI-H3PO4 membranes is done with dry reactants. However, in real world appli-
cations it is almost impossible to supply dry reactants. Furthermore, working with
pure hydrogen in order to reduce fuel consumption requires periodical purges due to
dilution of the hydrogen on the anode side. Dilution is caused by the permeation of
nitrogen and water molecules from the cathode. With nitrogen permeation through
the membrane reportedly being very low [36], water build-up on the anode could
be the main reason behind the necessity of a purge. It is therefore important to
investigate the effects of water vapor on the cells performance.
Proton conduction mechanism in the PBI-H3PO4 membranes is not water assisted.
It is primarily structure diffusion where proton migration occurs between hydrogen
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bonds (Grotthuss mechanism) [2]. However, water still plays an important role in
the reaction mechanisms. The presence of water ionizes phosphoric acid and in-
creases proton activity that in turn enhances the oxygen reduction reaction [37].
Furthermore, solubility of oxygen in water is much higher than in H3PO4. There-
fore, with higher water content in the electrolyte the oxygen concentration in the
catalyst layer increases and at the same time oxygen diffusion is improved due to
decreased viscosity of the electrolyte [37]. It is clear that the water, which is always
going to be present, influences the way the HTPEM fuel cell works and it is the
opinion of this research that investigating water transport in the membrane elec-
trode assembly (MEA) is of relevant interest. Data on the water transport within
PBI-H3PO4 membranes and MEAs is very scarce in the literature and to the best
of my knowledge there is only one group of authors that has so far quantified this
phenomenon [28].
The electro-osmotic drag is reported to be virtually zero for PBI-H3PO4 mem-
branes [20, 26], and could be one of the main reasons why no known water manage-
ment model exist for PBI-H3PO4 membranes. In this research the only mechanism
assumed here to drive water vapor molecules across the MEA is the water vapor
partial pressure gradient across the MEA. We consider in this thesis work aspects
of the water transport model developed for a low temperature Nafion membrane
electrode assembly to ascertain whether it could suitably be used for PBI-H3PO4
membranes.
In a HT PEMFC water appears in two phases, the “vapor” phase and the “dis-
solved” phase. Water vapor molecules enter the gas channels with the inflow gases.
The molecules diffuse to the polymer electrolyte and are localized and less connected
in the small pores of the electrolyte. It is therefore assumed to be in a “dissolved”
phase in the electrolyte layer.
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The transport of water vapor is governed by the same convection-diffusion equation
as the transport of hydrogen and oxygen:
∂εmCv
∂t
+∇ · (−Dv∇Cv) +∇ · ( ~ugCv) = Sv (2.13)
where Cv is the water vapor concentration, Dv is the water vapor diffusivity and Sv
is the water vapor source term. The source term remains zero in the gas channels,
but in the polymer electrolyte and the catalyst layers some water vapor is changed
to dissolved water, then Sv = −Svd, so that both phases, water vapor and dissolved
water exist.
In the cathode catalyst, water is produced by the oxygen reduction reaction, so that




At the cathode catalyst layer, water is generated at the solid catalyst surface for
both PBI and Nafion membrane electrode assemblies. Together with the water
vapor from the air gas channel that diffuses towards the cathode catalyst surface,
a significant water vapor partial pressure gradient will exist between the anode
and cathode sides of the membrane. This results in water vapor movement from
from the cathode to the anode side. However, for a Nafion MEA we have at the
anode catalyst layer, water molecules tend to move with the protons towards the
cathode catalyst layer by means of electro-osmotic drag. At the cathode catalyst
layer, water is generated at the solid catalyst surface and the enhanced local water
concentration tends to counteract the water movement from the anode side. If the
concentration gradient is large enough, water will diffuse back to the anode side.
Following the diffusive approach proposed by [70]. This proses is described by:
∂εmCd
∂t
+∇ · (−Dd∇Cd) +∇ · (
nd
F
~Jm) = Svd (2.15)
where Cd is the dissolved membrane water concentration, εm is the volume fraction
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of the polymer membrane, Dd is the dissolved water diffusivity in the electrolyte, nd
is the electro-osmotic drag coefficient. ~Jm is the membrane phase current density,
svd is the source term of the dissolved phase.
Note that the third term in equation (2.13) disappears for PBI membranes.
Dd in the electrolyte is usually determined based on a curve fit formula of experi-
mental data. In this thesis we use the one proposed by Kulikosoly [51]:













where λ is the number of water molecules per sulphonic acid group within the





where EW is the equivalent molecular weight of the dry membrane. nd is also
an empirical formula that is experimentally determined. In this study, the linear





The source term, Svd, for the conversion of water vapor to dissolved water in the




(λe − λ) (2.19)













where, δCl is the thickness of the catalyst layer, FV , the volume fraction of the water






where, VW and Vm are the molar volume of the water and the dry membrane.
In PBI membranes the dissolved water content, represented by Svd is determined
differently, and is only a function of the concentration differences between water





where Dv is the water vapor diffusivity, CH2O,CCl and CH2O,ACl are the water vapor
concentrations in the cathode catalyst layer and anode catalyst layer, respectively,
δmem is the thickness of the membrane and MH2O the molecular weight of water.
2.2.5 Reaction Kinetics
The species source term (Si ) on the right hand side (RHS) of Equation (2.2) ac-
counts for the consumption or production of species due to electrochemical reactions
or phase changes. The catalyst layers are located at the interfaces between the poly-
mer electrolyte membrane and the gas diffusion electrodes, and are the sites where
electrochemical reactions occur with gas species that diffused through the porous
electrodes. The main reaction in the anode catalyst layer is the electro-oxidation of
hydrogen (HOR), while the main reaction at cathode catalyst layer is the oxygen
reduction reaction (ORR). Other reactions that occur include carbon monoxide ad-
sorption and desorption in the anode catalyst layer. Only the main reactions are
considered in this thesis. Mainly because the influence that reactions with carbon
monoxide have in low temperature PEM fuel cells is significantly reduced for high
temperature PEM fuel cells. Thus, the objective for this section is to establish the




The gas present at the anode catalyst layer is hydrogen. The cross-over effect of
oxygen is ignored, since the membrane is assumed to be impermeable to gases in
this study. The reaction therefore considered is the adsorption, desorption and
electro-oxidation of hydrogen. The adsorption and electro-oxidation of hydrogen in
an acidic environment has been extensively studied. The electro-chemical oxida-
tion of hydrogen over platinum, in an acidic medium, involve the slow dissociation
of adsorbed hydrogen molecules to hydrogen atoms, known as the Tafel reaction,
followed by the fast electrochemical oxidation of adsorbed hydrogen atoms, known
as the Volmer reaction [106].
H2 + 2Pt 
 2(H − Pt) (2.23)
2(H − Pt) 
 2Pt+ 2H+ + 2e− (2.24)
However, in the polymer electrolyte membrane, the hydrogen ions exist as hy-
dronium (H3O+ ) ions [67], thus the hydrogen electro-oxidation reaction can be
expressed as:
H2 + 2Pt 
 2(H − Pt) (2.25)
2(H − Pt) +H2O 
 2Pt+ 2H3O+ + 2e− (2.26)
The H+ ions have been replaced by H3O
+ ions, and water is now required on the
left hand side of the Volmer step. This representation of the electro-oxidation of
hydrogen in a PEM fuel cell explicitly shows the need for proper humidification.
Without water proton transport would be impossible and the electron transfer step
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could not proceed.
The adsorption and desorption of hydrogen are assumed to follow the Langmuir ki-
netics [111]. Electro-oxidation of hydrogen are assumed to follow the Volmer/Erdey-
Gruz kinetics, with the anodic and cathodic transfer coefficients being equal [111].













where ki and bi denotes the reaction rate constants of species i (H). θi is the
fraction of the platinum reaction sites in the solid phase covered by species i and
θM = 1− θH represents the fraction of free reaction sites. qa,adsH and q
a,ox
H represent
the adsorption and electro-oxidation rates per mole of hydrogen atoms. αa is the
anodic transfer coefficient, F is Faraday’s constant, R the universal gas constant,
T (K) is temperature and ηact is the activation overpotential, defined by:
ηact = φele − φpro (2.29)
where φele and φpro are the electronic and ionic potentials respectively. The acti-
vation overpotential ηact is the voltage loss in order to activate the electrochemical
reaction. If the same amount of current is drawn, then a higher activation loss
indicates that the electrochemical reaction is more sluggish. The constants ki and
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The major reaction at the cathode catalyst layer is the reduction of oxygen:
O2 + 4H
+ + 4e− 
 2H2O (2.32)
The reaction mechanism of the oxygen reduction reaction at the cathode catalyst
layer follows a complex route. In this research the route is simplified so that the
chemical reaction and reaction rate is presented in a similar manner as in the anode
catalyst layer:
O2 + 2Pt 
 2(O − Pt) (2.33)
2(O − Pt) + 4H+ + 4e− 
 2H2O + 2Pt (2.34)




2 − badsO kadsO (θO)2 (2.35)
The electron transfer activity at the equilibrium potential, φr, are also referred to










where γ is the reaction order with respect to reactant i, Ci is the concentration of
reactant i, and Cref is the reference concentration, usually the saturation concen-
tration at 1 atmosphere.
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The volumetric current density, Ri, can be expressed as:



















where Av is the reactive surface density, defined as the ratio of the total active
catalyst surface to the total catalyst region volume; α is a transfer coefficient; F is
Faraday’s constant; R is the universal gas constant; T the temperature and η is the
activation potential.


































From the reactions (equations 1.1 to 1.3), it is known that for each mole of electron
draw from the electrochemical reaction, 1/2 mole of hydrogen and 1/4 mole of
oxygen are consumed. Therefore, once the volumetric current flow is known, the










Equations 2.39 and 2.40 are valid in the catalyst layers since the electrochemical
reaction occurs in the catalyst layer only. In all other regions, the source/sink of
the hydrogen and oxygen are simply zero.
2.3 Transport of Energy
There are normally not very large temperature variations in PEM fuel cells. There-
fore, heat transfer processes are usually simplified to some extend to reduce the
model complexity. Based on the analysis of [66], it is assumed that the gas phase
and solid phase are always in a thermal equilibrium state.
As such, the energy equation that accounts for the effect of multi-species flow in




ρE)k +∇·~ug(ρgEg +Pg) = ∇· [keff∇T − (
∑
i
hi ~Ni)+ (τ ·~ug)]+ST (2.44)
where keff is the effective conductivity, and Ni is the diffusion flux of species i.
The first three terms on the right hand side of Equation (2.41) represent energy
transfer due to conduction, species diffusion, and viscous dissipation, respectively.
ST includes the heat of chemical reaction, and any other volumetric heat sources.
In Equation (2.41), E denotes the total energy in the respective phase and it is
calculated as












with Yi the mass fraction of species i








where T ref is 298,15 K and cp,i is the specific heat of the ith species.





where cp is the specific heat of the solid material. The effective thermal conductivity,
keff , is evaluated based on the volume fraction of each phase as
keff = εkg(1− ε)ks (2.50)
The thermal conductivity of the solid phase can be specified directly, while the

























Moreover, the diffusion flux of species in Equation (2.41) is estimated using Ficks
law as mentioned earlier in Section 2.2
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~Ni = −Deffi,m∇Ci (2.53)
The last term in Equation (2.41) represents the heat source. Four kinds of heat
sources were considered in the current model. They are the reversible heat re-
lease during the electrochemical reaction, irreversible (activation) heat generation,
ohmic heating, and the latent heat during membrane water sorption/desorption,
respectively. Thus,
ST = ST,rev + ST,act + ST,ohm + ST,sor/des (2.54)
In the cathode catalyst layer, all four types of heat generation are present and the
heat source has the form
ST =
∣∣∣∣Rc4F




+MwSvd(hm,fg − hfg) (2.55)
where S represents the entropy change of the oxidation reduction reaction, and
hm,fg represents the latent heat of water vapor sorption. Similarly, the heat source








The reaction heat during the hydrogen oxidation reaction is very small and has
been neglected from the above equation. Furthermore, water sorption from water
vapor to dissolved water in the anode catalyst layer, and desorption from dissolved
water to water vapor in the cathode catalyst layer, have been assumed here.
Water vapor sorption into a membrane is a process similar to a vapor condensa-
tion process and involves a release of heat (exothermic). Similarly, water molecules
leaving a membrane as vapor is similar to a liquid evaporation process and requires
heat (endothermic).
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In the gas flow channels, the heat sources are simply zero.
2.4 Transport of Electric Charge
The electrolyte consists of the ion-selective membrane and the transport of charge
is considered in this section. Also, included in this model are the cell potentials
which are determined at the electrode-electrolyte boundaries.
As illustrated in Section 1.2, hydrogen molecules are stripped of their electrons and
become positively charged hydrogen ions (protons) during the hydrogen oxidation
reaction. Protons migrate through the ion-selective membrane directly and reach
the cathode side catalyst layer, while electrons are expelled by the membrane and
have to travel through the solid part of the backing layer and external circuit to reach
the cathode catalyst, where they recombine with protons to form water following
the oxygen reduction reaction.
2.4.1 Conservation of Electronic Charge
The governing equation for electronic transport can be written as:
∇ · ( ~Js) = Sφ (2.59)
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where Sφ is the source term denoting the generation or consumption of electrons,
and ~Js is the electronic charge density through the solid. The current density is
a vector quantity, and only the transverse component (normal to the gas diffusion
layer surface) is useful and contributes to the power output of the cell; the lateral
component only decreases the cell output. Therefore, the lateral component should
be minimized through appropriate designs. Electronic charge density is related to
electric potential in terms of Ohm’s Law:
~Js = −σs∇φs (2.60)
where φs is the electric potential in the solid phase; σs is the electric conductivity
of the solid material. Thus:
∇ · (−σs∇φs) = Sφ (2.61)
In the anode catalyst layer, electrons are generated, thus
Sφ = Ra (2.62)
and in the cathode catalyst layer electrons are consumed, so
Sφ = −Rc (2.63)
In other regions, no electrochemical reaction occurs and hence
Sφ = 0 (2.64)
2.4.2 Conservation of Protonic Charge
The transport of protons (H+) through the ion-selective membrane is governed by:
∇ · ( ~Jm) = Sφ (2.65)
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where ~Jm is the protonic charge density which lies within the electrolyte membrane
only, and according to Ohm’s Law:
~Jm = σm∇φm (2.66)
where φm is the electric potential in the electrolyte membrane, and σm the electric
conductivity of the membrane which is affected by the local membrane water content
through an empirical correlation [70]










Consequently, Equation (2.63) is converted to
∇ · (σm∇φm) = Sφ (2.68)
Corresponding to the electron transport, the amount of proton gain or loss must
equal that of the electron. Therefore, in the anode catalyst layer, the source term
for proton transport is
Sφ = Ra (2.69)
and in the cathode catalyst layer electrons are consumed, so
Sφ = Rc (2.70)
In other regions, no electrochemical reaction occurs and hence
Sφ = 0 (2.71)
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2.5 Boundary Conditions
In order to complete the model formulation, boundary conditions at different loca-
tions of the cell domain are required. A single computational domain approach is
employed in this study, thus boundary conditions are only needed to be specified
on the outer surfaces of the domain.
The boundary conditions represent the real operating conditions of a high tem-
perature PEM fuel cell. When testing a high temperature PEM fuel cell, several
operating conditions can be varied, such as:
 the flow rate of the reactants;
 the purity (concentration) of the reactants;
 the relative humidity of the reactants flow;
 the operating temperature;
 the operating pressure and
 the electrical load.
The boundary conditions present in the single channel serpentine PEMFC are the
flow inlets represented by Bin, the pressure outlets, represented by Bout, wall, rep-
resented by Bw and zero flux, represented by Bf , boundary conditions respectively.
At the gas flow channel inlets (Bain and B
c
in), the gas composition, mass flux (de-
noted by ṁ
′′
), and temperature of the incoming gas flow are specified and the fluxes
of all other variables (denoted by Θ) are set to zero.
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ṁ
′′ · ~n = Specified (2.72)
Ci = Specified (2.73)




The mass fluxes of gas species are given by their respective stoichiometric ratios, ξa
and ξc and reference current density, J
















where A is the active reaction surface.
The inlet concentrations of hydrogen, CH2 , and oxygen, CO2 , can be obtained










where T0 is the inlet gas temperature, Pa and Pc are the inlet gas pressure at anode
and cathode, respectively, RHa and RHc are the inlet relative humidities of anode
and cathode, respectively. The coefficient 0.21 represents the molar fraction of O2
in air.
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At the gas flow channel outlets (Ba and Bc ), the flow is assumed to be fully
developed. Thus, the fluxes of all variables do not vary in the normal direction.
Moreover, the gas pressure is specified.




At the channel walls (Baw,ch and B
c
w,ch), a constant operating temperature is pre-
scribed. In addition, no-slip boundary conditions apply, along with zero flux con-
ditions for other variables.
~ug = 0 (2.84)




Similarly, the operating temperature and electronic potential are directly defined
at the GDL surfaces that are exposed to the bipolar plate (Baw,gdl and B
c
w,gdl).
The specification of the boundary conditions for the electronic potential at the
surfaces of the anode and cathode that are exposed to the bipolar plate are as
follow:
 the electronic potential at the upper surface of the anode is set at φs,a = 0 for
convenience,
 then the electronic potential at the cathode bottom surface equals the cell
output voltage, i.e. φs,c = φcell.
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 The overpotential in the anode catalyst layer is the difference between the
solid phase and membrane phase potentials, ηa = φsφm,
 while the over-potential at the Cathode catalyst layer is calculated as ηc =
φsφmφrev, where φrev is the theoretical reversible cell potential.
 It is calculated from the modified form of the Nernst equation by assuming




















Here, Gref is the Gibbs free energy change and Sref the entropy change for the overall
reaction at reference temperature, T ref , and pressure P ref . PH2 and PO2 are the
partial pressure of hydrogen and oxygen, respectively.
Thus, the set of boundary conditions for the wall between the anode and cath-
ode solid and the gas diffusion layers are:
~ug = 0 (2.88)
T = Specified (2.89)









2.6 Model Input Parameters
In addition to boundary conditions, the mathematical model is also constrained by
various parameters. The input parameters of the current model can be roughly
grouped into four kinds: the structural parameters, the electrochemical kinetic pa-
rameters, the physical and thermal parameters, and the operating parameters.
The structural parameters of the current model are listed in Table 2.1. The anode
and cathode layers are identical; hence, the same parameters apply to the gas flow
channels, GDL and catalyst layers on the anode and cathode sides. The geomet-
ric parameters of the gas channel are design parameters and, thus, they represent
the real experimental conditions, while the parameters in the porous region are
highly dependent on the chosen types of porous material (e.g., carbon paper, car-
bon cloth), the fabrication processes (loading of PTFE, Nafion, Pt, etc.),and the
assembling processes (e.g, compression pressure). It is extremely hard, if not im-
possible, to measure the material properties in an assembled fuel cell. Therefore,
these parameters are usually estimated, based on empirical expressions. Structural
parameters are thus not dependent on fuel cell operating conditions and are ap-
plied equally for low temperature fuel cell research and high temperature fuel cell
research. The dependence of the cell performance on these estimated parameters
can be evaluated through parametric studies.
The electrochemical kinetic parameters are experimentally determined at reference
conditions. In this study, the values measured by Springer et al. [70] and Bernardi
et al. [81] are used. The applicability of some low temperature kinetic parameters
in the study of high temperature fuel cells was successfully researched and pub-
lished by researchers such as Cheddie and Munroe [44, 43] and [79]. However, for
the specific fluid properties of oxygen, hydrogen and water which can vary with
temperature and pressure variations the parameters listed in the reference books of
[4] and [102], applicable for temperatures higher that 400 K, are used. They are
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listed in Table 2.2.
In Table 2.3, the physical and thermal properties that are encountered in the math-
ematical model are summarized. These parameters can be easily found in common
thermodynamic books and/or come with the commercialized materials in the spec-
ification sheets.
Again, these properties are applicable to both low and high temperature fuel cell
materials and reacting species.
In addition, there are some variable parameters that are relevant to the cell op-
erating condition, such as the operating pressure, temperature, gas flow rate, and
relative humidity, etc. They are pertaining to a specific case study and, hence, will




Structural [116], [117], [119]
Gas channel width, (mm) 1.0
Gas channel height, (mm) 1.0
Gas channel length, (mm) 50.0
Land width between adjacent channels, (mm) 1.0
Thickness of Cl, (µm) δCl 10
Thickness of gdl, (µm) δgdl 200
Thickness of membrane, (µm) δmem 50
Porosity of Cl εCl 0.3
Porosity of gdl εgdl 0.6
Volume fraction of membrane in Cl εm 30 
Pore surface area per unit volume, (µm) d̄ 30
Contact area of porous material, (0), [120] θc 110
Table 2.1: Structural Parameters
2.6.2 Electrochemical Kinetic Parameters
Parameter Symbol Value
Electrochemical [81], [70]
Reference anode exchange current density, (A.m−3), [4], ajref0,a 5× 108
Reference cathode exchange current density, (A.m−3), [4], ajref0,c 1.2× 102
Reference hydrogen concentration, (mol.m−3), [102], C0,H2 56.4
Reference oxygen concentration, (mol.m−3), [102], C0,O2 3.39
Anodic transfer coefficient αa 0.5
Cathodic transfer coefficient αc 0.5
Anodic reaction order βa 0.5
Cathodic reaction order βc 1.0
Electrode (graphite) [28]
Table 2.2: Electrochemical Kinetic Parameters
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2.6.3 Physical and Thermal Parameters
Parameter Symbol Value
Physical and Thermal [81], [118], [114]
Hydrogen diffusivity in water vapor, (m2.s−1) DH2−H2O(g) 9.15× 10−5
Oxygen diffusivity in water vapor, (m2.s−1) DO2−H2O(g) 2.82× 10−5
Oxygen diffusivity in nitrogen, (m2.s−1) DO2−N2 2.2× 10−5
Water vapor diffusivity in nitrogen, (m2.s−1) DH2)−N2 2.5× 10−5
Electrode conductivity, (S.m−1), σs 7.5× 102
Density of electrode, (kg. m−3) ρgdl;Cl 2.2× 103
Density of membrane (Nafion), (kg. m−3) ρm 1.98× 103
Density of hydrogen, (kg. m−3) ρH2 6.9× 10−2
Density of air, (kg. m−3) ρair 0.995
Density of water vapor, (kg. m−3) ρv 0.632
Specific heat of electrode, (J.kg−1.K) cp,gdl 1.05× 103
Specific heat of hydrogen, (J.kg−1.K) cp,H2 1.44× 104
Specific heat of air, (J.kg−1.K) cp,air 1.01× 103
Specific heat of water vapor, (J.kg−1.K) cp,v 1.96× 103
Thermal conductivity of GDL, (W.m−1.K) kgdl kx = kz = 10; ky = 1.3
Thermal conductivity of Cl, (W.m−1.K) kCl 0.8725
Thermal conductivity of membrane, (W.m−1.K) km 0.445
Thermal conductivity of air, (W.m−1.K) kair 0.03
Thermal conductivity of water vapor, (W.m−1.K) kv 0.023
Thermal conductivity of hydrogen, (W.m−1.K) kv 0.204
Condensation/evaporation latent heat, (J.kg−1) hfg 2.308× 106
Standard Entropy change, (J.mol−1), [19] ∆Sref −44.42
Entropy change at working conditions, (J.mol−1), [19] S −43.207
Standard Gibbs free energy change, (J.mol−1), [19] ∆Gref 2.29× 105
Table 2.3: Physical and Thermal Parameters
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2.6.4 Summary of Source Terms
There are five source terms Sm, Su, Si, Sφ and ST , which represents various volu-
metric sources or sinks arising from each sub-region of a fuel cell. It shows either








































































































































































































In this Chapter the numerical procedure and code for the simulation of the math-
ematical model described in Chapter 2 is presented. All numerical simulations are
performed using the pressure based solver of FLUENT. The equation variables for
each individual governing equation are solved sequentially. Each governing equa-
tion, while being solved is decoupled or segregated from the other equations. It is
based on the finite-volume numerics on any 3-dimensional mesh of polyhedral cells.
A short overview of the mathematical problem and the numerical approach is pro-
vided in section 1. In section 2 the discretization procedure used to decompose the
solution domain is presented. In section 3 the procedure to decompose the set of
partial differential equations that describe the mathematical model into a set of
algebraic expressions is described. In sections 4, the numerical algorithms to solve
the mathematical model in each space sub-domain, and the exchange of information
between adjacent sub-domains are presented.
3.1 Overview of Numerical Solution Procedure
The mathematical model developed in Chapter 2 consists of differential equations
for the mass, momentum, species and energy conservation for the various flow do-
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mains in the high temperature polymer electrode fuel cell. A number of constitutive
equations were added to describe the thermo-physical and transport coefficients of
the different species. The direct analytical solution to the entire equation set is
presently impossible due to the highly non-linear and coupled nature of the system.
Thus, a computer-based numerical solution is used.
The finite volume based commercial software, Ansys FLUENT 15.0, is employed to
do the numerical simulation of the model. The pre-processing component of FLU-
ENT, Ansys ICEM CFD, is used to construct a structured, non-uniform, cartesian
grid scheme, which is imported into the simulation component of FLUENT where
the complete governing equation set (2.1, 2.2, 2.9, 2.12, 2.13, 2.41) is discretized
and solved. In addition, FLUENT has built-in modules for the non-standard gov-
erning equations for charge, electronic potential, protonic potential and dissolved
water concentration. Moreover, various source terms, model parameters, empirical
correlations are imported as defined scalar equations. In addition some controlling
strategies and under-relaxation schemes are constructed for the model.
The pressure-based segregated solver of FLUENT was chosen for this research be-
cause of its convergency and computational speed. By using the segregated solver
the individual governing equations are solved for the given variables (e.g. u, v, w,
p, CH2 , CO2 , CH2O, φs, φm,T etc) sequentially.
The numerical solution procedure in this research is described in three sections.
In Section 3.2 the discretization of the solution domain is discussed. This involves
subdividing the three-dimensional solution domain into a number of polyhedral cells
or control volumes over which each of the governing equations is integrated. Also,
the discretization of the governing equations into a set of linear algebraic equations
that are then solved with an appropriate solver, is discussed in section 3.3. The
algorithm that describes the numerical solution is discussed in Section 3.4. It is
structured to maintain the coupling between equations and impose continuity and
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boundedness constraints on the system as a whole.
The governing equations are nonlinear and coupled to one another, thus the solu-
tion loop must be carried out iteratively in order to obtain a converged numerical
solution. The loop that solves the governing equations is usually referred to as the
outer loop. The solution of the individual equations also involves iterations and is
usually referred to as the inner loop.
3.2 Discretization of the Solution Domain
Discretization of the space (solution) domain requires the subdivision of the domain
into a number of cells, or control volumes. The resultant domain with its subdivided
structure is called the numerical mesh of the domain. In FLUENT this subdivision
is done by a pre-processing tool called ICEM [34]. For the numerical mesh to be
compatible with FLUENT, the following requirements are needed:
(a) each control volume is a polyhedron bounded by a set of flat faces, f . In this
study, for example, the control volumes are cubes, bounded by six flat faces, as in
figure 3.1. (b) the control volumes are contiguous i.e. they do not overlap with
one another, and form the computational domain. (c) the control volumes either
connect two cells, or belong to the boundary. (d) the coordinate system is the
right-handed Cartesian system.
Figure 3.1: Two Adjacent Control Volumes after Space Discretization, from M.
Camprubi [23]
The cartesian grid method of Ansys ICEM CFD was used to mesh the solution
domain. This method provides the freedom to specify the number of nodes (grid
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points) for each of the x, y and z directions i.e. Nx;Ny and Nz can be specified.
The solution domain is then divided into hexahedral cells or control volumes and
the governing equations are applied to each. At the centroid of each control volume
lies a node at which the variable values are calculated. Interpolation is used to
express variable values at the control volume surface in terms of nodal values.
Theoretically, an exact solution is obtained when the grid size is infinitely small.
In practice, it is desirable to limit the number of grid points to as few as possible
to reduce computational expense. To achieve a feasible balance a grid study is
performed to try an attain the minimum number of grid points that will produce a
solution that will stay constant even if the the mesh size increases.
In the numerical tests conducted in this study, the first coarse mesh had Nx = 20;
Nz = 50 fixed, and Ny = 45. This correspond to mesh elements with a size equal to
the width of the flow channels in the x-direction and the length between the ends of
the bipolar plate solids and the channels in the z-direction. In the y-direction each
cell component i.e. bipolar plates, gas diffusion layer, catalyst layer and membrane
was apportioned 5 mesh cell layers each. The total number of computational cells,
Ntotal , are calculated as
Ntotal = NxNyNz (3.1)
Testing was done in three steps. During each step the number of grid points in two
directions (x and z) was kept constant, while the number of points in the y-direction
was varied. An example of the step 1 trial is
Case: 1 2 3 4 5 6 7 8
Ny : 18 27 36 45 54 63 72 80
Table 3.1: Grid independent study in the y-direction
with Nx = 20 and Nz = 50
It was found that the grid scheme starts to converge for the x and z direction
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pair at x = 40 and z = 100, while the through-plane direction (y-direction), the
solution variables change significantly, since the length scales in that direction are
much smaller than the other two directions for most of the cell regions. Also, it is
found that the model quickly diverges when Ny is below or equal to 27 (i.e three
cell layers per cell component) since the discretization error becomes too large and
the solution is very likely oscillating and diverging. On the other hand, it also
fails to achieve a converged solution when beyond 45. This is probably due to the
increasingly high grid aspect ratio which tends to impair the stability of the system.
therefore, Ny = 45 has been referred to as the exact solution and the relative errors




where Φ represents the variable to be compared.
In the second and third steps, the values of Nx and Nz for a grid independent
solution are determined in a similar manner as in the first step, thus the procedures
are not repeated here. Generally speaking, the model is much less sensitive to the
grid numbers in the x and z directions and relatively coarse uniform grid schemes
with Nx = 40 and Nz = 100 are found to be sufficient in these directions. The
solution error in the y-direction is found to be 1.88. The corresponding solution
errors in the x and z directions are Errx = 0.49 and Errz = 0.009, respectively
Err ≤
√
|Errx|2 + |Erry|2 + |Errz|2 = 1.94 (3.3)
Now, the total number of control volumes for a single channel geometry can be
calculated
Ntotal = 40× 45× 100 = 180000 (3.4)
The final mesh for the single serpentine channel PEM fuel cell appears in the figure
below:
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Figure 3.2: Single serpentine channel fuel cell mesh
The mesh for the different components of the fuel cell is given in figures 3.3 to 3.7
below:
Figure 3.3: Anode Current Collector Mesh
Figure 3.4: Anode Gas Channel Mesh
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Figure 3.5: MEA Mesh
Figure 3.6: Cathode Gas Channel Mesh
Figure 3.7: Anode Current Collector Mesh
3.3 Discretization of the Governing Differential
Equations
Once the solution domain has been defined, the governing equations are discretized
by integrating them over each cell applying Gauss’ theorem, which translates the
volume integral into a surface integral. The values of the primitive variables on the
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cell faces are then re-written in terms of neighboring cell centre values, yielding an
algebraic equation for that cell. The result is a set of algebraic equations, one for
each discretized equation, written in terms of the mesh cell centre values.
This procedure is well defined and its application to the equations comprising the
present fuel cell model is straight forward. To aid the process, the equations are
first written in a generic form by grouping the individual terms into convective,
diffusion and source terms. The discretization for each group of terms is the same
for all equations.
For the system under consideration, the generic form of the steady-state partial
differential equation, for any scalar or vector quantity, φ is written as:
∇ · (ρ~uφ)−∇ · (Γ∇φ) = Sφ (3.5)
where ∇ · (ρ~uφ) is the convection term; ∇ · (Γφ∇φ) the diffusion term, and Sφ rep-
resents the source terms which may include additional fluxes or stress components.
Also, ρ is the phase density, ~u the phase velocity, Γφ is the diffusion coefficient.
Integrating equation 3.5 over each control volume, Vc, yields:
∫
Vc
∇ · (ρ~uφ)dVc +
∫
Vc




Applying, Gauss’s Theorem to equation 3.6, the semi-discrete form of the conserva-
tion equations for the average solution value for each control volume are obtained:
∫
Sc
(ρ~uφ) · ~ndSc +
∫
Sc




where Sc is the surface bounding the control volume Vc and ~n is a unit vector normal
to the Sc.
A polyhedral control volume, such as that depicted in figure 3.1, is bounded by















Using Gaussian quadrature integration, the semi-discrete form may be written for
a particular control volume as:
∑
f
[(ρfc~ufcφ) · ~ndSf ] +
∑
f




where fc indicates the evaluation at the face centre. Variable values are calculated
at the control volume centers, thus the integrand at the face centre are determined
by interpolation. To preserve the midpoint rule accuracy, interpolation methods of
at least second-order accuracy are used (see the interpolation paragraph below). A
range of interpolation methods are included in the FLUENT solver directories.
For the discretization of the integrand over the source term, a second-order ap-
proximation is used in FLUENT. This is done by replacing the mean value of the
integrand with the centre value of the source term of the control volume, i.e:
∫
Vc
Sφ,cdVc = Sφ,cVc (3.10)
This becomes exact if Sφ is constant or varies linearly within control volumes. Thus,
the discretized form of the generic equation 3.5 is:
∑
f
[(ρfc~ufc)(φfc) · ~ndSf ] +
∑
f
[(Γφ,fc(∇φfc · ~ndSfc)] = Sφ,cVc (3.11)
After discretization, the conservation equation for a general variable, φ, at a cell P




anbφnb + b (3.12)
where, aP is the centre coefficient of variable φ, anb is the influencing coefficient




The values of the solution variables, φfc and its normal gradients, (∇φfc · ~ndSfc),
are calculated at the control volume centre, and fc indicates evaluation at the face
centre. What is required is the values of the solutions variables and its normal
gradients at the face centers. In order to obtain these values at the face-centre we
apply interpolation methods. Among the different approaches, FLUENT uses the
midpoint rule, and to preserve accuracy of the midpoint rule, interpolation methods
of at least second order accuracy are employed. In this work the central-difference
or linear scheme is used.
When linear interpolation is used the numerical solution can exhibit severe os-





where u is the magnitude of the fluid velocity, ∆x is the control volume size in the
x-direction and Γ is the diffusion coefficient. It can be shown that no oscillations
occur if the the local Peclet number fulfils Pe ≤ 2 at every grid node, which is a
sufficient, but not necessary condition for the boundedness of the linear solution
[122].
According to the linear interpolation scheme, the value of φ at the centre of a
face f , connecting cell P with its neighbour cell N , as shown in figure 3.1, is given
by:
ρfc = wρP + (1− w)ρN (3.14)
where w is the linear-interpolation weight factor given by:
w =
| ~rN − ~rf |
| ~rN − ~rP |
(3.15)
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and, rP , rN and rf are the position vectors of the centroids of cell P, cell N and
face f respectively.
However, since orthogonal meshes are used, and assuming a linear profile for ρ
between cells P and N , the magnitude of its gradient at the shared face may be
evaluated as:




where d is the distance between both centers, i.e. d =| ~rN − ~rP |; and ~n is the
unit vector normal to face f . This is the expression used for the normal gradient
in equation (3.5).
3.4 The Numerical Algorithm
The linearised form of the discrete, non-linear governing equations produces a sys-
tem of equations for the dependent variables in every computational cell. The
resultant linear system is then solved to yield an updated flow-field solution. Since
the governing equations are coupled to one another, the solution loop must be car-
ried out iteratively in order to obtain a converged numerical solution. This loop is
usually referred to as the outer loop. Solution of individual equations also involve
iterations and it is usually referred to as the inner loop.
3.4.1 The Inner and Outer Loop
The steps of the outer loop are outlined below:
1. Initialise the flow field.
2. Update fluid properties (e.g, density, diffusivity, conductivity, specific heat),
based on the current solution.
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3. Solve the momentum equations, one after another, using the recently updated
values of pressure and face mass fluxes.
4. Solve the pressure correction equation, using the recently obtained velocity
field and the mass-flux.
5. Correct face mass fluxes, pressure, and the velocity field, using the pressure
correction obtained from Step 4.
6. Solve the equations for additional scalars, such as energy, species, charge, and
dissolved water, using the current values of the solution variables.
7. Update the source terms arising from the interactions among different phases.
8. Check for the convergence of the equations.
In the inner loop, the individual governing equations are discretized and solved.
The loops continues until the convergence criteria are met.
The linearised algebraic equations result in a sparse coefficient matrix and it is
solved using an implicit Gauss-Seidel linear equation solver in conjunction with
an algebraic multi-grid (AMG) method [34]. Solution controls were used for all
simulations. A bi-conjugate gradient stabilised method (BCGSTAB) for the species
and potential equations are used in order to help ensure convergence. In addition,
termination restrictions are set for all iterative equation solutions. The under-
relaxation schemes used, are discussed further in the next section. An image with
the appropriate controls is shown in figure 3.8.
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Figure 3.8: FLUENT Solution Controls
3.4.2 Under-relaxation Schemes
The above specifications are still not enough to handle the stiffness of the PEM fuel
cell system. It is therefore necessary to control the change of φ. This is typically
achieved by under-relaxation, which reduces the change in φ produced for each
iteration, similarly for the evaluation of the source terms. In this thesis research,
two kinds of under-relaxation techniques have been developed to tackle such stiffness
difficulties. In the first kind of under-relaxation, the source terms and intermediate
variables that are evaluated by other equations are under-relaxed in an explicit
manner
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Here, α is the under-relaxation factor which ranges from 0 to 1, (Sφ;φ)
n−1 is the
solution from the previous iteration, and (Sφ;φ)
new is the solution from the current
iteration. As such, the new solution is stabilised based on a Gauss-Seidel type suc-
cessive under-relaxation (SUR). This kind of under-relaxation technique has been
deployed for the inner loop which solves individual linearised algebraic equations.
The second type of under-relaxation, known as the implicit relaxation of the equa-














This kind of under-relaxation was proposed by Patankar, [121]. The main idea of
this technique is to limit the change in each variable from one outer iteration to
the next, because a change in one variable changes the coefficients in the other
equations, which may slow or prevent convergence. It is found that the second kind
of under-relaxation is more crucial for the present model, especially for the use of
highly nonlinear equations where an extremely small under-relaxation factor ( =
0.0001) has to be used at an early stage of iterations so as to avoid divergence. As
the solution reaches a certain level of stabilisation, this factor can then be increased
to a more aggressive value to speed up the convergence. The same procedure is
repeated many times until a converged solution is achieved. Typically, an increase
in the under-relaxation factors entails a slight increase in the residuals, but these
increases usually disappear as the solution progresses, as shown in figure 3.9.
In the current work, the under-relaxation factor was increased after iterations 50,
100, 200 and 400 aggressively to speed-up convergence. These interventions are
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Figure 3.9: Convergence history of a steady state run is shown. For the first 50
iterations an extremely small under-relaxation factor (α = 0.0001) is used to avoid
divergence. As the solution stabilise the factor is increased aggressively at 50,
200 and 400 iterations to speed-up convergence. As the desired residual value is
approached (below 1 × 10−12) a smaller factor increases result in convergence. Big
time scale variations, ranging from a minimum of 1 × 10−4 s to a maximum of 1
s for the transient transport processes will result in sharp peaks forming when the
relaxation factor is adjusted aggressively
illustrated by the peaks in the residual values as indicated on the graph. This
process continues, but with decreasing minor interventions till convergence below
the desired residual value is reached.
3.4.3 Convergence Criteria
At the end of each outer iteration, the residuals for each of the conserved vari-
ables are computed and the computation stops when all residuals are below the
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nb + b− apφp
∣∣∣∣∣ (3.20)
In general, it is difficult to judge convergence by examining residuals defined by
equation (3.20), since no scaling is employed. This is especially true for flows such
as natural convection where there is no inlet flow rate of φ with which to compare








nb + b− apφp|∑
cell |apφp|
(3.21)
It represents the summation of imbalance in Equation (3.12) scaled by a factor
representative of the flow rate of φ through the domain.
As can be seen, a fully converged solution is achieved after about 1300 iterations
with the residuals all dropping below 1 × 1012 . In fact, residuals of 1 × 108 are
sufficiently accurate, including solution errors of all variables are less than 0.1. This
has been defined as the convergence criteria in this study.
3.4.4 Solvers and Solutions Schemes
A variety of solvers and numerical schemes are available in FLUENT. Those used
in this work include [34]:
The Segregated Solver
 The manner in which governing equations are linearised may take “implicit”
or “explicit” form with respect to the dependent variable (or set of variables).
By implicit we mean the following: For a given variable, the unknown value
in each cell is computed using a relation that includes both existing and un-
known values from neighboring cells. Therefore each unknown will appear in
more than one equation in the system, and these equations must be solved
70
simultaneously to give the unknown quantities.
By explicit we mean the following: For a given variable, the unknown value
in each cell is computed using a relation that includes only existing values.
Therefore each unknown will appear in only one equation in the system and
the equations for the unknown value in each cell can be solved one at a time
to give the unknown quantities.
 In the segregated solution method each discrete governing equation is lin-
earised implicitly with respect to that equation’s dependent variable. This
will result in a system of linear equations with one equation for each cell in
the domain. Because there is only one equation per cell, this is sometimes
called a scalar system of equations.
 A point implicit (Gauss-Seidel) linear equation solver is used in conjunction
with an algebraic multi-grid (AMG) method to solve the resultant scalar sys-
tem of equations for the dependent variable in each cell.
 Thus, the segregated approach solves for a single variable field (e.g. p) by
considering all cells at the same time. It then solves for the next variable field
by again considering all cells at the same time, and so on. There is no explicit
option for the segregated solver.
First-Order Upwind Scheme
 ’Upwinding’ means that the face value φf is derived from quantities in the
cell upstream, or upwind, relative to the direction of the normal vector.
 When first-order accuracy is desired, quantities at cell faces are determined
by assuming that the cell-centre values of any field variable represent a cell-
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average value and hold throughout the entire cell; the face quantities are
identical to the cell quantities. Thus when first-order upwinding is selected,
the face value φf is set equal to the cell-centre value of φ in the upstream cell.
Second-Order Upwind Scheme
When second-order accuracy is desired, quantities at cell faces are computed using
a multidimensional linear reconstruction approach [96]. In this approach, higher-
order accuracy is achieved at cell faces through a Taylor series expansion of the
cell-centred solution about the cell centroid. Thus when second-order upwinding is
selected, the face value φf is computed using the following expression:
φf = φ+∇φ ·∆~s (3.22)
where φ and ∇φ are the cell-centred value and its gradient in the upstream cell, and
∆~s is the displacement vector from the upstream cell centroid to the face centroid.
This formulation requires the determination of the gradient ∇φ in each cell. This







Here the face values φf are computed by averaging φ from the two cells adjacent to





In this chapter the results of the numerical procedure described in Chapter 3, is
discussed. The numerical data obtained from the thesis model are visualized as 2-D
and 3-D graphics, and the distributions of the internal fields within the high tem-
perature polymer electrode fuel cell are discussed. Included are the distributions
of reactants and products in the various cell components, including temperature,
pressure and current distributions throughout the cell. The performance of the fuel
cell under the parameters and operating conditions of the thesis model is discussed.
The chapter concludes with a discussion on the validity of the model’s results. Ex-
perimental data of a high temperature polymer electrode fuel cell was not available
from the laboratory of Hydrogen South Africa (HySA) at the University of Western
Cape’s campus, since work stations are setup only at stack level. Fortunately, ex-
perimental data was obtained from two other groups of researchers, both of whom
are conducting world class research in high temperature polymer electrolyte fuel
cells.
The first group is from the Hydrogen and Fuel Cell Research Center and the Sam-
sung Advance Institute of Technology in the Republic of Korea, and the second
group is from the Julich Institute for Energy Research in Germany.
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Both institutes provide a thorough characterization of the components of their in-
house cells, including micro-structure characterization and spectroscopy data anal-
ysis. Also, a prime factor in the choice of the groups were the compatibility in
terms of geometric structure and dimensions with that of the thesis model. This in-
cluded the parallel, serpentine-channel air and fuel flowplates, as well as compatible
physical and operating parameters. Thus, the polarization-curve, cell efficiency and
changes in operating condition simulations of the present work is based on the data
supplied by the Hydrogen and Fuel Cell Center Research group, and the voltage
loss and catalyst loading simulations are based on the data supplied by the Julich
Institute of Energy Research Group.
This chapter has the following outline: In section 4.1, the model results which
shows the distribution of reactants and products, including charge, potential and
temperature in the different components of the HT PEM fuel cell are discussed;
in section 4.2, fuel cell performance and the effects that some operating parameter
changes such as pressures differences, catalyst porosity and catalyst weight ratios
have on fuel cell performance are discussed. In section 4.3, the experimental set-up
of both research institutes are described and the experimental results are used to
validate the performance of the model fuel cell in respect of overpotential variations,
temperature variations, oxygen concentration variations and flow rate variations.
4.1 Model Results
One of the main advantages and rationale of a mathematical model is to visual-
ize the internal field processes taking place within each sub-domain of the fuel cell
system. This information is hard to obtain otherwise, since certain variables such
as current density and reactant distribution along the reactive region of the cell
are difficult, if not impossible to measure without some invasive technique that will
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have an influence on the cell performance. In this section the distribution of the
various fuel cell fields within the reactive areas are presented from the numerical
data of the thesis model.
In the present model, there are several input parameters that can be varied to
study different working conditions. These include variations in stoichiometric ra-
tios, inlet gas pressures, cell temperature, and cell output voltage.




Cell output voltage, V φcell 0.65
Operating temperature, K T 433
Gaseous pressure at the anode flow channel outlet, (atm) Pa 2.0
Gaseous pressure at the cathode flow channel outlet, (atm) Pc 2.0
Relative humidity of the anode side incoming gas flow, RHa 100
Relative humidity of the cathode side incoming gas flow, RHc 100
Stoichiometric ratio of the anode side incoming gas flow, λa 1.4
Stoichiometric ratio of the cathode side incoming gas flow, λc 1.8
Table 4.1: Structural Parameters
4.1.1 Reactants and Products Distribution
Oxygen Concentration Distribution
The visualization of the flow fields of both the reactants and products for the high
temperature polymer exchange fuel cell is shown for a voltage of 0.4 V across the
MEA (membrane electrode assembly), with corresponding current density of 0.16
A.cm−2, and one with a voltage of 0.8 V across the MEA, and corresponding with
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a high current density of 1.1 A.cm−2. Figure 4.1. below shows the molar fraction
of oxygen, which is the active gas in the air flow channels and cathode.
Figure 4.1: Oxygen molar fraction distribution in the cathode side for loading
conditions: 0.16 A/cm2
Figure 4.2: Oxygen molar fraction distribution in the cathode side for loading
condition 1.1 A/cm2
Figures 4.1 and 4.2 clearly shows the rapid decrease in the mole fraction and
hence concentration of the oxygen gas both in the convective direction along the
channels and the diffusive direction towards the active membrane areas. The deple-
tion is more pronounced further from the channel inlets. The oxygen concentration
is well distributed in the cathode catalyst layer, but slightly higher at the gas chan-
nel/ gas diffusion layer interface. Also, concentration under the channel is higher
than under the current collector. Oxygen diffuses from the gas channel into the
other parts of the domain mainly due to a concentration gradient. It is noted that
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the diffusion coefficient plays a crucial role on the gradient of the gas concentration,
which also depends upon the rate of consumption of the reaction at the catalyst
layer. This provides an estimate of the limiting current density of the cell, and gives
rise to a concentration polarization at the high current density operation.
Hydrogen Concentration Distribution
Figure 4.3: Hydrogen molar fraction distribution in the anode side for loading
conditions 0.16 A/cm2
Figure 4.4: Hydrogen molar fraction distribution in the anode side for three loading
conditions 1.1 A/cm2
The hydrogen concentration gradient is less than the oxygen concentration gra-
dient, noticeably, because the amount of hydrogen consumed by the reaction is
influenced by the higher diffusion of hydrogen through the gas channels, resulting
in a more uniform spread and also the stoichiometric flow rate which influence the
amount of hydrogen fed into the flow channel. This relationship is discussed in
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section 4.3.5. Inside the catalyst layer the hydrogen mole fraction varies slightly,
but is higher in the area under the gas channel, and lower in the area under the
current collector. The reason for this can be explained by examining the water
vapor mole fraction in the area under the gas channel. In this area, the membrane
water content, and hence water vapor mole fraction in the anode mixture is low,
since water is transported from the anode to the cathode via electro-osmotic drag.
This reduction in water vapor results in an increase in the hydrogen mole fraction.
On the other hand, water content in the catalyst is higher under the land area. In
this region, water is transported from the cathode to the anode by back-diffusion
and the water vapor mole fraction will increase. As a result the hydrogen mole
fraction has to decrease. Nonetheless, we notice that the molar concentrations of
hydrogen gas in the anode flow channels, shown in figure 4.3 and 4.4., changes by
less that 2 percent even at high current density.
Water Concentration Distribution
Figure 4.5: Water distribution in the cell for loading conditions 0.16 A/cm2
The water vapor mole fraction at the anode electrode is initially dependent on the
relative humidity of the feed stream at the anode inlet. It decreases to around
50 percent of its initial value when the current density is increased to the higher
level of 1.1 A/cm2. This is attributed to electro-osmotic drag of water to the
cathode. Consequently, membrane conductivity in this region decreases. On the
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Figure 4.6: Water distribution in the cell for three different loading condition 1.1
A/cm2
cathode side, the water vapor mole fraction increases due to water production at the
cathode catalyst layer and the migration of water molecules from the anode side.
This results in higher membrane conductivity and an increase in cell potential. We
also notice that the areas under the gas channel has a higher water content than
the areas under the current collector on the cathode side. There is practically no
difference in anode water content for these two areas, especially at low current
density. The production of water in the area under the gas channel also increase
with higher current densities. Simultaneously, more water is evacuated from the
anode due to a higher drag coefficient, resulting in a lower water content at the
anode. At the cathode however, this increased water concentration is balanced by
water fluxes to the catalyst/ gas diffusion layer interface so that the water vapor
fraction remains similar, ever at higher higher density operations.
4.1.2 Charge Distribution in the MEA
The volumetric current densities at low and high current densities are illustrated in
figures 4.7, 4.8 and 4.9 below:
The potential difference imposed on the boundaries drives the reaction in the
catalyst layers resulting in corresponding current flow across the electrodes. Volu-
metric Current density is a function of oxygen concentration and activation overpo-
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Figure 4.7: Charge distribution for cell voltage drop 0.4 V
Figure 4.8: Charge distribution for cell voltage drop of 0.8 V
Figure 4.9: Charge distribution for cell voltage drop of 1.0 V
of the anode is almost zero. It increases slightly near the catalyst membrane inter-
face, but even there it is very small due to the extremely fast hydrogen oxidation
reaction kinetics. On the other hand, the volumetric current density at the cathode
side are more broadly distributed. Figures 4.7 to 4.9 shows the current distribution
for three loading conditions. For low load condition, the effect of oxygen transport
80
is small, i.e. the concentration of oxygen under the land area is still high, therefore
the current density is higher under the land area. However, as the loading condition
increases, the oxygen transport limitation under the land area become significant
which results in the shift of current maxima towards the center of the channel where
oxygen concentration is highest. The current density generally decreases from inlet
to outlet as the oxygen concentration decreases. Also for high load condition, the
current at the outlet is almost entirely located under the channel area.
4.1.3 Overpotential Distribution
Activation Overpotential Distribution in the Cathode Catalyst Layer
Figure 4.10: Activation Potential for cell voltage drop of 1.0 V
Figure 4.11: Activation Potential for cell voltage drop of 0.8 V
Figures 4.10 to 4.12 show the cathode activation overpotential distribution in
the first sub-layer (GDL/catalyst layer interface) of the catalyst layer. In all loading
conditions, the distribution patterns of activation overpotentials are similar, with
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Figure 4.12: Activation Potential for cell voltage drop of 1.0 V
higher activation overpotentials under the land area. This uneven distribution is
mainly due to the lower ohmic loss under the land area than under the channel
area. Since activation overpotential has an exponential effect on the magnitude of
local current, it can be deduced that the potential condition for producing current
under the land area is more favorable in the absence of oxygen transport limitation.
Ohmic Overpotential
Figure 4.13: Ohmic overpotential in the cathode gas diffusion layer for a voltage
drop of 0.4 V
Ohmic overpotential is the voltage loss due to resistance to electron transport
in the gas diffusion layers. For a given load, the magnitude of this overpotential is
dependent on the path travelled by the electrons. The longer the path, the larger
the potential drop. Therefore the ohmic loss under the channel area is higher than
the loss under the gas diffusion layer since the electrons have to travel a longer
distance to reach the catalyst layer under the channel area. Figures 4.13 and 4.14
show that the ohmic overpotential distribution patterns are similar for all loading
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Figure 4.14: Ohmic overpotential in the cathode gas diffusion layer for cell voltage
drop of 1.0 V
conditions. However, the magnitude of the potential loss increases with cell loading.
Membrane Overpotential
Figure 4.15: Potential Drop across the membrane for a voltage drop of 0.4 V
Figure 4.16: Potential Drop across the membrane for a voltage drop of 1.0 V
The potential loss in the membrane is due to resistance to proton transport
across the membrane from anode catalyst layer to cathode catalyst layer. The
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distribution pattern of the protonic overpotential is also dependent on the path
traveled by the protons and the activities in the catalyst layers. Figures 4.15 to
4.16 show the potential loss distribution in the membrane for three loading cases.
At low loading condition, the potential drop under the land area is higher because
the catalytic activity is higher. However, at high load condition the potential drop
is more uniformly distributed across the membrane. It is expected that at high
load, more protons are produced under the channel area at the anode catalyst layer
because the activity is quite high such that the hydrogen concentration under the
land area would be low. Combining this effect with the current density distribution
in the cathode catalyst layer where protons are consumed and where the activity is
higher under the channel area, results in the more uniform overpotential distribution
observed for high load condition.
4.1.4 Analysis of the Turning Region
Some interesting characteristics are observed at the turning region for the chosen
geometry. The main cause of the different distribution patterns in the turning
region is due to the higher ohmic loss in this region. This higher ohmic loss gives
rise to a lower activation overpotentials which lead to lower current densities, figure
4.17. The higher ohmic loss in the turning region is due to the fact the main area
of this region is under the channel area and that the ohmic loss under the channel
area is higher than under the land area. This characteristic would not be observed
if the gas diffusion layer is extended to cover the outside edge of the turning region.
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Figure 4.17: Distribution at the turning point of the gas channels for loading case
1.2 A/cm2
4.1.5 Temperature Distribution
The temperature distribution within the MEA is discussed. The main heat source
in the fuel cell comes from the exothermic oxygen reduction reaction at the cathode
catalyst layer. Resistive heating in the membrane and catalyst layers also plays a
significant role. The non-uniform temperature profile are depicted in figure 4.18.
The temperature across the MEA is not much different due to the large thickness to
length ratio i.e. a very thin MEA. Temperature difference of 4 degrees are observed
at high current density and 1 degree when operated at low current density. The
heat generated are also much higher under the current collector than under the
gas channels. The imposed constant temperature at the boundaries dominate the
temperature distribution in the MEA. This causes the heat fluxes to diffuse from
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Figure 4.18: Temperature distribution in the cell for two loading cases: 0.7 A/cm2
(top), and 1.2 A/cm2 (bottom)
4.2 Fuel Cell Performance
The performance of the the high temperature polymer electrode fuel cell as con-
structed by the thesis model are best illustrated with the aid of current density
versus cell potential curve (polarization curve), also against current density versus
power density curve, as is illustrated in figure 4.19.
The curves represent outputs of the thesis model operating with a flow rate of 1
l.min−1, and a temperature of 433 K. The open circuit voltage of the model fuel cell
is 0.95 V. When it operates at low current density the potential at the cathode can
be 0.85 V above that of the anode. The region of low current density (between 0 and























Figure 4.19: The polarization curve is represented by the red line plot and the
power density curve by the black line plot for the HT PEMFC operating at 433 K
temperature and with input flow rates of 1 l.min−1 for fluid and air gases
still low) operating current density. Voltage is loss in this region is caused by the
fluid and air gases are driven through the porous electrodes and activation energy is
required to initiate the cathode oxidation reactions and anode reduction reactions.
The potential loss here is fairly steep. In the second region where operating current
densities range from 0.4 and 1.2 A.cm−2 we observe a gradual loss of voltage mostly
due to the ohmic resistance to the flow of charge in the membrane and electrodes.
The third region is not illustrated by the graph, but after the optimal operating
current density of between 0.88 and 0.9 A.cm−2 is reached, distinct concentration
overpotential is reached due to the depletion of oxygen. Potential is thus loss due
to concentration overpotential.
The model HTPEMFC therefore produces a maximum power density distribution
of 0.76 W .cm−2 when it operates at a current density of between 0.88 and 0.90
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4.2.1 Effects of Operating Pressure Difference on Fuel Cell
Performance
It is clear from the general polarization curve, discussed above, that the cathodic
overpotential caused by the oxidation reduction reaction is responsible for most of
the potential losses in the fuel cell. Indeed, it accounts for 80 percent of the total
loss. This is mainly due to ohmic resistance to the flow of charge, combined with
mass transport losses caused by the diffusion of gaseous oxygen through the porous
electrode and the diffusion of oxygen to the reaction sites. Thus, the performance of
a PEM fuel cell will be limited by the oxidation reduction reaction on the cathode
side.
In figure 4.20 we investigate the effect of operating pressure difference between
the inlet gas flow and outlet gas flow on the performance of the fuel cell, and in
figure 4.21 the effect of operating pressure difference on cell performance, using the
power density - current density curve, is investigated.
At low current density, up till 0.2 A.cm−2, the same amount of potential losses are
experienced, irrespective of the differences in operating pressure i.e. flow rates have
no effect on the potential required to activate the cell reactions. This is clearly
observed in figure 4.20. At current densities higher than 0.2 A.cm−2 however, we
notice that with an increase in pressure difference the potential loss decreases as
the pressure difference increases. This is mainly because the mass flow of air, which
is entering the cathode increases, and as a result the diffusion of oxygen to the
reaction sites will be greater, thereby decreasing the concentration overpotential.
In figure 4.21, we observe that both the reaction overpotential and ohmic over-
potential, which falls in the currency density range of 0 A.cm−2 to 0.4 A.cm−2
produce similar power density outputs, irrespective of pressure differences. How-
ever, in the current density range higher than 0.4 A.cm−2, an increase in pressure
difference in the flow fields results reduces potential losses and result in an increase
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Figure 4.20: Polarization Curves for operating pressure differences between inlet
flow rates and outlet flow rates ranging from 0.4 kPa to 0.8 kPa


























Figure 4.21: Power density curves for operating pressure differences between inlet
flow rates and outlet flow rates ranging from 0.4 kPa to 0.8 kPa
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in limiting current density and an increase in the output power density of fuel cells.
Both graphs indicate that the effect of a high pressure difference results in a much
lower concentration overpotential of the fuel cell and hence increase the fuel cell
performance.
4.2.2 Effects of Catalyst Porosity on Fuel Cell Performance
To guarantee the durability of high temperature PEM fuel cell performance which
is essential for long-term, stable operations, the polarisation loss of a HT PEM fuel
cell must be minimised. Operating conditions, including oxygen partial pressure,
temperature and humidity all affects cell performances. However, we also need to
consider the relationship between the pore networks in the cathode catalyst layer
and the polarisation characteristics, which is not always adequately covered in the
published literature. In figure 4.22, we show the effect of different porosities of the
catalyst layer on the polarisation curve. The same loading of 10 mg. cm−2 of Pt
and catalyst layer thickness of 11 µ m is used for porosities of 40 percent and 50
percent for the catalyst layer.
Figure 4.22 shows that the catalyst layer with porosity of 50 percent experiences a
much higher ohmic potential loss than the one with a catalyst porosity of 40 percent.
This results in the limiting current density being reached much earlier in the case
of a higher porosity than that of the lower one, and consequently cell performance
is reduced. The reason for this is mainly due to the higher porosity catalyst layer
possessing less active surface areas and thus more void spaces. Void spaces hinders
the accessibility of protons to reach the reactive sites, resulting in an increase in
ohmic overpotential. Though, this provides greater access to the diffusive fluxes of
reactive gases e.g. oxygen, the slow rate of proton flow will still considerably reduce
fuel cell performance.
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Figure 4.22: Polarisation curves (black and red dotted lines) and power density
curves (black and red solid lines) for catalyst with porosities of 40 percent and 50
percent. Both catalysts has Pt/C loading of 10 wt percent and electrolyte with 20
wt percent
4.2.3 Effects of Catalyst Pt/C weight ratio on Fuel Cell
Performance
In figure 4.23, we show the effect of different Pt/C weight ratios of the catalyst layer
on the polarisation curve. The same loading of 10 mg. cm−2 of Pt and a catalyst
layer thickness of 11 µ m is used, but Pt/C weight ratios of 10 wt percentage, 30
wt percentage, and 50 wt percentage for the catalyst layers, are used.
The results in figure 4.23 show an increase in cell performance as the Pt/C weight
ratio of the catalyst layer increases. This is mainly due to a monotonic decrease
in ohmic potential loss as the weight ratio increases. Since the Pt loading for each
of the catalysts loads are the same, an increase in Pt/C weight ratio will imply an
increase in carbon load of the catalyst. This will reduce the amount of void spaces
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Figure 4.23: Polarisation curves (dotted lines) and power density curves (solid lines)
for catalysts with different Pt/C weight ratios ranging from 50 percent to 10 percent
and increase the number of active surface areas. Thus, we will get a decrease in
ohmic overpotential with an increase in Pt/C weight ratio.
4.3 Parametric Study and Performance Valida-
tion
In this section the validity of the numerical tool developed for this model is evalu-
ated by comparing the numerical results obtained from the thesis model with the
results obtained from the experimental work on high temperature polymer electrode
fuel cells developed by Jintao Kim and co-workers at the Hydrogen and Fuel Cell
Research Centre and the Samsung Advance Institute of Technology in the Republic
of Korea. The construction and characterisation processes of the fuel cell is sum-
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The single cell used in the experiments has a commercially obtained membrane
electrode assembly (MEA), Celtec P1100, from BASF, with an active cell area of
45 cm2. A woven carbon cloth was used as the gas diffusion layer. Hard-type gas-
kets were the sealing material clamping a single cell and as a stopper that properly
compress the MEA after clamping. The graphite flowplates contain three paral-
lel serpentine channels on the anode and cathode. The unit cell was tested in a
furnace to ensure isothermal conditions. The temperature was controlled using a
PID (proportional-integral-derivative) controller. A schematic diagram of the test
station is shown in figure 4.20, [84]:
Figure 4.24: Schematic diagram of test station for HT PEMFC at Hydrogen and
Fuel Cell Research Centre, [84]
The experimental fuel cell parameter and geometric dimensions are given in the
table 4.1. at the end of this chapter.
A second set of validation data tested against the thesis model is obtained from
experiments performed by O. Shamerdina and his group at the Julich Institute for
Energy Research in Germany. The validation is done against voltage losses, catalyst
loading and changes in temperature conditions. A summary of the experimental
set-up and operating parameters are given.
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A HT PEMFC was prepared in-house with all the components of the membrane
electrode assembly self-made. The catalyst layer was prepared by spraying Johnson
Matthey HiSpec 3000 catalyst powder, using an airbrush, onto the gas diffusion
layer- providing 20 percent Pt/C. The electrodes were baked at 350 0C (623 K) for
20 minutes. The resulting Pt-loading was approximately 1 mg/cm2. Phosphoric
acid doped PBI-O-PhT membranes were used with different additives as electrolyte
that were prepared in A.N Nesmeyanov Institute of Organoelement Compounds of
the Russian Academy of Sciences. The membrane electrode assembly was approxi-
mately 50 cm2, and the flow field geometry serpentine.
Polarisation curves were measured at cell temperature of 433 K and ambient pres-
sure, except for experiments where different temperature were required. Reactant
gases of H2 and dry air were operated at a fixed flow rate with current density of
0.4 A.cm−2. A potentiostat Autolab 320 with frequency response analysis module
and 20 A booster was used to measure data curves.
The Experimental conditions and set-up parameters for this research groups are
given in the table 4.2. at the end of this chapter.
4.3.1 Performance Validation
Polarisation curves i.e. cell potential versus current density, and also power density
versus current density curves, are normally regarded as a good measure to evaluate
the performance of a fuel cell. The experimental I - V and I - P curves reported by
Jintao Kim et al in [84] are plotted against the numerical results of the thesis model.
It is found that the current density predicted by the current model is higher than
that of the experimental data. A possible reason for this overestimation might be
that there are still some factors, such as thermal and electrical contact resistances,
anisotropic structures of the real materials, and compression effects that were not
taken into account in the mathematical model. Thus, in order to obtain the same
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current density as the experimental data, a certain degree of parameter fitting is
required. The following fitting procedure where two parameters were adjusted, as
illustrated by Baschuk [111], was obtained through a test and error shooting process:
 The reference exchange current density is reduced from:
ajref0,a = 5× 108 A.m−2 and aj
ref
0,c = 1.2× 102 A.m−2
to ajref0,a = 1× 107 A.m−2 and aj
ref
0,c = 1.3× 101 A.m−2
 The electrical conductivity of the gas diffusion layer is reduced from 750 S.m−1
to 620 S.m−1
The model agrees very well with the experimental results with these new parameters.
The polarisation and power density curves for the two sets of data are given in figure
4.25 and it demonstrates that the present model is capable of predicting practical
fuel cell operations with a certain level of parameter fitting.
As shown in the figure there is a good match between the experimental data
and the model-predicted results up till 0.1 A.cm−2, with the maximum deviation of
the model results (between current densities of 0.1 A.cm−2 and 0.4 A.cm−2) below
5 mV from the experimental data.
A sharp fall, due to activation loss is observed for current densities less than 0.1
A.cm−2, while a linear drop in potential for current densities between 0.2 A.cm−2
and 0.6 A.cm−2 is seen. At current densities higher than 0.6 A.cm−2 the model
results shows a much bigger voltage drop than the experimental results. This means
that the oxidant supply at the catalyst layer was sufficient for the reaction up till
this stage. The voltage losses are compared to get an estimate of how the limiting
densities between the two sets of data compare. Figure 4.26 shows the overpotentials
of the two sets of data.
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Figure 4.25: Polarisation curves (blue and red dotted lines) and power density
curves (black and red solid lines) for the model data and the experimental data
after parameter fitting. Comparison between the fuel cell performance for the two
sets of data is illustrated
4.3.2 Effect of Overpotential Losses
We observe a close correlation between the potential losses (overpotentials) of the
model-predicted data and the experimental data. However, the model-predicted
data shows a slight under-estimation of potential losses as we move to higher cur-
rent densities. In both cases, it is evident that the major contributors to voltage
loss in a high temperature PEMFC is firstly due to the oxygen reduction reaction at
the cathode, secondly the PBI-membrane resistance to the flow of protonic charges,
and thirdly the depletion of oxygen concentration further along flow channels due
to the low percentage present in air (21 percent), and thus rapid consumption at
the beginning of the flow. The effects of concentration depletion at the reaction
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IV Curve for Different Potential Losses
 
 
Anode Act − Exp
Anode Act − Model
Cathode Act − Exp
Cathode Act − Model
Ohmic − Exp
Ohmic − Model
Figure 4.26: The three main overpotentials, Anode Activation (red solid lines),
Ohmic (purple solid lines) and Cathode activation (black solid lines) are shown.
Comparison between the model-predicted data and the experimental data is illus-
trated
for HT PEMFC’s.
For both major contributors to overpotentials i.e anode activation loss and mem-
brane ohmic loss, the model-predicted data shows an average of 0.005 V less than
the experimental data. This could be because there is an increase in protonic flow
resistance effect in the practical experimental set-up that is not reflected in the
model-predicted data. An example could be the reduction in membrane material
pore width caused by compression effects in the experimental set-up that results in
an increase resistance to the flow of protons in the membrane. The limiting density
for the model fuel cell will therefore also be higher than that of the experimental
fuel cell.
The validation of a fuel cell’s performance by comparing the fit of overall polar-
isation curves alone, is generally regarded as not sufficient a test of the validity of a
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mathematical model’s performance. This is because a model can have a perfect fit
with experimental data, but still exhibit large polarisation variations in respect of
the performance of some operating parameters such as reactant and fuel behavior,
temperature variations etc. It is therefore necessary to validate the model further
with respect to experimental performance with key operating parameters. The key
operating factors influencing the performance of a HT PEMFC are considered to be
temperature variations, and oxygen concentration variations. In this case hydrogen
concentration variations are omitted, since it did not exhibit any significant influ-
ence on either voltage losses or differences in current densities of the cell. Also, we
investigate whether inlet flow rate variations of oxygen gas will have any significant
effect on the fuel cell performance.
4.3.3 The Effect of Temperature Variation on Fuel Cell Per-
formance
The model-predicted polarisation performance is shown at temperatures of 413K,
423 K, 433 K and 443 K respectively. The performance are then compared with the
data of the experimental fuel cell setup of the Korean Institute of Energy Research,
using the same temperature ranges. Figure 4.27 below shows the performance
graphs for the two sets of data used.
The results are based on a constant 21 percent inlet concentration of oxygen and
a constant inlet pressure of 200 kPa for both sets of data. Figure 4.27 indicates that
there is a good agreement between the model-predicted results and the experimental
data up to 0.4 A.cm−2. In the 443 K and 433 K temperature ranges the experimental
graph shows a cell potential that is 0.0025 V higher on average for the same current
density then the model-predicted results. At the lower temperature ranges of 413
K and 423 K, the cell potential is almost in agreement across the current density
ranges. This is possibly because the increased heat of reaction embedded in the
experimental data, compared to the average heat of reaction used in the model are
significantly balanced at the lower temperature ranges for HT PEMFC. For all sets
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Figure 4.27: Polarisation curves for HT PEMFC temperature variations of of 413 K
(red lines), 423 K (blue lines), 433 K (purple lines) and 443 K (black line. Curves
representing the HT PEMFC model data are then compared with the curves rep-
resenting the experimental HT PEMFC data
of data, the fuel cell performance (i.e. the overall cell voltage) at 0.2 A.cm−2 are
0.662 V, 0.645 V, 0.628 V and 0.591 V, at temperatures of 443 K, 433 K, 423 K
and 413 K, respectively. The voltages of the model-predicted results for this current
density are identical to that of the experimental data. This translates into a decrease
in loss potential of 0.017 V as the temperature of the cell increases with 10 K. At
a current density of 0.6 A.cm−2 the cell performance are 0.559 V, 0.538 V, 0.497 V
and 0.465 V for the temperature ranges from 443 K to 413 K. The model-predicted
voltages for the two higher temperature values are on average 0.01 V lower than
the experimental voltages, but in good agreement for the two lower temperature
values. Here, the decrease in potential loss increases on average by 0.028 V per
10 K temperature increase. Thus, at low current densities the higher operating
cell temperature shows a relatively small overpotential increase, but it gradually
increases as the current density increases. The increase in overpotential loss can
be due to the higher mobility of phosphoric acid molecules in the PBI membrane
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caused by the higher temperature, resulting in a smaller ohmic resistance to the
flow of protonic ions through the membrane.
4.3.4 The Effect of Oxygen Concentration Variation on Fuel
Cell Performance
The model-predicted polarisation performance is verified for steady state oxygen
concentrations of 10 percent, 20 percent and 30 percent per air mixture. The re-
sults are then validated against the data of the experimental fuel cell setup of the
Korean Institute of Energy Research, using the same concentration range. Figure
4.28 below shows the performance graphs for the two sets of data used.
The results are based on a constant inlet air temperature of 433 K and a constant
inlet pressure of 202 kPa for both the model-predicted data and experimental data.
The figure shows almost identical cell potential outcomes for the model-predicted
results and experiment results for current densities up till 0.1 A.cm−1 for all oxygen
concentration ranges. At the higher current density ranges, the model-predicted
graph shows a slightly higher cell potential output of 0.063 V, on average compared
to the experiment graph. This can be due to the larger reaction surface used in
the membrane electrode assembly of the model compared to the experimental cell,
resulting in increased oxygen reduction reactions, and hence, a higher potential
output. For the experimental cell, the fuel cell performance (overpotential loss) at
0.3 A.cm−2 are 0.460 V. 0.420 V and 0.360 V for oxygen concentration variations of
of 30 percent, 20 percent and 10 percent, respectively. For the model cell it shows
slightly higher potentials of 0.480 V, 0.440 V and 0.380 V, respectively for the same
oxygen concentration variations. This translates into an increase in overpotential of
0.050 V for a 10 percent decrease in oxygen concentration at a current density of 0.3
A.cm2. However, at a current density of 0.6 A.cm−2 the cell performance are 0.360
V, 0.280 V and 0.200 V, respectively for the experimental cell, and for the model
100


















IV Plot for Different Oxygen Concentrations
 
 
10 % Conc − Exp
10 % Conc − Model
20 % Conc − Exp
20 % Conc − Model
30 % Conc − Exp
30 % Conc − Model
Figure 4.28: Polarisation curves show the effect of Oxygen concentration variations
on the performance of a HT PEMFC. Curves for three concentration variations are
given: 10 percent oxygen concentration (red lines), 20 percent oxygen concentration
(purple lines) and 30 percent oxygen concentration (black lines). Each concentration
level shows a curve obtained from the model-predicted data against a curve obtained
from the experimental data
cell, 0.390 V, 0.310 V and 0.230 V respectively for the same oxygen concentration
variations. The increase in overpotential is approximately 0.080 V per 10 percent
decrease in oxygen concentration. We therefore obtain an 80 percent increase in
overpotential of as we move from a current density of 0.3 A.cm2 to that of 0.6
A.cm2. The results show that at increased current densities, the voltage loss due
to the effect of oxygen concentration increases is significant. It also confirms that
the oxygen reduction reaction is the most significant contributor to overpotential
loss. Thus, the concentration of oxygen in the catalyst layer of the fuel cell has
a marked effect on the cell voltage, since it influences the activation overpotential
and the reversible potential of the fuel cell.
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4.3.5 The Effect of Flow Rate Variation in the Cathode
Channels on Fuel Cell Performance
In this section we verify whether higher flow rates of air i.e a higher intake of oxygen-
containing air into the cathode flow channels will affect the polarisation performance
of the model fuel cell as compared to the experimental fuel cell. Due to the fact
that the cathode reaction is much slower than the anode reaction, oxygen (with
air) is often supplied at a higher-than-stoichiometric flow rate. By stoichiometric
flow rate we imply the ratio of air flow rate to the minimum flow rate required for
stoichiometric oxygen-hydrogen reaction. This is to ensure that the concentration
of oxygen in the air do not drop to much as it passes through the flow field. Air
with high flow rates of stoichiometry 6 and stoichiometry 3, and air with a rela-
tively low flow rate of stoichiometry 1.5 are introduced at the cathode inlets. The
inlet temperature of both cell were kept constant at 433 K. The model-predicted
results are plotted against the experiment results obtained from the Julich Fuel Cell
Research Centre, and illustrated in figure 4.29:
Figure 4.29 shows the effects of varying inlet flow rates of air on polarisation
behavior. Note that the sharp drop in potential as the limiting current density is
reached for the graph illustrating stoichiometry 1.5 flow rate, is also present for
the graphs of stoichiometries 3 and 6 flow rates, though not indicated in figure
4.29. This is because current densities values up till 1 A.cm−2 only is illustrated.
The graph of the experimental fuel cell indicates that the higher flow rates at sto-
ichiometries 6 and 3 shows almost identical cell potential variations versus current
density variations. The model-predicted graph shows a good agreement with the
experimental results for all three flow rates up till a current density of 0.4 A.cm−2
For current densities greater than 0.4 A.cm−2 the model results shows a slightly
higher potential loss.
What is evident for both sets of results is that the changes in flow rates at the high
stoichiometry level does not significantly influence fuel cell performance. Thus we
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IV Plot for Different Flow Rates
 
 
stoich = 1.5 Exp
stoich = 1.5 Model
stoich = 3 Exp
stoich = 3 Model
stoich = 6 Exp
stoich = 6 Model
Figure 4.29: Polarisation curves show the effects of different stoichiometric flow
rates of air on HT PEMFC performance. Curves for flow rate of stoichiometry 1.5
(red lines, for stoichiometry 3 (purple lines) and for stoichiometry 6 (black lines)
are shown. Each stoichiometric value is represented with a curve obtained from the
model-predicted data and one obtained from the experimental data
notice that at 0.6 A.cm−2 the difference in potential loss between stoichiometries 3
and 6 flow rates is 0.01 V, and at 0.8 A.cm−2, the difference is 0.015 V. However, at
low flow rates, such as stoichiometry 1.5, we see a marked decrease in fuel cell per-
formance. The graphs show that at this low flow rate the potential quickly reaches
zero after a current density of 0.6 A.cm−2 is reached. One can therefore conclude
that at the low flow rates the depletion of oxygen at the beginning of the oxida-
tion reduction process causes a sharp increases in cathode activation overpotential.
Indeed, the limiting current density is quickly reached at 0.68 A.cm−2. A similar
sharp decrease will occur at for stoichiometries 3 and 6, but at much higher current
densities of 1.1 A.cm−2 and 1.15 A.cm−2, respectively. One can find an input flow
rate for a given high temperature fuel cell set-up that is optimal for that cell. In
this case we can find optimisation at the level around a stoichiometry of 6.
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We can also conclude that the lower cell potential values provided by the model
output at current densities greater than 0.4 A.cm−2, compared to the experimental
values are probably due to the increased length of the model air channels in com-
parison to that of the experimental cell. This greater channel length could result in
a more pronounced oxygen depletion towards the end of the cell’s length, resulting
in an increased potential loss.
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Geometric dimension Value
Channel length, (m) 4.2× 10−1
Channel width, (m) 1.1× 10−3
Channel depth, (m) 8.0× 10−4
GDL thickness, (m) 2.2× 10−4
Membrane thickness, (m) 5.0× 10−5
Thickness of Cl, (µm) 10
Porosity of Cl 0.2
Porosity of gdl 0.4
Physical Properties Value
Standard state free energy change, (J.mol−1); ∆grxn -237,000
Entropy change for reaction, (J mol−1K−1 ); ∆S -44.43
Faraday constant, (C mol−1 ) F 96,485
Gas constant, (J mol−1K−1); R 8.314
Cell temperature, (T) 433 K
Effective diffusivity of hydrogen, (m2s−1); DeffH2 1.490 ·10
−5
Effective diffusivity of oxygen, DeffO2 2.950 ·10
−6
Stoichiometry of anode gas, λa 1.6
Stoichiometry of cathode gas, λc 2.0
Anode/cathode pressure, (atm); p 1.08/ 1.14
Transfer coefficient, α 0.2
Doping level, DL 28
Parameter Value
Reference exchange current density, (A.m−2); jref0 5.38 · 10−6
Reference anode exchange current density, (A.m−3); ajref0,a 3.5× 108
Reference cathode exchange current density, (A.m−3); ajref0,c 2× 10−2
Reference hydrogen concentration, (mol.m−3); C0,H2 56.4
Reference oxygen concentration, (mol.m−3); C0,O2 3.39
Table 4.2: Parameters and Properties-Jintao Kim Experiment
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Geometric dimension Value
Channel length, (m) 4.2× 10−1
Channel width, (m) 1.1× 10−3
Channel depth, (m) 8.0× 10−4
GDL thickness, (m) 2.2.0× 10−4
Membrane thickness, (m) 5.0× 10−5
Thickness of Cl, (µm) 10
Porosity of Cl 0.3
Porosity of gdl 0.6
Stoichiometry of anode gas, λa 1.6
Stoichiometry of cathode gas, λc 2.0
Parameter Symbol Value
Gas constant, (J mol−1K−1) R 8.314
Faraday constant, (C mol−1) F 96,485
Cell temperature T 433 K
Total pressure p 105 Pa
Reference anode exchange current density, (A.m−3) ajref0,a 8.87× 107
Reference cathode exchange current density, (A.m−3) ajref0,c 1.6× 10−2
Reference hydrogen concentration, (mol.m−3) C0,H2 56.4
Reference oxygen concentration, (mol.m−3) C0,O2 3.39
Anodic transfer coefficient αa 0.5
Reference concentration cref 2.5 · 10−3
Inlet nitrogen−oxygen mole ratio 0.79/0.21
Porosity of the GDL ε 0.7
Effective diffusivity of oxygen in the GDL, (cm2s−1) DeffO2 2.4 · 10
−4
Electrical conductivity of the gas diffusion electrode, (S cm−1) σ 2.2




A comprehensive three-dimensional, steady-state mathematical model of a high
temperature polymer exchange fuel cell was developed in this thesis research. The
performance of a hydrogen and air-fed high temperature PEM fuel cell is described,
and the accompanying numerical method to solve the model is explained. The
numerical procedure is implemented using the commercial software, Ansys FLU-
ENT. User provided subroutines that describe the model’s geometry, various model
parameters, boundary conditions and source terms were implemented. Addition-
ally, control strategies and numerical under-relaxation schemes were developed and
implemented into this model to handle the stiffness that is inherent in a high tem-
perature PEM fuel cell equation-system. Good convergence performance is achieved
with these schemes, even with the single-channel approach used.
In Chapter 2, a mathematical model with a single computational domain is used to
describe the multiphysics nature of the different regions regions of the high temper-
ature PEM fuel cell, this include state or constitutive equations applicable to some
of the transport phenomena.
Thus, the model describes the convective and diffusive flow of fuel and air through
the anode and cathode sides of a single fuel cell. This accounts for the conservation
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of mass, momentum, species and heat within the channels.
The model also describes the diffusive transport of species through the porous elec-
trode regions and accounts for mass and heat transfer through the electrodes of the
anode and cathode regions.
The transfer of heat and charges through the semi-permeable solid membrane region
is accounted for and the resulting potentials and current equations are developed.
The electrochemical reactions at the boundary of the electrode-electrolyte interface
are describes. The resulting mass changes, heat production and current-generation
are accounted for.
Chapter 3 provides a description of the numerical procedure that is developed to
solve the sets of inter-connected equations developed for each region of the com-
putational domain. The procedure involves the numerical construction of the cell-
geometry per sub-region using real physical parameters. Both the equation-set and
the cell geometry are discretized, using the finite volume method, which is the ref-
erence Ansys FLUENT discretization method. The commercial software,FLUENT,
with its in-built CFD-solvers are then utilised and C++ codes are developed with
the aid of user-defined functions to provide a solution for the model.
The model results are discussed in Chapter 4, and its validity tested against ex-
perimental results obtained from two international fuel-cell research centres, spe-
cially chosen for their fuel-cell and other parameter compatibility with the thesis
model. The following important results and conclusions were obtained from the
thesis model:
 The different types of overpotentials responsible for the voltage loss, and hence
performance of a high temperature PEM fuel cell are clearly identified and
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quantified. Though predicted in the published literature, the model provides
a clear quantified measure of the inter-related factors, such as fluid concentra-
tion levels, flow-rate and temperature levels that significantly influences the
magnitude of overpotential increases. It was found that in a high tempera-
ture PEM fuel cell, the depletion of oxygen concentration , which occurs in
the catalyst layer, under the ribs is the major cause of voltage loss, followed
by the resistance of the solid membrane to proton-ion migration.
 Oxygen depletion along the air-channels is clearly illustrated, and by varying
the input parameters, the extend of depletion along the length of the channel
can be quantified. This result allow us to determine the magnitude of voltage,
for a given set of input parameters, and hence predict the performance of a
high temperature PEM fuel cell with greater accuracy, and without the use of
expensive or at times impossible laboratory experimentation. It should have
significant importance for fuel cell design.
 Increasing the operating temperature of the cell when it is operating at low
current densities i.e. when there are a good degree of voltage losses, does
not contribute significantly to the cell performance. However, at high current
densities, and increase of as little as 10 K, will significantly improve cell per-
formance. This result shows the interconnectedness between the factors that
has an input on cell performance. In this case, for example, if voltage losses
can be controlled by sufficient oxygen supply to the catalysts, and the mobility
of protons through the membrane improved, then an operating temperature
increase will significantly improve cell performance. The model can therefore
serve as a good optimisation tool.
 Concentration rates and flow rates of the input fuels reveal that a change in
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these factors on the hydrogen input has very little effect on the cell perfor-
mance. Oxygen, however, causes a much lower voltage loss at increased con-
centrations, since the depletion losses are minimised. It is therefore important
in high temperature PEM fuel cells to use a oxygen-enriched air mixture as
input fuel. Flow rates do not have a great deal of influence on performance,
except in the case of low flow rates. The results show that at low flow rates
the cathode activation potential increases sharply. The model can therefore
assist in finding the optimal flow rate for a given set of input parameters to
minimise the voltage loss due to cathode activation energy consumption.
 The performance of the catalyst layers, specifically the cathode catalyst layer
were investigated in terms of cell performance using varying porosities and
Pt/C weight ratios. The results indicate an inverse linear relationship on fuel
cell performance i.e. decreasing catalyst porosity showed an increase in power
generation, while this is true for an increase in Pt/C weight ratios. The model
did not extend this investigation to include the above effects using different
Pt loadings, and also how Pt coverage and the layering effect of Pt loading
will have on fuel cell performance.
Future Work
The published literature points to factors such as membrane thickness that can in-
fluence the mobility of protons. Also, the movement of phosphoric acid molecules
on the cathode layer can increase cathode reactions. The current thesis model can
easily be extended to include these two factors.
The mathematical model developed in Chapter 2 include the reaction kinetics at
the anode and cathode. A mathematical description of the coverage and reaction
rates of each species at the catalyst layer sites have been developed. However, the
numerical treatment of both coverage and reaction/absorption rates of species did
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not form part of this thesis work. A future extension of the model can thus include
the absorption of carbon monoxide at the reaction site to quantify further its effect
on fuel cell performance. The current model used pure hydrogen as inlet fuel, and
thus carbon monoxide was not a factor in cell performance.
Additional catalyst reaction extension of the current model can include the op-
timisation of Pt-loading, Pt/C weight ratio and catalyst porosity to determine the
optimum relationship between these three important catalyst performance factors.
One of the advantages of HT PEMFCs is the durability of the PBI membrane. This
allows HT PEMFCs to operate at high temperatures with negligible gas crossover
effects. Recent research publications by [58, 59] suggest gas crossover phenomena
increases dramatically it the fuel cell is operated at temperatures above 180 0C for
long periods of time. This is due to leaching of doping acid from the membrane
and catalyst layers and catalyst sintering effects. The model can be extended to
include an investigation of these two effects on fuel cell performance. Also, fuel
cell lifetime studies by Schmidt and Bauermeister, [35], shows that the membrane
remains stable at 160 0 C up till 20 000 hours. Laboratory work that can provide
reliable data for 30 000 hours or more for the temperature range 160 0 C to 180
0 C, that can be used for model validation, is also required. Commercial viability
require CHP units (which uses HT PEMFCs) to have a required lifespan of at least
30 000 hours.
An important extension of the current fuel cell model is to broaden the model
from a single cell to a connection of cells in series. This will result in a stack model.
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Appendix 1
Solving the Discretised Equations
The final form of the discretised equation 3.7 yields an equation for φ in each cell in terms
of the values of φ in the neighbouring cells.
By grouping all coefficients to the current neighbouring cell values, the resulting equation




MN + SN = 0 (1)
where the sum is over all neighbouring cells, MP and MN represents central and neigh-
bouring coefficients respectively. In general, the discretization of these equations is often
written as a system of linear algebraic equations for each independent variable φ. In
compact form the system can be described as:
Aφ = Sφ (2)
where φ is the vector of unknown values of the dependent variable at each cell in the
mesh, Sφ is the vector of source terms, and A is the matrix of coefficients.
In the iteration method, the initial solution is initially estimated and the equation is then
used to improve the solution. After n iterations the approximate solution of φ does not
satisfy the equations exactly, but leaves a non-zero residual Rn:
Aφn = Sφ −Rn (3)
the iterative procedure is then utilized to drive Rn to zero, and also the iterative error,
εn = φ− φn, where φ is the exact solution, is also driven to zero.
The residual is usually normalized by a characteristic magnitude of the equation system.




(∣∣∣Aφn − Aφnref ∣∣∣+ ∣∣∣S − Aφnref ∣∣∣)
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Thus, the normalized residual is:
Rnnorm =
∑
∀cells |S − Aφn|∑
∀cells
(∣∣∣Aφn − Aφnref ∣∣∣+ ∣∣∣S − Aφnref ∣∣∣) (4)
The iteration procedure then end when the normalized residual is lower than a given
tolerance (see table 1 for tolerances use in this model).
One of the many iteration methods used is the conjugate gradient method, which is
also used in this study. This method converts the original system of equations into a
minimilization problem, searching for the global minimum in one direction per iteration,
and choosing the new search direction as different as possible to the previous one such
that
~CnA~Cn−1 = 0 (5)
where ~Cn and ~Cn−1 are two consecutive search directions that are conjugate with respect
to the matrix A.
The convergence of the conjugate-gradient can be improved by preconditioning as fol-
lows:
P−1AP−1Pφ = P−1S (6)
where P is the preconditioning matrix. The conjugate-gradient method is then applied
to the matrix P−1AP−1. This improved method is called the preconditioned conjugate-
gradient (PCG) method. This method is however only applicable to symmetric positively-
defined matrices.









The above modified system also requires the application of the preconditioned gradi-
ent method. The method applied to this system is called the preconditioned biconjugate
gradient (PBICG).
We note that both the preconditioned conjugate gradient (PCG) and preconditioned bi-
conjugate gradient methods require a preconditioned matrix P and also P−1 are required
in the solution. The conversion of P to P−1 is obtained from the Cholesky factorization
or from LU decomposition of the matrix A. FLUENT provides a simplified incomplete




Solving the Momentum Equation
The discretised generic equation 3.7 can be rewritten to calculate the mo-





MN~uN = H− (∇p)P (8)
where the index P represents and arbitrary central volume in the space do-
main, and N are the indices of the neighbouring control volumes, H contains
the terms that may be explicitly computed, and (∇p)P stands for the pressure
gradient. Due to the non-linearity and coupling of this equation, it cannot
be solved directly, and an iterative method is required. The equation being
















Here, n, indicates the current estimation of the solution, and n− 1, indicates
the latest iteration for which the values of all the variables are already known,
including those of the velocity field, ∗, indicates that the computed velocities
do not necessary satisfy the continuity equation.
Solving for ~un
∗




















substituting the first term on the right hand side for ũn
∗













correcting the velocities to satisfy the continuity equation which for a given
control volume, center, P, is:
∇ · (ρ~un)P = S
n−1
P (12)
where ~unP is a velocity that satisfies the continuity equation, the relationship







Thus, from equations 3.17 and 3.18, we get:
∇ ·
( ρ
M
∇pn
)
P
= ∇ ·
(
ρũn
∗
)
P
− Sn−1P (14)
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