The general class, Λ, of Bell hidden variables is composed of two subclasses Λ R and Λ N such that Λ R ⋃︀ Λ N = Λ and Λ R ∩ Λ N = {}. The class Λ N is very large and contains random variables whose domain is the continuum, the reals. There are an uncountable infinite number of reals. Every instance of a real random variable is unique. The probability of two instances being equal is zero, exactly zero. Λ N induces sample independence. All correlations are context dependent but not in the usual sense. There is no "spooky action at a distance". Random variables, belonging to Λ N , are independent from one experiment to the next. The existence of the class Λ N makes it impossible to derive any of the standard Bell inequalities used to define quantum entanglement.
Introduction
John S. Bell [1] derived an inequality claiming it holds for all local hidden variable models of quantum mechanics (of the singlet state). Bell's formulation is incomplete. It does not hold for all possible hidden variables even though the class, Λ, of his hidden variables is general. Bell writes
Let this more complete specification be effected by means of parameters λ. It is a matter of indifference in the following whether λ denotes a single variable or a set, or even a set of functions, and whether the variables are discrete or continuous. However, we write as if λ were a single continuous parameter.
Bell does not make use of the properties of continuous hidden variables. Instances of random variables belonging to the continuum (reals) [2] do not repeat and are members of Λ N . Every instance of a real random variable is unique. The probability of two instances being equal is zero, exactly zero [3] .
His correlations restrict Λ to a subset Λ R consisting of hidden variables that repeat under different measurement device orientations. That implies Bell's inequality does not govern the behavior of correlations derived from nonrecurrent hidden variables, Λ N . This suggests Bell's formulation is not correct for nonrecurrent hidden variables.
Consider experiments. We write the sample average with a bar over variables x (instances of a random variable X) and note the sample average approaches the theoretical expected value for large sample size N (law of large numbers¹) 
Due to nonrecurrence each instance has its own unique hidden variable λ kn specific to the k th experiment and n th occurrence. An experiment labeled k has measurement device orientations (⃗ a k , ⃗ b k ) called the configuration.
In vector notation
The sample average is then the inner product of the two vectors
The probability density ρ N (λ) specifies hidden variables are nonrecurrent. To take into account experiment independence write the correlation as
Each experiment, k, has its own random variables A k and B k satisfying
(and similarly for B). The A i are independent of the A j . Their means are zero and hence their correlation is zero. This formulation is local. Each function is dependent only on its local orientation and the hidden variable, λ. It appears this formulation is context sensitive, and it is but not in the usually sense. There is no "spooky action at a distance". Alice's data at the time of recording is not a function of Bob's orientation and Bob's data at the time of recording is not a function of Alice's orientation. But note, when the data are correlated they are brought to a common point and the joint orientations are revealed. An experiment consists of the set of data for which the configuration (joint orientations) is constant. For example, with the CHSH [4] experiments the configurations consist of 
When Alice collects her data she only knows her own orientations ⃗ a,⃗ a ′ and similarly for Bob's orientations
It is the job of the correlator to segment Alice's and Bob's data into sequences of constant configuration, K k . That makes the sequences correlation context sensitive, but the data are unchanged by segmentation only the partitions are created. Hence the label k for the random variables in this formulation reflects segmentation and not data dependency. The data in each segment are independent of every other segment when the hidden variables belong to Λ N .
Inequalities
The existence of the class Λ N makes it impossible to derive any of the standard inequalities: Bell [1] , CHSH [4] , CH [5] or the GHZ [6] constraint, used to define quantum entanglement [7, 8] .
Quantum entanglement is a physical phenomenon that occurs when pairs or groups of particles are generated or interact in ways such that the quantum state of each particle cannot be described independently of the others, even when the particles are separated by a large distance-instead, a quantum state must be described for the system as a whole.
The class Λ N generates new predictions as specified in the Table 2 comparing the inequalities and their equivalent nonrecurrent form. The derivation of each form is presented below. 
Bell's inequality
The Bell inequality is composed of 3 correlations. In Bell's notation the r 3 correlation is r 3 John S Bell's original inequality [1] is modified for nonrecurrent hidden variables as follows. We write r k for the correlation of the k th experiment
where each λ kn is unique. Following Bell the difference of two such correlations is written
which in the limit of large N becomes
As with Bell factor that expression
and take the absolute value using
to obtain the inequality
Now, unlike Bell, the product
is not equal to 1 since, for hidden variables belonging to
That fact is the crucial difference between Bell's Λ R and Λ N . One can say, in general, that Bell's assumption
For Λ N different samples are independence and so the expectation of the product equals to the product of the expectations
Λ N leads to an inequality that differs from Bell's. It places no constraints on r i and r j . They hold for all −1 ≤ r i ≤ 1 and −1 ≤ r j ≤ 1. To show that, define max ij = MAX(r i ,r j ) and min ij = MIN(r i ,r j ) and note that for all r i and r j 0 ≤ (
and hence
Expand that product to give
which is equivalent to
Hence the Λ N inequality is true for all r i and r j .
Bell's procedure does not bound the correlations formed for nonrecurrent hidden variables.
CHSH inequality
The CHSH form arises from a double application of the Bell form. It places no constraints on the correlations r 1 , r 2 , r 3 , r 4 .
The same steps as with Bell can be performed for the derivation of the CHSH [4] inequality which is written as
Start from
We have already shown that for all r 1 and r 2 |r 1 − r 2 | + r 1 r 2 ≤ 1 so correspondingly
Hence that inequality holds for all r 1 , r 2 , r 3 , and r 4 . No constraints are placed on those correlations. 
CH inequality
The ensemble average probabilities of equations (3.14) are then given by: 
holds. Inequality (3.17) and equation (3.15) yield:
Integrating inequality (3.18) over λ with distribution ρ, and using equation (3.16) , one obtains the result:
Implicit in the derivation of (3) 
We repeat (3.17) with the recurrent "kernel" specified as
and then write the corresponding nonrecurrent "kernel"
The choice of -Yx 3 -Xy 1 is arbitrary. They could just as well have been set to -Yx 5 -Xy 5 in a fifth experiment but we seek the least upper bound and assume the x and y are taken from the experiments as written. Doing so increases the constraints on the variables. Regroup the nonrecurrent kernel and write
Each term in that expression is independent of every other term. As such the max of K N is obtained by maximizing each term separately.
The minimum is likewise determined
Setting XY=1 leads to
The upper bound for experimental results is 1 and not 0. Hence any experiment that exceeds 0 does not imply nonlocality but rather that the hidden variables are nonrecurrent (and local).
A recent paper by Giustina et al. [9] purports to violate the CH-Eberhard upper bound of 0 and hence simultaneously close several loopholes. The nonrecurrent upper bound is 1 for CH and hence there is no difficulty explaining those experimental results with a local model. The CH derivation is invalidated by nonrecurrent hidden variables. In general the CH inequality is false.
GHZ constraint
The GHZ constraint again assumes the hidden variables recur under different configurations. When the independence of those configurations is taken into account the GHZ contradiction does not occur and the EPR [10] program is maintained.
The GHZ [6] paper derives a condition that does not use inequalities. They introduce the expressions We now reproduce their salient arguments with the corresponding nonrecurrent form. Consider the meaning for Λ N . Each case is a different configuration. As such each case must be tagged with a different hidden variable. For notation simplicity we write A i rather than A λ i . We also suppress the arguments of the functions since they are recoverable from the configuration table (see Table 3 below).
They state
Let us now consider some implications of just one of (11a) and (11b), say, the first. Four instances of (11a) are
The configurations are specified by the angles used in (12a-12d) 
From Eqs. (12a) and (12c) we obtain
There is no cancellation of factors because the hidden variables are different. The B 1 (0) and B 2 (0) do not cancel nor do the D 1 (0) and D 2 (0).
and from Eqs. (12a) and (12c) we obtain
A consequence of these is
which can be rewritten as 
Equation (16) 
which in combination with Eq. (12c) yields
This result confirms the sign change that we anticipated on physical grounds in EPR's program, but it also contradicts the earlier result of Eq. (16) (let φ = π/2, θ = 0). We have thus brought to the surface an inconsistency hidden in premises (i)-(iv).
Using the suggested values for φ we obtain
We immediately see that A 4 (π) can not be set equal to A 5 (π). Those functions occur under different experimental configurations 
