This study introduces the fuzzy Lyapunov function to the fuzzy PID control systems, modified fuzzy systems, with an optimized robust tracking performance. We propose a compound search strategy called conditional linear matrix inequality (CLMI) approach which was composed of the proposed improved random optimal algorithm (IROA) concatenated with the simplex method to solve the linear matrix inequality (LMI) problem. If solutions of a specific system exist, the scheme finds more than one solutions at a time, and these fixed potential solutions and variable PID gains are ready for tracking performance optimization. The effectiveness of the proposed control scheme is demonstrated by the numerical example of a cart-pole system. key words: modified fuzzy systems, fuzzy Lyapunov function, self-tuning PID, conditional linear matrix inequality, improved random optimal algorithm
Introduction
Fuzzy-model-based fuzzy control has been to develop systematic design procedures so as to guarantee the control performance and system stability. A hybrid fuzzy controller is then developed to simultaneously stabilize the fuzzy models using the parallel distributed control (PDC) scheme that satisfies the linear matrix inequality (LMI) relations, which can be numerically solved by the convex optimization techniques [1] - [6] . This design procedure is straightforward and effective, and has resulted in many successful applications to date [6] . Based on these successes, extending the achievement of fuzzy control in stabilization and regulation to more complex, yet practical, tracking problems has attracts increasing efforts. For instance, in [7] , a tracking performance related to tracking error for all bounded reference inputs is formulated, and then a fuzzy-model-based fuzzy controller is developed to reduce tracking error as small as possible. In spite of these successful progresses, the approaches mainly rely on a single Lyapunov function for stability analysis and fuzzy control law design. Moreover, we have noted that, many proposed design procedures, such as [6] - [9] , suffer from the requirement that the common P must be diagonal to make the stability conditions in the standard LMI form. Recently, a candidate Lyapunov function composed of a fuzzy blending of multiple Lyapunov functions, called the fuzzy Lyapunov function, weighting-dependent Lyapunov function or parameter-dependent Lyapunov function, was proposed in [10] , [11] , [14] , respectively, where the function is constructed in the same way as the fuzzy model and controller. This progress is not only elegant in the consistency of fuzzy frameworks, but also free from the problem of the piece-wise Lyapunov function [12] since it is smooth at the function merging boundaries. With the observation that the original contribution of [11] is unnecessarily complex due to straightforward analysis of Lyapunov function candidates, we propose a CLMI that is more powerful and less restrictive in control law design. In the other hand, with the observation that the original contribution of [8] , although the modeling error is considered in the robust control design problem, but the optimal control performance only can base on the fuzzy controller. Hence, we take steps to minimize the tracking error by extra optimal PID controller and improved random optimal algorithm (IROA). The IROA is an improved version of the well-known random optimal algorithms [13] , which serves as a universal and efficient optimization strategy. According to our CLMI design practices, the approach combines the search capability of IROA and the efficiency of LMI solver, which can efficiently find qualified solutions without the problem of conservativeness [11] . Simulation results will demonstrate the effectiveness of the proposed method by comparing it with the [7] method. As we know, the use of PID control has a long history in control engineering and is acceptable for many real applications due to its simplicity in architecture. Moreover, in many real industrial applications, the PID controller is still widely used even though lots of new control techniques have been proposed [15] , [16] . Hence, the proposed fuzzy tracker with self-tuning PID design (FPID) using state feedback is then developed in this paper. We propose the theorem to design the stable fuzzy controller. It deals with the same problem of [7] , but is derived in a totally different way. Moreover, the theorem considers the problem of optimizing the control performance index. Finally, numerical example and simulation results are given to illustrate the feasibility of our approach.
System Description and Problem Formulation
Consider nonlinear unknown systems S and a stable refer-
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where
,ẋ(t) =ẋ,ẋ r (t) =ẋ r ; u = u F + I * u PID is overall control input ; u F is a model reference based fuzzy controller, u PID is a PID controller and bounded input,
T ; u PID ≤ū PID and I * is switching PID index; the tracking error e tr ≡ x r − x ; w(t) = w ∈ R n×1 denotes bounded disturbance; x r (t) = x r is the reference state vector for x to follow, r(t) = rdenotes the reference input which is bounded, and A r is the system matrix. Furthermore, nonlinear functions f (x(t)) = f (x) and g(x(t)) = g(x) are Lipschitz in x.
The proposed overall fuzzy tracking control design strategy shown in Fig. 1 . Before deriving the fuzzy control rules, the nonlinear system is represented as a fuzzy combination of linear system dynamics, and will be employed for the tracking control design. Each IF-THEN rule in the fuzzy model represents local dynamics of the nonlinear system. Specifically, the ith rule of the fuzzy model is of the following form:
Plant rule i: IF z 1 is M i1 and · · · and z p is M ip
where M i j is the fuzzy set corresponding to the jth premise variable, L is the number of the IF-THEN rules. In the rule, z 1 ,z 2 , · · · ,z p are the P premise variables, M i j is the fuzzy set corresponding to the jth premise variable, A i ∈ R n×n is the ith system matrix, and denotes the ith control input matrix. In (4), it can be noted that the local subsystem includes a constant bias term ϑ i . Next, modified fuzzy system F inferred as the weighted average of the consequent parts as follows.
the modeling error e mod (t) = e mod of F, which is bounded for ē mod ≤ e U includes disturbance w; 
The modified fuzzy system F (5) has been used to model the behaviors of nonlinear and time-varying dynamic systems. For the following derivations, we also require that h j 's are continuous and its time derivatives,ḣ j = dh j dt = ∂h j ∂z ∂z ∂xẋ , are well-defined. The assumption is easily satisfied by the functions commonly used to define membership functions, such as triangular, trapezoidal, Gaussian, and generalized bell functions. When there is discontinuity at the membership function derivatives, such as the tip of a triangular membership function, the value of the discontinuous point is defined as the mean value of its left and right neighbors. Lemma 1: If the time derivatives of h σ is well-defined, it can be represented as:
where µ σ1 = max 
. This relationship corresponds to the fact that any variable can be represented as linear interpolation of its two extremes. A detailed illustration can be found in the appendix of [11] . For the modified fuzzy system F (5), the corresponding fuzzy controller is formulated as follows: Plant rule j: IF z 1 is M i1 and · · · and z p is M ip
where K j 's are control gains in the fuzzy control rules that must be designed. Following the same procedure as (5), the overall fuzzy controller is given as:
Substituting Eq. (10) into (5) yield the closed-loop system with (2) as follows:
The H ∞ tracking performance related to tracking error e tr can be defined as follows [7] :
where t f is terminal time of control, Q is a positive definite weighting matrix, and ρ denotes prescribed attenuation level with ρ 2 being the attenuation disturbance level. From the energy viewpoint, Eq. (12) confines the effect ofw on tracking error e tr to be attenuated below a desired level. If initial conditions are also considered, the H ∞ tracking performance in (12) can be modified as follows:
whereP i are symmetric and positive definite weighting matrices and
The design purpose of this paper is then to find a fuzzy controller in the form of (10) to stabilize the fuzzy system (5) such that the H ∞ tracking performance (13) is guaranteed.
In the design procedure, we also managed to minimize the attenuation level ρ 2 , so that the performance is optimized.
Model-Based Fuzzy Tracking Control
In this section, we present sufficient conditions that guarantee the H ∞ tracking control performance, defined in (13), of the closed-loop system (11) . These conditions are represented in theorem, and are based on CLMI form. In the following derivations, we will employ the following Lyapunov function candidate that is a fuzzy blending of multiple Lyapunov functions, and is herein referred to as the fuzzy Lyapunov function:
whereP i denotes the ith symmetric and positive definite matrix. This proposed candidate Lyapunov function satisfies the following more relaxed conditions than [11] :
e. satisfying radial unboundedness. Theorem 1: The H ∞ tracking control performance, defined as Eq. (13), is guaranteed for the closed-loop system (11), if there exist some symmetric and positive definite matrices P i 's andQ i 's, and some matrices K j 's and 0 < ρ < 1, such that the following inequalities of the one of cases are satisfied. Case 1:
Case 2: 
Its time derivative,V, can be obtained aṡ
According to Lemma 1,
Hence, if
where w ≤w.
,V < 0. It is clear that if (15) is satisfied then the system UUB stable. By (15), we obtain (13) . This completes the proof.
Proof of Case 2: As
the stability condition of (15) can thus be further relaxed, as shown in (16) . Using the relation of Eq. (17) and by the derivations similar to (15) , the proof is straightforward and is omitted here.
In this study, the goal is then to find the fuzzy control gains, K j 's and PID gains, such that the H ∞ tracking performance (13) is satisfied and the attenuation performance index, ρ 2 , together with transient tracking performance (TTP), steady tracking performance (STP) and fuel consumption performance (FCP) described in the following remarks, are minimized at the same time. This optimal control task can be formalized as an optimization problem in this and next sections. Remark 1: If the PID control gains are not selected adequately, then the resulted PID controller will probably make the states of system divergent. Fortunately, the switching PID index I * and fuzzy controller as in (10) will play an important role to pull the states back to the pre-specified stable conditions. Hence, we proposed the switching PID index I * to confirm any PID gains not make the system unstable when they improve the tracking performance. Remark 2: The performance of tracking a general reference signal is not standardized as that of step response, where indices, such as rise time, settling time, and stead-state error are well-defined. To ease the specification during and after the transient stage, we define the following performance indices of tracking control:
−at e tr dt,
In the definitions, e tr is the tracking error; a is a time constant that defines the duration of interested transient stage, which must be specified by the user. Furthermore, an optimal control design is obtained by adding a penalty term for constraining the magnitude of controls, sometimes named as minimum fuel control:
The H ∞ tracking control performance, defined as Eq. (13), is guaranteed for the closed-loop system (11), and the system is under optimal control with respect to the performance index:
if there exist some symmetric and positive definite matrices P i 's andQ i 's, and some matrices K i 's, such that the inequalities described by Eqs. (15) and (16) are satisfied and the index, J, is minimized. Remark 3: In practice, we can formalize the optimal fuzzy control design as an optimization problem:
where λ(Γ i jkσm ) denotes the eigenvalues of the matrices Γ i jkσm defined in Eq. (16) , and performance index J is defined in Eq. (18). In forming the performance index, J, the weighting factors, (ω 1 , ω 2 , ω 3, ω 4 ), must be defined based on practical trade-off between desired tracking performance and physical constrains. Remark 4: A complete CLMI design procedure of Theorem 1 is listed below. The procedure is formalized as a minimization problem whose implementation requires an efficient optimization scheme, as is proposed in Sect. 4, shown in Fig. 2 .
Step 1: Select membership functions µ i j (z j ) of (7) and L rules.
Step 2: Construct the modified fuzzy system (5) of plant and if the 2-norm of modeling error e mod ≤ ε 1 , then determine µ σ1 and µ σ2 , which are defined in Eq. (8) . Otherwise, increase rules and go to Step 1.
Step 3: Designing a stable and well-behaved reference model (2) by selecting stable system matrix A r .
Step 4: Solve the optimization problem: Find a group of Fig. 2 Flow-chart of the overall system identification and control design scheme.
positive value ρ, positive definite weighting matrixQ, and gain matrices K k , where k = 1, 2, · · · , L, and solve for positive matricesP l , where l = 1, 2, · · · , L, from (16) by the LMI methods, such that J is minimized. The LMI problem can be facilitated by using, for instance, the Robust Control Toolbox LMI functionality of the MathWorks, Inc. [9] .
Step 5: Test the condition: max
and m = 1, 2. If this condition is fulfilled, then we can find the best fuzzy control gains K * k and go to next step; otherwise, go back to Step 4 for a new search. In the case that the search is complete and no answer can be found, we may say that there is no fuzzy controller in the form of (10) that can control the nonlinear system described by the modified fuzzy system (5).
Step 6: Construct the controller (6) . If its performance J ≤ ε 2 , then stop. Otherwise, go to Step 7.
Step 7: Fixed optimal fuzzy control gains K * k of Step 5. Let variable PID gains are tuned via the condition ē mod ≤ e U by IROA and I * to minimize J and go to Step 6. For the purpose of a comparison study in the following sections, we describe the major results of [7] in the next lemma. Lemma 2 [7] : For the closed-loop system (11), if there exists a symmetric and positive definite matrix,P, which is the common solution of the following matrix inequalities:
for i, j = 1, 2, ..., L, then the H ∞ tracking control performance in (13) is guaranteed for a prescribed ρ 2 . Proof: The details can be found in [7] . Remark 5: The tracking control strategy of Lemma 2 can also be formulated as the following minimization problem so that the attenuation level with respect to reference input and disturbance can be reduced as small as possible:
and (19). (20)
For the convenience of design, [7] assume P = P 11 0 0 P 22 . This limitation suffers from the restriction that P must be diagonal to enable the stability conditions to fully comply with the standard LMI form [7] . Although the stability conditions of Theorem 1 are less conservative than Lemma 2, as the limitation that P must be diagonal, we now have more constant values, ρ, Q and K * k , to be decided before the LMI solving procedure can be conducted. The situation also applies to Theorem 1. To solve this problem, a complete design procedure is listed at the end of this section; its implementation requires an efficient optimization scheme, as will be proposed in Sect. 4.
The Optimization Strategy for Fuzzy Tracking Controller Design
According to last section, there is a strong demand for an efficient optimization method, IROA, in the proposed fuzzy PID control design strategy of nonlinear systems. It is a global search technique based on the simplex method. For the optimization problems of fuzzy and PID controller, we begin by defining codes,θ 1 andθ 2 , as two sets of parameter vectors and matrices, such as K * k ,Q, ρ, and K PID the latter which is defined in (3), to be optimized asθ 2 , and the former which are defined in (9), (14), (15) and (16), to be optimized asθ 1 . Then, the relevant formulas of two sets are as follows. Of the formulas, we assume θ ∈ R n×1 , to be optimized as θ opt , which is usually in expanded cascade form of the parametersθ 1 orθ 2 .
Furthermore, each code has a cost value found by evaluating a problem-dependent cost function h(
The optimization problem is then defined as searching for θ, θ L ≤ θ ≤ θ U to maximize the cost value. First, we defined an function, [ θ , θ] = S imp(θ), see Remark 6, of the simplex algorithm that returns a vertex optimal solution θ and cost value θ . Next, we described an improved version of the original random search algorithm as follows.
Step 1: Set start point θ, initial bias b, real
U , and random vector dθ = γ 1 θ.
Step 2: If θ+b+dθ > θ , set Jump = 1, the current simplex solution θ equal to θ + b + dθ and the bias b equal to 0.2b + 0.4dθ ; dθ = γ 1 · θ and go to step 5. Otherwise, go to the next step.
Step 3: If θ+b−dθ > θ , set Jump = 1, the current simplex solution θ equal to θ + b − dθ and the bias b equal to 0.2b − 0.4dθ ;dθ = γ 1 · θ and go to step 5. Otherwise, go to the next step.
Step 4: If θ = θ opt , stop. Otherwise, set the current bias b equal to 0.5b; Jump = Jump + 1, current dθ equal to γ 1 θ Jump and go to step 5.
Step 5: If Jump < Jump U , go to step 2. Otherwise, the current θ equal to θ L + γ 2 (θ U − θ L ) and go to step 1. Remark 6: The details of function θ] = S imp(θ) are as follows.
Step 1: Assume that
. Set α = 1, β = 0.5, and υ = 10 −6 .
Step 3:
Step 4: Calculate ε 3 . If ε 3 ≤ υ, then stop the simplex searching procedure and return the best solution θ = θ k and its cost value θ = h(θ). Otherwise, θ R = θ B + α(θ B − θ H ) and go to
Step 5.
Step 5: If h(θ R ) < h(θ H ), then go to Step 6. Otherwise, go to
Step 8.
Step
and go to Step 7.
Step 7: If h(θ E ) < h(θ L ), then θ H = θ E and go to Step 2. Otherwise θ H = θ R and go to Step 2.
Step 8:
then θ H = θ C and go to Step 2. Otherwise, go to Step 9.
Step 9: Calculate θ k = θ k +θ L 2 and go to Step 2. Remark 7: The guide-line for setting of e U . 1) Set the vector or matrix
2) If J ≤ ε 2 , then stop. Otherwise, go to step 3. 3) During the fixed iterations, we search for K PID with the condition I * = 1, if ē mod ≤ e U , I * = 0, otherwise, by IROA and go to step 2. Remark 8: In reference [7] , which is designed by the single Lyapunov candidate, however, our modified fuzzy control u F is designed by the multiple Lyapunov candidate. In theory, we cannot decide which one, u F , is better founded on the tracking performance. Consequently, based on the simulation results, we recognize our u F that is better than u F of Ref. [7] in the example of section V. According to Remark 7 and IROA, we comprehend the initial solution that K PID = 0 is a special case with u = u F ; furthermore, we will obtain the final performance index J ≤ ε 2 < J F from the common case (K PID 0 ) with u = u F + I * ·u PID .
Computer Simulations
To illustrate the effectiveness of the proposed fuzzy tracking control design strategy, a cart-pole control problem [8] is considered. The state equations of the system is given bẏ
where x 1 denotes the angle of the pendulum measured from the vertical, x 2 is the angular velocity, g = 9.8 m/s 2 is the gravity constant, m = 0.22 kg is the mass of the pendulum, M = 1.3282 kg is the mass of the cart, f 1 = 0.007056 N/rad/s is the friction coefficient of the pendulum, l = 0.304 m is the length from the center of mass of the pendulum to the shaft axis, J mi = 0.004963 kgm 2 is the moment of inertia of the pendulum, w 2 (t) = 0.2 cos(t) is external disturbance, and u 2 is the force applied the cart.
Following the design procedure described in Remark 4, the design is conducted as follows.
Step 1: The system (23) is represented as a Takagi-Sugeno fuzzy model. To minimize design effort and complexity, the number of rules is reduced as few as possible. We are able to approximate the system as a four-rule fuzzy model: 
cos(t)]
T . For the convenience of design, triangle type membership functions are adopted for these four rules, as shown in Fig. 3 .
Step 2: The 2-norm of modeling error e mod < ε 1 , where ε 1 = 0.8. Then µ σ1 and µ σ2 defined in Eq. (8) are obtained as: µ 11 = µ 21 = µ 31 = 9, µ 12 = µ 22 = µ 32 = −9, µ 41 = 314.14, µ 42 = −314.159.
Step 3: The system matrix of the reference model is designed as:
, and the reference input is
Step 4-5: Three fuzzy controllers in the form of (10) are designed numerically by forming the tasks as optimization problems, solved by the method described in Sect. 4. Two conditions are investigated as follows: Case A: The design is based on the Theorem 1 with full consideratioa = 1 and ω 1 = ω 2 = ω 3 = ω 4 = 1. Case B: The original fuzzy controller proposed by [7] , referring to (20).
In cases A, the controller are designed based on the concept of fuzzy Lyapunov function, while a single Lya- Fig. 3 The membership functions used in the modified fuzzy system. punov function candidate is used in cases B.
With the Robust Control Toolbox LMI functionality of the MathWorks, Inc. [9] , the CLMI design procedure of Case A resulted in a fuzzy controller in the form of (9) with the following constant gain matrices: , and the positive definite matrices Step 6-7: A result of J = 8.8848 was obtained. Next, we assume ē mod < e U = 400 and design Using the procedure of Remark 5, the following control gains were obtained for Case B: , were obtained.
The trajectories of the states x 1 (t) and x 2 (t), including the reference states x r1 (t) and x r2 (t), are presented Fig. 7 The plots of (K 1 , K 2 , K 3 , K 4 ) found in Case A.
in Fig. 6 . The simulation is based on initial conditions (x 1 (0), x 2 (0), x r1 (0), x r2 (0)) T = (−1, −1, 0, 0) T , and the external disturbance w 2 (t) is assumed to be a periodical sinusoidal wave with amplitude ±0.2. The state trajectories clearly demonstrate that the performance of the fuzzy controller designed in Case A is superior to that of Case B. 1100 qualified solutions were collected for Case A during 8 runs. As all of the fuzzy control gain matrices have only two components, that is:
, and K 4 ≡ 0 0
we can visualize the values in Fig. 7 . We have that if the fuzzy controller is designed based on the proposed strategy, Case A, then we have more choices to optimize control performance, such as the tracking performance, J, defined in Eq. (18).
Conclusion
Stability criteria based on the fuzzy Lyapunov function, have great potential for more freedom in modified fuzzy tracking controller design based on the CLMI form and modified fuzzy model. However, in order to derive a stability criterion in the linear matrix inequality (LMI) form with a unique solution, the original contribution of Tanaka et al. is, in fact, unnecessarily conservative. In this paper, we propose a new stability condition based on the concept of the fuzzy Lyapunov function. The resultant condition would be represented in the non-standard LMI format, and more design parameters are required before the LMI techniques can be applied. To work out this difficulty, the design procedure is formalized as a minimization problem which can be solved with any effective global optimization methods, such as the proposed improved random optimal algorithms. Moreover, more then one solution sets are found using the proposed scheme. Rather than treating it as a disadvantage, we exploited the solution candidates as design pools that can be used to find an optimal fuzzy PID controller based on a well-defined performance index. To demonstrate the effectiveness of the proposed design method, a cart-pole tracking control problem is investigated.
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