Abstract-Many groups with diverse convictions are interacting online. Interactions in online communities help people to engage each other and enhance understanding across groups. Online communities include multiple sub-communities whose members are similar due to social ties, characteristics, or ideas on a topic. In this research, we are interested in understanding the changes in the relative size and activity of these subcommunities, their merging or splitting patterns, and the changes in the perspectives of the members of these subcommunities due to endogenous dynamics inside the community.
I. INTRODUCTION
T HE spread and use of online media has been on the rise in the past decade. Internet has been gaining market share over television, newspapers, and magazines, as advertising budgets have shifted to online sources and traditional media have faced declining budgets and lower subscription [1] . This trend not only reduces media production costs, but also changes media content, as the homogenizing professional standards that control traditional media do not apply to user generated content. On the one hand heterogeneity of ideas can expose individuals to many alternative perspectives and enhance dialogue and understanding.
Online social news sites allow users to post online news stories from different sources (newspapers, blogs, etc) and to vote on stories posted by other users. The stories most voted will be filtered up to the first page, getting more visibility. Users can also comment on different stories, and vote on those comments. Digg.com, one of the top 50 popular U.S. websites, is the prime example of such service in English. Similar systems are popular for bookmarking links (e.g. Delicious.com) and other media (e.g. StumbleUpon.com), and are on the rise in other languages. The combination of user generated content, voting, commenting, and vote-based filtering makes social news sites the perfect setting to examine polarization and homogenization in online communities.
To be able to examine dynamics of online communities, first we need to identify these communities and measure their characteristics. Communities are typically defined based on individuals sharing some characteristic or activity, from where they live, to their political affiliation, sport of interest, and projects they work on. Network based methods for identifying communities build on relationships (links) among individuals (nodes), which could be direct personal relationships (undirected or directed graphs), or indirect links through common locations people attend, books they like, movies they watch, papers they have co-authored and so on (bipartite graphs).
A network-based definition of community would define a set of nodes to belong to the same sub-community if there are many links among those nodes, but relatively few links with nodes outside that sub-community. Fig. I represents these network and community definitions.
Automatic identification of community structure is an active research domain where different algorithms are devised to efficiently identify such communities based on network dataset [2, 3, 4] .
Social news sites are an example of bipartite networks, where users and the news stories are the two types of nodes, and the positive votes given to stories are the links. Taking into account the literature, we prefer not to impose the number or membership of communities a priori. The network we analyze is relatively large, consisting of thousands of user nodes and hundreds of thousands of story nodes, requiring computationally efficient algorithms. Given that the proposed method should be fast and scalable, we investigate the performance of Quality Threshold (QT) clustering as the primary method. 
II. DATA AND SETTING
We are given a data consisting of 100k records of approval votes of a set of individuals for a set of stories. The goal here is to cluster the individuals into subsets where those in the same subset have similar tastes, i.e. they are more likely to vote for the same items. Data is collected at several activity points. User records are added when new users register. There are about 36 distinct fields of data for each user. Records are added to the Story 
III. METHOD A. Dynamic Modeling Methods for Simulating Community Evolution
Two general approaches to simulating the dynamics of community evolution can be envisioned. One approach takes the community as the unit of analysis, simulating, through (potentially stochastic) differential equations, how different characteristics (e.g. number of members, activity, opinion) of the sub-communities evolve based on their online interactions and in the context of the online system over time. The second approach would use a bottom-up method, with the individual as the unit of analysis, and tracks through discrete event simulation how individuals activities, beliefs, and interaction patterns evolve over time within the online community.
System dynamics [5, 6] provides the appropriate toolbox for the first approach. Built on the principles of control theory, this modeling method is developed to capture the dynamics of social systems. From the dynamics of growth in a constrained world [7] to diffusion of ideas and innovations [8] , paradigm shift in scientific fields [9] , commitment dynamics in online communities [10] , and many organizational dynamics [11, 12, 13, 14] , this approach has shown how accumulation processes and feedback loops explain many dynamic social and organizational phenomena. Typical system dynamics modeling projects follow these steps: a) Problem definition b) Identification of the networks of causal factors and feedback loops relevant to the problem at hand based on literature, numerical data, expert opinion, and original case studies c) Building of a dynamic model of biological, physical, social, and behavioral processes that govern the interconnected evolution of the relevant system components d) Parameterization of this model based on the available empirical data and replication of historical trajectories e) Analysis of the model to generate insights about the most significant causal mechanisms and feedback loops, and to design robust policy interventions. Sterman provides a detailed discussion of this method and reviews the relevant literature (2000) [15] .
The second, individual based, approach to modeling online community dynamics can be best implemented using agentbased approaches. From the emergence of segregation to analysis of the Anasazi civilization, dynamics of markets, and diffusion of epidemics, agent-based (AB) modeling has been increasingly used to capture the dynamics of complex systems in diverse fields [16, 17, 18] . More closely related to this proposal, theoretically motivated agent based models have been used to study the emergence of ethnocentrism [19] and the convergence of user mental models in online communities [20] . This modeling approach identifies important actors and system components and their rules of interaction, then allows the simulated system to evolve based on these rules and actors. Validation is achieved through comparison of agent decision rules with empirical findings, and replicating aggregate historical patterns. Whereas broad model boundary and capturing multiple feedback mechanisms distinguish system dynamics modeling, agent-based models provide a platform to track and capture social networks among agents, their heterogeneity, and the stochasticity of different processes, thus growing the observed distributions bottom up [21] . Therefore system dynamics can provide more stylized insights into community evolution and agentbased modeling can get to nuanced individual-level effects that underlie the more aggregate dynamics. Rapid simulationbased optimization using Ystem Dynamics (SD) models can motivate alternative interventions in system design, which can then be further tested, before real implementation, in (computationally slower but more realistic) AB models, creating additional synergies between the two methods.
B. Empirical Setting
The below figure shows a simplified database structure with We discuss these two issues in details. There are several clustering algorithms suitable for this problem. K-means algorithm is a simple and fast algorithm that can be applied to large data sets. However, it requires the number of clusters to be known a priori. Although some suggestions for the number of clusters for large data sets are proposed (e.g. p n 2 ), however, clearly the number of the clusters depends on the structure of the data collected. For this problem, we use the Quality Threshold(QT) clustering algorithm, which can be considered as a generalization to the K-means algorithm. Below are the steps of a QT clustering algorithm.
• Choose a maximum diameter for the clusters (threshold)
• Build a candidate cluster for each point by iteratively adding the point with minimum increase in the diameter of the cluster, up to the point that the diameter of the cluster exceeds the threshold • Save the cluster with maximum number of points in it from the candidate clusters as the first cluster, remove all the points in it from the data set • repeat the same procedure for the reduced set of points We first implemented the above algorithm, but it was intractable for the set of data provided. Then, we simplified it by skipping the step that finds a cluster candidate for each point and then keeps the largest cluster. Instead, at each step, we select an unassigned point in the data set and establish a cluster, similar to QT, by iteratively adding the unassigned points with minimum increase in the cluster diameter up to the point before passing the diameter threshold. We remove the points in the cluster and repeat the same procedure. The resultant algorithm was quite fast and was able to cluster the sample data set in a few minutes. We have implemented this modified version of QT in MATLAB. As for the distance function, there were several choices that we thought of. One possible choice is d(x i , x j ) = kx i x j k 1 , where k · k 1 is the 1-norm. This basically gives the number of items on which the users u i and u j disagree. Therefore, by choosing a threshold on the diameter of the clusters, one can make sure that any two users classified in the same cluster have different tastes on at most objects. However, if we are more interested in similarity in voted items (and not both voted and non-voted ones), then we may define d(x i , x j ) in some other way; in this case, a good measure for similarity between to users u i and u j is the probability that an item voted by one is also voted by the other. To formulate this, let V i and V j denote the set of voted items for users u i and u j . Then, the mentioned probability is equal to
and hence the distance between x i and x j can be defined as 1 minus the above probability which leads to
By setting the threshold on the diameters to be , we make sure that for any two users in a cluster, an item voted by one of them is also voted by the other one with a probability of at least 1 . Both distance functions proposed here are used for the provided data set.
IV. NUMERICAL ANALYSIS
For the data set provided, there are a total of n = 2747 users and m = 8502 items (stories). The mean of kx i k 1 is 36.4033, its maximum is 1108, and its minimum is 1, meaning there are users voting for over a thousand items and as low as only 1 item.
For the second distance function above (given by (3)), the histogram of the mutual distances among the users is depicted in Fig. IV . The average distance is 0.9934, meaning that for two randomly selected users it is very unlikely that an item voted by one is also voted by the other. We run the clustering program for this function and = 0.5 (requiring users in same cluster to be at least 50% similar). As expected, most of the clusters have just one element, having 2634 clusters for 2747 users. The cluster sizes and number of clusters of each size are listed in Table I . The runtime of the program is 125s, excluding the time required to calculate all the mutual distances between the users. This is done separately and the result is stored in a .mat file and is loaded and used in the clustering program. Next we use the distance function d(x i , x j ) = kx i x j k 1 for clustering. The histogram of the mutual distances among the users is depicted in Fig. IV . The average distance is 71.38, meaning that for two randomly selected users they Proceedings of the World Congress on Engineering 2014 Vol I, WCE 2014, July 2 -4, 2014, London, U.K. disagree on 71.38 items in average. We run the clustering program for this function and = 35 (requiring users in same cluster to disagree on at most 35 items). The clustering takes 25s excluding the time required to calculate all the mutual distances between the users (which itself takes 530s). The cluster sizes and number of clusters of each size are listed in Table II . There are a total of 1026 clusters, with the maximum cluster having 1278 users. 
V. CONCLUSION
Social networking plays an important role in our daily life. It provides an environment to make communications among people and speeds up the process of works. Also they are powerful marketing and communication tools that companies use to contact their customers. In this research, we consider the changes in the relative size and activity of the sub-communities and we have proposed a Quality Threshold clustering for detecting online communities in a network. Two different distance functions with different interpretations are suggested and compared in a real-world data set. It is also shown that the proposals are totally different in terms of running time and clustering solutions in compare to other solutions.
