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Abstract
Using new approach to construction of space-times emerging from quantum
information theory, we identify the space of quantum states that generates the
Schwarzschild space-time. No quantisation procedure is used. The emergent space-
time is obtained by the Poincare´–Wick rotation and Fronsdal embedding of certain
submanifold of the riemanian manifold of six-dimensional strictly positive matrices
with the Bogolyubov–Kubo–Mori metric.
1 Introduction
One of us (RPK) has recently proposed a new approach to the problem of unification
of quantum theory with general relativity theory. Its key idea is to “general relativise
quantum theory” instead of “quantising general relativity”. The main motivation are the
important conceptual and mathematical problems of main approaches to “quantisation
of gravity”, as well as the belief that quantum theory (and its unification with general
relativity) requires solid conceptual and mathematical foundations free of the concept of
quantisation and free of perturbative expansions.
The main tool allowing to develop this idea is the new approach to foundations of
quantum theory, proposed in [18, 19]. According to it, the kinematics of quantum theory
is a direct extension of probability theory to the regime where measures on commutative
boolean algebras are replaced by integrals on non-commutative algebras. The novel and
key mathematical aspect is provided by the use of the Falcone–Takesaki non-commutative
integration theory [4], which allows to construct new mathematical framework for quan-
tum theory without relying on Hilbert spaces or measure spaces in foundations. The
novel and key conceptual aspect is provided by replacement of the orthodox linear ge-
ometry of Hilbert spaces by the non-linear quantum information geometry of spaces of
integrals on non-commutative W ∗-algebras. The striking feature of this geometry is
that it reduces in special cases to projective (norm) geometry of complex Hilbert spaces
and to riemannian geometry of smooth differential manifolds. More generally, the new
kinematics of quantum theory consists of two levels. The ‘non-linear’ level consists of
quantum models M(N ), defined as subsets of positive part of the Banach predual N∗
of a non-commutative W ∗-algebra N , equipped with a non-linear quantum information
geometry (which is determined by some choice of such geometric entities on M(N ) as
quantum relative entropy, riemannian metric, affine connection, etc.). The ‘linear’ level
consists of representations of this geometry in terms of linear non-commutative Lp(N )
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spaces. In particular, the L2(N ) space can be naturally equipped with an inner product,
which makes it isometrically isomorphic to the Hilbert space H (of Haagerup’s standard
representation). This allows for a recovery of kinematics of the orthodox approach to
quantum theory as a special (self-dual) linear representation of the generically non-linear
kinematics of M(N ).
This foundational framework for quantum theory offers new answers to the question
“how to reconcile quantum theory with general relativity?”, leading to a new approach
to the problem of “quantum gravity”. The quantum model M(N ) together with its
quantum information geometry is considered as the main underlying kinematic object
of the theory, while the space-time geometry is considered as an emergent entity that
encodes some part of the quantum information geometry ofM(N ). The particular form
of quantum information geometry ofM(N ) depends on the definition of the experimen-
tal situation that is subjected to description and prediction in terms of this quantum
theoretic model. Because our subject of consideration is “quantum gravity” understood
as a “general relativised quantum theory”, we will constrain the discussion of geometric
structures on M(N ) to those that allow to determine a particular quantum riemannian
manifold (M(N ),g). The particularly important examples include: 1) the riemannian
geometry canonically derived from the Norden–Sen geometry (riemannian metric g and
a pair of affine connections that are mutually conjugate with respect to g) that is derived
from differentiation of the single quantum relative entropy functional on M(N ); 2) the
solution of some variational equation determining the riemannian metric on M(N ); 3)
the riemannian geometry with such riemannian metric that is invariant with respect to
the action of a given group G onM(N ). (Note that the last example can be considered as
an extension of the theory of W ∗-dynamical systems, allowing for more detailed analysis
and specification of the spaces of states of those systems.)
While using any of the above methods, one can observe an interesting feature of
quantum information geometry: the points of quantum information geometric manifold
M(N ) have internal structure, and the behaviour of smooth differential objects onM(N )
depends on this structure. For example, the particular functional form of the differen-
tial geometric objects on M(N ) depends on the choice of a functional representation of
M(N ) in some linear space. As a result, the additional degree of freedom is introduced
into differential geometric discussions: not only the freedom of choice of representation in
terms of non-linear coordinate systems onM(N ), but also the freedom of choice of func-
tional representation in terms of operators on some linear (typically Hilbert) space. For
example, if M(N ) is represented as a space of non-normalised strictly positive matrices
over C, then one can vary the dimension of the representation, while keeping the same
dimM(N ). Hence, if one wants to identify the class of quantum riemannian manifolds
(M(N ),g) such that certain geometric quantity A(g) constructed from g satisfies some
condition C(A(g)), then this problem might be solved either by varying internal struc-
ture of M(N ) for a fixed functional form of g, or by varying the form of g for a fixed
M(N ), or by varying both these objects. The particular constraints of variation of these
objects have to be determined by precise specification of the corresponding experimental
situation.
If the particular quantum riemannian manifold (M(N ),g) is selected, then the quan-
tum space-time can be obtained from it by the Poincare´–Wick rotation of riemannian
metric g to the lorentzian metric g˜. This requires to specify globally defined smooth field
2
e of differential one-forms, and provide a decomposition
g = e⊗ e + gˆ, (1)
where gˆ is a riemannian metric orthogonal to e⊗e. The Poincare´–Wick rotation amounts
to substitution of riemannian metric g by the lorentzian metric
g˜ := −e⊗ e + gˆ. (2)
The smooth vector field Z defined by g˜(Z, ·) = e is naturally timelike (g˜(Z,Z) < 0),
so the lorentzian manifold (M(N ), g˜) is time-oriented. Thus, according to the standard
definition [2], it is a space-time. We will call pairs (M(N ), g˜) quantum space-times. The
recovery of the ordinary space-times from quantum space-times amounts to forgetting
about the internal structure of the points of quantum model M(N ). This can be for-
malised by introducing the forgetful functor DeQuantlor,to from the category QModlor,to
of time-oriented lorentzian quantum models (M(N ), g˜) with isometric embeddings as
arrows to the category SpaceTime of space-times with isometric embeddings as arrows.
Note that it is possible to apply the steps of the Poincare´–Wick rotation and dequan-
tisation in the reverse order, without changing the result of the procedure. In such case,
however, the notion of quantum space-time does not appear. Moreover, the problem of
analytic continuation in time variable seems to find much better environment on the level
of quantum models. Hence, if some additional structures (such as glbal hyperbolicity)
are also required to emerge from information geometry of quantum models, then it seems
reasonable to leave forgetful dequantisation as a last step of the ‘space-time emergence’
procedure.
The goal of this paper is to use the above general framework to construct a family of
quantum models M(N ) that generate a particular (Schwarzschild) class of space-times,
for a particular (Bogolyubov–Kubo–Mori) class of a quantum riemannian metrics g on
M(N ). We begin by constructing a family of quantum models with elements belonging to
the space of two-dimensional non-normalised strictly positive matrices that corresponds to
three-dimensional flat euclidean space. Then we glue them to obtain the class of quantum
models corresponding to six-dimensional euclidean space. Next, we chose a global smooth
one-form field e, and provide the Poincare´–Wick rotation of g with respect to e, which
results in the flat quantum space-time (M6, g˜). Finally, we use the Fronsdal embedding
[5] of the Schwarzschild space-time to six-dimensional flat space in order to specify a
manifold of quantum states that determines the Schwarzschild space-time (MS, g˜|MS).
2 Riemannian BKM manifolds of quantum states
2.1 Finite dimensional quantum models over type I factor algebras
If the W ∗-algebra N contains no type III factor and if N+∗ contains at least one faithful
element ω (i.e., ω(x∗x) = 0 ⇒ x = 0 ∀x ∈ N ), then M(N ) can be represented as a
space M(Hω) of positive operators over Hilbert space Hω. The space Hω, as well as the
representation piω : N → B(Hω), are uniquely constructed from a pair (ω,N ) by means
of the Gel’fand–Naˇımark–Segal (GNS) construction [6, 31]. If dimM(Hω) = d < ∞,
then M(Hω) is just a subspace of the space Md(C)+ of d-dimensional non-normalised
density operators (positive matrices). Note that the ‘reference’ faithful quantum state
ω ∈ N+∗ is not required to belong to M(N ).
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The space L1(N ) is always isometrically isomorphic to the Banach predual N∗ of N ,
while the space L∞(N ) is always isometrically isomorphic to N itself. If N is a type I
factor, then piω(N ) ∼= B(Hω), and the Falcone–Takesaki non-commutative Lp(N ) spaces
turn to the spaces Lp(B(Hω),Tr) of p-th Schatten-class operators, where Tr is a canonical
trace on B(Hω). In particular, the L2(B(Hω),Tr) space is just a Hilbert space HHS with
the Hilbert–Schmidt scalar product 〈A,B〉HS := Tr(B∗A) and vectors A,B provided by
the elements x of B(Hω) satisfying (Tr(x∗x))1/2 <∞.
The embeddings of quantum models M(N ) into non-commutative Lp(N ) space is
provided, for p ∈ [1,∞[, in terms of the embeddings
`1/p :M(N ) 3 φ 7→ pφ1/p ∈ Lp(N ). (3)
When N is a type I factor, this turns to the family of embeddings
M(Hω) 3 ρ 7→ pρ1/p ∈ Lp(B(Hω),Tr). (4)
For p = 2, this turns to the embedding ρ 7→ 2ρ1/2 of a space of non-normalised density
matrices into a Hilbert space HHS. Extension of the above family of embeddings to the
p =∞ case is provided by logarithmic coordinates
`0 :M(Hω) 3 ρ 7→ log ρ ∈ L∞(B(Hω),Tr) ∼= B(Hω). (5)
As showed by Jencˇova´ [16, 17], quantum models M(N ) can be equipped with dif-
ferential manifold structure if all elements of M(N ) are faithful. For type I algebra N
and dimM(N ) = d < ∞ this condition amounts to requiring strict positivity of ele-
ments of M(Hω). This restricts considerations to the space Md(C)+0 of strictly positive
d-dimensional matrices.
The quantum differential manifold M(N ) can be equipped with various differential
geometric structures. In particular, one can consider riemannian metrics on it. Quantum
information theory allows to impose some additional conditions on these metrics. The
standard condition is the monotonicity of metrical distance dg of g under unit-preserving
(T (I) = I) completely positive maps T ,
dg(φ, ω) ≥ dg(φ ◦ T, ω ◦ T ). (6)
Condition (6) can be interpreted as a requirement that the loss of information content
of quantum states should not lead to increase of their distinguishability. This condition
selects a wide class of the Morozova–Chentsov–Petz quantum riemannian metrics [24, 27,
10]. An additional condition that g should allow a pair (∇,∇?) of Norden–Sen conjugate
affine connections [25, 32],
g(∇uv, w) + g(v,∇?uw) = u(g(v, w)) ∀u, v, w ∈ TM(N ), (7)
selects for dimM(N ) < ∞ a family of γ-metrics, where γ ∈ [0, 1] for M(N ) = N+∗
[13, 12, 7], and γ ∈ {0, 1} for M(N ) = N+∗1 := {ω ∈ N+∗ | ω(I) = 1} [9, 8]. For
γ ∈ {0, 1}, the γ-metrics are known as the Bogolyubov–Kubo–Mori (BKM) metrics
[1, 21, 23], while for γ ∈]0, 1[ they are known as the Wigner–Yanase–Dyson (WYD)
metrics [35]. All γ-metrics, together with their corresponding Norden–Sen dually flat pairs
of affine connections (∇γ,∇1−γ), can be derived, for dimM(N ) <∞ andM(N ) ⊆ N+∗1,
by differentiation of the Hasegawa relative entropy
Dγ(ω, φ) :=
1
γ(1− γ)Tr(ρω − ρ
γ
ωρ
1−γ
φ ) =
1
γ(1− γ) − Tr(`γ(ρω)`1−γ(ρφ)). (8)
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This derivation is provided by [14, 3, 11, 22, 15]
gγφ(u, v) := (∂u)φ(∂v)ωDγ(φ, ω)|ω=φ,
gγφ((∇γu)φv, w) := −(∂u)φ(∂v)φ(∂w)ωDγ(φ, ω)|ω=φ,
gγφ(v, (∇1−γu )φw) := −(∂u)ω(∂w)ω(∂v)φDγ(φ, ω)|ω=φ,
(9)
where (∂u)φ is a directional derivative at φ in the direction u ∈ TM(N ). In particular,
the BKM metric follows from differentiation of the Umegaki relative entropy [34]
D1(φ, ω) := Tr(ρφ(log ρφ − log ρω)), (10)
which is a γ → 1 limit of a Hasegawa relative entropy. Taking into account the key role
played by the Umegaki relative entropy in quantum information theory (as opposed to
other Hasegawa relative entropies), as well as the uniqueness of the BKM metric as the
only monotone riemannian metric with flat Norden–Sen dual connections on the space of
normalised quantum states [8, 9], we will restrict our considerations to the BKM quantum
riemannian metrics.
It is important to note that the vectors of tangent space TφM(N ) admit different
representation in terms of Lp(N ) spaces, corresponding to the various embeddings (3).
Depending on the choice of particular representation of the tangent space ofM(N ), the
particular quantum riemannian metric g can take different functional forms. Equation
(8) shows that the choice of a particular γ-metric leads to a natural choice of a preferred
pair of coordinate systems, associated with a preferred non-commutative Lp(N ) space
representation via p = 1/γ. For this reason, we will consider the BKM metric expressed
in terms of the logarithmic coordinates.
2.2 The logarithmic representation of the BKM metric
The mapping
`0 ≡ log : Md(C)+0 3 ρ 7→ log ρ ∈Md(C)sa (11)
is a diffeomorphism acting on a space Md(C)+0 of d-dimensional strictly positive matrices
to a space Md(C)sa of d-dimensional hermitean matrices. In what follows, we will con-
sider the submanifolds of Md(C)sa that are obtained using this mapping. In particular,
an d-dimensional submanifold Qd of hermitean matrices corresponds to d-dimensional
submanifold exp(Qd) of strictly positive matrices.
If the mapping
H : Rd ⊃ O 3 xa 7→ H(xa) ∈ U ⊂ Qd (12)
is a diffeomorphism of open subsets O ⊂ Rd and U ⊂ Qd, then it is called a parametrisa-
tion of an open subset U of a manifold Qd. The inverse map H−1 is called a coordinate
system on U .
Using the log map (11), we can identify Md(C)+0 with Md(C)sa. We can introduce the
Bogolyubov–Kubo–Mori product directly on submanifold Qd of Md(C)sa:
gh(A,B) =
∫ 1
0
dαTr
{
eαhAe(1−α)hB
}
, (13)
where h ∈ Qd, while A,B ∈ ThQd ⊂ ThMd(C)sa ∼= Md(C)sa.
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Using the parametrisation H of Qd defined by (12), we can locally express matrix
elements of the metric tensor (13) as
gab(x
c) =
∫ 1
0
dαTr
{
eαH(x
c)(∂aH)(x
c)e(1−α)H(x
c)(∂bH)(x
c)
}
. (14)
This can be simplified to
gab(x
c) = ∂a∂bTr
{
eH(x
c)
}− Tr{(∂a∂bH)(xc)eH(xc)} , (15)
which follows from the equations:
∂ae
H =
∫ 1
0
dαeαH(∂aH)e
(1−α)H ,
∂a∂bTr
{
eH
}
= ∂aTr
{
eH∂bH
}
=
=
∫ 1
0
dαTr
{
eαH(∂aH)e
(1−α)H(∂bH)
}
+ Tr
{
eH∂a∂bH
}
=
= gab + Tr
{
(∂a∂bH)e
H
}
.
(16)
2.3 Family Qfg of 3-dimensional riemannian manifolds
Let
F := {(f, g) ∈ C∞(R+,R)2 ∣∣ ∀k∈N f (2k)(0) = 0, g(2k+1)(0) = 0,
R+ 3 r 7→ (f(r), g(r)) ∈ R2 is injective immersion
} (17)
and
Hfg : R3 3 ~x 7→ Hfg(~x) :=
3∑
a=1
f(|~x|) x
a
|~x|σ
a + g(|~x|) ∈M2(C)sa, (18)
where |~x| := √(x1)2 + (x2)2 + (x3)2, and σa are Pauli matrices. Consider the family Qfg
of submanifolds of the space M2(C)sa of 2-dimensional hermitean matrices, defined by
F 3 (f, g) 7→ Qfg := Hfg
(
R3
) ⊂M2(C)sa, (19)
By definition, F is the largest set of functions (f, g) for which the manifold Qfg is a
smooth submanifold of M2(C)sa.
Every element of the family Qfg is equipped with a natural global parametrisation
Hfg and is diffeomorphic to R3. The manifold Qfg can be parametrised by spherical
coordinates (r, θ, φ), which are introduced from R3 by the inverse map H˜−1fg , where
H˜fg : R+ × [0, pi[×[0, 2pi[ 3 (r, θ, φ) 7→ H˜fg(r, θ, φ) ∈ Qfg,
H˜fg(r, θ, φ) = f(r)
(
σ1 sin θ cosφ+ σ2 sin θ sinφ+ σ3 cos θ
)
+ g(r).
(20)
The non-zero matrix elements of the BKM metric tensor g, calculated in these coor-
dinates using (15) read
grr = 2e
g(r) (2f ′(r)g′(r) sinh f(r) + (f ′(r)2 + g′(r)2)) cosh f(r)
gθθ = 2f(r)e
g(r) sinh f(r)
gφφ = 2f(r)e
g(r) sin2(θ) sinh f(r).
(21)
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3 Schwarzschild space-time of quantum states
3.1 The flatness condition and its particular solution
The manifold Qfg is flat if
grr = 1, gθθ = r
2, gφφ = r
2 sin2(θ). (22)
The converse statement does not hold in general. Equations (21) and the above conditions
give {
2eg(r) (2f ′(r)g′(r) sinh(f(r)) + cosh(f(r)) (f ′(r)2 + g′(r)2)) = 1,
2f(r)eg(r) sinh(f(r)) = r2.
(23)
In what follows we will construct the solutions (f, g) ∈ F of (23).
The above system of differential equations is equivalent to g(r) = log
(
r2
2f(r) sinh f(r)
)
Q′(r)f ′(r) sinh f(r) + r
2f ′(r)2 cosh f(r)
2f(r) sinh f(r)
+Q′(r)2 f(r) sinh f(r) cosh f(r)
2r2
= 1
2
.
(24)
where Q(r) =
[
r2
f(r) sinh f(r)
]
. The second equation in (24) is quadratic with respect to
f ′(r), so we can replace it by one of the equations of the form
rf ′(r) = Fa(f(r)), (25)
where Fa for a = ±1 are odd functions that are analytic in some neighborhood of the
real line
F±(f) = f
2
(
1 + f tanh f
sinh2 f
)
±
√
f tanh f
(
1 + f
2
sinh2 f
− 2f tanh f
sinh2 f
)
1 + f
2
sinh2 f
+ 2f tanh f
sinh2 f
. (26)
Behaviour of F− and F+ is presented on Figure 1. The function F+(f) has one root in f =
0, while F−(f) has roots in f = 0 and in f = ±fr (fr > 0). Moreover, limf→∞ F+(f)f3/2 = 1
and limf→∞
F±(f)
f
= 1.
-6 -4 -2 2 4 6
-15
-10
-5
5
10
15
F+
F-
Figure 1: The plot of functions F+ and F−.
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According to first equation of (24), g is unambiguously determined by f , so for (f, g) ∈
F , f has to be invertible. Hence, one can consider r as a function of f . Then (25) is
equivalent to
r′(f) = r(f)
1
Fa(f)
, (27)
The local solution of this equation for f > 0 is given by
ra,C,f0(f) = C exp
(∫ f
f0
dy
Fa(y)
)
, (28)
where a = ±1 while f0 > 0 and C > 0 are constants. In case of a = −1, we assume
also that f0 < fr. The assumptions f0 > 0 and f0 < fr follow from the choice of the
interval where the function 1/F−(f) does not have poles. From the fact that both F−(f)
and F+(f) have a root at f = 0 and are analytic, it follows that 1/F−(f) and 1/F+(f)
have a pole in f = 0. Hence, limf→0 ra,C,f0(f) = 0 for a = ±1. Similar reasoning leads to
conclusion that
lim
f→fr
r−,C,f0(f) =∞.
For a = +1 the latter conclusion does not hold. From the asymptotic behaviour of F2 we
obtain
lim
f→∞
r+,C,f0(f) =: r+,max <∞.
The functions
r−,C,f0 : ]0, fr[3 f 7→ r−,C,f0 ∈ R+,
r+,C,f0 : ]0,∞[3 f 7→ r+,C,f0 ∈]0, r+,max[,
(29)
are bijections regardless of the choice of constants C > 0 and f0 > 0 (in case of a = −1
we require f0 ∈]0, fr[), because F−(f) > 0 for f ∈]0, fr[ and F+(f) > 0 for f ∈]0,∞[
imply that ra,C,f0 is strictly increasing. In what follows, we will assume a = −1, because
we want the inverse of ra,C,f0 to be defined globally on R+. We could also choose f0 < 0,
thereby obtaining a solution of (27) for negative f only, which is the mirror reflection of
r−,C,−f0 .
It remains to show that (f, g) ∈ F for f = r−1−,C,f0 , where C > 0, f0 ∈]0, fr[ are fixed
constants, while
g(r) = log
(
r2
2f(r) sinh(f(r))
)
.
The non-trivial part of the proof amounts to showing that ∀k∈N f (2k)(0) = 0, g(2k+1)(0) =
0. It is equivalent to the smoothness of manifold in r = 0. Below we outline the necessary
steps of the proof:
1. From limf→0
F−(f)
f
= 1 and (27) it follows that limr→0
f(r)
r
exists.
2. It follows by induction that f (n)(r) has the form 1
rn
Kn(f(r)) for n = 0, 1, 2, . . .,
where Kn(f) are odd analytic functions of f which have zeros of 2bn2 c+ 1 order in
f = 0. For n = 1 we have K1 = F−. In the proof of inductive step one needs to
use equation (25) for a = 1, the fact that only odd coefficients of power series of
Kn are non-zero and limf→0
F−(f)
f
= 1.
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3. Because of step one and two all derivatives of f exist at r = 0 and fulfill desired
properties.
4. The function g is well defined at r = 0 and
g′(r) =
1
r
G(f(r)),
where
G(f) := 2−
(
coth(f) +
1
f
)
F−(f)
is an even analytical function of f which has a zero of second order at f = 0.
5. g(n)(r) has the form 1
rn
Ln(f(r)) for n = 1, 2, . . ., where Ln(f) are even analytic
functions of f which have zeros of 2dn
2
e order in f = 0. It follows by induction
similarly as in step two (note that L1 = G).
6. From the two preceding steps it follows that all derivatives of g take finite values
at r = 0 and have required properties.
We conclude that (f, g) ∈ F , which finishes the construction of a three-dimensional flat
manifold Qfg.
3.2 Construction of the quantum Schwarzschild space-time
Now we are ready to construct quantum Schwarzschild space-time, as a particular four-
dimensional submanifold in six-dimensional flat manifold of four-dimensional hermitean
matrices (corresponding by (11) to the manifold of four-dimensional strictly positive
matrices).
Let us chose any of the functions f determined in the previous section (this is done
by choosing C, f0 ∈]0, fr[ and setting f = r−1−,C,f0), and define g(r) = log
(
r2
2f(r) sinh(f(r))
)
.
Using the map Hfg given by (18), we define the following smooth injection
H6 : R6 ∼= R3 ⊕ R3 3 (~x, ~y) 7→ Hfg(~x)⊕Hfg(~y) ∈M4(C)sa. (30)
Let M6 := H6(R6). The map H6 is a diffeomorphism between R6 and M6. The space
(M6,g), where g is a BKM metric on M6, is a riemannian manifold isometric (by H6)
to a 6-dimensional euclidean space.
We define a one-form field by e := dx1. As a result of the Poincare´–Wick rotation
of riemannian manifold (M6,g) with respect to e, we obtain a flat pseudo-euclidean
manifold, denoted by (M6, g˜). The signature of g˜ is (−,+,+,+,+,+).
Now we can use the Fronsdal [5] embedding of Schwarzschild space-time to 6-dimensional
pseudo-euclidean space
MS =
{
(~x, ~y) ∈M6
∣∣∣∣ (x2)2 − (x1)2 = 16 m2 (1− 2m/|~y|) , x3 = h(|~y|)} (31)
where we implictly use parametrization H6 of M6 and introduce function
h(y) =
∫ y
2m
dr[(2mr2 + 4m2r + 8m3)/r3]1/2.
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The constantm > 0 is a mass parameter characterising the solution. The space (MS, g˜|MS)
is a maximal extension of the Schwarzschild space-time, known as the Kruskal–Szekeres
extension [20, 33]. Instead of MS, one can also choose the manifold
M′S =
{
(~x, ~y) ∈M6
∣∣∣∣(
x2
)2 − (x1)2 = 16 m2 (1− 2m/|~y|) , x1 + x2 > 0, x3 = h(|~y|)} (32)
which corresponds to the region of Schwarzschild solution considered originally in [30].
Then the limit m→ 0 of M′S is just a (flat) Minkowski space-time.
4 Discussion
In the preceding section we have shown that the quantum Schwarzschild space-time can
be constructed as a result of particular choices of: 1) a manifold of non-normalised strictly
positive density matrices, 2) a metric tensor on this space, and 3) global smooth field of
one-forms (which defines the time orientation). All these choices are of purely kinematic
character. When provided, they establish the emergence of a particular space-time from
quantum information data.
Recall that quantum models M(N ) can be considered as manifolds if they consist
of faithful elements only. In the case of models over finite-dimensional algebras, this
is equivalent to the requirement of strict positivity of non-normalised density matrices
that form the representation of the quantum model over the GNS Hilbert space. This
excludes the possibility of consideration of pure quantum states as elements of quantum
manifolds. From the geometric perspective, this can be understood as restriction of
considerations to the differential manifolds without boundary, since pure states form a
subset of the boundary. Thus, emergent space-times are defined only for mixed states. A
point of a quantum Schwarzschild space-time that was constructed in this paper is a four-
dimensional strictly positive matrix, which is a direct sum of two two-dimensional strictly
positive matrices. However, these matrices are not qubits in the usual understanding of
that term, because qubits require an additional normalisation constraint, which is not
satisfied by our construction. The normalisation condition reduces the dimensionality
of the quantum model, so in order to construct four-dimensional space times based on
qubits, one would need to use different representation of quantum models.
While the choice of quantum model and its geometry determines to a large extent
the corresponding space-time (it remains to chose the global foliation for a Poincare´–
Wick rotation, which for some models is naturally suggested by their geometry), the
inverse problem of construction of quantum model that generates a particular space-time
is generally harder and it might admit many very different solutions. This is also in the
case considered in this work: there might exist other quantum information modelsM(N )
that generate Schwarzschild space-time (either for the same or for some other choice of
quantum riemannian metric). The characterisation of all quantum models (M(N ),g, e)
that generate Schwarzschild space-time manifold remains an interesting open problem.
The choice of the Bogolyubov–Kubo–Mori riemannian metric g on M(N ) is deter-
mined, according to (9), by the choice of Umegaki’s relative entropy functional onM(N ).
Hence, as long as no other principles determining the riemannian geometries on quan-
tum models are considered, this is the most canonical choice (from the perpective of
10
quantum information theory). On the other hand, the particular coordinate system used
in the above derivation is by no means unique. It is just a convenient tool to provide
calculations required by the use of the Fronsdal embedding. Besides this particular aim,
the construction of Schwarzschild space-time based on a family Qfg of manifolds is quite
inconvenient. It would be interesting to find some other class of quantum information
models generating the Schwarzschild space-time, which could be defined directly in terms
of some operational (experimental) constraints. However, this would require to use of
some other technique of construction of the four-dimensional manifold. The advantage
of the method used in this paper is that it utilises the representation of quantum states
in terms of Pauli matrices, what allows a remarkable simplification of the formula for the
BKM metric. As a result, the system of differential equations generated by the flatness
condition was analytically solvable.
This shows that the problem of operational meaning of quantum model that generates
a particular space-time is closely related with the method used to introduce a particular
riemannian metric g on this model. Putting it more strongly, we think that in order to
justify the choice of a quantum model which generates a given space-time, one necessarily
has to provide an explicit operational semantics that serves as an environment (opera-
tional context) for such choice. Without such environment, it is impossible to identify the
operational meaning of the mathematical parameters of the emergent space-times (e.g.,
the parameter m in the Schwarzschild solution (31)).
Both Hilbert space based kinematics of orthodox approach to quantum theory and
lorentzian geometry of space-time arise as two representations of the underlying quantum
information geometry of M(N ). Both amount to forgetting some part of the structure
of the quantum information model. But because they have the same origin, they are
mutually related from scratch. As a result, to each quantum space-time (M(N ), g˜) there
is assigned a ‘classical’ space-time (Mc, g˜c) := DeQuantlor,to(M(N ), g˜), as well as a
subset L := `1/2(M(N )) of a Hilbert space H ∼= L2(N ), such that to each element ofMc
there corresponds a vector in L ⊂ H. Given a GNS representation piω : N → B(Hω) of a
finite dimensional algebra N (provided by the choice of some ω ∈ N+∗ ), the Hilbert space
H is unitarily isomorphic to HHS = L2(B(Hω),Tr) and the vectors in L ⊂ H correspond
(via the inverse of ρ 7→ 2ρ1/2) to the non-normalised density matrices inB(Hω). Hence, in
particular, a (continuous or discrete) space-time trajectory in Mc corresponds uniquely
to a family of density matrices represented as a (respectively, continuous or discrete)
trajectory of vectors in L ⊂ H.
This way the point of a space-time and the density matrix of quantum theory can
be considered just as two representations of the single quantum state of information
ω ∈ M(N ). The difference between two space-time points can be identified only by
specifying some difference between two quantum states of information that define these
points. In this sense, the primary property of the space-time event is no longer its loca-
tion in some causal poset. Causality is just a special, and emergent, case of correlativity:
in general, the space-time events are distinguishable only by their correlation contents. If
a particular operational semantics defining the geometric data (M(N ),g, e) is provided,
then an emergent space-time becomes a purely epistemic entity: its points and its geom-
etry represent only some quantified knowledge, with no ontological (substantial) contents
whatsoever.
Note that in this paper we discuss only the kinematic aspect of emergence of space-
time from quantum theory. The choice of a particular quantum riemannian metric and
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global ‘temporal’ one-form is considered as a part of a definition of quantum kinemat-
ics. The dynamical features of the relationship between quantum theory and space-time,
including trajectories representing the non-linear quantum dynamics (generated by con-
strained maximisation of quantum relative entropy [18, 19]) and the quantum analogue
of the Hilbert–Einstein variational equations, will be discussed elsewhere.
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