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Resumen
Las encuestas rotativas tipo panel son usadas para calcular estimaciones de cambios
brutos (o flujos agregados de individuos) entre los estados de clasificacio´n de intere´s
para dos periodos consecutivos de medicio´n. En esta tesis se considera un procedimien-
to general para la estimacio´n de cambios brutos cuando la encuesta rotativa ha sido
generada con un disen˜o de muestreo complejo y no ignorable para la cual se presentan
distintos patrones de ausencia de respuesta que pueden depender de las clasificaciones
de los individuos. Para obtener estimaciones insesgadas de los para´metros de intere´s, se
utiliza un enfoque de pseudo-verosimilitud, que esta´ inducido por el disen˜o de muestreo
complejo, sobre un modelo general en dos etapas para la afijacio´n de los individuos en
las categor´ıas de la encuesta y la modelacio´n de la ausencia de respuesta. Despue´s de
realizar sendos estudios de simulacio´n, se concluye que la metodolog´ıa propuesta es ade-
cuada para la estimacio´n de los cambios brutos y que omitir la medida de probabilidad
inducida por el disen˜o de muestreo conduce a estimadores sesgados en los para´metros
del modelo de superpoblacio´n as´ı como en los cambios brutos. Por u´ltimo, se considera
el uso de la metodolog´ıa en una encuesta de fuerza laboral (Pesquisa Mensal de Empre-
go) para la cual los modelos ajustados resultan ser adecuados en las estimacio´n de los
cambios brutos entre los estados de empleo en un determinado periodo de observacio´n.
Palabras clave: Ausencia de respuesta, cambios brutos, disen˜o de muestreo, encuestas
complejas, modelos de Markov, pseudo-verosimilitud.
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Abstract
Rotating panel surveys are used to estimate gross flows between some states of interest
for two consecutive periods. This thesis considers a general method for estimating gross
flows when the survey was generated from a complex sampling design and takes into
account the phenomenon of non-ignorable non-response . To obtain unbiased estimators
of the parameters of interest, we use a pseudo-likelihood approach, which is induced
by the complex sampling design, on a general two step model for the allocation of the
individuals in the categories of the survey and the modeling of the non-response. Theo-
retical results and several simulations conclude that the method proposed is suitable for
estimating the gross flows. Finally, we consider the use of the methodology on a labor
force survey (Pesquisa Mensal de Emprego) for which the adjusted models are found to
be also suitable in the estimation of gross flows between the states of employment.
Keywords: Complex sampling design, gross flows, Markov chain models, Nonresponse,
pseudo-likelihood.
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1. Planteamiento del problema de
investigacio´n
Para realizar estimaciones acerca de algunos para´metros de intere´s en una poblacio´n
finita, es posible recurrir a las te´cnicas de muestreo que soportan su inferencia en la
medida de probabilidad inducida por el disen˜o de muestreo que se utilizo´ para acceder
a una muestra de los elementos de la poblacio´n. Por lo general, en te´rminos de la
obtencio´n de estad´ısticas oficiales, el disen˜o de muestreo utilizado no es simple, puesto
que, por la complejidad de la estructura poblacional, es necesario recurrir a te´cnicas
especializadas, que permiten la apropiada consecucio´n de la informacio´n en la muestra.
Despue´s de haber seleccionado una muestra probabil´ıstica, a veces es necesario recurrir
a la clasificacio´n de los elementos de la poblacio´n en diferentes categor´ıas de una o ma´s
variables nominales. Dicha clasificacio´n se puede convertir en una tabla de contingencia
si se resumen simulta´neamente dos variables o, los cambios en el comportamiento de
una misma variable en dos periodos de tiempo.
Este es el caso de la estimacio´n de los cambios brutos entre diferentes estados de clasi-
ficacio´n para dos periodos. En particular, este problema de estimacio´n es fundamental
para la implementacio´n de pol´ıticas pu´blicas en el mercado laboral. Por ejemplo, su-
ponga la distribucio´n de la fuerza laboral en dos periodos de tiempo distintos dada
en la tabla 1.1. Para este ejemplo los estados de intere´s son: empleado, desempleado
e inactivo. Los totales marginales de la tabla corresponden a los cambios netos que
permiten una comparacio´n simple; por ejemplo: que hay 313 empleados menos ((9699-
10012)/17067=-313/17067=-1.8 %), 80 desempleados menos (-0.4 %) y 393 inactivos
ma´s (2.3 %) en el segundo periodo.
Periodo 1 Periodo 2
Empleado Desempleado Inactivo Total
Empleado 9222 128 662 10012
Desempleado 221 322 151 694
Inactivo 256 164 5941 6361
Total 9699 614 6754 17067
Tabla 1.1.: Para´metros de intere´s en una tabla de contingencia para una encuesta de
fuerza laboral en dos periodos distintos.
Sin embargo, una comparacio´n ma´s profunda esta´ dada en te´rminos de los cambios bru-
tos, que corresponden a las entradas de la tabla cruzada. De esta manera, la reduccio´n
1
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Empleados 
10012 
ΔE = -313 (-1.8%) 
9222 
(92,1%) 
Desempleados 
694 
ΔD = -80 (-0.4%)  
322  
(46,4%) 
Inactivos 
6361 
ΔI = 393 (2.3%)  
5941  
(93,4%) 
128  
(1,3%) 
221  
(31,8%) 
662  
(6,6%) 151  
(21,8%) 
164 
(2,6%) 
256  
(4,0%) 
Figura 1.1.: Configuracio´n de los cambios brutos y netos para el ejemplo de la tabla 1.1.
del 1.8 % de los empleos se explica porque el 92.1 %=(9222/10012) % de los empleados
conservo´ su empleo; el 31.8 % de los desempleados y el 4.0 % de los inactivos consiguio´
un nuevo empleo; y el 6.6 % de los empleados es ahora inactivo en la fuerza laboral y el
1.3 % de los empleados perdio´ su empleo. As´ı mismo la reduccio´n del 0.4 % del desem-
pleo se explica porque el 46.4 % de los desempleados conservo´ su clasificacio´n; el 1.3 %
de los empleados perdio´ su empleo y el 2.6 % de los inactivos entro´ a la fuerza laboral
como desempleado; y el 31.8 % de los desempleados es ahora empleado y el 21.8 % de
los desempleados es ahora inactivo. La figura 1.1 muestra la configuracio´n total para el
ejemplo de la tabla 1.1.
Sin embargo, un problema comu´n que se presenta en este tipo de encuestas es la ausencia
de respuesta, que en muy pocos casos puede considerarse como completamente aleatoria.
Si la ausencia de respuesta depende del estado de clasificacio´n (por ejemplo, que los
desempleados conformen la mayor´ıa de no respondientes), entonces las estimaciones de
los cambios brutos estara´n sesgadas, a no ser que el modelo de clasificacio´n contemple
esta diferenciacio´n. En virtud de lo anterior, es necesario contemplar algu´n tipo de
enfoque que permita la correcta modelacio´n de este feno´meno. Au´n as´ı, si el modelo
contempla este escenario, pero hace caso omiso del disen˜o de muestreo, tambie´n se
generara´n problemas de sesgo.
Este trabajo de investigacio´n considera la modelacio´n, en dos etapas de la clasificacio´n
3de los elementos de una muestra en dos periodos distintos con ausencia de respuesta no
ignorable incorporando el disen˜o de muestreo de la encuesta, que en la consecucio´n de
estad´ısticas oficiales, resulta ser complejo, y frecuentemente informativo y no ignorable.
El objetivo general de este trabajo de investigacio´n es desarrollar una metodolog´ıa
que incorpore los pesos y dema´s aspectos de un disen˜o de muestreo complejo en mo-
delos de cadenas de Markov para tablas de contingencias para encuestas rotativas que
presentan ausencia de respuesta. Adema´s, los objetivos espec´ıficos son 1) Proponer
expresiones teo´ricas para los estimadores de los para´metros poblacionales de intere´s en
las celdas de las tablas de contingencia de los cambios brutos. 2) Obtener estimadores
de los para´metros del modelo asumido, que involucren los pesos del disen˜o complejo.
3) Proponer una metodolog´ıa computacional para la estimacio´n de la varianza de los
estimadores de los para´metros de intere´s. 4) Estudiar la eficiencia de los modelos bajo
diferentes escenarios simulados para dos mediciones sucesivas en el tiempo. 5) Incorpo-
rar la metodolog´ıa desarrollada en una encuesta real.
Con base en esta breve introduccio´n al problema de intere´s, se consideran los siguientes
cap´ıtulos que resuelven los objetivos de investigacio´n y extienden los modelos cla´sicos de
clasificacio´n de cambios brutos al considerar el efecto del disen˜o de muestreo complejo:
• Cap´ıtulo 2: expone los conceptos fundamentales inherentes a la inferencia basada
en el disen˜o de muestreo de las encuestas complejas que inducen estad´ısticas oficia-
les. Tambie´n se hace un recorrido por los me´todos de ma´xima pseudo-verosimilitud
que son adecuados para obtener estimadores insesgados de los para´metros de los
modelos que contemplan la ausencia de respuesta.
• Cap´ıtulo 3: introduce los modelos basados en cadenas de Markov que permiten
realizar inferencias acerca de la distribucio´n de los elementos en las diferentes
categor´ıas de clasificacio´n. Este modelo general debe ser reducido puesto que hay
ma´s para´metros que datos. En este orden de ideas, se definen cuatro modelos
reducidos, que proveen una interpretacio´n distinta al feno´meno de la ausencia de
respuesta en las estimacio´n de los cambios brutos.
• Cap´ıtulo 4: considera la estimacio´n basada en el disen˜o de muestreo de los para´-
metros de los modelos reducidos que, a su vez, inducen estimadores de los cambios
brutos en dos periodos de intere´s. Esta metodolog´ıa hace uso de los principios de
ma´xima pseudo verosimilitud expuestos en Binder (1983) y por ende los estima-
dores resultantes son insesgados con respecto al disen˜o de muestreo.
• Cap´ıtulo 5: contempla algunas propiedades de los estimadores definidos en la
seccio´n cuatro, los cuales son insesgados para sus contrapartes poblacionales. Esta
seccio´n tambie´n se ocupa de la estimacio´n de la varianza de los estimadores de
los para´metros de los modelos y de los estimadores de los cambios brutos.
• Cap´ıtulo 6: muestra varios ejercicios emp´ıricos, para todos los modelos reducidos
y considera distintos disen˜os de muestreo, para los cuales nuestra propuesta (que
incluye el modelamiento de la ausencia de respuesta y tiene en cuenta el disen˜o de
muestreo) de estimacio´n resulta ser insesgada. De la misma manera, se muestra
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que considerar el modelamiento de la ausencia de respuesta, ignorando el disen˜o de
muestreo, conduce a estimaciones sesgadas, no so´lo de los para´metros del modelo,
sino de los cambios brutos. As´ı mismo, tener en cuenta el disen˜o de muestreo,
ignorando el feno´meno de la ausencia de respuesta, conduce a sesgos au´n mayores.
• Cap´ıtulo 7: se aplican los resultados encontrados en ese trabajo de investigacio´n
a la encuesta laboral de Brasil, Pesquisa Mensal de Emprego (PME). En este
cap´ıtulo se hace uso de los datos anonimizados que se encuentran disponibles en
Internet y mediante una metodolog´ıa de emparejamiento, se logra la reconstruc-
cio´n de un panel en el periodo de Noviembre 2010 - Diciembre 2010, con el cual
se estiman los cambios brutos en materia de fuerza laboral. En esta aplicacio´n se
consideraron todos los modelos reducidos, y utilizando la metodolog´ıa de Rao &
Scott (1984) se logra escoger el modelo que mejor se ajusta a los datos.
• Cap´ıtulo 8: concluye acerca de la importancia de considerar tanto el feno´meno
de la ausencia de respuesta en paralelo con el disen˜o de muestreo complejo y se
discute acerca de la aplicabilidad de la metodolog´ıa que se propone en esta tesis.
De la misma manera, se abordan algunos temas futuros para investigacio´n.
• Cap´ıtulo 9: brinda las herramientas computacionales para que los investigadores
que encuentren u´til este acercamiento a la estimacio´n de los cambios brutos pue-
dan fa´cilmente incluir en el ana´lisis de sus encuestas la programacio´n de estas
herramientas.
2. Revisio´n y motivacio´n
2.1. Disen˜os de muestreo y estimadores
Considere una poblacio´n finita como un conjunto de N , donde N < ∞, unidades que
conforman el universo de estudio. N es el taman˜o poblacional. Cada elemento pertene-
ciente a la poblacio´n puede ser identificado por un ro´tulo. Sea U el conjunto de ro´tulos,
tal que
U = {1, ..., k, ..., N}.
Se utilizara´ el sub´ındice k para denotar la existencia f´ısica del k-e´simo elemento. No´tese
que el taman˜o de la poblacio´n, N , no siempre es conocido y en algunas ocasiones el
objetivo de la investigacio´n es poder estimarlo.
Para realizar inferencias sobre la poblacio´n, se selecciona una muestra aleatoria que
se define como un subconjunto de la poblacio´n que ha sido extra´ıdo mediante un me-
canismo estad´ıstico de seleccio´n. Notaremos con una letra mayu´scula S a la muestra
aleatoria1 y con una letra minu´scula s a una realizacio´n de la misma. De tal forma
que, sin ambigu¨edad, una muestra seleccionada (realizada) es el conjunto de unidades
pertenecientes a
s = {k1, k2, . . . , kn(S)}.
El nu´mero de componentes de s es llamado el taman˜o de muestra y no siempre es fijo.
Es decir, en algunos casos n(S) es una cantidad aleatoria. El conjunto de todas las
posibles muestras se conoce como el soporte de muestreo. No todas las muestras son de
tipo probabil´ıstico. Sa¨rndal, Swensson & Wretman (1992) afirman que una muestra es
de tipo probabil´ıstico s´ı:
• Es posible construir (o al menos definir teo´ricamente) un soporte Q de todas
las muestras posibles obtenidas por un me´todo de seleccio´n. En donde sq, q =
1, . . . , NQ, es una muestra perteneciente al soporte Q.
• Las probabilidades de seleccio´n que el proceso aleatorio le otorga a cada posible
muestra perteneciente al soporte son conocidas de antemano a la seleccio´n de la
muestra final.
1No´tese que S es un conjunto aleatorio.
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La seleccio´n de las muestras se realiza mediante un disen˜o de muestreo que se define
como una distribucio´n de probabilidad multivariante definida sobre un soporte Q, tal
que p(s) > 0 para todo s ∈ Q y∑
s∈Q
p(s) = 1 (2.1)
Dado un soporte Q, un disen˜o de muestreo puede ser: sin reemplazo o con reemplazo
y de taman˜o de muestra fijo o aleatorio. Cassel, Sa¨rndal & Wretman (1976) explican
que la posibilidad de identificar cada una de todas las posibles muestras que pertenecen
al soporte Q es un factor crucial que permite designar un conjunto de muestras a las
cuales se les asigna una probabilidad positiva de seleccio´n y distribuir la totalidad de
la masa de probabilidad entre los miembros de Q.
La inclusio´n del elemento k-e´simo en una muestra s particular es un evento aleatorio
definido por la funcio´n indicadora Ik, que esta´ dada por
Ik =
{
1 si k ∈ s
0 si k /∈ s. (2.2)
Bajo un disen˜o de muestreo p(·), una probabilidad de inclusio´n es asignada a cada
elemento de la poblacio´n para indicar la probabilidad de que el elemento pertenezca a
la muestra. Para el elemento k-e´simo de la poblacio´n, la probabilidad de inclusio´n se
denota como pik y se conoce como la probabilidad de inclusio´n de primer orden y esta´
dada por
pik = P (k ∈ s) = P (Ik = 1) =
∑
s3k
p(s). (2.3)
En donde el sub´ındice s 3 k se refiere a la suma sobre todas las muestras que contienen
al elemento k-e´simo. Ana´logamente, pikl se conoce como la probabilidad de inclusio´n de
segundo orden y denota la probabilidad de que los elementos k y l pertenezcan a la
muestra, y esta´ dada por
pikl = P (k ∈ s y l ∈ s) = P (IkIl = 1) =
∑
s3 k y l
p(s). (2.4)
El propo´sito de cualquier estudio por muestreo es estudiar una caracter´ıstica de intere´s
y que se encuentra asociada a cada unidad de la poblacio´n. Es importante notar que
los yk no se consideran variables aleatorias sino cantidades fijas, por tanto la notacio´n
de e´stas se hace con un letra minu´scula y. El objetivo de la investigacio´n por muestreo
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es estimar una funcio´n de intere´s T , llamada para´metro, de la caracter´ıstica de intere´s
en la poblacio´n.
T = f(y1, . . . , yk, . . . , yN).
Algunos de los para´metros de intere´s ma´s comunes son:
1. El total poblacional,
ty =
∑
k∈U
yk (2.5)
2. La media poblacional,
y¯U =
∑
k∈U yk
N
=
ty
N
(2.6)
As´ı mismo, una estad´ıstica Tˆ (S) se define como una funcio´n (que toma valores reales) de
la muestra aleatoria S y una realizacio´n de tal estad´ıstica so´lo puede ser calculada una
vez que s sea seleccionada (Sa¨rndal, Swensson & Wretman 1992, p. 33). Siendo Tˆ una
estad´ıstica, sus propiedades esta´n determinadas por el disen˜o de muestreo. Es decir,
dada la probabilidad de seleccio´n de cada muestra s ∈ Q, la esperanza, la varianza
y otras propiedades de intere´s esta´n definidas a partir de p(s). La esperanza de una
estad´ıstica es
E(Tˆ ) =
∑
s∈Q
p(s)Tˆ (s). (2.7)
La varianza de la estad´ıstica Tˆ esta´ definida como
V ar(Tˆ ) = E[Tˆ − E(Tˆ )]2 (2.8)
=
∑
s∈Q
p(s)[Tˆ (s)− E(Tˆ )]2. (2.9)
Donde Tˆ (s) es el valor real que toma la estad´ıstica Tˆ en la muestra seleccionada (reali-
zada) s. Cuando una estad´ıstica se construye con la intencio´n de estimar un para´metro,
recibe el nombre de estimador. As´ı, las propiedades ma´s comu´nmente utilizadas de un
estimador Tˆ de un para´metro de intere´s T son el sesgo, definido por
B(Tˆ ) = E(Tˆ )− T (2.10)
y el error cuadra´tico medio, dado por
ECM(Tˆ ) = E[(Tˆ − T )2] (2.11)
= V ar(Tˆ ) +B2(Tˆ ). (2.12)
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Si el sesgo de un estimador es nulo se dice que el estimador es insesgado y cuando
esto ocurre el error cuadra´tico medio se convierte en la varianza del estimador. Este
enfoque inferencial se conoce como inferencia basada en el disen˜o de muestreo; bajo esta
inferencia, las estimaciones de los para´metros de intere´s y sus propiedades2 dependen
directamente de la medida de probabilidad discreta inducida por el disen˜o de muestreo
escogido para seleccionar la muestra y no tiene en cuenta las propiedades de la poblacio´n
finita.
Sa¨rndal, Swensson & Wretman (1992) afirman que el objetivo en un estudio por mues-
treo es estimar uno o ma´s para´metros poblacionales. Las decisiones ma´s importantes a
la hora de abordar un problema de estimacio´n por muestreo son:
• La escogencia de un disen˜o de muestreo y un algoritmo de seleccio´n que permita
implementar el disen˜o;
• La eleccio´n de una fo´rmula estad´ıstica o estimador que calcule una estimacio´n del
para´metro de intere´s en la muestra seleccionada.
Las anteriores no son decisiones independientes. Es decir, la escogencia de un estimador
dependera´, usualmente, del disen˜o de muestreo utilizado.
Definicio´n 2.1. Siendo Tˆ un estimador de un para´metro T y p(·) un disen˜o de muestreo
definido sobre un soporteQ, se define una estrategia de muestreo como la dupla (p(·), Tˆ ).
La anterior definicio´n parece ser esta´ndar en la literatura actual (Sa¨rndal, Swensson
& Wretman 1992, Gutie´rrez 2009a) y en algunos textos como el de Ha´jek (1981). Sin
embargo, en algunos textos cla´sicos como Hansen, Hurwitz & Madow (1953), Cochran
(1977) y Kish (1995), el te´rmino disen˜o muestral incluye tanto el plan de muestreo como
el me´todo de estimacio´n. En este trabajo de investigacio´n, se prefiere usar el te´rmino
estrategia como la combinacio´n de los dos, disen˜o de muestreo y estimador.
2.1.1. Estimacio´n de totales
Para un universo U , se quiere estimar el total poblacional ty de la caracter´ıstica de
intere´s. Luego, se define el estimador de Horvitz-Thompson (HT) como:
tˆy,pi =
∑
s
yk
pik
=
∑
s
dkyk (2.13)
Donde, dk = 1/pik es el inverso de la probabilidad de inclusio´n y es conocido como el
factor de expansio´n. Narain (1951) descubrio´ este estimador y ma´s adelante Horvitz
2Bajo la inferencia basada en el disen˜o de muestreo, las definiciones de valor esperado y varianza
esta´n supeditadas a la distribucio´n inducida por el disen˜o muestral y no por algu´n tipo de modelo
probabil´ıstico asignado a la poblacio´n.
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& Thompson (1952) publicaron similares resultados. Este estimador tambie´n se conoce
como el estimador pi y esta´ motivado, como Brewer (2002) lo indica, en el principio de
representatividad, que afirma que cada elemento incluido en una muestra se representa
a s´ı mismo y a un grupo de unidades que no pertenecen a la muestra seleccionada,
cuyas caracter´ısticas son cercanas a las del elemento incluido en la muestra. El factor
de expansio´n no es otra cosa que el nu´mero de elementos ma´s uno de la poblacio´n
(no incluidos en la muestra) representados por el elemento incluido. Por ejemplo, para
una poblacio´n de taman˜o N = 10, al utilizar un disen˜o de muestreo aleatorio simple
sin reemplazo de taman˜o n = 2, el factor de expansio´n es dk = 10/2 = 5; es decir
un elemento incluido se representa a s´ı mismo y a cuatro elementos ma´s. Los siguien-
tes resultados dan cuenta de las propiedades de este estimador (Sa¨rndal, Swensson &
Wretman 1992).
Resultado 2.1. Si todas las probabilidades de inclusio´n de primer orden son mayores
a cero (pik > 0 para todo k), el estimador de Horvitz-Thompson es insesgado para el
total poblacional. Por tanto, se tiene que
E(tˆy,pi) = ty (2.14)
Resultado 2.2. La varianza del estimador de Horvitz-Thompson esta´ dada por la si-
guiente expresio´n
V ar1(tˆy,pi) =
∑∑
U
∆kl
yk
pik
yl
pil
. (2.15)
En donde ∆kl = Cov(Ik, Il) = pikl− pikpil. Por otra parte, Sen (1953) y Yates & Grundy
(1953) dedujeron el siguiente resultado cuando el disen˜o de muestreo es de taman˜o fijo.
Resultado 2.3. Si el disen˜o p(·) es de taman˜o de muestra fijo, entonces la varianza del
estimador de Horvitz-Thompson se escribe como
V ar2(tˆy,pi) = −1
2
∑∑
U
∆kl
(
yk
pik
− yl
pil
)2
(2.16)
Es posible construir dos estimadores insesgados para las expresiones (2.15) y (2.16).
Para esto, se requiere que todas las probabilidades de inclusio´n de segundo orden sean
estrictamente positivas (pikl > 0 para todo k y l). Con el anterior supuesto, se tienen
los siguientes resultados.
Resultado 2.4. Si todas las probabilidades de inclusio´n de segundo orden son mayores
que cero estrictamente, un estimador insesgado para la expresio´n (2.15) esta´ dado por
V̂ ar1(tˆy,pi) =
∑∑
s
∆kl
pikl
yk
pik
yl
pil
(2.17)
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Resultado 2.5. Si el disen˜o de muestreo es de taman˜o de muestra fijo y si todas las
probabilidades de inclusio´n de segundo orden son mayores que cero estrictamente, un
estimador insesgado para la expresio´n (2.16) esta´ dado por
V̂ ar2(tˆy,pi) = −1
2
∑∑
s
∆kl
pikl
(
yk
pik
− yl
pil
)2
(2.18)
Inferencia basada en modelos poblacionales
Cuando se selecciona una muestra aleatoria existen varios enfoques de inferencia que
permiten obtener estimaciones precisas para los para´metros de intere´s. Un tipo de in-
ferencia utilizada en poblaciones finitas es la que depende de modelos poblacionales
(Smith 1976, Valliant, Dorfman & Royall 2000). Esta inferencia supone el uso de infor-
macio´n auxiliar que se relaciona con la caracter´ıstica de intere´s mediante un modelo de
superpoblacio´n ξ. Bajo esta perspectiva no se requiere que los datos provengan de una
muestra probabil´ıstica (la forma en la que se escoge la muestra no se tiene en cuenta
para la estimacio´n de los para´metros de intere´s) y la observacio´n de la caracter´ıstica
de intere´s en las unidades poblacionales yk se define como la realizacio´n de una varia-
ble aleatoria Yk. Por lo tanto, el total poblacional ahora se define como una variable
aleatoria dada por
Ty =
∑
k∈s
Yk +
∑
k/∈s
Yk, (2.19)
la tarea es estimar por medio del modelo ξ, las respectivas observaciones yk de los ele-
mentos que no fueron seleccionados en la muestra. Por ejemplo, siguiendo a Bolfarine &
Zacks (1992), un modelo ξ puede establecer la siguiente relacio´n para yk (k = 1, . . . , N)
yk = νk + εk
En donde νk se asume como un componente determin´ıstico y el vector (ε1, . . . , εN) tiene
media nula y matriz de covarianzas V que es definida positiva. Por lo tanto, si se denota
la estimacio´n de Yk como Yˆk, un predictor para el total estar´ıa dado por:
Tˆy =
∑
k∈s
Yk +
∑
k/∈s
Yˆk (2.20)
y por tanto la realizacio´n de Tˆy con los datos espec´ıficos de la muestra seleccionada s
estar´ıa definida como
tˆy =
∑
k∈s
yk +
∑
k/∈s
yˆk (2.21)
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donde yˆk es una prediccio´n de Yˆk obtenida con los datos de la muestra seleccionada s.
Royall (1971) afirmo´ que la inferencia basada en el disen˜o, aunque no hace supuestos
acerca de las probabilidades y parece ser no parame´trica y robusta, estaba sujeta a
importantes defectos. Algunas de las limitaciones que cita son:
• Las sorprendentes complicaciones encontradas en el estudio y ejecucio´n de los
disen˜os de probabilidad proporcional al taman˜o y
• las dificultades encontradas en la mayor´ıa de estimaciones probabil´ısticas concer-
nientes a la estimacio´n de razones.
Si la muestra seleccionada es el resultado de un proceso de muestreo aleatorio, se debe
tener en cuenta que para realizar cualquier tipo de inferencias acerca del para´metro
de intere´s, es necesario trabajar con una distribucio´n de probabilidad conjunta del
disen˜o muestral y de la variable de intere´s (notadas como I,Y) que permita unificar las
medidas de probabilidad involucradas, en un so´lo proceso. En algunos casos como en
Chambers & Skinner (2003, cap´ıtulo 8) el disen˜o de muestreo depende de los valores de
la caracter´ıstica de intere´s; por ejemplo, en un estudio de casos y controles, la respues-
ta yk es de tipo binario, indicando si la k-e´sima unidad corresponde a un caso o a un
control. A su vez, los casos y controles inducen estratos cuyas muestras son seleccionadas
independientemente. En este caso, el disen˜o de muestreo depende directamente de los
valores de la caracter´ıstica de intere´s. Por lo tanto, la relacio´n entre I,Y debe ser
expresada como
fI,Y(I,Y; θ) = fI|Y(I|Y)fY(Y; θ)
En este caso, se dice que el disen˜o de muestreo es informativo y no puede ser ignorado
en te´rminos de inferencia para el para´metro de intere´s. Por otro lado, si el disen˜o de
muestreo es no informativo, la relacio´n entre I,Y debe ser expresada como
fI,Y(I,Y; θ) = fI(I)fY(Y; θ)
y entonces, el disen˜o de muestreo puede ser ignorado. Chambers & Skinner (2003) afir-
man que los disen˜os de muestreo que dependen directamente de la variable de intere´s
son raros en la pra´ctica. Sin embargo, los disen˜os de muestreo implementados cuando
el marco de muestreo es muy deficiente como el muestreo en dos fases, en donde se
selecciona una primera muestra y con base en los resultados de esta se disen˜a la estra-
tegia para una segunda submuestra, no puede ser catalogado como no informativo y,
por tanto, no puede ser ignorado. Por otro lado, es ma´s comu´n encontrar que el dise-
n˜o de muestreo dependa de otras variables de informacio´n auxiliar, como en el disen˜o
estratificado o el disen˜o proporcional al taman˜o. Valliant, Dorfman & Royall (2000)
presenta un marco teo´rico general para modelar conjuntamente el disen˜o de muestreo
y el mecanismo probabil´ıstico que origina a la variable de intere´s.
Sudgen & Smith (1984) afirman que algunos disen˜os de muestreo como el aleatorio sim-
ple, aleatorio estratificado, entre otros, corresponden a casos en donde es posible ignorar
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el mecanismo de seleccio´n. Tambie´n concluyen que es equivocado pensar que siempre
pueden ser ignorados en te´rminos de inferencia predictiva para el total poblacional Ty.
Como se estudiara´ en la siguiente seccio´n, la motivacio´n de esta investigacio´n esta´ cen-
trada en aquellos estudios en donde el disen˜o de muestreo es complejo e informativo y
no resulta conveniente ignorarlo.
Groves, Fowler, Couper, Lepkowski, Singer & Tourangeau (2004) afirman que a los
conjuntos de datos inducidos por muestras en varias etapas o estratificadas con pon-
deraciones construidas para compensar las probabilidades de seleccio´n (o inclusio´n)
desiguales, o la ausencia de respuesta, se consideran muestras complejas. De la mis-
ma manera, la estimacio´n de las varianzas para los estimadores obtenidos a partir del
enfoque de muestreo requiere de la utilizacio´n de procedimientos especializados como
aproximacio´n por series de Taylor, replicacio´n balanceada repetida, replicacio´n balan-
ceada por Jackknife, entre otros. Lehtonen & Pahkinen (2003) aclaran que, si se quieren
estimaciones confiables, es esencial tener en cuenta las complejidades de este tipo de
muestras.
2.2. Pseudo-verosimilitud
Entre otros autores, Fuller (2009), Chambers & Skinner (2003, p. 179) y Pessoa & Silva
(1998, cap´ıtulo 5) consideran el problema donde la estimacio´n de ma´xima verosimilitud
es apropiada para muestras aleatorias simples, justo como en el caso de Stasny (1987),
pero no lo es para muestras complejas. Bajo este esquema, se asume que la funcio´n de
densidad poblacional es f(y, θ) donde el para´metro de intere´s es θ. Si se tuviese acceso
a la informacio´n de toda la poblacio´n, mediante un censo, el estimador de ma´xima
verosimilitud de θ se obtiene maximizando
L(θ) =
∑
k∈U
log f(yk, θ)
con respecto a θ, y se denota θU el valor que maxima la anterior expresio´n. Las ecua-
ciones de verosimilitud poblacionales esta´n dadas por∑
k∈U
uk(θ) = 0
Donde uk se conocen como scores y se definen como
uk(θ) =
∂ log f(yk, θ)
∂θ
El enfoque de pseudo-verosimilitud considera que θU es un para´metro sobre el cual se
desea realizar inferencias con base en la informacio´n recopilada en la muestra compleja.
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Para esto, si se considera que
∑
k∈U uk(θ) es un para´metro de intere´s, entonces es posible
estimarlo mediante el uso de estimador lineal ponderado de la forma∑
k∈s
dkuk(θ)
en donde dk es un peso resultante del disen˜o de muestreo, por ejemplo el inverso de la
probabilidad de inclusio´n del elemento k. Con base en lo anterior, es posible obtener un
estimador para θU al resolver el sistema de ecuaciones resultante.
Definicio´n 2.2. Un estimador de ma´xima pseudo-verosimilitud θˆs de θU es la solucio´n
de las ecuaciones de pseudo-verosimilitud, dadas por∑
k∈s
dkuk(θ) = 0 (2.22)
Utilizando el me´todo de la linealizacio´n de Taylor, la varianza asinto´tica, basada en el
disen˜o de muestreo, de un estimador de ma´xima pseudo-verosimilitud esta´ dada por
Vp(θˆs) ≈ [J(θU)]−1Vp
[∑
k∈s
dkuk(θU)
]
[J(θU)]
−1 (2.23)
donde Vp[
∑
k∈s dkuk(θU)] es la varianza, basada en el disen˜o de muestreo, del estimador
del total poblacional de scores y
J(θU) =
∂
∑
k∈U uk(θ)
∂θ
∣∣∣∣
θ=θU
Ahora, un estimador para Vp(θˆs) esta´ dado por
Vˆp(θˆs) = [Jˆ(θˆs)]
−1Vˆp
[∑
k∈s
dkuk(θˆs)
]
[Jˆ(θˆs)]
−1 (2.24)
donde Vˆp[
∑
k∈s dkuk(θˆs)] es un estimador consistente para la varianza del estimador del
total poblacional de scores y
Jˆ(θˆs) =
∂
∑
k∈s dkuk(θ)
∂θ
∣∣∣∣
θ=θˆs
Por lo tanto, siguiendo a Binder (1983), la distribucio´n asinto´tica de θˆs es normal puesto
que [
Vˆp(θˆs)
]−1/2
(θˆs − θU) ∼ N(0, 1)
Lo anterior ofrece una base para la correcta inferencia cuando se utilizan muestras
grandes, justo como en el caso de encuestas de tipo laboral.
14 2. Revisio´n y motivacio´n
2.3. Inferencia en tablas de contingencia
En muchas ocasiones, buena parte de las preguntas que aparecen en una encuesta
requieren respuestas que son de tipo catego´rico. Por ejemplo, respuestas de tipo binario
(de forma s´ı o no), multinomial (de forma empleado, no empleado o no perteneciente
a la fuerza laboral) o de escala ordinal. Por esta razo´n se necesitan procedimientos
inferenciales para el ana´lisis univariado y multivariado de estas variables catego´ricas
adaptados a datos que provienen de encuestas complejas.
El ana´lisis de datos catego´ricos incluye un rango amplio de te´cnicas y me´todos: desde
la estimacio´n de las proporciones en las diferentes categor´ıas hasta me´todos multiva-
riados complejos y hasta modelos de regresio´n multinivel. Heeringa, West & Berglund
(2010) afirman que la mayor´ıa de los estimadores esta´ndares y estad´ısticas de prue-
ba para datos catego´ricos son construidos con el me´todo de ma´xima verosimilitud y
asumen que los datos son independientes e ide´nticamente distribuidos con alguna dis-
tribucio´n de probabilidad discreta. De acuerdo a Agresti (2002) cuando se lleva a cabo
un muestreo aleatorio simple, se asume que las variables catego´ricas siguen alguna de
las distribuciones discretas como la binomial, multinomial, Poisson e hipergeome´trica.
Desafortunadamente, debido a los diferentes pesos de muestreo, el efecto de conglome-
racio´n y la estratificacio´n, la funcio´n de verosimilitud de los datos muestrales siempre
es dif´ıcil de encontrar anal´ıticamente. Por esta razo´n, utilizar los me´todos inferencia-
les de ma´xima verosimilitud, como tradicionalmente se hace, no ser´ıa conveniente para
los datos que provienen de encuestas complejas. Luego, los ana´lisis esta´ndares deben
ser modificados para tener en cuenta los efectos de disen˜os muestrales complejos, tales
como estimaciones ponderadas de proporciones, estimaciones de varianza basadas en
el disen˜o muestral y correcciones generalizadas para los efectos del disen˜o (Pessoa &
Silva 1998).
Ma´s au´n, el escenario se vuelve ma´s complejo cuando el ana´lisis se lleva a cabo para
dos o ma´s variables catego´ricas. En el caso de dos variables catego´ricas, los datos son
generalmente resumidos en una tabla de contingencia con R filas y C columnas. Bajo
muestreo aleatorio simple, las frecuencias muestrales (sin ninguna ponderacio´n) pueden
ser utilizados para estimar estad´ısticas de intere´s tales como las proporciones por filas
o por columnas en cada categor´ıa, o para realizar pruebas estad´ısticas para determinar
la relacio´n entre las variables catego´ricas tales como la prueba χ2 de Pearson.
Sin embargo, cuando los individuos son seleccionados de un disen˜o muestral con pro-
babilidades desiguales, estas estimaciones o pruebas estad´ısticas calculadas usando fre-
cuencias sin ninguna ponderacio´n con seguridad estara´n sesgadas para las propiedades
verdaderas de la poblacio´n objetivo. Por esta razo´n, es necesario transformar las frecuen-
cias no ponderadas a frecuencias ponderadas, de acuerdo al disen˜o muestral espec´ıfico
con el que se obtuvo la muestra probabil´ıstica. Por ejemplo, considere el caso en donde
R = C = 2; bajo un plan de muestreo que induzca probabilidades de inclusio´n iguales,
es posible estimar una proporcio´n de intere´s, por decir la proporcio´n de unidades en la
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celda uno-uno, usando el estimador p11 = n11/n++, como se describe en la Tabla 1.
Variable 1 Variable 2 Marginales Fila
1 2
1 n11 n12 n1+
2 n21 n22 n2+
Marginales columna n+1 n+2 n++
Tabla 2.1.: Distribucio´n bivariada de frecuencias observadas en una muestra seleccio-
nada.
Por otro lado, cuando el disen˜o de muestreo es complejo e induce probabilidades de
inclusio´n desiguales (lo cual suele suceder en encuestas de hogares, de fuerza laboral,
entre otras encuestas que producen estad´ısticas oficiales), la proporcio´n de intere´s debe
calcularse teniendo en cuenta expresiones teo´ricas que incluyan esas probabilidades de
inclusio´n. Luego, como lo muestra la tabla 2, las estimaciones de los totales absolutos
por celda toma la siguiente forma
Variable 1 Variable 2 Marginales Fila
1 2
1 Nˆ11 Nˆ12 Nˆ1+
2 Nˆ21 Nˆ22 Nˆ2+
Marginales columna Nˆ+1 Nˆ+2 Nˆ++
Tabla 2.2.: Distribucio´n bivariada de estimaciones de muestreo de frecuencias poblacio-
nales.
Luego, un estimador de la proporcio´n en la celda rc (r = 1, . . . , R y c = 1, . . . , C), y
que refleja las condiciones del muestreo esta´ dado por la siguiente expresio´n
pˆrc =
Nˆrc
Nˆ++
(2.25)
En donde,
Nˆrc =
∑
s
Ik(rc)
pik
(2.26)
Con Ik(rc) una variable indicadora que toma el valor uno si el individuo k esta´ clasificado
en la celda rc y cero, en otro caso. Tambie´n se tiene que
Nˆ++ =
∑
s
1
pik
(2.27)
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En encuestas de fuerza laboral, como la que se pretende analizar en este trabajo de
investigacio´n, es posible encontrar clasificacio´nes au´n ma´s complejas que dependen de los
estados laborales en dos periodos consecutivos de medicio´n. De esta forma, es de intere´s
estimar el nu´mero de individuos que en un periodo pasado se encontraban laborando y
en el periodo actual continu´an laborando, el nu´mero de individuos que en un periodo
pasado se encontraban desempleados y en el periodo actual continu´an desempleados,
el nu´mero de individuos que en un periodo pasado se encontraban laborando y en el
periodo actual esta´n desempleados y viceversa. En resumen, las entradas de la Tabla 3
se consideran para´metros de intere´s.
Periodo 1 Periodo 2
Empleado Desempleado Inactivo Total
Empleado N11 N12 N13 N1+
Desempleado N21 N22 N23 N2+
Inactivo N31 N32 N33 N3+
Total N+1 N+2 N+3 N++
Tabla 2.3.: Para´metros de intere´s en una tabla de contingencia, para una encuesta de
fuerza laboral en dos periodos distintos.
Skinner, Holt & Smith (1989) y Chambers & Skinner (2003, cap´ıtulo 7) proveen una
profundizacio´n para el ana´lisis de datos con respuesta catego´rica en encuestas en donde
el disen˜o de muestreo es informativo y complejo. Asimismo, Lumley (2010, cap´ıtulo 6)
discute varias te´cnicas anal´ıticas modernas para el estudio de datos binarios y catego´-
ricos.
Por otro lado, no´tese que existen muchas situaciones pra´cticas en donde es posible
abordar este tipo de estimaciones en tablas de contingencias. Por ejemplo, Kalton (2009)
afirma que, en te´rminos de los totales marginales, es posible estimar los cambios netos
mediante la comparacio´n directa entre periodos. Es as´ı como, por ejemplo, se determina
si la tasa de desempleo subio´ o bajo´ y en que´ magnitud. Por ejemplo, la comparacio´n
inducida porque en el periodo 1 hubo N1+ empleados, mientras que en el periodo 2 hubo
N+1 empleados. Sin embargo, un ana´lisis ma´s detallado se puede obtener al analizar los
cambios brutos como la descomposicio´n de los cambios netos. De esta manera, si el
desempleo subio´ un punto porcentual, es posible conocer si esto se debio´ a que el uno por
ciento de los empleados en el primer periodo perdio´ su trabajo, o si el diez por ciento de
los empleados perdio´ su trabajo y a la vez nueve por ciento de los desempleados encontro´
un nuevo trabajo. Esto se logra mediante la comparacio´n conjunta de los taman˜os Nij.
Con base en lo anterior, se puede concluir que los cambios brutos pueden ser estimados
en dos periodos de tiempo de dos muestras diferentes, entrevistando a diferentes indivi-
duos. Sin embargo, los cambios brutos so´lo pueden ser estimados a partir de muestras
en dos ocasiones, en donde se entrevistan a los mismos individuos en dos periodos de
tiempo.
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2.4. Ausencia de respuesta
Lohr (2000) afirma que la mayor´ıa de encuestas tienen cierta ausencia de respuesta
residual, au´n despue´s de un disen˜o cuidadoso y un seguimiento de la ausencia de respues-
ta. Sa¨rndal & Lundstrom (2005) afirman que la ausencia de respuesta ha sido un to´pico
de intere´s en las agencias de estad´ıstica que producen cifras oficiales. En las u´ltimas
de´cadas, la atencio´n de la literatura hacia este to´pico y sus efectos se ha incrementado
considerablemente. En parte, esto se debe a un deseo decreciente del pu´blico en general
de cooperar y enviar los datos solicitados por las agencias de estad´ıstica. El problema
de la ausencia de respuesta es una faceta normal, aunque no deseable, en el desarrollo
de una encuesta. Existe un consenso completo de que la ausencia de respuesta puede
perjudicar severamente la calidad de las estad´ısticas calculadas y publicadas en una
encuesta.
Lohr (2000) y Little & Rubin (2002) establecen tres tipos de mecanismos de ausencia
de respuesta.
• Ausencia de respuesta completamente aleatoria: cuando la probabilidad de que
un individuo responda no depende de la caracter´ıstica de intere´s, ni de alguna
otra covariable auxiliar. Por ejemplo, si la ausencia de respuesta en una encuesta
laboral, no depende del estado actual de empleo del respondiente, ni de alguna
caracter´ıstica auxiliar. De esta forma, la ausencia de respuesta esta´ dispersa de
manera uniforme sobre toda la poblacio´n.
• Ausencia de respuesta completamente aleatoria dependiente de covariables: cuan-
do la probabilidad de que un individuo responda depende de algunas covariables
auxiliares, pero no depende de la caracter´ıstica de intere´s. Por ejemplo, en una
encuesta de fuerza laboral, la ausencia de respuesta puede depender del nivel
socioecono´mico del individuo, pero no depende de su clasificacio´n laboral.
• Ausencia de respuesta no aleatoria: cuando la ausencia de respuesta depende
de la caracter´ıstica de intere´s. Por ejemplo, en la encuesta de fuerza laboral, es
posible que los no respondientes dependan de su clasificacio´n laboral. En este caso
puede suceder que los desempleados sean los que sistema´ticamente no respondan
la encuesta.
No´tese que el adjetivo ignorable hace referencia a que un modelo puede explicar el
mecanismo de ausencia de respuesta y que e´sta se puede ignorar despue´s de que el
modelo la toma en cuenta. Sa¨rndal & Lundstrom (2005) aclaran que existe una gran
cantidad de literatura acerca de la ausencia de respuesta y muchos art´ıculos recientes.
Esta literatura examina dos aspectos diferentes pero complementarios en el ejercicio
de una encuesta: la prevencio´n de la ausencia de respuesta (antes de que ocurra) y
las te´cnicas de estimacio´n necesarias para tener en cuenta la ausencia de respuesta de
manera apropiada en el proceso de inferencia. Esta segunda actividad se conoce con el
nombre de ajuste para la ausencia de respuesta.
Lumley (2010, cap´ıtulo 9) hace un ana´lisis detallado con la ausencia de respuesta indi-
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vidual, en donde existen datos parciales para un respondiente, considerando un enfoque
que esta´ basado en el disen˜o de muestreo al ajustar los pesos muestrales. Fuller (2009,
cap´ıtulo 5) cita algunas te´cnicas de imputacio´n para el tratamiento de la ausencia de
respuesta y conjuga modelos probabil´ısticos junto con los pesos del disen˜o de muestreo
para mitigar los efectos de este problema. Sa¨rndal (2011) considera un enfoque asistido
por modelos, en donde toma conjuntos balanceados para lograr mayor representativi-
dad de las estimaciones. De la misma forma, Sa¨rndal & Lundstrom (2010) propone un
conjunto de indicadores para juzgar la efectividad de la informacio´n auxiliar utilizada
para controlar el sesgo generado por la ausencia de respuesta.
3. Modelos de Markov en escenarios
con ausencia de respuesta
Muchas encuestas por muestreo a gran escala tales como la encuesta poblacional de los
Estados Unidos (U.S. Current Population Survey) y la encuesta nacional de cr´ımenes
(National Crime Survey) utilizan disen˜os del tipo panel rotativo donde los individuos
son entrevistados varias veces antes de ser rotados fuera de la muestra. Estas encuestas
a gran escala son utilizadas para producir estimaciones puntuales en el tiempo. La es-
tructura del panel rotativo es el resultado de la necesidad de reducir costos manteniendo
los mismos entrevistados y objetivos por ma´s de una entrevista. Sin embargo, recien-
temente ha surgido un intere´s creciente en utilizar datos longitudinales para estimar
cambios brutos a trave´s del tiempo.
3.1. Modelo en dos etapas
Considere el problema de estimar cambios brutos entre dos periodos de tiempo, obte-
nidos de una investigacio´n exhaustiva sobre la poblacio´n de intere´s, en donde ocurre
ausencia de respuesta y suponga que el resultado de cada entrevista es la clasificacio´n
del respondiente en una de G posibles categor´ıas excluyentes, y que se quiere estimar
el cambio bruto entre estas categor´ıas utilizando registros de individuos que fueron en-
trevistadas en dos periodos de tiempo consecutivos. Es claro que los individuos que
fueron no respondientes en uno o ambos periodos o fueron incluidos o excluidos de la
muestra entre estos dos tiempos no tienen una clasificacio´n clara en las categor´ıas. De
esta forma, se tiene un grupo de individuos con clasificacio´n en ambos tiempos, un
grupo de individuos que solo tiene clasificacio´n en uno de los dos tiempos, y un grupo
de individuos que no respondieron la encuesta en ningu´n periodo de tiempo.
Para el primer grupo de individuos que respondieron en los tiempos t− 1 y t, los datos
de clasificacio´n pueden ser resumidos en una matriz de taman˜o G×G. La informacio´n
disponible para los individuos que fueron no respondientes para la encuesta del tiempo
t−1 pero respondieron en el tiempo t puede ser resumida en un complemento columna;
mientras que la informacio´n para los individuos que no respondieron en el tiempo t
pero s´ı respondieron en el tiempo t − 1 puede ser resumida en un complemento fila.
Finalmente, los individuos que no respondieron en ningu´n tiempo son incluidos en una
u´nica celda de faltantes.
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Lo anterior se ilustra en la tabla 3.1, en donde Nij (i, j = 1, . . . , G) denota el nu´mero de
individuos respondientes que tienen clasificacio´n i en el tiempo t− 1 y j en el tiempo t,
Ri denota el nu´mero de individuos que fueron no respondientes en el tiempo t y tienen
clasificacio´n i en el tiempo t − 1, Cj denota el nu´mero de individuos que fueron no
respondientes en el tiempo t − 1 y tuvieron clasificacio´n j en el tiempo t, y M denota
el nu´mero de individuos seleccionados que no respondieron en ningu´n tiempo.
Tiempo t− 1 Tiempo t
1 2 · · · G Complemento fila
1 N11 N12 · · · N1G R1
2 N21 N22 · · · N2G R2
...
...
...
...
...
...
G NG1 NG2 · · · NGG RG
Complemento columna C1 C2 · · · CG M
Tabla 3.1.: Cambio bruto en dos periodos consecutivos.
Siguiendo el enfoque de Chen & Fienberg (1974) y Stasny (1987), se considera que los
datos son el resultado de un proceso de dos etapas. En la primera etapa (proceso no
observable), los individuos son ubicados dentro de las celdas de una matriz G × G de
acuerdo con las probabilidades de una cadena de Markov. Sea ηi la probabilidad inicial
de que un individuo este´ en el estado i en el tiempo t − 1 con ∑i ηi = 1, y pij la
probabilidad de transicio´n desde el estado i al estado j, donde
∑
j pij = 1 para todo i.
En la segunda etapa (proceso observable), cada individuo en la celda ij de la matriz
puede ser no respondiente en el tiempo t− 1 y perder la clasificacio´n por fila, o ser no
respondiente en el tiempo t y perder la clasificacio´n columna, o bien, ser no respondiente
en ambos tiempos y perder ambas clasificacio´nes. Sean ψ(i, j) la probabilidad inicial de
que un individuo en la celda ij responda en el tiempo t − 1, ρRR(i, j) la probabilidad
de transicio´n de que un individuo en la celda ij pase de ser respondiente en el tiempo
t − 1 a ser respondiente en el tiempo t, y ρMM(i, j) la probabilidad de transicio´n de
que un individuo en la celda ij pase de ser no respondiente en el tiempo t− 1 a ser no
respondiente en el tiempo t. Como se puede notar estas probabilidades dependen del
estado de clasificacio´n del individuo.
No´tese entonces que existen varios subgrupos poblacionales que inducen una particio´n
del universo en ambos tiempos. En primer lugar, denotaremos a Uij como el subgrupo
de individuos respondientes en ambos periodos que tienen clasificacio´n ij. Adema´s,
denotaremos a UCj como el subgrupo de individuos respondientes en el tiempo t que
tiene clasificacio´n j y que no respondieron en el tiempo t− 1, URi como el subgrupo de
individuos respondientes en el tiempo t−1 que tiene clasificacio´n i y que no respondieron
en el tiempo t. Por u´ltimo se tiene que UM es el conjunto de no respondientes en ambos
tiempos1. No´tese que #(Uij) = Nij, #(UCj) = Cj, #(URi) = Ri y #(UM) = M .
1Por supuesto, bajo condiciones ideales, los para´metros Cj , para j = 1, . . . , G, Ri, para i = 1, . . . , G
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U =
⋃
i
⋃
j
Uij ∪
⋃
j
UCj ∪
⋃
i
URi ∪ UM
Con base en lo anteriormente expuesto, se tiene el siguiente resultado que define ex-
haustivamente el modelo y su posterior verosimilitud.
Resultado 3.1. En este modelo de Markov en dos etapas, para cualquier k ∈ U y para
todo i = 1, . . . , G y j = 1, . . . , G, se tiene que
Pr(k ∈ Uij) = ρRR(i, j)ψ(i, j)pijηi (3.1)
Pr(k ∈ URi) =
G∑
j=1
(1− ρRR(i, j))ψ(i, j)pijηi (3.2)
Pr(k ∈ UCj) =
G∑
i=1
(1− ρMM(i, j))(1− ψ(i, j))pijηi (3.3)
Pr(k ∈ UM) =
G∑
i=1
G∑
j=1
ρMM(i, j)(1− ψ(i, j))pijηi (3.4)
Prueba. En primer lugar, y en aras de hacer ma´s expedito el proceso de la demostra-
cio´n, se definen los siguientes eventos:
• A(t), el evento en el cual un individuo responde en el tiempo t.
• A(t−1), el evento en el cual un individuo responde en el tiempo t− 1.
• NA(t), el evento en el cual un individuo no responde en el tiempo t.
• NA(t−1), el evento en el cual un individuo no responde en el tiempo t− 1.
• CL(t−1)i , el evento en el cual un individuo esta´ clasificado en el estado i en el
tiempo t− 1.
• CL(t)j , el evento en el cual un individuo esta´ clasificado en el estado j en el tiempo
t.
Luego, teniendo en cuenta las definiciones de las probabilidades involucradas en el
proceso observable y no observable, la probabilidad de que un individuo sea respondiente
en ambos periodos y tenga clasificacio´n i en el tiempo t−1 y clasificacio´n j en el tiempo
t esta´ dada por:
y M deber´ıan ser siempre nulos. Lo anterior se presentar´ıa si todos los individuos de la poblacio´n
fuesen respondientes en ambos periodos. De esta manera, se tendr´ıa que
∑
i
∑
j Nij = N . Adema´s,
se tendr´ıa que U =
⋃G
i=1
⋃G
j=1 Uij , puesto que los conjuntos URi, para i = 1, . . . , G, UCj , para
j = 1, . . . , G, tendra´n cardinalidad nula, as´ı como el conjunto UM .
22 3. Modelos de Markov en escenarios con ausencia de respuesta
Pr(k ∈ Uij)
= Pr(A(t) ∩A(t−1) ∩ CL(t−1)i ∩ CL(t)j )
= Pr(A(t)|A(t−1) ∩ CL(t−1)i ∩ CL(t)j )× Pr(A(t−1) ∩ CL(t−1)i ∩ CL(t)j )
= ρRR(i, j)Pr(A
(t−1) ∩ CL(t−1)i ∩ CL(t)j )
= ρRR(i, j)Pr(A
(t−1)|CL(t−1)i ∩ CL(t)j )× Pr(CL(t−1)i ∩ CL(t)j )
= ρRR(i, j)ψ(i, j)Pr(CL
(t−1)
i ∩ CL(t)j )
= ρRR(i, j)ψ(i, j)Pr(CL
(t)
j |CL(t−1)i )Pr(CL(t−1)i )
= ρRR(i, j)ψ(i, j)pijηi
Luego, la probabilidad de que un individuo responda en el tiempo t−1 con clasificacio´n
i pero que no responda en t es
Pr(k ∈ URi )
= Pr(NA(t) ∩A(t−1) ∩ CL(t−1)i ) = Pr(NA(t) ∩A(t−1) ∩ CL(t−1)i ∩ (CL(t)1 ∪ · · · ∪ CL(t)G ))
=
G∑
j=1
Pr(NA(t) ∩A(t−1) ∩ CL(t−1)i ∩ CL(t)j )
=
G∑
j=1
Pr(NA(t)|A(t−1) ∩ CL(t−1)i ∩ CL(t)j )× Pr(A(t−1) ∩ CL(t−1)i ∩ CL(t)j )
=
G∑
j=1
(1− ρRR(i, j))Pr(A(t−1) ∩ CL(t−1)i ∩ CL(t)j )
=
G∑
j=1
(1− ρRR(i, j))Pr(A(t−1)|CL(t−1)i ∩ CL(t)j )× Pr(CL(t−1)i ∩ CL(t)j )
=
G∑
j=1
(1− ρRR(i, j))ψ(i, j)Pr(CL(t−1)i ∩ CL(t)j )
=
G∑
j=1
(1− ρRR(i, j))ψ(i, j)Pr(CL(t)j |CL(t−1)i )× Pr(CL(t−1)i ) =
G∑
j=1
(1− ρRR(i, j))ψ(i, j)pijηi
Ahora, la probabilidad de que un individuo no responda en el tiempo t − 1, pero s´ı
responda en el tiempo t con clasificacio´n j es
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Pr(k ∈ UCj )
= Pr(A(t) ∩NA(t−1) ∩ CL(t)j )
= Pr(A(t) ∩NA(t−1) ∩ CL(t)j ∩ (CL(t−1)1 ∪ · · · ∪ CL(t−1)G ))
=
G∑
i=1
Pr(A(t) ∩NA(t−1) ∩ CL(t)j ∩ CL(t−1)i )
=
G∑
i=1
Pr(A(t)|NA(t−1) ∩ CL(t)j ∩ CL(t−1)i )× Pr(NA(t) ∩ CL(t)j ∩ CL(t−1)i )
=
G∑
i=1
(1− ρMM (i, j))Pr(NA(t−1) ∩ CL(t)j ∩ CL(t−1)i )
=
G∑
i=1
(1− ρMM (i, j))Pr(NA(t−1)|CL(t)j ∩ CL(t−1)i )× Pr(CL(t)j ∩ CL(t−1)i )
=
G∑
i=1
(1− ρMM (i, j))(1− ψ(i, j))Pr(CL(t)j ∩ CL(t−1)i )
=
G∑
i=1
(1− ρMM (i, j))(1− ψ(i, j))Pr(CL(t)j |CL(t−1)i )× Pr(CL(t−1)i )
=
G∑
i=1
(1− ρMM (i, j))(1− ψ(i, j))pijηi
Por u´ltimo, la probabilidad de que el individuo no responda en ambos tiempos es
Pr(k ∈ UM )
= Pr(NA(t) ∩NA(t−1))
= Pr(NA(t) ∩NA(t−1) ∩ (CL(t)1 ∪ · · · ∪ CL(t)G ) ∩ (CL
(t−1)
1 ∪ · · · ∪ CL(t−1)G ))
=
G∑
i=1
G∑
j=1
Pr(NA(t) ∩NA(t−1) ∩ CL(t)j ∩ CL(t−1)i )
=
G∑
i=1
G∑
j=1
Pr(NA(t)|NA(t−1) ∩ CL(t)j ∩ CL(t−1)i )
× Pr(NA(t−1) ∩ CL(t)j ∩ CL(t−1)i )
=
G∑
i=1
G∑
j=1
ρMM (i, j)Pr(NA
(t−1) ∩ CL(t)j ∩ CL(t−1)i )
=
G∑
i=1
G∑
j=1
ρMM (i, j)Pr(NA
(t−1)|CL(t)j ∩ CL(t−1)i )× Pr(CL(t)j ∩ CL(t−1)i )
=
G∑
i=1
G∑
j=1
ρMM (i, j)(1− ψ(i, j))Pr(CL(t)j ∩ CL(t−1)i )
=
G∑
i=1
G∑
j=1
ρMM (i, j)(1− ψ(i, j))Pr(CL(t)j |CL(t−1)i )× Pr(CL(t−1)i )
=
G∑
i=1
G∑
j=1
ρMM (i, j)(1− ψ(i, j))pijηi

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Es claro que los datos son observados so´lo despue´s de la segunda etapa, y se quiere
realizar inferencias para las probabilidades tanto de la cadena de Markov que genera
los datos como la cadena que genera la ausencia de respuesta. En el contexto de este
modelo de dos etapas, las probabilidades para la matriz de datos son como se muestra
en la tabla 3.2.
Tiempo t− 1 Tiempo t
1 2 · · · j · · · G Comp. fila
1
2
...
i {ρRR(i, j)ψ(i, j)pijηi}
{∑G
j=1(1− ρRR(i, j))ψ(i, j)pijηi
}
...
G
Comp. col.
{∑G
i=1(1− ρMM (i, j))(1− ψ(i, j))pijηi
} ∑G
i=1
∑G
j=1 ρMM (i, j)(1− ψ(i, j))pijηi
Tabla 3.2.: Probabilidades del cambio bruto para dos periodos consecutivos.
De esta forma, la funcio´n de verosimilitud para los datos observados bajo este modelo
de dos etapas es proporcional a
G∏
i=1
G∏
j=1
[ρRR(i, j)ψ(i, j)pijηi]
Nij
×
G∏
i=1
[
G∑
j=1
(1− ρRR(i, j))ψ(i, j)pijηi
]Ri
×
G∏
j=1
[
G∑
i=1
(1− ρMM(i, j))(1− ψ(i, j))pijηi
]Cj
×
[
G∑
i=1
G∑
j=1
ρMM(i, j)(1− ψ(i, j))pijηi
]M
(3.5)
Con i, j = 1, . . . , G. Para obtener las estimaciones de los para´metros en este modelo, es
posible considerar el enfoque de ma´xima verosimilitud. Sin embargo, en el modelo hay
4G2+G para´metros2 con G+1 restricciones3 para los para´metros en la anterior funcio´n
de verosimilitud . Por otro lado, como la funcio´n de verosimilitud esta´ supeditada a la
tabla de contingencia, entonces so´lo se cuenta con (G+1)2 celdas de conteos observados.
2G para´metros de los ηi, G
2 para´metros de los pij , G
2 para´metros de los ψ(i, j), G2 para´metros de
los ρRR(i, j) y G
2 para´metros de los ρMM (i, j).
3Una restriccio´n en
∑
i ηi = 1 y G restricciones en
∑
j pij = 1.
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Luego, para que el modelo sea identificable, se debe reducir el nu´mero de para´metros
que se necesita estimar.
Lu & Lohr (2010), al igual que Stasny (1987) consideran algunas variaciones de modelos
inducidos por la caracterizacio´n anterior. En particular, en este trabajo consideraremos
cuatro modelos reducidos, explicados a continuacio´n.
• Modelo A: considera que la probabilidad inicial de que un individuo sea respon-
diente en el tiempo t− 1 es la misma para todas las clasificaciones contempladas
en la encuesta, es decir ψ(i, j) = ψ. Tambie´n, las probabilidades de transicio´n
entre respondientes y entre no respondientes no dependen de la clasificacio´n del
individuo en la encuesta, es decir ρMM(i, j) = ρMM y ρRR(i, j) = ρRR.
• Modelo B: considera que la probabilidad inicial de que un individuo sea respon-
diente en el tiempo t − 1 depende de su clasificacio´n en el tiempo t − 1, es decir
ψ(i, j) = ψ(i). De la misma manera que en el modelo A, las probabilidades de
transicio´n entre respondientes y entre no respondientes no dependera´n de la clasi-
ficacio´n del individuo en la encuesta, es decir ρMM(i, j) = ρMM y ρRR(i, j) = ρRR.
• Modelo C: asume que, al igual que en el modelo A, la probabilidad inicial de que
un individuo sea respondiente en el tiempo t− 1 es la misma para todas las clasi-
ficaciones contempladas en la encuesta, es decir ψ(i, j) = ψ. Sin embargo, las pro-
babilidades de transicio´n entre respondientes y entre no respondientes dependera´n
de la clasificacio´n del individuo en el periodo t − 1; es decir ρMM(i, j) = ρMM(i)
y ρRR(i, j) = ρRR(i).
• Modelo D: asume que la probabilidad inicial de que un individuo sea respondiente
en el tiempo t − 1 es la misma para todas las clasificaciones contempladas en la
encuesta, es decir ψ(i, j) = ψ. Sin embargo, en este nuevo modelo, las proba-
bilidades de transicio´n entre respondientes y entre no respondientes dependera´n
de la clasificacio´n del individuo en el periodo t; es decir ρMM(i, j) = ρMM(j) y
ρRR(i, j) = ρRR(j).
A continuacio´n se desglosa cada uno de estos modelos para que el lector pueda en-
tender ma´s fa´cilmente las repercusiones que cada reduccio´n conlleva en te´rminos de
interpretacio´n. Para esto se proponen gra´ficos ilustrativos del proceso en dos etapas y
se definen apropiadamente las probabilidades en cada celda de la tabla de contingencias
del proceso observable.
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3.2. Modelo A
La figura 3.1 contempla la estructura probabil´ıstica de este modelo reducido. De la
misma forma, la tabla 3.3 define su verosimilitud.
CL
(t−1)
i
ηi
A(t−1)
ψ
NA(t−1)
1 − ψ
A(t)
ρRR
NA(t)
1 − ρRR
NA(t)
ρMM
A(t)
1 − ρMM
CL
(t)
j
pij
CL
(t)
j
pij
CL
(t)
j
pij
CL
(t)
j
pij
Figura 3.1.: Modelo A. Los super´ındices corresponden con el periodo de medicio´n y los
sub´ındices con el estado de clasificacio´n del individuo. En el tiempo t−1 la
respuesta A (o no respuesta NA) no depende de la clasificacio´n CLi. En
el tiempo t, la respuesta A (o no respuesta NA )depende de la respuesta
en el tiempo t− 1 e inducen las clasificaciones CLj. Las probabilidades de
ocurrencia de los eventos se muestran debajo de los mismos.
Tiempo t− 1 Tiempo t
1 2 · · · j · · · G Comp. fila
1
2
...
i ρRRψ {pijηi} (1− ρRR)ψ
{∑G
j=1 pijηi
}
...
G
Comp. col. (1− ρMM )(1− ψ)
{∑G
i=1 pijηi
}
ρMM (1− ψ)
∑G
i=1
∑G
j=1 pijηi
Tabla 3.3.: Probabilidades del cambio bruto para dos periodos consecutivos (segu´n el
Modelo A).
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3.3. Modelo B
La figura 3.2 contempla la estructura probabil´ıstica de este modelo reducido. De la
misma forma, la tabla 3.4 define su verosimilitud.
CL
(t−1)
i
ηi
A(t−1)
ψ(i)
NA(t−1)
1 − ψ(i)
A(t)
ρRR
NA(t)
1 − ρRR
NA(t)
ρMM
A(t)
1 − ρMM
CL
(t)
j
pij
CL
(t)
j
pij
CL
(t)
j
pij
CL
(t)
j
pij
Figura 3.2.: Modelo B. Los super´ındices corresponden con el periodo de medicio´n y los
sub´ındices con el estado de clasificacio´n del individuo. En el tiempo t − 1
la respuesta A (o no respuesta NA) s´ı depende de la clasificacio´n CLi. En
el tiempo t, la respuesta A (o no respuesta NA) depende de la respuesta
en el tiempo t− 1 e inducen las clasificaciones CLj. Las probabilidades de
ocurrencia de los eventos se muestran debajo de los mismos.
Tiempo t− 1 Tiempo t
1 2 · · · j · · · G Comp. fila
1
2
...
i ρRR {ψ(i)pijηi} (1− ρRR)
{∑G
j=1 ψ(i)pijηi
}
...
G
Comp. col. (1− ρMM )
{∑G
i=1(1− ψ(i))pijηi
}
ρMM
∑G
i=1
∑G
j=1(1− ψ(i))pijηi
Tabla 3.4.: Probabilidades del cambio bruto para dos periodos consecutivos (segu´n el
Modelo B).
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3.4. Modelo C
La figura 3.3 contempla la estructura probabil´ıstica de este modelo reducido. De la
misma forma, la tabla 3.5 define su verosimilitud.
CL
(t−1)
i
ηi
A(t−1)
ψ
NA(t−1)
1 − ψ
A(t)
ρRR(i)
NA(t)
1 − ρRR(i)
NA(t)
ρMM(i)
A(t)
1− ρMM(i)
CL
(t)
j
pij
CL
(t)
j
pij
CL
(t)
j
pij
CL
(t)
j
pij
Figura 3.3.: Modelo C. Los super´ındices corresponden con el periodo de medicio´n y los
sub´ındices con el estado de clasificacio´n del individuo. En el tiempo t−1 la
respuesta A (o no respuesta NA) no depende de la clasificacio´n CLi. En el
tiempo t, la respuesta A (o no respuesta NA) depende de la respuesta en
el tiempo t−1 y de la clasificacio´n en t−1. As´ı mismo, inducen las clasifi-
caciones CLj. Las probabilidades de ocurrencia de los eventos se muestran
debajo de los mismos.
Tiempo t− 1 Tiempo t
1 2 · · · j · · · G Comp. fila
1
2
...
i ψ {ρRR(i)pijηi} ψ
{∑G
j=1(1− ρRR(i))pijηi
}
...
G
Comp. col. (1− ψ)
{∑G
i=1(1− ρMM (i))pijηi
}
(1− ψ)∑Gi=1∑Gj=1 ρMM (i)pijηi
Tabla 3.5.: Probabilidades del cambio bruto para dos periodos consecutivos (segu´n el
Modelo C).
3.5. Modelo D 29
3.5. Modelo D
La figura 3.4 contempla la estructura probabil´ıstica de este modelo reducido. De la
misma forma, la tabla 3.6 define su verosimilitud.
CL
(t−1)
i
ηi
A(t−1)
ψ
NA(t−1)
1 − ψ
CL
(t)
j
pij
CL
(t)
j
pij
CL
(t)
j
pij
CL
(t)
j
pij
A(t)
ρRR(j)
NA(t)
1− ρRR(j)
NA(t)
ρMM(j)
A(t)
1− ρMM(j)
Figura 3.4.: Modelo D. Los super´ındices corresponden con el periodo de medicio´n y los
sub´ındices con el estado de clasificacio´n del individuo. En el tiempo t − 1
la respuesta A (o no respuesta NA) no depende de la clasificacio´n CLi.
En el tiempo t, las clasificaciones CLj dependen de la respuesta A (o no
respuesta NA). As´ı mismo, inducen la respuesta A (o no respuesta NA)
en el tiempo t. Las probabilidades de ocurrencia de los eventos se muestran
debajo de los mismos.
Tiempo t− 1 Tiempo t
1 2 · · · j · · · G Comp. fila
1
2
...
i ψ {ρRR(j)pijηi} ψ
{∑G
j=1(1− ρRR(j))pijηi
}
...
G
Comp. col. (1− ψ)
{∑G
i=1(1− ρMM (j))pijηi
}
(1− ψ)∑Gi=1∑Gj=1 ρMM (j)pijηi
Tabla 3.6.: Probabilidades del cambio bruto para dos periodos consecutivos (segu´n el
Modelo D).

4. Estimacio´n de los para´metros de
intere´s
4.1. Estimacio´n de los conteos
No´tese que fa´cilmente se puede concluir que el taman˜o total de la poblacio´n de intere´s,
N , debe satisfacer la siguiente expresio´n:
N =
∑
i
∑
j
Nij +
∑
j
Cj +
∑
i
Ri +M
Sin embargo, dado que la realidad de las encuestas es compleja, y que no todos los
entrevistados sera´n respondientes, entonces bajo un modelo poblacional de ausencia de
respuesta, ser´ıa posible repartir a los no respondientes, categorizados en los comple-
mentos fila, complementos columna y no respondientes en ninguna entrevista, en las
celdas de la clasificacio´n poblacional. Si la ausencia de respuesta no fuese diferencial,
entonces esa reparticio´n deber´ıa ser equitativa y proporcional entre las celdas de inte-
re´s. Sin embargo, si por alguna razo´n, el modelo indica que la clasificacio´n del individuo
induce la ausencia de respuesta, entonces esa reparticio´n, no deber´ıa ser ni equitativa
ni proporcional.
Mediante la definicio´n de las siguientes caracter´ısticas de intere´s, es posible definir los
para´metros de intere´s.
y1ik =
{
1, si el individuo k-e´simo responde en t− 1 y tiene clasificacio´n i;
0, en otro caso.
(4.1)
y2jk =
{
1, si el individuo k-e´simo responde en t y tiene clasificacio´n j;
0, en otro caso.
(4.2)
Por lo anterior, el producto de las anteriores cantidades, definido como y1iky2jk, provee
una nueva caracter´ıstica de intere´s que toma el valor uno, si el individuo contesto´ en
ambos periodos y esta´ clasificado en la celda ij y cero para cualquier otro caso. De esta
forma, se tiene que
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Nij =
∑
k∈U
y1iky2jk (4.3)
Adema´s se definen las siguientes caracter´ısticas dicoto´micas
z1k =
{
1, si el individuo k-e´simo responde en t− 1;
0, en otro caso.
(4.4)
z2k =
{
1, si el individuo k-e´simo responde en t;
0, en otro caso.
(4.5)
Por lo tanto, se tiene que
Ri =
∑
k∈U
y1ik(1− z2k) (4.6)
Cj =
∑
k∈U
y2jk(1− z1k) (4.7)
M =
∑
k∈U
(1− z1k)(1− z2k) (4.8)
Sin embargo, dado que muy pocas veces es posible acceder a la poblacio´n de intere´s,
y mucho menos en dos ocasiones consecutivas, entonces se hace necesario disponer de
un proceso de muestreo que permita estimar los para´metros de intere´s. Por lo tanto,
en la mayor´ıa de casos es imprescindible seleccionar una muestra s y esa seleccio´n
induce ponderaciones que pueden ser utilizadas para estimar los para´metros de intere´s.
De esta forma, en este cap´ıtulo, vamos a revisar algunas metodolog´ıas que permitan
obtener pesos de muestreo ido´neos para esta clase de procesos longitudinales. Luego,
siendo wk la ponderacio´n del k-e´simo individuo inducida por una estrategia (disen˜o
de muestreo y estimador) de muestreo, entonces las siguientes expresiones representan
estimadores de los para´metros de intere´s
Nˆij =
∑
k∈S
wky1iky2jk (4.9)
Rˆi =
∑
k∈S
wky1ik(1− z2k) (4.10)
Cˆj =
∑
k∈S
wky2jk(1− z1k) (4.11)
Mˆ =
∑
k∈S
wk(1− z1k)(1− z2k) (4.12)
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para Nij, Ri, Cj y M , respectivamente. Note que un estimador insesgado para el taman˜o
dee la poblacio´n es:
Nˆ =
∑
i
∑
j
Nˆij +
∑
j
Cˆj +
∑
i
Rˆi + Mˆ =
∑
s
wkvk (4.13)
donde
vk =
∑
i
y1ik
∑
j
y2jk +
∑
j
y2jk(1− z1k) +
∑
i
y1ik(1− z2k) + (1− z1k)(1− z2k)
4.2. Definicio´n de los para´metros de intere´s
Como se menciono´ anteriormente, Stasny (1987) extiende las ideas de Chen & Fienberg
(1974) quienes llevan a cabo la estimacio´n de ma´xima verosimilitud en tablas de con-
tingencia para datos clasificados parcialmente, y toma los datos como el resultado de
un proceso de dos etapas, donde en la primera etapa (no observable), los individuos son
ubicados dentro de las celdas de una matriz G × G de acuerdo con las probabilidades
de una cadena de Markov.
Recordemos que ηi denota la probabilidad inicial de que un individuo este´ en el estado
i en el tiempo t − 1 con ∑i ηi = 1, y pij la probabilidad de transicio´n desde el estado
i al estado j, donde
∑
j pij = 1 para todo i. En la segunda etapa del proceso, cada
individuo en la celda ij (i, j = 1, . . . , G) de la matriz puede ser no respondiente en el
tiempo t − 1 y perder la clasificacio´n por fila, o ser no respondiente en el tiempo t y
perder la clasificacio´n columna, o bien, ser no respondiente en ambos tiempos y perder
ambas clasificaciones. Adema´s, ψ(i, j) es la probabilidad inicial de que un individuo
en la celda ij responda en el tiempo t − 1, ρRR(i, j) la probabilidad de transicio´n
de ser respondiente en el tiempo t− 1 a ser respondiente en el tiempo t, y ρMM(ij) la
probabilidad de transicio´n de ser no respondiente en el tiempo t−1 a ser no respondiente
en el tiempo t.
Es claro que los datos son observados so´lo despue´s de la segunda etapa, y se quiere
realizar inferencias para las probabilidades tanto de la cadena de Markov que genera
los datos como la cadena que genera la ausencia de respuesta. En el contexto de este
modelo de dos etapas, las probabilidades para la matriz de datos son como se muestra
en la tabla 3.2 y constituyen algunos de los para´metros de intere´s.
Por otro lado, del proceso no observable resultan otros para´metros de intere´s, tal como
se describe a continuacio´n. Para esto, se supone que existe una poblacio´n finita U ,
en la cual existe una clasificacio´n en dos periodos de tiempo de todos sus individuos.
Obviamente, e´ste es un proceso no observable, puesto que ni siquiera realizando un
censo de la poblacio´n se tendr´ıa una clasificacio´n completa puesto que es imposible
conseguir que todos lo individuos respondan. Es decir, si no existiese el feno´meno de
ausencia de respuesta, se podr´ıa obtener esa clasificacio´n de intere´s. En este proceso no
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observable, y suponiendo que existen G posibles clasificaciones en cada tiempo, entonces
la distribucio´n de los cambios brutos en la poblacio´n queda definida como se ilustra en
la tabla 4.1
Tiempo t− 1 Tiempo t
1 2 · · · j · · · G
1 X11 X12 · · · X1j · · · X1G
2 X21 X22 · · · X2j · · · X2G
...
...
...
. . .
...
. . .
...
i Xi1 Xi2 · · · Xij · · · XiG
...
...
...
. . .
...
. . .
...
G XG1 XG2 · · · XGj · · · XGG
Tabla 4.1.: Cambio bruto poblacional (proceso no-observable) en dos periodos consecu-
tivos.
Con Xij, el nu´mero de unidades en la poblacio´n finita con clasificacio´n i en el tiempo
t − 1 y j en el tiempo t (i, j = 1, . . . , G). A su vez, se nota fa´cilmente que el taman˜o
total de la poblacio´n, N , debe satisfacer la siguiente expresio´n:
N =
∑
i
∑
j
Xij
Siguiendo el proceso descrito en los cap´ıtulos anteriores, se supone que en esta etapa
no observable el vector conformado por las entradas de la anterior tabla de contingen-
cias sigue una distribucio´n de probabilidad multinomial con vector de probabilidades
conformado por los valores {ηipij}i,j=1,...,G. Lo anterior supone un modelo de superpobla-
cio´n en donde los conteos se consideran aleatorios. En te´rminos de notacio´n, la medida
de probabilidad que rige estos conteos se denotara´ con el sub´ındice ξ. Luego, basado
en la argumentacio´n de la seccio´n 2.5 y adema´s considerando que la probabilidad de
clasificacio´n en la celda i, j para el k-e´simo individuo es
Pξ(k tenga clasificacio´n i en t− 1 y clasificacio´n j en t)
= Pξ(k tenga clasificacio´n i en t− 1)
× Pξ(k tenga clasificacio´n j en el tiempo t|k tiene clasificacio´n i en t− 1)
= ηipij
Lo anterior indica que efectivamente Xij es una variable aleatoria, y si la poblacio´n
finita tiene N individuos, entonces su esperanza basada en el modelo estara´ dada por
Eξ(Xij) = Nηipij = µij (4.14)
No´tese que esta esperanza µij constituye uno de los para´metros ma´s importantes en
este proyecto de investigacio´n puesto que hace referencia directa a la esperanza de los
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cambios brutos en la poblacio´n de intere´s en los dos periodos consecutivos. Por otro lado,
tambie´n es importante comprender que µij es un para´metro del modelo en dos etapas
puesto que a su vez, como se vio en el cap´ıtulo anterior, las estimaciones de ηi y de pij,
adema´s de ser interdependientes, tambie´n esta´n determinadas por las estimaciones de
los para´metros definidos en la segunda etapa. Ahora, definiendo a y1 como el vector que
contiene a las caracter´ısticas y1ik, y2 como el vector que contiene a las caracter´ısticas
y2jk, z1 como el vector que contiene a las caracter´ısticas z1k, z2 como el vector que
contiene a las caracter´ısticas z2k y siendo ψ, el vector que contiene a los para´metros
ψ(i, j); ρRR, el vector que contiene a los para´metros ρRR(i, j); ρMM , el vector que
contiene a los para´metros ρMM(i, j); η, el vector que contiene a los para´metros ηi; y
p, el vector que contiene a los para´metros pij, para todo i, j = 1, . . . , G, entonces, los
para´metros de intere´s son:
• los para´metros naturales del modelo, determinados por el vector
θ = (ψ′,ρ′RR,ρ
′
MM ,η
′,p′)′
• el vector de esperanzas de los conteos poblacionales definido como
µ = (µ11, . . . , µij, . . . , µGG)
′
4.3. Funcio´n de verosimilitud poblacional
La funcio´n de verosimilitud para los datos observados bajo este modelo de dos etapas,
para un censo de toda la poblacio´n U , es proporcional a
LU =
∏
i
∏
j
[ψ(i, j)ρRR(i, j)ηipij ]
Nij ×
∏
i
∑
j
ψ(i, j)(1− ρRR(i, j))ηipij
Ri
×
∏
j
[∑
i
(1− ψ(i, j))(1− ρMM (i, j))ηipij
]Cj
×
∑
i
∑
j
(1− ψ(i, j))ρMM (i, j)ηipij
M
(4.15)
El modelo asumido por la anterior ecuacio´n supone que la ausencia de respuesta es no
ignorable en ambos instantes t y t− 1. Ahora, teniendo en cuenta la forma funcional de
todos los para´metros de intere´s, entonces se llega al siguiente resultado.
Resultado 4.1. La log-verosimilitud para los datos observados en toda la poblacio´n de
intere´s se puede reescribir como
lU =
∑
k∈U
fk(ψ,ρRR,ρMM ,η,p,y1,y2, z1, z2) (4.16)
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En donde,
fk(ψ,ρRR,ρMM ,η,p,y1,y2, z1, z2) (4.17)
=
∑
i
∑
j
y1iky2jk ln (ψ(i, j)ρRR(i, j)ηipij)
+
∑
i
y1ik(1− z2k) ln
(∑
j
ψ(i, j)(1− ρRR(i, j))ηipij
)
+
∑
j
y2jk(1− z1k) ln
(∑
i
(1− ψ(i, j))(1− ρMM(i, j))ηipij
)
+ (1− z1k)(1− z2k) ln
(∑
i
∑
j
(1− ψ(i, j))ρMM(i, j)ηipij
)
(4.18)
Prueba. Tomando logaritmo a la funcio´n de verosimilitud, y definie´ndola como l, se
tiene que
lU = ln(LU )
=
∑
i
∑
j
Nij ln (ψ(i, j)ρRR(i, j)ηipij) +
∑
i
Ri ln
∑
j
ψ(i, j)(1− ρRR(i, j))ηipij

+
∑
j
Cj ln
(∑
i
(1− ψ(i, j))(1− ρMM (i, j))ηipij
)
+M ln
∑
i
∑
j
(1− ψ(i, j))ρMM (i, j)ηipij

Notando que Nij =
∑
k∈U y1iky2jk, Ri =
∑
k∈U y1ik(1 − z2k), Cj =
∑
k∈U y2jk(1 − z1k)
y M =
∑
k∈U(1 − z1k)(1 − z2k), y despue´s de factorizar la sumatoria sobre toda la
poblacio´n, se tiene la prueba del resultado. 
La log-verosimilitud poblacional esta´ dada por la siguiente expresio´n
lU(θ) =
∑
k∈U
fk(ψ,ρRR,ρMM ,η,p,y1,y2, z1, z2) (4.19)
Por lo tanto, para obtener estimadores de los para´metros, es necesario maximizar la
anterior funcio´n. Utilizando las te´cnicas esta´ndares de ma´xima verosimilitud, se tiene
que la ecuaciones de verosimilitud esta´n dadas por
∑
k∈U
uk(θ) = 0 (4.20)
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donde los vectores uk, a los que se les conoce como scores, se definen como
uk(θ) =
∂ fk(θ)
∂θ
(4.21)
Por otro lado, dado que en muy pocas ocasiones es posible entrevistar a toda la pobla-
cio´n de intere´s, y se opta por la seleccio´n de una muestra probabil´ıstica, entonces a la
expresio´n
∑
k∈U uk(θ) se le considerara´ como un para´metro poblacional. De esta forma,
considerando a wk como la ponderacio´n inducida por la estrategia de muestreo, entonces
un estimador insesgado para esta suma de scores se define como
∑
k∈S wkuk(θ). Por lo
tanto, igualando esta suma ponderada de scores a cero, se tiene un estimador que s´ı
considera los pesos del disen˜o de muestreo complejo. Luego, a la siguiente expresio´n se
le conoce con el nombre de ecuacio´n de pseudo-verosimilitud y constituye un me´todo
efectivo para encontrar estimadores de los para´metros del modelo que s´ı dependan de
los pesos de la estrategia de muestreo:
∑
k∈S
wkuk(θ) = 0 (4.22)
Con base en lo anterior, es posible obtener un estimador θˆ, al resolver el sistema de
ecuaciones resultante. Sin embargo, en el modelo hay 4G2 + G para´metros con G + 1
restricciones para los para´metros en la anterior funcio´n de verosimilitud y dado que la
funcio´n de verosimilitud esta´ supeditada a la tabla de contingencia, pues el modelo en
dos etapas es inducido por los datos poblacionales observados entonces, como se hab´ıa
discutido anteriormente, so´lo se cuenta con (G + 1)2 celdas de conteos observados o
estimados. Luego, se debe reducir el nu´mero de para´metros del modelo en dos etapas.
De otra forma no existir´ıa solucio´n a las ecuaciones de verosimilitud.
4.4. Modelo A
Para este modelo reducido, se considera que la probabilidad inicial de que un individuo
sea respondiente en el tiempo t−1 es la misma para todas las clasificaciones contempla-
das en la encuesta, es decir ψ(i, j) = ψ. Tambie´n, las probabilidades de transicio´n entre
respondientes y entre no respondientes no dependen de la clasificacio´n del individuo en
la encuesta, es decir ρMM(i, j) = ρMM y ρRR(i, j) = ρRR. Bajo estos supuestos, se tiene
el siguiente resultado que permite que las estimaciones de las probabilidades del modelo
de Markov contemplen los pesos inducidos por la estrategia de muestreo utilizada.
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Resultado 4.2. Bajo los supuestos del modelo A, las estimaciones resultantes del me´-
todo de ma´xima pseudo-verosimilitud para ψ, ρRR y ρMM esta´n dadas por
ψˆmpv =
∑
i
∑
j Nˆij +
∑
i Rˆi∑
i
∑
j Nˆij +
∑
i Rˆi +
∑
j Cˆj + Mˆ
(4.23)
ρˆRR,mpv =
∑
i
∑
j Nˆij∑
i
∑
j Nˆij +
∑
i Rˆi
(4.24)
ρˆMM,mpv =
Mˆ∑
j Cˆj + Mˆ
(4.25)
respectivamente.
Prueba. Partiendo de la definicio´n de pseudo log-verosimilitud, y teniendo en cuenta
lo supuestos del modelo, se tiene que
lU =
∑
k∈U
[∑
i
∑
j
y1iky2jk ln (ψρRRηipij)
+
∑
i
y1ik(1− z2k) ln
(∑
j
ψ(1− ρRR)ηipij
)
+
∑
j
y2jk(1− z1k) ln
(∑
i
(1− ψ)(1− ρMM)ηipij
)
+(1− z1k)(1− z2k) ln
(∑
i
∑
j
(1− ψ)ρMMηipij
)]
=
∑
k∈U
[∑
i
∑
j
y1iky2jk[ln(ψ) + ln(ρRR) + ln(ηi) + ln(pij)]
+
∑
k∈U
∑
i
y1ik(1− z2k)[ln(ψ) + ln(1− ρRR) + ln(ηi) + ln(
∑
j
pij)]
+
∑
k∈U
∑
j
y2jk(1− z1k)[ln(1− ρMM) + ln(1− ψ) + ln(
∑
i
ηipij)]
+
∑
k∈U
(1− z1k)(1− z2k)[ln(1− ψ) + ln(ρMM) + ln(
∑
i
∑
j
ηipij)]
]
=
∑
k∈U
fk(ψ, ρRR, ρMM ,η,p,y1,y2, z1, z2) (4.26)
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Con base en lo anterior, se define el score para ψ como
uk(ψ) =
∂ fk(ψ, ρRR, ρMM ,η,p,y1,y2, z1, z2)
∂ ψ
=
∑
i
∑
j y1iky2jk
ψ
+
∑
i y1ik(1− z2k)
ψ
−
∑
j y2jk(1− z1k)
1− ψ −
(1− z1k)(1− z2k)
1− ψ
=
(1− ψ)(∑i∑j y1iky2jk +∑i y1ik(1− z2k))− ψ(∑j y2jk(1− z1k) + (1− z1k)(1− z2k))
ψ(1− ψ)
Por lo tanto, para este para´metro, las ecuaciones de pseudo-verosimilitud esta´n dadas
por ∑
k∈S
wkuk(ψ) = 0
Las cuales se pueden reescribir como
0 =
∑
i
∑
j
∑
k∈S wky1iky2jk
ψ
+
∑
i
∑
k∈S wky1ik(1− z2k)
ψ
−
∑
j
∑
k∈S wky2jk(1− z1k)
1− ψ −
∑
k∈S wk(1− z1k)(1− z2k)
1− ψ
y a su vez, reemplazando convenientemente, se reescriben como
0 =
∑
i
∑
j Nˆij
ψ
+
∑
i Rˆi
ψ
−
∑
j Cˆj
1− ψ −
Mˆ
1− ψ
entonces, resolviendo para ψ, se tiene que
ψˆmpv =
∑
i
∑
j Nˆij +
∑
i Rˆi∑
i
∑
j Nˆij +
∑
i Rˆi +
∑
j Cˆj + Mˆ
De otra forma, se define el score para ρRR como
uk(ψ) =
∂ fk(ψ, ρRR, ρMM ,η,p,y1,y2, z1, z2)
∂ ρRR
=
∑
i
∑
j y1iky2jk
ρRR
−
∑
i y1ik(1− z2k)
1− ρRR
Luego, las ecuaciones de pseudo-verosimilitud para ρRR esta´n dadas por∑
k∈S
wkuk(ρRR) = 0
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Las cuales se pueden reescribir como
0 =
∑
i
∑
j
∑
k∈S wky1iky2jk
ρRR
−
∑
i
∑
k∈S wky1ik(1− z2k)
1− ρRR
y a su vez, reemplazando convenientemente, se tiene que
0 =
∑
i
∑
j
∑
k∈S
wky1iky2jk − ρRR
(∑
i
∑
j
∑
k∈S
wky1iky2jk +
∑
i
∑
k∈S
wky1ik(1− z2k)
)
entonces, resolviendo para ρRR, se tiene que
ρˆRR,mpv =
∑
i
∑
j Nˆij∑
i
∑
j Nˆij +
∑
i Rˆi
Por u´ltimo, se define el score para ρMM como
uk(ψ) =
∂ fk(ψ, ρRR, ρMM ,η,p,y1,y2, z1, z2)
∂ ρMM
= −
∑
j y2jk(1− z1k)
1− ρMM +
(1− z1k)(1− z2k)
ρMM
Luego, las ecuaciones de pseudo-verosimilitud para ρMM esta´n dadas por∑
k∈S
wkuk(ρMM) = 0
Las cuales se pueden reescribir como
0 = −
∑
j
∑
k∈S wky2jk(1− z1k)
1− ρMM +
∑
k∈S wk(1− z1k)(1− z2k)
ρMM
y a su vez, reemplazando convenientemente, se tiene que
0 = −ρMM
∑
j
∑
k∈S
wky2jk(1− z1k) + (1− ρMM)
∑
k∈S
wk(1− z1k)(1− z2k)
entonces, resolviendo para ρMM , se tiene que
ρˆMM,mpv =
Mˆ∑
j Cˆj + Mˆ

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Resultado 4.3. Bajo los supuestos del modelo A, las estimaciones resultantes del me´-
todo de ma´xima pseudo-verosimilitud para ηi y pij se obtienen mediante la iteracio´n
hasta convergencia de las siguientes expresiones
ηˆ
(v+1)
i,mpv =
∑
j Nˆij + Rˆi +
∑
j
(
Cˆj ηˆ
(v)
i pˆ
(v)
ij∑
i ηˆ
(v)
i pˆ
(v)
ij
)
∑
i
∑
j Nˆij +
∑
i Rˆi +
∑
j Cˆj
(4.27)
pˆ
(v+1)
ij,mpv =
Nˆij +
Cˆj ηˆ
(v)
i pˆ
(v)
ij∑
i ηˆ
(v)
i pˆ
(v)
ij∑
j Nˆij +
∑
j
(
Cˆj ηˆ
(v)
i pˆ
(v)
ij∑
i ηˆ
(v)
i pˆ
(v)
ij
) (4.28)
respectivamente. El super´ındice (v) determina el valor de la estimacio´n de los para´me-
tros de intere´s en la iteracio´n v-e´sima.
Prueba. En primer lugar, se advierte que la estimacio´n para estos para´metros esta´ su-
jeta a las restricciones
∑
i ηi = 1 y
∑
j pij = 1. Por lo tanto, el proceso de maximizacio´n
debe contemplar el uso de los multiplicadores de Lagrange. Por lo tanto, la funcio´n que
se debe maximizar, la cual incluye las anteriores restricciones, se expresa como
lU + λ1(
∑
i
ηi − 1) + λ2(
∑
j
pij − 1) (4.29)
Donde lU esta´ definida por (4.26). Con base en lo anterior, se define el score para ηi
como
uk(ηi) =
∂ fk(ψ, ρRR, ρMM ,η,p,y1,y2, z1, z2)
∂ ηi
+
∂ λ1(
∑
i ηi − 1)
∂ ηi
=
∑
j y1iky2jk
ηi
+
y1ik(1− z2k)
ηi
+
∑
j
y2jk(1− z1k) pij∑
i ηipij
+ (1− z1k)(1− z2k)
∑
j pij∑
i
∑
j ηipij
+ λ1
=
∑
j y1iky2jk + y1ik(1− z2k)
ηi
+
∑
j
y2jk(1− z1k) pij∑
i ηipij
+ (1− z1k)(1− z2k) + λ1
(4.30)
En donde el u´ltimo paso atiende a las igualdades formuladas en las restricciones, puesto
que
∑
i
∑
j ηipij =
∑
i ηi
∑
j pij =
∑
i ηi = 1. Por lo tanto, para este para´metro, las
ecuaciones de pseudo-verosimilitud esta´n dadas por∑
k∈S
wkuk(ηi) = 0
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Las cuales se pueden reescribir como
0 =
∑
j
∑
S wky1iky2jk +
∑
S wky1ik(1− z2k)
ηi
+
∑
j
∑
S
wky2jk(1− z1k) pij∑
i ηipij
+
∑
S
wk(1− z1k)(1− z2k) + λ1
∑
S
wk
De donde se tiene que,∑
j
∑
S wky1iky2jk +
∑
S wky1ik(1− z2k)
ηi
+
∑
j
∑
S
wky2jk(1− z1k) pij∑
i ηipij
= −
∑
S
wk(1− z1k)(1− z2k)− λ1
∑
S
wk
Luego,∑
j
∑
S
wky1iky2jk +
∑
S
wky1ik(1− z2k) +
∑
j
∑
S
wky2jk(1− z1k) ηipij∑
i ηipij
=
(
−
∑
S
wk(1− z1k)(1− z2k)− λ1
∑
S
wk
)
ηi (4.31)
Por consiguiente,
ηi =
∑
j
∑
S wky1iky2jk +
∑
S wky1ik(1− z2k) +
∑
j
∑
S wky2jk(1− z1k) ηipij∑
i ηipij
−∑S wk(1− z1k)(1− z2k)− λ1∑S wk
(4.32)
Por otro lado, apelando a la restriccio´n
∑
i ηi = 1 y sumando sobre i a ambos lados de
(4.31), se tiene que
⇒
∑
i
∑
j
∑
S
wky1iky2jk +
∑
i
∑
S
wky1ik(1− z2k) +
∑
i
∑
j
∑
S
wky2jk(1− z1k) ηipij∑
i ηipij
=
(
−
∑
S
wk(1− z1k)(1− z2k)− λ1
∑
S
wk
)∑
i
ηi
⇒
∑
i
∑
j
Nˆij +
∑
i
Rˆi +
∑
j
Cˆj
∑
i
ηipij∑
i ηipij
=
(
−
∑
S
wk(1− z1k)(1− z2k)− λ1
∑
S
wk
)
⇒
∑
i
∑
j
Nˆij +
∑
i
Rˆi +
∑
j
Cˆj =
(
−
∑
S
wk(1− z1k)(1− z2k)− λ1
∑
S
wk
)
(4.33)
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Entonces, de (4.33) se tiene que λ1 = −Nˆ/Nˆ = −1. Por otro lado, reemplazando a
(4.33) en el denominador de (4.32), se tiene finalmente que
ηi =
∑
j Nˆij + Rˆi +
∑
j
(
Cˆjηipij∑
i ηipij
)
∑
i
∑
j Nˆij +
∑
i Rˆi +
∑
j Cˆj
(4.34)
Para esta expresio´n, no se puede despejar la cantidad de intere´s. Sin embargo, sera´
utilizada ma´s adelante en la implementacio´n de un algoritmo iterativo que permita la
definicio´n de un estimador para cada uno de los {ηi}. Por otro lado, para hallar el
estimador de ma´xima verosimilitud de los {pij}, y partiendo de la expresio´n (4.26), se
define el score para pij como
uk(pij) =
∂ fk(ψ, ρRR, ρMM ,η,p,y1,y2, z1, z2)
∂ pij
+
∂ λ2(
∑
i pij − 1)
∂ pij
=
y1iky2jk
pij
+
y1ik(1− z2k)∑
j pij
+ y2jk(1− z1k) ηi∑
i ηipij
+ (1− z1k)(1− z2k) ηi∑
i
∑
j ηipij
+ λ2
=
y1iky2jk
pij
+ y1ik(1− z2k) + y2jk(1− z1k) ηi∑
i ηipij
+ (1− z1k)(1− z2k)ηi + λ2 (4.35)
En donde el u´ltimo paso atiende a las igualdades formuladas en las restricciones. Por
lo tanto, para este para´metro, las ecuaciones de pseudo-verosimilitud esta´n dadas por∑
k∈S
wkuk(pij) = 0
Las cuales se pueden reescribir como
0 =
∑
S wky1iky2jk
pij
+
∑
S
wky1ik(1− z2k)
+
∑
S
wky2jk(1− z1k) ηi∑
i ηipij
+
∑
S
wk(1− z1k)(1− z2k)ηi +
∑
S
wkλ2
De donde se tiene que,∑
S wky1iky2jk
pij
+
∑
S
wky2jk(1− z1k) ηi∑
i ηipij
= −
∑
S
wky1ik(1− z2k)−
∑
S
wk(1− z1k)(1− z2k)ηi −
∑
S
wkλ2
Luego,∑
S
wky1iky2jk +
∑
S
wky2jk(1− z1k) pijηi∑
i ηipij
=
(
−
∑
S
wky1ik(1− z2k)−
∑
S
wk(1− z1k)(1− z2k)ηi −
∑
S
wkλ2
)
pij (4.36)
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Por consiguiente,
pij =
∑
S wky1iky2jk +
∑
S wky2jk(1− z1k) pijηi∑
i ηipij
−∑S wky1ik(1− z2k)−∑S wk(1− z1k)(1− z2k)ηi −∑S wkλ2 (4.37)
Por otro lado, apelando a la restriccio´n
∑
j pij = 1 y sumando sobre j a ambos lados
de (4.36), se tiene que
⇒
∑
j
∑
S
wky1iky2jk +
∑
j
∑
S
wky2jk(1− z1k) pijηi∑
i ηipij
=
(
−
∑
S
wky1ik(1− z2k)−
∑
S
wk(1− z1k)(1− z2k)ηi −
∑
S
wkλ2
)∑
j
pij
⇒
∑
j
Nˆij +
∑
j
Cˆj
pijηi∑
i ηipij
=
(
−
∑
S
wky1ik(1− z2k)−
∑
S
wk(1− z1k)(1− z2k)ηi −
∑
S
wkλ2
)
(4.38)
Por tanto, de (4.38), se tiene que
λ2 =
−∑j Nˆij − Rˆi − Mˆηi −∑j Cˆj ( ηipij∑
i ηipij
)
Nˆ
Entonces, reemplazando a (4.38) en el denominador de (4.37), se tiene finalmente que
pij =
Nˆij +
Cˆjηipij∑
i ηipij∑
j Nˆij +
∑
j
(
Cˆjηipij∑
i ηipij
) (4.39)
Ahora, no´tese que, en general, es imposible resolver la anterior expresio´n para los {pij}
de tal forma que la solucio´n sea una expresio´n cerrada. Lo mismo sucede con la ex-
presio´n (4.34) para los {ηi}. Sin embargo, es posible utilizar un enfoque iterativo 1, el
cual ha demostrado poseer la cualidad de ra´pida convergencia en problemas de estima-
cio´n ma´ximo-veros´ımil en tablas contingencia. Este enfoque asume que, partiendo de
(4.34) y de (4.39), el estimador de ma´xima pseudo-verosimilitud se encuentra tras iterar
conjuntamente estas expresiones. 
1Este procedimiento iterativo especial fue primero derivado en la formulacio´n de modelos de ve-
rosimilitud anidada en los desarrollos de Hocking & Oxspring (1971), aunque tambie´n aparece
implementado en Blumenthal (1968), Reinfurt (1970), Chen & Fienberg (1974), Fienberg & Stasny
(1983), Stasny (1987), Stasny (1988), entre otros. Lu & Lohr (2010, seccio´n 3.2.2.) consideran un
problema similar para marcos de muestreo duales que resuelven mediante me´todos nume´ricos y
programacio´n con la funcio´n nlm de R.
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Los anteriores resultados proveen un desarrollo exhaustivo para que la implementacio´n
del modelo Markoviano en dos etapas s´ı tenga en cuenta los pesos del disen˜o de muestreo
complejo utilizado en el desarrollo de las encuestas longitudinales. Ahora, una pregunta
de intere´s estar´ıa determinada por la escogencia de los valores iniciales {ηˆ(0)i } y {pˆ(0)ij }.
En general, cualquier conjunto de valores es va´lido, siempre y cuando respeten las
restricciones iniciales. Es decir,∑
i
ηˆ
(0)
i = 1∑
j
pˆ
(0)
ij = 1
Sin embargo, teniendo en cuenta las recomendaciones de Chen & Fienberg (1974) y
notando que bajo el hipote´tico caso de que todos los individuos fuesen respondientes
en ambos periodos, entonces se tendr´ıa que M = 0, Ri = 0 (para todo i = 1, . . . , G)
y Cj = 0 (para todo j = 1, . . . , G). Por lo tanto, sus estimaciones por muestreo ser´ıan
tambie´n nulas. Luego, apelando a las expresiones de los estimadoreses resultantes, un
escogencia prudente esta´ dada por
ηˆ
(0)
i =
∑
j Nˆij∑
i
∑
j Nˆij
pˆ
(0)
ij =
Nˆij∑
j Nˆij
Por u´ltimo, este acercamiento iterativo constituye un me´todo aceptado e implementado
en problemas de estimacio´n por verosimilitud en tablas de contingencia. Hasta la fecha,
hasta donde el autor ha investigado, no se tiene conocimiento de la implementacio´n
de este me´todo en problemas de pseudo-verosimilitud que intentan incluir los pesos de
un disen˜o de muestreo complejo en la estimacio´n de para´metros en modelos de tablas
de contingencia. Sin embargo, algunos enfoques para el ajuste de modelos log-lineales
en tablas de contingencia para disen˜os de muestreo complejos se pueden encontrar en
Clogg & Eliason (1987), Rao & Thomas (1988), Skinner & Vallet (2010), entre otros.
Con base en lo anterior, se enuncia el siguiente resultado que da cuenta de una estima-
cio´n, que tiene en cuenta los pesos del disen˜o complejo para los cambios brutos en los
dos periodos de tiempo de intere´s.
Resultado 4.4. Bajo los supuestos del modelo A, un estimador de muestreo de µij es
µˆij = Nˆ ηˆi,mpvpˆij,mpv (4.40)
En donde Nˆ , ηˆi,mpv y pˆij,mpv esta´n definidos por (4.13) y por el resultado 4.3, respecti-
vamente.
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Los siguientes resultados proveen las estimaciones de ma´xima verosimilitud de los para´-
metros de intere´s para cuando no se realiza una muestra sino que se hace una medicio´n
completa de la poblacio´n mediante un censo. La prueba se omite puesto se tiene inme-
diatamente siguiendo algunos pasos ana´logos a las pruebas anteriores.
Resultado 4.5. Suponiendo que se tiene acceso a toda la poblacio´n, entonces las esti-
maciones de ma´xima verosimilitud, bajo los supuestos del modelo A, esta´n dadas por
ψˆU =
∑
i
∑
j Nij +
∑
iRi∑
i
∑
j Nij +
∑
iRi +
∑
j Cj +M
(4.41)
ρˆRR,U =
∑
i
∑
j Nij∑
i
∑
j Nij +
∑
iRi
(4.42)
ρˆMM,U =
M∑
j Cj +M
(4.43)
ηˆ
(v+1)
i,U =
∑
j Nij +Ri +
∑
j
(
Cj ηˆ
(v)
i pˆ
(v)
ij∑
i ηˆ
(v)
i pˆ
(v)
ij
)
∑
i
∑
j Nij +
∑
iRi +
∑
j Cj
(4.44)
pˆ
(v+1)
ij,U =
Nij +
Cj ηˆ
(v)
i p
(v)
ij∑
i ηˆ
(v)
i pˆ
(v)
ij∑
j Nij +
∑
j
(
Cj ηˆ
(v)
i pˆ
(v)
ij∑
i ηˆ
(v)
i pˆ
(v)
ij
) (4.45)
Resultado 4.6. Bajo los supuestos del modelo A, un estimador de ma´xima verosimi-
litud de µij es
µˆij,U = Nηˆi,U pˆij,U (4.46)
En donde N es el taman˜o poblacional y ηˆi,U y pˆij,U esta´n definidos por el anterior
resultado, respectivamente.
4.5. Modelo B
En este nuevo modelo reducido, se considera que la probabilidad inicial de que un indi-
viduo sea respondiente en el tiempo t− 1 depende de su clasificacio´n en el tiempo t− 1,
es decir ψ(i, j) = ψ(i). De la misma manera que en el modelo A, las probabilidades de
transicio´n entre respondientes y entre no respondientes no dependera´n de la clasifica-
cio´n del individuo en la encuesta, es decir ρMM(i, j) = ρMM y ρRR(i, j) = ρRR. Bajo
estos supuestos, se tiene el siguiente resultado que permite que las estimaciones de las
probabilidades del modelo de Markov contemplen los pesos inducidos por la estrategia
de muestreo utilizada.
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Resultado 4.7. Bajo los supuestos del modelo B, las estimaciones resultantes del me´-
todo de ma´xima pseudo-verosimilitud para ρRR y ρMM esta´n dadas por
ρˆRR,mpv =
∑
i
∑
j Nˆij∑
i
∑
j Nˆij +
∑
i Rˆi
(4.47)
ρˆMM,mpv =
Mˆ∑
j Cˆj + Mˆ
(4.48)
respectivamente.
Prueba. Partiendo de la definicio´n de pseudo log-verosimilitud, y teniendo en cuenta
lo supuestos del modelo, se tiene que
lU =
∑
k∈U
[∑
i
∑
j
y1iky2jk ln (ψ(i)ρRRηipij)
+
∑
i
y1ik(1− z2k) ln
(∑
j
ψ(i)(1− ρRR)ηipij
)
+
∑
j
y2jk(1− z1k) ln
(∑
i
(1− ψ(i))(1− ρMM)ηipij
)
+(1− z1k)(1− z2k) ln
(∑
i
∑
j
(1− ψ(i))ρMMηipij
)]
=
∑
k∈U
[∑
i
∑
j
y1iky2jk[ln(ψ(i)) + ln(ρRR) + ln(ηi) + ln(pij)]
+
∑
i
y1ik(1− z2k)[ln(ψ(i)) + ln(1− ρRR) + ln(ηi) + ln(
∑
j
pij)]
+
∑
j
y2jk(1− z1k)[ln(1− ρMM) + ln(
∑
i
(1− ψ(i))ηipij)]
+ (1− z1k)(1− z2k)[ln(ρMM) + ln(
∑
i
∑
j
(1− ψ(i))ηipij)]
]
=
∑
k∈U
fk(ρRR, ρMM ,ψ,η,p,y1,y2, z1, z2) (4.49)
Con base en lo anterior, se define el score para ρRR como
uk(ρRR) =
∂ fk(ρRR, ρMM ,ψ,η,p,y1,y2, z1, z2)
∂ ρRR
=
∑
i
∑
j y1iky2jk
ρRR
−
∑
i y1ik(1− z2k)
1− ρRR
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Luego, las ecuaciones de pseudo-verosimilitud para ρRR esta´n dadas por∑
k∈S
wkuk(ρRR) = 0
Las cuales se pueden reescribir como
0 =
∑
i
∑
j
∑
k∈S wky1iky2jk
ρRR
−
∑
i
∑
k∈S wky1ik(1− z2k)
1− ρRR
y a su vez, reemplazando convenientemente, se tiene que
0 =
∑
i
∑
j
∑
k∈S
wky1iky2jk − ρRR
(∑
i
∑
j
∑
k∈S
wky1iky2jk +
∑
i
∑
k∈S
wky1ik(1− z2k)
)
entonces, resolviendo para ρRR, se tiene que
ρˆRR,mpv =
∑
i
∑
j Nˆij∑
i
∑
j Nˆij +
∑
i Rˆi
Por u´ltimo, se define el score para ρMM como
uk(ρMM ) =
∂ fk(ρRR, ρMM ,ψ,η,p,y1,y2, z1, z2)
∂ ρMM
= −
∑
j y2jk(1− z1k)
1− ρMM +
(1− z1k)(1− z2k)
ρMM
Luego, las ecuaciones de pseudo-verosimilitud para ρMM esta´n dadas por∑
k∈S
wkuk(ρMM) = 0
Las cuales se pueden reescribir como
0 = −
∑
j
∑
k∈S wky2jk(1− z1k)
1− ρMM +
∑
k∈S wk(1− z1k)(1− z2k)
ρMM
y a su vez, reemplazando convenientemente, se tiene que
0 = −ρMM
∑
j
∑
k∈S
wky2jk(1− z1k) + (1− ρMM)
∑
k∈S
wk(1− z1k)(1− z2k)
entonces, resolviendo para ρMM , se tiene que
ρˆMM,mpv =
Mˆ∑
j Cˆj + Mˆ

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Resultado 4.8. Bajo los supuestos del modelo B, las estimaciones resultantes del me´to-
do de ma´xima pseudo-verosimilitud para ψ(i), ηi y pij se obtienen mediante la iteracio´n
hasta convergencia de las siguientes expresiones
ψ(i)(v+1)mpv =
∑
j Nˆij + Rˆi∑
j Nˆij +
∑
i Rˆi +
∑
j
Cˆj(1−ψ(i)(v))ηip(v)ij∑
i(1−ψ(i)(v))η(v)i p(v)ij
+ Mˆ (1−ψ(i)
(v))η(v)i∑
i(1−ψ(i)(v))η(v)i
(4.50)
η
(v+1)
i,mpv =
∑
j Nˆij + Rˆi +
∑
j Cˆj
(1−ψ(i)(v))η(v)i p(v)ij∑
i(1−ψ(i)(v))ηip(v)ij
+ Mˆ
(1−ψ(i)(v))η(v)i∑
i(1−ψ(i)(v))η(v)i∑
i
∑
j Nˆij +
∑
i Rˆi +
∑
j Cˆj + Mˆ
(4.51)
pˆ
(v+1)
ij,mpv =
Nˆij +
Cˆj(1−ψ(i)(v))η(v)i p(v)ij∑
i(1−ψ(i)(v))η(v)i p(v)ij∑
j Nˆij +
∑
j
Cˆj(1−ψ(i)(v))η(v)i p(v)ij∑
i(1−ψ(i)(v))η(v)i p(v)ij
(4.52)
respectivamente. El super´ındice (v) determina el valor de la estimacio´n de los para´me-
tros de intere´s en la iteracio´n v-e´sima.
Prueba. En primer lugar, se advierte que la estimacio´n para estos para´metros esta´ su-
jeta a las restricciones
∑
i ηi = 1 y
∑
j pij = 1. Por lo tanto, el proceso de maximizacio´n
debe contemplar el uso de los multiplicadores de Lagrange. Por lo tanto, la funcio´n que
se debe maximizar, la cual incluye las anteriores restricciones, se expresa como
lU + λ1(
∑
i
ηi − 1) + λ2(
∑
j
pij − 1) (4.53)
Donde lU esta´ definida por (4.49). Por lo tanto, el score para ψ(i) esta´ dado por la
siguiente expresio´n
uk(ψ(i)) =
∂ fk(ψ(i), ρRR, ρMM ,η,p,y1,y2, z1, z2)
∂ ψ(i)
=
∑
j y1iky2jk
ψ(i)
+
y1ik(1− z2k)
ηi
−
∑
j
y2jk(1− z1k)ηipij∑
i(1− ψ(i))ηipij
− (1− z1k)(1− z2k)
∑
i ηipij∑
i
∑
j(1− ψ(i))ηipij
(4.54)
Por lo tanto, para este para´metro, las ecuaciones de pseudo-verosimilitud esta´n dadas
por ∑
k∈S
wkuk(ψ(i)) = 0
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Las cuales se pueden reescribir como∑
S
∑
j wky1iky2jk +
∑
S wky1ik(1− z2k)
ψ(i)
=
∑
j
∑
S wky2jk(1− z1k)ηipij∑
i(1− ψ(i))ηipij
+
∑
j
∑
S wk(1− z1k)(1− z2k)ηipij∑
i
∑
j(1− ψ(i))ηipij
Luego, teniendo en cuenta que
∑
j pij = 1, se tiene que∑
j Nˆij + Rˆi
ψ(i)
=
∑
j
Cˆjηipij∑
i(1− ψ(i))ηipij
+
Mˆηi∑
i(1− ψ(i)ηi
Esto es,
(
∑
j Nˆij + Rˆi)(1− ψ(i))
ψ(i)
=
∑
j
Cˆjηipij(1− ψ(i))∑
i(1− ψ(i))ηipij
+
Mˆ(1− ψ(i))ηi∑
i(1− ψ(i)ηi
De donde,
(
∑
j Nˆij + Rˆi)
ψ(i)
−
∑
j
Nˆij − Rˆi =
∑
j
Cˆjηipij(1− ψ(i))∑
i(1− ψ(i))ηipij
+
Mˆ(1− ψ(i))ηi∑
i(1− ψ(i)ηi
Y, por consiguiente,
ψ(i) =
∑
j Nˆij + Rˆi∑
j Nˆij + Rˆi +
∑
j
Cˆj(1−ψ(i))ηipij∑
i(1−ψ(i))ηipij + Mˆ
(1−ψ(i))ηi∑
i(1−ψ(i))ηi
(4.55)
Por otro lado, el score para ηi esta´ definido como
uk(ηi) =
∂ fk(ρRR, ρMM ,ψ,η,p,y1,y2, z1, z2)
∂ ηi
+
∂ λ1(
∑
i ηi − 1)
∂ ηi
=
∑
j y1iky2jk
ηi
+
y1ik(1− z2k)
ηi
+
∑
j
y2jk(1− z1k)(1− ψ(i))pij∑
i(1− ψ(i))ηipij
(4.56)
+
(1− z1k)(1− z2k)
∑
j pij(1− ψ(i))∑
i
∑
j(1− ψ(i))ηipij
+ λ1 (4.57)
Las ecuaciones de pseudo-verosimilitud para ηi esta´n dadas por:∑
k∈S
wkuk(ηi) = 0
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Las cuales se pueden reescribir como
0 =
∑
S
∑
j wky1iky2jk +
∑
S wky1ik(1− z2k)
ηi
+
∑
j
∑
S wky2jk(1− z1k)(1− ψ(i))pij∑
i(1− ψ(i))ηipij
+
∑
S wk(1− z1k)(1− z2k)(1− ψ(i))
∑
j pij∑
i
∑
j(1− ψ(i))ηipij
+ λ1
∑
S
wk
=
∑
j Nˆij + Rˆi
ηi
+
∑
j
Cˆj(1− ψ(i))pij∑
i(1− ψ(i))ηipij
+
Mˆ(1− ψ(i))∑
i(1− ψ(i))ηi
+ λ1Nˆ
Multiplicando por ηi en ambos lados de la anterior expresio´n, se tiene que:
0 =
∑
j
Nˆij + Rˆi +
∑
j
Cˆj(1− ψ(i))ηipij∑
i(1− ψ(i))ηipij
+
Mˆ(1− ψ(i))ηi∑
i(1− ψ(i))ηi
+ λ1ηiNˆ
De esta forma, se evidencia que
ηi =
∑
j Nˆij + Rˆi +
∑
j
Cˆj(1−ψ(i))ηipij∑
i(1−ψ(i))ηipij + Mˆ
(1−ψ(i))ηi∑
i(1−ψ(i))ηi
−λ1Nˆ
(4.58)
Dado que los ηi, deben ser tales que
∑
i ηi = 1, entonces sumando en ambos lados de
la anterior ecuacio´n, se obtiene que
1 =
∑
i
ηi =
1
−λ1Nˆ
(∑
i
∑
j
Nˆij +
∑
i
Rˆi +
∑
j
Cˆj
∑
i(1− ψ(i))ηipij∑
i(1− ψ(i))ηipij
+ Mˆ
∑
i(1− ψ(i))ηi∑
i(1− ψ(i))ηi
)
=
1
−λ1Nˆ
(∑
i
∑
j
Nˆij +
∑
i
Rˆi +
∑
j
Cˆj + Mˆ
)
Por lo anterior, se concluye que
−λ1Nˆ =
(∑
i
∑
j
Nˆij +
∑
i
Rˆi +
∑
j
Cˆj + Mˆ
)
(4.59)
Entonces, λ1 = −Nˆ/Nˆ = −1 . Ahora, reemplazando la anterior expresio´n en (4.58),
finalmente se llega a que
ηi =
∑
j Nˆij + Rˆi +
∑
j Cˆj
(1−ψ(i))ηipij∑
i(1−ψ(i))ηipij + Mˆ
(1−ψ(i))ηi∑
i(1−ψ(i))ηi∑
i
∑
j Nˆij +
∑
i Rˆi +
∑
j Cˆj + Mˆ
(4.60)
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Por otro lado, el score para pij es
uk(pij) =
∂ fk(ρRR, ρMM ,ψ,η,p,y1,y2, z1, z2)
∂ pij
+
∂ λ2(
∑
j pij − 1)
∂ pij
=
y1iky2jk
pij
+
y1ik(1− z2k)∑
i pij
+
y2jk(1− z1k)(1− ψ(i))ηi∑
i(1− ψ(i))ηipij
(4.61)
+ (1− z1k)(1− z2k) (1− ψ(i))ηi∑
i
∑
j(1− ψ(i))ηipij
+ λ2 (4.62)
Entonces, las ecuaciones de pseudo-verosimilitud para pij esta´n dadas por∑
k∈S
wkuk(pij) = 0
Las cuales se pueden reescribir como
0 =
∑
S wky1iky2jk
pij
+
∑
S wky1ik(1− z2k)∑
j pij
+
∑
S wky2jk(1− z1k)(1− ψ(i))ηi∑
i(1− ψ(i))ηipij
+
∑
S
wk(1− z1k)(1− z2k) (1− ψ(i))ηi∑
i
∑
j(1− ψ(i))ηipij
+ λ2
∑
S
wk
=
Nˆij
pij
+ Rˆi +
Cˆj(1− ψ(i))ηi∑
i(1− ψ(i))ηipij
+
Mˆ(1− ψ(i))ηi∑
i(1− ψ(i))ηi
+ λ2Nˆ
De donde se tiene que,
Nˆij
pij
+
Cˆj(1− ψ(i))ηi∑
i(1− ψ(i))ηipij
= −Rˆi − Mˆ(1− ψ(i))ηi∑
i(1− ψ(i))ηi
− λ2Nˆ
Entonces, al multiplicar por pij a ambos lados de la anterior ecuacio´n, se nota que
Nˆij +
Cˆj(1− ψ(i))ηipij∑
i(1− ψ(i))ηipij
= −
(
Rˆi +
Mˆ(1− ψ(i))ηi∑
i(1− ψ(i))ηi
+ λ2Nˆ
)
pij
Y por consiguiente
pij =
Nˆij +
Cˆj(1−ψ(i))ηipij∑
i(1−ψ(i))ηipij
−
(
Rˆi +
Mˆ(1−ψ(i))ηi∑
i(1−ψ(i))ηi + λ2Nˆ
) (4.63)
Luego, al sumar sobre j, se tiene que
1 =
∑
j
pij =
∑
j
 Nˆij + Cˆj(1−ψ(i))ηipij∑i(1−ψ(i))ηipij
−
(
Rˆi +
Mˆ(1−ψ(i))ηi∑
i(1−ψ(i))ηi + λ2Nˆ
)

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Y por lo tanto,
−
(
Rˆi +
Mˆ(1− ψ(i))ηi∑
i(1− ψ(i))ηi
+ λ2Nˆ
)
=
∑
j
Nˆij +
∑
j
Cˆj(1− ψ(i))ηipij∑
i(1− ψ(i))ηipij
Reemplazando esta u´ltima expresio´n en (4.63), tenemos que
pij =
Nˆij +
Cˆj(1−ψ(i))ηipij∑
i(1−ψ(i))ηipij∑
j Nˆij +
∑
j
Cˆj(1−ψ(i))ηipij∑
i(1−ψ(i))ηipij
(4.64)
Por otro lado, no´tese que
λ2 =
−∑j Nˆij −∑j Cˆj(1−ψ(i))ηipij∑
i(1−ψ(i))ηipij − Rˆi −
Mˆ(1−ψ(i))ηi∑
i(1−ψ(i))ηi
Nˆ
Ahora, no´tese que, en general, es imposible resolver las anteriores expresiones para
obtener estimadores de los para´metros de intere´s. Por lo tanto, es necesario recurrir
al procedimiento iterativo utilizado por Chen & Fienberg (1974). Luego, con base en
el anterior desarrollo, los estimadoreses de ma´xima pseudo-verosimilitud se encuentran
tras iterar conjuntamente las expresiones (4.64), (4.60), y (4.55). 
En te´rminos generales y en el mismo orden de ideas de lo planteado en el modelo A,
cualquier conjunto de valores iniciales (para v = 0) es va´lido, siempre y cuando se
respeten las restricciones iniciales. Es decir,
∑
i ηˆ
(0)
i = 1 y
∑
j pˆ
(0)
ij = 1. Sin embargo,
notando que, bajo el hipote´tico caso de que todos los individuos fuesen respondientes
en ambos periodos, entonces se tendr´ıa que Mˆ = 0, Rˆi = 0 (para todo i = 1, . . . , G)
y Cˆj = 0 (para todo j = 1, . . . , G). Por lo tanto, una escogencia prudente de valores
iniciales esta´ dada por los valores ηˆ0i y pˆ
(0)
ij dados iniciales del modelo A; adema´s, se
sugiere que el valor inicial para la probabilidad inicial de respuesta esta´ dado por
ψˆ
(0)
(i) =
∑
i
∑
j Nˆij +
∑
i Rˆi
Nˆ
(4.65)
Resultado 4.9. Bajo los supuestos del modelo B, un estimador de muestreo de µij es
µˆij = Nˆ ηˆi,mpvpˆij,mpv (4.66)
Los siguientes resultados proveen las estimaciones de ma´xima verosimilitud de los para´-
metros de intere´s para cuando no se realiza una muestra sino que se hace una medicio´n
completa de la poblacio´n mediante un censo. La prueba se omite puesto se tiene inme-
diatamente siguiendo algunos pasos ana´logos a las pruebas anteriores.
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Resultado 4.10. Suponiendo que se tiene acceso a toda la poblacio´n, entonces las
estimaciones de ma´xima verosimilitud, bajo los supuestos del modelo B, esta´n dadas
por
ρˆRR,U =
∑
i
∑
j Nij∑
i
∑
j Nij +
∑
iRi
(4.67)
ρˆMM,U =
M∑
j Cj +M
(4.68)
ψ(i)
(v+1)
U =
∑
j Nij +Ri∑
j Nij +
∑
iRi +
∑
j
Cj(1−ψ(i)(v))ηip(v)ij∑
i(1−ψ(i)(v))η(v)i p(v)ij
+M (1−ψ(i)
(v))η(v)i∑
i(1−ψ(i)(v))η(v)i
(4.69)
η
(v+1)
i,U =
∑
j Nij +Ri +
∑
j Cj
(1−ψ(i)(v))η(v)i p(v)ij∑
i(1−ψ(i)(v))ηip(v)ij
+M
(1−ψ(i)(v))η(v)i∑
i(1−ψ(i)(v))η(v)i∑
i
∑
j Nij +
∑
iRi +
∑
j Cj +M
(4.70)
pˆ
(v+1)
ij,U =
Nij +
Cj(1−ψ(i)(v))η(v)i p(v)ij∑
i(1−ψ(i)(v))η(v)i p(v)ij∑
j Nij +
∑
j
Cj(1−ψ(i)(v))η(v)i p(v)ij∑
i(1−ψ(i)(v))η(v)i p(v)ij
(4.71)
Resultado 4.11. Bajo los supuestos del modelo B, un estimador de ma´xima verosimi-
litud de µij es
µˆij,U = Nηˆi,U pˆij,U (4.72)
En donde N es el taman˜o poblacional y ηˆi,U y pˆij,U esta´n definidos por el anterior
resultado, respectivamente.
4.6. Modelo C
Este modelo reducido asume que, al igual que en el modelo A, la probabilidad ini-
cial de que un individuo sea respondiente en el tiempo t − 1 es la misma para todas
las clasificaciones contempladas en la encuesta, es decir ψ(i, j) = ψ. Sin embargo, en
este nuevo modelo, las probabilidades de transicio´n entre respondientes y entre no res-
pondientes dependera´n de la clasificacio´n del individuo en el periodo t − 1; es decir
ρMM(i, j) = ρMM(i) y ρRR(i, j) = ρRR(i). Bajo estos supuestos, se tiene el siguiente
resultado que permite que las estimaciones de las probabilidades del modelo de Markov
contemplen los pesos inducidos por la estrategia de muestreo utilizada.
Resultado 4.12. Bajo los supuestos del modelo C, las estimaciones resultantes del
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me´todo de ma´xima pseudo-verosimilitud para ψ y ρRR(i) esta´n dadas por
ψˆmpv =
∑
i
∑
j Nˆij +
∑
i Rˆi∑
i
∑
j Nˆij +
∑
i Rˆi +
∑
j Cˆj + Mˆ
(4.73)
ρˆRR,mpv(i) =
∑
j Nˆij∑
j Nˆij + Rˆi
, (4.74)
respectivamente.
Prueba. Partiendo de la definicio´n de pseudo log-verosimilitud, y teniendo en cuenta
lo supuestos del modelo, se tiene que
lU =
∑
k∈U
[∑
i
∑
j
y1iky2jk ln (ψρRR(i)ηipij)
+
∑
i
y1ik(1− z2k) ln
(∑
j
ψ(1− ρRR(i))ηipij
)
+
∑
j
y2jk(1− z1k) ln
(∑
i
(1− ψ)(1− ρMM(i))ηipij
)
+(1− z1k)(1− z2k) ln
(∑
i
∑
j
(1− ψ)ρMM(i)ηipij
)]
=
∑
k∈U
[∑
i
∑
j
y1iky2jk[ln(ψ) + ln(ρRR(i)) + ln(ηi) + ln(pij)]
+
∑
i
y1ik(1− z2k)[ln(ψ) + ln(1− ρRR(i)) + ln(ηi) + ln(
∑
j
pij)]
+
∑
j
y2jk(1− z1k)[ln(1− ψ) + ln(
∑
i
(1− ρMM(i))ηipij)]
+ (1− z1k)(1− z2k)[ln(1− ψ) + ln(
∑
i
∑
j
ρMM(i)ηipij)]
]
=
∑
k∈U
fk(ψ,ρRR,ρMM ,η,p,y1,y2, z1, z2) (4.75)
Con base en lo anterior, se define el score para ψ como
uk(ψ) =
∂ fk(ψ,ρRR,ρMM ,η,p,y1,y2, z1, z2)
∂ ψ
=
∑
i
∑
j y1iky2jk
ψ
+
∑
i y1ik(1− z2k)
ψ
−
∑
j y2jk(1− z1k)
1− ψ −
(1− z1k)(1− z2k)
1− ψ
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Luego, las ecuaciones de pseudo-verosimilitud para ψ esta´n dadas por∑
k∈S
wkuk(ψ) = 0
Las cuales se pueden reescribir como
0 =
∑
i
∑
j
∑
k∈S wky1iky2jk
ψ
+
∑
i
∑
k∈S wky1ik(1− z2k)
ψ
−
∑
j
∑
k∈S wky2jk(1− z1k)
1− ψ −
∑
k∈S wk(1− z1k)(1− z2k)
1− ψ
y a su vez, reemplazando convenientemente, se reescriben como
0 =
∑
i
∑
j Nˆij
ψ
+
∑
i Rˆi
ψ
−
∑
j Cˆj
1− ψ −
Mˆ
1− ψ
entonces, resolviendo para ψ, se tiene que
ψˆmpv =
∑
i
∑
j Nˆij +
∑
i Rˆi∑
i
∑
j Nˆij +
∑
i Rˆi +
∑
j Cˆj + Mˆ
Por u´ltimo, se define el score para ρMM(i) como
uk(ρRR(i)) =
∂ fk(ψ,ρRR,ρMM ,η,p,y1,y2, z1, z2)
∂ ρRR(i)
=
∑
j y1iky2jk
ρRR(i)
− y1ik(1− z2k)
ρRR(i)
As´ı, las ecuaciones de pseudo-verosimilitud para ρRR(i) esta´n dadas por∑
k∈S
wkuk(ρRR(i)) = 0
Las cuales se pueden reescribir como
0 =
∑
j
∑
k∈S wky1iky2jk
ρRR(i)
−
∑
k∈S wky1ik(1− z2k)
1− ρRR(i)
y a su vez, reemplazando convenientemente, se reescriben como
0 =
∑
j Nˆij
ρRR(i)
− Rˆi
1− ρRR(i)
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entonces, resolviendo para ρRR(i), se tiene que
ρˆRR,mpv(i) =
∑
j Nˆij∑
j Nˆij + Rˆi

Resultado 4.13. Bajo los supuestos del modelo C, las estimaciones resultantes del
me´todo de ma´xima pseudo-verosimilitud para ρMM(i), ηi y pij se obtienen mediante la
iteracio´n hasta convergencia de las siguientes expresiones
ρ
(v+1)
MM,mpv(i) =
Mˆρ
(v)
MM (i)η
(v)
i∑
i ρ
(v)
MM (i)η
(v)
i∑
j
Cˆjη
(v)
i p
(v)
ij (1−ρ(v)MM (i))∑
i(1−ρ(v)MM (i))η
(v)
i pij
+
Mˆρ
(v)
MM (i)ηi∑
i ρ
(v)
MM (i)η
(v)
i
(4.76)
ηˆ
(v+1)
i,mpv =
∑
j Nˆij + Rˆi +
∑
j Cˆj
(1−ρMM (i))η(v)i p(v)ij∑
i(1−ρ(v)MM (i))η
(v)
i p
(v)
ij
+ Mˆ
ρ
(v)
MM (i)η
(v)
i∑
i ρ
(v)
MM (i)η
(v)
i∑
i
∑
j Nˆij +
∑
i Rˆi +
∑
j Cˆj + Mˆ
(4.77)
pˆ
(v+1)
ij,mpv =
Nˆij + Cˆj
(1−ρ(v)MM (i))η
(v)
i p
(v)
ij∑
i(1−ρ(v)MM (i))η
(v)
i p
(v)
ij∑
j Nˆij +
∑
j Cˆj
(1−ρ(v)MM (i))η
(v)
i p
(v)
ij∑
i(1−ρ(v)MM (i))η
(v)
i p
(v)
ij
(4.78)
respectivamente. El super´ındice (v) determina el valor de la estimacio´n de los para´me-
tros de intere´s en la iteracio´n v-e´sima.
Prueba. Partiendo de la funcio´n de pseudo log-verosimiltud lU , dada en la expresio´n
(4.74), se sigue que el score para ρMM(i) esta´ dado por
uk(ρMM (i)) =
∂ fk(ψ,ρRR,ρMM ,η,p,y1,y2, z1, z2)
∂ ρMM (i)
= −
∑
j
y2jk(1− z1k)ηipij∑
i(1− ρMM (i))ηipij
+
(1− z1k)(1− z2k)
∑
j ηipij∑
i
∑
j ρMM (i)ηipij
Luego, teniendo en cuenta que
∑
j ηipij = ηi
∑
j pij = ηi y adema´s que
∑
i
∑
j ρMM(i)ηipij =∑
i ρMM(i)ηi(
∑
j pij) =
∑
i ρMM(i)ηi, entonces las ecuaciones de pseudo-verosimilitud
toman la siguiente forma:∑
k∈S
wkuk(ψ) = 0
Las cuales son equivalentes a
0 = −
∑
k∈S
∑
j
wky2jk(1− z1k)ηipij∑
i(1− ρMM(i))ηipij
+
∑
k∈S
wk(1− z1k)(1− z2k)ηi∑
i ρMM(i)ηi
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Esto es,
∑
j
Cˆjηipij∑
i(1− ρMM(i))ηipij
=
Mˆηi∑
i ρMM(i)ηi
Al multiplicar por 1− ρMM(i) en ambos lados de la anterior ecuacio´n, se tiene que
∑
j
Cˆjηipij(1− ρMM(i))∑
i(1− ρMM(i))ηipij
=
Mˆηi(1− ρMM(i))∑
i ρMM(i)ηi
=
Mˆηi∑
i ρMM(i)ηi
− MˆηiρMM(i)∑
i ρMM(i)ηi
Lo cual es equivalente a
∑
j
Cˆjηipij(1− ρMM(i))∑
i(1− ρMM(i))ηipij
+
MˆηiρMM(i)∑
i ρMM(i)ηi
=
Mˆηi∑
i ρMM(i)ηi
=
MˆρMM(i)ηi∑
i ρMM(i)ηi
1
ρMM(i)
Por lo tanto, al despejar, se obtiene que
ρMM(i) =
MˆρMM (i)ηi∑
i ρMM (i)ηi∑
j
Cˆjηipij(1−ρMM (i))∑
i(1−ρMM (i))ηipij +
MˆρMM (i)ηi∑
i ρMM (i)ηi
(4.79)
Para la estimacio´n de los otros para´metros, el proceso de maximizacio´n debe contemplar
el uso de los multiplicadores de Lagrange. Por lo tanto, la funcio´n que se debe maximizar,
la cual incluye las restricciones propias del modelo, se expresa como
lU + λ1(
∑
i
ηi − 1) + λ2(
∑
j
pij − 1) (4.80)
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Por consiguiente, el score para ηi esta´ definido como
uk(ηi) =
∂ fk(ψ,ρRR,ρMM ,η,p,y1,y2, z1, z2)
∂ ηi
+
∂ λ1(
∑
i ηi − 1)
∂ ηi
=
∑
j y1iky2jk
ηi
+
y1ik(1− z2k)
ηi
+
∑
j
y2jk(1− z1k) (1− ρMM(i))pij∑
i(1− ρMM(i))ηipij
(4.81)
+ (1− z1k)(1− z2k)
∑
j ρMM(i)pij∑
i
∑
j ρMM(i)ηipij
+ λ1
=
∑
j y1iky2jk
ηi
+
y1ik(1− z2k)
ηi
+
∑
j
y2jk(1− z1k) (1− ρMM(i))pij∑
i(1− ρMM(i))ηipij
+ (1− z1k)(1− z2k) ρMM(i)∑
i ρMM(i)ηi
+ λ1 (4.82)
Las ecuaciones de pseudo-verosimilitud para ηi esta´n dadas por:∑
k∈S
wkuk(ηi) = 0
Las cuales se pueden reescribir como
0 =
∑
k∈S
∑
j wky1iky2jk +
∑
k∈S wky1ik(1− z2k)
ηi
+
∑
k∈S
∑
j
wky2jk(1− z1k) (1− ρMM(i))pij∑
i(1− ρMM(i))ηipij
+
∑
k∈S
wk(1− z1k)(1− z2k) ρMM(i)∑
i ρMM(i)ηi
+ λ1
∑
k∈S
wk
=
∑
j Nˆij + Rˆi
ηi
+
∑
j
Cˆj(1− ρMM(i))pij∑
i(1− ρMM(i))ηipij
+
MˆρMM(i)∑
i ρMM(i)ηi
+ λ1Nˆ
Multiplicando por ηi en ambos lados de la anterior expresio´n, se tiene que:
0 =
∑
j
Nˆij + Rˆi +
∑
j
Cˆj
(1− ρMM(i))ηipij∑
i(1− ρMM(i))ηipij
+ Mˆ
ρMM(i)∑
i ρMM(i)ηi
+ λ1Nˆηi
De esta forma, al despejar, se tiene que
ηi =
∑
j Nˆij + Rˆi +
∑
j Cˆj
(1−ρMM (i))ηipij∑
i(1−ρMM (i))ηipij + Mˆ
ρMM (i)∑
i ρMM (i)ηi
−λ1Nˆ
(4.83)
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Dado que los ηi, deben ser tales que
∑
i ηi = 1, entonces sumando en ambos lados de
la anterior ecuacio´n, se obtiene que
1 =
∑
i
ηi =
1
−λ1Nˆ
(∑
i
∑
j
Nˆij +
∑
i
Rˆi +
∑
j
Cˆj
∑
i(1− ρMM(i))ηipij∑
i(1− ρMM(i))ηipij
+ Mˆ
∑
i ρMM(i)∑
i ρMM(i)ηi
)
=
1
−λ1Nˆ
(∑
i
∑
j
Nˆij +
∑
i
Rˆi +
∑
j
Cˆj + Mˆ
)
Por lo anterior, se concluye que
−λ1Nˆ =
(∑
i
∑
j
Nˆij +
∑
i
Rˆi +
∑
j
Cˆj + Mˆ
)
(4.84)
Entonces, λ1 = −1 y reemplazando la anterior expresio´n en (4.82), finalmente se llega
a la siguiente expresio´n
ηi =
∑
j Nˆij + Rˆi +
∑
j Cˆj
(1−ρMM (i))ηipij∑
i(1−ρMM (i))ηipij + Mˆ
ρMM (i)∑
i ρMM (i)ηi∑
i
∑
j Nˆij +
∑
i Rˆi +
∑
j Cˆj + Mˆ
(4.85)
Por otro lado, el score para pij es
uk(pij) =
∂ fk(ψ,ρRR,ρMM ,η,p,y1,y2, z1, z2)
∂ pij
+
∂ λ2(
∑
j pij − 1)
∂ pij
=
y1iky2jk
pij
+
y1ik(1− z2k)∑
i pij
+
y2jk(1− z1k)(1− ρMM(i))ηi∑
i(1− ρMM(i))ηipij
+ (1− z1k)(1− z2k) (1− ρMM(i))ηi∑
i
∑
j(1− ρMM(i))ηipij
+ λ2
=
y1iky2jk
pij
+ y1ik(1− z2k) + y2jk(1− z1k)(1− ρMM(i))ηi∑
i(1− ρMM(i))ηipij
+ (1− z1k)(1− z2k) (1− ρMM(i))ηi∑
i(1− ρMM(i))ηi
+ λ2 (4.86)
Entonces, las ecuaciones de pseudo-verosimilitud para pij esta´n dadas por∑
k∈S
wkuk(pij) = 0
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Las cuales se pueden reescribir como
0 =
∑
k∈S wky1iky2jk
pij
+
∑
k∈S
wky1ik(1− z2k) +
∑
k∈S wky2jk(1− z1k)(1− ρMM(i))ηi∑
i(1− ρMM(i))ηipij
+
∑
k∈S
wk(1− z1k)(1− z2k) (1− ρMM(i))ηi∑
i(1− ρMM(i))ηi
+ λ2
∑
S
wk
=
Nˆij
pij
+ Rˆi +
Cˆj(1− ρMM(i))ηi∑
i(1− ρMM(i))ηipij
+ Mˆ
(1− ρMM(i))ηi∑
i(1− ρMM(i))ηi
+ λ2Nˆ
De donde se tiene que,
Nˆij
pij
+
Cˆj(1− ρMM(i))ηi∑
i(1− ρMM(i))ηipij
= −Rˆi − Mˆ (1− ρMM(i))ηi∑
i(1− ρMM(i))ηi
− λ2Nˆ
Entonces, al multiplicar por pij a ambos lados de la anterior ecuacio´n, se nota que
Nˆij + Cˆj
(1− ρMM(i))ηipij∑
i(1− ρMM(i))ηipij
= −Rˆipij − Mˆpij (1− ρMM(i))ηi∑
i(1− ρMM(i))ηi
− pijλ2Nˆ
Y por consiguiente
pij =
Nˆij + Cˆj
(1−ρMM (i))ηipij∑
i(1−ρMM (i))ηipij
−
(
Rˆi + Mˆ
(1−ρMM (i))ηi∑
i(1−ρMM (i))ηi + λ2Nˆ
) (4.87)
Luego, al sumar sobre j en ambos lados de la anterior expresio´n, se tiene que
1 =
∑
j
pij =
∑
j
 Nˆij + Cˆj (1−ρMM (i))ηipij∑i(1−ρMM (i))ηipij
−
(
Rˆi + Mˆ
(1−ρMM (i))ηi∑
i(1−ρMM (i))ηi + λ2Nˆ
)

Y por lo tanto,
−
(
Rˆi + Mˆ
(1− ρMM(i))ηi∑
i(1− ρMM(i))ηi
+ λ2Nˆ
)
=
∑
j
Nˆij +
∑
j
Cˆj
(1− ρMM(i))ηipij∑
i(1− ρMM(i))ηipij
Reemplazando esta u´ltima expresio´n en (4.86), tenemos que
pij =
Nˆij + Cˆj
(1−ρMM (i))ηipij∑
i(1−ρMM (i))ηipij∑
j Nˆij +
∑
j Cˆj
(1−ρMM (i))ηipij∑
i(1−ρMM (i))ηipij
(4.88)
Por otro lado, no´tese que
λ2 =
−∑j Nˆij −∑j Cˆj (1−ρMM (i))ηipij∑
i(1−ρMM (i))ηipij − Rˆi − Mˆ
(1−ρMM (i))ηi∑
i(1−ρMM (i))ηi
Nˆ
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Ahora, no´tese que, en general, es imposible resolver las anteriores expresiones para
obtener estimadores de los para´metros de intere´s. Por lo tanto, es necesario recurrir al
procedimiento iterativo utilizado por Chen & Fienberg (1974). Entonces, los estimadores
de ma´xima pseudo-verosimilitud se encuentran tras iterar conjuntamente las expresiones
(4.79), (4.85) y (4.88). 
Siguiendo el mismo enfoque de los modelos anteriores, una escogencia prudente de
valores iniciales esta´ dada por los valores ηˆ0i y pˆ
(0)
ij dados iniciales del modelo A; adema´s,
se sugiere que el valor inicial para la probabilidad de transicio´n de los no respondientes
este´ dado por
ρˆMM(i)
(0) =
Mˆ∑
j Cˆj + Mˆ
(4.89)
Resultado 4.14. Suponiendo que se tiene acceso a toda la poblacio´n, entonces las
estimaciones de ma´xima verosimilitud, bajo los supuestos del modelo C, esta´n dadas
por
ψˆU =
∑
i
∑
j Nij +
∑
iRi∑
i
∑
j Nij +
∑
iRi +
∑
j Cj +M
(4.90)
ρˆRR,U(i) =
∑
j Nij∑
j Nij +Ri
, (4.91)
ρˆ
(v+1)
MM,U(i) =
Mρ
(v)
MM (i)η
(v)
i∑
i ρ
(v)
MM (i)η
(v)
i∑
j
Cjη
(v)
i p
(v)
ij (1−ρ(v)MM (i))∑
i(1−ρ(v)MM (i))η
(v)
i pij
+
Mρ
(v)
MM (i)ηi∑
i ρ
(v)
MM (i)η
(v)
i
(4.92)
ηˆ
(v+1)
i,U =
∑
j Nij +Ri +
∑
j Cj
(1−ρMM (i))η(v)i p(v)ij∑
i(1−ρ(v)MM (i))η
(v)
i p
(v)
ij
+M
ρ
(v)
MM (i)η
(v)
i∑
i ρ
(v)
MM (i)η
(v)
i∑
i
∑
j Nij +
∑
iRi +
∑
j Cj +M
(4.93)
pˆ
(v+1)
ij,U =
Nij + Cj
(1−ρ(v)MM (i))η
(v)
i p
(v)
ij∑
i(1−ρ(v)MM (i))η
(v)
i p
(v)
ij∑
j Nij +
∑
j Cj
(1−ρ(v)MM (i))η
(v)
i p
(v)
ij∑
i(1−ρ(v)MM (i))η
(v)
i p
(v)
ij
(4.94)
Resultado 4.15. Bajo los supuestos del modelo C, un estimador de ma´xima verosimi-
litud de µij es
µˆij,U = Nηˆi,U pˆij,U (4.95)
En donde N es el taman˜o poblacional y ηˆi,U y pˆij,U esta´n definidos por el anterior
resultado, respectivamente.
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4.7. Modelo D
Este modelo reducido asume que la probabilidad inicial de que un individuo sea respon-
diente en el tiempo t− 1 es la misma para todas las clasificaciones contempladas en la
encuesta, es decir ψ(i, j) = ψ. Sin embargo, en este nuevo modelo, las probabilidades de
transicio´n entre respondientes y entre no respondientes dependera´n de la clasificacio´n
del individuo en el periodo t; es decir ρMM(i, j) = ρMM(j) y ρRR(i, j) = ρRR(j). Bajo
estos supuestos, se tiene el siguiente resultado que permite que las estimaciones de las
probabilidades del modelo de Markov contemplen los pesos inducidos por la estrategia
de muestreo utilizada.
Resultado 4.16. Bajo los supuestos del modelo D, la estimacio´n resultante del me´todo
de ma´xima pseudo-verosimilitud para ψ es
ψˆmpv =
∑
i
∑
j Nˆij +
∑
i Rˆi∑
i
∑
j Nˆij +
∑
i Rˆi +
∑
j Cˆj + Mˆ
(4.96)
Prueba. Partiendo de la definicio´n de pseudo log-verosimilitud, y teniendo en cuenta
lo supuestos del modelo, se tiene que
lU =
∑
k∈U
[∑
i
∑
j
y1iky2jk ln (ψρRR(j)ηipij)
+
∑
i
y1ik(1− z2k) ln
(∑
j
ψ(1− ρRR(j))ηipij
)
+
∑
j
y2jk(1− z1k) ln
(∑
i
(1− ψ)(1− ρMM(j))ηipij
)
+(1− z1k)(1− z2k) ln
(∑
i
∑
j
(1− ψ)ρMM(j)ηipij
)]
=
∑
k∈U
[∑
i
∑
j
y1iky2jk[ln(ψ) + ln(ρRR(j)) + ln(ηi) + ln(pij)]
+
∑
i
y1ik(1− z2k)[ln(ψ) + ln(ηi) + ln(
∑
j
pij(1− ρRR(j)))]
+
∑
j
y2jk(1− z1k)[ln(1− ψ) + ln((1− ρMM(j)) + ln(
∑
i
ηipij)]
+ (1− z1k)(1− z2k)[ln(1− ψ) + ln(
∑
i
∑
j
ρMM(j)ηipij)]
]
=
∑
k∈U
fk(ψ,ρRR,ρMM ,η,p,y1,y2, z1, z2) (4.97)
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Con base en lo anterior, se define el score para ψ como
uk(ψ) =
∂ fk(ψ,ρRR,ρMM ,η,p,y1,y2, z1, z2)
∂ ψ
=
∑
i
∑
j y1iky2jk
ψ
+
∑
i y1ik(1− z2k)
ψ
−
∑
j y2jk(1− z1k)
1− ψ −
(1− z1k)(1− z2k)
1− ψ
Luego, las ecuaciones de pseudo-verosimilitud para ψ esta´n dadas por
∑
k∈S
wkuk(ψ) = 0
Las cuales se pueden reescribir como
0 =
∑
i
∑
j
∑
k∈S wky1iky2jk
ψ
+
∑
i
∑
k∈S wky1ik(1− z2k)
ψ
−
∑
j
∑
k∈S wky2jk(1− z1k)
1− ψ −
∑
k∈S wk(1− z1k)(1− z2k)
1− ψ
y a su vez, reemplazando convenientemente, se reescriben como
0 =
∑
i
∑
j Nˆij
ψ
+
∑
i Rˆi
ψ
−
∑
j Cˆj
1− ψ −
Mˆ
1− ψ
entonces, resolviendo para ψ, se tiene que
ψˆmpv =
∑
i
∑
j Nˆij +
∑
i Rˆi∑
i
∑
j Nˆij +
∑
i Rˆi +
∑
j Cˆj + Mˆ

Resultado 4.17. Bajo los supuestos del modelo D, las estimaciones resultantes del
me´todo de ma´xima pseudo-verosimilitud para ρRR(j), ρMM(j), ηi y pij se obtienen
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mediante la iteracio´n hasta convergencia de las siguientes expresiones
ρ
(v+1)
RR,mvp(j) =
Nˆij
Nˆij +
∑
i Rˆi
(1−ρ(v)RR(j))p
(v)
ij∑
j(1−ρ(v)RR(j))p
(v)
ij
(4.98)
ρ
(v+1)
MM,mvp(j) = 1−
Cˆj
∑
i
∑
j ρMM(j)ηipij
Mˆ
∑
i ηipij
(4.99)
η
(v+1)
i,mvp =
∑
j Nˆij + Rˆi +
∑
j
Cˆjη
(v)
i pij∑
i η
(v)
i p
(v)
ij
+
Mˆ
∑
j ρ
(v)
MM (j)η
(v)
i p
(v)
ij∑
i
∑
j ρ
(v)
MM (j)η
(v)
i p
(v)
ij∑
i
∑
j Nˆij +
∑
i Rˆi +
∑
j Cˆj + Mˆ
(4.100)
p
(v+1)
ij,mvp =
Nˆij +
Rˆip
(v)
ij (1−ρ(v)RR(j))∑
j p
(v)
ij (1−ρ(v)RR(j))
+
Cˆjη
(v)
i p
(v)
ij∑
i η
(v)
i p
(v)
ij
+
Mˆρ
(v)
MM (i)η
(v)
i p
(v)
ij∑
i
∑
j ρ
(v)
MM (j)η
(v)
i p
(v)
ij∑
j Nˆij +
∑
j
Rˆip
(v)
ij (1−ρ(v)RR(j))∑
j p
(v)
ij (1−ρ(v)RR(j))
+
∑
j
Cˆjη
(v)
i p
(v)
ij∑
i η
(v)
i p
(v)
ij
+ Mˆ
∑
j ρ
(v)
MM (i)η
(v)
i p
(v)
ij∑
i
∑
j ρ
(v)
MM (j)η
(v)
i p
(v)
ij
(4.101)
respectivamente.
Prueba. Partiendo de la funcio´n de pseudo log-verosimiltud lU , dada en la expresio´n
(4.97), se sigue que el score para ρRR(j) esta´ dado por
uk(ρRR(j)) =
∂ fk(ψ,ρRR,ρMM ,η,p,y1,y2, z1, z2)
∂ ρRR(j)
=
∑
i
y1iky2jk
ρRR(j)
−
∑
i
y1ik(1− z2k) ηipijψ∑
j ψ(1− ρRR(j))ηipij
=
∑
i
y1iky2jk
ρRR(j)
−
∑
i
y1ik(1− z2k)pij∑
j(1− ρRR(j))pij
As´ı, las ecuaciones de pseudo-verosimilitud para ρRR(j) esta´n dadas por∑
k∈S
wkuk(ρRR(j)) = 0
Las cuales se pueden reescribir como
0 =
∑
i
∑
k∈S wky1iky2jk
ρRR(j)
−
∑
i
∑
k∈S wky1ik(1− z2k)pij∑
j(1− ρRR(j))pij
y a su vez, reemplazando convenientemente, se reescriben como
0 =
∑
i Nˆij
ρRR(j)
−
∑
i
Rˆipij∑
j(1− ρRR(j))pij
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Ahora, multiplicando por 1− ρRR(j) en ambos lados de la anterior ecuacio´n, se llega a
que
1− ρRR(j)
ρRR(j)
∑
i
Nˆij =
∑
i
Rˆi(1− ρRR(j))pij∑
j(1− ρRR(j))pij
Por lo tanto, resolviendo para ρRR(j), se tiene que
ρRR(j) =
∑
i Nˆij∑
i Nˆij +
∑
i Rˆi
(1−ρRR(j))pij∑
j(1−ρRR(j))pij
(4.102)
Pasando al score para ρMM(j), este se define como
uk(ρMM(j)) =
∂ fk(ψ,ρRR,ρMM ,η,p,y1,y2, z1, z2)
∂ ρMM(j)
= − y2jk(1− z1k)(1− ψ)
(1− ψ)(1− ρMM(j)) +
(1− z1k)(1− z2k)
∑
i(1− ψ)ηipij∑
i
∑
j(1− ψ)ρMM(j)ηipij
= − y2jk(1− z1k)
(1− ρMM(j)) +
(1− z1k)(1− z2k)
∑
i ηipij∑
i
∑
j ρMM(j)ηipij
Las ecuaciones de pseudo-verosimilitud toman la siguiente forma:∑
k∈S
wkuk(ψ) = 0
Las cuales son equivalentes a
0 = −
∑
k∈S y2jk(1− z1k)
(1− ρMM(j)) +
∑
k∈S(1− z1k)(1− z2k)
∑
i ηipij∑
i
∑
j ρMM(j)ηipij
Esto es,
Cˆj
(1− ρMM(j)) =
Mˆ
∑
i ηipij∑
i
∑
j ρMM(j)ηipij
La anterior ecuacio´n puede ser reescrita de la siguiente manera,
Cˆj
(1− ρMM(j)) =
Mˆ
∑
i ηipij∑
i
∑
j ρMM(j)ηipij
Por lo anterior, se tiene que
ρMM(j) = 1−
Cˆj
∑
i
∑
j ρMM(j)ηipij
Mˆ
∑
i ηipij
(4.103)
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Para la estimacio´n de los otros para´metros, el proceso de maximizacio´n debe contemplar
el uso de los multiplicadores de Lagrange, puesto que se debe garantizar que
∑
i ηˆi = 1
y
∑
j pˆij = 1. Por lo tanto, la funcio´n que se debe maximizar, la cual incluye las
restricciones propias del modelo, se expresa como
lU + λ1(
∑
i
ηi − 1) + λ2(
∑
j
pij − 1) (4.104)
Por consiguiente, el score para ηi esta´ definido como
uk(ηi) =
∂ fk(ψ,ρRR,ρMM ,η,p,y1,y2, z1, z2)
∂ ηi
+
∂ λ1(
∑
i ηi − 1)
∂ ηi
=
∑
j y1iky2jk
ηi
+
y1ik(1− z2k)
ηi
+
∑
j
y2jk(1− z1k) pij∑
i ηipij
(4.105)
+ (1− z1k)(1− z2k)
∑
j ρMM(j)pij∑
i
∑
j ρMM(j)ηipij
+ λ1 (4.106)
Las ecuaciones de pseudo-verosimilitud para ηi esta´n dadas por:∑
k∈S
wkuk(ηi) = 0
Las cuales se pueden reescribir como
0 =
∑
k∈S
∑
j wky1iky2jk +
∑
k∈S wky1ik(1− z2k)
ηi
+
∑
j
∑
k∈S
wky2jk(1− z1k) pij∑
i ηipij
+
∑
k∈S
wk(1− z1k)(1− z2k)
∑
j ρMM(j)pij∑
i
∑
j ρMM(j)ηipij
+ λ1
∑
k∈S
wk
=
∑
j Nˆij + Rˆi
ηi
+
∑
j
Cˆjpij∑
i ηipij
+
Mˆ
∑
j ρMM(j)pij∑
i
∑
j ρMM(j)ηipij
+ λ1Nˆ
Multiplicando por ηi en ambos lados de la anterior expresio´n, se tiene que:
0 =
∑
j
Nˆij + Rˆi +
∑
j
Cˆjηipij∑
i ηipij
+
Mˆ
∑
j ρMM(j)ηipij∑
i
∑
j ρMM(j)ηipij
+ λ1Nˆηi
Por lo tanto, al despejar, se tiene que
ηi =
∑
j Nˆij + Rˆi +
∑
j
Cˆjηipij∑
i ηipij
+
Mˆ
∑
j ρMM (j)ηipij∑
i
∑
j ρMM (j)ηipij
λ1Nˆ
(4.107)
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Dado que los ηi, deben ser tales que
∑
i ηi = 1, entonces sumando en ambos lados de
la anterior ecuacio´n, se obtiene que
1 =
∑
i
ηi =
1
−λ1Nˆ
(∑
i
∑
j
Nˆij +
∑
i
Rˆi +
∑
i
∑
j
Cˆjηipij∑
i ηipij
+
Mˆ
∑
i
∑
j ρMM(j)ηipij∑
i
∑
j ρMM(j)ηipij
)
=
1
−λ1Nˆ
(∑
i
∑
j
Nˆij +
∑
i
Rˆi +
∑
j
Cˆj + Mˆ
)
Por lo anterior, se concluye que
−λ1Nˆ =
(∑
i
∑
j
Nˆij +
∑
i
Rˆi +
∑
j
Cˆj + Mˆ
)
(4.108)
Entonces, λ1 = Nˆ/Nˆ = −1 y reemplazando la anterior expresio´n en (4.107), finalmente
se llega a que
ηi =
∑
j Nˆij + Rˆi +
∑
j
Cˆjηipij∑
i ηipij
+
Mˆ
∑
j ρMM (j)ηipij∑
i
∑
j ρMM (j)ηipij∑
i
∑
j Nˆij +
∑
i Rˆi +
∑
j Cˆj + Mˆ
(4.109)
Por u´ltimo, el score para pij es
uk(pij) =
∂ fk(ψ,ρRR,ρMM ,η,p,y1,y2, z1, z2)
∂ pij
+
∂ λ2(
∑
j pij − 1)
∂ pij
=
y1iky2jk
pij
+
y1ik(1− z2k)(1− ρRR(j))∑
j pij(1− ρRR(j))
+
y2jk(1− z1k)ηi∑
i ηipij
+ (1− z1k)(1− z2k) ρMM(j)ηi∑
i
∑
j ρMM(j)ηipij
+ λ2 (4.110)
Entonces, las ecuaciones de pseudo-verosimilitud para pij esta´n dadas por∑
k∈S
wkuk(pij) = 0
Las cuales se pueden reescribir como
0 =
∑
k∈S wky1iky2jk
pij
+
∑
k∈S wky1ik(1− z2k)(1− ρRR(j))∑
j pij(1− ρRR(j))
+
∑
k∈S wky2jk(1− z1k)ηi∑
i ηipij
+
∑
k∈S
wk(1− z1k)(1− z2k) ρMM(j)ηi∑
i
∑
j ρMM(j)ηipij
+ λ2
∑
k∈S
wk
=
Nˆij
pij
+
Rˆi(1− ρRR(j))∑
j pij(1− ρRR(j))
+
Cˆjηi∑
i ηipij
+
MˆρMM(i)ηi∑
i
∑
j ρMM(j)ηipij
+ λ2Nˆ
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Al multiplicar por pij a ambos lados de la anterior ecuacio´n, se nota que
0 = Nˆij +
Rˆipij(1− ρRR(j))∑
j pij(1− ρRR(j))
+
Cˆjηipij∑
i ηipij
+
MˆρMM(i)ηipij∑
i
∑
j ρMM(j)ηipij
+ λ2Nˆpij
Y por consiguiente
pij =
Nˆij +
Rˆipij(1−ρRR(j))∑
j pij(1−ρRR(j)) +
Cˆjηipij∑
i ηipij
+
MˆρMM (i)ηipij∑
i
∑
j ρMM (j)ηipij
−λ2Nˆ
(4.111)
Luego, al sumar sobre j en ambos lados de la anterior expresio´n, se tiene que
1 =
∑
j
pij =
∑
j Nˆij +
∑
j
Rˆipij(1−ρRR(j))∑
j pij(1−ρRR(j)) +
∑
j
Cˆjηipij∑
i ηipij
+ Mˆ
∑
j ρMM (i)ηipij∑
i
∑
j ρMM (j)ηipij
−λ2Nˆ
Es decir que,
−λ2Nˆ =
∑
j
Nˆij + Rˆi +
∑
j
Cˆjηipij∑
i ηipij
+ Mˆ
∑
j ρMM(i)ηipij∑
i
∑
j ρMM(j)ηipij
Reemplazando esta u´ltima expresio´n en (4.111), tenemos que
pij =
Nˆij +
Rˆipij(1−ρRR(j))∑
j pij(1−ρRR(j)) +
Cˆjηipij∑
i ηipij
+
MˆρMM (i)ηipij∑
i
∑
j ρMM (j)ηipij∑
j Nˆij + Rˆi +
∑
j
Cˆjηipij∑
i ηipij
+ Mˆ
∑
j ρMM (i)ηipij∑
i
∑
j ρMM (j)ηipij
(4.112)
Por otro lado, se nota que
λ2 = −
∑
j Nˆij + Rˆi +
∑
j
Cˆjηipij∑
i ηipij
+ Mˆ
∑
j ρMM (i)ηipij∑
i
∑
j ρMM (j)ηipij
Nˆ
Ahora, no´tese que, en general, es imposible resolver las anteriores expresiones para
obtener estimadores de los para´metros de intere´s. Por lo tanto, es necesario recurrir
al procedimiento iterativo utilizado por Chen & Fienberg (1974). Por lo tanto, los
estimadoreses de ma´xima pseudo-verosimilitud se encuentran tras iterar conjuntamente
las siguientes expresiones (4.102), (4.103), (4.109) y (4.112). 
Resultado 4.18. Suponiendo que se tiene acceso a toda la poblacio´n, entonces las
estimaciones de ma´xima verosimilitud, bajo los supuestos del modelo D, esta´n dadas
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por
ψˆU =
∑
i
∑
j Nij +
∑
iRi∑
i
∑
j Nij +
∑
iRi +
∑
j Cj +M
(4.113)
ρˆ
(v+1)
RR,U (j) =
Nij
Nij +
∑
iRi
(1−ρ(v)RR(j))p
(v)
ij∑
j(1−ρ(v)RR(j))p
(v)
ij
(4.114)
ρˆ
(v+1)
MM,U(j) = 1−
Cj
∑
i
∑
j ρ
(v)
MM(j)η
(v)
i p
(v)
ij
M
∑
i η
(v)
i p
(v)
ij
(4.115)
ηˆ
(v+1)
i,U =
∑
j Nij +Ri +
∑
j
Cjη
(v)
i pij∑
i η
(v)
i p
(v)
ij
+
M
∑
j ρ
(v)
MM (j)η
(v)
i p
(v)
ij∑
i
∑
j ρ
(v)
MM (j)η
(v)
i p
(v)
ij∑
i
∑
j Nij +
∑
iRi +
∑
j Cj +M
(4.116)
pˆ
(v+1)
ij,U =
Nij +
Rip
(v)
ij (1−ρ(v)RR(j))∑
j p
(v)
ij (1−ρ(v)RR(j))
+
Cjη
(v)
i p
(v)
ij∑
i η
(v)
i p
(v)
ij
+
Mρ
(v)
MM (i)η
(v)
i p
(v)
ij∑
i
∑
j ρ
(v)
MM (j)η
(v)
i p
(v)
ij∑
j Nij +Ri +
∑
j
Cjη
(v)
i p
(v)
ij∑
i η
(v)
i p
(v)
ij
+M
∑
j ρ
(v)
MM (i)η
(v)
i p
(v)
ij∑
i
∑
j ρ
(v)
MM (j)η
(v)
i p
(v)
ij
(4.117)
Resultado 4.19. Bajo los supuestos del modelo D, un estimador de ma´xima verosimi-
litud de µij es
µˆij,U = Nηˆi,U pˆij,U (4.118)
En donde N es el taman˜o poblacional y ηˆi,U y pˆij,U esta´n definidos por el anterior
resultado, respectivamente.

5. Algunas propiedades de los
estimadores
Tal como lo afirman Cassel, Sa¨rndal & Wretman (1976), la esencia del muestreo consiste
en la seleccio´n de una parte (muestra) de unidades de la poblacio´n finita que permiten
realizar conclusiones acerca de toda la poblacio´n. En este proceso, el estad´ıstico se
enfrenta a varias fuentes de aleatoriedad que definen un comportamiento estoca´stico
complejo en la realizacio´n del proceso inferencial. Entre ellas se encuentran:
1. El me´todo de seleccio´n de las unidades en la poblacio´n.
2. El me´todo usado para obtener las mediciones de la caracter´ıstica de intere´s en las
unidades.
3. El conocimiento de algu´n proceso que genera la verdadera medicio´n para las uni-
dades.
Aunque en este trabajo de investigacio´n la medida de probabilidad que determina la
inferencia acerca de los para´metros poblacionales y del modelo es el disen˜o de muestreo
- que se considera complejo - es necesario comprender que el modelo Markoviano que
se propone genera otra medida de probabilidad que debe ser corrrectamente definida y
la cual permitira´ obtener algunas propiedades de los estimadores que se propusieron en
los cap´ıtulos anteriores.
Recordemos que los para´metros de intere´s son:
• los para´metros naturales del modelo, determinados por el vector
θ = (ψ′,ρ′RR,ρ
′
MM ,η
′,p′)′
• el vector de esperanzas de los conteos poblacionales definido como
µ = (µ11, . . . , µij, . . . , µGG)
′
Los anteriores para´metros esta´n supeditados al proceso observable (µ) y al proceso no
observable (θ), pero para llegar a obtener estimadores insesgados de estos para´metros
se hizo necesario primero estimar los conteos de la tabla de contingencias del proceso
observable, dada por la tabla 3.1. Por tanto este cap´ıtulo tratara´ la estimacio´n de la
varianza, tanto de los conteos, como de los estimadores de los para´metros del modelo.
Por supuesto, dado que el esp´ıritu de este proyecto de investigacio´n esta´ determinado
por la incorporacio´n de los pesos de muestreo en el modelo propuesto, entonces es me-
nester proponer estimaciones aproximadamente insesgadas, con respecto a la medida de
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probabilidad inducida por el disen˜o de muestreo, tanto para θ como para µ. Por tanto,
los siguientes apartados mostrara´n algunas propiedades de los estimadores encontrados
con base en el disen˜o de muestreo complejo. En te´rminos de notacio´n, la medida de
probabilidad inducida por el disen˜o de muestreo se denotara´ con el sub´ındice p.
Por otro lado, tanto θ como µ se pueden definir como cantidades poblacionales descrip-
tivas (CPD), para las cuales, y basados en el enfoque de inferencia inducido por el me´-
todo de ma´xima verosimilitud, existen estimadores θˆU = (ψˆ
′
U , ρˆ
′
RR,U , ρˆ
′
MM,U , ηˆ
′
U , pˆ
′
U)
′ y
µˆU = (µˆ11,U , . . . , µˆij,U , . . . , µˆGG,U)
′ definidos como las correspondientes cantidades po-
blacionales descriptivas (CCPD), que hacen a θˆmpv y µˆmpv consistentes con respecto
al disen˜o de muestreo en el sentido de la definicio´n 2 de Pfeffermann (1993). En este
orden de ideas, no´tese que θˆU y µˆU pueden ser calculados so´lo si se tiene acceso a toda
la poblacio´n finita.
Siguiendo a Pessoa & Silva (1998, p. 79), es posible afirmar que, bajo ciertas condicio-
nes de regularidad, se tendra´ que θˆU − θ = op(1) y µˆU − µ = op(1). Adema´s, como
en encuestas por muestreo, tanto el taman˜o poblacional como el taman˜o de muestra
son generalmente grandes, entonces un estimador apropiado para θˆU sera´ tambie´n un
estimador apropiado para θ y por consiguiente un estimador apropiado para µˆU sera´
un estimador apropiado para µ.
Con base en lo anteriormente expuesto, en este cap´ıtulo se exploran las propiedades de
los estimadores de muestreo propuestos en los cap´ıtulos anteriores y se concluye acerca
de su notable desempen˜o en este problema de investigacio´n.
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Esperanza
Resultado 5.1. Los estimadores Nˆij, Rˆi, Cˆj, Mˆ y Nˆ , definidos en la seccio´n 3.1. son
insesgados con respecto al disen˜o de muestreo.
Prueba. La demostracio´n es inmediata puesto que si el inverso del factor de ponde-
racio´n wk resulta ser pik, la probabilidad de inclusio´n asociada a la k-e´sima unidad,
entonces todos los estimadores son del tipo Horvitz-Thompson, los cuales son insesga-
dos. Por otro lado, si los pesos wk resultan ser ponderaciones de calibracio´n, entonces
todos los estimadores resultara´n asinto´ticamente insesgados como se prueba en Deville
& Sa¨rndal (1992). 
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Varianza
Resultado 5.2. Si wk = 1/pik, entonces la varianza de los estimadores Nˆij, Rˆi, Cˆj, Mˆ
y Nˆ , esta´ dada por las siguientes expresiones
V arp(Nˆij) =
∑
U
∑
U
∆kl
y1iky2jk
pik
y1ily2jl
pil
(5.1)
V arp(Rˆi) =
∑
U
∑
U
∆kl
y1ik(1− z2k)
pik
y1il(1− z2l)
pil
(5.2)
V arp(Cˆj) =
∑
U
∑
U
∆kl
y2jk(1− z1k)
pik
y2jl(1− z1l)
pil
(5.3)
V arp(Mˆ) =
∑
U
∑
U
∆kl
(1− z1k)
pik
(1− z1l)
pil
(5.4)
V arp(Nˆ) =
∑
U
∑
U
∆kl
vk
pik
vl
pil
(5.5)
respectivamente. Una estimacio´n insesgada de la varianza para Nˆij, Rˆi, Cˆj, Mˆ y Nˆ esta´
dada por
V̂ arp(Nˆij) =
∑
s
∑
s
∆kl
pikl
y1iky2jk
pik
y1ily2jl
pil
(5.6)
V̂ arp(Rˆi) =
∑
s
∑
s
∆kl
pikl
y1ik(1− z2k)
pik
y1il(1− z2l)
pil
(5.7)
V̂ arp(Cˆj) =
∑
s
∑
s
∆kl
pikl
y2jk(1− z1k)
pik
y2jl(1− z1l)
pil
(5.8)
V̂ arp(Mˆ) =
∑
s
∑
s
∆kl
pikl
(1− z1k)
pik
(1− z1l)
pil
(5.9)
V̂ arp(Nˆ) =
∑
s
∑
s
∆kl
pikl
vk
pik
vl
pil
(5.10)
respectivamente.
Prueba. La demostracio´n es inmediata al seguir los principios de estimacio´n cla´sicos
en muestreo. Por otro lado, si los pesos wk resultan ser ponderaciones de calibracio´n,
entonces su varianza esta´ definida en Kim & Park (2010, p. 26). 
5.2. Modelo A
Resultado 5.3. La aproximacio´n de Taylor de primer orden del estimador ψmpv, de-
finido en el resultado 4.2, expandida alrededor del punto (Nij, Ri, Cj,M), con i, j =
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1, . . . , G, esta´ dada por la siguiente expresio´n
ψˆmpv ∼= ψˆ0 (5.11)
= ψˆU + a1
∑
i
∑
j
(Nˆij −Nij) + a1
∑
i
(Rˆi −Ri)
+ a2
∑
j
(Cˆj − Cj) + a2(Mˆ −M)
Con
a1 =
∑
j Cj +M
(
∑
i
∑
j Nij +
∑
iRi +
∑
j Cj +M)
2
(5.12)
a2 = −
∑
i
∑
j Nij +
∑
iRi
(
∑
i
∑
j Nij +
∑
iRi +
∑
j Cj +M)
2
(5.13)
Prueba. El estimador no lineal ψˆmpv, se puede escribir como una funcio´n de los totales
estimados Nˆij, Rˆi, Cˆj y Mˆ (con i, j = 1, . . . , G). Por tanto,
ψˆmpv = f(Nˆij, Rˆi, Cˆj, Mˆ) (5.14)
Por lo anterior, la aproximacio´n de Taylor de primer orden en el punto (Nˆij = Nij, Rˆi =
Ri, Cˆj = Cj, Mˆ = M) esta´ dada por
ψˆmpv = ψˆU + a1
∑
i
∑
j
(Nˆij −Nij) + a1
∑
i
(Rˆi −Ri) (5.15)
+ a2
∑
j
(Cˆj − Cj) + a2(Mˆ −M)
con
a1 =
∂f(Nˆij, Rˆi, Cˆj, Mˆ)
∂Rˆi
∣∣∣∣∣Nˆij=Nij
Rˆi=Ri
Cˆj=Cj
Mˆ=M
(5.16)
=
∂f(Nˆij, Rˆi, Cˆj, Mˆ)
∂Nˆij
∣∣∣∣∣Nˆij=Nij
Rˆi=Ri
Cˆj=Cj
Mˆ=M
(5.17)
=
∑
j Cj +M
(
∑
i
∑
j Nij +
∑
iRi +
∑
j Cj +M)
2
(5.18)
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y
a2 =
∂f(Nˆij, Rˆi, Cˆj, Mˆ)
∂Cˆj
∣∣∣∣∣Nˆij=Nij
Rˆi=Ri
Cˆj=Cj
Mˆ=M
(5.19)
=
∂f(Nˆij, Rˆi, Cˆj, Mˆ)
∂Mˆ
∣∣∣∣∣Nˆij=Nij
Rˆi=Ri
Cˆj=Cj
Mˆ=M
(5.20)
= −
∑
i
∑
j Nij +
∑
iRi
(
∑
i
∑
j Nij +
∑
iRi +
∑
j Cj +M)
2
(5.21)

Resultado 5.4. La aproximacio´n de Taylor de primer orden del estimador ρˆRR,mpv,
definido en el resultado 4.2, expandida alrededor del punto (Nij, Ri), con i, j = 1, . . . , G,
esta´ dada por la siguiente expresio´n
ρˆRR,mpv ∼= ρˆRR,0 (5.22)
= ρˆRR,U + a3
∑
i
∑
j
(Nˆij −Nij) + a4
∑
i
(Rˆi −Ri)
con
a3 =
∑
iRi
(
∑
i
∑
j Nij +
∑
iRi)
2
(5.23)
a4 = −
∑
i
∑
j Nij
(
∑
i
∑
j Nij +
∑
iRi)
2
(5.24)
Prueba. La demostracio´n es ana´loga a la del resultado 5.3. 
Resultado 5.5. La aproximacio´n de Taylor de primer orden del estimador ρˆMM,mpv,
definido en el resultado 4.2, expandida alrededor del punto (Cj,M), con j = 1, . . . , G,
esta´ dada por la siguiente expresio´n
ρˆMM,mpv ∼= ρˆMM,0 (5.25)
= ρˆMM,U + a5
∑
j
(Cˆj − Cj) + a6(Mˆ −M)
con
a5 = − M
(
∑
j Cj +M)
2
(5.26)
a6 = −
∑
j Cj
(
∑
j Cj +M)
2
(5.27)
Prueba. La demostracio´n es ana´loga a la del resultado 5.3. 
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Esperanza
Resultado 5.6. Los estimadores de muestreo ψˆmpv, ρˆMM,mpv, ρˆRR,mpv, son aproxima-
damente insesgados para ψˆU , ρˆMM,U , ρˆRR,U .
Prueba. Para ψˆmpv, su expansio´n de Tayor esta´ dada por la expresio´n 5.15. Al calcular
la esperanza del disen˜o muestral, se tiene que
AEp(ψˆmpv) ∼= Ep(ψˆ0)
= ψˆU + a1
∑
i
∑
j
(Ep(Nˆij)−Nij) + a1
∑
i
(Ep(Rˆi)−Ri)
+ a2
∑
j
(Ep(Cˆj)− Cj) + a2(Ep(Mˆ)−M)
= ψˆU
Para los restantes estimadores, siguiendo un proceso similar, se tiene la demostracio´n.

Resultado 5.7. Los estimadores ηˆi,mpv y pˆij,mpv, son aproximadamente insesgados para
ηˆi,U y pˆij,U .
Prueba. La demostracio´n es resultado del me´todo de ma´xima pseudo-verosimilitud
que induce estimaciones insesgadas para los para´metros poblacionales en el modelo tal
como lo demuestra el corolario 1 de Binder (1983, p. 291). 
Varianza
Resultado 5.8. La varianza aproximada de los estimadores ψˆmpv, ρˆMM,mpv, ρˆRR,mpv,
esta´ dada respectivamente por la siguientes expresiones
AVp(ψˆmpv) = Vp
(∑
S
Eψk
pik
)
=
∑
U
∑
U
∆kl
Eψk
pik
Eψl
pil
(5.28)
AVp(ρˆRR,mpv) = Vp
(∑
S
ERRk
pik
)
=
∑
U
∑
U
∆kl
ERRk
pik
ERRl
pil
(5.29)
AVp(ρˆMM,mpv) = Vp
(∑
S
EMMk
pik
)
=
∑
U
∑
U
∆kl
EMMk
pik
EMMl
pil
(5.30)
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Eψk = a1(2− z2k) + a2(1− z1k)(2− z2k) (5.31)
ERRk = a3 + a4(1− z2k) (5.32)
EMMk = a5(1− z1k) + a6(1− z1k)(1− z2k) (5.33)
Prueba. Para ψˆmpv, partiendo de (5.11), reemplazando las cantidades Nˆij, Rˆi, Cˆj, Mˆ
y factorizando convenientemente, la varianza aproximada se puede escribir como
AV (ψˆmpv) = V ar
(
a1
∑
i
∑
j
Nˆij + a1
∑
i
Rˆi + a2
∑
j
Cˆj + a2Mˆ
)
= V ar
(
a1
∑
i
∑
j
∑
k∈S
y1iky2jk
pik
+ a1
∑
i
∑
k∈S
y1ik(1− z2k)
pik
+ a2
∑
j
∑
k∈S
y2jk(1− z1k)
pik
+ a2
∑
k∈S
(1− z1k)(1− z2k)
pik
)
= V ar
(∑
k∈S
Eψk
pik
)
En donde inicialmente se tiene que
Eψk = a1
∑
i
∑
j
y1iky2jk + a1
∑
i
y1ik(1− z2k) + a2
∑
j
y2jk(1− z1k) + a2(1− z1k)(1− z2k)
Por tanto, notando que
∑
i
∑
j y1iky2jk =
∑
i y1ik =
∑
j y2jk = 1 y despue´s de un poco
de algebra se tiene que
Eψk = a1(2− z2k) + a2(1− z1k)(2− z2k)
Despue´s de un proceso ana´logo para ρˆRR,mpv y para ρˆMM,mpv, se tienen las expresiones
de varianza dadas en el enunciado del resultado. 
Resultado 5.9. Estimadores insesgados para las varianzas aproximadas de los estima-
dores ψˆmpv, ρˆMM,mpv, ρˆRR,mpv, esta´n dados respectivamente por la siguientes expresiones
Vˆ (ψˆmpv) =
∑
s
∑
s
∆kl
pikl
eψk
pik
eψl
pil
(5.34)
Vˆ (ρˆRR,mpv) =
∑
s
∑
s
∆kl
pikl
eRRk
pik
eRRl
pil
(5.35)
Vˆ (ρˆMM,mpv) =
∑
s
∑
s
∆kl
pikl
eMMk
pik
eMMl
pil
(5.36)
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En donde
eψk = aˆ1(2− z2k) + aˆ2(1− z1k)(2− z2k) (5.37)
eRRk = aˆ3 + aˆ4(1− z2k) (5.38)
eMMk = aˆ5(1− z1k) + aˆ6(1− z1k)(1− z2k) (5.39)
Con
aˆ1 =
∑
j Cˆj + Mˆ
(
∑
i
∑
j Nˆij +
∑
i Rˆi +
∑
j Cˆj + Mˆ)
2
(5.40)
aˆ2 = −
∑
i
∑
j Nˆij +
∑
i Rˆi
(
∑
i
∑
j Nˆij +
∑
i Rˆi +
∑
j Cˆj + Mˆ)
2
(5.41)
aˆ3 =
∑
i Rˆi
(
∑
i
∑
j Nˆij +
∑
i Rˆi)
2
(5.42)
aˆ4 = −
∑
i
∑
j Nˆij
(
∑
i
∑
j Nˆij +
∑
i Rˆi)
2
(5.43)
aˆ5 = − Mˆ
(
∑
j Cˆj + Mˆ)
2
(5.44)
aˆ6 = −
∑
j Cˆj
(
∑
j Cˆj + Mˆ)
2
(5.45)
Prueba. La demostracio´n es inmediata al seguir los principios de estimacio´n de Horvitz-
Thompson (Sa¨rndal, Swensson & Wretman 1992, Seccio´n 5.5). 
Resultado 5.10. La varianza aproximada de los estimadores ηˆi,mpv y pˆij,mpv esta´ dada
respectivamente por la siguientes expresiones
AVp(ηˆi,mpv) =
1
(Jηi)
2
∑
U
∑
U
∆kl
uk(ηi)
pik
ul(ηi)
pil
(5.46)
AVp(pˆij,mpv) =
1
(Jpij)
2
∑
U
∑
U
∆kl
uk(pij)
pik
ul(pij)
pil
(5.47)
En donde uk(ηi) y uk(pij) esta´n definidas en el resultado 4.3 por las expresiones (4.17)
y (4.22), respectivamente. Tambie´n se tiene que
Jηi = −
2
η2i
∑
U
y1ik +
1
η2i
∑
U
y1ikz2k −
∑
U
(1− z1k)
∑
j
y2jkp
2
ij
(
∑
i ηipij)
2
(5.48)
Jpij = −
1
p2ij
∑
U
y1iky2jk − η
2
i
(
∑
i ηipij)
2
∑
U
y2jk(1− z1k) (5.49)
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Prueba. La demostracio´n se tiene siguiendo la expresio´n (3.3) de Binder (1983), que
puede ser reescrita como en (2.27), y teniendo en cuenta que
Jηi =
∂
∑
U uk(ηi)
∂ηi
Jpij =
∂
∑
U uk(pij)
∂pij
Y adema´s,
∂uk(ηi)
∂ηi
= −2y1ik − y1ikz2k
η2i
− (1− z1k)
∑
j
y2jkp
2
ij
(
∑
i ηipij)
2
∂uk(pij)
∂pij
= −y1iky2jk
p2ij
− η
2
i
(
∑
i ηipij)
2
y2jk(1− z1k)

Resultado 5.11. Estimadores insesgados para la varianzas aproximadas de los estima-
dores ηˆi,mpv y pˆij,mpv esta´n dados respectivamente por la siguientes expresiones
Vˆp(ηˆi,mpv) =
1
(Jˆηˆi)
2
∑
s
∑
s
∆kl
pikl
uˆk(ηˆi)
pik
uˆl(ηˆi)
pil
(5.50)
Vˆp(pˆij,mpv) =
1
(Jˆpˆij)
2
∑
s
∑
s
∆kl
pikl
uˆk(pˆij)
pik
uˆl(pˆij)
pil
(5.51)
En donde
uˆk(ηˆi) =
∑
j y1iky2jk + y1ik(1− z2k)
ηˆi
+
∑
j
y2jk(1− z1k) pˆij,mpv∑
i ηˆi,mpvpˆij,mpv
+ (1− z1k)(1− z2k)
(5.52)
uˆk(pˆij) =
y1iky2jk
pˆij,mpv
+ y1ik(1− z2k) + y2jk(1− z1k) ηˆi,mpv∑
i ηˆi,mpvpij,,mpv
+ (1− z1k)(1− z2k)ηˆi,mpv
(5.53)
y
Jˆηˆi = −
2
ηˆ2i,mpv
∑
U
y1ik +
1
ηˆ2i,mpv
∑
U
y1ikz2k −
∑
U
(1− z1k)
∑
j
y2jkpˆ
2
ij,mpv
(
∑
i ηˆi,mpvpˆij,mpv)
2
(5.54)
Jˆpˆij = −
1
pˆ2ij,mpv
∑
U
y1iky2jk −
ηˆ2i,mpv
(
∑
i ηˆi,mpvpˆij,mpv)
2
∑
U
y2jk(1− z1k) (5.55)
Prueba. La demostracio´n se tiene inmediatamente al seguir la expresio´n (3.4) de Bin-
der (1983), que puede ser reescrita como en (2.28), y teniendo en cuenta los princi-
pios de estimacio´n de Horvitz-Thompson (Sa¨rndal, Swensson & Wretman 1992, Seccio´n
5.5). 
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5.3. Modelo B
Resultado 5.12. La aproximacio´n de Taylor de primer orden del estimador ρˆRR,mpv,
definido en el resultado 4.7, expandida alrededor del punto (Nij, Ri), con i, j = 1, . . . , G,
esta´ dada por la siguiente expresio´n
ρˆRR,mpv ∼= ρˆRR,0 (5.56)
= ρˆRR,U + a3
∑
i
∑
j
(Nˆij −Nij) + a4
∑
i
(Rˆi −Ri)
con
a3 =
∑
iRi
(
∑
i
∑
j Nij +
∑
iRi)
2
(5.57)
a4 = −
∑
i
∑
j Nij
(
∑
i
∑
j Nij +
∑
iRi)
2
(5.58)
Prueba. Dada su forma funcional, la demostracio´n es ide´ntica a la del modelo A. 
Resultado 5.13. La aproximacio´n de Taylor de primer orden del estimador ρˆMM,mpv,
definido en el resultado 4.7, expandida alrededor del punto (Cj,M), con j = 1, . . . , G,
esta´ dada por la siguiente expresio´n
ρˆMM,mpv ∼= ρˆMM,0 (5.59)
= ρˆMM,U + a5
∑
j
(Cˆj − Cj) + a6(Mˆ −M)
con
a5 = − M
(
∑
j Cj +M)
2
(5.60)
a6 = −
∑
j Cj
(
∑
j Cj +M)
2
(5.61)
Prueba. Dada su forma funcional, la demostracio´n es ide´ntica a la del modelo A. 
Esperanza
Resultado 5.14. Los estimadores de muestreo ρˆMM,mpv, ρˆRR,mpv, son aproximadamente
insesgados para ρˆMM,U , ρˆRR,U .
Prueba. Dada su forma funcional, la demostracio´n es ide´ntica a la del modelo A. 
Resultado 5.15. Los estimadores ψˆmpv(i), ηˆi,mpv y pˆij,mpv, son aproximadamente in-
sesgados para ψˆU(i), ηˆi,U y pˆij,U .
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Prueba. La demostracio´n es resultado del me´todo de ma´xima pseudo-verosimilitud
que induce estimaciones insesgadas para los para´metros poblacionales en el modelo tal
como lo demuestra el corolario 1 de Binder (1983, p. 291). 
Varianza
Resultado 5.16. La varianza aproximada de los estimadores ρˆMM,mpv, ρˆRR,mpv, esta´
dada respectivamente por la siguientes expresiones
AVp(ρˆRR,mpv) = Vp
(∑
S
ERRk
pik
)
=
∑
U
∑
U
∆kl
ERRk
pik
ERRl
pil
(5.62)
AVp(ρˆMM,mpv) = Vp
(∑
S
EMMk
pik
)
=
∑
U
∑
U
∆kl
EMMk
pik
EMMl
pil
(5.63)
En donde
ERRk = a3 + a4(1− z2k) (5.64)
EMMk = a5(1− z1k) + a6(1− z1k)(1− z2k) (5.65)
Prueba. Dada su forma funcional, la demostracio´n es ide´ntica a la del modelo A. 
Resultado 5.17. Estimadores insesgados para las varianzas aproximadas de los esti-
madores ρˆMM,mpv, ρˆRR,mpv, esta´n dados respectivamente por la siguientes expresiones
Vˆ (ρˆRR,mpv) =
∑
s
∑
s
∆kl
pikl
eRRk
pik
eRRl
pil
(5.66)
Vˆ (ρˆMM,mpv) =
∑
s
∑
s
∆kl
pikl
eMMk
pik
eMMl
pil
(5.67)
En donde
eRRk = aˆ3 + aˆ4(1− z2k) (5.68)
eMMk = aˆ5(1− z1k) + aˆ6(1− z1k)(1− z2k) (5.69)
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Con
aˆ3 =
∑
i Rˆi
(
∑
i
∑
j Nˆij +
∑
i Rˆi)
2
(5.70)
aˆ4 = −
∑
i
∑
j Nˆij
(
∑
i
∑
j Nˆij +
∑
i Rˆi)
2
(5.71)
aˆ5 = − Mˆ
(
∑
j Cˆj + Mˆ)
2
(5.72)
aˆ6 = −
∑
j Cˆj
(
∑
j Cˆj + Mˆ)
2
(5.73)
Prueba. Dada su forma funcional, la demostracio´n es ide´ntica a la del modelo A. 
Resultado 5.18. La varianza aproximada de los estimadores ψˆmpv(i), ηˆi,mpv y pˆij,mpv
esta´ dada respectivamente por la siguientes expresiones
AVp(ψˆmpv(i)) =
1
(Jψ(i))2
∑
U
∑
U
∆kl
uk(ψ(i))
pik
ul(ψ(i))
pil
(5.74)
AVp(ηˆi,mpv) =
1
(Jηi)
2
∑
U
∑
U
∆kl
uk(ηi)
pik
ul(ηi)
pil
(5.75)
AVp(pˆij,mpv) =
1
(Jpij)
2
∑
U
∑
U
∆kl
uk(pij)
pik
ul(pij)
pil
(5.76)
En donde uk(ψ(i)), uk(ηi) y uk(pij) esta´n definidas en la seccio´n 4.5. Tambie´n se tiene
que
Jψ(i) = −
∑
U
∑
j y1iky2jk
ψ(i)2
−
∑
U
∑
j
y2jk(1− z1k)ηipij
(
∑
i(1− ψ(i))ηipij)2
−
∑
U
(1− z1k)(1− z2k)
∑
i ηipij
∑
j ηipij
(
∑
i
∑
j(1− ψ(i))ηipij)2
(5.77)
Jηi = −
∑
U
∑
j y1iky2jk +
∑
U y1jk(1− z2k)
η21
−
∑
j
∑
U y2jk(1− z1k)(1− ψ(i))2p2ij
(
∑
i(1− ψ(i))ηipij)2
−
∑
U(1− z2k)(1− z1k)(
∑
j pij(1− ψ(i)))2
(
∑
i
∑
j(1− ψ(i)ηipij))2
(5.78)
Jpij = −
∑
U y1iky2jk
p2ij
−
∑
U y1ik(1− z2k)
(
∑
i pij)
2
−
∑
U y2jk(1− z1k)(1− ψ(i))2η2i
(
∑
i(1− ψ(i))ηipij)2
−
∑
U(1− z1k)(1− z2k)(1− ψ(i))2η2i
(
∑
i
∑
j(1− ψ(i))ηipij)2
(5.79)
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Prueba. La demostracio´n se tiene siguiendo la expresio´n (3.3) de Binder (1983), que
puede ser reescrita como en (2.27), y teniendo en cuenta que
Jψ(i) =
∂
∑
U uk(ψ(i))
∂ψ(i)
Jηi =
∂
∑
U uk(ηi)
∂ηi
Jpij =
∂
∑
U uk(pij)
∂pij

Resultado 5.19. Estimadores insesgados para la varianzas aproximadas de los estima-
dores ηˆi,mpv y pˆij,mpv esta´n dados respectivamente por la siguientes expresiones
Vˆp( ˆψ(i)mpv) =
1
(Jˆψˆ(i))
2
∑
s
∑
s
∆kl
pikl
uˆk(ψˆ(i))
pik
uˆl(ψˆ(i))
pil
(5.80)
Vˆp(ηˆi,mpv) =
1
(Jˆηˆi)
2
∑
s
∑
s
∆kl
pikl
uˆk(ηˆi)
pik
uˆl(ηˆi)
pil
(5.81)
Vˆp(pˆij,mpv) =
1
(Jˆpˆij)
2
∑
s
∑
s
∆kl
pikl
uˆk(pˆij)
pik
uˆl(pˆij)
pil
(5.82)
En donde uˆk(ψˆ(i)), uˆk(ηˆi) y uˆk(pˆij) se definen analogamente a las demostraciones del
modelo A. De la misma manera, lo hacen las expresiones Jˆψˆ(i), Jˆηˆi y Jˆpˆij .
Prueba. La demostracio´n se tiene inmediatamente al seguir la expresio´n (3.4) de Bin-
der (1983), y teniendo en cuenta los principios de estimacio´n de Horvitz-Thompson
(Sa¨rndal, Swensson & Wretman 1992, Seccio´n 5.5). 
5.4. Modelo C
Resultado 5.20. La aproximacio´n de Taylor de primer orden del estimador ψmpv, de-
finido en el resultado 4.2, expandida alrededor del punto (Nij, Ri, Cj,M), con i, j =
1, . . . , G, esta´ dada por la siguiente expresio´n
ψˆmpv ∼= ψˆ0 (5.83)
= ψˆU + a1
∑
i
∑
j
(Nˆij −Nij) + a1
∑
i
(Rˆi −Ri)
+ a2
∑
j
(Cˆj − Cj) + a2(Mˆ −M)
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Con
a1 =
∑
j Cj +M
(
∑
i
∑
j Nij +
∑
iRi +
∑
j Cj +M)
2
(5.84)
a2 = −
∑
i
∑
j Nij +
∑
iRi
(
∑
i
∑
j Nij +
∑
iRi +
∑
j Cj +M)
2
(5.85)
Prueba. Dada su forma funcional, la demostracio´n es ide´ntica a la del modelo A. 
Resultado 5.21. La aproximacio´n de Taylor de primer orden del estimador ρˆRR,mpv,
definido en el resultado 4.2, expandida alrededor del punto (Nij, Ri), con i, j = 1, . . . , G,
esta´ dada por la siguiente expresio´n
ρˆRR,mpv ∼= ρˆRR,0 (5.86)
= ρˆRR,U + a3
∑
i
∑
j
(Nˆij −Nij) + a4
∑
i
(Rˆi −Ri)
con
a3 =
∑
iRi
(
∑
i
∑
j Nij +
∑
iRi)
2
(5.87)
a4 = −
∑
i
∑
j Nij
(
∑
i
∑
j Nij +
∑
iRi)
2
(5.88)
Prueba. Dada su forma funcional, la demostracio´n es ide´ntica a la del modelo A. 
Resultado 5.22. Los estimadores de muestreo ψˆmpv y ρˆRR,mpv, son aproximadamente
insesgados para ψˆU y ρˆRR,U .
Resultado 5.23. Los estimadores ρˆMM,mpv(i), ηˆi,mpv y pˆij,mpv son aproximadamente
insesgados para ρˆMM,U(i), ηˆi,U y pˆij,U .
Resultado 5.24. La varianza aproximada de los estimadores ψˆmpv y ρˆRR,mpv, esta´ dada
respectivamente por la siguientes expresiones
AVp(ψˆmpv) = Vp
(∑
S
Eψk
pik
)
=
∑
U
∑
U
∆kl
Eψk
pik
Eψl
pil
(5.89)
AVp(ρˆRR,mpv) = Vp
(∑
S
ERRk
pik
)
=
∑
U
∑
U
∆kl
ERRk
pik
ERRl
pil
(5.90)
En donde
Eψk = a1(2− z2k) + a2(1− z1k)(2− z2k) (5.91)
ERRk = a3 + a4(1− z2k) (5.92)
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Prueba. Dada su forma funcional, la demostracio´n es ide´ntica a la del modelo A. 
Resultado 5.25. Estimadores insesgados para las varianzas aproximadas de los esti-
madores ψˆmpv y ρˆRR,mpv, esta´n dados respectivamente por la siguientes expresiones
Vˆ (ψˆmpv) =
∑
s
∑
s
∆kl
pikl
eψk
pik
eψl
pil
(5.93)
Vˆ (ρˆRR,mpv) =
∑
s
∑
s
∆kl
pikl
eRRk
pik
eRRl
pil
(5.94)
Prueba. Dada su forma funcional, la demostracio´n es ide´ntica a la del modelo A. 
Resultado 5.26. La varianza aproximada de los estimadores ρˆMM,mpv(i), ηˆi,mpv y pˆij,mpv
esta´ dada respectivamente por la siguientes expresiones
AVp(ρˆMM,mpv(i)) =
1
(JρMM (i))
2
∑
U
∑
U
∆kl
uk(ρMM(i))
pik
ul(ρMM(i))
pil
(5.95)
AVp(ηˆi,mpv) =
1
(Jηi)
2
∑
U
∑
U
∆kl
uk(ηi)
pik
ul(ηi)
pil
(5.96)
AVp(pˆij,mpv) =
1
(Jpij)
2
∑
U
∑
U
∆kl
uk(pij)
pik
ul(pij)
pil
(5.97)
En donde uk(ρMM(i)), uk(ηi) y uk(pij) esta´n definidas en la seccio´n 4.6. Tambie´n se
tiene que
JρMM (i) = −
∑
j
∑
U y2jk(1− z1k)η2i p2ij
(
∑
i(1− ρMM(i))ηipij)2
−
∑
U(1− z1k)(1− z2k)(
∑
j ηipij)
2
(
∑
i
∑
j ρMM(i)ηipij)
2
(5.98)
Jηi = −
∑
U
∑
j y1iky2jk −
∑
U y1jk(1− z2k)
η2i
−
∑
j
∑
U y2jk(1− z1k)(1− ρMM(i))2p2ij
(
∑
i(1− ρMM(i))ηipij)2
−
∑
U(1− z2k)(1− z1k)ρ2MM(i)
(
∑
i ρMM(i)ηi)
2
(5.99)
Jpij = −
∑
U y1iky2jk
p2ij
−
∑
U y2jk(1− z1k)(1− ρMM(i))2η2i
(
∑
i(1− ρMM(i))ηipij)2
(5.100)
Prueba. La demostracio´n se tiene siguiendo la expresio´n (3.3) de Binder (1983) y
teniendo en cuenta que
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JρMM (i) =
∂
∑
U uk(ρMM(i))
∂ρMM(i)
Jηi =
∂
∑
U uk(ηi)
∂ηi
Jpij =
∂
∑
U uk(pij)
∂pij

Resultado 5.27. Estimadores insesgados para la varianzas aproximadas de los estima-
dores ηˆi,mpv y pˆij,mpv esta´n dados respectivamente por la siguientes expresiones
Vˆp(ρˆMM(i)mpv) =
1
(JˆρˆMM (i))
2
∑
s
∑
s
∆kl
pikl
uˆk(ρˆMM(i))
pik
uˆl(ρˆMM(i))
pil
(5.101)
Vˆp(ηˆi,mpv) =
1
(Jˆηˆi)
2
∑
s
∑
s
∆kl
pikl
uˆk(ηˆi)
pik
uˆl(ηˆi)
pil
(5.102)
Vˆp(pˆij,mpv) =
1
(Jˆpˆij)
2
∑
s
∑
s
∆kl
pikl
uˆk(pˆij)
pik
uˆl(pˆij)
pil
(5.103)
En donde uˆk(ψˆ(i)), uˆk(ηˆi) y uˆk(pˆij) se definen analogamente a las demostraciones del
modelo A. De la misma manera, lo hacen las expresiones Jˆψˆ(i), Jˆηˆi y Jˆpˆij .
Prueba. La demostracio´n se tiene inmediatamente al seguir la expresio´n (3.4) de Bin-
der (1983) y teniendo en cuenta los principios de estimacio´n de Horvitz-Thompson
(Sa¨rndal, Swensson & Wretman 1992, Seccio´n 5.5). 
5.5. Modelo D
Resultado 5.28. La aproximacio´n de Taylor de primer orden del estimador ψmpv, de-
finido en el resultado 4.2, expandida alrededor del punto (Nij, Ri, Cj,M), con i, j =
1, . . . , G, esta´ dada por la siguiente expresio´n
ψˆmpv ∼= ψˆ0 (5.104)
= ψˆU + a1
∑
i
∑
j
(Nˆij −Nij) + a1
∑
i
(Rˆi −Ri)
+ a2
∑
j
(Cˆj − Cj) + a2(Mˆ −M)
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Con
a1 =
∑
j Cj +M
(
∑
i
∑
j Nij +
∑
iRi +
∑
j Cj +M)
2
(5.105)
a2 = −
∑
i
∑
j Nij +
∑
iRi
(
∑
i
∑
j Nij +
∑
iRi +
∑
j Cj +M)
2
(5.106)
Prueba. Dada su forma funcional, la demostracio´n es ide´ntica a la del modelo A. 
Resultado 5.29. El estimador de muestreo ψˆmpv es aproximadamente insesgado para
ψˆU .
Resultado 5.30. Los estimadores ρˆRR,mpv(j), ρˆMM,mpv(j), ηˆi,mpv y pˆij,mpv son aproxi-
madamente insesgados para ρˆRR,U(j), ρˆMM,U(j), ηˆi,U y pˆij,U .
Resultado 5.31. La varianza aproximada de ψˆmpv esta´ dada por la siguiente expresio´n:
AVp(ψˆmpv) = Vp
(∑
S
Eψk
pik
)
=
∑
U
∑
U
∆kl
Eψk
pik
Eψl
pil
(5.107)
En donde
Eψk = a1(2− z2k) + a2(1− z1k)(2− z2k) (5.108)
Prueba. Dada su forma funcional, la demostracio´n es ide´ntica a la del modelo A. 
Resultado 5.32. Un estimador insesgado para la varianza aproximada de ψˆmpv esta´
dado por la siguiente expresio´n
Vˆ (ψˆmpv) =
∑
s
∑
s
∆kl
pikl
eψk
pik
eψl
pil
(5.109)
En donde
eψk = aˆ1(2− z2k) + aˆ2(1− z1k)(2− z2k) (5.110)
Prueba. Dada su forma funcional, la demostracio´n es ide´ntica a la del modelo A. 
5.5. Modelo D 89
Resultado 5.33. La varianza aproximada de los estimadores ρˆRR,mpv(j), ρˆMM,mpv(j),
ηˆi,mpv y pˆij,mpv esta´ dada respectivamente por la siguientes expresiones
AVp(ρˆRR,mpv(j)) =
1
(JρRR(i))
2
∑
U
∑
U
∆kl
uk(ρRR(j))
pik
ul(ρRR(i))
pil
(5.111)
AVp(ρˆMM,mpv(i)) =
1
(JρMM (i))
2
∑
U
∑
U
∆kl
uk(ρMM(i))
pik
ul(ρMM(i))
pil
(5.112)
AVp(ηˆi,mpv) =
1
(Jηi)
2
∑
U
∑
U
∆kl
uk(ηi)
pik
ul(ηi)
pil
(5.113)
AVp(pˆij,mpv) =
1
(Jpij)
2
∑
U
∑
U
∆kl
uk(pij)
pik
ul(pij)
pil
(5.114)
En donde uk(ρMM(j)), uk(ρRR(j)), uk(ηi) y uk(pij) esta´n definidas en la seccio´n 4.7.
Tambie´n se tiene que
JρRR(j) = −
∑
U
∑
i y1iky2jk
ρ2RR(j)
−
∑
i
∑
U y1ik(1− z2k)p2ij
(
∑
j(1− ρRR(j))pij)2
(5.115)
JρMM (i) =
∑
U y2jk(1− z1k)
(1− ρMM(j))2 −
∑
U(1− z1k)(1− z2k)(
∑
i ηipij)
2
(
∑
i
∑
j ρMM(j)ηipij)
2
(5.116)
Jηi =
−∑U∑j y1iky2jk −∑U y1ik(1− z2k)
η2i
−
∑
j
∑
U y2jk(1− z1k)p2ij
(
∑
i ηipij)
2
−
∑
U(1− z1k)(1− z2k)(
∑
j ρMM(j)pij)
2
(
∑
i
∑
j ρMM(j)ηipij)
2
(5.117)
Jpij = −
∑
U y1iky2jk
p2ij
−
∑
U y1ik(1− z2k)(1− ρRR(j))2
(
∑
j pij(1− ρRR(j)))2
−
∑
U y2jk(1− z1k)η2i
(
∑
i ηipij)
2
−
∑
U(1− z1k)(1− z2k)η2i ρ2MM(j)
(
∑
i
∑
j ρMM(j)ηipij)
2
(5.118)
Prueba. La demostracio´n se tiene siguiendo la expresio´n (3.3) de Binder (1983) y
teniendo en cuenta que
JρRR(j) =
∂
∑
U uk(ρRR(j))
∂ρRR(j)
JρMM (j) =
∂
∑
U uk(ρMM(j))
∂ρMM(j)
Jηi =
∂
∑
U uk(ηi)
∂ηi
Jpij =
∂
∑
U uk(pij)
∂pij
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
Resultado 5.34. Estimadores insesgados para la varianzas aproximadas de los estima-
dores ηˆi,mpv y pˆij,mpv esta´n dados respectivamente por la siguientes expresiones
Vˆp(ρˆRR(j)mpv) =
1
(JˆρˆRR(j))
2
∑
s
∑
s
∆kl
pikl
uˆk(ρˆRR(j))
pik
uˆl(ρˆRR(j))
pil
(5.119)
Vˆp(ρˆMM(j)mpv) =
1
(JˆρˆMM (j))
2
∑
s
∑
s
∆kl
pikl
uˆk(ρˆMM(j))
pik
uˆl(ρˆMM(j))
pil
(5.120)
Vˆp(ηˆi,mpv) =
1
(Jˆηˆi)
2
∑
s
∑
s
∆kl
pikl
uˆk(ηˆi)
pik
uˆl(ηˆi)
pil
(5.121)
Vˆp(pˆij,mpv) =
1
(Jˆpˆij)
2
∑
s
∑
s
∆kl
pikl
uˆk(pˆij)
pik
uˆl(pˆij)
pil
(5.122)
En donde uˆk(ρˆRR(j)), uˆk(ρˆMM(j)), uˆk(ηˆi) y uˆk(pˆij) se definen analogamente a las demos-
traciones del modelo A. De la misma manera, lo hacen las expresiones JˆρˆRR(j), JˆρˆMM (j),
Jˆηˆi y Jˆpˆij .
Prueba. La demostracio´n se tiene inmediatamente al seguir la expresio´n (3.4) de Bin-
der (1983) y teniendo en cuenta los principios de estimacio´n de Horvitz-Thompson
(Sa¨rndal, Swensson & Wretman 1992, Seccio´n 5.5). 
5.6. Propiedades de los estimadores de los cambios
brutos
Resultado 5.35. Para todos los anterior modelos, la aproximacio´n de Taylor de primer
or den para el estimator de los cambios brutos, dado por µˆij, alrededor del punto
(N, ηi,U , pij,U), esta´ dado por
µˆij,mpv ∼= µˆij,0 (5.123)
= µij,U + a7(Nˆij −Nij) + a8(ηˆi,mpv − ηi,U) + a9(pˆij,mpv − pij,U)
con
a7 = ηi,Upij,U (5.124)
a8 = Nijpij,U (5.125)
a9 = Nijηi,U (5.126)
Prueba. La demostracio´n es inmediata al realizar las derivadas correspondientes en el
proceso de linealizacio´n. 
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Resultado 5.36. El estimador de los cambios brutos µˆij,mpv es aproximadamente in-
sesgado para µij,U .
Prueba. Teniendo en cuenta que Nˆ es insesgado para N , ηˆi,mpv es insesgado para
ηi,U y pˆij,mpv es insesgado para pij,U), entonces al tomar la esperanza, sobre la funcio´n
linealizada, se obtiene fa´cilmente el resultado. 
Resultado 5.37. La siguiente expresio´n aproxima la varianza de µˆij,mpv
AVp(µˆij,mpv) ∼= a27V arp(Nˆij) + a28AVp(ηˆi,mpv) + a29AVp(pˆij) (5.127)
Prueba. En primer lugar, no´tese que
AVp(µˆij,mpv) = a
2
7V arp(Nˆij) + a
2
8AVp(ηˆi,mpv) + a
2
9AVp(pˆij)
+ 2a7a8Cov(Nˆij, ηˆi,mpv) + 2a7a9Cov(Nˆij, pˆij)2a8a9Cov(ηˆi,mpv, pˆij)
∼= a27V arp(Nˆij) + a28AVp(ηˆi,mpv) + a29AVp(pˆij)
Adema´s de que
Cov(Nˆij, ηˆi,mpv) = Ep(Nˆij ηˆi,mpv)− Ep(Nˆij)Ep(ηˆi,mpv)
∼= Nˆij,Uηi,U − Nˆij,Uηi,U = 0
Entonces, se tiene que
Ep(Nˆij ηˆi,mpv) ∼= Nˆij,U , ηi,U
Las gras covarianzas se obtienen de forma similar. 
Resultado 5.38. Un estimator aproximadamente insesgado para la varianza de µˆij,mpv
esta´ dado por
Vˆp(µˆij,mpv) = aˆ
2
7Vˆp(Nˆij) + a
2
8Vˆp(ηˆi,mpv) + a
2
9Vˆp(pˆij) (5.128)
con
aˆ7 = ηˆi,U pˆij,U (5.129)
aˆ8 = Nˆij pˆij,U (5.130)
aˆ9 = Nˆij ηˆi,U (5.131)
Prueba. La demostracio´n se tiene fa´cilmente al utilizar los estimadores insesgados
para las tres varianzas involucradas. 
6. Simulaciones emp´ıricas
Haciendo hincapie´ en que, tanto en un censo como en una muestra, lo u´nico que se obser-
va son algunos conteos de los individuos de la poblacio´n que efectivamente respondieron
la encuesta, y teniendo en cuenta que el modelo general deb´ıa ser reducido porque el
nu´mero de para´metros que se deben estimar es mayor al nu´mero de restricciones en el
modelo, entonces esta seccio´n hara´ un recuento de los procesos computacionales que se
deben surtir para llegar una estimacio´n de los para´metros de intere´s. Se recuerda que
los modelos restringidos considerados son los siguientes:
• Modelo A: ψ(i, j) = ψ, ρRR(i, j) = ρRR y ρMM(i, j) = ρMM .
• Modelo B: ψ(i, j) = ψ(i), ρRR(i, j) = ρRR y ρMM(i, j) = ρMM .
• Modelo C: ψ(i, j) = ψ, ρRR(i, j) = ρRR(i) y ρMM(i, j) = ρMM(i).
• Modelo D: ψ(i, j) = ψ, ρRR(i, j) = ρRR(j) y ρMM(i, j) = ρMM(j).
Para cada uno de los anteriores modelos, se utilizaron los mismos procedimientos en la
simulacio´n. El nu´mero de iteraciones en la simulacio´n de Monte Carlo fue L = 1000.
De la misma forma, para realizar la clasificacio´n de los individuos en respondientes
y no respondientes en ambos periodos de tiempo, se utilizo´ la funcio´n rmultinom del
ambiente computacional R. La creacio´n de las variables dicoto´micas y1ik, y2jk, z1k y z2k
se realizo´ por medio de la funcio´n Domains del paquete TeachingSampling (Gutie´rrez
2009b) del ambiente computacional R.
En este apartado se considerara´n diferentes configuraciones en cada una de las dos
etapas. Luego, para obtener una comparacio´n exhaustiva del comportamiento de los
estimadores de los cambios brutos, se considerara´n disen˜os de muestreo simples y disen˜os
de muestreo complejos - que induzcan probabilidades de inclusio´n desiguales - para cada
uno de los escenarios poblacionales.
El desempen˜o de los estimadores propuestos se estudiara´ con base en el sesgo relativo
en porcentaje (RB) y la ra´ız del error cuadrado medio relativo en porcentaje (RRMSE),
dados respectivamente por
RB = L−1
L∑
l=1
θˆl − θ
θ
RRMSE = L−1
√∑L
l=1(θˆl − θ)2
θ
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en donde θ es el para´metro de intere´s y θˆl es calculado en la m-e´sima muestra simulada.
Para ambas medidas relativas, se considerara´ que existe evidencia de sesgo y alta va-
rianza cuando las estimaciones sobrepasen el valor de 10 %. Las anteriores cifras sera´n
resaltadas en negrilla.
Asimismo, se utilizara´ la esperanza emp´ırica de los estimadores para realizar una compa-
racio´n directa contra los para´metros de intere´s. La esperanza emp´ırica de un estimador
esta´ dada por
EE = L−1
L∑
l=1
θˆl
Por otro lado, la extraccio´n de las muestras aleatorias en cada una de las simulaciones
obedecio´ a diferentes disen˜os de muestreo que induc´ıan distintas configuraciones de las
probabilidades de inclusio´n, y por tanto de los factores de expansio´n. En los escenarios
en donde el vector de probabilidades de inclusio´n era desigual, se utilizo´ la funcio´n
S.piPS del paquete TeachingSampling para la seleccio´n sin reemplazo de una muestra
con probabilidad proporcional a una caracter´ıstica de informacio´n auxiliar que se supone
conocida y que sigue una distribucio´n normal con distintos para´metros.
En virtud de lo anterior, la estructura de la caracter´ıstica de informacio´n auxiliar (X)
dependio´ de la respuesta y de la clasificacio´n del individuo en el tiempo t − 1. As´ı,
utilizando la caracter´ıstica y1ik, definida en la expresio´n (4.1), la caracter´ıstica de in-
formacio´n auxiliar tomo´ valores de una variable aleatoria con distribucio´n normal de
media 50 y desviacio´n esta´ndar 1, para los individuos que respondieron en el tiempo
t− 1 y se encontraron en el segundo estado de la clasificacio´n. Para el resto de los indi-
viduos, la caracter´ıstica de informacio´n auxiliar tomo´ valores de una variable aleatoria
con distribucio´n normal de media 500 y desviacio´n esta´ndar 10. Las figuras 6.1 y 6.2
muestran el comportamiento estructural de la caracter´ıstica de informacio´n auxiliar.
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Figura 6.1.: Diagrama de dispersio´n de la caracter´ıstica de informacio´n auxiliar.
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Figura 6.2.: Boxplot de la caracter´ıstica de informacio´n auxiliar dependiente de los va-
lores de y1i.
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En este ejercicio emp´ırico, se contrastara´n tres familias de estimadores. La primera fa-
milia corresponde al conjunto de estimadores desarrollados en esta tesis doctoral, que en
adelante sera´n notados como estimadores basados en el disen˜o de muestreo. La segunda
familia, que sera´ denotada como estimadores basados en el modelo de superpoblacio´n,
considera que los datos muestrales provienen de los modelos reducidos, y no tiene en
cuenta el disen˜o de muestreo complejo. Adema´s, tambie´n consideraremos un estimador
de los cambios brutos que no tiene en cuenta el disen˜o de muestreo complejo y asume
que la ausencia de respuesta es ignorable. La formulacio´n matema´tica de este estima-
dor, que lo notaremos como estimador ingenuo, expande los datos de la muestra a la
poblacio´n. Su forma funcional esta´ dada a continuacio´n:
µˆij,ING =
N∑
i
∑
j nij
nij (6.1)
En donde nij se define como el conteo de unidades en la muestra clasificadas en la celda
ij. Por u´ltimo, se recuerda que los modelos asumidos consideran las siguientes etapas:
• la afijacio´n de todos los individuos de la poblacio´n en las diferentes celdas de una
tabla de contingencia. En esta primera etapa se fijan valores de las probabilidades
iniciales ηi, pij y,
• el proceso de ausencia de respuesta en dos periodos consecutivos. En esta segunda
etapa se fijan valores de las probabilidades iniciales ψ(i, j), ρRR(i, j) y ρMM(i, j).
6.1. Simulacio´n del proceso no observable
Para realizar la simulacio´n emp´ırica fue necesario, en primer lugar, asumir algunas
condiciones de la primera etapa (proceso no observable) en donde se establecen las
probabilidades de clasificacio´n de los grupos para el tiempo t − 1 y las probabilidades
condicionales de clasificacio´n para el tiempo t. De esta forma, se supuso que cada
individuo de la poblacio´n puede estar clasificado en tres categor´ıas: E1, E2 y E3. El
vector de estados para el tiempo t− 1 esta´ dado por
η = (η1, η2, η3)
′ = (0.6, 0.05, 0.35)′
De esta manera, existe una probabilidad de clasificacio´n en E1 de 0.6 para un indivi-
duo de la poblacio´n, una probabilidad de clasificacion en E2 de 0.05 y finalmente una
probabilidad de clasificacio´n en E3 de 0.35. La matriz de transicio´n del tiempo t− 1 al
tiempo t esta conformada por
P =
 p′1p′2
p′3
 =
 p11 p12 p13p21 p22 p23
p31 p32 p33
 =
 0.92 0.01 0.070.32 0.46 0.22
0.04 0.03 0.93

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Luego, para los individuos clasificados en E1 en t − 1, es ma´s probable permanecer
en este mismo estado en t y menos probable cambiar a E2 en t; para los individuos
clasificados en E2 en t − 1, es ma´s probable permanecer en este mismo estado en t y
menos probable cambiar a E3 en t; para los individuos clasificados en E3 en t − 1, es
ma´s probable permanecer en este mismo estado en t y menos probable cambiar a E2
en t.
En este orden de ideas, se supuso que la poblacio´n finita ten´ıa taman˜o N = 100.000
y se considero´ hipote´ticamente que su taman˜o no cambiaba en los dos periodos de
medicio´n. En cada uno de los escenarios considerados, se utilizo´ un taman˜o de muestra
de n = 10.000. Para realizar la clasificacio´n de los individuos en los dos periodos de
tiempo, se utilizo´ la funcio´n rmultinom del ambiente computacional R (R Development
Core Team 2012). No´tese que la estimacio´n basada en el modelo ξ y determinada por
la ecuacio´n (4.14) esta´ dada en la tabla 6.1.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 55200 600 4200
E2 1600 2300 1100
E3 1400 1050 32550
Tabla 6.1.: Esperanzas del modelo ξ para los estimadores del cambio bruto poblacional
en dos periodos consecutivos.
6.2. Simulacio´n del proceso observable
6.2.1. Modelo A
Para este escenario, la probabilidad de respuesta de los individuos en la poblacio´n en
el tiempo t − 1 es de ψ(i, j) = ψ = 0.8. La probabilidad de respuesta en t para los
individuos que respondieron en t − 1 es de ρRR(i, j) = ρRR = 0.5. Finalmente, la
probabilidad de no respuesta en t para los individuos que no respondieron en t−1 es de
ρMM(i, j) = ρMM = 0.9. Con base en lo anteriormente expuesto, y teniendo en cuenta
la dina´mica de los respondientes en ambos periodos, o en algu´n periodo, y suponiendo
que es posible realizar un censo poblacional, la distribucio´n de los individuos, inducida
por la tabla de contingencias 3.3 , es como se indica en la tabla 6.2.
6.2.2. Modelo B
Para este escenario, la probabilidad de respuesta de los individuos en la poblacio´n en
el tiempo t − 1 es de ψ(i) = (0.95, 0.5, 0.95)′. La probabilidad de respuesta en t para
los individuos que respondieron en t − 1 es de ρRR(i, j) = ρRR = 0.8. Finalmente, la
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Tiempo t− 1 Tiempo t
E1 E2 E3 Complemento fila
E1 22080 240 1680 24000
E2 640 920 440 2000
E3 560 420 13020 14000
Complemento columna 1164 79 757 18000
Tabla 6.2.: Esperanza del modelo A para los estimadores del cambio bruto poblacional
(proceso observable) en dos periodos consecutivos.
probabilidad de no respuesta en t para los individuos que no respondieron en t − 1 es
de ρMM(i, j) = ρMM = 0.5. La distribucio´n de los individuos, inducida por la tabla de
contingencias 3.4 , es como se indica en la tabla 6.3.
Tiempo t− 1 Tiempo t
E1 E2 E3 Complemento fila
E1 41952 456 3192 11400
E2 640 920 440 500
E3 1064 798 24738 6650
Complemento columna 1815 616 1194 3625
Tabla 6.3.: Esperanza del modelo B para los estimadores del cambio bruto poblacional
(proceso observable) en dos periodos consecutivos.
6.2.3. Modelo C
Para este escenario, la probabilidad de respuesta de los individuos en la poblacio´n en
el tiempo t − 1 es de ψ = 0.8. La probabilidad de respuesta en t para los individuos
que respondieron en t − 1 es de ρRR(i) = (0.8, 0.5, 0.5)′. Finalmente, la probabilidad
de no respuesta en t para los individuos que no respondieron en t− 1 es de ρMM(i) =
(0.9, 0.6, 0.6)′. La distribucio´n de los individuos, inducida por la tabla de contingencias
3.5 , es como se indica en la tabla 6.4.
6.2.4. Modelo D
Para este escenario, la probabilidad de respuesta de los individuos en la poblacio´n en
el tiempo t − 1 es de ψ = 0.8. La probabilidad de respuesta en t para los individuos
que respondieron en t − 1 es de ρRR(j) = (0.95, 0.88, 0.95)′. Finalmente, la probabi-
lidad de no respuesta en t para los individuos que no respondieron en t − 1 es de
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Tiempo t− 1 Tiempo t
E1 E2 E3 Complemento fila
E1 35328 384 2688 9600
E2 640 920 440 2000
E3 560 420 13020 14000
Complemento columna 1344 280 2776 15600
Tabla 6.4.: Esperanza del modelo C para los estimadores del cambio bruto poblacional
(proceso observable) en dos periodos consecutivos.
ρMM(j) = (0.91, 0.79, 0.91)
′. La distribucio´n de los individuos, inducida por la tabla de
contingencias 3.6 , es como se indica en la tabla 6.5.
Tiempo t− 1 Tiempo t
E1 E2 E3 Complemento fila
E1 41952 422 3192 2434
E2 1216 1619 836 329
E3 1064 739 24738 1459
Complemento columna 1048 166 681 18105
Tabla 6.5.: Esperanza del modelo D para los estimadores del cambio bruto poblacional
(proceso observable) en dos periodos consecutivos.
6.3. Resultados de las simulaciones
6.3.1. Modelo A
Muestreo aleatorio simple: estimadores basados en el disen˜o de muestreo
En un primer acercamiento emp´ırico, se considera un disen˜o de muestreo aleatorio
simple (MAS), que induce tanto probabilidades de inclusio´n como factores de expansio´n
de tipo uniforme. En este escenario, nuestra propuesta demuestra una gran fortaleza
puesto que los sesgos relativos de los cambios brutos y de los para´metros del modelo
son todos despreciables, como se indica en las tablas 6.6, 6.7 y 6.8.
De la misma manera, el sesgo relativo para el estimador de la probabilidad de respuesta
ψ, fue 0.33 % y la ra´ız del error cuadrado medio relativo fue 0.007 %; el sesgo relativo
para el estimador de la probabilidad de respuesta ρRR, fue 0.23 % y la ra´ız del error
cuadrado medio relativo fue 0.001 %; el sesgo relativo para el estimador de la probabi-
lidad de no respuesta, ρMM fue -0.54 % y la ra´ız del error cuadrado medio relativo fue
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Tiempo t− 1 Tiempo t
E1 E2 E3
E1 -0.23 (0.003) 0.32 (0.006) 1.68 (0.015)
E2 -2.44 (0.005) 1.45 (0.007) 2.45 (0.031)
E3 -2.63 (0.025) -4.92 (0.026) 0.39 (0.018)
Tabla 6.6.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para el estimador basado en el disen˜o de mues-
treo para los estimadores del cambio bruto poblacional en el Modelo A con
muestreo MAS.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 -0.02 (0.009) -1.59 (0.017) 0.60 (0.102)
E2 -3.80 (0.041) 0.50 (0.018) 4.48 (0.011)
E3 1.48 (0.108) -5.97 0063) 0.12 (0.005)
Tabla 6.7.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades de tran-
sicio´n pij en el Modelo A con muestreo MAS.
Tiempo t− 1
η1 η2 η3
-0.08 (0.003) 0.72 (0.031) 0.04 (0.025)
Tabla 6.8.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades iniciales
de clasificacio´n ηi en el Modelo A con muestreo MAS.
0.006 %.
Por otro lado, en la tabla 6.9 se muestra la esperanza emp´ırica de los estimadores de
los cambios brutos para el estimador que se propone en este trabajo de investigacio´n
y se nota que cada una de las entradas reproduce un valor muy cercano al dado en la
tabla 6.1 por las esperanzas del modelo ξ.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 55134 589 4221
E2 1550 2328 1157
E3 1421 987 32607
Tabla 6.9.: Esperanzas emp´ıricas del estimador basado en el disen˜o de muestreo para el
cambio bruto poblacional en el Modelo A con muestreo MAS.
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Muestreo con probabilidades de inclusio´n desiguales: estimadores basados en el
disen˜o de muestreo
Este escenario considera un disen˜o de muestreo que induce probabilidades de inclusio´n y
factores de expansio´n de tipo desigual. En este escenario, nuestra propuesta sigue siendo
insesgada para tanto para los cambios brutos como para los para´metros del modelo. Los
sesgos relativos se muestran las tablas 6.10, 6.11 y 6.12.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 0.11 (0.027) -1.56 (0.116) 1.16 (0.225)
E2 0.05 (1.294) -2.35 (0.863) 2.86 (2.248)
E3 2.74 (0.646) 9.01 (0.716) -0.77 (0.230)
Tabla 6.10.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores del cambio bruto poblacional
en el Modelo A con muestreo de probabilidades desiguales.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 0.07 (0.025) 0.38 (0.117) -1.02 (0.224)
E2 2.26 (1.140) -1.24 (0.590) -0.69 (2.200)
E3 -0.62 (0.789) 11.00 (0.687) -0.32 (0.118)
Tabla 6.11.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades de
transicio´n pij en el Modelo A con muestreo de probabilidades desiguales.
Tiempo t− 1
η1 η2 η3
0.232 (0.035) 1.53 (0.628) -0.61 (0.221)
Tabla 6.12.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades ini-
ciales de clasificacio´n ηi en el Modelo A con muestreo de probabilidades
desiguales.
De la misma manera, el sesgo relativo para el estimador de la probabilidad de respuesta
ψ, fue 0.02 % y la ra´ız del error cuadrado medio relativo fue 0.022 % ; el sesgo relativo
para el estimador de la probabilidad de respuesta ρRR, fue 0.07 % y la ra´ız del error
cuadrado medio relativo fue 0.019 %; el sesgo relativo para el estimador de la probabi-
lidad de no respuesta ρMM , fue -0.34 % y la ra´ız del error cuadrado medio relativo fue
0.058 %.
6.3. Resultados de las simulaciones 101
Por otro lado, en la tabla 6.13 se muestra la esperanza emp´ırica de los estimadores de
los cambios brutos para el estimador que se propone en este trabajo de investigacio´n
y se nota que cada una de las entradas reproduce un valor muy cercano al dado en la
tabla 6.1 por las esperanzas del modelo ξ..
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 55344 603 4164
E2 1662 2305 1109
E3 1381 1157 32227
Tabla 6.13.: Esperanzas emp´ıricas del estimador basado en el disen˜o de muestreo para
el cambio bruto poblacional en el Modelo A con muestreo de probabilidades
desiguales.
Probabilidades de inclusio´n desiguales: estimadores basados en el modelo
poblacional
Este escenario considera un disen˜o de muestreo que induce probabilidades de inclusio´n
y factores de expansio´n de tipo desigual, justo como en la simulacio´n anterior. Sin em-
bargo, para este escenario, los estimadores de ma´xima verosimilitud no tienen en cuenta
el disen˜o de muestreo. En este escenario, se nota que las estimaciones son sesgadas tanto
para los cambios brutos como para los para´metros del modelo. Los sesgos relativos se
muestran las tablas 6.14, 6.15 y 6.16. Se nota que ser´ıa una equivocacio´n utilizar los
estimadores de ma´xima verosimilitud y que se deben corregir por el disen˜o de muestreo,
justo como en los anteriores escenarios.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 4.92 (0.196) 13.50 (0.283) 4.05 (0.333)
E2 -89.56 (4.004) -89.32 (4.002) -89.27 (4.013)
E3 9.03 (0.754) 7.67 (0.717) 4.09 (0.332)
Tabla 6.14.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores del cambio bruto poblacional
en el Modelo A con muestreo de probabilidades desiguales.
De la misma manera, el sesgo relativo para el estimador de la probabilidad de respuesta
ψ, fue -0.85 % y la ra´ız del error cuadrado medio relativo fue 0.055 %; el sesgo relativo
para el estimador de la probabilidad de respuesta ρRR fue 0.16 % y la ra´ız del error cua-
drado medio relativo fue 0.016 %; el sesgo relativo para el estimador de la probabilidad
de no respuesta ρMM , fue 0.41 % y la ra´ız del error cuadrado medio relativo fue 0.018 %.
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Tiempo t− 1 Tiempo t
E1 E2 E3
E1 -0.24 (0.031) 12.00 (0.130) 1.47 (0.272)
E2 -3.15 (1.118) 2.05 (0.622) 0.29 (2.235)
E3 1.45 (0.658) 6.78 (0.636) -0.28 (0.108)
Tabla 6.15.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades de
transicio´n pij en el Modelo A con muestreo de probabilidades desiguales.
Tiempo t− 1
η1 η2 η3
5.05 (0.205) -89.29 (4.009) 3.95 (0.379)
Tabla 6.16.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades ini-
ciales de clasificacio´n ηi en el Modelo A con muestreo de probabilidades
desiguales.
As´ı mismo, en la tabla 6.17 se muestra la esperanza emp´ırica de los estimadores de los
cambios brutos para el estimador basado en el modelo poblacional, que no considera el
disen˜o de muestreo, y que comparadas con las esperanzas del modelo, dadas en la tabla
6.1, son muy lejanas - sobre todo en la clasificacio´n de la segunda categor´ıa.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 57850 705 4477
E2 165 251 118
E3 1478 1167 33785
Tabla 6.17.: Esperanzas emp´ıricas del estimador basado en el modelo poblacional para
los estimadores del cambio bruto poblacional en el Modelo A con muestreo
de probabilidades desiguales.
Probabilidades de inclusio´n desiguales: estimador ingenuo
Se considero´ un disen˜o de muestreo con probabilidades de inclusio´n y factores de expan-
sio´n desiguales. Para el estimador ingenuo, que no considera ni el disen˜o de muestreo ni
el modelo de respuestas, la tabla 6.18 muestra el sesgo relativo en porcentaje para cada
una de las entradas de la matriz de cambios brutos. Se nota que ser´ıa una equivocacio´n
utilizar este estimador ingenuo para describir el comportamiento de los cambios brutos
en ambos periodos de tiempo.
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Tiempo t− 1 Tiempo t
E1 E2 E3
E1 -26.9 (1.1) -27.6 (1.9) -31.6 (1.3)
E2 497.0 (19.9) 557.4 (19.3) 588.5 (21.7)
E3 -40.5 (1.4) -20.1 (1.5) -28.7 (1.07)
Tabla 6.18.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) del estimador ingenuo para el cambio bruto po-
blacional en el Modelo A con muestreo de probabilidades desiguales.
Para tener una comparacio´n ma´s certera, es posible calcular emp´ıricamente la esperanza
del cambio bruto y compararla con nuestro escenario actual. La tabla 6.19 muestra las
esperanzas emp´ıricas del estimador ingenuo, que comparadas con las esperanzas del
modelo, dadas en la tabla 6.1, son muy lejanas - sobre todo en la clasificacio´n de la
segunda categor´ıa.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 40716 455 2910
E2 10267 14544 6128
E3 982 748 23245
Tabla 6.19.: Esperanzas emp´ıricas del estimador ingenuo para el cambio bruto poblacio-
nal en el Modelo A con muestreo de probabilidades desiguales.
6.3.2. Modelo B
Muestreo aleatorio simple: estimadores basados en el disen˜o de muestreo
Se considera un disen˜o de muestreo aleatorio simple en donde los sesgos relativos de
estimadores para los cambios brutos y de los para´metros del modelo son todos despre-
ciables, como se indica en las tablas 6.20, 6.21 y 6.22.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 -0.20 (0.030) -2.15 (0.448) -0.04 (0.162)
E2 6.45 (0.471) 1.09 (0.244) 5.87 (0.559)
E3 1.25 (0.305) 1.21 (0.311) -0.28 (0.050)
Tabla 6.20.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores del cambio bruto poblacional
en el Modelo B con muestreo MAS.
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Tiempo t− 1 Tiempo t
E1 E2 E3
E1 -0.10 (0.012) 5.64 (0.469) 0.59 (0.160)
E2 1.05 (0.312) -1.63 (0.238) 1.87 (0.408)
E3 1.39 (0.297) -4.36 (0.474) 0.08 (0.018)
Tabla 6.21.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades de
transicio´n pij en el Modelo B con muestreo MAS.
Tiempo t− 1
E1 E2 E3
ηi -0.02 (0.027) 2.61 (0.275) -0.41 (0.045)
ψ(i) 1.05 (0.312) -1.63 (0.238) 1.87 (0.408)
Tabla 6.22.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades inicia-
les de clasificacio´n ηi y los estimadores de las probabilidades de respuesta
ψ(i), en el Modelo B con muestreo MAS.
El sesgo relativo para el estimador de la probabilidad de respuesta ρRR fue -0.36 % y y
la ra´ız del error cuadrado medio relativo fue 0.016 %. El sesgo relativo para el estimador
de la probabilidad de no respuesta, ρMM fue -0.39 % y la ra´ız del error cuadrado medio
relativo fue 0.113 %.
Por otro lado, en la tabla 6.23 se muestra la esperanza emp´ırica de los estimadores de
los cambios brutos para el estimador que se propone en este trabajo de investigacio´n
y se nota que cada una de las entradas reproduce un valor muy cercano al dado en la
tabla 6.1 por las esperanzas del modelo ξ.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 55155 634 4225
E2 1663 2314 1153
E3 1413 999 32439
Tabla 6.23.: Esperanzas emp´ıricas del estimador basado en el disen˜o de muestreo para
el cambio bruto poblacional en el Modelo B con muestreo MAS.
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Muestreo con probabilidades de inclusio´n desiguales: estimadores basados en el
disen˜o de muestreo
Este escenario considera un disen˜o de muestreo que induce probabilidades de inclusio´n
y factores de expansio´n de tipo desigual y en el que nuestra propuesta sigue siendo
insesgada para los estimadores de los cambios brutos como para los estimadores de los
para´metros del modelo. Los sesgos relativos se muestran las tablas 6.24, 6.25 y 6.26.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 0.09 (0.11) 0.43 (1.39) -1.62 (0.54)
E2 -2.52 (4.65) -2.48 (1.75) 3.76 (5.08)
E3 1.24 (0.96) 1.24 (0.95) 0.11 (0.16)
Tabla 6.24.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores del cambio bruto poblacional
en el Modelo B con muestreo de probabilidades desiguales.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 0.24 (0.04) 1.40 (1.39) -3.37 (0.52)
E2 -2.55 (3.13) -0.92 (2.23) 5.65 (3.99)
E3 0.69 (0.95) -1.93 (1.04) 0.03 (0.04)
Tabla 6.25.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades de
transicio´n pij en el Modelo B con muestreo de probabilidades desiguales.
Tiempo t− 1
E1 E2 E3
ηi 0.35 (0.13) -1.47 (1.86) -0.40 (0.19)
ψ(i) 0.21 (0.09) 2.62 (1.85) -0.06 (0.11)
Tabla 6.26.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades inicia-
les de clasificacio´n ηi y los estimadores de las probabilidades de respuesta
ψ(i), en el Modelo B con muestreo de probabilidades desiguales.
El sesgo relativo para el estimador de la probabilidad de respuesta ρRR fue -0.19 % y
la ra´ız del error cuadrado medio relativo fue 0.05 %; el sesgo relativo para el estimador
de la probabilidad de no respuesta ρMM fue1.25 % y la ra´ız del error cuadrado medio
relativo fue 0.44 %.
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Por otro lado, en la tabla 6.27 se muestra la esperanza emp´ırica de los estimadores de
los cambios brutos para el estimador que se propone en este trabajo de investigacio´n
y se nota que cada una de las entradas reproduce un valor muy cercano al dado en la
tabla 6.1 por las esperanzas del modelo ξ.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 55529 610 4072
E2 1575 2178 1174
E3 1404 1025 32429
Tabla 6.27.: Esperanzas emp´ıricas del estimador basado en el disen˜o de muestreo para
el cambio bruto poblacional en el Modelo B con muestreo de probabilidades
desiguales.
Probabilidades de inclusio´n desiguales: estimadores basados en el modelo
poblacional
Bajo el mismo disen˜o de muestreo del escenario anterior, los estimadores de ma´xima
verosimilitud que no tienen en cuenta el disen˜o de muestreo inducen estimaciones sesga-
das para los cambios brutos como para los para´metros del modelo. Los sesgos relativos
se muestran las tablas 6.28, 6.29 y 6.30.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 2.42 (0.23) 6.19 (1.44) 2.69 (0.59)
E2 -42.56 (4.95) -44.92 (4.21) -42.91 (5.45)
E3 0.87 (0.89) 1.74 (0.94) 2.03 (0.30)
Tabla 6.28.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para el estimador basado en el modelo poblacio-
nal para los estimadores del cambio bruto poblacional en el Modelo B con
muestreo de probabilidades desiguales.
El sesgo relativo para el estimador de la probabilidad de respuesta ρRR fue 0.16 % y
la ra´ız del error cuadrado medio relativo fue 0.04 %; el sesgo relativo para el estimador
de la probabilidad de no respuesta ρMM fue 0.41 % y la ra´ız del error cuadrado medio
relativo fue 0.33 %. Por otro lado, en la tabla 6.31 se muestra la esperanza emp´ırica de los
estimadores de los cambios brutos para el estimador basado en el modelo poblacional,
que no considera el disen˜o de muestreo, y que comparadas con las esperanzas del modelo,
dadas en la tabla 6.1, son muy lejanas - sobre todo en la clasificacio´n de la segunda
categor´ıa.
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Tiempo t− 1 Tiempo t
E1 E2 E3
E1 0.06 (0.04) -1.56 (1.79) 0.14 (0.56)
E2 1.96 (3.15) -0.92 (2.10) -0.92 (3.87)
E3 0.45 (0.77) 2.33 (1.23) -0.09 (0.05)
Tabla 6.29.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades de
transicio´n pij en el Modelo B con muestreo de probabilidades desiguales.
Tiempo t− 1
E1 E2 E3
ηi 2.49 (0.13) -43.92 (4.45) 1.99 (0.34)
ψ(i) -0.18 (0.08) -80.78 (8.09) 0.33 (0.10)
Tabla 6.30.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades inicia-
les de clasificacio´n ηi y los estimadores de las probabilidades de respuesta
ψ(i), en el Modelo B con muestreo de probabilidades desiguales.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 56528 605 4311
E2 941 1231 631
E3 1434 1095 33167
Tabla 6.31.: Esperanzas emp´ıricas del estimador basado en el modelo poblacional para
los estimadores del cambio bruto poblacional en el Modelo B con muestreo
de probabilidades desiguales.
Probabilidades de inclusio´n desiguales: estimador ingenuo
Al igual que en las dos simulaciones anteriores, se considero´ un disen˜o de muestreo
con probabilidades de inclusio´n y factores de expansio´n desiguales. Para el estimador
ingenuo, que no considera ni el disen˜o de muestreo ni el modelo de respuestas, la tabla
6.32 muestra el sesgo relativo en porcentaje para cada una de las entradas de la matriz
de cambios brutos. Ser´ıa una equivocacio´n utilizar este estimador ingenuo para estimar
los cambios brutos en ambos periodos de tiempo.
La tabla 6.33 muestra las esperanzas emp´ıricas del estimador ingenuo, que comparadas
con las esperanzas del modelo, dadas en la tabla 6.1, son muy lejanas - sobre todo en
la clasificacio´n de la segunda categor´ıa.
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Tiempo t− 1 Tiempo t
E1 E2 E3
E1 -16.5 (0.59) -25.7 (1.36) -18.8 (0.87)
E2 304.6 (12.51) 341.7 (10.51) 311.9 (9.78)
E3 -19.1 (1.03) -4.91 (1.13) -17.9 (0.59)
Tabla 6.32.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para el estimador ingenuo del cambio bruto po-
blacional en el Modelo B con muestreo de probabilidades desiguales.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 45641 415 3228
E2 7647 9718 3913
E3 1026 1045 27362
Tabla 6.33.: Esperanzas emp´ıricas del estimador ingenuo para el cambio bruto poblacio-
nal en el Modelo B con muestreo de probabilidades desiguales.
6.3.3. Modelo C
Muestreo aleatorio simple: estimadores basados en el disen˜o de muestreo
Bajo un disen˜o de muestreo aleatorio simple, los sesgos relativos de los estimadores de
los cambios brutos y de los para´metros del modelo, inducidos por el disen˜o de muestreo,
son despreciables, tal como se indica en las tablas 6.34, 6.35 y 6.36.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 -0.02 (0.01) 1.06 (0.17) 0.99 (0.07)
E2 -3.05 (0.19) 1.87 (0.12) 2.03 (0.14)
E3 -5.05 (0.20) -0.27 (0.14) 0.07 (0.01)
Tabla 6.34.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para el estimador basado en el disen˜o de mues-
treo para los estimadores del cambio bruto poblacional en el modelo C con
muestreo MAS.
De la misma manera, el sesgo relativo para el estimador de la probabilidad de respuesta
ψ fue 0.03 % y la ra´ız del error cuadrado medio relativo fue 0.00 %. Por otro lado, en
la tabla 6.37 se muestra la esperanza emp´ırica de los estimadores de los cambios brutos
para el estimador que se propone en este trabajo de investigacio´n y se nota que cada
una de las entradas reproduce un valor muy cercano al dado en la tabla 6.1 por las
esperanzas del modelo ξ.
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Tiempo t− 1 Tiempo t
E1 E2 E3
E1 -0.04 (0.00) 1.45 (0.16) 0.43 (0.07)
E2 -2.94 (0.23) 1.63 (0.15) 0.85 (0.14)
E3 -6.34 (0.20) -1.13 (0.14) 0.30 (0.01)
Tabla 6.35.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades de
transicio´n pij en el modelo C con muestreo MAS.
Tiempo t− 1
E1 E2 E3
ηi -0.04 (0.00) 1.39 (0.04) -0.12 (0.01)
ρRR(i) -0.05 (0.00) 0.40 (0.04) -0.33 (0.01)
ρMM(i) 0.00 (0.01) 0.22 (0.19) 0.43 (0.04)
Tabla 6.36.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades ini-
ciales de clasificacio´n ηi, de respuesta ρRR(i) y de no respuesta ρMM(i), en
el modelo C con muestreo MAS.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 55165 608 4216
E2 1624 2370 1124
E3 1309 1036 32609
Tabla 6.37.: Esperanzas emp´ıricas del estimador basado en el disen˜o de muestreo para
el cambio bruto poblacional en el modelo C con muestreo MAS.
Muestreo con probabilidades de inclusio´n desiguales: estimadores basados en el
disen˜o de muestreo
En este escenario, nuestra propuesta sigue siendo insesgada para tanto para los cambios
brutos como para los para´metros del modelo. Los sesgos relativos se muestran las tablas
6.38, 6.39 y 6.40.
Adema´s, el sesgo relativo para el estimador de la probabilidad de respuesta ψ fue 0.03 %
y la ra´ız del error cuadrado medio relativo fue 0.07 %. En la tabla 6.41 se muestra la
esperanza emp´ırica de los estimadores de los cambios brutos para el estimador que
se propone en este trabajo de investigacio´n y se nota que cada una de las entradas
reproduce un valor muy cercano al dado en la tabla 6.1 por las esperanzas del modelo
ξ.
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Tiempo t− 1 Tiempo t
E1 E2 E3
E1 -0.20 (0.13) 3.17 (1.85) 2.01 (0.75)
E2 -1.24 (4.68) 1.58 (3.72) -4.25 (5.90)
E3 -0.36 (1.56) -3.51 (1.76) 0.24 (0.19)
Tabla 6.38.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para el estimador basado en el disen˜o de mues-
treo para los estimadores del cambio bruto poblacional en el modelo C con
muestreo de probabilidades desiguales.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 -0.22 (0.05) 8.61 (2.06) 1.69 (0.74)
E2 2.54 (4.30) 1.93 (3.04) -7.73 (5.41)
E3 0.33 (1.53) -5.09 (1.71) 0.14 (0.08)
Tabla 6.39.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades de
transicio´n pij en el modelo C con muestreo de probabilidades desiguales.
Tiempo t− 1
E1 E2 E3
ηi 0.06 (0.15) -2.89 (1.80) 0.30 (0.21)
ρRR(i) 0.13 (0.09) -1.14 (2.20) -0.53 (0.21)
ρMM(i) -0.65 (0.15) -0.28 (3.07) 0.36 (0.47)
Tabla 6.40.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades ini-
ciales de clasificacio´n ηi, de respuesta ρRR(i) y de no respuesta ρMM(i), en
el modelo C con muestreo de probabilidades desiguales.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 55108 652 4273
E2 1596 2274 988
E3 1408 999 32695
Tabla 6.41.: Esperanzas emp´ıricas del estimador basado en el disen˜o de muestreo para
el cambio bruto poblacional en el modelo C con muestreo de probabilidades
desiguales.
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Probabilidades de inclusio´n desiguales: estimadores basados en el modelo
poblacional
Para este escenario, los estimadores de ma´xima verosimilitud, que no tienen en cuenta el
disen˜o de muestreo, inducen estimaciones sesgadas para los cambios brutos como para
los para´metros del modelo. Los sesgos relativos se muestran las tablas 6.42, 6.43 y 6.44.
Se nota que ser´ıa una equivocacio´n utilizar los estimadores de ma´xima verosimilitud y
que se deben corregir por el disen˜o de muestreo.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 4.48 (0.49) 8.92 (2.43) 5.86 (0.92)
E2 -90.55 (9.26) -87.42 (8.91) -89.77 (9.10)
E3 2.29 (1.62) 25.94 (3.47) 4.11 (0.44)
Tabla 6.42.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para el estimador basado en el modelo poblacio-
nal para los estimadores del cambio bruto poblacional en el modelo C con
muestreo de probabilidades desiguales.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 -0.05 (0.05) 1.92 (1.82) 0.45 (0.58)
E2 -11.40 (3.52) 12.12 (2.86) -8.76 (3.91)
E3 .2,97 (1.76) -23.34 (3.11) -0.62 (0.07)
Tabla 6.43.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades de
transicio´n pij en el modelo C con muestreo de probabilidades desiguales.
Tiempo t− 1
E1 E2 E3
ηi -4.20 (0.50) -89.02 (9.05) 5.51 (0.46)
ρRR(i) -0.25 (0.07) -0.66 (1.55) 0.31 (0.20)
ρMM(i) -0.50 (0.10) -98.24 (10.24) -2.43 (0.43)
Tabla 6.44.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades ini-
ciales de clasificacio´n ηi, de respuesta ρRR(i) y de no respuesta ρMM(i), en
el modelo C con muestreo de probabilidades desiguales.
De la misma manera, el sesgo relativo para el estimador de la probabilidad de respuesta
ψ fue -0.68 % y la ra´ız del error cuadrado medio relativo fue -1.39 %. En virtud de lo
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anterior, la tabla 6.45 muestra la esperanza emp´ırica de los estimadores de los cambios
brutos para el estimador basado en el modelo poblacional, que no considera el disen˜o
de muestreo, y que comparadas con las esperanzas del modelo, dadas en la tabla 6.1,
son muy lejanas - sobre todo en la clasificacio´n de la segunda categor´ıa.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 57486 637 4477
E2 155 283 109
E3 1433 1366 34131
Tabla 6.45.: Esperanzas emp´ıricas del estimador basado en el modelo poblacional para
los estimadores del cambio bruto poblacional en el modelo C con muestreo
de probabilidades desiguales.
Probabilidades de inclusio´n desiguales: estimador ingenuo
Para el estimador ingenuo, la tabla 6.46 muestra el sesgo relativo en porcentaje para
cada una de las entradas de la matriz de cambios brutos.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 -13.2 (1.23) -5.0 (5.34) -9.48 (2.47)
E2 470.1 (46.29) 488.7 (46.25) 538.0 (45.50)
E3 -38.7 (5.11) -57.4 (5.52) -45.8 (4.43)
Tabla 6.46.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para el estimador ingenuo del cambio bruto po-
blacional en el modelo C con muestreo de probabilidades desiguales.
La tabla 6.47 muestra las esperanzas emp´ıricas del estimador ingenuo, que comparadas
con las esperanzas del modelo, dadas en la tabla 6.1, son muy lejanas - sobre todo en
la clasificacio´n de la segunda categor´ıa.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 48040 626 3955
E2 9188 13304 6061
E3 869 387 17565
Tabla 6.47.: Esperanzas emp´ıricas del estimador ingenuo para el cambio bruto poblacio-
nal en el modelo C con muestreo de probabilidades desiguales.
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6.3.4. Modelo D
Muestreo aleatorio simple: estimadores basados en el disen˜o de muestreo
En un disen˜o de muestreo aleatorio simple, los sesgos relativos de los estimadores de los
cambios brutos y de los para´metros del modelo, inducidos por el disen˜o de muestreo,
son todos despreciables, como se indica en las tablas 6.48, 6.49 y 6.50.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 0.14 (0.03) 2.85 (0.48) -1.61 (0.15)
E2 -3.09 (0.27) -0.59 (0.23) -5.45 (0.32)
E3 0.44 (0.29) 6.41 (0.36) 0.05 (0.04)
Tabla 6.48.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para el estimador basado en el disen˜o de mues-
treo para los estimadores del cambio bruto poblacional en el modelo D con
MAS.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 0.21 (0.01) 6.10 (0.48) -3.63 (0.15)
E2 -0.58 (0.23) 1.20 (0.17) -1.66 (0.29)
E3 -0.66 (0.28) 7.38 (0.37) -0.20 (0.01)
Tabla 6.49.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades de
transicio´n pij en el modelo D con MAS.
Tiempo
E1 E2 E3
ηi 0.00 (0.03) -2.28 (0.15) 0.32 (0.05)
ρRR(j) 0.03 (0.01) -0.88 (0.10) 0.36 (0.01)
ρMM(j) -0.08 (0.02) -0.81 (0.20) -0.31 (0.03)
Tabla 6.50.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades ini-
ciales de clasificacio´n ηi, de respuesta ρRR(j) y de no respuesta ρMM(j),
en el modelo D con MAS.
De la misma manera, el sesgo relativo para el estimador de la probabilidad de respuesta
ψ fue -0.17 % y la ra´ız del error cuadrado medio relativo fue 0.01 %. En la tabla 6.51
se muestra la esperanza emp´ırica de los estimadores de los cambios brutos para el
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estimador que se propone en este trabajo de investigacio´n y se nota que cada una de
las entradas reproduce un valor muy cercano al dado en la tabla 6.1 por las esperanzas
del modelo ξ.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 55317 636 4047
E2 1554 2274 1056
E3 1395 1131 32586
Tabla 6.51.: Esperanzas emp´ıricas del estimador basado en el disen˜o de muestreo para
el cambio bruto poblacional en el modelo D con MAS.
Muestreo con probabilidades de inclusio´n desiguales: estimadores basados en el
disen˜o de muestreo
En este escenario, nuestra propuesta sigue siendo insesgada para tanto para los cambios
brutos como para los para´metros del modelo. Los sesgos relativos se muestran las tablas
6.52, 6.53 y 6.54.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 0.22 (0.08) 0.83 (1.97) -0.60 (0.46)
E2 -1.35 (2.43) -0.12 (2.32) -1.99 (3.05)
E3 -0.30 (0.86) 3.54 (1.72) -0.26 (0.16)
Tabla 6.52.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para el estimador basado en el disen˜o de mues-
treo para los estimadores del cambio bruto poblacional en el modelo D con
muestreo de probabilidades desiguales.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 0.17 (0.03) -5.35 (2.08) -1.49 (0.48)
E2 2.69 (2.06) 1.50 (1.70) -7.07 (3.06)
E3 0.09 (0.93) 6.01 (1.66) -0.19 (0.06)
Tabla 6.53.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades de
transicio´n pij en el modelo D con muestreo de probabilidades desiguales.
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Tiempo
E1 E2 E3
ηi -0.02 (0.10) -2.80 (1.40) 0.45 (0.18)
ρRR(j) -0.18 (0.03) -0.04 (1.01) -0.07(0.05)
ρMM(j) 0.84 (0.08) -1.82 (0.71) -0.47 (0.11)
Tabla 6.54.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades ini-
ciales de clasificacio´n ηi, de respuesta ρRR(j) y de no respuesta ρMM(j),
en el modelo D con muestreo de probabilidades desiguales.
De la misma manera, el sesgo relativo para el estimador de la probabilidad de respuesta
ψ fue -0.23 % y la ra´ız del error cuadrado medio relativo fue 0.04 % . Por otro lado, en
la tabla 6.55 se muestra la esperanza emp´ırica de los estimadores de los cambios brutos
para el estimador que se propone en este trabajo de investigacio´n y se nota que cada
una de las entradas reproduce un valor muy cercano al dado en la tabla 6.1 por las
esperanzas del modelo ξ.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 55279 567 4135
E2 1599 2271 993
E3 1407 1118 32631
Tabla 6.55.: Esperanzas emp´ıricas del estimador basado en el disen˜o de muestreo para
el cambio bruto poblacional en el modelo D con muestreo de probabilidades
desiguales.
Probabilidades de inclusio´n desiguales: estimadores basados en el modelo
poblacional
Para este escenario, los estimadores de ma´xima verosimilitud, que no tienen en cuenta
el disen˜o de muestreo, inducen estimaciones que son sesgadas para los cambios brutos
como para los para´metros del modelo. Los sesgos relativos se muestran las tablas 6.56,
6.57 y 6.58. Se nota que ser´ıa una equivocacio´n utilizar los estimadores de ma´xima
verosimilitud y que se deben corregir por el disen˜o de muestreo, justo como en los
anteriores escenarios.
De la misma manera, el sesgo relativo para el estimador de la probabilidad de respuesta
ψ fue -1.09 % y la ra´ız del error cuadrado medio relativo fue 0.10 %. En la tabla 6.59
se muestra la esperanza emp´ırica de los estimadores de los cambios brutos para el
estimador basado en el modelo poblacional, que no considera el disen˜o de muestreo, y
116 6. Simulaciones emp´ıricas
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 4.05 (0.38) 54.29 (8.87) 2.53 (0.69)
E2 -90.21 (9.04) -89.26 (8.95) -90.50 (9.10)
E3 2.26 (1.01) 55.70 (7.78) 3.22 (0.38)
Tabla 6.56.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para el estimador basado en el modelo poblacio-
nal para los estimadores del cambio bruto poblacional en el modelo D con
muestreo de probabilidades desiguales.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 -0.53 (0.07) 59.85 (9.13) -1.46 (0.64)
E2 -2.97 (2.47) 4.20 (1.92) -4.46 (2.91)
E3 -3.85 (1.00) 49.75 (7.32) -1.43 (0.22)
Tabla 6.57.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades de
transicio´n pij en el modelo D con muestreo de probabilidades desiguales.
Tiempo
E1 E2 E3
ηi 4.55 (0.42) -90.11 (9.03) 5.06 (0.59)
ρRR(j) 0.35 (0.08) -23.78 (3.33) 1.10 (0.21)
ρMM(j) 0.25 (0.08) -9.53 (1.24) 0.08 (0.12)
Tabla 6.58.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para los estimadores de las probabilidades ini-
ciales de clasificacio´n ηi, de respuesta ρRR(j) y de no respuesta ρMM(j),
en el modelo D con muestreo de probabilidades desiguales.
que comparadas con las esperanzas del modelo, dadas en la tabla 6.1, son muy lejanas
- sobre todo en la clasificacio´n de la segunda categor´ıa.
Probabilidades de inclusio´n desiguales: estimador ingenuo
Para el estimador ingenuo, la tabla 6.60 muestra el sesgo relativo en porcentaje para
cada una de las entradas de la matriz de cambios brutos. Se nota que ser´ıa una equivo-
cacio´n utilizar este estimador ingenuo para describir el comportamiento de los cambios
brutos en ambos periodos de tiempo, a no ser de que la respuesta fuera efectivamente
ignorable y adema´s el disen˜o de muestreo sea aleatorio simple.
La tabla 6.61 muestra las esperanzas emp´ıricas del estimador ingenuo, que comparadas
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Tiempo t− 1 Tiempo t
E1 E2 E3
E1 57401 1002 4326
E2 153 236 103
E3 1414 1652 33707
Tabla 6.59.: Esperanzas emp´ıricas del estimador basado en el modelo poblacional para
los estimadores del cambio bruto poblacional en el modelo D con muestreo
de probabilidades desiguales.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 -30.4 (0.95) -34.5 (1.55) -29.8 (1.06)
E2 578.4 (19.4) 568.3 (17.32) 555.5 (20.81)
E3 -28.5 (1.14) -36.8 (1.33) -30.0 (0.96)
Tabla 6.60.: Sesgos relativos en porcentaje y ra´ız del error cuadrado medio relativo en
porcentaje (en pare´ntesis) para el estimador ingenuo del cambio bruto po-
blacional en el modelo D con muestreo de probabilidades desiguales.
con las esperanzas del modelo, dadas en la tabla 6.1, son muy lejanas - sobre todo en
la clasificacio´n de la segunda categor´ıa.
Tiempo t− 1 Tiempo t
E1 E2 E3
E1 38057 379 2870
E2 12482 14303 7079
E3 864 751 23209
Tabla 6.61.: Esperanzas emp´ıricas del estimador ingenuo para el cambio bruto poblacio-
nal en el modelo D con muestreo de probabilidades desiguales.

7. Aplicacio´n real
La Pesquisa Mensal de Emprego es un instrumento de seguimiento de las condiciones de
empleo en los principales centros metropolitanos de Brasil, de gran utilidad y uso, tan-
to administrativo estatal como investigativo y acade´mico. Su estructuracio´n en paneles
rotativos la hace especialmente vulnerable, no solo a la informacio´n faltante, sino tam-
bie´n a cambios en los datos ba´sicos que desarticulan la identificacio´n de los individuos
generando un falso incremento en la ausencia de respuesta. En el presente trabajo de
investigacio´n se proponen tres funciones en lenguaje R para implementar la aplicacio´n
de criterios de emparejamiento definidos anteriormente por otros autores con el fin de
reducir el desgaste del panel ocasionado por esta desarticulacio´n y al mismo tiempo,
facilitar el acceso de los datos a un pu´blico investigador ma´s amplio. Como resultado de
las funciones es posible realizar una clasificacio´n de la ausencia de respuesta de los in-
dividuos que permitira´ un ana´lisis ma´s riguroso sobre para´metros de intere´s tales como
cambios brutos en el nivel de ocupacio´n.
7.1. Introduccio´n
La Pesquisa Mensal de Emprego (PME) es una encuesta que provee indicadores mensua-
les para la obtencio´n de informacio´n en el mercado laboral en las a´reas metropolitanas
de Brasil. Su objetivo principal es producir estimaciones de la fuerza de trabajo mensual
para evaluar las fluctuaciones y la tendencia del mercado laboral metropolitano en el
mediano y largo plazo. Con ella se obtienen indicaciones ra´pidas de los efectos de las
condiciones econo´micas en el mercado de trabajo y se satisfacen necesidades importan-
tes para la planificacio´n y el desarrollo socio-econo´mico. Esta encuesta ha sido aplicada
desde 1980, con algunos cambios metodolo´gicos mayores en 1982, 1988, 1993 y 2001
(IBGE 2007).
En el sitio web de la PME, es posible encontrar los microdatos anonimizados de las
encuestas mensuales desde el an˜o 2002, en el mayor nivel de desagregacio´n posible
y acompan˜ados de documentacio´n que proporciona los nombres y los co´digos de las
variables de intere´s y sus categor´ıas. Tambie´n se puede consultar la metodolog´ıa de la
encuesta y el instrumento de recoleccio´n de datos. Lo anterior constituye una valiosa
herramienta de investigacio´n, ma´xime cuando la PME realiza un seguimiento continuo
de hogares a lo largo del tiempo.
Muchos investigadores se han visto beneficiados con la publicacio´n en l´ınea de los mi-
crodatos de la PME como base para diversos ana´lisis estad´ısticos de la encuesta. Con
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algunos conocimientos en lenguajes de programacio´n o de software especializado, pue-
den calcular estimaciones, crear sus propios cuadros y comprobar que los indicadores
de empleo son consistentes con la realidad.
Las caracter´ısticas de la encuesta hacen que la tarea de la reconstruccio´n de los pane-
les inducidos por el disen˜o rotativo de la PME no resulte sencilla por la ausencia en
los microdatos de un co´digo u´nico de identificacio´n de los individuos en el hogar en
periodos de medicio´n distintos. El emparejamiento ba´sico de la informacio´n considera
algunas caracter´ısticas socio-demogra´ficas reportadas por los individuos, que permiten
su reconocimiento a lo largo de los periodos de medicio´n en el hogar. Cuando la in-
formacio´n ba´sica no es consistente de un periodo a otro, se hace dif´ıcil encontrar a un
mismo individuo a trave´s del tiempo y asimismo calcular estimaciones apropiadas a
partir de los microdatos. Por lo tanto, se hace necesario el uso de criterios adicionales
de emparejamiento para identificar a las personas.
Despue´s de un proceso exhaustivo de identificacio´n, incluyendo los criterios adicionales
de emparejamiento, el investigador se enfrenta al problema de la ausencia de respuesta:
para algunos individuos puede faltar informacio´n en algunas mediciones. Por ejemplo,
cuando se comparan dos per´ıodos espec´ıficos, se encuentran unas personas con datos en
las dos mediciones respectivas, otras con respuesta en solo una de ellas, y adema´s, otras
que no responden en ninguna de las dos. Cada una de estas situaciones debe tenerse en
cuenta cuando se calculan estimaciones comparativas de indicadores de empleo de un
periodo a otro.
El objetivo de este trabajo de investigacio´n es proveer una herramienta automa´tica,
sencilla y fa´cil de usar para reconstruir los paneles de la PME, que al mismo tiempo
clasifique la ausencia de respuesta en los periodos de medicio´n. Adema´s, se revisan los
aspectos principales de la PME, junto con las caracter´ısticas propias de las encuestas a
hogares (de tipo transversal y longitudinal); se examina brevemente la metodolog´ıa del
muestreo probabil´ıstico, y se exploran algunos criterios de emparejamiento en datos ano-
nimizados utilizados por Perez & Dillon (2009), quienes desarrollaron un procedimiento
computacional en STATA. Adema´s de lo anterior, en este trabajo de investigacio´n se
implementan procedimientos de clasificacio´n de la ausencia de respuesta con miras a la
estimacio´n puntual de los cambios brutos en dos periodos de referencia de la encuesta.
En este trabajo de investigacio´n, hemos escogido implementar un conjunto de funciones1
en el software estad´ıstico R (R Development Core Team 2012), considerando que es un
software libre, de uso gratuito, disponible en distintas plataformas y sistemas operativos
(Windows, Linux, Mac), aceptado por otros paquetes computacionales como SAS y IBM-
SPSS, siendo adema´s, uno de los softwares estad´ısticos ma´s utilizados actualmente en
investigacio´n.
1Resaltamos que la metodolog´ıa propuesta es u´til en el emparejamiento de paneles fijos y rotativos.
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7.2. PME: una encuesta de hogares
La PME es una encuesta con caracter´ısticas particulares que se exponen en esta seccio´n.
En general, se describe el proceso de encuestas que brindan estad´ısticas oficiales, de tipo
panel rotativo en donde el hogar, como unidad de muestreo, permanece en la muestra
durante varios periodos y posteriormente no es considerado como respondiente.
7.2.1. Plan de muestreo
Gambino & Silva (2009) afirman que en una encuesta de hogares, interesan las caracte-
r´ısticas de algunos miembros del hogar que pueden estar relacionadas con salud, educa-
cio´n, ingresos/gastos, estado de empleo, usos de diferentes servicios, etc. Los disen˜os de
muestreo utilizados para estos estudios son complejos y pueden abarcar te´cnicas como
conglomeracio´n, estratificacio´n o seleccio´n de unidades con diferentes probabilidades.
En una gran cantidad de encuestas de este tipo se considera la vivienda como unidad
de muestreo y las personas o los hogares como unidades de observacio´n (Agresti 2002).
Tradicionalmente, para este tipo de encuestas, se utilizan marcos de a´reas y de lista.
Alternativamente, pueden utilizarse otros, como los de nu´meros telefo´nicos o incluso
internet. Si se encuentra disponible una lista de unidades poblacionales, entonces pue-
de ser utilizada para seleccionar directamente una muestra, posiblemente despue´s de
la estratificacio´n de las unidades de muestreo en grupos homoge´neos. Por ejemplo, se
puede tener acceso a listas de hogares, de personas o listas de nu´meros telefo´nicos. Por
lo general, es dif´ıcil mantener actualizado este tipo de marcos por caracter´ısticas inhe-
rentes a las unidades de muestreo y por razones de mudanzas, matrimonios, divorcios,
nacimientos o muertes que generan modificaciones en la poblacio´n. Adema´s, pueden
presentarse problemas de duplicacio´n y sobre-cobertura puesto que una persona puede
quedar enlistada varias veces o incluso, no pertenecer a la poblacio´n de intere´s.
Por las dificultades mencionadas, en las encuestas de hogares se acostumbra el uso de
marcos de a´reas, que se obtienen mediante la divisio´n de un pa´ıs, provincia o estado, en
muchas a´reas pequen˜as, mutuamente excluyentes y exhaustivas, proporcionando una
cobertura completa de la poblacio´n de intere´s. El uso de marcos de a´reas conlleva
naturalmente a los disen˜os en varias etapas, en donde se definen conglomerados a partir
de la ubicacio´n geogra´fica. El proceso de seleccio´n de muestras empieza en alguno de los
niveles geogra´ficos. Tanto en pa´ıses desarrollados como en v´ıa de desarrollo, los marcos
de a´reas son de uso frecuente, pues reducen los costos de transporte del personal de
campo.
Es usual que, en la u´ltima etapa de este tipo de estudios, se seleccionen personas den-
tro de cada hogar. Por lo tanto, se hace necesario determinar el nu´mero o´ptimo de
personas por seleccionar en cada uno para evitar problemas de sobre-representacio´n o
sub-representacio´n de subgrupos poblacionales (Clark & Steel 2007). Be´land, Dale, Du-
four & Hamel (2005) citan un ejemplo en donde, mediante la seleccio´n aleatoria simple
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de una persona por hogar, se induce sobre-representacio´n en grupos poblacionales por
edades. Dentro del disen˜o de muestreo utilizado en encuestas de hogares, frecuentemen-
te se encuentran conglomerados definidos como a´reas geogra´ficas compactas. Gambino
& Silva (2009) afirman que en a´reas urbanas, los conglomerados se forman mediante la
combinacio´n natural de bloques o manzanas contiguas, mientras que en a´reas rurales,
se forman a partir de informacio´n censal o se toman conglomerados naturales como
veredas, entre otros. Cuando el taman˜o de los conglomerados es muy heteroge´neo, se
puede recurrir al muestreo con probabilidades de seleccio´n proporcionales al taman˜o.
De manera similar, se toman como conglomerados los edificios de apartamentos en a´reas
metropolitanas grandes.
Otra caracterizacio´n del plan de muestreo en estas encuestas es la estratificacio´n. A´reas
geogra´ficas, como provincias, estados o regiones forman un primer nivel de estratifica-
cio´n. En particular, la PME define a la persona residente en el hogar como una unidad de
investigacio´n. Esta encuesta se basa en una muestra probabil´ıstica de hogares, bieta´pica
y estratificada para cada a´rea metropolitana cubierta por la encuesta. Las municipali-
dades y pseudomunicipios (conjuntos de municipios ma´s pequen˜os) se consideran como
estratos independientes de seleccio´n, asegurando as´ı la dispersio´n de la muestra para el
a´rea metropolitana. A su vez, dentro de cada municipio o pseudomunicipio se realiza
una seleccio´n de unidades primarias de muestreo (correspondientes a secciones censales)
y posteriormente, las unidades secundarias de muestreo (correspondientes a unidades
domiciliares u hogares).
En IBGE (2007) se encuentra que la seleccio´n de los sectores se lleva a cabo mediante un
muestreo sistema´tico con probabilidad proporcional al nu´mero total de hogares particu-
lares. De la lista actualizada de los hogares en los sectores seleccionados, se extraen los
hogares mediante muestreo sistema´tico simple. La PME tiene algunos aspectos a priori
de un plan de muestreo autoponderado (Cochran 1977, pp. 91, 303) dentro de cada
a´rea metropolitana. Esto implica que, dependiendo del crecimiento o la disminucio´n del
sector, el nu´mero de unidades de vivienda seleccionadas puede aumentar o disminuir.
7.2.2. Encuestas repetidas
Otra caracter´ıstica fundamental de la PME es que realiza un seguimiento continuo a
las mismas unidades domiciliarias durante ocho meses. Algunas encuestas de hogares
se repiten a trave´s del tiempo con un contenido y metodolog´ıa similares. En el mundo
existen encuestas muy importantes que usan esquemas de seguimiento2. Perez & Dillon
(2009) afirman que la PME presenta un esquema de muestreo equivalente al de la US
Current Populaton Survey y describen otro tipo de encuestas que utilizan esquemas
parecidos, como la National Longitudinal Survey of Labor Market y el Panel Study of
Income Dynamics, en Estados Unidos. Alrededor del mundo tambie´n existen encuestas
2Por ejemplo, Stasny (1987) considera la Labor Force Survey que se fundamenta en una muestra
mensual de aproximadamente 56 mil hogares que son retenidos en la muestra por 6 meses, con una
tasa de traslape mensual del 83 por ciento.
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importantes con una metodolog´ıa similar: la Belgian Socio-Economic Panel, en Be´lgica;
la Netherlands Socio-Economic Panel, en Holanda; la German Social Economics Panel,
en Alemania; la British Household Panel Survey, en Inglaterra; la European Community
Household Panel, en los pa´ıses de la Comunidad Europea; la Household, Income and
Labour Dynamics, en Australia y la Survey of Labor Income Dynamics, en Canada´;
la Encuesta Permanente de Empleo, en Peru´; la Encuesta Panel CASEN, en Chile; la
Encuesta Nacional sobre Niveles de Vida de los Hogares, en Me´xico; entre muchas otras.
El objetivo del seguimiento a las unidades de muestreo es producir estimaciones de in-
dicadores claves para la sociedad. Por ejemplo, en encuestas de fuerza laboral, interesa
obtener estimaciones del nu´mero de personas empleadas o desempleadas en diferen-
tes instantes de tiempo. Gambino & Silva (2009) hacen una clara distincio´n entre las
encuestas transversales repetidas y las encuestas de tipo longitudinal. Las primeras
se realizan mediante la recoleccio´n de datos de una poblacio´n objetivo espec´ıfica en
ciertos intervalos utilizando la misma metodolog´ıa o una comparable y no requiere el
seguimiento de las mismas unidades de muestreo a trave´s del tiempo. Sin embargo, ge-
neralmente se disen˜an de tal manera que exista algu´n traslape de unidades de muestreo
entre encuestas sucesivas. Las encuestas longitudinales, por el contrario, requieren que
la misma muestra de unidades sea observada a trave´s del tiempo, en por lo menos dos
periodos (no necesariamente sucesivos).
En las encuestas repetidas, se utiliza una estrategia de muestreo (especificacio´n del
procedimiento de seleccio´n de muestras junto con un procedimiento de estimacio´n) que
provea la precisio´n adecuada para la inferencia de los para´metros de intere´s. Algunos
de los resultados que brindan este tipo de encuestas repetidas son la estimacio´n de
para´metros poblacionales espec´ıficos en cada punto del tiempo, la estimacio´n del cambio
de los para´metros de intere´s entre diferentes oleadas de encuestas y la estimacio´n del
valor promedio de los para´metros de intere´s sobre diferentes oleadas de encuestas. Las
diferentes opciones de rotacio´n en la muestra y la frecuencia de las entrevistas afectan
la precisio´n de los estimadores. Espec´ıficamente, IBGE (2007) considera que la PME es
una encuesta de hogares que se distribuye a trave´s de las cuatro semanas del mes de
referencia. As´ı, el resultado del mes se consigue mediante el conjunto de la informacio´n
de las cuatro semanas. La recopilacio´n de los datos sigue una metodolog´ıa en la que
cada hogar es seleccionado en la muestra durante cuatro meses consecutivos. Luego, se
excluye de la muestra por los ocho meses siguientes y, despue´s, vuelve a seleccionarse
por otros cuatro meses. Despue´s de esto, es eliminado de la muestra. En general, durante
el periodo de observacio´n del hogar, es posible que la familia cambie de domicilio y otra
familia se traslade a ocupar esa unidad de alojamiento. En estos casos, la informacio´n
se obtiene con la nueva familia para el resto del periodo de observacio´n.
La PME se subdivide en ocho grupos de rotacio´n. Cada mes se retira de la muestra dos
grupo de rotacio´n y se incorpora dos nuevos, es decir, el 25 % de la muestra de hogares
se sustituye, y se conserva el 75 % de la muestra, siguiendo un esquema de grupos de
rotacio´n y los paneles. Cada panel representa un nu´mero de unidades de vivienda y los
grupos de rotacio´n conforman conjuntos de sectores censales. As´ı, para el mismo mes,
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en pares de an˜os consecutivos, se garantiza el 50 % de la parte comu´n de la muestra. Por
ejemplo, Perez & Dillon (2009) consideran un grupo de rotacio´n que fue entrevistado
mensualmente de Febrero a Mayo del 2003 (cuatro meses), no fue entrevistado desde
Junio de 2003 hasta Enero de 2004 (ocho meses) y nuevamente fue seleccionado desde
Febrero hasta Mayo de 2004.
Como la PME, existen muchas encuestas que utilizan disen˜os de tipo panel rotativo don-
de los individuos son entrevistados varias veces antes de ser rotados fuera de la muestra.
Estas encuestas a gran escala son utilizadas para producir estimaciones puntuales en el
tiempo y realizar comparaciones entre meses y an˜os. De esta forma, la estructura del
panel rotativo resulta de la necesidad de reducir costos manteniendo los mismos entre-
vistadores y objetivos por ma´s de una entrevista. Un enfoque para estimar el cambio
bruto a trave´s del tiempo con datos panel se basa solamente en la utilizacio´n de la in-
formacio´n obtenida de individuos que fueron respondientes en dos periodos de tiempo.
Para utilizar este enfoque, es necesario asumir que los individuos que no respondieron
en uno o ambos periodos constituyen una muestra aleatoria de todos los individuos
(Rubin 1976). Sin embargo, en muchas ocasiones, la ausencia de respuesta no ocurre
de forma aleatoria simple, por ejemplo, los datos pueden mostrar que se relaciona con
la clasificacio´n en la fuerza laboral (Fienberg & Stasny 1983). Para producir estimacio-
nes confiables, se necesita emparejar a los respondientes en el panel, pero tambie´n es
necesario determinar y clasificar todos los posibles patrones de no respuesta.
En encuestas de fuerza laboral, como la PME, es posible encontrar clasificaciones au´n
ma´s complejas que dependen de los estados laborales en dos periodos consecutivos de
medicio´n. Por ejemplo, el intere´s puede estar centrado en la estimacio´n del nu´mero de
individuos que en un periodo pasado se encontraban laborando y continu´an hacie´ndolo
en el periodo actual, el nu´mero de individuos desempleados, tanto en el periodo pasado
como en el presente, el nu´mero de individuos que en un periodo pasado se encontraban
laborando y en el periodo actual esta´n desempleados y viceversa. Skinner, Holt & Smith
(1989) y Chambers & Skinner (2003, cap´ıtulo 7) proveen una o´ptima profundizacio´n
para el ana´lisis de datos con respuesta catego´rica en encuestas en donde el disen˜o de
muestreo es informativo y complejo. Asimismo, Lumley (2010, cap´ıtulo 6) discute varias
te´cnicas anal´ıticas modernas para el estudio de datos binarios y catego´ricos.
Con base en lo anterior, se puede concluir que los cambios netos pueden ser estimados
en dos periodos de tiempo para dos muestras diferentes, entrevistando a distintos indi-
viduos. Sin embargo, los cambios brutos so´lo pueden ser estimados a partir de muestras
en dos ocasiones, como se hace con la PME, en donde se entrevistan a los mismos in-
dividuos en dos periodos de tiempo (consecutivos o no). Sin embargo, en una situacio´n
real es posible encontrar que algunos individuos no respondan la encuesta y, ma´s au´n,
que esta ausencia de respuesta no sea aleatoria, sino que siga distintos patrones influen-
ciados por la clasificacio´n del individuo en la tabla de contingencia. La siguiente seccio´n
abordara´ esta problema´tica.
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7.3. Emparejamiento y clasificacio´n de la respuesta en
la PME
La PME es una encuesta a domicilios con periodicidad mensual y con un esquema de
rotacio´n 4-8-4, segu´n el cual un domicilio entra en la encuesta durante cuatro meses
consecutivos, sale de la muestra los siguientes ocho meses, y retorna para ser entrevis-
tado cuatro veces consecutivas adicionales (Perez & Dillon 2009). La informacio´n se
recolecta en las regiones metropolitanas de Rio de Janeiro, Sao Paulo, Porto Alegre,
Belo Horizonte, Recife y Salvador.
El tema principal de la encuesta gira en torno al trabajo y la ocupacio´n de los individuos
y es posible que su estado de desempleo se relacione con la ausencia de respuesta. Por
ejemplo, los individuos desempleados pueden ser ma´s propicios a no responderla. Por lo
tanto, accediendo a los microdatos provistos por el IBGE, es posible estimar de manera
insesgada los taman˜os Nij, Ri, Cj y M .
7.3.1. Criterios de emparejamiento
Para reconstruir el panel, lo primero que se debe hacer es la identificacio´n de los domi-
cilios en los periodos de medicio´n. Esta informacio´n esta´ disponible en los microdatos
de las encuestas; espec´ıficamente, hemos considerado las siguientes variables para la
construccio´n del identificador u´nico a nivel domiciliar:
• Regio´n metropolitana (V035): toma los valores 26 (Recife), 29 (Salvador), 31 (Belo
Horizonte), 33 (Rio de Janeiro), 35 (Sao Paulo), (Curitiba) y 43 (Porto Alegre).
• Nu´mero de controle (V040): es una secuencia nume´rica de identificacio´n de la
entrevista.
• Nu´mero de se´rie (V050), que identifica un domicilio seleccionado.
• Panel (V060): toma valores de A a Z e identifica un conjunto de domicilios.
• Grupo rotacional (V063), con valores de 1 al 8 y corresponde a la divisio´n de los
sectores seleccionados.
Los microdatos reportados por el IBGE no incluyen un co´digo u´nico de identificacio´n
para los individuos que conforman los domicilios y, por lo tanto, no es posible realizar
un emparejamiento ra´pido de personas. Siguiendo las ideas de Figueredo (2003) y de
Perez & Dillon (2009), adoptamos algunos criterios de emparejamiento de registros para
reducir el nivel de desgaste del panel ocasionado por los errores en el diligenciamiento
del cuestionario. Hemos considerado seis criterios aplicados secuencialmente.
Primer criterio. Dos registros corresponden a una misma persona en el panel si se
cumplen las siguientes condiciones:
• Misma llave domiciliar, dada por V035, V040, V050, V060 y V063.
• Mismo sexo, dado por V203.
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• Mismo d´ıa de nacimiento, dado por V204.
• Mismo mes de nacimiento, dado por V214.
• Mismo an˜o de nacimiento, dado por V224.
• Mismo nu´mero de orden, dado por V201.
Segundo criterio. Perez & Dillon (2009, seccio´n 4) analizan detalladamente los pro-
blemas eventuales de emparejamiento que ocasionan desgaste en el panel y definen un
conjunto de criterios que denominan de emparejamiento avanzado y que se aplican a
los registros que no cumplen el primer criterio. Dos registros corresponden a la misma
persona si cumplen las siguientes condiciones:
• Misma llave domiciliar.
• Mismo sexo, mismo d´ıa, mismo mes y mismo an˜o de nacimiento.
Tercer criterio. Para los registros que no cumplen alguno de los dos primeros criterios,
se aplican las siguientes condiciones de emparejamiento:
• Misma llave domiciliar.
• Mismo d´ıa y mismo mes de nacimiento.
• Mismo nu´mero de orden.
Cuarto criterio. Se aplica a los jefes de hogar, co´nyuges e hijos con 25 an˜os o ma´s,
cuando no se ha cumplido ninguno de los criterios anteriores. Las condiciones de em-
parejamiento de registros son:
• Misma llave domiciliar.
• Mismo sexo.
• Hasta cuatro d´ıas de diferencia en el d´ıa de nacimiento.
• Hasta dos meses de diferencia en el mes de nacimiento.
• Hasta dos an˜os de diferencia en la edad presumida, si la edad presumida de la
persona es menor de 25 an˜os; o exp(edad/30), si la edad presumida de la persona
es mayor de 25 an˜os. La edad presumida esta´ dada por la variable V234.
Este u´ltimo ı´tem representa una funcio´n de error en la edad presumida y es discutida
con detalle en Perez & Dillon (2009, p. 94).
Quinto criterio. Se ejecuta sobre los registros que au´n no han emparejado con alguno
de los criterios anteriores, y que son jefes de hogar, co´nyuges o hijos con 25 an˜os o ma´s
y cuyo d´ıa de nacimiento no se encuentra en la base de datos:
• Misma llave domiciliar.
• Mismo sexo.
• Hasta dos meses de diferencia en el mes de nacimiento.
• Hasta dos an˜os de diferencia en la edad presumida, si la edad presumida de la
persona es menor de 25 an˜os; o exp(edad/30), si la edad presumida de la persona
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es mayor de 25 an˜os. La edad presumida esta´ dada por la variable V234.
• Hasta un ciclo de diferencia en el nivel de escolaridad, dado por VDAE1.
Sexto criterio. Se ejecuta sobre los registros de la base de datos que au´n no han
emparejado con los criterios anteriores y que corresponden a jefes de hogar, co´nyuges
e hijos con 25 an˜os o ma´s, cuando no se encuentra el mes de nacimiento en la base de
datos:
• Misma llave domiciliar.
• Mismo sexo.
• Hasta cuatro d´ıas de diferencia en el d´ıa de nacimiento.
• Hasta dos an˜os de diferencia en la edad presumida, si la edad presumida de la
persona es menor de 25 an˜os; o exp(edad/30), si la edad presumida de la persona
es mayor de 25 an˜os. La edad presumida esta´ dada por la variable V234.
• Hasta un ciclo de diferencia en el nivel de escolaridad, dado por VDAE1.
Se´ptimo criterio. Se aplica a los registros que au´n no han emparejado con alguno de
los criterios anteriores, y que son jefes de hogar, co´nyuges e hijos con 25 an˜os o ma´s y
para los cuales no se encuentra ni el d´ıa ni el mes de nacimiento en la base de datos:
• Misma llave domiciliar.
• Mismo sexo.
• Hasta dos an˜os de diferencia en la edad presumida, si la edad presumida de la
persona es menor de 25 an˜os; o exp(edad/30), si la edad presumida de la persona
es mayor de 25 an˜os. La edad presumida esta´ dada por la variable V234.
• Hasta un ciclo de diferencia en el nivel de escolaridad, dado por VDAE1.
Perez & Dillon (2009, p. 93) agregan un conjunto de criterios au´n ma´s laxos para buscar
emparejamientos en el resto de la base de datos. No los incluimos, teniendo en cuenta
que con los descritos anteriormente se logra una reduccio´n importante en el nivel de
desgaste del panel.
7.3.2. Clasificacio´n de la respuesta para el nivel de ocupacio´n
Despue´s de realizar el emparejamiento de acuerdo a los criterios de la seccio´n anterior,
el investigador dispone de una base de datos de individuos medidos en el tiempo. Las
mediciones personales pueden ir desde una, para los registros que no pudieron empare-
jarse a lo largo del proceso, hasta ocho, para los que emparejaron en todos los meses de
medicio´n. As´ı, para realizar comparaciones entre pares de meses se tienen los siguientes
conjuntos que caracterizan la respuesta:
• Respondientes (Tipo 0): definidos como las personas que respondieron en ambos
periodos.
• No respondientes en la segunda ocasio´n (Tipo 1): se definen como las personas
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que respondieron en la primera ocasio´n, pero no en la segunda. No necesariamente
deben ser personas que emparejan alguna una vez en el procedimiento, pero s´ı
deben encontrarse en el primer periodo de intere´s.
• No respondientes en la primera ocasio´n (Tipo 2): son las personas que no respon-
dieron en el primer periodo pero que s´ı respondieron en la segunda ocasio´n. No
necesariamente emparejan alguna vez en el procedimiento, pero s´ı deben encon-
trarse en el segundo periodo de intere´s.
• No respondientes en ambos periodos (Tipo 3): son las personas que no respondie-
ron en ninguno de los periodos. En este conjunto se encuentran, tanto las personas
que respondieron solo una vez, como las que emparejaron alguna vez en el proce-
dimiento, pero que no se encuentran en ninguno de los periodos de intere´s.
La respuesta de un individuo en una medicio´n garantiza la clasificacio´n del mismo en
una tabla de contingencias. Por ejemplo, si la caracter´ıstica de intere´s es el nivel de
ocupacio´n3 - correspondiente a la variable VD1 de la PME - (Ocupado, Desocupado,
Inactivo o No perteneciente4 a la fuerza laboral) y el individuo contesta en los dos
periodos de comparacio´n y tendra´ una clasificacio´n completa. Si responde en un periodo
pero no en el otro, so´lo tendra´ una clasificacio´n parcial. Por u´ltimo, si el individuo no
responde en ninguno de los dos periodos de referencia, no podra´ ser clasificado. Lo
anterior se ilustra en tabla 7.3.2, en donde, tal como se indico´ en la seccio´n 3.1, Nij
(i, j = 1, . . . , 3) denota el nu´mero de individuos respondientes en la poblacio´n que tienen
clasificacio´n i en el tiempo t− 1 y j en el tiempo t, Ri denota el nu´mero de individuos
que fueron no respondientes en el tiempo t y tienen clasificacio´n i en el tiempo t−1, Cj
denota el nu´mero de individuos que fueron no respondientes en el tiempo t−1 y tuvieron
clasificacio´n j en el tiempo t, y M denota el nu´mero de individuos seleccionados que no
respondieron en ningu´n tiempo.
Consistencia del procedimiento
El emparejamiento y el ana´lisis de la clasificacio´n de las respuestas deben ser consis-
tentes con los microdatos de la PME. Las siguientes condiciones permiten avalar los
procedimientos para cualquiera de las ocho mediciones de un panel:
1. La suma de la cantidad de personas con un solo registro en el panel con la de
empates debe coincidir con el nu´mero de registros en los ocho meses de medicio´n.
2. Para cada mes, la cantidad de registros en las cuatro clasificaciones de respuesta
3Notamos que segu´n la metodolog´ıa de la PME, la condicio´n de ocupacio´n en el periodo de referencia
esta´ determinada por la variable derivada VD1, que toma el valor VD1=1 si la persona estuvo ocupada;
VD1=2 si la persona estuvo desocupada; VD1=4 si la persona estuvo inactiva y VD1=3 si la persona
no pertenece a la fuerza laboral (que se da cuando la edad del encuestado es menor a 10 an˜os).
4Resaltamos la importancia de este ana´lisis sobre este dominio poblacional, que indica co´mo es la
experiencia de un individuo que apenas ingresa a la fuerza laboral. Esta nueva mano de obra puede
conseguir empleo inmediatamente o, por el contrario, ingresar a la fuerza laboral como desempleado.
En te´rminos de pol´ıticas pu´blicas, el gobierno no puede ser indiferente ante la u´ltima situacio´n.
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Tiempo t− 1 Tiempo t
Ocupado Desocupado Inactivo No perteneciente Comp. fila
Ocupado N11 N12 N13 N14 R1
Desocupado N21 N22 N23 N24 R2
Inactivo N31 N32 N33 N34 R3
No perteneciente N41 N42 N43 N44 R4
Comp. columna C1 C2 C3 C4 M
Tabla 7.1.: Cambio bruto poblacional en dos mediciones para el nivel de ocupacio´n en
la PME.
(Tipo 0, Tipo 1, Tipo 2 y Tipo 3) debe coincidir con el nu´mero total de personas
identificadas en el procedimiento de reconstruccio´n del panel.
3. La suma del nu´mero de respondientes en dos periodos de tiempo t− 1 y t (Tipo
0) con el nu´mero de personas que so´lo respondieron en el primer periodo t − 1
(Tipo 1) debe ser igual al nu´mero de personas reportadas en los microdatos de la
PME para el primer periodo t− 1.
4. La suma del nu´mero de respondientes en dos periodos de tiempo t− 1 y t (Tipo
0) con el nu´mero de personas que so´lo respondieron en el segundo mes t (Tipo
1) debe ser igual al nu´mero de personas reportadas en los microdatos de la PME
para el segundo periodo t.
7.4. Descripcio´n de las funciones en R
En esta seccio´n se describen brevemente las funciones programadas en R para el empa-
rejamiento de paneles y la clasificacio´n de la respuesta.
7.4.1. Recursos web
En primer lugar, el sitio web oficial del software estad´ıstico R es www.cran.r-project.org/.
Desde aqu´ı se puede descargar, instalar y actualizar R. Adema´s, en esta pa´gina se en-
cuentra una gran cantidad de documentacio´n e informacio´n sobre librer´ıas. En par-
ticular, sobre las librer´ıas sqldf (Grothendieck 2012), car (Fox & Weisberg 2011) y
stringr (Wickham 2011), necesarias para ejecutar nuestras funciones.
El sitio web oficial de la PME, donde se encuentra toda la informacio´n metodolo´gica
de la encuesta, desde las tablas y flujogramas de las estimaciones hasta los documentos
te´cnicos relevantes de la encuesta, es:
www.ibge.gov.br/home/estatistica/indicadores/trabalhoerendimento/pme_nova.
De este sitio se pueden descargar los archivos comprimidos (.zip) de microdatos. Los
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archivos de datos se encuentran en formato de texto fijo (.txt). La documentacio´n
completa de la PME, mes a mes, desde el an˜o 2002, incluye el archivo INPUT.txt que
permite la lectura de las bases de datos en el software SAS. Todas nuestras funciones
se encuentran en el archivo PME_Matching_Nonresponse.txt, que se puede descargar
desde el siguiente sitio:
www.gutierrezandres.com/software/matchingpme.
Alternativamente, se puede ejecutar el co´digo fuente directamente desde R, mediante
el suministro de la direccio´n URL como argumento a la funcio´n source. Tambie´n se
puede descargar un archivo comprimido (en formato .rar) con los conjuntos de datos
(en formato .csv), utilizados en los ejemplos de la seccio´n 7.
7.4.2. Descripcio´n de las funciones
ReadPME. Con esta funcio´n se leen los microdatos directamente desde R. De esta manera,
cualquier investigador puede acceder al manejo de las bases de datos de la PME, sin
necesidad de adquirir un software comercial para la lectura de los microdatos. Esta
funcio´n so´lo tiene dos argumentos: Format, que corresponde al archivo INPUT.txt,
descargado desde la pa´gina web de la encuesta, y File, que corresponde a los microdatos
de la PME, descargados tambie´n de la pa´gina web de la PME. Todos los archivos de
microdatos de la encuesta tienen una identificacio´n comu´n a PMEnova.mes.a~no.txt. El
resultado de la funcio´n es una estructura de datos (data.frame) en R con los microdatos
de la PME.
Match. Con esta funcio´n se realiza el emparejamiento en el panel con los criterios da-
dos en la seccio´n 5.1. Tiene tres argumentos: B, correspondiente a una u´nica base de
datos5 con la informacio´n de los ocho meses de medicio´n del panel de intere´s; Panel
corresponde a la letra que identifica el panel de intere´s; y Group identifica el nu´mero del
grupo rotacional. El resultado de la funcio´n es una lista de bases de datos. Match(B,
Panel, Group)$Data contiene6 el conjunto de datos originales para todas las medicio-
nes. Match(B, Panel, Group)$Persons corresponde a las personas identificadas en el
panel reconstruido. La u´ltima columna indica la medicio´n donde se identifico´ por prime-
ra vez a cada persona. Match(B, Panel, Group)$Matches contiene todos los empates
encontrados en el proceso, mostrando los nu´meros de los registros que resultaron empa-
tados, el mes en que se detecto´ el empate y el criterio con el que empataron. Match(B,
Panel, Group)$Loose identifica el conjunto de personas cuyos registros no pudieron
ser empatados y aparecen una sola vez en el estudio del panel.
5Se sugiere reducir el nu´mero de columnas en la base de datos B que sirve como argumento a la
funcio´n Match. Lo anterior, puesto que el proceso se puede tornar demorado. Las columnas que
deber´ıa conservar B son las variables de identificacio´n para el emparejamiento y las otras que se
considere pertinente estudiar.
6El nu´mero de filas de Match(B, Panel, Group)$Data debe estar alrededor de las cien mil personas,
puesto que se realizan ocho mediciones en meses distintos y en cada mes el nu´mero de personas
encuestadas en un grupo rotacional es de ma´s de doce mil personas.
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TypeNR. Con esta funcio´n se clasifican las personas del panel dependiendo de su pre-
sencia en los periodos de referencia i, j. Como argumentos, requiere de un objeto M de
tipo Match y de los periodos7 i y j. El resultado de la funcio´n es una lista de bases
de datos. TypeNR(M, i, j)$Shared contiene la informacio´n de las variables de intere´s
de los respondientes denominados como Tipo 0. TypeNR(M, i, j)$Only_i muestra la
informacio´n de los respondientes denominados como Tipo 1. TypeNR(M, i, j)$Only_j
contiene la informacio´n de los respondientes en el segundo periodo identificados como
Tipo 2. Finalmente, TypeNR(M, i, j)$Neither muestra la informacio´n de los no res-
pondientes, denominados como Tipo 3. Si se han considerado los factores de expansio´n
(dados por V211 en el archivo de microdatos), entonces es posible estimar el taman˜o
del panel, de acuerdo a las expresiones de la seccio´n 4.1.
7.5. Ejemplo real: el panel P6
En esta seccio´n se ilustra el uso de las funciones de R y se muestran los resultados
obtenidos. Para ello, se utiliza el panel P6 cuyo seguimiento tuvo lugar desde Noviembre
de 2010 hasta Febrero de 2011 y luego, desde Noviembre de 2011 hasta Febrero de 2012.
7.5.1. Lectura de los microdatos
De la pa´gina web de la PME se descargan los archivos correspondientes a los ocho meses
de seguimiento del panel P6, escogido para el ejemplo. De la misma pa´gina, se descarga
el archivo INPUT.txt para la lectura de las bases de datos con SAS. En una misma
carpeta se guardan los microdatos de las ocho mediciones y el archivo INPUT.txt. Para
la sesio´n en R se cargan las funciones con la instruccio´n:
source("http://www.gutierrezandres.com/wp-content/uploads/2012/08/PME_Matching_Nonresponse.txt")
library(sqldf)
library(car)
library(stringr)
Si se quiere, se descarga el archivo PME_Matching_Nonresponse.txt en una carpeta,
que puede ser la misma de los datos, y se ejecuta:
setwd("C:/Folder")
source("PME_Matching_Nonresponse.txt")
En donde Folder es la ubicacio´n de los archivos en el sistema. Con la funcio´n ReadPME,
se cargan los datos en la sesio´n de R. El proceso de la lectura puede ser demorado por
el formato fijo en que vienen los microdatos.
7No´tese que los valores de i y j no deben ser necesariamente consecutivos, pero s´ı diferentes. Adema´s,
deben ser enteros mayores o iguales a uno y menores o iguales a ocho.
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> D1 = ReadPME(Format = "INPUT.txt", File = "PMEnova.112010.txt")
> D2 = ReadPME(Format = "INPUT.txt", File = "PMEnova.122010.txt")
> D3 = ReadPME(Format = "INPUT.txt", File = "PMEnova.012011.txt")
> D4 = ReadPME(Format = "INPUT.txt", File = "PMEnova.022011.txt")
> D5 = ReadPME(Format = "INPUT.txt", File = "PMEnova.112011.txt")
> D6 = ReadPME(Format = "INPUT.txt", File = "PMEnova.122011.txt")
> D7 = ReadPME(Format = "INPUT.txt", File = "PMEnova.012012.txt")
> D8 = ReadPME(Format = "INPUT.txt", File = "PMEnova.022012.txt")
Para mejorar la eficiencia computacional de los subsecuentes procesos, es conveniente
conservar solamente las variables de intere´s en los microdatos. Para nuestro ejemplo,
conservaremos las variables demogra´ficas y de domicilio que nos permitira´n realizar el
proceso de emparejamiento, el nivel de ocupacio´n, dado por VD1 y tambie´n el factor de
expansio´n que contiene los pesos de muestreo, dado por V211.
> D1s = data.frame(V035 = D1$V035, V040 = D1$V040, V050 = D1$V050,
V060 = D1$V060, V063 = D1$V063, V070 = D1$V070, V075 = D1$V075,
V201 = D1$V201, V203 = D1$V203, V204 = D1$V204, V214 = D1$V214,
V224 = D1$V224, V072 = D1$V072, V234 = D1$V234, V205 = D1$V205,
V307 = D1$V307, V211 = D1$V211, VD1 = D1$VD1, VDAE1 = D1$VDAE1)
...
> D8s = data.frame(V035 = D8$V035, V040 = D8$V040, V050 = D8$V050,
V060 = D8$V060, V063 = D8$V063, V070 = D8$V070, V075 = D8$V075,
V201 = D8$V201, V203 = D8$V203, V204 = D8$V204, V214 = D8$V214,
V224 = D8$V224, V072 = D8$V072, V234 = D8$V234, V205 = D8$V205,
V307 = D8$V307, V211 = D8$V211, VD8 = D8$VD8, VDAE1 = D8$VDAE1)
7.5.2. Reconstruccio´n del panel
Una vez realizada la lectura de los microdatos, con la funcio´n Match se reconstruye el
panel. Para esto, se integran las ocho bases de datos, correspondientes a los ocho meses
de seguimiento del panel, en una u´nica denotada como B. Esta integracio´n se realiza con
la funcio´n rbind de R. Se define el panel y el grupo rotacional de intere´s (Panel="P",
Group=6):
> B = rbind(D1s, D2s, D3s, D4s, D6s, D5s, D7s, D8s)
> M = Match(B, Panel="P", Group=6)
Despue´s de ejecutar la funcio´n, se pueden guardar sus resultados:
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> Data = M$Data
> Persons = M$Persons
> Matches = M$Matches
> Loose = M$Loose
En Data, se ha almacenado la informacio´n de las ocho mediciones del panel P6, en
Persons, se reporta el panel reconstruido, en Matches, se muestran los criterios con los
que se consiguieron los empates y la medicio´n correspondiente, y en Loose, se encuentran
las personas que nunca empataron.
Se puede verificar que el nu´mero de registros en el panel P6 durante las ocho mediciones
es de 101736. El panel contiene 21374 personas distintas de las cuales, 2199 aparecen
en un solo registro. Se encuentran 80362 empates. No´tese que el nu´mero de personas
u´nicas en el panel ma´s el nu´mero de empates coincide con el nu´mero de registros en los
ocho meses de medicio´n.
> nrow(Data)
[1] 101736
> nrow(Persons)
[1] 21374
> nrow(Matches)
[1] 80362
> nrow(Loose)
[1] 2199
> nrow(Persons)+nrow(Matches)==nrow(Data)
[1] TRUE
A continuacio´n se muestra un breve encabezado del resultado de Data, en el cual apa-
recen todas las variables de intere´s, para los 101736 registros de la base de datos, junto
con la llave de domicilio, llamado VDom, y un identificador, llamado VPer, creado con
el primer criterio. Adema´s aparece un contador del nu´mero de personas, denotado por
Nro.
> Data
V035 V040 ... VDom VPer Nro
26 26000682 ... 26260006821166 2626000682116611919721 1
26 26000682 ... 26260006821166 2626000682116621919772 2
...
43 43603025 ... 43436030251166 43436030251166116819651 101736
Luego, en Persons se muestra la informacio´n del panel reconstruido conformado por
21374 personas diferentes. En esta base de datos aparece la informacio´n de las variables
de intere´s adema´s de VDom, VPer, Nro y la primera medicio´n en donde se identifico´ a la
persona, llamada Med1.
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> Persons
V035 V040 ... VDom VPer Nro Med1
26 26000682 ... 26260006821166 2626000682116611919721 1 1
26 26000682 ... 26260006821166 2626000682116621919772 2 1
...
43 43600271 ... 43436002711166 43436002711166220619832 101706 8
La tabla 7.2 presenta la contribucio´n mes a mes de las personas en la reconstruccio´n del
panel. Llama la atencio´n que en la quinta medicio´n, que vuelve a realizarse ocho meses
despue´s de la medicio´n en el cuarto mes, la contribucio´n de personas en el panel es del
20.2 %.
Tabla 7.2.: Total y porcentaje de personas en cada medicio´n que se identificaron por
primera vez en la reconstruccio´n del panel.
Medicio´n 1 2 3 4 5 6 7 8 Total
Total 12653 1030 862 777 4314 718 622 398 21374
Porcentaje 59,2 % 4,8 % 4,0 % 3,6 % 20,2 % 3,4 % 2,9 % 1,9 % 100,0 %
El siguiente resultado de la funcio´n es Matches, en el cual se presentan todos los empates
encontrados. Adema´s de VPer, esta funcio´n incluye NroA y NroB que indican el empate
entre las personas; Time, que indica la medicio´n en donde se encontro´ el empate y
Criterium, que representa el criterio con el cual se identifico´ el empate.
> Matches
VPer NroA NroB Time Criterium
2626000682116611919721 1 12654 2 1
2626000682116621919772 2 12655 2 1
...
2929000673301661999999991 78052 90714 8 7
La tabla 7.3 presenta el nu´mero de personas empatadas segu´n los criterios de recons-
truccio´n del panel. No´tese que el criterio ma´s ba´sico encuentra un 83.7 % de empates y
el proceso termina por encontrar los restantes 13095 empates que representan el 16.3 %.
Tabla 7.3.: Total y porcentaje de personas empatadas por cada uno de los criterios del
proceso.
Criterio 1 2 3 4 5 6 7 Total
Total 67267 4319 4022 4152 202 59 341 80362
Porcentaje 83,7 % 5,4 % 5,0 % 5,2 % 0,3 % 0,1 % 0,4 % 100,0 %
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Adema´s, es posible conocer el mes en que una persona en particular fue encontrada
junto con su criterio. Por ejemplo, la persona nu´mero cinco fue empatada en siete
ocasiones, desde el segundo mes de medicio´n. Para los meses dos, tres y cuatro, el
empate se identifico´ utilizando el criterio ba´sico; para los meses cinco al ocho, el empate
se identifico´ con el criterio tres.
> Matches[Matches$NroA==5,]
VPer NroA NroB Time Criterium
5 262600068231661999919431 5 12658 2 1
11867 262600068231661999919431 5 25550 3 1
23962 262600068231661999919431 5 38511 4 1
42158 262600068231661999919431 5 51485 5 3
53960 262600068231661999919431 5 63734 6 3
65986 262600068231661999919431 5 76292 7 3
78300 262600068231661999919431 5 88991 8 3
No´tese que es posible encontrar la informacio´n de las personas empatadas. Por ejemplo,
para encontrar la informacio´n de la persona nu´mero cinco, basta con buscar los registros
en la base de datos u´nica que contiene todos los registros de las ocho mediciones. Por
supuesto, esta persona aparece por primera en la primera medicio´n. No´tese en las cuatro
primeras mediciones VPer coincide plenamente. Sin embargo, desde la quinta medicio´n
la edad presumida cambio´ de 1943 a 1944, por lo tanto los empates se identificaron con
otro criterio distinto al ba´sico.
> id=c(5, Matches[Matches$NroA==5,]$NroB)
> Data[id,]
V035 ... VDom VPer Nro
26 ... 26260006823166 262600068231661999919431 5
26 ... 26260006823166 262600068231661999919431 12658
26 ... 26260006823166 262600068231661999919431 25550
26 ... 26260006823166 262600068231661999919431 38511
26 ... 26260006823166 262600068231661999919441 51485
26 ... 26260006823166 262600068231661999919441 63734
26 ... 26260006823166 262600068231661999919441 76292
26 ... 26260006823166 262600068231661999919441 88991
Por u´ltimo, Loose presenta toda la informacio´n de las personas que nunca encontraron
un empate.
7.5.3. Clasificacio´n de la respuesta
Despue´s de haber reconstruido el panel con la funcio´n Match es posible realizar compa-
raciones de la clasificacio´n de la respuesta en los ocho meses de seguimiento al panel. Lo
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anterior se realiza definiendo los periodos de intere´s en la funcio´n TypeNR. Por ejemplo,
si se quisieran realizar comparaciones entre el tercer y el cuarto periodo de medicio´n,
dado por los meses Enero de 2011 y Febrero de 2011, entonces la clasificacio´n se ejecuta
mediante el siguiente co´digo:
> M = Match(B, Panel="P", Group=6)
> A = TypeNR(M, i=3, j=4)
> Tipo0 = A$Shared
> Tipo1 = A$Only_i
> Tipo2 = A$Only_j
> Tipo3 = A$Neither
> nrow(Tipo0)+nrow(Tipo1)+nrow(Tipo2)+nrow(Tipo3) == nrow(Persons)
[1] TRUE
No´tese que el nu´mero de personas en el panel reconstruido es equivalente al nu´mero de
personas en los cuatro tipos de clasificacio´n de la respuesta. Esta funcio´n reproduce to-
das las variables de intere´s de los individuos clasificados en estos dos periodos de tiempo
y con esto es posible realizar ana´lisis comparativos de las variables de investigacio´n. Pa-
ra las personas clasificadas como respondientes en ambos periodos, la funcio´n devuelve
el valor de las caracter´ısticas de intere´s tanto en el primero como en el segundo mes de
referencia, tal como se muestra a continuacio´n para la variable VD1 correspondiente al
nivel de ocupacio´n:
> Tipo0
VDAE1i VD1j
1 2 1
2 2 3
...
11988 5 1
Los otros objetos resultantes de la funcio´n solo muestran la informacio´n del mes de
referencia. En la tabla 7.4 se muestra la clasificacio´n completa de la respuesta en las
ocho mediciones del panel P6. Los valores por encima de la diagonal representan el
nu´mero de personas respondientes en los dos periodos de tiempo (Tipo 0) y el nu´mero
de personas que no respondieron en esos dos periodos (Tipo 3). Los valores por debajo
de la diagonal representan los respondientes en el primer periodo de tiempo (Tipo
1) y los respondientes en el segundo periodo de tiempo (Tipo 2). No´tese que existe
un decremento significativo de los respondientes Tipo 0 despue´s del cuarto mes de
medicio´n. Lo anterior se debe a que han pasado ocho meses desde la cuarta hasta la
quinta medicio´n.
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1 2 3 4 5 6 7 8
1 11862 11243 10724 6940 6990 6926 6923
7691 7007 6467 3415 3152 2948 2892
2 791 11944 11373 7131 7209 7132 7150
1030 7469 6877 3367 3132 2915 2880
3 1410 948 11988 7307 7382 7335 7327
1714 1013 7427 3478 3240 3053 2992
4 1929 1519 969 7458 7554 7504 7448
2254 1605 990 3608 3391 3201 3092
5 5713 5761 5650 5520 11280 10723 10450
5306 5115 4939 4788 7849 7152 6826
6 5663 5683 5575 5424 966 11621 11237
5569 5350 5177 5005 1279 7737 7300
7 5727 5760 5622 5474 1523 938 11897
5773 5567 5364 5195 1976 1978 7820
8 5730 5742 5630 5530 1796 1322 802
5829 5602 5425 5304 2302 1515 855
Tabla 7.4.: Clasificacio´n de la respuesta para cada par de meses en el seguimiento del
panel P6. Los valores por encima de la diagonal representan el nu´mero de
personas respondientes Tipo 0 y Tipo 3. Los valores por debajo de la diagonal
representan los respondientes Tipo 1 y Tipo 2.
7.5.4. Estimacio´n del nivel de ocupacio´n
Una vez que hemos clasificado las respuestas, podemos establecer las debidas compa-
raciones en los dos periodos de referencia. Siguiendo un breve co´digo (ver ape´ndice)
computacional y con la ayuda de la librer´ıa TeachingSampling (Gutie´rrez 2009b), cal-
culamos la clasificacio´n8 en el panel P6 dada por la tabla 7.5.
Noviembre 2010 Diciembre 2010
Ocupado Desocupado Inactivo No perteneciente Complemento fila
Ocupado 5231 62 227 10 386
Desocupado 51 183 113 0 28
Inactivo 235 93 4200 12 281
No perteneciente 2 0 17 1426 96
Complemento columna 499 27 372 132 7691
Tabla 7.5.: Tabla de clasificacio´n laboral y de respuesta para el nivel de ocupacio´n en la
muestra del panel P6 en la PME.
8No´tese que la suma de todas las entradas de la tabla de clasificacio´n da como resultado el nu´mero
de personas en el panel reconstruido, es decir 21374.
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Sin embargo, dado que el panel P6 de la PME corresponde a una muestra aleatoria de
las a´reas metropolitanas de Brasil, cada individuo en el panel se representa a s´ı mismo
y a muchas ma´s personas en la poblacio´n. Por lo tanto, recurriendo al procedimiento
de estimacio´n reportado en la seccio´n 5.1, y utilizando el factor de expansio´n de la
encuesta dado por la variable V211, notamos que la expansio´n poblacional9 del panel
P6, en te´rminos del nivel de ocupacio´n, esta´ dada en la tabla 7.6.
Noviembre 2010 Diciembre 2010
Ocupado Desocupado Inactivo No perteneciente Comp. fila
Ocupado 2162635 (1.47) 20602 (15.22) 76303 (7.60) 3074 (32.16) 160768 (6.29)
Desocupado 16234 (16.01) 80169 (8.74) 37786 (11.42) 0 (-) 11504 (22.67)
Inactivo 70551 (7.46) 31822 (12.03) 1707675 (1.66) 6018 (31.76) 122412 (7.32)
No perteneciente 958 (80.55) 0 (-) 7035 (28.97) 566530 (3.01) 38171 (12.78)
Comp. columna 205033 (5.26) 9293 (22.75) 136146 (6.12) 53640 (10.59) 3076388 (1.14)
Tabla 7.6.: Estimacio´n poblacional de la tabla de clasificacio´n laboral y de ausencia de
respuesta en dos mediciones para el panel P6 en la PME. Los coeficientes
de variacio´n, en porcentaje, se muestran entre pare´ntesis.
No´tese que un paso esperado, despue´s de haber obtenido esta tabla, consiste en la
estimacio´n de una matriz de clasificacio´n de los estados de ocupacio´n, mediante la
incorporacio´n de la informacio´n en los complementos fila y columna. Un enfoque similar
fue seguido por Stasny (1987) sin considerar el efecto del disen˜o de muestreo complejo.
7.6. Implementacio´n de la metodolog´ıa propuesta
7.6.1. Modelo A
Para este caso aplicado, no´tese que este modelo considera que la probabilidad inicial de
que un individuo sea respondiente en Noviembre es la misma para todas las clasifica-
ciones contempladas en la encuesta, es decir ψ(i, j) = ψ. Tambie´n, las probabilidades
de transicio´n entre respondientes y no respondientes no dependen de la clasificacio´n
del individuo en la encuesta, es decir ρMM(i, j) = ρMM y ρRR(i, j) = ρRR. Bajo estos
supuestos, se tiene el siguiente resultado que permite que las estimaciones de las pro-
babilidades del modelo de Markov contemplen los pesos inducidos por la estrategia de
muestreo utilizada.
Ahora, utilizando las anteriores estimaciones, se encuentra que la estimacio´n poblacio-
nal, insesgada con respecto al disen˜o de muestreo complejo de la PME, de los cambios
brutos para el nivel de ocupacio´n esta´ dada en la tabla 7.7. De esta forma, la cantidad
9Es importante recalcar que la suma de todas las entradas de la tabla de clasificacio´n expandida da
como resultado el nu´mero de personas para las cuales el panel P6 es representativo. Este taman˜o
se estima en 8465560.
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de personas ocupadas en los periodos de intere´s se estima en 3.921.274, la cantidad de
personas desocupadas en ambos periodos fue de 144.253, mientras que el nu´mero de
personas inactivas en ambos periodos se estimo´ en 3.035.463.
Noviembre 2010 Diciembre 2010
Ocupado Desocupado Inactivo No perteneciente
Ocupado 3913274 (1.17) 36570 (15.20) 136102 (7.96) 5573 (34.19)
Desocupado 29776 (16.87) 144253 (8.22) 68320 (11.41) 0 (-)
Inactivo 127193 (7.63) 56296 (11.58) 3035463 (1.42) 10872 (30.77)
No perteneciente 1727 (82.71) 0 (-) 12496 (28.96) 1022836 (2.68)
Tabla 7.7.: Estimacio´n del cambio bruto poblacional en dos mediciones para el nivel
de ocupacio´n en la PME. Los coeficientes de variacio´n, en porcentaje, se
muestran entre pare´ntesis.
Las estimaciones de los anteriores cambios brutos son el resultado de la metodolog´ıa
inferencial propuesta en este trabajo de investigacio´n. A continuacio´n se muestran los
para´metros estimados de la primera etapa del modelo, definidos como las probabilidades
de transicio´n de una clasificacio´n a otra en los periodos de observacio´n.
Noviembre 2010 Diciembre 2010
Ocupado Desocupado Inactivo No perteneciente
Ocupado 0.9564 (0.0030) 0.0089 (0.0013) 0.0332 (0.0026) 0.0013 (0.0004)
Desocupado 0.1228 (0.0199) 0.5952 (0.0307) 0.2819 (0.0282) 0 (-)
Inactivo 0.0393 (0.0029) 0.0174 (0.0020) 0.9398 (0.0036) 0.0033 (0.0010)
No perteneciente 0.0016 (0.0013) 0 (-) 0.0120 (0.0034) 0.9862 (0.0037)
Tabla 7.8.: Estimacio´n de las probabilidades pij. Los errores esta´ndar se muestran entre
pare´ntesis.
Las probabilidades iniciales de clasificacio´n en el primer periodo de intere´s se encuentran
en la tabla 7.9. Se nota que, para esta encuesta, las probabilidades de clasificacio´n ma´s
altas se encuentran en las celdas de ocupados e inactivos.
Noviembre 2010
ηˆ1 ηˆ2 ηˆ3 ηˆ4
0.4757 (0.0049) 0.0281 (0.0016) 0.3755 (0.0048) 0.1205 (0.0031)
Tabla 7.9.: Estimacio´n de las probabilidades ηi. Los errores esta´ndar se muestran entre
pare´ntesis.
Por u´ltimo,la probabilidad de respuesta general se estimo´ en ψˆ = 0.595 (0.0039). Es
decir, que la tasa de respuesta esta´ alrededor del 60 %. Adema´s la probabilidad de
transicio´n de que un no respondiente en el primer periodo se mantenga sin responder
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en el segundo periodo se estimo´ en ρˆMM = 0.883 (0.0039) y la probabilidad de transicio´n
de que un respondiente en el primer periodo siga respondiendo en el segundo periodo se
estimo´ en ρˆRR = 0.934 (0.0027). En te´rminos generales, es posible afirmar que el estado
de respuesta de un individuo en el primer periodo no se altera significativamente en el
segundo periodo.
7.6.2. Modelo B
No´tese que este modelo considera que la probabilidad inicial de que un individuo sea
respondiente en Noviembre depende de su clasificacio´n en ese mismo mes; es decir
ψ(i, j) = ψ(i). De la misma manera que en el modelo A, las probabilidades de transi-
cio´n entre respondientes y entre no respondientes no dependen de la clasificacio´n del
individuo en la encuesta; es decir ρMM(i, j) = ρMM y ρRR(i, j) = ρRR. Bajo estos su-
puestos, se encuentra que la estimacio´n poblacional, insesgada con respecto al disen˜o
de muestreo complejo de la PME, de los cambios brutos para el nivel de ocupacio´n esta´
dada en la tabla 7.10. De esta forma, la cantidad de personas ocupadas en los periodos
de intere´s se estima en 4.027.033, el nu´mero de personas desocupadas en ambos periodos
se estimo´ en 130.543, mientras que el nu´mero de personas inactivas en ambos periodos
se estimo´ en 2.908.821.
Noviembre 2010 Diciembre 2010
Ocupado Desocupado Inactivo No perteneciente
Ocupado 4027033 (1.87) 38369 (15.72) 142108 (8.19) 5725 (34.32)
Desocupado 26435 (22.30) 130543 (15.01) 61529 (18.55) 0 (-)
Inactivo 120176 (8.08) 54205 (12.49) 2908821 (2.39) 10252 (31.16)
No perteneciente 1793 (80.79) 0 (-) 13162 (29.01) 1059901 (4.56)
Tabla 7.10.: Estimacio´n del cambio bruto poblacional en dos mediciones para el nivel
de ocupacio´n en la PME. Los coeficientes de variacio´n, en porcentaje, se
muestran entre pare´ntesis.
A continuacio´n se muestran los para´metros estimados de la primera etapa del modelo,
definidos como las probabilidades de transicio´n de una clasificacio´n a otra en los periodos
de observacio´n.
Las probabilidades iniciales de clasificacio´n en el primer periodo de intere´s se encuentran
en la tabla 7.12. Al igual que en modelo anterior, las probabilidades de clasificacio´n ma´s
altas se encuentran en las celdas de ocupados e inactivos.
Por u´ltimo,la probabilidad de respuesta, dependiente de las clasificaciones iniciales, se
muestra en la tabla 7.13. En general, se verifica que, bajo los supuestos de este modelo,
los individuos clasificados como desocupados son ma´s propensos a responder. Se nota
que la respuesta esta´ condicionada a la clasificacio´n inicial.
Adema´s la probabildad de transicio´n de que un no respondiente en Noviembre se man-
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Noviembre 2010 Diciembre 2010
Ocupado Desocupado Inactivo No perteneciente
Ocupado 0.9558 (0.0029) 0.0091 (0.0014) 0.0337 (0.0026) 0.0014 (0.0004)
Desocupado 0.1210 (0.0192) 0.5954 (0.0302) 0.2816 (0.0274) 0 (-)
Inactivo 0.0388 (0.0029) 0.0175 (0.0021) 0.9403 (0.0037) 0.0033 (0.0010)
No perteneciente 0.0017 (0.0013) 0 (-) 0.0122 (0.0034) 0.9861 (0.0037)
Tabla 7.11.: Estimacio´n de las probabilidades pij. Los errores esta´ndar se muestran en-
tre pare´ntesis.
Noviembre 2010
ηˆ1 ηˆ2 ηˆ3 ηˆ4
0.490 (0.0089) 0.025 (0.0037) 0.360 (0.0084) 0.125 (0.0056)
Tabla 7.12.: Estimacio´n de las probabilidades ηi. Los errores esta´ndar se muestran entre
pare´ntesis.
Noviembre 2010
ψˆ1 ψˆ2 ψˆ3 ψˆ4
0.575 (0.0109) 0.666 (0.0969) 0.626 (0.0147) 0.570 (0.0254)
Tabla 7.13.: Estimacio´n de las probabilidades ψi. Los errores esta´ndar se muestran entre
pare´ntesis.
tenga sin responder en Diciembre se estimo´ en ρˆMM = 0.883 (0.0041) y la probabilidad
de transicio´n de que un respondiente en Noviembre siga respondiendo en Diciembre
se estimo´ en ρˆRR = 0.935 (0.0027). Por lo anterior, al igual que en el modelo A, es
posible afirmar que el estado de respuesta de un individuo en Noviembre no se altero´
significativamente en Diciembre.
7.6.3. Modelo C
Recue´rdese que este modelo considera que, al igual que en el modelo A, la probabilidad
inicial de que un individuo sea respondiente en Noviembre es la misma para todas
las clasificaciones contempladas en la encuesta, es decir ψ(i, j) = ψ. Sin embargo,
las probabilidades de transicio´n de respondientes y no respondientes dependera´n de la
clasificacio´n del individuo en Noviembre; es decir ρMM(i, j) = ρMM(i) y ρRR(i, j) =
ρRR(i). Bajo estos supuestos, se encuentra que la estimacio´n poblacional, insesgada con
respecto al disen˜o de muestreo complejo de la PME, de los cambios brutos para el
nivel de ocupacio´n esta´ dada en la tabla 7.14. De esta forma, la cantidad de personas
ocupadas en los periodos de intere´s se estima en 3.893.402, la cantidad de personas
desocupadas en ambos periodos fue de 144.917, mientras que el nu´mero de personas
inactivas en ambos periodos se estimo´ en 3.060.824.
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Noviembre 2010 Diciembre 2010
Ocupado Desocupado Inactivo No perteneciente
Ocupado 3893402 (1.22) 36106 (15.49) 135592 (7.83) 5582 (33.88)
Desocupado 30334 (16.75) 144917 (8.18) 69480 (11.28) 0 (-)
Inactivo 128046 (7.73) 56283 (12.02) 3060824 (1.45) 110114 (31.07)
No perteneciente 1704 (80.48) 0 (-) 12357 (28.98) 1015118 (2.83)
Tabla 7.14.: Estimacio´n del cambio bruto poblacional en dos mediciones para el nivel
de ocupacio´n en la PME. Los coeficientes de variacio´n, en porcentaje, se
muestran entre pare´ntesis.
A continuacio´n se muestran los para´metros estimados de la primera etapa del modelo,
definidos como las probabilidades de transicio´n de una clasificacio´n a otra en los periodos
de observacio´n.
Noviembre 2010 Diciembre 2010
Ocupado Desocupado Inactivo No perteneciente
Ocupado 0.9564 (0.0029) 0.0088 (0.0013) 0.0333 (0.0025) 0.0013 (0.0004)
Desocupado 0.1239 (0.0197) 0.5921 (0.0306) 0.2839 (0.0278) 0 (-)
Inactivo 0.0393 (0.0030) 0.0172 (0.0021) 0.9400 (0.0037) 0.0033 (0.0010)
No perteneciente 0.0016 (0.0013) 0 (-) 0.0120 (0.0034) 0.9863 (0.0036)
Tabla 7.15.: Estimacio´n de las probabilidades pij. Los errores esta´ndar se muestran en-
tre pare´ntesis.
Las probabilidades iniciales de clasificacio´n en el primer periodo de intere´s se encuentran
en la tabla 7.16, en la que tambie´n se observan las probabilidades de transicio´n de los no
respondientes y las probabilidades de transicio´n de los respondientes, diferenciadas por
estado de empleo en Noviembre de 2010. Se puede notar que los desocupados son ma´s
propensos a no responder en ambos periodos, por lo que habr´ıa indicios de un patro´n de
ausencia de respuesta no ignorable. No´tese que 1− ρˆMM indica la probabilidad de que
un individuo responda en Diciembre dado que no respondio´ en Noviembre, condicionado
en cada estado de empleo. En esta caracterizacio´n, no es posible distinguir que haya ma´s
propensio´n de algu´n grupo a responder en Diciembre, dado que respondio´ en Noviembre.
Noviembre 2010 ηˆ ρˆMM ρˆRR
Ocupado 0.473 (0.0052) 0.873 (0.0069) 0.933 (0.0039)
Desocupado 0.028 (0.0017) 0.912 (0.0373) 0.921 (0.0171)
Inactivo 0.378 (0.0050) 0.898 (0.0068) 0.936 (0.0043)
No perteneciente 0.119 (0.0033) 0.871 (0.0139) 0.937 (0.0075)
Tabla 7.16.: Estimacio´n de las probabilidades de clasificacio´n y respuesta ηˆ, ρˆMM y
ρˆRR. Los errores esta´ndar se muestran entre pare´ntesis.
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Por u´ltimo, la probabilidad inicial de respuesta se estimo´ en ψˆ = 0.595 (0.0038).
7.6.4. Modelo D
Este modelo asume que la probabilidad inicial de que un individuo sea respondiente en
Noviembre es la misma para todas las clasificaciones contempladas en la encuesta, es
decir ψ(i, j) = ψ. Adema´s, las probabilidades de transicio´n entre respondientes y entre
no respondientes dependera´n de la clasificacio´n del individuo en Diciembre; es decir
ρMM(i, j) = ρMM(j) y ρRR(i, j) = ρRR(j). Por lo tanto, se encuentra que la estimacio´n
poblacional, insesgada con respecto al disen˜o de muestreo complejo de la PME, de los
cambios brutos para el nivel de ocupacio´n esta´ dada en la tabla 7.17. De esta forma,
la cantidad de personas ocupadas en los periodos de intere´s se estima en 3.890.838, la
cantidad de personas desocupadas en ambos periodos fue de 147.704, mientras que el
nu´mero de personas inactivas en ambos periodos se estimo´ en 3.059.804.
Noviembre 2010 Diciembre 2010
Ocupado Desocupado Inactivo No perteneciente
Ocupado 3886007 (1.22) 33255 (15.75) 127844 (7.99) 5943 (33.75)
Desocupado 28306 (16.73) 159637 (8.14) 62837 (11.21) 0 (-)
Inactivo 117063 (7.64) 58907 (12.46) 3130292 (1.46) 8399 (31.17)
No perteneciente 1340 (80.07) 0 (-) 9891 (28.51) 995326 (2.83)
Tabla 7.17.: Estimacio´n del cambio bruto poblacional en dos mediciones para el nivel
de ocupacio´n en la PME. Los coeficientes de variacio´n, en porcentaje, se
muestran entre pare´ntesis.
A continuacio´n se muestran los para´metros estimados de la primera etapa del mode-
lo, definidos como las probabilidades de transicio´n de una clasificacio´n a otra en los
periodos de observacio´n. A diferencia de los tres modelos anteriores en donde exist´ıa
uniformidad en las estimaciones de los cambios brutos y las probabilidades de tran-
sicio´n, este modelo presenta algunos cambios en las estimaciones. En particular, las
estimaciones de las probabilidades de transicio´n de desocupado a desocupado, de ocu-
pado a no perteneciente y de inactivo a no perteneciente se incrementan y la estimacio´n
de la probabilidad de transicio´n de inactivo a inactivo decrece levemente.
Las probabilidades iniciales de clasificacio´n en el primer periodo de intere´s se encuentran
en la tabla 7.19, en la que tambie´n se observan las probabilidades de transicio´n de los no
respondientes y las probabilidades de transicio´n de los respondientes, diferenciadas por
estado de empleo en Diciembre de 2010. En esta caracterizacio´n, es posible distinguir
que hay ma´s propensio´n de que los individuos desocupados en Diciembre no respondan
en Diciembre dado que no respondieron en Noviembre.
Por u´ltimo, y en consistencia con los anteriores modelos, la probabilidad inicial de
respuesta inicial se estimo´ en ψˆ = 0.594 (0.0039).
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Noviembre 2010 Diciembre 2010
Ocupado Desocupado Inactivo No perteneciente
Ocupado 0.9587 (0.0030) 0.0082 (0.0014) 0.0315 (0.0026) 0.0014 (0.0004)
Desocupado 0.1128 (0.0193) 0.6365 (0.0299) 0.2505 (0.0269) 0 (-)
Inactivo 0.0353 (0.0029) 0.0177 (0.0022) 0.9443 (0.0037) 0.0025 (0.0010)
No perteneciente 0.0013 (0.0013) 0 (-) 0.0898 (0.0034) 0.9888 (0.0036)
Tabla 7.18.: Estimacio´n de las probabilidades pij. Los errores esta´ndar se muestran en-
tre pare´ntesis.
Diciembre 2010 ηˆ ρˆMM ρˆRR
Ocupado 0.469 (0.0052) 0.873 (0.0066) 0.929 (0.0041)
Desocupado 0.029 (0.0017) 0.941 (0.0223) 0.906 (0.0279)
Inactivo 0.384 (0.0050) 0.895 (0.0062) 0.942 (0.0047)
No perteneciente 0.116 (0.0033) 0.876 (0.0136) 0.928 (0.0077)
Tabla 7.19.: Estimacio´n de las probabilidades ηˆ, ρˆMM y ρˆRR. Los errores esta´ndar se
muestran entre pare´ntesis.
7.6.5. Escogencia del mejor modelo
En los apartados anteriores, se evidencio´ la aplicacio´n de todos los modelos reducidos
en la PME. Sin embargo, surge ahora una cuestio´n: ¿cua´l es el mejor modelo? En
estos te´rminos, se debe recordar que, aunque el problema de estimacio´n esta´ enfocado
en la inferencia de los cambios brutos, e´stos no son observables, por la influencia del
feno´meno de la ausencia de respuesta. Por lo anterior, para escoger el mejor modelo,
debemos partir de los datos observados, cuya expansio´n poblacional se muestra en la
tabla 7.6, que se puede reescribir en te´rminos de proporciones como se evidencia en la
tabla 7.20.
Noviembre 2010 Diciembre 2010
Ocupado Desocupado Inactivo No perteneciente Comp. fila
Ocupado 25.14 0.24 0.89 0.04 1.87
Desocupado 0.19 0.93 0.44 0.00 0.13
Inactivo 0.82 0.37 19.85 0.07 1.42
No perteneciente 0.01 0.00 0.08 6.59 0.44
Comp. columna 2.38 0.11 1.58 0.62 35.77
Tabla 7.20.: Proporciones observadas (en porcentaje) para la tabla de clasificacio´n labo-
ral y de respuesta para el nivel de ocupacio´n expandido en el panel P6 de
la PME.
Por otro lado, teniendo en cuenta que, despue´s de la estimacio´n de los para´metros de los
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modelos, se obtiene una tabla de valores esperados para las proporciones de esta tabla
de contingencia. Las tablas 7.21, 7.22, 7.23 y 7.24 muestran estos valores esperados para
los modelos A, B, C y D, respectivamente.
Noviembre 2010 Diciembre 2010
Ocupado Desocupado Inactivo No perteneciente Comp. fila
Ocupado 25.21 0.23 0.88 0.03 1.83
Desocupado 0,18 0.92 0.43 0 0.10
Inactivo 0.81 0.36 19.84 0.06 1.46
No perteneciente 0.01 0.00 0.08 6.57 0.46
Comp. columna 2.40 0.10 1.59 0.62 35.81
Tabla 7.21.: Valores esperados (en porcentaje), segu´n el modelo A, de la tabla de clasi-
ficacio´n laboral y de respuesta para el nivel de ocupacio´n en la muestra del
panel P6 en la PME.
Noviembre 2010 Diciembre 2010
Ocupado Desocupado Inactivo No perteneciente Comp. fila
Ocupado 25.31 0.23 0.87 0.03 1.86
Desocupado 0,19 0.92 0.44 0.00 0.11
Inactivo 0.82 0.36 19.63 0.06 1.47
No perteneciente 0.01 0.00 0.08 6.61 0.47
Comp. columna 2.24 0.13 1.59 0.57 35.80
Tabla 7.22.: Valores esperados (en porcentaje), segu´n el modelo B, de la tabla de clasi-
ficacio´n laboral y de respuesta para el nivel de ocupacio´n en la muestra del
panel P6 en la PME.
Noviembre 2010 Diciembre 2010
Ocupado Desocupado Inactivo No perteneciente Comp. fila
Ocupado 25.15 0.23 0.87 0.03 1.88
Desocupado 0,19 0.90 0.43 0.00 0.13
Inactivo 0.82 0.36 19.81 0.06 1.43
No perteneciente 0.01 0.00 0.07 6.55 0.44
Comp. columna 2.40 0.26 1.58 0.62 35.76
Tabla 7.23.: Valores esperados (en porcentaje), segu´n el modelo C, de la tabla de clasi-
ficacio´n laboral y de respuesta para el nivel de ocupacio´n en la muestra del
panel P6 en la PME.
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Noviembre 2010 Diciembre 2010
Ocupado Desocupado Inactivo No perteneciente Comp. fila
Ocupado 24.66 0.20 0.82 0.03 1.96
Desocupado 0,18 0.98 0.40 0.00 0.14
Inactivo 0.74 0.36 20.16 0.05 1.33
No perteneciente 0.00 0.00 0.58 6.28 0.52
Comp. columna 2.39 0.06 1.67 0.58 35.93
Tabla 7.24.: Valores esperados (en porcentaje), segu´n el modelo D, de la tabla de clasi-
ficacio´n laboral y de respuesta para el nivel de ocupacio´n en la muestra del
panel P6 en la PME.
Teniendo en cuenta que cada uno de los modelos reducidos induce una tabla de valores
esperados, entonces evaluaremos la escogencia del mejor modelo usando la distancia χ2
entre las proporciones observadas y los valores esperados en cada modelo (Heeringa,
West & Berglund 2010, ca´pitulo 6). Esta distancia se escribe como:
χ2 = n
∑
i
∑
j
(λˆij − λij)2
λij
(7.1)
En donde n = 21374, λˆij denota la proporcio´n observada de la celda ij de la tabla de
contingencias 7.20 y λij denota la esperanza de la celda ij, segu´n el modelo asumido.
Bajo este criterio, la distancia para el modelo A se calculo´ en 4.08; la distancia para
el modelo B es de 12.36; la distancia para el modelo C es de 20.69; y por u´ltimo, la
distancia para el modelo D es de 120.65. Con base en lo anterior, el modelo que mejor
se ajusta a los datos del Panel 6 de la PME es el primer modelo reducido y por lo tanto
las acciones en te´rminos de pol´ıtica pu´blica se deben tomar con base en la estimacio´n
de los cambios brutos dados en la tabla 7.7. Este criterio puede transformarse en un
problema de bondad de ajuste que, siguiendo el enfoque de Fellegi (1980) y Rao & Scott
(1984), se basa en el ajuste de la cantidad χ2 al dividirla por la estimacio´n del efecto
de disen˜o generalizado10. De esta forma, bajo la hipo´tesis nula de independencia entre
filas y columnas, la siguiente estad´ıstica
χ2RS =
χ2
GDEFF
(7.2)
10 Rao & Scott (1984) definen el efecto de disen˜o generalizado (GDEFF) como el promedio de los
auto-valores de la matriz D = VCOMV
−1
MAS ; en donde VCOM es la matriz de covarianzas de los
estimadores de la tabla de contingencia 7.20 inducida por el disen˜o de muestreo complejo y VMAS
es la matriz de covarianzas de las estimaciones de misma tabla de contingencia inducida por un
disen˜o de muestreo aleatorio simple. Para este ejercicio, este valor se estimo´ en GDEFF = 1.16
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tiene distribucio´n ji-cuadrado con (G− 1)2 grados de libertad. La tabla 7.25 muestra el
valor de la estad´ıstica χ2RS para cada uno de los modelos reducidos. Bajo esta perspecti-
va, los primeros tres modelos tienen un buen ajuste y deber´ıamos descartar el modelo D.
De esta forma, y siguiendo el enfoque de Lu & Lohr (2010), el modelo ma´s simple debe
ser el escogido. Es as´ı como una vez ma´s se puede percibir que hay evidencia estad´ıstica
de que el modelo A es el que mejor ajuste tiene para los datos observados del Panel
P6 de la PME, y por lo tanto es posible afirmar que la ausencia de respuesta ocurre
de manera aleatoria puesto que la probabilidad de respuesta inicial ψ, la probabilidad
de transicio´n de respondiente a respondiente ρRR y la probabilidad de transicio´n de no
respondiente a no respondiente ρMM no dependen del estado de clasificacio´n en ningu´n
periodo observado.
Modelo A B C D
χ2RS 3.52 10.66 17.84 104.01
Tabla 7.25.: Valores de χ2RS para los cuatro modelos reducidos. Note que χ
2
0.99(16) =
31.99.
Por u´ltimo, y teniendo en cuenta los resultados de la anterior tabla, no se deber´ıan
descartar los modelos B, C, e incluso el D, en te´rminos del ana´lisis de toda la encuesta
(con todos los paneles que se observan en cada medicio´n). La revisio´n de estos modelos
podr´ıa indicar relaciones diferenciales entre el estado de clasificacio´n de un respondiente
y su propensio´n responder en cualquiera de los dos periodos de medicio´n.
8. Conclusiones
En esta tesis, hemos extendido el modelamiento de la ausencia de respuesta en la es-
timacio´n de cambios brutos cuando el disen˜o de muestreo es complejo. De esta forma
se han propuesto estimadores insesgados para los para´metros de cuatro modelos redu-
cidos, que son casos particulares de un modelo de Markov en dos etapas. Cada uno
de los modelos reducidos tiene una interpretacio´n diferente puesto que la respuesta (o
ausencia de respuesta) depende de los diferentes estados de clasificacio´n en el primer o
segundo periodo.
Utilizando el enfoque de ma´xima pseudo verosimilitud, se ha resuelto un problema
que hasta la fecha se hab´ıa mantenido abierto para investigacio´n desde Blumenthal
(1968), con su acercamiento al muestreo de una distribucio´n multinomial, pasando por
Chen & Fienberg (1974), Stasny (1987) quienes introdujeron las ideas del modelamiento
en dos etapas y la reduccio´n del modelo general, y teniendo en cuenta el aporte de
Holt & Skinner (1989) quienes introdujeron el uso de los pesos de muestreo para la
estimacio´n de matrices de transicio´n y de Singh & Rao (1995) con sus aportes del
error de clasificacio´n en tablas de contingencia con estimaciones ponderadas por los
factores de expansio´n inducidos por el disen˜o de muestreo complejo, hasta Lu & Lohr
(2010) quienes se acercaron a este problema de estimacio´n de cambios brutos mediante
la implementacio´n de modelos reducidos en dos etapas para la inferencia en marcos
duales.
El problema de la estimacio´n insesgada (teniendo en cuenta la medida de probabilidad
inducida por el disen˜o de muestreo complejo) de los para´metros del modelo es muy
importante y no se debe dejar de lado. En esta tesis mostramos, mediante simulaciones
emp´ıricas, que omitir el plan de muestreo en la forma funcional de los estimadores
de los para´metros del modelo gu´ıa a estimaciones sesgadas. Con lo anterior, tambie´n
mostramos que la estimacio´n en este tipo de modelos de variables latentes es sensible a
los disen˜os de muestreo complejos. Esta misma situacio´n se presenta en otros modelos
lineales, como regresiones simple y mu´ltiple. Sin embargo, en otro tipo de modelos
lineales generalizados, como la regresio´n log´ıstica, no se presenta esta diferenciacio´n y
el disen˜o de muestreo podr´ıa ser ignorado (Prentice & Pyke 1979, Lohr 2000).
La aplicacio´n de los resultados de este trabajo de investigacio´n es inmediata en los
Institutos de Estad´ıstica de aquellos pa´ıses que utilicen paneles de hogares para la
estimacio´n de indicadores clave en el mercado laboral. Sin embargo, tal como lo afirma
Lynn (2009), dado que el uso de las encuestas longitudinales ha crecido sustancialmente
en los u´ltimos an˜os y una gran parte de estas encuestas utiliza disen˜os de muestreo
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complejos, es de esperarse que este tipo de metodolog´ıas, que consideran el feno´meno
de la ausencia de respuesta y realizan un ajuste a las estimaciones teniendo en cuenta el
disen˜o de muestreo complejo, tenga un alta aceptabilidad dentro de los investigadores.
Este tipo de modelos tambie´n puede utilizarse en evaluaciones de impacto, que recrean
escenarios contrafactuales con grupos de tratamiento y de control. Bajo esta perspectiva,
es comu´n encontrar variables de clasificacio´n que se miden en un primer levantamiento
de l´ınea de base (t = 1) y que luego, despue´s de la intervencio´n gubernamental, se
vuelven a medir en un segundo periodo (t = 2) sobre las mismas personas pertenecientes
a los grupos de intere´s. Luego, en te´rminos de ana´lisis, es posible estimar los flujos
entre el grupo tratamiento y el grupo control para los dos periodos de medicio´n. Para
intervenciones a gran escala, la seleccio´n de los individuos de ambos grupos se realiza
por medio de un disen˜o de muestreo complejo. Luego, las metodolog´ıas propuestas en
esta tesis son adecuadas para evaluar si una intervencio´n gubernamental tuvo impacto
(indicador que esta´ en funcio´n de los flujos).
En te´rminos generales, es posible extender estos modelos al problema de estimacio´n
de marcos duales considerando, al contrario de Lu & Lohr (2010), que un individuo
puede ser no respondiente en ambos periodos de observacio´n e incluyendo en el modelo
las probabilidades de transicio´n ρRR y ρMM . De la misma forma, es posible considerar
el enfoque de ma´xima pseudo verosimilitud para modelos que consideran el esquema
de rotacio´n del panel como planificado y considera que los no respondientes son efec-
tivamente aquellos individuos que no contestaron la encuesta por razones ajenas a la
rotacio´n del panel.
Adema´s de los desarrollos teo´ricos, en este trabajo de investigacio´n se proponen varias
funciones que pueden ser u´tiles para los investigadores que quieran emparejar paneles
de encuestas que brindan estad´ısticas oficiales de empleo: La funcio´n ReadPME que toma
el co´digo SAS de lectura de un archivo en formato fijo .txt y se ocupa de la lectura del
archivo de datos en R. As´ı, lo dispendioso de la generacio´n manual de las instrucciones se
resuelve de manera automa´tica y segura. La u´nica condicio´n del archivo de instrucciones
de lectura es que cada l´ınea contenga la informacio´n de una sola variable, as´ı como
INPUT.txt. La funcio´n Match, que aplica de manera consecutiva los criterios de empate
de los registros de la base de datos utilizando esencialmente instrucciones SQL, ma´s
esta´ndar y ma´s fa´cilmente comprensibles que las de cualquier otro co´digo secuencial
generado en un lenguaje computacional de otro software. Adema´s, la modificacio´n de
los criterios, la eliminacio´n de algunos de ellos o la inclusio´n de otros nuevos es una tarea
fa´cil de implementar, mediante la manipulacio´n apropiada de la funcio´n. Esta funcio´n
puede servir de gu´ıa para resolver problemas similares en otros estudios tipo panel. La
funcio´n TypeNR clasifica los registros segu´n las condiciones que determinan los tipos de
no respuesta que se presentan en la PME. Igualmente, resulta sencilla su adaptacio´n a
situaciones un tanto diferentes.
Las funciones anteriores ponen al alcance no solo de quienes realizan sus ana´lisis utilizan-
do software libre como R, sino tambie´n de quienes trabajan con programas comerciales
pues, en la actualidad, la mayor´ıa de ellos incorporan la posibilidad de utilizar el co´digo
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de R.

A. Co´digos computacionales
A.1. Co´digo fuente para el emparejamiento de los
paneles
El siguiente es el co´digo que se utilizo´ para realizar el emparejamiento de los respon-
dientes en la PME. En general, este co´digo contiene las funciones apropiadas que, al
modificarlas convenientemente, permitir´ıan llevar a cabo este proceso de emparejamien-
to en otro tipo de encuestas que utilicen esquemas de rotacio´n en cada medicio´n.
#-------------------------------------------------------------------------------
ReadPME = function(Format, File) {
A = read.table(Format, as.is = TRUE, blank.lines.skip = TRUE,
sep = "\n", comment.char = "/", strip.white = TRUE)
require(stringr)
A = apply(A, 1, str_trim)
Skip = 1
while(A[Skip] != "INPUT") {
Skip = Skip + 1
}
A = A[-(1:Skip)]
k = 1
while(A[k] != ";") {
k = k + 1
}
A = A[-(k:length(A))]
k = length(A)
B = A
Name = rep("", k)
Length = rep(0, k)
for(i in 1:k) {
B1 = B[i]
B2 = str_replace_all(B1, "([\t @$])", "|")
while(!is.na(str_locate(B2, fixed("||"))[1]))
B2 = str_replace(B2, fixed("||"), "|")
B3 = str_replace_all(B2, fixed("|"), " ")
B4 = str_replace_all(B3, fixed(" "), " ")
Name[i] = str_trim(word(B4, 3, sep = " "))
Length[i] = floor(as.numeric(str_trim(word(B4, -1))))
}
Data = read.fwf(File, widths = Length, col.names = Name,
header = FALSE, as.is = TRUE)
return(Data)
}
#-------------------------------------------------------------------------------
#-------------------------------------------------------------------------------
Match = function(B, Panel, Group) {
152
A.1. Co´digo fuente para el emparejamiento de los paneles 153
require(car)
require(sqldf)
# --- Selecting the records from Panel and Group
B0 = B[B$V060 == Panel & B$V063 == Group, ]
N = nrow(B0)
# --- Recording letters into numbers in order to speed up the whole process
ANumbers = "’A’ = ’01’; ’B’ = ’02’;’C’ = ’03’;’D’ = ’04’;
’E’ = ’05’;’F’ = ’06’;’G’ = ’07’;’H’ = ’08’;’I’ = ’09’;’J’ = ’10’;
’K’ = ’11’;’L’ = ’12’;’M’ = ’13’;’N’ = ’14’;’O’ = ’15’;’P’ = ’16’;
’Q’ = ’17’;’R’ = ’18’;’S’ = ’19’;’T’ = ’20’;’U’ = ’21’;’V’ = ’22’;
’W’ = ’23’;’X’ = ’24’;’Y’ = ’25’;’Z’ = ’26’"
B0$V060 = recode(B0$V060, ANumbers)
options(digits = 13)
# --- Setting up a dwelling key
B0$VDom = as.matrix(as.numeric(paste(B0$V035, B0$V040, B0$V050, B0$V060,
B0$V063, sep = "")))
# --- Setting up a person key
BVPer1 = as.matrix(paste(B0$VDom, B0$V203, B0$V204, B0$V214,
B0$V224, B0$V201, sep = ""))
B0$VPer = BVPer1
# --- Enumerating records from the database with a consecutive number
B0$Nro = 1:N
B1 = B0[B0$V072 == 1, ]
B2 = B0[B0$V072 == 2, ]
B3 = B0[B0$V072 == 3, ]
B4 = B0[B0$V072 == 4, ]
B5 = B0[B0$V072 == 5, ]
B6 = B0[B0$V072 == 6, ]
B7 = B0[B0$V072 == 7, ]
B8 = B0[B0$V072 == 8, ]
Bt = rbind(B1, B2, B3, B4, B5, B6, B7, B8)
# ------------------------------------- Matching criteria
C0 = "(A.VPer = B.VPer)"
C1 = "(A.V203 = B.V203 and A.V204 = B.V204 and
A.V214 = B.V214 and A.V224 = B.V224)"
C2 = "(A.V204 = B.V204 and A.V214 = B.V214 and A.V201 = B.V201)"
C3 = "((B.V205 < 3 or (B.V205 = 3 and B.V234 >= 25)) and
(A.V203 = B.V203 and abs(A.V204 - B.V204) < 5 and
abs(A.V214 - B.V214) < 3) and
((B.V234 >= 25) * abs(A.V234 - B.V234) < exp(B.V234 / 30) +
(B.V234 < 25) * abs(A.V234 - B.V234) < 2))"
C3a = "((B.V205 < 3 or (B.V205 = 3 and B.V234 >= 25)) and
((A.V204 = 99 or B.V204 = 99) and
abs(A.VDAE1 - B.VDAE1) < 2 and
A.V203 = B.V203 and abs(A.V214 - B.V214) < 3) and
((B.V234 >= 25) * abs(A.V234 - B.V234) < exp(B.V234 / 30) +
(B.V234 < 25) * abs(A.V234 - B.V234) < 2))"
C3b = "((B.V205 < 3 or (B.V205 = 3 and B.V234 >= 25)) and
((A.V214 = 99 or B.V214 = 99) and abs(A.VDAE1 - B.VDAE1) < 2 and
A.V203 = B.V203 and abs(A.V204 - B.V204) < 5) and
((B.V234 >= 25) * abs(A.V234 - B.V234) < exp(B.V234 / 30) +
(B.V234 < 25) * abs(A.V234 - B.V234) < 2))"
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C3c = "((B.V205 < 3 or (B.V205 = 3 and B.V234 >= 25)) and
(A.V204 = 99 or B.V204 = 99) and (A.V214 = 99 or B.V214 = 99) and
(A.V224 = 9999 or B.V224 = 9999) and abs(A.VDAE1 - B.VDAE1) < 2 and
A.V203 = B.V203 and
((B.V234 >= 25) * abs(A.V234 - B.V234) < exp(B.V234 / 30) +
(B.V234 < 25) * abs(A.V234 - B.V234) < 2))"
# ------------------------------------- End of matching criteria
Criteria = list(C0, C1, C2, C3, C3a, C3b, C3c)
PKS = list(B2, B3, B4, B5, B6, B7, B8)
P = B1
P$Med1 = 1
NPks = 1
i = 0
for(Pks in PKS) {
NPks = NPks + 1
Pk1 = P
Pk2 = Pks
Ncr = 0
for(Cr in Criteria) {
i = i + 1
Ncr = Ncr + 1
Query = paste("select A.VPer as VPer, A.Nro as NroA, B.Nro as NroB
from Pk1 A, Pk2 B
where A.VDom == B.VDom and ", Cr, "
group by A.VPer
order by A.Nro", sep = "")
PkE0 = sqldf(Query)
PkE1 = sqldf("select NroA, min(NroB) as NroB
from PkE0
group by NroA")
PkE2 = sqldf("select min(NroA) as NroA, NroB
from PkE1
group by NroB")
PkE = sqldf("select * from PkE0 where NroA in (select NroA from PkE2)")
PkO = sqldf("select Nro from Pk1
where Nro not in (select NroA from PkE)")
PksE = sqldf("select Nro from Pk2
where Nro in (select NroB from PkE)")
PksO = sqldf("select Nro from Pk2
where Nro not in (select NroB from PkE)")
Pk1 = sqldf("select * from P where Nro in (select Nro from PkO)")
Pk2 = sqldf("select * from Pks where Nro in (select Nro from PksO)")
PkE$Time = NPks
PkE$Criterium = Ncr
if(i == 1) {
PKE = PkE
} else
PKE = rbind(PKE, PkE)
}
Pk2$Med1 = NPks
P = rbind(P, Pk2)
}
Loose = sqldf("select * from Bt
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where Nro not in (select NroA from PKE union select NroB from PKE)")
Result = list(Bt, P, PKE, Loose)
names(Result) = c("Data", "Persons", "Matches", "Loose")
return(Result)
}
#-------------------------------------------------------------------------------
#-------------------------------------------------------------------------------
TypeNR = function(M, i, j) {
Data = M$Data
Persons = M$Persons
Matches = M$Matches
Loose = M$Loose
Data$Person = Data$Nro
Data$Person[Matches$NroB] = Matches$NroA
Month = data.frame(i = i, j = j)
Type0 = sqldf("select distinct Person from Data, Month
where V072 == Month.i and
Person in (select Person from Data, Month
where V072 = Month.j)")
Data0i = sqldf("select Data.* from Data, Month, Type0
where V072 == Month.i and
Data.Person == Type0.Person")
Data0j = sqldf("select Data.* from Data, Month, Type0
where V072 == Month.j and Data.Person == Type0.Person")
Type1 = sqldf("select distinct Person from Data, Month
where V072 == Month.i and
Person not in (select Person from Data, Month
where V072 = Month.j)")
Data1 = sqldf("select Data.* from Data, Month, Type1
where V072 == Month.i and
Data.Person == Type1.Person")
Type2 = sqldf("select distinct Person from Data, Month
where V072 == Month.j and
Person not in (select Person from Data, Month
where V072 = Month.i)")
Data2 = sqldf("select Data.* from Data, Month, Type2
where V072 == Month.j and
Data.Person == Type2.Person")
Type3 = sqldf("select distinct Person from Data
where Person not in (select Person from Data, Month
where V072 = i or V072 = j)")
Data3N = sqldf("select Data.Person as Person, min(Data.Nro) as Nro
from Data, Type3
where Data.Person == Type3.Person
group by Data.Person")
Data3 = sqldf("select Data.* from Data, Data3N
where Data.Nro == Data3N.Person")
colnames(Data0i) = paste(colnames(Data), "i", sep = "")
colnames(Data0j) = paste(colnames(Data), "j", sep = "")
Data0ij = sqldf("select * from Data0i, Data0j
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where Personi == Personj")
Result = list(Data0ij, Data1, Data2, Data3)
names(Result) = c("Shared", "Only_i", "Only_j", "Neither")
return(Result)
}
A.2. Co´digo para la estimacio´n del taman˜o del panel
Este co´digo funcional permite utilizar las funciones que se crearon en la seccio´n anterior
para realizar el emparejamiento puntual en el Panel P6 de la PME. No´tese que para este
grupo de respondientes la medicio´n tres y cuatro corresponde a los meses de Noviembre
2010 y Diciembre 2010, que correspondieron con los meses de intere´s sobre los que se
hizo la aplicacio´n pra´ctica.
library(sqldf)
library(car)
library(stringr)
M = Match(B, Panel="P", Group=6)
A = TypeNR(M, i=3, j=4)
Tipo0 = A$Shared
Tipo1 = A$Only_i
Tipo2 = A$Only_j
Tipo3 = A$Neither
z1 = rep(0, times=nrow(Persons))
z1[1:nrow(Tipo0)]=1
z1[(nrow(Tipo0)+1):(nrow(Tipo0)+nrow(Tipo1))]=1
z2 = rep(0, times=nrow(Persons))
z2[1:nrow(Tipo0)]=1
z2[(nrow(Tipo0)+nrow(Tipo1)+1):(nrow(Tipo0)+nrow(Tipo1)+nrow(Tipo2))]=1
Tipo0$VD1i[which(as.integer(is.na(Tipo0$VD1i))==1)]<-9
Tipo0$VD1j[which(as.integer(is.na(Tipo0$VD1j))==1)]<-9
Tipo1$VD1[which(as.integer(is.na(Tipo1$VD1))==1)]<-9
Tipo2$VD1[which(as.integer(is.na(Tipo2$VD1))==1)]<-9
y1 = matrix(0, ncol=4, nrow=nrow(Persons))
y1[(1:nrow(Tipo0)),]=Domains(Tipo0$VD1i)
y1[((nrow(Tipo0)+1):(nrow(Tipo0)+nrow(Tipo1))),]=Domains(Tipo1$VD1)
y2 = matrix(0, ncol=4, nrow=nrow(Persons))
y2[(1:nrow(Tipo0)),]=Domains(Tipo0$VD1j)
y2[((nrow(Tipo0)+nrow(Tipo1)+1):(nrow(Tipo0)+nrow(Tipo1)+nrow(Tipo2))),]=
Domains(Tipo2$VD1)
w = rep(0, times=nrow(Persons))
w[1:nrow(Tipo0)]=Tipo0$V211i
w[(nrow(Tipo0)+1):(nrow(Tipo0)+nrow(Tipo1))]=Tipo1$V211
w[(nrow(Tipo0)+nrow(Tipo1)+1):(nrow(Tipo0)+nrow(Tipo1)+nrow(Tipo2))]=Tipo2$V211
w[(nrow(Tipo0)+nrow(Tipo1)+nrow(Tipo2)+1):nrow(Persons)]=Tipo3$V211
View(w)
Nij=t(y1)%*%y2
Ri=t(y1)%*%(1-z2)
Cj=t(y2)%*%(1-z1)
M=t(1-z1)%*%(1-z2)
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N <- sum(Nij)+sum(Ri)+sum(Cj)+M
N == nrow(Persons)
Est.Nij=t(w*y1)%*%y2
Est.Ri=t(w*y1)%*%(1-z2)
Est.Cj=t(w*y2)%*%(1-z1)
Est.M=t(w*(1-z1))%*%(1-z2)
Est.N <- sum(Est.Nij)+sum(Est.Ri)+sum(Est.Cj)+Est.M
A.3. Co´digo para la estimacio´n de los para´metros del
modelo A
El siguiente co´digo fue utilizado para encontrar los estimadores de este modelo reducido.
En te´rminos de aumentar la eficiencia computacional del co´digo, se utilizo´ en donde fue
posible un enfoque matricial, y por esto es posible encontrar productos de Kronecker
dentro del co´digo.
Est.psi=(sum(Est.Nij)+sum(Est.Ri))/(sum(Est.Nij)+sum(Est.Ri)+sum(Est.Cj)+Est.M)
Est.rhoRR=sum(Est.Nij)/(sum(Est.Nij)+sum(Est.Ri))
Est.rhoMM=Est.M/(sum(Est.Cj)+Est.M)
n.iter=100
#Valores iniciales
Est.eta=rowSums(Est.Nij)/sum(Est.Nij)
Est.p1=Est.Nij[1,]/rowSums(Est.Nij)[1]
Est.p2=Est.Nij[2,]/rowSums(Est.Nij)[2]
Est.p3=Est.Nij[3,]/rowSums(Est.Nij)[3]
Est.p4=Est.Nij[4,]/rowSums(Est.Nij)[4]
Est.pij=as.matrix(rbind(Est.p1,Est.p2,Est.p3,Est.p4))
#-------------------------------
#Proceso de iteracio´n
for(k in 1:n.iter){
### Estimar eta
eta1<-sum(t(Est.Cj)*Est.pij[1,]/(Est.eta%*%Est.pij))
eta2<-sum(t(Est.Cj)*Est.pij[2,]/(Est.eta%*%Est.pij))
eta3<-sum(t(Est.Cj)*Est.pij[3,]/(Est.eta%*%Est.pij))
eta4<-sum(t(Est.Cj)*Est.pij[4,]/(Est.eta%*%Est.pij))
Est.eta.aux=(rowSums(Est.Nij)+Est.Ri
+matrix(c(eta1,eta2,eta3,eta4)*Est.eta))/(sum(Est.Nij)+sum(Est.Ri)+sum(Est.Cj) )
### Estimar Pij
parte1 <-t(Kronecker(t(matrix(Est.eta)),matrix(t(Est.Cj)/(Est.eta%*%Est.pij))))
parte2 <- matrix(rep(rowSums(Est.Nij),4),nrow=4)
parte3 <- matrix(rep(c(eta1,eta2,eta3,eta4)*Est.eta,4),nrow=4)
Est.pij <- (Est.Nij+Est.pij*parte1)/(parte2+parte3)
Est.eta <- t(Est.eta.aux)
}
#----------------------------------
# Estimacio´n final de los Gross Flows
# N_ij*eta_i*p_ij
#----------------------------------
Est.GF=as.vector(Est.N)*as.matrix(Est.pij)*as.vector(Est.eta)
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A.4. Co´digo fuente para la estimacio´n de los
para´metros del modelo B
El siguiente co´digo fue utilizado para encontrar los estimadores de este modelo reducido.
En te´rminos de aumentar la eficiencia computacional del co´digo, se utilizo´ en donde fue
posible un enfoque matricial, y por esto es posible encontrar productos de Kronecker
dentro del co´digo.
Est.rhoRR=sum(Est.Nij)/(sum(Est.Nij)+sum(Est.Ri))
Est.rhoMM=Est.M/(sum(Est.Cj)+Est.M)
n.iter=100
#Valores iniciales
Est.psi=c(0.5, 0.5, 0.5, 0.5)
Est.eta=rowSums(Est.Nij)/sum(Est.Nij)
Est.p1=Est.Nij[1,]/rowSums(Est.Nij)[1]
Est.p2=Est.Nij[2,]/rowSums(Est.Nij)[2]
Est.p3=Est.Nij[3,]/rowSums(Est.Nij)[3]
Est.p4=Est.Nij[4,]/rowSums(Est.Nij)[4]
Est.pij=as.matrix(rbind(Est.p1,Est.p2,Est.p3,Est.p4))
#-------------------------------
#Proceso de iteracio´n
for(k in 1:n.iter){
### Estimar psi
Parte1.psi <- Est.Cj[1]*(1-Est.psi)*Est.eta*Est.pij[,1]/sum((1-Est.psi)*Est.eta*Est.pij[,1])
Parte2.psi <- Est.Cj[2]*(1-Est.psi)*Est.eta*Est.pij[,2]/sum((1-Est.psi)*Est.eta*Est.pij[,2])
Parte3.psi <- Est.Cj[3]*(1-Est.psi)*Est.eta*Est.pij[,3]/sum((1-Est.psi)*Est.eta*Est.pij[,3])
Parte4.psi <- Est.Cj[4]*(1-Est.psi)*Est.eta*Est.pij[,4]/sum((1-Est.psi)*Est.eta*Est.pij[,4])
suma.psi <- Parte1.psi+Parte2.psi+Parte3.psi+Parte4.psi
Est.psi <- (rowSums(Est.Nij)+Est.Ri)/(rowSums(Est.Nij)+Est.Ri
+suma.psi+Est.M*((1-Est.psi)*Est.eta/sum((1-Est.psi)*Est.eta)))
Est.psi <- c(Est.psi)
### Estimar eta
Parte1.eta <- Est.Cj[1]*(1-Est.psi)*Est.eta*Est.pij[,1]/sum((1-Est.psi)*Est.eta*Est.pij[,1])
Parte2.eta <- Est.Cj[2]*(1-Est.psi)*Est.eta*Est.pij[,2]/sum((1-Est.psi)*Est.eta*Est.pij[,2])
Parte3.eta <- Est.Cj[3]*(1-Est.psi)*Est.eta*Est.pij[,3]/sum((1-Est.psi)*Est.eta*Est.pij[,3])
Parte4.eta <- Est.Cj[4]*(1-Est.psi)*Est.eta*Est.pij[,4]/sum((1-Est.psi)*Est.eta*Est.pij[,4])
suma.eta <- Parte1.eta+Parte2.eta+Parte3.eta+Parte4.eta
Est.eta <- (rowSums(Est.Nij)+c(Est.Ri)+suma.eta
+Est.M*((1-Est.psi)*Est.eta/sum((1-Est.psi)*Est.eta)))/(sum(Est.Nij)+sum(Est.Ri)+sum(Est.Cj)+Est.M)
### Estimar Pij
parte1.pij <- sum((1-Est.psi)*Est.eta*Est.pij[,1])
parte2.pij <- sum((1-Est.psi)*Est.eta*Est.pij[,2])
parte3.pij <- sum((1-Est.psi)*Est.eta*Est.pij[,3])
parte4.pij <- sum((1-Est.psi)*Est.eta*Est.pij[,4])
matriz1.pij <- Kronecker(t(matrix(Est.Cj)), (1-Est.psi)*Est.eta)*Est.pij
matriz2.pij <- Kronecker(t(matrix(c(parte1.pij, parte2.pij, parte3.pij, parte4.pij))),
matrix(c(1,1,1,1)))
matriz3.pij <- Kronecker(t(matrix(c(1,1,1,1))), rowSums(Est.Nij+(matriz1.pij/matriz2.pij)))
Est.pij <- (Est.Nij+(matriz1.pij/matriz2.pij))/matriz3.pij
}
#----------------------------------
# Estimacio´n final de los Gross Flows
# N_ij*eta_i*p_ij
#----------------------------------
Est.GF=as.vector(Est.N)*as.matrix(Est.pij)*as.vector(Est.eta)
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A.5. Co´digo fuente para la estimacio´n de los
para´metros del modelo C
El siguiente co´digo fue utilizado para encontrar los estimadores de este modelo reducido.
En te´rminos de aumentar la eficiencia computacional del co´digo, se utilizo´ en donde fue
posible un enfoque matricial, y por esto es posible encontrar productos de Kronecker
dentro del co´digo.
Est.psi=(sum(Est.Nij)+sum(Est.Ri))/(sum(Est.Nij)+sum(Est.Ri)+sum(Est.Cj)+Est.M)
Est.rhoRR=rowSums(Est.Nij)/(rowSums(Est.Nij)+Est.Ri)
n.iter=100
#Valores iniciales
Est.rhoMM=c(0.5, 0.5, 0.5, 0.5)
Est.eta=rowSums(Est.Nij)/sum(Est.Nij)
Est.p1=Est.Nij[1,]/rowSums(Est.Nij)[1]
Est.p2=Est.Nij[2,]/rowSums(Est.Nij)[2]
Est.p3=Est.Nij[3,]/rowSums(Est.Nij)[3]
Est.p4=Est.Nij[4,]/rowSums(Est.Nij)[4]
Est.pij=as.matrix(rbind(Est.p1,Est.p2,Est.p3,Est.p4))
#-------------------------------
#Proceso de iteracio´n
for(k in 1:n.iter){
### Estimar rhoMM
Parte1.rhoMM <- Est.Cj[1]*(1-Est.rhoMM)*Est.eta*Est.pij[,1]/sum((1-Est.rhoMM)*Est.eta*Est.pij[,1])
Parte2.rhoMM <- Est.Cj[2]*(1-Est.rhoMM)*Est.eta*Est.pij[,2]/sum((1-Est.rhoMM)*Est.eta*Est.pij[,2])
Parte3.rhoMM <- Est.Cj[3]*(1-Est.rhoMM)*Est.eta*Est.pij[,3]/sum((1-Est.rhoMM)*Est.eta*Est.pij[,3])
Parte4.rhoMM <- Est.Cj[4]*(1-Est.rhoMM)*Est.eta*Est.pij[,4]/sum((1-Est.rhoMM)*Est.eta*Est.pij[,4])
P1.rhoMM <- Parte1.rhoMM+Parte2.rhoMM+Parte3.rhoMM+Parte4.rhoMM
P2.rhoMM <- Est.M*Est.rhoMM*Est.eta/sum(Est.rhoMM*Est.eta)
Est.rhoMM <- P2.rhoMM/(P1.rhoMM+P2.rhoMM)
#Est.rhoMM <- c(Est.rhoMM)
### Estimar eta
Parte1.eta <- Est.Cj[1]*(1-Est.rhoMM)*Est.eta*Est.pij[,1]/sum((1-Est.rhoMM)*Est.eta*Est.pij[,1])
Parte2.eta <- Est.Cj[2]*(1-Est.rhoMM)*Est.eta*Est.pij[,2]/sum((1-Est.rhoMM)*Est.eta*Est.pij[,2])
Parte3.eta <- Est.Cj[3]*(1-Est.rhoMM)*Est.eta*Est.pij[,3]/sum((1-Est.rhoMM)*Est.eta*Est.pij[,3])
Parte4.eta <- Est.Cj[4]*(1-Est.rhoMM)*Est.eta*Est.pij[,4]/sum((1-Est.rhoMM)*Est.eta*Est.pij[,4])
P1.eta <- Parte1.rhoMM+Parte2.rhoMM+Parte3.rhoMM+Parte4.rhoMM
P2.eta <- Est.M*Est.rhoMM*Est.eta/sum(Est.rhoMM*Est.eta)
Est.eta <- (rowSums(Est.Nij)+c(Est.Ri)+P1.eta+P2.eta)/(sum(Est.Nij)+sum(Est.Ri)+sum(Est.Cj)+Est.M)
### Estimar Pij
parte1.pij <- sum((1-Est.rhoRR)*Est.eta*Est.pij[,1])
parte2.pij <- sum((1-Est.rhoRR)*Est.eta*Est.pij[,2])
parte3.pij <- sum((1-Est.rhoRR)*Est.eta*Est.pij[,3])
parte4.pij <- sum((1-Est.rhoRR)*Est.eta*Est.pij[,4])
matriz1.pij <- Kronecker(t(matrix(Est.Cj)), (1-Est.rhoRR)*Est.eta)*Est.pij
matriz2.pij <- Kronecker(t(matrix(c(parte1.pij,parte2.pij,parte3.pij,parte4.pij))),
matrix(c(1,1,1,1)))
matriz3.pij <- Kronecker(t(matrix(c(1,1,1,1))), rowSums(Est.Nij+(matriz1.pij/matriz2.pij)))
Est.pij <- (Est.Nij+(matriz1.pij/matriz2.pij))/matriz3.pij
}
#----------------------------------
# Estimacio´n final de los Gross Flows
# N_ij*eta_i*p_ij
#----------------------------------
Est.GF=as.vector(Est.N)*as.matrix(Est.pij)*as.vector(Est.eta)
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A.6. Co´digo fuente para la estimacio´n de los
para´metros del modelo D
El siguiente co´digo fue utilizado para encontrar los estimadores de este modelo reducido.
En te´rminos de aumentar la eficiencia computacional del co´digo, se utilizo´ en donde fue
posible un enfoque matricial, y por esto es posible encontrar productos de Kronecker
dentro del co´digo.
Est.psi=(sum(Est.Nij)+sum(Est.Ri))/(sum(Est.Nij)+sum(Est.Ri)+sum(Est.Cj)+Est.M)
n.iter=100
#Valores iniciales
Est.rhoRR=c(0.5, 0.5, 0.5, 0.5)
Est.rhoMM=c(0.5, 0.5, 0.5, 0.5)
Est.eta=rowSums(Est.Nij)/sum(Est.Nij)
Est.p1=Est.Nij[1,]/rowSums(Est.Nij)[1]
Est.p2=Est.Nij[2,]/rowSums(Est.Nij)[2]
Est.p3=Est.Nij[3,]/rowSums(Est.Nij)[3]
Est.p4=Est.Nij[4,]/rowSums(Est.Nij)[4]
Est.pij=as.matrix(rbind(Est.p1,Est.p2,Est.p3,Est.p4))
#-------------------------------
#Proceso de iteracio´n
for(k in 1:n.iter){
### Estimar rhoRR
Parte1.rhoRR <- Est.Ri[1]*(1-Est.rhoRR)*Est.pij[1,]/sum((1-Est.rhoRR)*Est.pij[1,])
Parte2.rhoRR <- Est.Ri[2]*(1-Est.rhoRR)*Est.pij[2,]/sum((1-Est.rhoRR)*Est.pij[2,])
Parte3.rhoRR <- Est.Ri[3]*(1-Est.rhoRR)*Est.pij[3,]/sum((1-Est.rhoRR)*Est.pij[3,])
Parte4.rhoRR <- Est.Ri[4]*(1-Est.rhoRR)*Est.pij[4,]/sum((1-Est.rhoRR)*Est.pij[4,])
P1.rhoRR <- Parte1.rhoRR+Parte2.rhoRR+Parte3.rhoRR+Parte4.rhoRR
Est.rhoRR <- colSums(Est.Nij)/(colSums(Est.Nij)+P1.rhoRR)
### Estimar rhoMM
Est.rhoMM <- 1-(Est.Cj*sum(Kronecker(t(Est.rhoMM), Est.eta)*Est.pij)/(Est.M*colSums(Est.eta*Est.pij)))
Est.rhoMM <- c(Est.rhoMM)
### Estimar eta
Parte1.eta <- Est.Cj[1]*Est.eta*Est.pij[,1]/sum(Est.eta*Est.pij[,1])
Parte2.eta <- Est.Cj[2]*Est.eta*Est.pij[,2]/sum(Est.eta*Est.pij[,2])
Parte3.eta <- Est.Cj[3]*Est.eta*Est.pij[,3]/sum(Est.eta*Est.pij[,3])
Parte4.eta <- Est.Cj[4]*Est.eta*Est.pij[,4]/sum(Est.eta*Est.pij[,4])
P1.eta <- Parte1.eta+Parte2.eta+Parte3.eta+Parte4.eta
P2.eta <- Est.M*rowSums(Est.rhoMM*Est.eta*Est.pij)/sum(Est.rhoMM*Est.eta*Est.pij)
Est.eta <- (rowSums(Est.Nij)+c(Est.Ri)+P1.eta+P2.eta)/(sum(Est.Nij)+sum(Est.Ri)+sum(Est.Cj)+Est.M)
### Estimar Pij
matriz1.R.pij <- Kronecker(t((1-Est.rhoRR)), matrix(Est.Ri))*Est.pij
parte1.R.pij <- sum((1-Est.rhoRR)*Est.pij[1,])
parte2.R.pij <- sum((1-Est.rhoRR)*Est.pij[2,])
parte3.R.pij <- sum((1-Est.rhoRR)*Est.pij[3,])
parte4.R.pij <- sum((1-Est.rhoRR)*Est.pij[4,])
matriz2.R.pij <- Kronecker(t(matrix(c(1,1,1,1))),
matrix(c(parte1.R.pij, parte2.R.pij, parte3.R.pij, parte4.R.pij)) )
P1<-matriz1.R.pij/matriz2.R.pij
#
matriz1.C.pij <- Kronecker(t(matrix(Est.Cj)), Est.eta)*Est.pij
parte1.C.pij <- sum(Est.eta*Est.pij[,1])
parte2.C.pij <- sum(Est.eta*Est.pij[,2])
parte3.C.pij <- sum(Est.eta*Est.pij[,3])
parte4.C.pij <- sum(Est.eta*Est.pij[,4])
matriz2.C.pij <- Kronecker(t(matrix(c(parte1.C.pij, parte2.C.pij, parte3.C.pij, parte4.C.pij))),
matrix(c(1,1,1,1)))
P2<-matriz1.C.pij/matriz2.C.pij
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#
P3<-Est.M*Est.rhoMM*Est.eta*Est.pij/sum(Est.rhoMM*Est.eta*Est.pij)
#
P4 <- rowSums(Est.Nij+P1+P2+P3)
P5 <- Kronecker(t(matrix(c(1,1,1,1))), P4)
#
Est.pij<- (Est.Nij+P1+P2+P3)/P5
}
#----------------------------------
# Estimacio´n final de los Gross Flows
# N_ij*eta_i*p_ij
#----------------------------------
Est.GF=as.vector(Est.N)*as.matrix(Est.pij)*as.vector(Est.eta)
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