By using the variational method, some existence theorems are obtained for periodic solutions of autonomous q, p -Laplacian system with impulsive effects.
Introduction
Let B {1, 2, . . . , l}, C {1, 2, . . . , k}, l, k ∈ N.
In this paper, we consider the following system: and F : R N × R N → R satisfies the following assumption. A F x is continuously differentiable in x 1 , x 2 , and there exist a 1 , a 2 ∈ C R , R such that
|K m x 2 | ≤ a 2 |x 2 | , |∇K m x 2 | ≤ a 2 |x 2 | , m ∈ C,
1.3
for all x x 1 , x 2 ∈ R N × R N . When p q 2, I j ≡ 0 j ∈ B , K m ≡ 0 m ∈ C , and F u 1 , u 2 F 1 u 1 , system 1.1 reduces to the following autonomous second-order Hamiltonian system:
There have been lots of results about the existence of periodic solutions for system 1.4 and nonautonomous second order Hamiltonian system
e.g., see 1-21 . Many solvability conditions have been given, for instance, coercive condition, subquadratic condition, superquadratic condition, convex condition, and so on. 
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∇I j u 1 t j .
1.6
Recently, many authors studied the existence of periodic solutions for impulsive differential equations by using variational methods, and lots of interesting results have been obtained. For example, see [22] [23] [24] [25] [26] [27] [28] . Especially, nonautonomous second-order Hamiltonian system with impulsive effects is considered in 25, 26 by using the least action principle and the saddle point theorem.
When I j ≡ 0 j ∈ B and K m ≡ 0 m ∈ C , system 1.1 reduces to the following system:
In 29, 30 , Paşca and Tang obtained some existence results for system 1.7 by using the least action principle and saddle point theorem. Motivated by 17, 22-30 , in this paper, we are concerned with system 1.1 and also use the least action principle and saddle point theorem to study the existence of periodic solution. Our results still improve those in 17 even if system 1.1 reduces to system 1.4 .
for some λ, μ > 0 and x, y ∈ R N . Next, we state our main results. 
1.10
where
I1 there exists β ∈ R such that
1.12
Then, system 1.1 has at least one solution in W 1,q
and the following condition holds:
then system 1.7 has at least two nonzero solutions in W
, by Theorem 1.1, it is easy to get the following corollary.
Corollary 1.2. Suppose F 1 satisfies the following conditions:
A F 1 z is continuously differentiable in z and there exists a 1 ∈ C R , R such that
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F1 there exists 0 < r < 6/T 2 such that
Then, system 1.6 has at least one solution in W 1,2
T . Furthermore, if I j ≡ 0 j ∈ B and the following condition holds:
then system 1.4 has at least two nonzero solutions in W
For the Sobolev space W
1,2
T , one has the following sharp estimates see in 3, Proposition 1.2 :
By the above two inequalities, we can obtain the following better results than by Corollary 1.2.
Theorem 1.3. Suppose F 1 satisfies assumption (A) , (F2) , (I1) and
F1 there exists 0 < r < 4π 2 /T 2 such that 1.15 holds.
then system 1.4 has at least two nonzero solutions in W 1,2
T .
Moreover, for system 1.6 , we have the following additional result.
Theorem 1.4. Suppose F 1 satisfies assumption (A) , (F1) and the following conditions:
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Remark 1.5. In 17 , Yang considered the second-order Hamiltonian system with no impulsive effects, that is, system 1.4 . When I j ≡ 0 j ∈ B , our Theorems 1.3 and 1.4 still improve those results in 17 . To be precise, the restriction of r is relaxed, and some unnecessary conditions in 17 are deleted. In 17 , the restriction of r is 0 < r < T/12, which is not right. In fact, from his proof, it is easy to see that it should be 0 < r < 12/T 2 . Obviously, our restriction 0 < r < 4π 2 /T 2 is better. Moreover, in our Theorem 1.4, we delete such conditions of in 17, Theorem 1 : ∇F 1 0 0, and there exist positive constants M, N such that
Finally, it is remarkable that Theorems 1.3 and 1.4 are also different from those results in 1-16 . We can find an example satisfying our Theorem 1.3 but not satisfying the results in 1-21 . For example, let
where z z 1 , . . . , z N τ . We can also find an example satisfying our Theorem 1.4 but not satisfying the results in 1-21 . For example, let
where 12/T 2 < r < 4π 2 /T 2 .
Variational Structure and Some Preliminaries
The norm in W
1,p
T is defined by
2.1
Obviously, W 
2.5
Then, 
by v 1 and integrate from 0 to T , one obtains
Note that v 1 t is continuous. So,
2.11
Combining with 2.10 , one has
2.12
Journal of Applied Mathematics T . Considering the above equalities, one introduces the following concept of the weak solution for system 1.1 .
Definition 2.2. We say that a function
T is a weak solution of system 1.1 if
2.15
10
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By assumption A and 33 , we know that
2.17
Definition 2.2 shows that the critical points of ϕ correspond to the weak solutions of system 1.1 .
We will use the following lemma to seek the critical point of ϕ.
Lemma 2.3 see 3, Theorem 1.1 . If ϕ is weakly lower semicontinuous on a reflexive Banach space
X and has a bounded minimizing sequence, then ϕ has a minimum on X.
Lemma 2.4 see 34 .
Let ϕ be a C 1 function on X X 1 ⊕ X 2 with ϕ 0 0, satisfying (PS) condition, and assume that for some ρ > 0,
2.18
Assume also that ϕ is bounded below and inf X ϕ < 0, then ϕ has at least two nonzero critical points. where,
Proof of Theorems
Lemma 3.1. Under assumption (A), ϕ is weakly lower semicontinuous on
Proof. Let
3.1
Since
then φ 1 is convex. Moreover, by 33 , we know that φ 1 is continuous, and so, it is lower semicontinuous. Thus, it follows from 3, Theorem 1.2 that φ 1 is weakly lower continuous. By assumption A , it is easy to verify that φ 2 u 1 , u 2 is weakly continuous. We omit the details. Let
Next, we show that ψ 1 and ψ 2 are weakly continuous on W 
3.6
Hence, ψ 1 is weakly continuous on W 
3.8
Hence, by I1 , 3.7 , and 3.8 , we have
Note that for u ∈ W
So, F2 and 3.9 imply that
Thus, by Lemma 2.3, we know that ϕ has at least one critical point which minimizes ϕ on W. Furthermore, if I j u 1 t j ≡ 0 j ∈ B and K m u 2 s m ≡ 0 m ∈ C , then system 1.1 reduces to 1.7 . When F3 also holds, we will use Lemma 2.4 to obtain more critical points of ϕ. Let X W, X 2 R N × R N and X 1 W W 
