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Abstract
With the help of the theorem of a fixed point index for A-proper semilinear operators established
by Cremins, we get a existence theorem concerning the existence of positive solution for the second
order ordinary differential equation of three-point boundary value problems at resonance.
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1. Introduction
The study of multi-point boundary value problems for linear second-order ordinary dif-
ferential equations was initiated by Il’in and Moiseev in [12,13] and motivated by the work
of Bitsadze and Samarskii on non-local linear elliptic boundary problems [2–4]. Since
then, nonlinear multi-point boundary value problems have been studied by many authors.
For example, see [6,8–11,16]. Recently, by applying the fixed point theorem in cones, Ma
and Castaneda [14] study the existence of positive solutions of nonlinear m-point bound-
ary value problems at non-resonance. Very recently, Bai and Fang [1] by using the fixed
point index theory in cones prove the existence theorems of multiple positive solutions
for nonlinear m-point boundary value problems at non-resonance for the one-dimensional
p-Laplacian, which extended the main result of [14]. However, no results are available for
the existence of positive solutions for multi-point boundary value problem at resonance.
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on the existence of positive solutions of nonlinear three-point boundary value problems at
resonance. Our main tool is the theorem of a fixed point index for A-proper semilinear
operators established by Cremins [5].
2. Preliminaries
Cremins [5] developed a fixed-point index for A-proper maps of the form L− N using
a method similar to that of Fitzpatrick and Petryshyn [7]. The fixed point index, like the
topological degree, is a useful means for determining the existence of solutions to nonlinear
problems. It is of particular interest when considering the existence of positive solutions. In
this case the maps are defined on relatively open subsets of a cone may have empty interior
and, consequently, topological degree theory is not directly applicable.
Let X and Y be Banach spaces, D a linear subspace of X, {Xn} ⊂ D, and {Yn} ⊂ Y
sequences of oriented finite dimensional subspaces such that Qny → y in Y for every y
and dist(x,Xn) → 0 for every x ∈ D where Qn : Y → Yn and Pn : X → Xn are sequences
of continuous linear projections. The projection scheme Γ = {Xn,Yn,Pn,Qn} is then said
to be admissible for maps from D ⊂ X to Y .
Definition 2.1 [5]. A map T : D ⊂ X → Y is called approximation-proper (abbreviated
A-proper) at a point y ∈ Y with respect to Γ if Tn ≡ PnT |D∩Xn is continuous for each
n ∈ N and whenever {xnj : xnj ∈ D ∩ Xnj } is bounded with Tnj xnj → y , then there exists
a subsequence {xnjk } such that xnjk → x ∈ D, and T x = y . T is said to be A-proper on a
set Ω if it is A-proper at all points of Ω .
Let K be a cone in a finite dimensional Banach space X and Ω ⊂ X be open and
bounded with Ω ∩ K = ΩK = ∅. Let T : ΩK → K be continuous such that T x = x on
∂ΩK = ∂Ω ∩ K where ΩK and ∂ΩK denote the closure and boundary, respectively, of
ΩK relative K . Let ρ : X → K be an arbitrary retraction.
The following definition of finite dimensional index forms the basis of generalized index
for A-proper maps I − T .
Definition 2.2 [5]. We define
iK(T ,Ω) = degB
(
I − Tρ,ρ−1(Ω)∩ BR,0
)
,
where the degree is the Brouwer degree and BR is a ball containing ΩK .
Now let K be a cone in an infinite dimensional Banach space X with projection scheme
Γ such that Qn(K) ⊆ K for every n ∈ N. Let ρ : X → K be an arbitrary retraction and
Ω ⊂ X an open bounded set such that ΩK = Ω ∩ K = ∅. Let T : ΩK → K be such
that I − T is A-proper at 0. Write Kn = K ∩ Xn = QnK and Ωn = ΩK ∩ Xn. Then
Qnρ : Xn → Kn is a finite dimensional retraction.
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indK(T ,Ω) =
{
k ∈ Z ∪ {±∞}: iKnj (Qnj T ,Ωnj ) → k for some nj → ∞
}
that is, the index is the set of limit points of iKnj (Qnj T ,Ωnj ), where the finite dimensional
index is that defined above.
Let L : domL ⊂ X → Y is a Fredholm map of index 0 and P : X → X, Q : Y → Y
be continuous projectors such that ImP = KerL, KerQ = ImL and X = KerL ⊕ KerP ,
Y = ImL ⊕ ImQ. The restriction of L to domL ∩ KerP , denote L1, is a bijection onto
ImL with continuous inverse L−11 : ImL → domL∩ KerP . Since dim ImQ = dim KerL,
there exists a continuous bijection J : ImQ → KerL. If we let H = L + J−1P , then
H : domL ⊂ X → Y is a linear bijection with bounded inverse.
Let K be a cone in the Banach space X, Ω ⊂ X open and bounded such that ΩK ∩
domL = ∅, L : domL ⊂ X → Y a bounded Fredholm operator of index zero, N : Ω ∩
domL → Y a bounded continuous nonlinear operator such that L− N is A-proper at 0.
Now, we can extend the definition of the index to A-proper maps of the form L − N
acting on cones.
Definition 2.4 [5]. Let K1 = H(K ∩ domL) where H = L+ J−1P . Let ρ1 be a retraction
from Y to K1 and assume QnK1 ⊂ K1, P + JQN + L−11 (I − Q)N maps K to K and
Lx = Nx on ∂ΩK . We define the fixed point index of L− N over ΩK as
indK
([L,N],Ω)= indK1(T ,U),
where U = HΩK , T : Y → Y be defined as Ty = (N + J−1P)H−1y for each y ∈ Y , and
the index on the right is that of Definition 2.3.
Similarly, we know from [5] that the definition of the index can be extend to maps L−N
where L is unbounded and the set U = HΩK is unbounded in Y .
About the properties of the index indK([L,N],Ω), see [5, Theorem 2].
By [5, Theorems 4 and 5] it is easy to obtain that following existence theorem of a
positive solution to a semilinear equations in cones.
Theorem 2.1. Let L : domL → Y is Fredholm of index zero, K ⊂ X is a cone , Ω1 and Ω2
are open bounded sets such that θ ∈ Ω1 ⊂ Ω1 ⊂ Ω2, and Ω2 ∩ K ∩ domL = ∅. Suppose
that L− λN is A-proper for λ ∈ [0,1] with N : Ω2 ∩K → Y bounded. Assume that
(H1) Lx = λNx for x ∈ ∂Ω2 ∩ K ∩ domL, λ ∈ (0,1];
(H2) QNx = 0 for x ∈ ∂Ω2 ∩K ∩ KerL;
(H3) indK([L,QN], Ω2) = {0};
(H4) P + JQN and P + JQN + L−11 (I − Q)N map K to K;
(H5) there exists θ = e ∈ L(K ∩ domL) such that
Lx − Nx = µe, ∀µ 0, x ∈ ∂Ω1 ∩ K ∩ domL.
Then there exists x ∈ K ∩ (Ω2 \ Ω1)∩ domL such that Lx = Nx .
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corollary we shall replace this condition with one that implies it employing a certain bi-
linear form. We assume that there is a continuous bilinear form [y, x] on Y × X such that
y ∈ ImL iff [y, x] = 0 for each x ∈ KerL. This condition implies that if {x1, x2, . . . , xn} is
a basis in KerL, then the linear map J : ImQ → KerL defined by Jy = β∑ni=1[y, xi]xi ,
β ∈ R+, is an isomorphism and that if y =∑ni=1 yixi then [J−1y, xi] = yi/β for 1 i  n
and [J−1x0, x0] > 0 for x0 ∈ KerL.
Combining [5, Corollary 1] and Theorem 2.1 above, we get the following corollary.
Corollary 2.2. Assume all conditions of Theorem 2.1 hold except (H3) and assume
(H6) [QNx,x] 0, ∀x ∈ KerL ∩ ∂Ω2 ∩K .
Then there exists x ∈ K ∩ (Ω2 \ Ω1)∩ domL such that Lx = Nx .
Let
HJ,P,Q = JQ+ L−11 (I − Q) : Y → domL,
then HJ,P,Q : Y → domL is a algebra isomorphism.
For µ 0 and θ = h ∈ K ∩ (domL \ kerL), we have
HJ,P,Q(L − N −µLh) = I − P − JQN − L−11 (I − Q)N − µh
holds on domL ∩ Ω1.
So, we get by the above equality and Corollary 2.2 that
Corollary 2.3. Let L, N , K , Ω1, and Ω2 are as in Theorem 2.1. Suppose that (H1), (H2),
(H4), and (H6) hold. In addition suppose the following condition holds:
(H7) there exists θ = h ∈ K ∩ (domL \ kerL) such that
x − (P + JQN + L−11 (I − Q)N)x = µh, ∀µ 0, x ∈ ∂Ω1 ∩ K.
Then there exists x ∈ K ∩ (Ω2 \Ω1)∩ domL such that Lx = Nx .
3. Existence of positive solutions
As an application of Corollary 2.3, we prove the existence of a positive solution to the
following second-order ordinary differential equation:(
p(t)x ′(t)
)′ = f (t, x(t), x ′(t)), t ∈ [0,1], (3.1)
subject to the following three point boundary condition:
x ′(0) = 0, x(1)= x(η), (3.2)
where f : [0,1] × R × R → R is continuous, p : [0,1] → R is a positive continuous dif-
ferentiable function, mint∈[0,1]p(t) := p1 > 0, and η ∈ (0,1).
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so three point boundary value problem (3.1), (3.2) is a resonance problem.
Let X = {x ∈ C2[0,1]: x ′(0) = 0, x(1)= x(η)} endowed with the norm
‖x‖ = max{‖x‖∞,‖x ′‖∞,‖x ′′‖∞},
where ‖x‖∞ = maxt∈[0,1] |x(t)|.
Let Y = C[0,1] with the norm ‖y‖∞, y ∈ Y .
Let
K = {x ∈ X: x(t) 0, t ∈ [0,1]},
then K is a cone of X.
Define L to be the linear operator from domL ⊂ X to Y with
domL = X, and Lx(t) = (p(t)x ′(t))′, x ∈ X and t ∈ [0,1].
We define N : X → Y by setting
Nx(t) = f (t, x(t), x ′(t)), t ∈ [0,1],
then BVP (3.1), (3.2) can be written
Lx = Nx.
It is easy to check that
KerL = {x ∈ X: x(t) = c, c ∈ R},
ImL =
{
y ∈ Y :
1∫
η
1
p(s)
s∫
0
y(τ) dτ ds = 0
}
, dim KerL = codim ImL = 1.
So that L is a Fredholm operator of index zero.
Define the projector
P : X → X, Px = x(0),
Q : Y → Y, Qy = 1
ϕ(1)− ϕ(η)
1∫
η
1
p(s)
s∫
0
y(τ) dτ ds,
where
ϕ(t) =
t∫
0
s
p(s)
ds, t ∈ [0,1].
Furthermore, we define the isomorphism J : ImQ → ImP as Jy = βy where β > 0 is
a constant will be specified later.
We are easy to verify that the inverse operator L−11 : ImL → domL ∩ KerP of
L|domL∩KerP : domL ∩ KerP → ImL as
(
L−11 y
)
(t) =
t∫ 1
p(s)
s∫
y(τ) dτ ds.0 0
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‖p‖∞ = p2, ‖p′‖∞ = p0.
We are now prepared to state our existence theorem of positive solution for BVP
(3.1), (3.2).
Theorem 3.1. Suppose
(1) f : [0,1] × R × R → R is continuous and there exist constants a > 0, b > 0, and
0 < c < p21/(2p2) such that∣∣f (t, x, y)∣∣ a + b|x| + c|y|, ∀t ∈ [0,1], x, y ∈ R.
(2) There exists M > 0 such that
f (t, x,0) > 0, ∀t ∈ [0,1], x > M.
(3) f (t, x, y) 0, ∀t ∈ [0,1], x  0, y ∈ R, and there exist constant 0 < σ < b and ε > 0
such that
f (t, x, y) σx, ∀t ∈ [0,1], 0 x  ε, y ∈ R.
Then BVP (3.1), (3.2) has at least one positive solution in domL∩ K ∩ (Ω2 \Ω1).
Proof. Set
W = {x ∈ K: Lx = λNx, λ ∈ (0,1]}.
Suppose x ∈ W , and let t0 ∈ [0,1) be such that x(t0) = maxt∈[0,1] x(t). Assume that
x(t0) > M (M > 0 is a constant as in condition (2)). Then we have the following two
cases:
Case 1. t0 = 0. In this case, x ′(t0) = 0, x ′′(t0) 0, so we have
0 x(t0)p(t0)x ′′(t0) = x(t0)
(
p(t)x ′(t)
)′|t=t0 = λx(t0)f (t0, x(t0),0)> 0,
contradiction.
Case 2. t0 = 0. By condition (2),
p(0)x ′′(0)+p′(0)x ′(0) = (p(t)x ′(t))′|t=0 = λf (0, x(0),0)> 0,
since x ′(0) = 0 and p(0) > 0, so x ′′(0) > 0. This implies that x ′(t) is increasing for t small
enough. Since x ′(0) = 0, we have x ′(t) > 0 for t small enough. Thus x(t) is increasing,
contradicting x(0)= maxt∈[0,1] x(t). Thus we have shown
‖x‖∞ = max
t∈[0,1]
x(t)M, x ∈ W.
Next, we have for each x ∈ W that(
p(t)x ′(t)
)′
p(t)x ′(t) = λp(t)x ′(t)f (t, x(t), x ′(t)), t ∈ [0,1].
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1
2
(
p(t)x ′(t)
)2 = λ
t∫
0
p(s)x ′(s)f
(
s, x(s), x ′(s)
)
ds

1∫
0
∣∣p(s)x ′(s)f (s, x(s), x ′(s))∣∣ds.
By condition (1), we get
1
2
p21x
′2(t) 1
2
(
p(t)x ′(t)
)2  p2‖x ′‖∞(a + bM + c‖x ′‖∞).
Hence
1
2
p21‖x ′‖∞  p2
(
a + bM + c‖x ′‖∞
)
.
Since c < p21/(2p2), there exists M1 > 0 such that ‖x ′‖∞ M1. From
p(t)x ′′(t) = λf (t, x(t), x ′(t))−p′(t)x ′(t),
we obtain that
p1‖x ′′‖∞  p0‖x ′‖∞ + a + b‖x‖∞ + c‖x ′‖∞  a + bM + (c + p0)M1.
Thus ‖x ′′‖∞  (a + bM + (c +p0)M1)/p1 := M2. Hence
‖x‖ = max{‖x‖∞,‖x ′‖∞,‖x ′′‖∞}max{M,M1,M2} := M3, ∀x ∈ W.
Let Ω2 = {x ∈ X: ‖x‖ < r2}, where r2 > M3. So for each x ∈ ∂Ω2 ∩ K and λ ∈ (0,1],
we have Lx = λNx . Thus (H1) of Corollary 2.3 is satisfied.
By condition (1) we know that N : Ω2 ∩K → Y is continuous and bounded.
In the following we will prove that N is a compact operator. Let A is an arbitrary
bounded subset of X, then there exists a constant M > 0 such that supx∈A ‖x‖M . Thus,
we have
sup
x∈A
‖x‖∞ M, sup
x∈A
‖x ′‖∞ M, sup
x∈A
‖x ′′‖∞ M.
Firstly, we prove that N(A) = {Nx(t): x ∈ A} is uniformly bounded. In fact, since
f (t, s, r) is continuous on [0,1] × [−M,M] × [−M,M], there exists M ′ > 0 such that∣∣f (t, s, r)∣∣M ′, ∀(t, s, r) ∈ [0,1] × [−M,M] × [−M,M].
Noting that for each x ∈ A and t ∈ [0,1], we have x(t), x ′(t) ∈ [−M,M]. Hence∥∥Nx(t)∥∥∞ = maxt∈[0,1]
∣∣f (t, x(t), x ′(t))∣∣M ′, ∀x ∈ A,
that is, N(A) is uniformly bounded.
Secondly, we prove that N(A) is equicontinuous. Since f (t, s, r) is uniformly continu-
ous on [0,1]× [−M,M]× [−M,M], we have for any ε > 0, there exist δ1 > 0 and δ2 > 0
such that∣∣f (t, s, r)− f (t0, s0, r0)∣∣< ε,
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Let δ = min{δ1, δ2/M}, then for any x ∈ A and t, t0 ∈ [0,1] with |t − t0| δ,∣∣x(t)− x(t0)∣∣= ∣∣x ′(ξ)∣∣|t − t0|M|t − t0| < δ2,∣∣x ′(t)− x ′(t0)∣∣= ∣∣x ′′(ζ )∣∣|t − t0|M|t − t0| < δ2.
Thus for t, t0 ∈ [0,1] with |t − t0| < δ, we obtain∣∣f (t, x(t), x ′(t))− f (t0, x(t0), x ′(t0))∣∣< ε, ∀x ∈ A.
Therefore, N(A) is equicontinuous. The Arzela–Ascoli theorem implies that N(A) is rel-
atively compact in the topology of Y = C[0,1]. Hence the operator N is compact. Thus,
L− λN is A-proper for λ ∈ [0,1] by [15, Lemma 2(a)].
For x ∈ ∂Ω2 ∩K ∩ KerL, we have x(t) ≡ r2(> M), a constant. Condition (2) gives
QNx = 1
ϕ(1)− ϕ(η)
1∫
η
1
p(s)
s∫
0
f (τ, r2,0) dτ ds > 0,
and (H2) of Corollary 2.3 is verified.
To prove (H6) of Corollary 2.3, we define the bilinear form [·, ·] : Y ×X → R as
[y, x] = −
1∫
η
x(t)
p(t)
t∫
0
y(s) ds dt.
It is clear that [·, ·] is continuous and satisfies [y, x] = 0 for every x ∈ KerL, y ∈ ImL. In
fact, for any x ∈ KerL and y ∈ ImL, we have x ≡ k, a constant, and there exists u ∈ X
such that y(t) = (p(t)u′(t))′ for each t ∈ [0,1]. By u′(0)= 0 and u(1) = u(η), we get
[y, x] = −
1∫
η
k
p(t)
t∫
0
(
p(s)u′(s)
)′
ds dt = −
1∫
η
ku′(t) dt = 0.
Let x ∈ KerL∩ ∂Ω2 ∩ K , then x(t) ≡ r2 > M , so we have by condition (2)
[QNx,x] = − 1
ϕ(1)− ϕ(η)
1∫
η
r2
p(t)
t∫
0
( 1∫
η
1
p(s)
s∫
0
f (τ, r2,0) dτ ds
)
dw dt
= − r2
ϕ(1)− ϕ(η)
1∫
η
t
p(t)
dt
1∫
η
1
p(s)
s∫
0
f (τ, r2,0) dτ ds
= −r2
1∫
η
1
p(s)
s∫
0
f (τ, r2,0) dτ ds
 0
and (H6) of Corollary 2.3 is satisfied.
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β = ϕ(1)+ 2π
2
(2π2 − (1 − η)2)σ , (3.3)
where σ > 0 is a constant as in (3).
For each x ∈ K , then by condition (3) and β > ϕ(1) that
Px + JQNx = x(0)+ β
ϕ(1)− ϕ(η)
1∫
η
1
p(s)
s∫
0
f
(
τ, x(τ ), x ′(τ )
)
dτ ds  0
and
Px + JQNx + L−11 (I − Q)Nx
= x(0)+ β
ϕ(1)− ϕ(η)
1∫
η
1
p(s)
s∫
0
f
(
τ, x(τ ), x ′(τ )
)
dτ ds
+
t∫
0
1
p(s)
s∫
0
[
f
(
τ, x(τ ), x ′(τ )
)
− 1
ϕ(1)− ϕ(η)
1∫
η
1
p(s)
s∫
0
f
(
τ, x(τ ), x ′(τ )
)
dτ ds
]
dτ ds
 1
ϕ(1)− ϕ(η)
1∫
η
1
p(s)
s∫
0
f
(
τ, x(τ ), x ′(τ )
)
dτ ds
(
β −
1∫
0
1
p(s)
s∫
0
dτ ds
)
= β − ϕ(1)
ϕ(1)− ϕ(η)
1∫
η
1
p(s)
s∫
0
f
(
τ, x(τ ), x ′(τ )
)
dτ ds
 0
and (H4) of Corollary 2.3 is verified.
Finally, we prove that (H7) of Corollary 2.3 is satisfied. Let
h(t) = 1 − (1 − η)
2
4π2
+ (1 − η)
2
4π2
cos
2πt
1 − η , ∀t ∈ [0,1].
It is easy to know that
h(η) = h(1), h′(0)= 0.
Thus
h ∈ domL \ KerL.
Furthermore, we have
‖h‖ = max{‖h‖∞,‖h′‖∞,‖h′′‖∞}= 1,
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h(t) 1 − (1 − η)
2
2π2
, ∀t ∈ [0,1]. (3.4)
Let Ω1 = {x ∈ K: ‖x‖ < r1}, where 0 < r1 min{ε,M} (ε > 0 is a constant as in (3)).
Then θ ∈ Ω1 ⊂ Ω2. We claim that
x − (P + JQN + L−11 (I − Q)N)(x) = µh, ∀x ∈ ∂Ω1 ∩K, µ 0. (3.5)
In fact, if not, there exists x0 ∈ ∂Ω1 ∩ K and µ0  0 such that
x0 −
(
P + JQN +L−11 (I − Q)N
)
(x0) = µ0h.
Then we have µ0 > 0 (otherwise, Lx0 = Nx0, the conclusion holds). By
x0 = µ0h +
(
P + JQN + L−11 (I − Q)N
)
(x0) µ0h,
setting µ∗ = sup{µ: x0  µh}, we obtain
µ0 < µ∗ < +∞, x0 µ∗h. (3.6)
For any x0 ∈ ∂Ω1 ∩ K , we have 0  x0(t)  r1  ε, ∀t ∈ [0,1]. By (3.3), (3.4), (3.6),
and condition (3),
x0(t) =
(
P + JQN + L−11 (I − Q)N
)(
x0(t)
)+ µ0h(t)
= x0(0)+ β
ϕ(1)− ϕ(η)
1∫
η
1
p(s)
s∫
0
f
(
τ, x0(τ ), x
′
0(τ )
)
dτ ds
+
t∫
0
1
p(s)
s∫
0
[
f
(
τ, x0(τ ), x
′
0(τ )
)
− 1
ϕ(1)− ϕ(η)
1∫
η
1
p(s)
s∫
0
f
(
τ, x0(τ ), x
′
0(τ )
)
dτ ds
]
dτ ds
+ µ0h(t)
 β − ϕ(1)
ϕ(1)− ϕ(η)
1∫
η
1
p(s)
s∫
0
f
(
τ, x0(τ ), x
′
0(τ )
)
dτ ds + µ0h(t)
 β − ϕ(1)
ϕ(1)− ϕ(η)
1∫
η
1
p(s)
s∫
0
σx0(τ ) dτ ds + µ0h(t)
 β − ϕ(1)
ϕ(1)− ϕ(η)
1∫ 1
p(s)
s∫
σµ∗h(τ) dτ ds + µ0h(t)η 0
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ϕ(1)− ϕ(η)
1∫
η
1
p(s)
s∫
0
σµ∗
(
1 − (1 − η)
2
2π2
)
dτ ds + µ0h(t)
= (β − ϕ(1))σµ∗ 2π2 − (1 − η)22π2 + µ0h(t)
= µ∗ + µ0h(t),
which implies that
x0(t) (µ0 + µ∗)h(t), ∀t ∈ [0,1],
contradict the definition of µ∗. So (3.5) holds, that is (H7) of Corollary 2.3 is verified. Thus
all conditions of Corollary 2.3 are satisfied and there exists x ∈ domL ∩ K ∩ (Ω2 \ Ω1)
such that Lx = Nx , which implies that BVP (3.1), (3.2) has at least one positive solution
in domL ∩K ∩ (Ω2 \ Ω1). 
Corollary 3.2. Let condition (1) of Theorem 3.1 holds. Assume that
(4) There exists a constant 0 < σ < b such that
f (t, x, y) σx, ∀t ∈ [0,1], x  0, y ∈ R.
Then BVP (3.1), (3.2) has at least a positive solution x ∈ domL∩ K ∩ (Ω2 \Ω1).
Let p(t) ≡ 1, then that (3.1) reduce to
x ′′(t) = f (t, x(t), x ′(t)), t ∈ [0,1]. (3.7)
It is easy to know that p1 = p2 = 1 and p0 = 0, so we have by Corollary 3.2 that
Corollary 3.3. Let condition (4) of Corollary 3.2 holds. Assume that
(1′) f : [0,1] × R × R → R is continuous, there exist constants a > 0, b > 0, and 0 
c < 1/2 such that∣∣f (t, x, y)∣∣ a + b|x| + c|y|, ∀t ∈ [0,1], x, y ∈ R.
Then three point BVP (3.7), (3.2) has at least a positive solution x ∈ domL ∩ K ∩
(Ω2 \ Ω1).
For f (t, x(t), x ′(t)) ≡ f (t, x(t)), we consider the following second order differential
equation
(
p(t)x ′(t)
)′ = f (t, x(t)), t ∈ [0,1]. (3.8)
From Corollary 3.2, we have
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(5) f : [0,1] × R is continuous, and there exist constants a > 0, and b > 0 such that∣∣f (t, x)∣∣ a + b|x|, ∀t ∈ [0,1], x ∈ R.
(6) There exists constant 0 < σ < b such that
f (t, x) σx, ∀t ∈ [0,1], x  0.
Then three point boundary value problem (3.8), (3.2) has at least one positive solution
x ∈ domL ∩K ∩ (Ω2 \ Ω1).
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