Abstract. We study the issues of adaptive multicast wormhole routing in 2D mesh multicomputers. Three adaptive multicast wormhole routing strategies ;Lre proposed and studied~ which include miaitaal partial adaptive, minima] fuity adaptive anti nonminimal multicast routing methods. All the algorithms are shown to be deadlock-free. These are the first deadlock-free adaptive multicast wormhole routing algorithms ever proposed. A simulation study has been conducted that compares the performance of these multicast algorithms. The results show that the minimal fully adaptive routing method creates the least traffic~ however, double vertical channels are required in order to avoid deadlock. The nonminimal routing algorithin exhibit~ the best adaptivity, although it creates more network traffic than tile otlaer mettmds.
Introduction
Efficient communication among nodes is critical to the performance of massively parallel computers. A multicast communication service is one in which the same message is delivered from ~ source node to an u~bitrary number of destination nodes. Both un~cast, which involves a single destination, and broadcast, which involves all nodes in the network, are special cases of multicast. Multicast communication has several uses in large-scale multiprocessors [1] . Efficient implementation of multicast communication services depends on the particular system architecture, which includes the network topology and underlying switching technique. Two-dimensional (2D) mesh direct networks have become a popular interconnectlon architecture for constructing large-scale distributed-memory multiprocessors, Networks with mesh topologies offer massive parallelism and are more scalable than many other approaches to multiprocessor interconnection. Formally, an m x n 2D mesh consists of N = m x n nodes; each node has integer coordinate (x, y), 0 _< x < m and 0 < y < n. Two nodes with coordinates (xi, yl) and (xj, yj) W~rmh~te routing llas become the predominant switching strategy in new generation parallel machines. In wormhole routing, a packet is divided into a number of flits for transmission. The header flit(s) of a packet governs the route, and the remaining flits follow in a pipeline fashion. The two salient features of wormhole routing are that (1) only minimal buffers are required and (2) the network latency is distance-insensitive when there is no channel contention. In wormhole-routed systems, each node contains a separate router" to handle such communication-related tasks. For a survey of wormhole routing in direct networks, please refer to [2] .
Because messages may hold some channels while waiting for others, wormhole routing is particularly susceptible to deadlock. Typically, deadlock is avoided in the routing algorithm, which determines the path followed by a packet in order to reach its destination(s). Routing can be classified as deterministic or adaptive. In deterministic routing, the path is completely determined by the source and destination addresses. A routing technique is adaptive if, for a given source and destination, which path is taken by a particular packet depends on dynamic network conditions, such as the presence of faulty or congested channels. Further, a routing algorithm is said to be minimal if the path selected is one of the shortest paths between the sol, roe and destination pair. Using a minimal routing algorithm, every channel visited will bring the packet closer to the destination. A nonminimal routing algorithm allows packets to follow a longer path, usually in response to current network conditions. Several adaptive routing algorithms have been proposed for unicast communication in wormhole-routed networks [3, 4, 5] . We have previously developed deterministic deadlock-free multicast algorithms for wormhole-routed networks [6] , and other researchers have studied adaptive, fault-tolerant multicast routing for networks using store-and-forward switching [7] . As will be explained in detail in next section, none of these methods alone can be used to provide deadlock-free adaptive multicast wormhole routing.
In this paper, we present three deadlock-free adaptive multicast routing algorithms for wormhole-routed 2D mesh networks. The flmdamental concept behind the algorithms is that one or more worms is sent out from the source, each visiting a subset of the destinations. In Section 2, we discuss the issues involved in designing such algorithms so that they are both adaptive and deadlock-free. Section 3 presents a partially adaptive minimal multicast routing algorithm. In Section 4, a flflly adaptive minimal multicast routing method is given; achieving full adaptivity requires additional channels in the network. In Section 5, we propose a nonminimal adaptive multicast algorithm based on node-labeling assignment used in our deterministic multicast algorithms [6] . Simulation results of all the proposed adaptive routing algorithms are presented in Section 6. Section 7 contains concluding remarks.
Deadlock and Adaptive Multicast Wormhole Routing
One of the most important issues in designing an adaptive multicast routing algorithm is how to guarantee freedom from deadlock. A deadlock occurs when two or more messages are delayed forever due to a cyclic dependency among their requested resources. In wormhole-routed net, works, the critical resources
