Abstract. A bull is a graph obtained by adding a pendant vertex at two vertices of a triangle. Here we present polynomial-time combinatorial algorithms for the optimal weighted coloring and weighted clique problems in bull-free perfect graphs. The algorithms are based on a structural analysis and decomposition of bull-free perfect graphs.
Introduction
A graph G is called perfect if the vertices of every induced subgraph H of G can be colored with !(H) colors, where !(H) is the maximum clique size in H. Berge 1] introduced perfect graphs and conjectured the following characterization: A graph is perfect if and only if it contains no odd hole and no odd antihole. Here a hole is a chordless cycle with at least ve vertices, and an antihole is the complement of a hole. This conjecture is still open and is known as the Strong Perfect Graph Conjecture. Graphs with no odd hole and no odd antihole have become known as Berge graphs. Chv atal and Sbihi 3] proved the validity of the Strong Perfect Graph Conjecture for bull-free graphs, i.e., graphs with no induced subgraph isomorphic to a bull, where a bull is a graph with ve vertices a; b; c; d; e and ve edges ab; bc; cd; be; ce.
Subsequently, Reed and Sbihi 9] gave a polynomial algorithm for recognizing bull-free Berge graphs. In this paper, we present polynomial-time algorithms for solving the following optimization problems for bull-free perfect graphs: nd a largest clique, a largest stable set, a minimum coloring, and a minimum clique covering. We actually present algorithms which solve the weighted versions of these problems, de ned as follows. We are given a graph G with vertices v 1 ; : : : ; v n and non-negative weights w(v 1 ); : : : ; w(v n ). We solve the following optimization problems for bull-free perfect graphs: maximum weighted clique problem: Find a clique K of G, such that the weight of K, de ned as w(K) = P fw(x) j x 2 Kg, is maximum over all cliques of G. maximum weighted stable set problem: Find a stable set S of G, such that the weight of S, de ned as w(S) = P fw(x) j x 2 Sg, is maximum over all stable sets of G. minimum weighted coloring problem: Find stable sets S 1 ; : : : ; S t and weights X(S 1 ); : : :, X(S t ), such that: X fX(S i ) j S i 3 v j g w(v j ) (8v j ) (1) and the sum X(S 1 ) + + X(S t ) is minimum over all sets of real weights that satisfy (1) . minimum weighted clique covering problem: Find cliques K 1 ; : : : ; K t and weights X(K 1 ); : : :, X(K t ), such that: X fX(K i ) j K i 3 v j g w(v j ) (8v j ) (2) and the sum X(K 1 ) + + X(K t ) is minimum over all sets of real weights that satisfy (2).
Let us review some known results about perfect graphs and useful properties of bull-free graphs. A graph is called weakly triangulated if it contains no hole and no antihole. Given a subset of vertices S, a vertex is said to be partial on S if it has at least one neighbour and at least one non-neighbour in S. A 6] ) imply that in a weighted perfect graph there exists a minimum weighted coloring that satis es (1) with equality for every vertex; moreover if all the vertex weights are integers then the weights of the stable sets in a minimum coloring can be taken to be integers as well. (Actually these two facts will always be evident in the algorithms cited or presented here.) So we can obtain a minimum weighted coloring of the original graph by combining a minimum weighted coloring of the new graph with T 1 ; : : : ; T p .
When the graph is weakly triangulated, we can apply the minimum weighted coloring algorithm from 7], whose complexity is O(n 4 m). When the graph is perfectly orderable, we can apply the minimum weighted coloring algorithm from 8], whose complexity is O(nm). The overall complexity is O(n 5 m).
An analogous argument solves maximum weighted clique problem in this case.
In Section 2, we further exploit Theorem 1 and prove: Theorem 2 Every bull-free perfect graph with no antihole either has an incomplete homogeneous set or is weakly triangulated or is a comparability graph.
This stronger result allows us to solve the optimization problems maximum weighted clique problem and minimum weighted coloring problem in case we have a bull-free perfect graph with an even antihole but with no even hole. The complements of comparability graphs are wellstudied perfect graphs 2, 5].
The remaining case is a bull-free perfect graph with an even hole and and even antihole. According to 3] a homogeneous pair in a graph is a pair of disjoint sets of vertices Q 1 ; Q 2 in this graph such that: all Q 1 -partial vertices are in Q 2 ; and all Q 2 -partial vertices are in Q 1 ; at least one of Q 1 ; Q 2 includes at least two vertices; there are at least two vertices outside Q 1 Q 2 . In Section 3, we show the existence of a special homogeneous pair with respect to which we can use a decomposition de ned in 3] to optimize.
Boxes and Transitive Orientations
We present a structural property which essentially consists in a bipartite layout that will be useful for nding a transitive orientation in a bull-free De nition 1 The Box Partition Let G be a graph with vertex set V .
We call Box Partition any partition of V into disjoint non-empty subsets called the boxes, inducing connected subgraphs which satisfy the following properties.
(i) Each box is labelled either \odd" or \even" (each vertex will be labelled odd or even accordingly), and there is no edge between two odd boxes or between two even boxes;
( Let us note that if a bull-free perfect graph G with no homogeneous set and no C 6 admits a box partition, then two further properties hold:
(iii) Every box is P 4 -free; (iv) Any two adjacent vertices in B have comparable neighbourhoods in M(B).
To prove (iii), we recall that a broom is the graph made up of a P 4 , plus a fth vertex adjacent to all vertices of the P 4 , plus a sixth vertex adjacent to the fth vertex only. We proved the following result: Given a box partition, any edge whose endpoints are in di erent boxes will be called a vertical edge (necessarily, for any such edge one endpoint is in an odd box and the other is in an even box). The other edges will be called horizontal, i.e., a horizontal edge is any edge whose two endpoints are in the same box.
Lemma 2 (The Transitive Box Lemma) Let G be a bull-free perfect graph which admits a box partition. If G has no homogeneous set and no C 6 , then G admits a transitive orientation.
Proof. Recall from (iii) that each box B is P 4 -free. Every P 4 After these rules are applied, every edge of G has received an orientation. We claim that this is a transitive orientation of G. To certify this claim, we have to check that these combined rules are consistent, produce no P 3 xyz with orientationxy andỹz, and no circuit.
Claim 1 The rules are consistent.
Proof. It su ces to prove that no edge must be oriented by the rules in two opposite ways. Clearly, the vertical edges are oriented consistently. Without loss of generality, let us assume that a case of inconsistency arises on an edge inside an odd box. Property (iv) of the Box Partition implies that such an edge cannot be oriented in two di erent ways by Rule O1. Since Rules O1, O2 and O3 apply to di erent types of edges, they cannot contradict each other. So the only case of inconsistency is the following: an edge xy in an odd box B must be oriented from x to y because there is a P 4 uvxy with u 2 M(B) and v 2 B (Rule O2), and must also be oriented in the opposite way because there is a P 4 ztyx with z 2 M(B) and t 2 B (Rule O2), and x and y have the same neighbours in M(B). Clearly v 6 = t (but u = z is possible). Let a 0 B be the auxiliary vertex of B given by Property (ii) of the Box Partition; so a 0 B sees u and z and misses all of v; x; y; t. In addition, v must see t or else vxyt is a P 4 in B. Now, either u sees t or z sees v, or else Property (iv) is contradicted for v; t. By symmetry we may assume that u sees t, but then v; t; u; a 0 B ; x is a bull. In all cases a contradiction appears, so Claim 1 is proved. 2 Claim 2 The rules produce no P 3 xyz with orientationxy andỹz.
Proof. Observe that the de nition of the rules is such that no P 3 xyz with orientationxy andỹz can be produced with vertices in di erent boxes.
Without loss of generality, let us assume that a P 3 xyz with orientationxy andỹz arises inside an odd box. Note that one of the edges xy, yz must have been oriented by Rule O1 or by Rule O2. in particular they all miss u, and v is not one of the c i 's. Let j be the last subscript such that v misses c j (j 2). Then uvc j+1 c j is a P 4 implying that the edge c j c j+1 is oriented from c j+1 to c j , a contradiction. So Claim 3 is proved. 2
Now the proof of Lemma 2 is complete. 2 
Graphs with a hole and an antihole
We now consider the case of a bull-free Berge graph that contains a hole and an antihole. We will proceed to a recursive decomposition of this graph, giving a decomposition tree whose leaves contain no antihole; it will then be possible to obtain a solution for the maximum weighted clique problem and the minimum weighted coloring problem for the initial graph from solutions of the same problems for the leaves.
Everywhere in this section we reserve the letter G for a bull-free Berge graph that contains an even hole and no homogeneous set. We let k denote the length of a shortest even hole in G. So there are k non-empty sets V 1 ; : : : ; V k such that every vertex in V i sees every vertex in V i+1 (modulo k) and there is no other edge between two V i 's. By 4] G admits a box partition built from the V i 's. We will need to use some properties and notation from 4] concerning this box partition. In particular, the boxes of this partition are classi ed as either \central" or \peripheral" with the following properties that will be used here: Conversely, suppose that six vertices u 1 ; u 2 ; : : : ; u 6 form in G a C 6 , such that the non-adjacent pairs are u i u i+1 (subscripts here are understood modulo 6). In the triangle u 1 ; u 3 ; u 5 at least two vertices are on the same side of the box partition, say u 1 and u 3 are in one left box B. If both u 4 ; u 6 are in a right box then u 1 u 3 u 6 u 4 is a blocking square. So let us assume without loss of generality that u 4 is in a left box, hence in B. Then u 2 is in a right box or else u 3 u 1 u 4 u 2 would be a P 4 From now on we assume that G admits a blocking square uvxy, with blocking edges uv in a box B and xy in a box B 0 .
According to 3] a homogeneous pair in a graph is a pair of disjoint sets of vertices Q 1 ; Q 2 in this graph such that: all Q 1 -partial vertices are in Q 2 ; and all Q 2 -partial vertices are in Q 1 ; at least one of Q 1 ; Q 2 includes at least two vertices; there are at least two vertices outside Q 1 Q 2 . Recall the graph called H 0 in 3]. An H 0 is a graph with eight vertices a; b; c; d; e; f; g; h and fourteen edges ac; ae; ab; af; be; bd; bf; cg; cd; ch; dg; dh; eg; fh. These conditions imply Q 1 B and Q 2 B 0 . Moreover, the proof of Theorem 3 in 3] is actually a polynomial-time algorithm that builds this homogeneous pair Q 1 ; Q 2 around a blocking square uvxy.
As we remarked above, if the graph contains a blocking square, then it contains this auxiliary graph H 0 . We show in the sequel how we can adapt the decomposition de ned by Chv atal and Sbihi in order to break the graph into two auxiliary bull-free perfect graphs H and F. Finally, we show how to use this decomposition to compute in polynomial time both a maximum weighted clique and a minimum weighted coloring in this case. Construct a graph F by adding to the subgraph of G induced by Q 1 Q 2 adjacent vertices x 1 ; x 2 and edges x i y for all vertices y in Q i (i = 1; 2). Note that F is isomorphic to an induced subgraph of G, so F is perfect and bull-free.
We now show how to build solutions of the optimization problems maximum weighted clique problem and minimum weighted coloring problem for G from solutions of the same problems for the auxiliary graphs H and F. We denote by w(x) the weight of a vertex x in G. Let q be the maximum weight of a clique in H with respect to the weighting w H , and let C H be a clique of this weight. We may transform C H into a clique C G of weight q in G as follows. Say that a set X of vertices in H is of type 0, if X \ fu 1 ; s 1 ; u 2 ; s 2 g = ;; of type 1, if X \ fu 1 ; s 1 g 6 = ; and X \fu 2 ; s 2 g = ;; of type 2, if X \fu 1 ; s 1 g = ; and X \fu 2 ; s 2 g 6 = ;; of type 3, if X \ fu 1 ; s 1 g 6 = ; and X \ fu 2 ; s 2 g 6 = ;. Now it remains to exhibit a q-weighted coloring of G: that will show both that the clique C G de ned above for G is maximum and that the coloring we are about to de ne for G is minimum. In order to nd such a coloring for G, we start with a q-weighted coloring Note that the total weight is the same for both families by the de nition of w F (x 2 ) (though the individual weights may be di erent). Note also that (S F j \ (Q 1 Q 2 )) (S H i \ H ) is a stable set, for any choice of j; i. In order to be able to merge these two families of stable sets S H i and S F j such that the individual weights of the merged sets match one-to-one we apply the following procedure: take the heaviest set S of the two families, make two copies S 0 ; S 00 of S, assign to S 0 the weight of the heaviest set T of the other family and to S 00 the remaining weight from S, and then merge S 0 and T into S 0 T ? fu 1 
