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Abstract
Consider the complete graph on n vertices where each edge is in-
dependently open with probability p, or closed otherwise. Phase tran-
sitions for such graphs for p = Cn have previously been studied using
techniques like branching processes and random walks. In this paper,
we use an alternate component counting argument for establishing
phase transition and obtaining estimates on the sum size of the non-
giant components. As a corollary, we also obtain estimates on the size
of the giant component for C large: If C is sufficiently large, there
is a positive constant M0 = M0(C) so that with probability at least
1− e−C/100, there is a giant component containing at least n−ne−C/8
vertices and every other component contains less than M0 log n ver-
tices.
Key words: Erdo¨s-Re´nyi random graphs, phase transition, tree count-
ing argument.
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1 Introduction
Consider n labelled points {1, 2, ..., n} and for each i, j join vertices i and j by
an edge with probability p, independently of other edges. The resulting ran-
dom graph G is also called the Erdo¨s-Re´nyi graph (Janson et al (2000)). The
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phase transitions for such graphs for p = C
n
where C is a positive constant,
have been studied (Janson et al (2000), Durrett (2007), Hofstad (2014)) us-
ing various techniques like random walks and branching processes. In this
paper, we use a combinatorial component counting argument as an alter-
nate method for establishing phase transitions in G. Constants mentioned
throughout are independent of n.
We have the following result.
Theorem 1. Let p = C
n
where C is a positive constant.
(i) If C > e3, there are positive constants M1 and ǫ1 so that
P(E(M1)) ≥ ǫ1
for all n sufficiently large, where E(M) denotes the event that there is a
component of G containing at least n
2
vertices and every other component
contains less than M log n vertices.
(ii) If C < e−1, there is a positive constant M2 so that
P(F (M2)) ≥ 1−
1
n2
,
for all n sufficiently large, where F (M) denotes the event that every compo-
nent of G contains less than M log n vertices.
For large C we also have estimates on the sum size of the non-giant
components.
Theorem 2. There is a positive constant C0 so that the following holds: If
C > C0, there is a positive constant M = M(C) so that
P(E(M)) ≥ 1− e−
C
100
for all n sufficiently large, where E(M) denotes the event that there is an
open component of G containing at least n− ne−C/8 vertices and every other
component contains less than M logn vertices.
The paper is organized as follows: In Section 2, we prove Theorems 1 and
Theorem 2.
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2 Proof of Theorem 1 and Theorem 2
Proof of (i): The first step is to prove that with positive probability there
exists a component with size at least n
2
. The second step is to prove that
with high probability other components have size less than M0 log n for some
large constant M0 > 0.
Step 1: Let C1 denote the component containing the vertex 1. If C1 con-
tains r vertices, there is a tree T ⊂ C1 containing r− 1 edges, each of which
is open. Moreover, every edge with one endvertex in T and one endvertex
outside, is closed. The number of such edges is r(n−r). Thus for a fixed tree
T1 containing r vertices, we have that
P ({#C1 = r} ∩ {C1 contains T1}) ≤ p
r−1(1− p)r(n−r). (1)
The number of possible choices for T1 is r
r−2 and the number of ways of
choosing r− 1 vertices (apart from the vertex 1) is
(
n
r−1
)
. Therefore, we have
that
P(#C1 = r) ≤
(
n
r − 1
)
pr−1(1− p)r(n−r)rr−2 (2)
Alon and Spencer (2003) use a slightly different tree estimate for comparison
with a Poisson branching process.
For r = 1, we have
P(#C1 = 1) = (1− p)
n−1 ≤ e−C+Cn
−1
(3)
For r ≥ 2, we have
P(#C1 = r) ≤
(
ne
r − 1
)r−1
pr−1 exp
(
−
Cr(n− r)
n
)
= e−C
(
Cee−C
)r−1(
1−
1
r
)−(r−1)
1
r
exp
(
Cr2
n
)
≤
1
Cr
(
Cee−C
)r
exp
(
Cr2
n
)
=
1
Cr
exp
(
−r
{
C − 1− logC −
Cr
n
})
(4)
where we use the estimates
(
n
k
)
≤
(
ne
k
)k
and 1−x ≤ e−x for the first inequality
and the fact that
(
1− 1
r
)r−1
≥ e for all r ≥ 2 for the next inequality.
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For θ = 1
2
+ 10−3 and r ≤ θn, we have
C − 1− logC −
Cr
n
≥ C(1− θ)− 1− logC =: δ > log 2 (5)
for all C > e3. Indeed, it suffices to check whether
g(C) := C(1− θ)− 1− logC − log 2 > 0
for all C > e3. Since e3 > 1
1−θ
and the function g(x) is increasing for all
x > 1
1−θ
, we check if g(e3) > 0. This is true since e3(1− θ) > 16.1
2
− 27
1000
> 7
and 1 + log (e3) + log 2 < 1 + 3 + 1 = 5.
Therefore we have for 2 ≤ r ≤ θn that
P(#C1 = r) ≤
1
Cr
e−δr.
Letting X1 = #C11(1 ≤ #C1 ≤ θn), we have that
EX1 ≤ e
−C+Cn−1 +
1
C
∑
r≥2
e−δr
= e−C+Cn
−1
+
e−δ
C(eδ − 1)
≤ e−C(1−θ) +
e−δ
C(eδ − 1)
=
1
C(eδ − 1)
(
e−C(1−θ)+logC(eδ − 1) + e−δ
)
=
1
C(eδ − 1)
(
e−1e−δ(eδ − 1) + e−δ
)
≤
1
C(eδ − 1)
(
e−δ(eδ − 1) + e−δ
)
=
1
C(eδ − 1)
=: γ (6)
for all n sufficiently large. From (5), we have that eδ > 2 for all C > e3 and
therefore the final term γ in (6) is strictly less than one.
Choose α > 0 small such that γ(1 + α) < 1. Using Markov’s inequality,
we have
P
(
n∑
i=1
Xi > γ(1 + α)n
)
≤
∑n
i=1 EXi
γ(1 + α)n
≤
1
1 + α
. (7)
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The sum
∑n
i=1Xi is an upper bound on the sum of sizes of components whose
size lies between 1 and θn. By a size of the component, we mean the number
of vertices in the component. Since γ(1 + α)n < n and the total number of
vertices is n, we therefore we obtain that
P(Aθ) ≥
α
1 + α
, (8)
where Aθ :=
⋃
1≤i≤n{#Ci ≥ θn} denotes the event that there exists a com-
ponent with at least θn vertices. This proves the first step in the proof.
Step 2: To prove that two large components cannot exist, we first obtain
from (4) and (5) that
P(#C1 = r) ≤ e
−δr
for r ≤ θn. In particular, for a fixed integer M and M logn ≤ r ≤ θn, we
have
P(#C1 = r) ≤
1
n10
if M is large. Fixing such an M, we then have that
P (M log n ≤ #C1 ≤ θn) ≤
1
n8
and therefore that
P(Bθ) ≤
1
n9
, (9)
where
Bθ :=
⋃
1≤i≤n
{M log n ≤ #Ci ≤ θn}
denotes the event that there exists a component with size in the range
[M log n, θn].
From (11) and (9) , we obtain that
P(Aθ ∩B
c
θ) ≥
α
1 + α
−
1
n8
≥
α
2(1 + α)
for all n large. If Aθ ∩B
c
θ occurs, there is at least one component containing
at least θn ≥ n
2
+ 10 vertices, for all n large. This means that every other
component has at most n
2
−10 vertices. But since Bcθ also occurs, every other
component has size at most M logn.
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Proof of (ii): From (2) we have for r ≥ 2 that
P(#C1 = r) ≤
(
n
r − 1
)
pr−1rr−2 ≤
(
enp
r − 1
)r−1
rr−2 (10)
where we have used
(
n
k
)
≤
(
ne
k
)k
. Substituting p = C
n
, the last term above is
1
r
(eC)r−1
(
1−
1
r
)−r+1
≤
1
Cr
(eC)r =
1
Cr
e−δ1r,
where δ1 := log
(
1
eC
)
> 0, since eC < 1. In the first inequality, we have used(
1− 1
r
)−r+1
≤ e for all r ≥ 2. For a fixed positive integerM and r ≥M logn,
we then have
P(#C1 = r) ≤ e
−M logn ≤
1
n10
if M is large. Fixing such an M, we have that
P (#C1 ≥M log n) ≤
1
n9
and therefore that
P (Hθ) ≤
1
n8
where
Hθ :=
⋃
1≤i≤n
{#Ci ≥M log n}
denotes the event that there exists a component of size at least M logn.
Proof of Theorem 2: As before, let θ = 1
2
+ 10−3 and for 1 ≤ i ≤ n, let
Xi = #Ci1(1 ≤ #Ci ≤ θn). From (6), we have that
EXi ≤
1
C(eδ − 1)
.
For all C large, we have from (5) that δ ≥ C
4
. Therefore,
EXi ≤
2
C
e−C/4 ≤ e−C/4
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for all C large. Setting α = eC/8 − 1 in (7), we obtain that
P
(∑
i
Xi > ne
−C/8
)
≤ e−C/8
for all C large. From (11), we therefore get that
P(Aθ) ≥ 1− e
−C/8, (11)
where Aθ is as in (11). From (9), we then get that
P(Aθ ∩B
c
θ) ≥ 1− e
−C/8 −
1
n8
≥ 1− 2e−C/8
for all n large.
As in the proof of Theorem 1, we have that since Aθ ∩ B
c
θ occurs, there
exists at least one component of size at least θn ≥ n
2
+ 10, for all n large.
Therefore every other component has at most n
2
− 10 vertices. Since Bcθ
occurs, every other component is of size at most M logn. Therefore there is
exactly one (giant) component containing at least n/2 + 10 vertices. Again
since Aθ occurs, the sum of sizes of all the small components is at most
ne−C/8. This means that the giant component contains at least n − ne−C/8
vertices.
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