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Abstract
Generative adversarial networks (GANs) have been extensively studied in the past few years. Arguably their most
significant impact has been in the area of computer vision where great advances have been made in challenges such
as plausible image generation, image-to-image translation, facial attribute manipulation and similar domains. Despite the
significant successes achieved to date, applying GANs to real-world problems still poses significant challenges, three of
which we focus on here. These are: (1) the generation of high quality images, (2) diversity of image generation, and (3)
stable training. Focusing on the degree to which popular GAN technologies have made progress against these challenges,
we provide a detailed review of the state of the art in GAN-related research in the published scientific literature. We further
structure this review through a convenient taxonomy we have adopted based on variations in GAN architectures and loss
functions. While several reviews for GANs have been presented to date, none have considered the status of this field based
on their progress towards addressing practical challenges relevant to computer vision. Accordingly, we review and critically
discuss the most popular architecture-variant, and loss-variant GANs, for tackling these challenges. Our objective is to provide
an overview as well as a critical analysis of the status of GAN research in terms of relevant progress towards important
computer vision application requirements. As we do this we also discuss the most compelling applications in computer vision
in which GANs have demonstrated considerable success along with some suggestions for future research directions. Code
related to the GAN-variants studied in this work is summarized on https:// github.com/ sheqi/ GAN Review .
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1 INTRODUCTION
G ENERATIVE adversarial networks (GANs) are attracting growing interest in the deep learning community [1]–[6].GANs have been applied to various domains such as computer vision [7]–[14], natural language processing [15]–[18],
time series synthesis [19]–[23], semantic segmentation [24]–[28] etc. GANs belong to the family of generative models in
machine learning. Compared to other generative models e.g., variational autoencoders, GANs offer advantages such as an
ability to handle sharp estimated density functions, efficiently generating desired samples, eliminating deterministic bias
and with good compatibility with the internal neural architecture [29]. These properties have allowed GANs to enjoy great
success especially in the field of computer vision e.g., plausible image generation [30]–[34], image-to-image translation [2],
[35]–[41], image super-resolution [26], [42]–[45] and image completion [46]–[50].
However, GANs are not without problems. The two most significant are that they are hard to train and that they are
difficult to evaluate. In terms of being hard to train, it is non-trivial for the discriminator and generator to achieve Nash
equilibrium during the training and it is common for the generator to fail to learn well, the full distribution of the datasets.
This is the well-known mode collapse issue. Lots of work has been carried out in this area [51]–[54]. In terms of evaluation,
the primary issue is how best to measure the dissimilarity between the real distribution of the target pr and the generated
distribution pg . Unfortunately accurate estimation of pr is not possible. Thus, it is challenging to produce good estimations
of the correspondence between pr and pg . Previous work has proposed various evaluation metrics for GANs [55]–[63].
The first aspect concerns the performance for GANs directly e.g., image quality, image diversity and stable training. In
this work, we are going to study existing GAN-variants that handle this aspect in the area of computer vision while those
readers interested in the second aspect can consult [55], [63].
Much of current GAN research can be considered in terms of the following two objecetives: (1) Improving training,
and (2) the deployment of GANs for real-world applications. The former seeks to improve GANs performance and is
therefore a foundation for the latter, i.e. applications. Considering the many published results which deal with GAN training
improvement, we present a succinct review on the most important GAN-variants that focus on this aspect in this paper.
The improvement of the training process provides benefits in terms of GANs performance as follows: (1) improvements
in the generated image diversity (also known as mode diversity), (2) increases in generated image quality, and (3) more
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2stable training such as remedying the vanishing gradient issue for the generator. In order to improve the performance
as mentioned above, modification for GANs can be done from either the architectural side or the loss perspective. We
will study the GAN-variants coming from both sides that improve the performance for GANs. The rest of the paper is
Fig. 1. Architecture of a GAN. Two deep neural networks (discriminator (D) and generator G)) are synchronously trained during the learning stage.
The discriminator is optimized in order to distinguish between real images and generated images while the generator is trained for the sake of
fooling the discriminator from discerning between real images and generated images.
organized as follows: (1) We introduce related review work for GANs and illustrate the difference between those reviews
and this work; (2) We give a brief introduction to GANs; (3) We review the architecture-variant GANs in the literature; (4)
We review the loss-variant GANs in the literature; (5) We introduce some GAN-based applications mianly in the area of
computer vision; (6) We introduce evaluation metrics for GANs and also compared GAN-variants discussed in this paper
by using part of metrics i.e., Inception Score and Frec´het Inception Distance(FID); (7) We summarize the GAN-variants in
this study and illustrate their difference and relationships and also discuss several avenues for future research regarding
GANs and (8) We conclude this review and preview likely future research work in the area of GANs.
Many GAN-variants have been proposed in the literature to improve performance. These can be divided into two types:
(1) Architecture-variants. The first proposed GAN used fully-connected neural networks [1] so specific types of architecture
may be beneficial for specific applications e.g., convolutional neural networks (CNNs) for images and recurrent neural
networks (RNNs) for time series data; and (2) Loss-variants. Here different variations of the loss function (1) are explored
to enable more stable learning of G.
Figure 2 illustrates our proposed taxonomy for the representative GANs present in the literature from 2014 to 2020.
We divide current GANs into two main variants i.e., the architecture-variant and the loss-variant. In the architecture-
variant, we summarize three categories, which are network architecture, latent space and application focused respectively.
The network architecture category refers to improvement or modification made on overall the GAN architecture e.g.,
progressive mechanism deployed in PROGAN. The latent space category indicates that the architecture modification is
made based on different representation of latent space e.g., CGAN involves label information encoded to both generator
and discriminator. The last category, application focused, refers to modification made according to different applications
e.g., CycleGAN has specific architecture which deals with image style transfer. In terms of the loss-variants, we divide two
it into two categories, loss types and regularization. Loss types refers to different loss functions to be optimized for GANs
and regularization refers to additional penalization designed to the loss function or any type of normalization operation
made to the network. More specifically, we divide the loss function into integral probability metric (IPM) based and non-
IPM based. In IPM-based GANs, the discriminator is constrained to a specific class of function [64] e.g., the discriminator
in WGAN is constrained to 1-Lipschitz. The discriminator in non-IPM based GANs does not have such constraint.
2 RELATED REVIEWS
There has been previous GANs review papers for example in terms of reviewing GANs performance [65]. That work
focuses on the experimental validation across different types of GANs benchmarking on LSUN-BEDROOM [66], CELEBA-
HQ-128 [67] and the CIFAR10 [68] image datasets. The results suggest that the original GAN [1] with spectral normal-
ization [69] is a good starting choice when applying GANs to a new dataset. A limitation of that review is that the
benchmark datasets do not consider diversity in a significant way. Thus the benchmark results tend to focus more on
evaluation of the image quality, which may ignore GANs efficacy in producing diverse images. Work [70] surveys different
GANs architectures and their evaluation metrics. A further comparison on different architecture-variants’ performance,
applications, complexity and so on needs to be explored. Papers [71]–[73] focus on the investigation of the newest
development treads and the applications of GANs. They compare GAN-variants through different applications.
Comparing this review to the current review in the literature, we emphasize an introduction to GAN-variants based on
their performance including their ability to produce high quality and diverse images, stable training, ability for handling
the vanishing gradient problem, etc. This is all done through the taking of a perspective based on architecture and loss
3Fig. 2. The proposed taxonomy of the recent GANs.
function considerations. This perspective is important because it covers fundamental challenges for GANs and it will
help researchers how to select a proper architecture and a proper loss function for a typical GAN according to a specific
application. It also gives a footprint that how researchers dealed with those problems before to those researchers who will
dive into this area. Our search strategy and searched results is presented in Appendix A. A detail of searched papers are
listed on this link: https://github.com/sheqi/GAN Review/blob/master/GAN CV.csv.
In summary, our contributions of this review are three-fold:
• We focus on GANs by addressing three important problems: (1) High-quality image generation; (2) Diverse image
generation; and (3) Stable training.
• We propose the novel GAN taxonomy and introduce recent GANs from two perspectives: (1) Architecture of
generators and discriminators, e.g., network architecture, latent space, and application driven design; and (2)
The objective function for training, e.g., loss design in IPM based and non-IPM based methods, regularization
approaches. Compared to other reviews on GANs, this review provides a unique view to different GAN variants.
• We also provide the comparison and analysis in terms of pros and cons across GAN-variants presented in this paper.
3 GENERATIVE ADVERSARIAL NETWORKS
Figure. 1 demonstrates the architecture of a typical GAN. The architecture comprises two components, one of which is a
discriminator (D) distinguishing between real images and generated images while the other one is a generator (G) creating
images to fool the discriminator. Given a distribution z ∼ pz, G defines a probability distribution pg as the distribution
of the samples G(z). The objective of a GAN is to learn the generator’s distribution pg that approximates the real data
distribution pr . Optimization of a GAN is performed with respect to a joint loss function for D and G
min
G
max
D
Ex∼pr log[D(x)] + Ez∼pz log [1−D(G(z))] . (1)
GANs, as a member of the deep generative model (DGM) family, has attracted exponentially growing interest in the deep
learning community because of some advantages comparing to the tradition DGMs: (1) GANs are able to produce better
4output than other DGMs. Comparing to the most well-known DGMs—variational autoencoder (VAE), GANs are able to
produce any type of probability density while VAE is not able to generate sharp images [29]; (2) The GAN framework can
train any type of generator network. Other DGMs may have pre-requirements for the generator e.g., the output layer of
generator is Gaussian [29], [74], [75]; (3) There is no restriction on the size of the latent variable. These advantages have led
GANs to achieve the state of art performance on producing synthetic data especially for image data.
4 ARCHITECTURE-VARIANT GANS
There are many types of architecture-variants proposed in the literature (see Fig.3) [34], [35], [76]–[78]. Architecture-
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Fig. 3. Timeline of part of architecture-variant GANs present in this paper. Complexity in blue stream refers to size of the architecture and
computational cost such as batch size. Mechanisms refer to the number of types of models used in the architecture (e.g., BEGAN uses an
autoencoder architecture for its discriminator while a deconvolutional neural network is used for the generator. In this case, two mechanisms are
used).
variant GANs are mainly proposed for the purpose of different applications e.g., image to image transfer [35], image
super resolution [42], image completion [79], and text-to-image generation [80]. In this section, we provide a review
on architecture-variants that helps improve the performance for GANs from three aspects mentioned before, namely
improving image diversity, improving image quality and more stable training. Review for those architecture-variants for
different applications can be referred to work [70], [72].
4.1 Fully-connected GAN (FCGAN)
The original GAN paper [1] uses fully-connected neural networks for both generator and discriminator. This architecture-
variant was applied for some simple image datasets i.e., MNIST [81], CIFAR-10 [68] and Toronto face dataset. The authors
suggests to do k steps of optimizing D and one step of optimizing G due to overfitting of discriminator if the completion
of optimizing D is done in the inner loop of training. In practice, equation (1) may cause the vanishing gradient issue for
optimizing the generator and the authors maximize logD(G(z)) for training G. This modification equivalently optimizes
Kullback–Leibler (KL) divergence between pg and pr for G, which also causes the asymmetrical issue and we will revisit
this in detail in section 5. For the architecture setting, maxout [82] was deployed for the discriminator while a mixture of
ReLU and sigmoid activations were used for the generator. It does not demonstrate good generalization performance for
more complex image types.
4.2 Semi-supervised GAN (SGAN)
SGAN is proposed in the context of semi-supervised learning [83]. Semi-supervised learning is a promising research field
between supervised learning and unsupervised learning. Unlike supervised learning, in which we need a label for every
sample, and unsupervised learning, in which no labels are provided, semi-supervised learning has labels for a small
subset of example. Compared to FCGAN, SGAN’s discriminator is multi-headed i.e., it has softmax and sigmoid for
classifying the real data and distinguishing real and fake samples respectively. The authors trained SGAN on the MNIST
5dataset. Results show that both discriminator and generator in SGAN are improved compared to the original GAN. We
think the architecture of the multi-headed discriminator is relatively simple which limits the diversity of the model i.e., the
experiment is only carried out on the the MNIST dataset. More complicated architecture for the discriminator may improve
the performance for the model.
Fig. 4. SGAN architecture.
4.3 Bidirectional GAN (BiGAN)
Traditional GANs have no means of learning the inverse mapping i.e., projecting data back into the latent space. BiGAN
is designed for this purpose [84]. As seen in Figure 5, the overall architecture consists of encoder (E), generator (G) and
discriminator (D). E encodes real sample data into E(x) while G decodes z into G(z). As a result, D aims to evaluate
the difference between each pair of (E(x),x) and (G(z), z). As E and G do not communicate directly i.e., E never sees
G(z) and G never sees E(x). The authors prove that the encoder and decoder must learn to invert one another in order to
fool the discriminator in the original paper. It would be interesting to see if such a model is able to deal with adversarial
examples in the future work. BiGAN was trained on the MNIST and the ImageNet. Adam optimizer with β1 = 0.5 and
β2 = 0.999 is used for optimization. The batch size is 128 and the weight decay as 2.5e − 5 is applied for all parameters.
Batch normalization is also deployed. In the future, it would be interesting to investigate if such a model has some ability
to handle the adversarial samples.
Fig. 5. BiGAN architecture.
4.4 Conditional GAN (CGAN)
CGAN is introduced by conditioning on both discriminator and generator by feeding class label [85]. As seen in Figure 6,
CGAN feeds the extra information y (y can be class label or other modal data) to both discriminator and generator. It
should be noted that y is normally encoded inside the generator and discriminator before being concatenated with the
encoded z and encoded x. For example, the MNIST experiment in the original work, both z and y are mapped to hidden
layers with layer sizes 200 and 1000 respectively before being combined with each other (combined layer dimensionality
is 200 + 1000 = 1200) in the generator. By doing this, CGAN enhances the discriminative ability for the discriminator. The
6Fig. 6. CGAN architecture.
loss function of CGAN is slightly different from the FCGAN as seen in equation (2), in which x and y are conditioned by z.
Benefiting from the extra encoded y information, CGAN is not only able to handle with unimodal image datasets but also
multimodal datasets such as Flickr that contains labeled image data with their associated user-generated metadata (UGM)
i.e., in particular user-tags, which brings GANs over to the area of multimodal data generation. The authors experiment
the CGAN on the MNIST and Yahoo Flickr Creative Common 100M (YFCC 100M). For the MNIST, the model was trained
using SGD with mini-batch size of 100 and initial learning rate of 0.1 which was exponentially decreased down to 1e − 6
with the decay factor of 1.00004. Dropout was utilized with probability of 0.5 to both generator and discriminator. The
momentum was used with initial value of 0.5 and finally was increased up to 0.7. Class labels were encoded as one-hot
vectors and fed to both G and D. In terms of the YFCC 100M experiment, training hyperparameters are the same as the
set-up in the MNIST experiment. Even CGAN enhances the discriminative ability of the discriminator due to introducing
encoded labels, some of the generated labels still lose connection with images.
min
G
max
D
Ex∼pr log[D(x|y)] + Ez∼pz log [1−D(G(z|y))] . (2)
4.5 InfoGAN
InfoGAN is proposed beyond the CGAN [86], which learns the interpretable representations unsupervisedly by maximizing
the mutual information between conditional variables and the generative data. In order to achieve this, InfoGAN introduces
another classifier Q (see Figure 7) to predict the y given by G(z|y). The combination of G and Q here can be understood
Fig. 7. InfoGAN architecture.
as an autoencoder, in which we aim to find the embedding (G(z|y)) minimizing the cross entropy between y and y′ . On
7the other hand, D does the job as the same as the FCGAN, which distinguishes samples generated from G or from real
data. In order to save the computational cost, Q and D share all convolutional layers except the last fully connected layer,
which enables the discriminator have the capability of distinguishing real and fake samples and recover the information
y. This can improve the discriminative ability for InfoGAN compared to the original architecture. The loss of InfoGAN is
a regularization of CGAN’s loss
min
G
max
D
V (D,G)− λI(G,Q), λ > 0 (3)
where V (D,G) is the objective of CGAN except that the discriminator does not take y as input and I(·) is the mutual
information. InfoGAN MNIST, 3D face images [87], 3D chair images [88], SVHN and CelebA. All datasets share the same
training setting, in which Adam optimizer is used and batch normalization is applied. Leaky ReLU with 0.1 leaky rate is
applied to discriminator and the ReLU is used for the generator. Learning rate 2e − 4 is set for D while 1e − 3 is set for
G. λ is set as 1. Here we think the diversity of the model is very limited due to the parameter of D and Q are shared with
each other except the last layer. More complicated set-up Q can be investigated.
4.6 Auxiliary Classifier GAN (AC-GAN)
AC-GAN [11] is very similar to CGAN and InfoGAN, which contains an auxiliary classifier in the architecture as seen in
Figure 8. In AC-GAN, each generated sample has a corresponding class label c in addition to z. It should be noted that the
Fig. 8. AC-GAN architecture. x is the real data from class c, z is the input noise and c
′
is the output of auxiliary classifier.
difference between AC-GAN and previous two architecture-variants (CGAN and InfoGAN) is the additional information
here, which only refers to the class label while the previous two can be other domain data. Thus we use c and c
′
in
AC-GAN in order to be separated from previous two variants. The discriminator in AC-GAN consists of a discriminator
D (distinguishes real and fake samples) and a classifier Q (classifies real and fake samples). Similar to InfoGAN, the
discriminator and classifier share all weights except the last layer. The loss function of AC-GAN can be constructed by
considering the discriminator and classifier, which can be stated as
LS = Ex∼pr log[D(x|c)] + Ez∼pz log [1−D(G(z|c))]
LC = Ex∼pr log[Q(x|c)] + Ez∼pz log [Q(G(z|c))]
(4)
where D is trained by maximizing LS +LC and G is trained on maximizing LC−LS . The authors trained AC-GAN on the
CIFAR-10 and the ImageNet for all 1000 classes. For both CIFAR-10 and ImageNet, the model was trained by using Adam
with alpha = 2e−4, β1 = 0.5 and β2 = 0.999 for D, G and Q. Mini-batch size was set to 100. Details of model performance
and experiment can be referred to the original paper [11]. AC-GAN has improved visual quality for the generated images
and has high model diversity. However, these improvements depend on large-scale labeled dataset, which may pose some
challenges in some real-world application. Combination between AC-GAN and unsupervised or self-supervised manner
can be further investigated. We have also introduced a type of GAN, label-noise Robust GANs (rGANs) in section 4.13,
which deals with the noisy label issue.
4.7 Laplacian Pyramid of Adversarial Networks (LAPGAN)
LAPGAN is proposed for the production of higher resolution images from lower resolution input GAN [89]. The Laplacian
pyramid [90] is an image coding approach, which uses local operators of many scales but identical shape as the basic
functions. LAPGAN utilizes a cascade of CNNs within a Laplacian pyramid framework [90] to produce high quality
images, which can demonstrated in Figure 9 (from right to left). Rather than using deconvolutional process (i.e., used
in DCGAN) to up-sample the kernel output of the previous layer, LAPGAN uses Laplacian pyramid to up-sample the
image. First, LAPGAN use the first generator to produce a very small image, which can alleviate the unstable issue for the
8Fig. 9. Up-sampling process of generator in LAPGAN (from right to left). The up-sampling process is marked using green arrow and a conditioning
process via a conditional GAN (CGAN) [85] is marked using the orange arrow. The process initially uses G3 to generate image I˜3 and then
up-samples the image I˜3 to l2. Together with another noise z2, G2 generates a difference image h˜2 and adds h˜2 to l2 which produces the
generated image I˜2. The rest can be done in the same manner. LAPGAN contains 3 generators in this work in order to up-sample the image.
Figure regenerated from [89].
generator, and this image is then up-sampled through using Laplacian pyramid. Then the up-sampled image is fed to the
next generator for producing the image difference and the summation of the image difference and input image will be the
generated image. It can be seen that only the G3 in Figure 9 is used for generating images but the dimension is very small,
which benefits the stable training. For the larger pixel images, the generator is used to generate the image difference, which
is much less complicated that the same size raw images. This structure benefits more stable training and high resolution
modeling. CIFAR10 (28× 28 pixel), STL (96× 96 pixel) and LSUN (64× 64 pixel) were used for generation. The Laplacian
pyramid up-sampling processes for each dataset are 8 → 14 → 28 (CIFAR10), 8 → 16 → 32 → 64 → 96 (STL) and
4 → 8 → 16 → 32 → 64 (LSUN). The discriminator used 3 hidden layers and a sigmoid output while the generator used
5-layer convnet with ReLU and batch normalization and a linear ouput layer. SGD with an initial learning rate of 0.02,
decreased by a factor of (4e − 5) at every epoch, was deployed in the experiment. Momentum started at 0.5, increasing
by 0.0008 at epoch up to a maximum of 0.8. Current structure includes multiple generators for generating images and the
connections between these generators have not been established. In section 4.10, we introduce a more advanced strategy,
which trains the model in a progressive fashion i.e., PROGAN.
4.8 Deep Convolutional GAN (DCGAN)
DCGAN is the first work that applied a deconvolutional neural networks architecture for G [76]. Figure 10 illustrates
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Fig. 10. Detail of DCGAN architecture for generator. This generator successfully generates 64 × 64 pixel image for LSUN scene dataset, which is
more complex than the datasets used in the original work.
the proposed architecture for G. Deconvolution is proposed to visualize the features for a CNN and has shown good
performance for CNNs visualization [91]. DCGAN deploys the spatial up-sampling ability of the deconvolution operation
for G, which enables the generation of higher resolution images using GANs. There are some critical modifications in the
architecture of DCGAN compared to original FCGAN, which benefits high resolution modeling and more stable training.
Firstly, DCGAN replaces any pooling layers with strided convolutions for discriminator and fractional-strided convolutions
for generator. Secondly, batch normalization is used for both the discriminator and the generator, which helps locate the
generated samples and the real samples centering at zero i.e., similar statistics for generated samples and real samples.
Thirdly, ReLU activation is used in generator for all layers except output, which uses Tanh, while LeakyReLU activation is
used in the discriminator for all layers. In this case, the LeakyReLU activation will prevent the network stucking in a “dying
state” situation (e.g., inputs smaller than 0 in ReLU) as the generator receives gradients from the discriminator. DCGANs
are trained on Large-scale Scene Understanding (LSUN) [66], ImageNet [92] and the customized-assembled face dataset.
All models were trained using stochastic gradient descent (SGD) with a mini-batch size of 128. All weights were initialized
from a zero-centered Normal distribution with standard deviation 0.02. Adam optimizer was utilized with learning rate of
90.0002 and momentum term of 0.5. The slope of LeakyReLU was set to 0.2 for all models. Models were trained by using
64× 64 pixel image. DCGAN is a very important milestone in the GANs history and the deconvolution becomes the main
architecture used in the generator. Due to the limit of the model capacity and the optimization used in DCGAN, it is only
successful on low-resolution and less diverse images.
4.9 Boundary Equilibrium GAN (BEGAN)
BEGAN uses an autoencoder architecture for the discriminator which was first proposed in EBGAN [93] (see Fig. 11). As
Fig. 11. Illustration of BEGAN architecture. z is the latent variable for G and x is input image. BEGAN deploys an autoencoder architecture for the
discriminator. Loss is calculated using L1 or L2 norm at pixel level.
seen in Fig. 11, the autoencoder loss can be generated for G and D respectively. When training the autoencoder (D), the
objective is to maximize the reconstruction loss of real images and maximizes the reconstruction loss for generated images
i.e., minimize E [L(x)] − E [L(G(z))]. When training the G, the objective is to minimize E [L(G(z))]. By introducing the
autoencoder, the authors have proved the optimization of the reconstruction loss above is equivalent to the Wasserstein
distance. The authors also propose the use of a hyperparameter γ = E[L(G(z))]E[L(x)] , γ ∈ [0, 1] to control the balance between the
generator and discriminant losses, which allows to balance the effort allocated to the generator and the discriminator i.e.,
control the variety of generated faces. The experiment in the original paper shows that smaller γ makes G generate faces
that look overly uniform. Variety of faces increases with a larger value of γ but also introduces artifacts. The overall loss
function is summarized in equation (5)
LD = L(x)− ktL(G(zD)), for updating θD
LG = L(GzG), for updating θG
kt+1 = kt + λk(γL(x)− L(G(zG)), for each training iteration t
(5)
where L(·) represents the autoencoder reconstruction loss (L2), kt ∈ [0, 1] is a variable that controls how much emphasis
of L(G(z)) is penalized for the loss. k is initialized as 0 and is controlled by λk (λk can be interpreted as learning rate for
k, which is set as 1e− 3 in the original paper).
Compared to traditional optimization, the BEGAN matches the autoencoder loss distributions using a loss derived from
the Wasserstein distance instead of matching data distributions directly. This modification helps G to generate easy-to-
reconstruct data for the autoencoder at the beginning because the generated data is close to 0 and the real data distribution
has not been learned accurately yet, which prevents D easily winning G at the early training stage. For encoder and
decoder, exponetial linear units (ELUs) were applied at their outputs. The model was trained on CelebA dataset using
128× 128 pixel images. Separate Adam optimizers with initial learning rate of 1e− 4, decaying by a factor of 2 when the
measure of convergence stalls, were used for D and G. Batch size is set to 16 in the original work.
4.10 Progressive GAN (PROGAN)
PROGAN involves progressive steps toward the expansion of the network architecture [78]. This architecture uses the
idea of progressive neural networks first proposed in [94]. This technology does not suffer from forgetting and is able
to deploy prior knowledge via lateral connections to previously learned features. Consequently it is widely applied for
learning complex task sequences. Figure. 12 demonstrates the training process for PROGAN. Training starts with low
resolution 4× 4 pixels image. Both G and D start to grow with the training progressing. Importantly, all variables remain
trainable throughout this growing process. This progressive training strategy enables substantially more stable learning for
10
Fig. 12. Progressive growing step for PROGAN during the training process. Training starts with 4 × 4 pixels image resolution. With the training
step growing, layers are incrementally added to G and D which increases the resolution for the generated images. All existing layers are trainable
throughout the training stage. Figure regenerated from [78].
both networks. By increasing the resolution little by little, the networks are continuously asked a much simpler question
comparing to the end goal of discovering a mapping from latent vectors. All current state-of-the-art GANs employ this
type of training strategy and it has resulted in impressive, plausible images [30], [78], [95]. The authors start training the
PROGAN with 4 × 4 pixel images and incrementally add the doubled-sized layers to G and D as seen in Fig. 12, in
which the new layers are faded smoothly. The multi-scaled training images are produced by using Laplacian pyramid
representations [90] i.e., similar to LAPGAN. Models were trained on CIFAR10 (32 × 32 pixel images), LSUN (256 × 256
pixel images), and CelebA-HQ (1024× 1024 pixel images). Leaky ReLU with leakness 0.2 were used for all layers of both
D and G excepth last layer (use linear activation). Only pixelwise normalization of the feature vectors after each Conv
3 × 3 layer in the generator was deployed i.e., no batch normalization, layer normalization, or weight normalization in
either network. The Adam optimizer with α = 1e− 3, β1 = 0, β2 = 0.99 and  = 1e− 8 was utilized for training D and G.
Mini-batch size was gradually decreased with increasing image pixel for saving the memory budget i.e., batch size 16 for
4× 4 to 8× 8, 256× 256→ 14, 512× 512→ 6 and 1024× 1024→ 3. The WGAN-GP [5] loss was used for optimizing both
D and G.
4.11 Self-attention GAN (SAGAN)
Traditional CNNs can only capture local spatial information and the receptive field may not cover enough structure,
which causes CNN-based GANs to have difficulty in learning multi-class image datasets (e.g., ImageNet) and the key
components in generated images may shift e.g., the nose in a face-generated image may not appear in right position.
Self-attention mechanism have been proposed to ensure large receptive field and without sacrificing computational
efficiency for CNNs [96]. SAGAN deploys a self-attention mechanism in the design of the discriminator and generator
architectures for GANs [97] (see Fig. 13). Benefiting from the self-attention mechanism, SAGAN is able to learn global,
long-range dependencies for generating images. It has achieved great performance on multi-class image generation based
on the ImageNet datasets. The authors trained SAGAN on the ImageNet dataset (128 × 128 pixel images). The spectral
normalization [98] was applied for both D and G. Conditional batch normalization was used in the generator while batch
projection was used in the discriminator. Adam optimizer with β1 = 0 and β2 = 0.9 and the learning rate for discriminator
was 4e−4 and for generator was 1e−4. The authors also demonstrate that the deployment of self-attention mechanism for
both the discriminator and the generator at large feature maps is more effective i.e., deployment self-attention mechanism
at feature map with 32× 32 size achieves the best performance using FID score and deployment self-attention mechanism
at feature map with 64 × 64 size achieves the best performance using Inception score, which indicates the self-attention
mechanism is complementary to convolution for large feature maps. Thus the self-attention mechanism is suggested to be
applied for large feature maps in order to improve the diversity for GANs.
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Fig. 13. Self-attention mechanism architecture proposed in the paper. f , g and h are correspondence with query, key and value in the self-attention
mechanism. The attention map indicates the long-range spatial dependencies. The ⊗ is matrix multiplication. Figure regenerated from [97].
4.12 BigGAN
BigGAN [95] has also achieved state-of-the-art performance on the ImageNet datasets. Its design is based on SAGAN
and it has demonstrated that the performance can be benefited by scaling up GAN training i.e., increase the number of
channels for each layer and increase the batch size. The authors train the model on ImageNet with 128 × 128, 256 × 256
and 512 × 512 resolutions. The training setting in this work follows the SAGAN, in which the learning rate was halved
and train two D steps per G step. Different selections of latent variables z are explored and the authors state that Bernoulli
{0, 1} and Censored Normal max(N (0, I), 0) work best without truncation. The truncation trick involves using a different
distribution for the generator’s latent space during training than during inference or image synthesis. In BigGAN, a
Gaussian distribution is used during training, and a truncated Gaussian is used during inference. This truncation trick
provides a trade-off between image quality or fidelity and image variety. A more narrow sampling range results in better
quality, whereas a larger sampling range results in more variety in sampled images. We summarize following operations
on BigGAN that make BigGAN scale-up the architecture: (1) Self-attention module and Hinge loss: the BigGAN uses the
model architecture with attention modules from SAGAN and is trained via hinge loss, in which self-attention contributes to
the model diversity and hinge loss enables more stable training; (2) Class conditional information: the class information is
provided to the generator model via class-conditional batch normalization; (3) Update discriminator more than generator:
the BigGAN slightly modifies this and updates the discriminator model twice before updating the generator model in each
training iteration; (4) Moving average of model weights: before images are generated for evaluation, the model weights
are averaged across prior training iterations using a moving average; (5) Some operations on the network: orthogonal
weight initialization, larger batch size, skip-z connections (skip connections from the latent to multiple layers), and
shared embeddings i.e., the authors show these operations are all able to help improve the performance. The authors also
characterize the analysis of instability specific to such large scale. More details can be referred to the original paper.
4.13 Label-noise Robust GANs (rGANs)
We have discussed CGAN in section 4.4 and AC-GAN in section 4.6 respectively, which have ability to learn the disentan-
gled representation and improve the discriminative ability for GANs. However, large-scale labeled datasets are required
for training models, which poses some challenges in real-world scenario. Kaneko et al. [99] propose a family of GANs
named label-noise robust GANs (rGANs), which incorporates a noise transition model that is able to learn a clean label
conditional generative distribution even when provided training labels are noisy. Two variants are discussed, which are an
extension for AC-GAN (rAC-GAN) and an extension for CGAN (rCGAN) as seen in Figure 14. The core part of rGANs
is a noise transition module p(y˜|yˆ) (y˜ is the noisy label and yˆ is the clean label) introduced to the discriminator, in which
p(y˜ = j|yˆ = i) = T(i,j) as T is a noise transition matrix T(i,j) ∈ [0, 1](c×c) (
∑
i Ti,j = 1, c is the number of classes).
The authors trained rGANs on CIFAR-10 and CIFAR-100. The authors demonstrate that rAC-GAN and rCGAN perform
better than original architectures in CIFAR-10 and also show the robustness to label noise. However, in CIFAR-100, when
high noise introduced to labels, their performance drops. We think such a framework is still somewhat limited when
encountering more complicated datasets e.g., ImageNet and it needs to be investigated in the future.
4.14 Your Local GAN (YLG)
This work [100] introduces a new local sparse attention layer that preserves the two-dimensional geometry and locality. To
show the applicability of the idea, they replace the dense attention layer of SAGAN [96] with new construction. The key
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(a) AC-GAN discriminator (b) rAC-GAN discriminator
(c) CGAN discriminator (d) rCGAN discriminator
Fig. 14. Discriminators of (a) AC-GAN, (b) rAC-GAN, (c) CGAN and (d) rCGAN. A noise transition model is denoted as an orange rectangle.
Generators in rAC-GAN and rCGAN remain the same as in AC-GAN and CGAN. Figure regenerated and reorganized from [99].
innovations are 1) the attention patterns well supported by information theoretic framework of Information Flow Graphs;
2) YLG-SAGAN has been introduced and achieves superior performance with reducing the training time by approximately
40%; 3) they made the natural inversion process of performing gradient descent on the loss work on bigger models
rather than previous works on small GANs. One specific trick the author utilizes is called ESA (Enumerate, Shift, Apply).
They modify one dimensional sparsifications to become aware of two-dimensional locality via enumerating pixels of the
image based on their Manhattan distance from the pixel at location (0, 0) (breaking ties using row priority), shifting the
indices of any given one-dimensional sparsification to match the Manhattan distance enumeration instead of the reshape
enumeration, and applying this new one dimensional sparsification pattern, that respects two-dimensional locality, to the
one-dimensional reshaped version of the image.
However, we think two conflicting objectives exist in this work. On one hand, this method intends to make the networks
as sparse as possible for computational and statistical efficiency, on the other hand they still need to support good and full
information flow.
4.15 AutoGAN
AutoGAN [101] studies on introducing the neural architecture search (NAS) algorithm to generative adversarial networks
(GANs) shown in Fig. 15. The search space of the generator architectural variations in Fig. 15 (b) are guided via an RNN
controller as shown in Fig. 15 (a) together with parameter sharing and dynamic-resetting to accelerate the process. They
use the Inception score as the reward, and introduce a multi-level search strategy to perform NAS in a progressive way.
The authors use hinge loss for training the shared GAN, following the training setting of spectral normalization GAN.
The whole pipeline is insightful but also poses novel challenges w.r.t the marriage of NAS and GANs. NAS remains to
be optimized in vanilla classification problem, not to say the unstable training problems brought by GANs. Although in
the paper AutoGAN shows promising results with NAS for GAN architecture, which is quit unique from manual design
GAN architectures introduced above. We think it still has two critical issues to be solved:
• The search space for the generator is limited and the search strategy for the discriminator is not discussed.
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Fig. 15. (a) The running scheme of the RNN controller. At each time step, the controller outputs a hidden vector to be decoded into an operation,
with its corresponding softmax classifier. (b) The search space of a generator cell in AutoGAN. Figure regenerated and reorganized from [101].
• AutoGAN has not yet been tested on high-resolution image generation datasets. Thus, we can not have an intuitive
estimation of applicability of this methods. The current image generation task is preliminary.
4.16 MSG-GAN
It is known to all that GANs are extremely difficult to adapt to different datasets. Karnewar et al. argue that one of the
reason causing this issue is gradients passing from the discriminator to the generator become uninformative when there
is not enough overlap in the supports of the real and fake distributions and propose MSG-GAN [102] to handle such
a problem. As seen in Figure 16, latent space of the generator and the discriminator is connected with each other, in
which more information will be shared between the generator and the discriminator. More specifically, activations in each
transpose convolutional steps (3 steps in Figure 16) in G are mapped to an image at different scales by operation r i.e.,
1×1 convolution in this case. Similarly, the mapped image is then encoded by r′ to activations, which is concatenated with
activations encoded by a real image. This connection enables more information shared between D and G and experimental
results demonstrate benefits from this. The authors trained MSG-GAN on multiple datasets i.e., CIFAR10, Oxford flowers,
LSUN, Indian Celebs, CelebA-HQ (1024× 1024) and FFHQ (1024× 1024). The hyperparameter setting is almost same for
all datasets. Specifically, z ∈ R512×1 is drawn from a standard normal distribution. The RMSprop with a learning rate of
0.003 is used for both D and G. WGAN-GP loss is used for training the network. Although MSG-GAN has achieved very
good results on several image datasets, the ability of MSG-GAN for generating diverse images has not been tested yet and
we found the result on CIFAR10 is not as good as other datasets carried out in the study. We guess this might be caused
by the connection between G and D may constrain the diversity on G as activations from G and D will be concatenated to
with each other. The diversity on images might cause inconsistent matched activations, which pose negative impact on the
training. More work can be investigated on this side such as adding self-attention module to improve the model diversity.
4.17 Summary
We have provided an overview of architecture-variant GANs which aim to improve performance based on the three
key challenges: (1) Image quality; (2) Mode diversity; and (3) Vanishing gradient. Figure 17 illustrates a footprint for
architecture-variant GANs from 2014 to 2020 that discussed in this section. It can be seen that there are lots of inter-
connections in different GAN variants. Fig. 18 illustrates relative performance related to three challenges. It is difficult
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Fig. 16. Architecture of MSG-GAN. Similar progressive training in PROGAN is deployed here. MSG-GAN includes connections from the intermediate
layers of the generator to the intermediate layers of the discriminator. Multi-scale images are sent to the discriminator, which are concatenated with
the corresponding main path i.e., green in the discriminator represents images generated from generator while orange represents original features
in the main path of the discriminator. Figure regenerated and reorganized from [102].
Fig. 17. An overview of the footprint for architecture-variant GANs discussed in this section.
to summarize quantitive results for each architecture-variant GAN because different GANs are designed for generating
different types of images e.g., PROGAN and BEGAN are designed for generating face images, in which these two models
may not have the capacity for generating diverse natural images. Here we summarize the performance according to
different challenges based on the literature. It might be subjective for this summary because different GANs use different
image datasets and different evaluation metrics. We suggest readers to follow the original articles in order to get deeper
insights on the theory and the performance of each GAN variant.
All proposed architecture-variants are able to improve image quality. SAGAN is proposed for improving the capacity
of multi-class learning in GANs, the goal of which is to produce more diverse images. Benefiting from the SAGAN
architecture, BigGAN is designed for improving both image quality and image diversity. It should be noted that both
PROGAN and BigGAN are able to produce high resolution images. BigGAN realizes this higher resolution by increasing
the batch size and the authors mention that a progressive growing [78] operation is unnecessary when the batch size is
large enough (2048 used in the original paper [95]). However, a progressive growing operation is still needed when GPU
memory is limited (a large batch size is hungry for GPU memory). Benefiting from spectrum normalization (SN), which
will be discussed in loss-variant GANs part, both SAGAN and BigGAN is effective for the vanishing gradient challenge.
These milestone architecture-variants indicate a strong advantage of GANs — compatibility, where a GAN is open to any
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Against vanishing gradient
Image quality
Mode diversity
Original GAN. 2014LAPGAN. 2015
DCGAN. 2016
BEGAN. 2017
PROGAN. 2017
SAGAN. 2018
BigGAN. 2018
SGAN. 2016
CGAN. 2014
BiGAN. 2016
InfoGAN. 2016
AC-GAN. 2017
rGANs. 2019
YLG. 2020
MSG-GAN. 2020
Fig. 18. Summary of recent architecture-variant GANs for solving the three challenges. The challenges are categorized by three orthogonal axes.
A larger value for each axis indicates better performance. Red points indicate GAN-variants which cover all three challenges, blue points cover two,
and black points cover only one challenge. Quantitative results can be referred to Table 5 in section 8.
type of neural architecture [29]. This property enables GANs to be applied to many different applications [27], [40], [45].
Regarding the improvements achieved by different architecture-variant GANs, we next present an analysis on the
interconnections and comparisons between the architecture-variants presented here. Starting with the FCGAN described
in the original GAN literature, this architecture-variant can only generate simple image datasets. Such a limitation is
caused by the network architecture, where the capacity of FC networks is very limited. Research on improving the
performance of GANs starts from designing more complex architectures for GANs. A more complex image datasets (e.g.,
ImageNet) has higher resolution and diversity comparing to simple image datasets (e.g., MNIST) and needs accordingly
more sophisticated approaches.
In the context of producing higher resolution images, one obvious approach is to increase the size of generator. LAPGAN
and DCGAN up-sample the generator based on such a perspective. Benefiting from the concise deconvolutional up-
sampling process and easy generalization of DCGAN, the architecture in DCGAN is more widely used in the GANs
literature. It should be noticed that most GANs in the computer vision area use the deconvolutional neural network as the
generator, which is first used in DCGAN. Therefore, DCGAN is one of the classical GAN-variants in the literature.
SGAN, BiGAN, CGAN, InfoGAN and AC-GAN share similar properties that have been added to the GANs, which
improve the discriminative ability for GANs. CGAN is the first work that introduces adding encoded labels together with
images to the discriminator and noise input to the generator, in which the input noise and the input image are now
encoded with labels. Based on CGAN, apart from distinguishing real and fake samples, InfoGAN adds another classifier
Q to estimate that input images (including generated images) belong to which class. AC-GAN is very similar to InfoGAN.
The difference between AC-GAN and InfoGAN is that real images are also conditioned by labels and the classifier predict
that both generated images and real images belong to which class. Similar to this modification, SGAN adds a multi-headed
last layer to the discriminator, which contains softmax and sigmoid so the discriminator is able to distinguish real and fake
and classify images at the same time. BiGAN introduces learning the inverse mapping, which also shows the improvement
on the quality of generated images. The architecture-variants mentioned here all have similary properties, which is to add
more encoding information to GANs compared to the original GAN. The performance of these types depend on the dataset
that should be well-labeled, which may pose challenges on some real-world applications e.g., the dataset is not labeled, is
partially labeled or contains noisy labels (rGANs in section 4.13). Extension of such an architecture can be a combination
with self-supervised learning manner.
The ability to produce high quality images is an important aspect of GANs clearly. This can be improved through
judicious choice of architecture. BEGAN and PROGAN demonstrate approaches from this perspective. With the same
architecture used for the generator in DCGAN, BEGAN redesigns the discriminator by including encoder and decoder,
where the discriminator tries to distinguish the difference between the generated and autoencoded images in pixel space.
Image quality has been improved in this case. Based on DCGAN, PROGAN demonstrates a progressive approach that
incrementally trains an architecture similar to DCGAN. This novel approach cannot only improve image quality but also
produce higher resolution images.
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Producing diverse images is the most challenging task for GANs and it is very difficult for GANs to successfully
produce images such as those represented in the ImageNet sets. It is difficult for traditional CNNs to learn global and
long-range dependencies from images. Thanks to self-attention mechanism though, approaches such as those in SAGAN
integrate self-mechanisms to both discriminator and generator, which helps GANs a lot in terms of learning multi-class
images. Moreover, BigGAN, which can be considered an extension of SAGAN, introduces a deeper GAN architecture with
a very large batch size, which produces high quality and diverse images as in ImageNet and is the current state-of-the-art.
Here we give a recap on how architecture-variant GANs remedy each challenge:
Image Quality One of the basic objectives of GANs is to produce more realistic images which requires high image
quality. The original GAN (FCGAN) is only applied to MNIST, Toronto face dataset and CIFAR-10 because of its limited
capacity of the architecture. DCGAN and LAPGAN introduce the deconvolutional process and the up-sampling process
to the architecture respectively. These two processes enable the model have larger capacity to produce higher resolution
images. The rest of architecture variants (i.e., BEGAN, PROGAN, SAGAN and BigGAN) all have some modifications on
the loss function e.g., use the Wasserstein distance as loss function and we will address this aspect in the later of the paper,
which are also beneficial to the image quality. Regarding the architecture only, BEGAN uses an autoencoder architecture
for the discriminator, which compares generated images and real images in pixel level. This helps generator produce easy-
to-reconstruct data. PROGAN utilizes a deeper architecture and the model is growing with the training progressing. This
progressive training strategy improves the learning stability for discriminator and generator thus it is easier for the model
to learn how to produce high resolution images. SAGAN mainly benefits from the SN which we will address in the next
section. BigGAN demonstrates that high resolution image generation can benefit from a deeper model with larger batch
size.
Vanishing Gradient Changing the loss function is the only way to remedy such a problem. Some architecture variants
here avoid the vanishing gradient issue because of using different loss functions where we will revisit this in the next
section.
Mode Dversity This is the most challenging problem for GANs. It is very difficult for GANs to produce realistic diverse
images such as natural images. In terms of architecture-variant GANs, only SAGAN and BigGAN address such kind of
issue. Benefiting from self-attention mechanism, CNNs in SAGAN and BigGAN can process large receptive field which
overcomes the components shitting problems in generated images. This enables such type of GANs are able to produce
diverse images.
5 LOSS-VARIANT GANS
Another design decision in GANs which significantly impacts performance is the choice of loss function in equation (1).
While the original GAN work [1] has already proved global optimality and the convergence of GANs training. It still
highlights the instability problem which can arise when training a GAN. The problem is caused by the global optimality
criterion as stated in [1]. Global optimality is achieved when an optimal D is reached for any G. So the optimal D is
achieved when the derivative of D for the loss in equation (1) equals 0. So we have
−pr(x)
D(x)
+
pg(x)
1−D(x) = 0,
D∗(x) =
pr(x)
pr(x) + pg(x)
,
(6)
where x represents the real data and generated data, D∗(x) is the optimal discriminator, pr(x) is the real data distribution
and pg(x) is the generated data distribution. We have got the optimal discriminator D so far. When we have the optimal
D, the loss for G can be visualized by substituting D∗(x) into equation (1)
LG =Ex∼pr log
pr(x)
1
2 [pr(x) + pg(x)]
+ Ex∼pg log
pg(x)
1
2 [pr(x) + pg(x)]
− 2 · log2. (7)
Equation (7) demonstrates the loss function for a GAN when discriminator is optimized and it is related to two important
probability measurement metrics. One is Kullback–Leibler (KL) divergence which is defined as
KL(p1‖p2) = Ex∼p1 log
p1
p2
, (8)
and the other is Jensen-Shannon (JS) divergence which is stated as
JS(p1‖p2) =1
2
KL(p1‖p1 + p2
2
) +
1
2
KL(p2‖p1 + p2
2
). (9)
Thus the loss for G regarding the optimal D in equation (7) can be reformulated as
LG = 2 · JS(pr‖pg)− 2 · log2, (10)
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which indicates that the loss for G now equally becomes the minimization of the JS divergence between pr and pg . With the
training D step by step, the optimization of G will be closer to the minimization of JS divergence between pr and pg . We
now start to explain the unstable training problem, where D often easily wins G. This unstable training problem is actually
caused by the JS divergence in equation (9). Give an optimal D, the objective of optimization for equation (10) is to move
pg toward pr (see Fig. 19). JS divergence for the three plots from left to right are 0.693, 0.693 and 0.336, which indicates that
Fig. 19. Illustration of training progress for a GAN. Two normal distributions are used here for visualization. Given an optimal D, the objective of
GANs is to update G in order to move the generated distribution pg (red) towards the real distribution pr (blue) (G is updated from left to right in
this figure. Left: initial state, middle: during training, right: training converging). However, JS divergence for the left two figures are both 0.693 and
the figure on the right is 0.336, indicating that JS divergence does not provide sufficient gradient at the initial state.
JS divergence stays constant (log2=0.693) if there is no overlap between pr and pg . Figure 20 demonstrates the change of JS
(a) JS divergence changes with distance. (b) Gradient JS divergence changes with distance.
Fig. 20. JS divergence and gradient change with the distance between pr and pg . The distance is the difference between two distribution means.
divergence and its gradient corresponding to the distance between pr and pg . It can be seen that JS divergence is constant
and its gradient is almost 0 when the distance is greater than 5, which indicates that training process does not have any
effect on G. The gradient of JS divergence for training the G is non-zero only when pg and pr have substantial overlap i.e.,
the vanishing gradient will arise for G when D is close to optimal. In practice, the possibility that pr and pg do not overlap
or have negligible overlap is very high [103].
The original GANs work [1] also highlights the minimization of −Ex∼pg log[D(x)] for training G to avoid a vanishing
gradient. However, this training strategy will lead to another problem called mode dropping. First, let us examine
KL(pg‖pr) = Ex∼pg log pgpr . With an optimal discriminator D∗, KL(pg‖pr) can be reformulated as
KL(pg‖pr) = Ex∼pg log
pg(x)/(pr(x) + pg(x))
pr(x)/(pr(x) + pg(x))
,
= Ex∼pg log
1−D∗(x)
D∗(x)
,
= Ex∼pg log[1−D∗(x)]− Ex∼pg log[D∗(x)].
(11)
The alternative loss form for G now can be stated by switching the order of the two sides in equation (11)
− Ex∼pg log[D∗(x)]
= KL(pg‖pr)− Ex∼pg log[1−D∗(x)],
= KL(pg‖pr)− 2 · JS(pr‖pg) + 2 · log2 + Ex∼px log[D∗(x)],
(12)
where the alternative loss for G in equation (12) is only affected by the first two terms (the last two terms are constant),
however, this loss function is dominated byKL(pg‖pr) since JS(pr‖pg) is bounded in [0, log 2] as illustrated in Figure 20(a).
It can be noticed that the first term in equation (12) is reverse KL divergence, in which the pg optimized by the reverse
is totally different from the pg optimized by KL divergence. Figure 21 illustrates the this difference by using a mixture of
two Gaussians for p and a single Gaussian for q. When p has multiple modes, q tries to blur all modes together in order
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to put high probability mass on all of them as seen in Figure 21(a). However, Figure 21(b) shows that q chooses recover a
single Gaussian in order to avoid putting probability mass in the low-probability areas at the middle of two Gaussians. The
(a) KL divergence. (b) Reverse KL divergence.
Fig. 21. Optimized q (in red) when minimizing KL divergence KL(p‖q) and reverse KL divergence KL(q‖p).
optimization on reverse KL divergence therefore will cause the mode collapse during training GANs, which is highlighted
below
• When pg(x)→ 0, pr(x)→ 1, KL(pg‖pr)→ 0.
• When pg(x)→ 1, pr(x)→ 0, KL(pg‖pr)→ +∞.
The penalization for two instances of poor performance made by G are totally different. The first instance of poor
performance is that G is not producing a reasonable range of samples and yet incurs a very small penalization. The
second instance of poor performance concerns G producing implausible samples but has very large penalization. The first
example concerns the fact that the generated samples lack diversity while the second concerns that fact that the generated
samples are not accurate. Considering this first case, G generates repeated but “safe” samples instead of taking risk to
generate diverse but “unsafe” samples, which leads to the mode collapse problem. In summary, using the original loss in
equation (1) will result in the vanishing gradient for training G and using the alternative loss in equation (12) will incur
the mode collapse problem. These kind of problems cannot be solved by changing the GANs architectures. Therefore, it
could be argued that ultimate GANs problem stems from the design of the loss function and that innovative ideas for this
redesign of the loss function may solve the problem.
Loss-variant GANs have been researched extensively to improve the stability of training GANs.
5.1 Wasserstein GAN (WGAN)
WGAN [104] has successfully solved the two problems for the original GAN by using the Earth mover (EM) or Wasserstein-
1 [105] distance as the loss measure for optimization. The EM distance is defined as
W (pr, pg) = inf
γ∈∏(pr,pg)E(x,y)∼γ‖x− y‖, (13)
where
∏
(pr, pg) denotes the set of all joint distributions and γ(x,y) whose marginals are pr and pg . Compared with KL
and JS divergence, EM is able to reflect distance even when pr and pg do not overlap and it is also continuous and thus able
to provide meaningful gradient for training the generator. Figure 31 illustrates the gradient of WGAN comparing to the
original GAN. It is noticeable that WGAN has a smooth gradient for training the generator spanning the complete space.
However, the infimum in equation (13) is intractable but the creators demonstrate that instead the Wasserstein distance can
be estimated as
max
w∼W
Expr [fw(x)]− Ez∼pz [fw(G(z))], (14)
where fw can be realized byD but has some constraints (for details the interested reader can refer to the original work [104])
and z is the input noise for G. So w here is the parameters in D and D aims to maximize equation (14) in order to make the
optimization distance equivalent to Wasserstein distance. When D is optimized, equation (13) will become the Wasserstein
distance and G aims to minimize it. So the loss for G is
−min
G
Ez∼pz [fw(G(z))] (15)
An important difference between WGAN and the original GAN is the function of D. The D in the original work is used as a
binary classifier but D used in WGAN is to fit the Wasserstein distance, which is a regression task. Thus, the sigmoid in the
last layer of D is removed in the WGAN. The authors train WGAN on LSUN dataset with 64× 64 resolution. Importantly,
training of WGAN will be unstable at times when a momentum based optimizer such as Adam (β1 > 0 is used). Therefore, RMSProp
is utilized for training WGAN.
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5.2 WGAN-GP
Even though WGAN has been shown to be successful in improving the stability of GAN training, it is not well generalized
for a deeper model. Experimentally it has been determined that most WGAN parameters are localized at -0.01 and 0.01
because of parameter clipping. This will dramatically reduce the modeling capacity of D. WGAN-GP has been proposed
using gradient penalty for restricting ‖f‖L ≤ K for the discriminator [57] and the modified loss for discriminator now
becomes
LD =Exg∼pg [D(xg)]− Exr∼pr [D(xr)] + λExˆ∼pxˆ [(‖OxˆD(xˆ)‖2 − 1)2], (16)
where xr is sample data drawn from the real data distribution pr , xg is sample data drawn from the generated data
distribution pg and pxˆ is sampled uniformly along the straight lines between those pairs of points, which are sampled
from the real data distribution pr and the generated data distribution pg . The first two terms are original loss in WGAN
and the last term is the gradient penalty. WGAN-GP demonstrates a better distribution of trained parameters compared
to WGAN (Fig. 22) and better stability performance during training of GANs. Before WGAN-GP, successful training on
GANs only took place on those models consisting of few layers both in the discriminator and generator i.e., DCGAN uses
4 convolutional layers in D and 4 deconvolutional layers in G. WGAN-GP successfully demonstrates stable training of
WGAN-GP by using the ResNet-101 architecture as the backbone, which has the impact on the GANs research on large-
scale image generation i.e., PROGAN, BigGAN. As mentioned in the previous section, WGAN has unstable issues when
using the momentum based optimizer such as Adam. WGAN-GP shows the stable training by using the Adam optimizer
and even faster convergence using the same training settings. WGAN-GP was experimented on ImageNet with 32 × 32
image resolution, LSUN dataset with 128 × 128 image resolution and CIFAR-10 with 32 × 32 image resolution. Adam
optimizer with α = 1e− 4, β1 = 0, β2 = 0.9 was utilized in the experiment. Learning rate was 2e− 4 and batch size was
64. The authors find piecewise linear activation functions e.g., ReLU and leaky ReLu and smooth activation functions e.g.,
Tanh both can train WGAN-GP stably.
(a) Weights of WGAN (b) Weights of WGAN-GP
Fig. 22. Comparison of parameter distribution between WGAN and WGAN-GP. Top is WGAN and bottom is WGAN-GP. Figure from [57].
5.3 Least Square GAN (LSGAN)
The LSGAN is a new approach proposed in [106] to remedy the vanishing gradient problem for G from the perspective of
the decision boundary determined by the discriminator. This work argues that the decision boundary for D of the original
GAN penalizes very small error to update G for those generated samples that are far away from the decision boundary.
The author proposes using a least square loss for D instead of sigmoid cross entropy loss stated in the original paper [1].
The proposed loss function is defined as
min
D
LD = 1
2
Ex∼pr [(D(x)− b)2] +
1
2
Ez∼pz [(D(G(z))− a)2],
min
G
LG = 1
2
Ez∼pz [(D(G(z))− c)2],
(17)
where a is the label for the generated samples, b is the label for the real samples and c is the hyperparameter that G wants
D to recognize the generated samples as the real samples by mistake. This modified change has two benefits: (1) The
new decision boundary made by D penalizes large error arising from those generated samples that are far away from the
decision boundary, which pushes those “bad” generated samples towards the decision boundary. This is beneficial in terms
of generating improved image quality; (2) Penalizing the generated samples that are far away from the decision boundary
is able to provide sufficient gradient when updating the G, which remedies the vanishing gradient problems for training G.
Figure 23 demonstrates the comparison of decision boundaries for LSGAN and the original GAN. The decision boundaries
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(a) (b) (c)
Fig. 23. Decision boundary illustration of original GAN and LSGAN. (a). Decision boundaries for D of original GAN and LSGAN. (b). Decision
boundary of D for the original GAN. It has small errors for the generated samples, which is far away from the decision boundary (in green), for
updating G. (c). Decision boundary for D of LSGAN. It penalizes the large error for any generated sample that is far away from the boundary (in
green). Thus it pushes generated samples (in green) toward the boundary [106].
for D that have been trained by the original sigmoid cross entropy loss and the proposed least square loss are different. The
work [106] has proven that the optimization of LSGAN is equivalent to minimizing the Pearson χ2 divergence between
pr + pg and 2pg when a, b and c subsject to b− c = 1 and b− a = 2. Similar to WGAN, D here behaves as regression and
the sigmoid is also removed. LSGAN was evaluated on LSUN and HWDB1.0 [107] with 112 × 112 image resolution. The
Adam optimizer with β1 = 0.5 was used and the learning rate was 1e− 3 and 2e− 4 for LSUN and HWDB1.0 respectively.
Similary to DCGAN, ReLU activations and Leaky ReLU activations were used for the generator and the discriminator
respectively.
5.4 f -GAN
f -GAN summarizes that GANs can be trained by using an f -divergence [108]. f -divergence Df (pr‖pg) measures the
difference between two probability distributions (pr and pg regarding GANs) e.g., KL divergence, JS divergence and
Pearson χ2 as mentioned before, which can be summarized as
Df (pr‖pg) =
∫
X
pg(x)f
(
pr(x)
pg(x)
)
dx (18)
where f is a convex function and f(1) = 0. It should be noted that f is termed as generator function in the original
paper [108], which is totally different from the concept generator G in GANs. Thus we use f or f -divergence function
in this section instead of generator function in the original paper in order to avoid confusion with generator G in this
paper. f -GAN generalizes the loss function of GANs according to f -divergence function presented in equation (18). List
of f -divergence with f -divergence function is shown in Table 1. However, equation (18) is intractable thus it requires
Divergence Df (pg‖pq) f-divergence function
KL divergence
∫
pr(x) log
pr(x)
pg(x)
dx t log t
Reverse KL
∫
pg(x) log
pg(x)
pr(x)
dx − log t
FCGAN (2 · JS − 2 · log 2) [1] ∫ pr(x) log 2pr(x)pr(x)+pg(x) + pg(x) log 2pg(x)pr(x)+pg(x)dx− 2 · log 2 t log t− (t+ 1) log(t+ 1)
LSGAN (Pearson X 2) [106] ∫ (pg(x)−pr(x))2
pr(x)
dx (t− 1)2
EBGAN [93]
∫ |pr(x)− pg(x)|dx |t− 1|
TABLE 1
Examples of Df (pr‖pg) with f -divergence function based on [108], [109].
being estimated as a tractable form such as expectation form. By using the convex conjugate (Fenchel conjugate) f(u) =
supt∈domf∗ {tu− f∗(t)} [110], f -divergence can be represented as a lower bound on the divergence
Df (pr‖pg) =
∫
X
pg(x) sup
t∈domf∗
(
t
pr(x)
pg(x)
− f∗(t)
)
dx
≥ sup
T∈T
(∫
X
T (x)pr(x)− f∗(T (x))pg(x))
)
dx
= sup
T∈T
(
Ex∈pr [T (x)]− Ex∈pg [f∗(T (x))]
) (19)
21
where T is an arbitrary function class of T that satisfies X → R (e.g., parameterized discriminator with a specific activation
function such as sigmoid). The derivation above yields a lower bound for Df (pr‖pg) that is tractable, thus this can be
directly calculated. The optimization for f -GAN firstly is characterized by maximizing the lower bound (last line in
equation (19)) with respect to discriminator, which aims to make the lower bound to be the estimation of f -divergence,
and then minimizes the f -divergence regarding the generator in order to make pg close to pr. This optimization is known
as variational divergence minimization (VDM). The authors train generative neural samplers based on VDM on MNIST
(28 × 28 pixel images) and LSUN (96 × 96 pixel images). The model architecture and training settings are the same as
proposed in DCGAN.
5.5 Unrolled GAN (UGAN)
UGAN is a design proposed to solve the problem of mode collapse for GANs during training [111]. The core design
innovation of UGAN is the addition of a gradient term for updating G, which has an ability of capturing responses of
the discriminator to a change in the generator. The optimal parameter for D can be expressed as an iterative optimization
procedure as below
θ0D =θD,
θk+1D =θ
k
D + η
k df(θG,θ
k
D)
dθkD
,
θ∗D(θG) = lim
k→∞
θkD,
(20)
where ηk is the learning rate, θD represents parameters for D and θG represents parameters for G. The surrogate loss by
unrolling for K steps can be expressed as
fK(θG,θD) = f(θG,θ
K
D (θG,θD)). (21)
This surrogate loss is then used for updating parameters for D and G
θG ← θG − ηdfK(θG,θD)
dθG
,
θD ← θD + ηdf(θG,θD)
dθD
(22)
Figure 24 illustrates the computational diagram for an unrolled GAN with three unrolling steps. Equation (23) illustrates
Fig. 24. An example of computation for an unrolled GAN with 3 unrolling steps. G and D update using equation (22). Each step k uses the gradients
of fk regarding θkD stated in the equation (20).
the gradient for updating G.
dfK(θG,θD)
dθG
=
∂f(θG,θ
K
D (θG,θD))
θG
+
∂f(θG,θ
K
D (θG,θD))
∂θKD (θG,θD)
dθKD (θG,θD)
dθG
(23)
It should be noted that the first term in equation (23) is the gradient for the original GAN. The second term here reflects how
D reacts to changes in G. If G tends to collapse to one mode, D will increase the loss for G. Thus, this unrolled approach
is able to prevent the mode collapse problem for GANs. The author train UGAN on MNIST and CIFAR10 datasets. All
convolutions have kernel size of 3 × 3 with batch normalization. The discriminator used leaky ReLU with a 0.3 leakness
and the generator uses ReLU. The generator consisted of 5 layers, which are fully connected layer, 3 deconvolutional layers
and 1 convolutional layer. The discriminator had 4 layers, which are 3 convolutional layers and 1 fully connected layer.
The Adam optimizer with a generator learning rate of 1e− 4 and a discriminator learning rate as 2e− 4 was utilized in the
experiment.
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5.6 Loss Sensitive GAN (LS-GAN)
LS-GAN was introduced to train the generator to produce realistic samples by minimizing the designated margins between
real and generated samples [112]. This work argues that the problems such as the vanishing gradient and mode collapse as
appearing in the original GAN is caused by a non-parametric hypothesis that the discriminator is able to distinguish any
type of probability distribution between real samples and generated samples. As mentioned before, it is very normal for the
overlap between the real samples distribution and the generated samples distribution to be negligible. Moreover, D is also
able to separate real samples and generated samples. The JS divergence will become a constant under this situation, where
the vanishing gradient arises for G. In LS-GAN, the classification ability of D is restricted and is learned by a loss function
Lθ(x) parameterized with θ, which assumed that a real sample ought to have smaller loss than a generated sample. The
loss function can be trained as the following constraint
Lθ(x) ≤ Lθ(G(z))−∆(x, G(z)), (24)
where ∆(x, G(z)) is the margin measuring the difference between real samples and generated samples. This constraint
indicates that a real sample is separated from a generated sample by at least a margin of ∆(x, G(z)). The optimization for
the LS-GAN is then stated as
min
D
LD = Ex∼prLθ(x) + λEx∼prz∼pz (∆(x, G(z)) + Lθ(x)− Lθ(G(z)))+,
min
G
LG = Ez∼pzLθ(G(z)),
(25)
where λ is a positive balancing parameter, (a)+ = max(a, 0) and θ are the parameters in D. From the second term in LD
in the equation (25), ∆(x, G(z)) is added as a regularization term for optimizing D in order to prevent D from overfitting
the real samples and the generated samples. Figure 25 demonstrates the efficacy of equation (25). The loss for D puts a
Fig. 25. Demonstration of the loss in equation (25). ∆(x, G(z)) is used to separate real samples and generated samples. If some generated samples
are close enough to the real samples, LS-GAN will focus on other generated samples that are far away from the real samples. This optimization
loss puts restriction on D to prevent it from separating generated and real samples too well. Thus, it solves the vanishing gradient problem which
arises in original GANs. (Gφ(z) here is equivalent to G(z) where φ represents the parameters for generator). Figure regenerated from [112].
restriction on the ability of D i.e., It challenges the ability of D for to separate well generated samples from real samples,
which is the original cause for the vanishing gradient. More formally, LS-GAN assumes that pr lies in a set of Lipschitz
densities with a compact support.
The models were trained CIFAR-10, SVHN [113] and CelebA with a mini-batch of 64 images. All weights were initialized
from a zero-mean Gaussian distribution with a standard deviation of 0.02. The Adam optimizer was used to train the model
with initial learning rate as 1e− 3 and β1 as 0.5 while the learning rate was decreased every 25 epochs by a factor of 0.8.
5.7 Mode Regularized GAN (MRGAN)
MRGAN proposes a metric regularization to penalize missing modes [114], which is then used to solve the mode collapse
problem. The key idea behind this work is the use of an encoder E(x): x → z to produce the latent variable z for G
instead of using noise. This procedure has two benefits: (1) The encoder reconstruction can add more information to G
so that is not that easy for D to distinguish between generated samples and real samples; and (2) the encoder ensures
correspondence between x and z (E(x)), which means G can cover different modes in the x space. So it prevents the mode
collapse problem. The loss function for this mode regularized GAN is
LG = −Ez[log[D(G(z))]] + Ex∼pr [λ1d(x, G ◦ E(x)) + λ2log[D(G(x))]],
LE = Ex∼pr [λ1d(x, G ◦ E(x)) + λ2log[D(G(x))]],
(26)
where d is a geometric measurement which can be chosen from many options e.g., pixel-wise L2 and distance of extracted
features. The authors evaluate the performance of including the mode regularization on the MNIST, CelebA (64 × 64)
datasets.
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5.8 Geometric GAN
Geometric GAN [115] is proposed using SVM separating hyperplane, which has the maximal margins between the two
Fig. 26. SVM hyperplane used in Geometric GAN. Discriminator updates by pushing real data samples and generated data samples away from the
hyperplane while generator updates by pushing generated data samples towards the hyperplane. Figure regenerated from [115].
classes. Figure 26 demonstrates the update rule for the discriminator and generator based on the SVM hyperplane. The
loss function of geometric GAN can be derived as an alternative fashion by minimizing the hinge loss as
LD = −E(x,y)∼pr [min(0,−1 +D(x, y))]− Ez∼pz,y∼pr [min(0,−1−D(G(z), y))],
LG = −Ez∼pz,y∼prD(G(z), y),
(27)
This hinge loss fashion is also deployed in the SAGAN mentioned in section 4.11 and BigGAN mentioned in section 4.12.
Compared to the other loss functions, the authors demonstrate the efficacy of hinge loss for dealing with the high-dimension
low-sample size (HDLSS) problem [116]–[118], which is a classification problem caused by the mini-batch size is much
smaller than the dimension of the feature space. In this paper, the geometric GAN is designed based on soft-margin SVM
linear classifier rather than hard-margin SVM linear classifier.
The networks were trained on MNIST (64× 64 resolution), CelebA (64× 64 resolution) and LSUN (64× 64 resolution)
datasets. The DCGAN architecture trained by using RMSprop optimizer with learning rate 2e − 4 and mini-batch size 64
was deployed in this work. The authors demonstrate that geometric GAN is more stable for training and less prone to
mode collapse.
5.9 Relativistic GAN (RGAN)
RGAN [64] is proposed as a general approach to devising new cost functions from the existing one i.e., it can be generalized
for all integral probability metric (IPM) [119], [120] GANs. The discriminator in the original GAN measures the probability
for a given real sample or a generated sample. The author argues that key relative discriminant information between real data
and generated data is missing in original GAN. The discriminator in RGAN takes into account that how a given real sample
is more realistic compared to a given random generated sample. Loss function of RGAN applied to original GAN is stated as
min
D
Exr∼pr
xg∼pg
[log(sigmoid(C(xr)− C(xg)))],
min
G
Exr∼pr
xg∼pg
[log(sigmoid(C(xg)− C(xr)))], (28)
where C(x) is the non-transformed layer. Figure 27 demonstrates the effect on D of using the RGAN approach compared
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Fig. 27. D output comparison between RGAN and original GAN. (a) D output in RGAN; (b) D output in original GAN when training the G. Figure
regenerated from [64].
to the original GAN. In terms of the original GAN, the optimization aims to push the D(x) to 1 (right one). For RGAN,
the optimization aims to push D(x) to 0.5 (left one), which is more stable compared to the original GAN. The author
also claims that RGAN can be generalized to other types of loss-variant GANs if those loss functions belong to IPMs. The
generalization loss is stated as
LD = Exr∼pr
xg∼pg
[f1(C(xr)− C(xg))] + Exr∼pr
xg∼pg
[f2(C(xg)− C(xr))],
LG = Exr∼pr
xg∼pg
[g1(C(xr)− C(xg))] + Exr∼pr
xg∼pg
[g2(C(xg)− C(xr))], (29)
where f1(y) = g2(y) = −y and f2(y) = g1(y) = y. Details of loss generalization for other GANs refers to the original
paper [64].
The authors trained the networks on the CIFAR-10 and the CAT dataset with various image sizes i.e., 64×64, 128×128
and 256× 256. The DCGAN architecture with the Adam optimizer was used. Various training settings have been explored
and more details can be referred to the original paper [64]. The author successfully demonstrates that the relativistic
discriminator offers a way to fix and improve on standard GAN and is able to achieve better performance with other tricks
e.g., spectral normalization, gradient penalty. More importantly, the author demonstrates the generability of this approach,
in which any type of GAN can be trained through a RGAN fashion.
5.10 Spectral normalization GAN (SN-GAN)
SN-GAN [98] proposes the use of weight normalization to train the discriminator more stably. This technique is com-
putationally light and easily applied to existing GANs. Previous work for stabilizing the training of GANs [57], [104],
[112] emphasizes the importance that D should be from the set of K-Lipshitz continuous functions. Popularly speaking,
Lipschitz continuity [121]–[123] is more strict than the continuity, which describes that the function does not change rapidly.
This smooth D is of benefit in stabilizing the training of GANs. The work mentioned previously focused on the control
of the Lipschitz constant of the discriminator function. This work demonstrates an alternative simpler way to control the
Lipschitz constant through spectral normalization of each layer for D. Spectral normalization is performed as
W¯SN (W) =
W
σ(W)
, (30)
where W represents weights on each layer for D and σ(W) is the L2 matrix norm of W. The paper proves this will make
‖f‖ ≤ 1. The fast approximation for the σ(W) is also demonstrated in the original paper.
The authors evaluated the performance of SN-GAN on the CIFAR-10 (32 × 32 resolution), the STL-10 (48 × 48
resolution) [124] and the ImageNet (128 × 128 resolution) by comparing to the existing regularization/normalization
techniques including weight clipping [104], gradient penalty [5], batch normalization [125], weight normalization [126],
layer normalization [127] and orthonormal regularization [128]. Several training settings has been carried out for a
comprehensive comparison. The authors demonstrate the efficacy of spectral normalization on the diversity and the quality
of generated images compared to previously proposed approaches.
5.11 RealnessGAN
Currently, the discriminator in GANs can only output 0 and 1 i.e., real and fake instead of a continuous distribution as the
measure of realness. Xiangli et al. [129] propose the RealnessGAN to tackle this new perspective, which treats realness as a
25
random variable that can be estimated from multiple angles. Traditional GANs adopt a single scalar (discriminator output)
as the measure of realness. The authors argue that the realness is more complicated and covers multiple factors such as
texture and overall configuration in the case of images. Following this observation, the discriminator is re-designed to learn
a realness distribution instead of a single scalar. To achieve this, RealnessGAN replaces the single scalar by a distribution
prealness so that D(x) = {prealness(x, u);u ∈ Ω} given by an input sample, where Ω is the set of outcomes of prealness and
each outcome u can be viewed as a potential realness measure by a chosen realness measuring criteria. In the original
paper, the discriminator returns N probabilities on these N outcomes Ω = {u0, u1, · · · , uN−1} as
prealness(x,ui) =
eθi(x)∑
j e
θj(x)
(31)
where θ = {θ0, θ1, · · · , θN−1} are the parameters of D. Apart from the outcomes Ω, two distributions A1 for real and A0
for fake are also defined on Ω. In practical implementation, given a mini-batch {x0, x1, · · · , xm−1} i.e., logits computed
by the discriminator on the i-th outcome, a Gaussian distribution N (µi, σi) is fitted on {θi(x0), θi(x1), · · · , θi(xm−1)} and
new logits is re-computed as {θ′i(x0), θ
′
i(x1), · · · , θ
′
i(xm−1); θ
′
i ∼ N (µi, σi)}. Increasing number of outcomes will make
D more rigorous and put more constraints on G. In another word, larger number of outcomes is suggested for a more
complicated dataset. The minmax loss can finally be represented as
min
G
max
D
Ex∼prKL(A1‖D(x)) + Ez∼pzKL(A0‖D(G(z))), KL refers to KL divergence (32)
The authors trained RealnessGAN on CIFAR10, and CelebA by using the Adam optimizer. The network architecture
of RealnessGAN is identical to the DCGAN architecture with z ∼ N (0, I). Batch normalization is deployed for G and
spectrum normalization is applied for D. The number of outcomes are set to 51 for CelebA and 3 for CIFAR10 datasets
respectively.
5.12 Sphere GAN
Sphere GAN [130] is a novel integral probability metric (IPM)-based GAN, which uses the hypersphere to bound IPMs in
the objective function, thereby it can enable stable training. Via exploiting the information of higher-order statistics of data
using geometric moment matching, the GAN model can provide more accurate results. The objective function of sphere
GAN is defined as
min
G
max
D
∑
r
Ex [d
r
s(N), D(x)]−
∑
r
Ez [d
r
s(N, D(G(z)))] . (33)
For r = 1, · · · , R where the function drs measures the r -th moment distance between each sample and the north
pole of the hypersphere, N. Note that the subscript s indicates that drs is defined on Sn. Different from the conventional
discriminators based on the Wesserstein distance require Lipschitz constraints, which forces the discriminators to be a
member of 1-Lipschitz functions. The sphere GAN alleviate the constraints by defining IPMs on the hypersphere. Figure 28
shows the pipeline of sphere GAN.
Fig. 28. Pipeline of sphere GAN. The generator outputs the real and fake data (generated via a noisy inputs) into the discriminator. The final output
is an n−dimensional Euclidean feature space (yellow plane). The green and purple circles are the feature points of the fake and real samples.
The key idea of sphere GAN is remapping the feature points into the n−dimensional hypersphere (i.e., yellow sphere). After the geometry
transformation, the mapped points can be used for calculating the geometric moments centered at the north pole of the hypersphere. At the same
time, the discriminator tries to maximize the moment differences of real and fake samples, while the generator tries to interfere with the discriminator
by minimizing the moment differences. Figure regenerated from [130]
Unlike in conventional approaches like WGAN-GP, WGAN-CT, and WGANL, sphere GAN does not need any addi-
tional constraints that forces discriminators to lie in a desired function space. By using geometric transformation, sphere
GAN ensures that distance functions lie in a desired function space with no additional constraint term.
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5.13 Self-supervised GAN (SS-GAN)
Although the conditional GAN has achieved great success in natural image synthesis. The main drawback of conditional
GANs is the necessity for labeled data. Self-Supervised GANs [131] exploit adversarial training and self-supervision for
bridging the gap between conditional and unconditional GANs.
This work imbues the discriminator with a mechanism to learn useful representations, independently of the quality
of the current generator. In a self-supervised manner, they train a model on predicting rotation angle for extracting
representations from the resulting networks, and then propose to add a self-supervised task (a rotation-based loss) to
the discriminator, as
LG = −V (G,D)− αEx∼PGEr∼R [logQD (R = r|xr)] (34)
LD = V (G,D)− βEx∼Pdata Er∼R [logQD (R = r|xr)] (35)
where V (G,D) is the original value function [1], r ∈ R is a rotation selected from a set of possible rotations (R =
{0◦, 90◦, 180◦, 270◦}). Image x rotated by r degrees is denoted as xr, and Q (R|xr) is the discriminator’s predictive
distribution over the angles of rotation of the sample. The implementation trick is they use output of the second last layer
of discriminator added with a linear layer to predict the rotation type. This work tries to enforce the discriminator to learn
good representation via learning the rotation information.
5.14 Summary
We explain the training problems (mode collapse and vanishing gradient for G) in the original GAN and we have
introduced loss-variant GANs in the literature, which are mainly proposed for improving the performance of GANs
in terms of three key aspects. Figure 29 illustrates the footprint of loss-variants that discussed in this section. Figure 30
Fig. 29. An overview of the footprint for loss-variant GANs discussed in this section.
summarizes the efficacy of loss-variant GANs for the challenges. More details of quantitative results are provided in
section 7. Losses of LSGAN, RGAN and WGAN are very similar to the original GAN loss. We use a toy example (i.e.,
two distributions used in Fig. 19) to demonstrate the G loss regarding the distance between real data distribution and
generated data distribution in Fig. 31. It can be seen that RGAN and WGAN are able to inherently solve the vanishing
gradient problems for the generator when the discriminator is optimized. LSGAN on the contrary still suffers from a
vanishing gradient for the generator, however, it is able to provide a better gradient compared to the original GAN in
Fig. 20 when the distance between the real data distribution and the generated data distribution is relatively small. This
is demonstrated in the original paper [106] where LSGAN is shown to be better easier to push generated samples to the
boundary made by discriminator.
Table 2 gives details of the properties of each loss-variant GAN. WGAN, LSGAN, LS-GAN, RGAN and SN-GAN are
proposed to overcome the vanishing gradient for G. LSGAN argues that the vanishing gradient is mainly caused by
the sigmoid function in the discriminator so it uses a least squares loss to optimize the GAN. LSGAN turns out to be
the optimization on Pearson χ2 divergence and remedies the vanishing gradient problem. WGAN uses Wasserstein (or
Earth mover) distance as the loss. Compared to JS divergence, Wasserstein distance is smoother and there is no sudden
change with respect to the distance between real samples and generated samples. To be able to use Wasserstein distance as
the loss, the discriminator must be Lipschitz continuous (constraint on the discriminator i.e., IPM-based), where WGAN
deploys the parameter clipping to force discriminator satisfy the Lipschitz continuity. However, it causes problems such
as most of parameters in the discriminator locates to the edges of clipping range, which leads to the low capacity of
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Vanishing gradient
Image quality Mode diversity
Original GAN. 2014
WGAN. 2017; LS-GAN. 2017
MRGAN. 2016
WGAN-GP. 2017
LSGAN. 2017
Geometric GAN. 2017
Unrolled GAN. 2018
RGAN. 2018 SN-GAN. 2018
RealnessGAN. 2020
Sphere GAN. 2019
SS-GAN. 2019
Fig. 30. Current loss-variants for solving the challenges. Challenges are categorized in terms of three independent axes. Red points indicate the
GAN-variant covers all three challenges, blue points cover two, and black points cover only one challenge. Larger value for each axis indicates
better performance.
Fig. 31. Loss and gradient for generator of different loss-variant GANs.
discriminator. WGAN-GP is proposed the use of gradient penalty to make discriminator is Lipschitz continuous, which
successfully solves the problems in WGAN. LS-GAN proposes to use a margin that is enforced to separate real samples
from generated samples, which restricts the modelling capability of discriminator. It solves the vanishing gradient problem
for the generator because this problem arises when the discriminator is optimized. RGAN is a unified framework that is
suitable for all IPM-based GANs e.g., WGAN. RGAN adds discriminant information to GANs for better learning. SN-GAN
proposes an elegant way for optimizing a GAN. As mentioned before, a Lipschitz continuous discriminator is important for
stable learning, vanishing gradient and so on. SN-GAN proposes spectral normalization [69] to constrain the discriminator
under the Lipschitz continuous requirement. SN-GAN is the first GAN (we do not consider AC-GANs [11] because an
ensemble of 100 AC-GANs is used for ImageNet datasets [92].) that has been successfully applied to ImageNet datasets.
In theory, spectral normalization as demonstrated in the SN-GAN could be applied to every GAN type. SAGAN and
BigGAN [95], [97] both deploy spectral normalization and achieve good results with ImageNet.
Loss-variant GANs are able to be applied to architecture-variants. However, SN-GAN and RGAN show stronger
generalization abilities compared to other loss-variants, where these two loss-variants can be deployed by other types
of loss-variants. Spectral normalization can be applied to any GAN-variant [98] while the RGAN concept can be applied
to any IPM-based GAN [64]. We strongly recommend the use of spectral normalization for all GANs applications as
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GAN type Pros Cons
FCGAN [1], 2014 1) Generates samples very fast. 2) Able to deal with a
sharp probability distribution.
1) Vanishing gradient for G. 2) Mode collapse. 3)
Resolution of generated images is very low.
MRGAN [114], 2016 1) Improves mode diversity. 2) Stabilizes GAN train-
ing.
1) Generated image quality is low. 2) Does not solve
vanishing gradient problem for G. 3) Only tested on
CelebA dataset. Has not been tested on more diverse
image datasets e.g., CIFAR and ImageNet.
f-GAN [108], 2016 1) Provides a unified framework based on f -
divergence.
1) Has not specified stability for different f -
divergence functions.
WGAN [104], 2017 1) Solves the vanishing gradient problem. 2) Improves
image quality. 3) Solves the mode collapse problem.
1) Large weight clipping causes longer time of conver-
gence and small weights clipping causes a vanishing
gradient. 2) Weight clipping reduces the capacity of
the model, which limits the model’s capability to learn
more complex functions. 3) A very deep WGAN does
not converge easily.
WGAN-GP [57], 2017 1) Converges much faster than WGAN. 2) Model is
more stable during training. 3) Able to use deeper
GAN to model more complex function.
1) Cannot use batch normalization because gradient
penalization is done for each sample in the batch.
LSGAN [106], 2017 1) Remedies the vanishing gradient and stabilized
GAN training. 2) Improves the mode diversity for the
model. 3) Easy to implement.
1) Generated samples are pushed to decision bound-
ary instead of real data, which may affect the gener-
ated image quality.
LS-GAN [112], 2017 1) Solves the vanishing gradient problem. 2) Solves
the mode collapse problem.
1) Difficult to implement. Lots of components have
to be carefully designed for the loss function. 2) The
quality of the generated images might be affected
by the margin which has been added between real
samples and generated samples.
Geometric GAN [115], 2017 1) Less mode collapse. 2) More stable training. 3)
Converges to the Nash equilibrium between the dis-
criminator and generator.
1) Has not demonstrated capability in the face of
the vanishing gradient problem. 2) Experimental tests
have to be done on more complex datasets e.g., Ima-
geNet.
Unrolled GAN [111], 2018 1) Solves the mode collapse problem. 2) Demonstrates
that high order gradient information can help in train-
ing. 3) Improves GAN training stability.
1) The quality of the generated images are low.
RGAN [64], 2018 1) Solves the vanishing gradient problem. 2) Unified
framework for IPM-based GANs. 3) Solves the mode
collapse problem.
1) Lack of mathematical implications of adding rela-
tivism to GANs. 2) Has not done a survey on which
IPM-based GAN will achieve the best performance
through the addition of this relativism.
SN-GAN [98], 2018 1) Computationally light and easy to implement on
existing GANs. 2) Improves image quality and solves
mode collapse. 3) Stabilizes GAN training and solves
the vanishing gradient problem.
1) Requires testing on more complex image datasets.
Sphere GAN [130], 2019 1) Enable stable training. 2) More accurate results
generated as high-order statistical information has
been exploited. 3) Sphere GAN does not need any
additional constraints that forces discriminators lie in
a desired function space.
1) The diversity of sphere GAN needs to be investi-
gated in the future.
SS-GAN [131], 2020 1) Enables the ability of self-supervision. 2) Results are
competitive compared to current GAN models.
1)More advanced self-supervised architecture for the
discriminator could be included in the future.
RealnessGAN [129], 2020 1) Discriminator outputs distribution as a measure of
realness. 2) Image quality has been improved.
1) Model diversity needs to be improved in the future.
TABLE 2
Summary of loss-variant for GANs.
described here. There are a number of loss-variant GANs mentioned in this paper which is able to solve the mode collapse
and unstable training problem. Details are given in Table 2.
6 APPLICATIONS
6.1 Data Augmentation
A well-known application for unsupervised learning approaches is augmenting the data. In reality, there are three cir-
cumstances requiring data augmentation: (1) Training a large deep neural network but the labeled data is very limited, (2)
current data lacks variations e.g., do not cover diverse illuminations and appearance variations, and (3) access to a database
is strictly restricted e.g., the database contains sensitive information. The first two situations can have alternative solutions
without using unsupervised fashion but they will cost lots of extra hours and need lots of people engaged e.g., collect
data and label data. GANs can be reliable approach to help us augment the data. Semi-supervised GAN (SGAN) [28]
provides such a GAN architecture that is able to automatically generate annotated images, which can be a solution to
those situations that lack training data. The second case might have more breadth in real world. Lots of psychology or
neuroscience experiments need broad variational data as stimulus. For example, human’s EEG is sensitive to different types
of face images such as a happy face and a sad face [132]. It takes lots of time for researchers to prepare for the stimulus
in traditional psychology and neuroscience experiments. Architectures such as a style-based generator [30] can produce
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abroad different types of face images as stimulus. More importantly, these generated images can be generated with the level
of variation i.e., different levels of happiness, which can be used for quantitative study in the experiment. Fortunately, we
are excited to see researchers from neuroscience field begin to deploy GANs to generate the stimulus for the experiment
e.g., Wang et al. [60], [61] used GANs for generating different types faces to study the P300 component [133] in their
EEG experiment as seen in Figure 32. Compared to the first two perspectives, which can be solved without unsupervised
Fig. 32. P300 (postive ongoing peak between 0.4 and 0.6 s) signal across 12 participants with respect to different types of GANs and real face from
the study [60], [61].
fashion, the last aspect does not have a solution without borrowing unsupervised learning approaches, which imposes
significant difficulty on some research such as seizure detection via EEG i.e., the seizure EEG data can only be accessed by
very few researchers because of the privacy issue. Benefiting from data generation through GANs, it now becomes possible
to synthesize those sensitive data. We have already seen some researchers applied GANs to those fields [20], [23], [134]. It
is exciting to see some research areas could benefit from deep learning research. Figure 33 illustrates examples of real ECG
(in red) and synthetic ECG (in blue) generated by GANs, in which it can be seen that the generated ECG is very similar to
the real ECG.
Fig. 33. Examples of real (red) and synthetic (blue) ECG signals from the study [134].
30
6.2 Image Synthesis
Image synthesis is still a main focused area currently, in which lots of GAN variants have been proposed. In this section,
we classify all applications related to images under the image synthesis category such as image super-resolution, image-
to-image translation and image matting.
Image Super-Resolution Image super-resolution enables a high-resolution image generated from a low-resolution image
by upsampling. SRGAN [42] is a representative framework for image super-resolution by using GANs. Apart from general
adversarial loss in GANs, SRGAN extends the loss by adding content loss (e.g., a pixel-wise MSE loss) in the area of
super-resolution, which lead to a perceptual loss presented as below
LSR = LSRX + 10−3LSRGAN (36)
where LSRX is the content loss and LSRGAN is the GAN loss. In practice, the content loss LSRX is chosen depending on
applications. SRGAN presents three content losses (1) standard pixel-wise MSE loss LSRMSE , (2) a loss defined on feature
maps representing lower-level features LSRV GG22 and (3) a loss defined on feature maps representing higher-level features
LSRV GG54. The authors show that different content losses perform differently according to different evaluation metrics. The
generator in SRGAN is conditioned by low-resolution images, which are inferred with 4× upscaling factors. The authors
show the superior perceptual performance of SRGAN compared to traditional approaches.
Image Completion/Repair Image completion/repair is a common image editing operation, which aims to fill the missing
or masked regions in images with synthesized content. Most efficient traditional completion algorithms [135], [136] depend
on low-level cues, which are used to search for patches from known regions of the same image, and synthesize the contents
that locally appear similarly to the matched patches. These approaches perform well for background completion as patterns
from the background are similarly to each other. The assumption of similar patterns for a missing part with other parts in
an image can be violated in some situations e.g., filling missing parts for a face image, in which many objects have unique
patterns. Li et al. [50] propose to use autoencoder incorporating with GANs. The network architecture is shown in Figure .
Two discriminators DG and DL are deployed (one for global image content while the other for local image content), which
turns out two adversarial losses are used for optimization. The overall loss function is represented as
L = Lr + λ1LDG + λ2LDL + λ3Lp (37)
where Lr is the L2 distance between the autoencoder output and the original image, LDG and LDL are adversarial losses
of DG and DL,and Lp is the pixel-wise softmax for the parsing network [137], [138]. λ1, λ2 and λ3 are the hyperparameters
to control the effects caused by different losses. Figure 35 presents the completion results by using the CelebA dataset from
the original paper.
Fig. 34. Network architecture for face completion in [50].
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Fig. 35. Face completion results using the CelebA dataset. From left to right: original images, masked inputs and completion results [50].
Image Matting Natural image matting is defined to accurately estimate the opacity of foreground object in an image or
video stream [139]. This field attracts a growing interest as it has wide applications such as image editing and film post-
production. Image matting approaches formally require a input image with a foreground object and the image background,
which can be mathematically expressed as
Ii = αiFi + (1− αi)Bi, αi ∈ [0, 1] (38)
where αi is a scalar value that defines the foreground opacity at pixel i, Fi is a scalar value of foreground object at pixel
i and Bi is a scalar value of background at pixel i. Lutz et al. introduces GANs to this field and proposes AlphaGAN that
can produce visually appealing compositions. In their work, they train the discriminator on images composited with the
ground-truth alpha and the predicted alpha and the generator is used to generate the compositions. Figure 36 illustrates
the performance of AlphaGAN compared with other approaches in the literature.
Image-to-image Translation Image-to-image translation is a class of graphic problems, in which the objective is to learn
the mapping between an output image and an input image using a training set of aligned image pairs. Isola et al. [39]
propose to use CGAN for image-to-image translation when paired training data is available. CycleGAN [35] is proposed to
solve when unpaired training data is not available for image-to-image translation. CycleGAN achieves this by introducing
cycle consistency loss to enforce the mapping from one domain X and the other domain Y is roughly same. Figure 37
shows some results generated by CycleGAN, which proves to be able to be applied for lots of graphical problems. Other
work such as DiscoGAN [143] and DualGAN [144] are also proposed to solve the missing paired training data issue in the
area of image-to-image translation. More details can be refered to original papers.
6.3 Video Generation
GANs have already achieved striking results for natural images generation. Some recent work attempt to carry this success
to the area of video generation [145]–[147]. The efficient video generation using GANs remains a significant challenge
as it exacerbates all the issues associated with image generation using GANs. Also it has the problems of increased
memory and computation costs due to the 3D nature of video and the requirement for temporal modelling. Besides, due
to the limitation of memory and training stability, the generation becomes increasingly challenging with the increase of
the resolution/duration of videos. The current mainstreams of the video generation research via GANs we think are 1)
producing high-resolution videos, e.g., up to/more than 256×256; 2) increasing the lengths of the generated video up
to/more than 48 frames, and 3) generating more realistic video so that much of the generated video content is not blurred,
indistinct, or even surreal. Videos based GANs does not only have to consider the spatial modeling but also require
temporal modeling i.e., the motion between each adjacent frames in a video sequence. MoCoGAN [145] is proposed to learn
motion and content in unsupervised fashion, which divides the image latent space into content and motion spaces. DVD-
GAN [146] is able to generate longer and higher resolution videos based on the BigGAN architecture while introducing
scalable, video-specific generator and discriminator architectures. DVD-GAN comprises two discriminators DS (spatial
discriminators) and DT (temporal discriminators), in which DS scores input frames from the spatial perspective and DT
scores input frames from the temporal perspective (motion).
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Fig. 36. Examples of Alpha matting predictions using the alphamatting.com dataset. From left to right: raw images, DCNN [140], IF [141], DI [142]
and AlphaGAN [139]. Figures from [139].
6.4 Feature Generation
“Can machines think?” This is the question raised in Alan Turing’s seminal paper entitled “Computing Machinery and
Intelligence” [148] in 1950. The ultimate goal of machines is to be as intelligent as human beings. Current AI depends
on large datasets rather than being generalized from small datasets and has catastrophic forgetting problem [149] when
learning tasks sequentially. Few-shot learning and continual learning attract significant attention from scientific community
in recent years, which aim to fill gaps between AI and humans. Both of these two fields suffer from the problem of lack of
data i.e., few-shot learning uses few samples (e.g., normally 1 sample or 5 sample) for each category and continual learning
comes across unseen data in sequential tasks. Mandal et al. [150] proposes use of conditional Wasserstein GAN with two
additional terms i.e., cosine embedding and cycle-consistency losses to synthesize unseen action features for zero-shot
action recognition. Shin et al. [151] proposes a deep generative replay framework for continual learning, in which training
data for previous tasks are sampled by the generator and interleaved with those for a new task. These show that GANs
have potential ability to provide solutions for other machine leanring problems.
7 NOTES ON EVALUATION OF GANS
It has been known that comparison between generative models is challenging [63] and a number of evaluation criterion
has been proposed in the literature [55]. In general, evaluation for GANs is mainly divided into two main types i.e.,
qualitative and quantitative measurements respectively. The qualitative measurement is supposed to determine the visual
33
Fig. 37. Top and middle: CycleGAN learns to translate an image from one into the other and vice versa given any two unordered image collections.
Bottom: An example of application, in which CycleGAN learns to render natural photographs into the different styles by using a collection of
paintings. Figure from [35].
quality of generated images from a human perceptual perspective. The most representative qualitative measurement is
using human annotation. As human annotation approaches are time-consuming i.e., these require asking evaluators to
generate behavioral responses on an image-by-image basis. Several approaches have been proposed and proven to be
correlated with human annotation e.g., Inception Score (IS) [3], Frec´het Inception Distance (FID) [58], Neuroscore [60].
Quantitative metrics in contrast, are less subjective but the robustness of their performance is compromised. Quantitative
measurements such as kernel maximum mean discrepancy (MMD) [59], sliced Wasserstein distance (SWD) [78], classifier
two-sample tests (C2ST) [152] can be applied to detect issues e.g., overfitting or memorizing, low diversity, mode dropping
for GANs [55]. Despite a number of existing metrics for evaluating GANs, Inception Score and FID are the most widely
used measurement because both of these two metrics can indicate quality and the diversity of generated images [3], [58].
These two metrics become main evaluation metrics for evaluating the performance for different GANs. It is obvious that
human would be the most reliable to evaluate the quality of generated images. Nevertheless, direct comparison between
the human annotator and evaluation metrics is absent in the literature. We have designed a comprehensive comparison
among humans, humans’ neural signals (Neuroscore) and evaluation metrics, which has been published [60]. Specifically,
we trained three GANs i.e., DCGAN, BEGAN and PROGAN on CelebA, Three evaluation metrics Inception Score, MMD
and FID are selected for comparison and 12 participants are gathered for the experiment. We have a behavioral task to
record participants’ responses to each type of GAN-generated images, in which participants answer ”real” or ”fake” when
seeing a image presented on the screen. The accuracy for each type of GAN is shown in Table 3. It is worth nothing
that lower accuracy for GAN-generated images indicates better image quality i.e., participants were often convinced that
synthesized faces were in fact real. It can be noticed PROGAN performs the best, followed by BEGAN and then DCGAN.
Table 4 summarizes the different results across three GANs evaluated by using different metrics. To be consistent with
other metrics (smaller score indicates better GAN performance), we use 1/IS (1/Inception Score) for comparison. It can be
seen that all three methods are consistent with each other and they rank the GANs in the same order of PROGAN, DCGAN
and BEGAN from high to low performance. By comparing the three traditional evaluation metrics to the human, it can be
seen that they are not consistent with human judgment of GAN performance. It should be noted that we are not arguing
which metric is the best and we understand metrics such as Inception Score and MMD also consider other factors such as
model diversity. However, those metrics might not be able to fully interpret the quality of images generated by a GAN.
Table 5 demonstrates our summary for the performance of presented GANs in this work by using Inception Score and
FID in the literature. Four image datasets are considered in the summary i.e., CIFAR10, ImageNet, LSUN and CelebA,
which are the most widely used benchmarking datasets.
8 DISCUSSION
We have introduced the most significant problems present in the original GAN design, which are mode collapse and
vanishing gradient for updating G. We have surveyed significant GAN-variants that remedy these problems through two
design considerations: (1) Architecture-variants. This aspect focuses on architectural options for GANs. This approach
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ID DCGAN BEGAN PROGAN
1 1.000 0.759 0.704
2 0.981 0.741 0.537
3 1.000 0.796 0.778
4 0.981 0.889 0.704
5 1.000 0.667 0.648
6 1.000 0.926 0.704
7 1.000 0.815 0.611
8 0.981 0.815 0.870
9 1.000 0.796 0.685
10 1.000 0.815 0.759
11 1.000 0.907 0.759
12 1.000 0.963 0.704
Mean 0.995 0.824 0.705
TABLE 3
Accuracy for face images generated from three GANs in the behavioral task. Lower accuracy for GAN-generated images indicates better image
quality i.e., participants were often convinced that synthesized faces were in fact real [60].
Metrics DCGAN BEGAN PROGAN
1/IS 0.44 0.57 0.42
MMD 0.22 0.29 0.12
FID 63.29 83.38 34.10
1/Neuroscore 1.715 1.479 1.195
Human 0.995 0.824 0.705
TABLE 4
Score comparison for each GAN category. Lower score indicates better performance of GAN [60].
Model CIFAR10 (IS/FID) ImageNet (IS/FID) LSUN (FID) CelebA (FID)
FCGAN 6.41/42.6 -/- - -
BEGAN 5.62/- -/- - 83.3
PROGAN 8.80/- -/- 8.3 7.3
LSGAN 6.76/29.5 -/- 21.6 -
DCGAN 6.69/42.5 -/74.2 160.1 63.1
WGAN-GP 8.21/21.5 11.6/62.1 22.8 -
SN-GAN 8.43/18.8 36.8/27.6 - -
Geometric GAN -/27.1 -/- - -
RGAN -/15.9 -/- - -
AC-GAN 8.25/- -/- - -
BigGAN 9.22/14.7 166.5/7.4 - -
RealnessGAN -/34.6 -/- - 23.5
MSG-GAN -/- -/- 5.2 8.0
SS-GAN -/15.7 -/43.9 13.3 24.36
YLG -/- 57.2/15.9 - -
Sphere GAN -/- -/- 16.9 -
TABLE 5
Performance summary across different types of GANs discussed in this paper on different datasets in the literature i.e., CIFAR10, ImageNet,
LSUN, CelebA. ”-” refers that experiments have not been done in the literature. Studies from [11], [57], [60], [64], [76], [78], [97], [98], [102], [102],
[106], [129], [153], [153]–[156].
enables GANs to be successfully applied to different applications, however, it is not able to fully solve the problems
mentioned above; (2) Loss-variant. We have provided a detail explanation why these problems arise in the original GAN.
These problems are essentially caused by the loss function in the original GAN. Thus, modifying this loss function can
solve this problem. It should be noted that the loss function may change for some architecture-variants. However, this loss
function is changed according to the architecture thus it is architecture-specific loss. It is not able to generalize to other
architectures.
Through a comparison of the different architectural approaches surveyed in this work, it is clear that the modification
of the GAN architecture has significant impact on the generated images quality and their diversity. Recent research shows
that the capacity and performance of GANs are related to the network size and batch size [95], which indicates that a
well designed architecture is critical for good GANs performance. However, modifications to the architecture only is not
able to eliminate all the inherent training problems for GANs. Redesign of the loss function including regularization and
normalization can help yield more stable training for GANs. This work introduced various approaches to the design of
the loss function for GANs. Based on the comparison for each loss-variant, we find that spectral normalization as first
demonstrated in the SN-GAN brings lots of benefits including ease of implementation, relatively light computational
requirements and the ability to work well for almost all GANs. We suggest that researchers, who seek to apply GANs to
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real-world problems, include spectral normalization to the discriminator.
There is no answer to the question of which GAN is the best. The selection of a specific GAN type depends on the
application. For instance, if an application requires the production of natural scenes images (this requires generation of
images which are very diverse). DCGAN with spectrum normalization applied, SAGAN and BigGAN can be good choices
here. BigGAN is able to produce the most realistic images compared to the other two. However, BigGAN is much more
computationally intensive. Thus it depends on the actual computational requirements set by the real-world application.
Interconnections Between Architecture and Loss In this paper, we highlight the problems inherent in the original
GAN design. In highlighting how subsequent researchers have remedied those problems, we explored architecture-
variants and loss-variants in GAN designs separately. However, it should be noted that there are interconnections between
these two types of GAN-variants. As mentioned before, loss functions are easily integrated to different architectures.
Benefit from improved convergence and stabilization through a redesigned loss function, architecture-variants are able to
achieve better performance and accomplish solutions to more difficult problems. For examples, BEGAN and PROGAN use
Wasserstein distance instead of JS divergence. SAGAN and BigGAN deploy spectral normalization, where they achieve
good performance based on multi-class image generation. These two types of variants equally contribute to the progress
of GANs.
Future Directions
GANs were originally proposed to produce plausible synthetic images and have achieved exciting performance in the
computer vision area. GANs have been applied to some other fields, (e.g., time series generation [20], [21], [23], [157] and
natural language processing [15], [158]–[160]) with some success. Compared to computer vision, GANs research in other
areas is still somewhat limited. The limitation is caused by the different properties inherent in image versus non-image
data. For instance, GANs work to produce continuous value data but natural language are based on discrete values like
words, characters and bytes, so it is hard to apply GANs for natural language applications. As this is also a very promising
area, success in this area will lead to lots of applications such as generating subtitle and generating comments to live
streaming. As mentioned in section 6.1, research areas such as neuroscience may have some privacy issue on the data and
successful data augmentation will have significant impact in these areas. However, generation for other modal data such
as time-series data using GANs is limitedly explored even there is lack of efficient evaluation metrics for evaluating the
performance of GANs in those areas. More research is encouraged to be carried out in those areas.
Since the first GAN has been proposed in 2014, the development of GANs has brought lots of benefits to us either in
research or in our real life. However, improper use of GANs can also bring hidden concerns to society e.g., GANs can
be used to generate a tampered video for specific people and inappropriate events, creating images that are detrimental
to a particular person, and may even affect that personal safety [161], [162]. We should also focus on developing forgery
detector to efficiently and effectively detect the AI-genereated images (including using GANs).
9 CONCLUSION
In this paper, we review GAN-variants based on performance improvement offered in terms of higher image quality, more
diverse images and more stable training. We review the current state of GAN-related research from an architecture and a
loss basis. More complicated architecture with larger batch size can increase both image quality and image diversity i.e.,
BigGAN. However, limited GPUs memory could be an issue for processing large batched images, where the progressive
training strategy used in PROGAN can increase the image quality without requiring very large batched images. Regarding
the image diversity, adding the self-attention mechanism to the generator and the discriminator has achieved exciting
results and the SAGAN has been successfully applied to the ImageNet. In terms of the stable training, the loss function
plays an important role here and different types of loss functions have been proposed to deal with this perspective. Having
reviewed different types of loss functions, we find the spectral normalization has good generalization i.e., it is able to be
applied to every GAN, is easy to be implemented and has very low computational cost. Current state-of-art GANs models
such as BigGAN and PROGAN are able to produce high quality images and diverse images in the computer vision field.
However, research that applies GANs to video is limited. Moreover, GAN-related research in other areas such as time
series generation and natural language processing lags that for computer vision in terms of performance and capability.
We conclude that there are clearly opportunities for future research and application in these fields in particular.
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APPENDIX
A review of the literature was performed to identify research work describing GANs. Papers were first identified through
manual search of the online datasets (Google Scholar and IEEE Xplore) through use of the keyword “generative adversarial
networks”. Secondly papers related to computer vision were manually selected. This search concluded 10th June 2020.
A total of 463 papers describing GANs related to computer vision were identified. The earliest paper was in 2014 [1].
Papers were classified into three categories regarding their repository, namely conference, arXiv and journal. More than
half the papers were presented at conferences (267, 57.7%). The rest were journal articles (116, 25.1%) and arXiv pre-prints
(80, 17.3%).
Details of searched papers are included in Fig. 38 and Fig. 39. Figure 38 illustrates the number of papers in each year
Fig. 38. Number of papers in each year from 2014 to 10th June 2020.
from 2014 to 2020. It can be seen that the number of papers increases each year from 2014 to 2019. As our search ends up on
10th June 2020, this number can not represent the overall number of papers in 2020. Especially there are several upcoming
top-tier conferences e.g., CVPR, NeurIPS, and ICML, where much more papers may come out later this year. Even given
this situation, the number of papers in 2020 has already exceeded that in 2016. It can be noticed that there is significant
rise of papers in 2016 and 2017. Indeed we see lots of exciting research in these two years e.g., CoGAN, f-GAN in 2016 and
WGAN, PROGAN in 2017, which pushes the GANs research and exposes GANs to the public. In 2018, GANs still attracts
lots of attention and the number of papers is more than that in previous years.
Figure 39 illustrates the number of papers published on three repositories, namely conference, arXiv and journal.
Fig. 39. Categories of papers from 2014 to 10th June 2020. Papers are categorized as conference, arXiv and journal.
Conference takes the largest amount from 2015 to 2019 and dramatic increase appears in 2016 and 2017. Papers published
on Journal starts to increase since from 2017, which may be caused by the reviewing duration for a journal paper is longer
than a conference paper and of course much longer than an arXiv paper. As GANs are well-developed and well-known
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to researchers from different areas today, number of journal papers related to GANs supposes to maintain the increasing
tendency in 2020. It is interesting that number of arXiv pre-prints reaches the peak in 2017 and then starts to descend.
We guess this is caused by more and more papers are accepted by conference and journal so arXiv pre-prints claim the
publication details, which leads to the decreasing number of pre-prints on arXiv. This indicates higher quality of GANs
research in recent years from the other side. Figure 40 gives an illustration on the percentage of each category taking
Fig. 40. Percentages of each category take account the total number of papers in each year.
account the total number of papers in each year. Supporting results in Fig. 39, tendency of number of journal papers keeps
going up. Percentage of number of conference papers reaches peak at 2016 then begins to descend. It should be noted that
this does not mean the decrease of number of conference papers. This is due to other categories (i.e., arXiv and journal
papers) start to increase.
A detail of searched papers are listed on this link: https://github.com/sheqi/GAN Review/blob/master/GAN CV.csv.
