Abstract-We present link-diversity routing, a routing paradigm that achieves high path resilience in mobile ad hoc networks. Link-diversity routing chooses each hop of a packet's route, so that the choice reflects the amount of outgoing links towards the destination at the intermediate hops. This choice maximizes the opportunities to make progress at every hop in the presence of unpredictable link failures caused by mobility or fading effects. As a result, link diversity routing takes paths which are less prone to fail due to individual link failures than traditional routing. We develop a loop-free and distributed link-diversity routing algorithm. The algorithm is based on an analogy from the heat theory which consists of routing packets along the steepest gradient of a temperature field. We perform simulations of our algorithm with a DSDV-based implementation. Our simulations show that link-diversity routing increases the end-to-end packet delivery ratio to a factor of up to four without any additional protocol overhead compared to the traditional minimum hopcount based DSDV.
I. INTRODUCTION
Mobile wireless multi-hop networks typically use best effort routing techniques. That is, each router in the network maintains a forwarding table that includes a set of possible links to reach a specific destination 1 . When a packet has to be forwarded, a node looks up in its forwarding table the preferred link according to the network routing metric, and forwards the packet over this link. If for any reason this link is currently unavailable (for example, the node is temporarily down or has just moved away before the change has been captured and the routing protocol has converged to its new state), an alternative link from the forwarding table is selected and used to forward the packet. When there are no alternative links in the forwarding table, the packet is simply dropped and the loss is assumed to be handled by the upper layers.
This model is in itself robust as it works even in the presence of intermediate link failures. However, the probability that a packet eventually arrives successfully at the destination strongly depends on the number of outgoing links at each hop along a path to the destination. This issue is best illustrated in Figure 1 . In the top network topology, a source node is connected to a destination node via a single chain of intermediate nodes. If any link on this chain becomes unavailable, a packet from the source to the destination node cannot be delivered. In the bottom of the figure, all nodes have two 1 A destination can be a single node or a set of nodes aggregated as a whole network. outgoing links in their forwarding table over which they can reach the destination. In contrast to the previous case, a packet from the source node can now be delivered successfully in the presence of individual link failures.
Existing routing protocols are agnostic to the link diversity at the intermediate nodes and typically optimize for metrics like the number of hops [1] , [2] , [3] , [4] , the link qualities [5] , [6] , [7] , or the expected throughput [8] . These approaches are effective in rather static networks where the link failure probability is low. However, as illustrated before, in wireless and mobile networks, ignoring the link-diversity often leads to packet drops caused by the lack of forwarding opportunities at the intermediate nodes.
In this paper, we propose link-diversity routing, a novel routing paradigm that increases the path resilience in the presence of unpredictable link failures. This is achieved by choosing each hop of a packet's route such that each hop has a high number of opportunities to forward the packet. As a consequence, it is possible that packets will not be delivered over the shortest path to the destination.
To implement link-diversity routing, we present the finite difference method routing (FDMR) algorithm which is based on an analogy from the heat theory. Our algorithm exploits the fact that the heat flow generated by a heat source depends on the physical interconnection of the propagation media (see Figure 2 ). In our routing context, this means that highly interconnected network regions, or nodes with a high-link diversity, will allow the heat to dissipate better than sparsely connected regions, or nodes with a low link diversity. As a result, our forwarding scheme which consists of forwarding packets towards the "warmest" path, routes packets along paths which exhibit a high link-diversity.
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II. MODEL FOR LINK-DIVERSITY ROUTING
In this section, we present our heat-inspired model for link-diversity routing. We first describe the key ideas of the heat-based routing paradigm. Then, we introduce the FDMR routing algorithm which we propose to establish temperature fields in a completely distributed manner and forward packets according to those fields.
A. Heat-based Routing Paradigm
The key idea of link-diversity routing is to choose a packet's route so that the amount of outgoing links at each hop is sufficiently high to provide enough forwarding opportunities. To find such routes, we rely on a thermodynamic analogy. Consider the heat flow away from an ideal heat source. The flow intensity depends on how well a region is physically interconnected with the source (see Figure 2 ). To exploit this property for routing, we model the destination in a network as a heat source. Then, we evaluate the heat flow resulting from this heat source at all the nodes according to the network connectivity. For this, we determine the temperature of every node. From physics, we know that the temperature distribution around a heat source is defined by the heat equation. The heat equation is a partial differential equation which in steady state follows the Laplace equation:
where Δ is the Laplace operator defined as ∇ 2 = ∇ · ∇ = div grad 2 , and φ is the temperature distribution. This equation basically means that the temperature distribution is a twice differentiable function. It implies that the field is a monotonously decreasing function.
As such, the heat equation defines an infinite number of possible solutions. An exact solution of the equation is one that satisfies the a priori known boundary conditions. We define the boundary conditions intuitively as follows. We set the temperature of the destination node x d to φ(x d ) = 1, corresponding to the constant temperature of an ideal heat source and the temperature value of the source node x s to φ(x s ) = 0, corresponding to the absolute lowest possible temperature. In principle, the temperature of the source and destination could be chosen differently as long as φ(x d ) > φ(x s ). These two boundary conditions together with the heat 2 where div is the divergence and grad is the gradient. equation now define a unique temperature field distribution which has a maximum value at the destination node and is minimal at the source node. Furthermore, it can be shown that since the Laplace equation is a monotonously decreasing function, the distribution has no local maxima, i.e., a node which is not a heat source and has temperature that is higher that any of its neighbors. This is a necessary condition for the routing to work as we will see later. Figure 3 shows the temperature field that follows the heat equation for an example network. The temperature of the nodes are given by the numbers inside the circles representing the nodes. The temperature of the boundary conditions are set to 1 (for the destination) and 0 (for the source). The temperature of the intermediate nodes were obtained using the finite difference method as we will describe later.
Finding a path from the source to the destination is a gradient search problem. Since a field distribution following the heat equation can never have a local maximum (this follows directly from the definition of the field as given in Equation (1)), any ascending gradient from the source (represented with a thin arrow in Figure 3 ) is a valid path towards the destination. Therefore, loop-free packet routing can be implemented in a hop-by-hop way by forwarding a packet at every node to any neighbor which has a higher temperature value, representing an ascending gradient in that direction. In our approach however, unless a link along the steepest gradient is broken, we always forward packets along the steepest ascending gradient (represented with a thick arrow in the figure), corresponding to the neighbor with the highest temperature. This way, the path a packet follows is analogous to the minimum-energy diffusion path of a particle in a real temperature field. Further notice that the steepest gradient path towards the bottom is more resilient to link failures than the upper path.
Another interesting property of the routing model is that the path with the minimum hop-count is chosen if the linkdiversity of different paths is the same. This is best illustrated in Figure 4 , where there are three paths from the source to the destination all having the same link diversity but a different number of hops. As we can see the steepest gradient is along the path with the minimum number of hops.
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B. The FDMR Routing Algorithm
Establishing routes with our heat-based model results in establishing a temperature field on the network nodes which solves Equation (1). To establish a temperature field, we require an algorithm which is by design scalable and robust. These two properties imply the following two requirements: (i) The algorithm should be completely distributed, and (ii) every node should be able to calculate its own temperature locally, based on the temperature of only its direct neighbors. Designing an algorithm that fulfills both requirements simultaneously is not trivial. We propose the FDMR algorithm. The FDMR algorithm relies on a numerical technique called the finite difference method [9] to evaluate the solution of partial differential equations on a grid. The finite difference method is an iterative technique. As a basic principle, the method relies on the fact that solutions to Laplace's equation are harmonic functions and thus satisfy the mean value theorem of potential theory. According to this theorem, the temperature at a point is equal to the arithmetic average of the temperatures on a boundary surrounding this point. For example, in a 2-dimensional square grid, the temperature at a point is equal to the average temperatures of the four immediately neighboring points in the grid (see Figure 5) . The way the finite difference method works is by iteratively approximating the temperature of the points on the grid as the arithmetic average of the neighboring points until the temperatures have converged to the final solution. It can be shown that this method always converges to Equation (1) in a bounded number of iterations.
Our application of this method to evaluate the temperature distribution on a network of nodes is as follows. We define the grid as given by the network topology. That is, every node in the network is a point in the grid and every link in the network corresponds to an edge in the grid. Note that for an arbitrary network topology, the grid might not be a regular square grid but this is not a requirement for the finite difference method to work. We define the FDMR algorithm as follows. Let X = {x 1 , · · · , x n } be the set of nodes in the network and denote {x k ; k ∈ nbr(x i )} as the set of nodes which are neighbors of x i (i.e., there exists a link between x i and x k ). All nodes except the source and the destination nodes (which define the boundary conditions and have a fixed temperature) start with an initial temperature value φ t=0 (x i ) = 0; x i ∈ X\{x s , x d } and calculate their own temperature at iteration step t+1 as the average of the temperature of their direct neighbors at iteration step t (see Figure 6 for an example):
The temperature of the source node x s and destination node x d are the boundary conditions and thus constant over all iterations:
The operation of the algorithm is shown for a simple example in Figure 7 . At iteration step t = 0, all nodes expect the destination have a temperature value of 0. At each next iteration step, the nodes recalculate their temperature according to the new temperature.
III. IMPLEMENTATION OF THE FDMR ALGORITHM
In this section, we describe our implementation of the FDMR routing algorithm. Since our algorithm operates with iterative updates between the neighbors, it is a natural choice to implement it as a distance vector routing protocol. Note however that the FDMR routing algorithm could as well be implemented using a link state routing protocol, but we do not further investigate this at this point. For our implementation, we used the DSDV [3] routing protocol, a pro-active protocol designed for wireless ad hoc networks. In the following, we
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A. Establishing Temperature Fields
Nodes running a distance vector protocol periodically exchange routing messages with their neighbors. These periodic messages include a cost per known destination. These costs represent the network "distance" of each node to reach the destination. Looking at the cost of the direct neighbors, each node then estimates its own cost through a well defined method identical for all nodes. In the traditional DSDV implementation, the destination sets its own cost to zero and each node in the network calculates its own cost by adding one to the cost of the neighbor with the lowest cost. Hence, after convergence, the cost of each node is its distance in hops to the destination node.
In our implementation of the FDMR algorithm, the basic mechanism remains the same but the calculation of the costs is different compared to the original protocol. In our implementation, the destination node sets its cost to 1 and the source node to 0. All other nodes calculate their own cost as the average cost of their neighbors (see Equation 2 ). Hence, after convergence, the cost of each node corresponds to the temperature which is a value between 0 and 1.
B. Packet Forwarding
The basic forwarding mechanism of the distance vector routing algorithm consists of decreasing the cost at each hop a packet is forwarded. This way, packets will eventually arrive at the destination which has the lowest cost. In the traditional minimum hop-count approach, each node sends the packet to the neighbor having the lowest cost. However since in our approach, the cost definition is inverted, forwarding is along increasing temperatures. In particular, we always forward packets along the steepest ascending gradient corresponding to the neighbor with the highest temperature.
When a link breaks on a used path, the intermediate node which detects the failure (link failures can typically be detected when no periodic updates have been received from the neighbor within a certain period of time or in the presence of a missing link-layer acknowledgment after some amount of link-layer retransmissions) looks up in its local cache for an alternative neighbor with a higher temperature. If there are neighbors with larger temperatures, the traffic is now forwarded to the neighbor with the highest temperature among them. Otherwise, the packets for this destination cannot further proceed towards the destination and should be temporarily cached until the protocol has converged to the new topology, or dropped if the cache is full before an update has occurred.
IV. EVALUATION
To evaluate the benefits of link-diversity routing, we compare our DSDV-based implementation of the FDMR routing algorithm with the traditional minimum hop-count DSDV protocol in two specific ad hoc networking scenarios. The purpose of this comparison is to show how link-diversity routing improves the robustness compared to a routing protocol that uses the minimum hop-count to reach the destination. Since DSDV is a pro-active routing protocol, the overhead of the control messages is identical for both the minimum hop-count and our FDMR version, and is hence no further considered.
1) Simulation Setup:
We use the Glomosim simulator [10] for our study. We consider the performance in a city-wide multi-hop ad hoc network in which the nodes are mobile and communicating over WLAN. The whole communication is infrastructure-less, i.e., there are no fixed access points and the mobile nodes act as relay/routers. These types of networks could be used for many different purposes in the area of urban inter-vehicle communication or person-to-person communication where a communication infrastructure is not available, damaged, or simply too expensive to use.
We used a IEEE 802.11b network with a capacity of 11 Mbps and a nominal wireless range of 250 meters. As MAC protocol, we used the 802.11 DFWMAC-DCF w/RTS/CTS and as propagation model two-ray ground. Due to the large network sizes we use, we were unable to simulate the effect of intermediate buildings.
We used two different mobility models: the steady-state random trip mobility model [11] on a network of streets and the random waypoint mobility model [2] 3 . In both models, the nodes move with constant speeds and without pausing on a square of side length 10km by 10km. However, in the random trip mobility model, nodes move on vectorized maps which we extracted from a geographic information system (GIS) for the city of Zurich, Switzerland. In the random waypoint mobility model, the nodes move from randomly chosen waypoints in the square to other waypoints on a straight line. The random waypoint model is far less realistic but included as a reference because it is often used in the literature. We differentiate two mobility scenarios. In the pedestrian scenario, nodes move with a speed uniformly distributed in the range [1 − 4]m/s. In the car scenario, nodes move with speeds in the range [10 − 20]m/s. These speeds corresponds to typical pedestrian and car speeds in a city.
As traffic model, we send constant bit rate traffic from randomly chosen source nodes to randomly chosen destination nodes. All packets are 1024 bytes long. All simulations have a duration of at least 10000 seconds and are always an average over at least 20 runs with different random seeds.
2) Results: The performance results for nodes moving along the streets of Zurich are shown in Figure 8 . In the upper figure, 10000 nodes are used resulting in an average node degree of approximately 11. In the lower figure, 5000 nodes are used, leading to an average node degree of 5.5. In both settings, 500 nodes are active traffic sources out of which approximately two third are sending simultaneously on average over the simulation time. As a reference, we also plot the packet delivery ratio when the nodes are not moving (static scenario). As we can see, the ratio in the static scenario is close to 100% which means that most packet losses occur in the mobile scenarios because of the mobility of the nodes and not due to other effects like congestion or interference.
We conclude that the packet delivery ratio of the DSDV protocol is clearly better with FDMR compared to minimum hop-count routing. Another interesting observation is that the performance with minimum hop-count does not significantly gets better as the node density increases. This is different for the FDMR algorithm. With the FDMR algorithm, the performance gets better as the average node degree increases. This is because the FDMR algorithm is able to exploit the link-diversity which becomes larger when the node degree increases.
The simulation results from the random waypoint model are given in Figure 9 . The trends we observe with this mobility model are the same as with the previous mobility model. Overall, the packet delivery ratio is slightly better with this mobility model. The main reason is that the node distribution is not uniform. Nodes tend to concentrate around the center of the square [12] . As a result, the average path length is smaller than with the previous mobility model, and on average, paths break less frequently.
V. RELATED WORK
Traditional routing protocols for mobile ad hoc networks typically optimize for metrics like the number of hops [1] , [2] , [3] , [4] , the link quality [5] , [6] , [7] , or the expected throughput [8] .
The authors of [14] , [15] , [16] , [17] exploit the link-diversity in multi-hop routing to cope with lossy links and fading effects. These approaches integrate MAC-layer and routing techniques by broadcasting (or anycasting) packets to all nodes in transmission range and letting those decide whether to further forward the packet or not. In contrast, we exploit the link-diversity to forward packets to nodes which have a higher number of outgoing links in order to increase the probability of successful packet delivery in the presence of unpredictable link failures.
Braided multipath routing [18] identifies multiple routes, using one as a primary and switching if the primary fails. Opportunistic multipath scheduling [19] splits traffic over multiple paths, adaptively favoring paths that provide low delays. Tsirigoris and Haas [20] propose to use erasure coded fragments of each packet over disjoint paths in a mobile ad hoc network, in order to tolerate losses of some fragments due to fading or node movement. Link-diversity routing also exploits multiple paths, but selects them according to the amount of forwarding opportunities at each hop and must not ensure that the paths are disjoint.
The steepest gradient search method has been well studied in the past. This method has been extensively used for optimization problems and has had applications in diverse disciplines as routing in ad hoc networks [21] , [22] , load balancing in the Internet [23] , data collection in sensor networks [24] , [25] , sensor node placement [26] , guided navigation [27] , or service discovery [28] . The basic forwarding principle of our approach which consists of forwarding along the steepest gradient is similar to these works. However, our distributed method to establish and maintain a potential field which is based on the finite different method is unique and uses only local information to achieve link-diversity routing, a property not addressed by those previous works. We first came up with the idea to use heat for anycast routing in [29] . This work differs by applying heat for unicast routing and by more rigorously applying the original model from physics.
VI. CONCLUSIONS
This paper presents link-diversity routing, a robust routing paradigm for mobile ad hoc networks. Link diversity routing increases the path resilience by choosing a packet's route so that the amount of outgoing links at each hop is maximized. Therefore, the selected hops have often multiple forwarding opportunities and can better cope with unpredictable link failures caused by mobility or fading than traditional routing schemes. We show that by modeling the destination as a heat source and routing along the steepest gradient of the temperature field created by this source, link-diversity routing can be implemented in a distributed and loop-free manner. We provide the FDMR algorithm which enable to calculate the temperature of a node in the network based only on the temperature of its direct neighbors.
Using simulations with an adapted DSDV routing protocol, we show that link-diversity routing increases the end-to-end packet delivery ratio compared to traditional minimum hopcount routing by a factor of up to four (when nodes are moving at car speeds in a city). This improvement is achieved without additional routing protocol messages by changing only how the nodes compute their distance to the destination and hence with the same protocol overhead.
