We present an automatic method for the generation of surface triangulations from sets of scattered points. Given a set of scattered points in three-dimensional space, without connectivity information, our method reconstructs a triangulated surface model in a two-step procedure. First, we apply an adaptive clustering technique to the given set of points, identifying point subsets in regions that are nearly planar. The output of this clustering step is a set of two-manifold "tiles" that locally approximate the underlying, unknown surface. Second, we construct a surface triangulation by triangulating the data within the individual tiles and the gaps between the tiles. This algorithm can generate multiresolution representations by applying the triangulation step to various resolution levels resulting from the hierarchical clustering step. We compute deviation measures for each cluster, and thus we can produce reconstructions with prescribed error bounds. 
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Introduction
Surface reconstruction is concerned with the generation of continuous models (triangulated or analytical) from scattered point sets. Often, these point sets are generated by scanning physical objects or by merging data from different sources. Consequently, they might be incomplete, contain noise or be redundant, which makes a general approach for reconstructing surfaces a challenging problem. In many instances, high complexity and varying level of detail characterize an underlying object. Multiple approximation levels are needed to allow rapid rendering of reconstructed surface approximations and interactive exploration. Surface reconstruction problems arise in a wide range of scientific and engineering applications, including reverse engineering, grid generation, and multiresolution rendering.
We introduce a surface reconstruction method that is based on cluster analysis. Our approach generates a surface reconstructed from arbitrary point sets, i.e., scattered data without connectivity information. The reconstructed model is generated in two steps. First, we apply an adaptive clustering method to the point set, producing a set of almost flat shapes, so-called "tiles," that locally approximate the underlying surface. Each tile is associated with a cluster of points. Since each clus-ter is "nearly planar" we can assume that the data within a cluster can be represented as a height field with respect to the best-fit plane defined by the tile. We can either triangulate all data points in the tile to produce a high-resolution mesh locally representing the surface or we can choose to only triangulate the boundary points defining the polygon of the tile to create a low-resolution local surface approximation.
Second, we triangulate the gaps between the tiles by using a constrained Delaunay triangulation, producing a valid geometrical and topological model. We compute distance estimate for each cluster, which allows us to calculate an error measure for the resulting triangulated models. By considering a set of error tolerances, we can construct a hierarchy of reconstructions. Figure 1 illustrates the steps of the algorithm.
In Section 2, we review algorithms related to surface reconstruction that apply to our work. In Section 3, we discuss the mathematics of clustering based on principal component analysis (PCA) and the generation of tiles. In Section 4, we describe the triangulation procedure that uses tiles as input and produces a triangulation as output. This Section discusses the triangulation of the tiles themselves as well as the method for triangulating the space between the tiles. Results of our algorithm are provided in Section 5. Conclusions and ideas for future work are provided in Section 6.
Related Work
Given a set of points p i = (x i , y i , z i ) T , i = 1, ..., n assumed to originate from a surface in threedimensional space, the goal of surface reconstruction is to generate a triangulated model approximating the unknown surface. The representation and reconstruction of three-dimensional shapes has been a significant problem in the computer graphics, computer vision, and mechanical engineering communities for several years. Most research has focused on providing a known data structure along with a set of heuristics that enable an approximating mesh to be constructed from the set of sample points.
Boissonnat [8] was one of the first to address the problem of surface reconstruction from a scattered point set. He uses a nearest neighbor criterion to produce an advancing front along the surface. From an initial point p 0 , an edge is generated between p 0 and its nearest neighbor p 1 .
An initial "contour" is generated by considering the two edges p 0 p 1 and p 1 p 0 . This contour is then propagated by selecting a point p 2 in the neighborhood of the edge (considering the k nearest neighbors of p 0 and p 1 ) such that the projection of p 2 in the tangent plane T , generated by a leastsquares method using the neighborhood about the edge, "sees" the projected edge under the largest angle. The point p 2 is added to the contour, creating a triangle, and the algorithm continues with each edge of the contour. Under certain restrictive, non-folding conditions this algorithm is guaranteed to work.
Hoppe et al. [17] and Curless and Levoy [10] utilize a regular grid and produce a signed distance function on this grid. Hoppe et al.'s method [17] is based on a zero-set approach for reconstruction, using the given points to create a signed distance function d, and then triangulating the isosurface d = 0. They determine an approximate tangent plane at each point p, using a least-squares approximation based on the k nearest neighbors of p. Using adjacent points and tangent planes, they determine the normal to the tangent plane, which is then used to determine the signed distance function. The triangulation is then generated using the marching cubes algorithm of Lorensen et al. [23] .
This algorithm produces an approximating triangulation. The approximation is treated as a global optimization problem with an energy function that directly measures deviation of the approximation from the original surface.
Curless and Levoy [10] present an approach to merge several range images by scan-converting each image to a weighted signed distance function in a regular three-dimensional grid. The zerocontour of this distance function, is then triangulated using a marching cubes algorithm [23] . This algorithm also produces an approximating mesh to the data points. The closeness of the approximation is determined by the size of the grid elements.
Boissonnat [8] , Attali [3] and Amenta et al. [2] utilize the properties of the Delaunay triangulation [30] to assist in generating an interpolating mesh for a set of sample points. Boissonnat's second algorithm [8] first generates a Delaunay tetrahedrization T of the points as an intermediate structure.
The boundary of this tetrahedral mesh defines the convex hull of the data points. The algorithm then progressively removes tetrahedra from T , such that the boundary of the resulting set of tetrahedra remains a polyhedron. A drawback of this approach is that no change of the topology is allowed, and consequently, it is impossible to create a surface formed of several connected components and having holes.
Attali [3] utilizes a normalized mesh, a subset of the Delaunay triangulation, to approximate a surface represented by a set of scattered data points. When applied to "r-regular shapes" in two dimensions, this method is provably convergent. Unfortunately, in three dimensions, heuristics must be applied to complete a surface. The general idea is to construct the Delaunay mesh in two dimensions and remove those triangles that do not contribute to the normalized mesh. The boundary of the remaining triangles forms the boundary of the surface.
Amenta et al. [2] use a three-dimensional "Voronoi diagram" and an associated (dual) Delaunay triangulation to generate certain "crust triangles" on the surface that are used in the final triangulation.
The output of their algorithm is guaranteed to be topologically correct and converges to the original surface as the sampling density increases.
The alpha shapes of Edelsbrunner et al. [12] , which define a simplicial complex for an unor-ganized set of points, have been used by a number of researchers for surface reconstruction. Guo [14] describes a method for reconstructing an unknown surface of arbitrary topology, possibly with boundaries, from a set of scattered points. He uses three-dimensional alpha shapes to construct a simplified surface that captures the "topological structure" of a scattered data set and then computes a curvature-continuous surface based on this structure. Teichmann and Capps [33] also utilize alpha shapes to reconstruct a surface. They use a local density scaling of the alpha parameter, depending on the sampling density of the mesh. This algorithm requires the normal to the surface to be known at each point.
Bajaj et al. [4] use alpha shapes to compute a domain surface from which a signed distance function can be approximated. After decomposing a set of scattered points into tetrahedra, they fit algebraic surfaces to the scattered data. Bernardini and Bajaj [5] also utilize alpha shapes to construct the surface. This approach provides a formal characterization of the reconstruction problem and allows them to prove that the alpha shape is homeomorphic to the original object and that approximation within a specific error bound is possible. The method can produce artifacts and requires a local "sculpting step" to approximate sharp edges well.
The ball-pivoting algorithm of Bernardini et al. [6] utilizes a ball of a specified radius that pivots around an edge of a seed triangle. If it touches another point another triangle is formed, and the process continues. The algorithm continues until all reachable edges have been considered, and then it re-starts with another seed triangle. This algorithm is closely related to one using alpha shapes, but it computes a subset of the 2-faces of the alpha shape of the surface. This method has provable reconstruction guarantees under certain sampling assumptions, and it is a simply implemented.
Mencl [25] and Mencl and Müller [26] use a different approach. They use an algorithm that first generates a Euclidean minimum spanning tree for the point set. This spanning tree is a tree connecting all sample points with line segments so that the sum of the edge lengths is minimized.
The authors extend and prune this tree depending on a set of heuristics that enable the algorithm to detect features, connected components and loops in the surface. The graph is then used as a guide to generate a set of triangles that approximate the surface.
The idea of generating clusters on surfaces is similar to the generation of "superfaces" as done by Kalvin and Taylor [21, 22] . This algorithm uses random seed faces, and develops "islands" on the surface that grow through an advancing front. Faces on the current superface boundary are merged into the evolving superface when they satisfy the required merging criteria. A superface stops growing when there are no more faces on the boundary that can be merged. These superfaces form islands that partition the surface and can be triangulated to form a low-resolution triangulation of the surface. Hinker and Hansen [16] have developed a similar algorithm.
The idea of stitching surfaces together has been used by Soucy and Laurendeau [32] , who have designed a stitching algorithm to integrate a set of range views. They utilize "canonical subset triangulations" that are separated by a minimal parametric distance. They generate a parametric grid for the empty space between the non-redundant triangulations and utilize a constrained Delaunay triangulation, computed in parameter space, to fill empty spaces. Connecting these pieces allows them to get an integrated, connected surface model.
The algorithm we present is based on a new approach. We utilize an adaptive clustering method [24] to generate a set of "tiles" that represent the scattered data locally. The resulting disjoint tiles, together with the space between the tiles, can be triangulated. Several steps are necessary to implement this method. First, the tiles must be generated. We utilize principal component analysis (PCA)
to determine clusters of points that are nearly coplanar. Each tile is generated from the boundary polygon of the convex hull of a cluster of points that have been projected into the best-fit plane. We use a hierarchical clustering scheme that splits clusters where their errors are too large. We determine a connectivity graph for the tiles by generating a Delaunay-like triangulation of the tile centers. Finally, we triangulate the tiles and the space between them by using a localized constrained Delaunay triangulation. By triangulating the original points within the tiles we can obtain a locally high-fidelity and high-resolution representation of the data. By triangulating only the boundary polygons of the tiles, we can also generate a low-fidelity and low-resolution representation of the data.
Hierarchical Clustering
Suppose we are given a set of distinct points
where the points lie on or close to an unknown surface. We recursively partition this point set by separating it into subsets, or clusters, where each subset consists of nearly coplanar points. In this section, we describe a hierarchical clustering algorithm that utilizes PCA, see Hotelling [19] , Jackson [20] or Manly [24] , to establish best-fit planes for each cluster. These planes enable us to measure the distance between the original points in the clusters and the best-fit planes, and to establish the splitting conditions for the clusters.
Principal Component Analysis
Given a set of n points in three-dimensional space, the covariance matrix S of the point set is
where D is the matrix
and
is the geometric mean of the n points.
The 3 × 3 matrix S can be factored as U T LU , where L is diagonal and U is an orthonormal matrix. The diagonal elements of L are the eigenvalues λ max , λ mid , and λ min of S (ordered by decreasing absolute values), and the columns of U are the corresponding normalized eigenvectors e max , e mid , and e min . These mutually perpendicular eigenvectors define the three axis directions of a local coordinate frame with center c.
We use the values of λ max , λ mid , and λ min to determine the "degree of coplanarity" of a point set.
Three cases are possible:
• Two eigenvalues -λ mid and λ min -are zero, and one eigenvalue -λ max -has a finite, non-zero absolute value. This implies that the n points are collinear.
• One eigenvalue -λ min -is zero, and the other two eigenvalues -λ max and λ mid -have finite, non-zero absolute values. This implies that the n points are coplanar.
• All three eigenvalues have finite, non-zero absolute values.
The eigenvector e max defines the orthogonal regression line, which minimizes the sums of the squares of deviations perpendicular to the line itself. The eigenvectors e max and e mid describe the regression plane, which minimizes the sums of the squares of the deviations perpendicular to the plane. Figure   2 illustrates this local coordinate system.
We define the vectors
w mid = e mid / |λ mid |, and w min = e min / |λ min | and let W be the matrix whose columns are w max , w mid , and w min , respectively. The matrix W can
Principal component analysis (PCA) of a set of points in three-dimensional space. PCA yields three eigenvectors that form a local coordinate system with the geometric mean c of the points as its local origin. The two eigenvectors e max and e mid , corresponding to the two largest eigenvalues, define a plane that represents the best-fit plane for the points. The eigenvector e min represents the direction in which we measure the error.
2 , where
There is another way to look at this coordinate frame. Given a point p = (x, y, z) T , one can show that
The quadratic form p T S −1 p defines a norm in three-dimensional space. This affine-invariant norm, which we denote by || · ||, defines the square of the length of a vector v = (x, y, z) T as
see [28, 29] . The "unit sphere" in this norm is the ellipsoid defined by the set of points p satisfying the quadratic equation p T S −1 p = 1. This ellipsoid has its major axis in the direction of e max . The length of the major axis is |λ max |. The other two axes of this ellipsoid are in the directions of e mid and e min , respectively, with corresponding lengths |λ mid | and |λ min |. We utilize this ellipsoid in the clustering step.
We consider a point set as "nearly coplanar" when |λ min | is small compared to |λ mid | and |λ max |. If our planarity condition is not satisfied, we recursively subdivide the point set and continue this subdivision process until all point subsets meet the required planarity condition. We define the error of a cluster as |λ min |, which is the maximum distance from the least-squares plane. 1 The PCA calculation is linear in the number of points in the point set. The essential cost of the operation is the calculation of the covariance matrix. The calculation of the eigenvalues and eigenvectors is a fixed-cost operation, as it is performed for a 3 × 3 matrix.
Splitting Clusters
We use PCA to construct a set of clusters for a given point set P. In general, the eigenvalues implied by the original point set P are non-zero and finite, unless the given points are collinear or coplanar.
The eigenvalue λ min measures, in some sense, the deviation of the point set from the plane that passes through c and is spanned by the two eigenvectors e max and e mid .
If the error of a cluster C is greater than a certain threshold, we split the cluster into two subsets along the plane passing through c and containing the two vectors e mid and e min . This bisecting plane splits the data set into two subsets. The general idea is to perform the splitting of point subsets recursively until the maximum of all clusters errors has a value less than a prescribed threshold, i.e., a planarity condition holds for all the clusters generated. For any given error tolerance, the splitting of subsets always terminates when each cluster consists of less than four points.
This method can fail to orient clusters correctly if the density of the surface samples is not sufficient. For example, in areas where two components of a surface are separated by a small distance, the algorithm may produce one cluster consisting of points from both components, see Figure 3 . This fact causes the algorithm to produce an incorrect triangulation. However, if the sample density is high in these areas, the splitting algorithm will eventually define correctly oriented clusters.
This method is also useful when the density of sample points is highly varying. In these regions, the algorithm correctly builds large clusters with low error. The triangulation step can thus create a triangulation correctly in areas that have few or no samples, see [32] . 1 Potential outliers in a data set are removed in the scanning process. If outliers exist in the data, an "average" error of |λmin| n , where n is the number of points in the cluster, produces better results.
(a) (b) FIGURE 3: Principal component analysis requires a sufficient sampling density when two components of a surface are separated by a relatively small distance. In (a), the number of samples in the indicated region is not sufficient for the cluster generation algorithm to generate two separate clusters on the different components. In (b), the sampling density is sufficient for the splitting algorithm to orient two clusters correctly.
Reclassification of Points during Splitting
Generating clusters based only on splitting planes can generate irregular clusters of points, where many points can be separated by long distances. Since a bisecting plane may not be the ideal place to best separate the cluster, the algorithm may produce irregular triangulations. To remedy this we utilize a reclassification step to adjust clusters locally.
Initially, we place all points in one cluster. During each iteration of the cluster splitting algorithm, the cluster with the highest internal error is split. After splitting this cluster, a local reclassification step is used to improve the "quality" of the clusters. This reclassification step is illustrated for a planar curve reconstruction in Figure 4 .
Suppose that cluster C is to be split. To split C into two subsets C 1 and C 2 , we define the two points p 1 = c − v max and p 2 = c + v max , where v max = |λ max | e max . These points are on the orthogonal regression line and the ellipsoid p T S −1 p = 1 associated with C.
Let C 3 , C 4 , ..., C k be the "neighboring clusters" of C, and let c 3 , c 4 , ..., c k be their respective cluster centers. Using the points c 1 = p 1 , c 2 = p 2 , c 3 , ..., and c k , we determine k new clusters
.., and C k , where a point p is an element of a cluster C i if the distance between p and c i is the minimum of all distances ||p − c j ||, j = 1, ..., k. The new clusters obtained after this step replace the original cluster C and the clusters in the neighborhood clusters of C.
The neighbor clusters of a cluster C are defined by a cluster connectivity graph. Section 3.5 details the construction of this graph. This graph is also used to determine the triangulation of the area between the clusters, as described in Section 4.
The reclassification step is potentially the most time-consuming step per iteration, since its time complexity depends on the number of clusters in the local neighborhood. The average number of neighbors in the cluster connectivity graph can be assumed to be a constant, which means that the complexity of the reclassification is linear in the number of points contained in the neighboring : Given a cluster of points, the points are projected onto the regression plane P . The boundary polygon of the convex hull H of the projected points is generated. "Lifting" the points defining the convex-hull boundary polygon back to their original position in three-dimensional space defines the non-planar tile boundary polygon T .
clusters. We limit this reclassification step to the clusters in the neighborhood to keep it a local process. The time needed for the reclassification step decreases as the cluster sizes shrink.
Tile Generation
The set of clusters partitions the original data set. The resulting clusters all satisfy a coplanarity condition. For each cluster C, the cluster center c and the two eigenvectors e max and e mid define a plane P that minimizes the sum of the squares of the plane-to-point distances for the associated points. We project all points associated with cluster C into the plane P and compute the convex hull of the projected points in P , see Figure 5 . We determine the boundary polygon H of this convex hull and generate the boundary polygon T of the cluster by "lifting" the points defining H back to their original positions in three-dimensional space. We call T the "tile" associated with cluster C, and H the "planar tile" associated with C. The principal orientation of T is implied by the cluster's associated eigenvector e min . Figure 6 illustrates the tile generation process for a model used in Eck et al. [11] .
The Connectivity Graph
To accurately calculate the neighbors of a cluster, we require that a connectivity graph for the clusters be maintained. This graph can be generated from the tiles, as they form a Voronoi-like partition of the cluster set.
The set of tiles implies an approximation of the underlying surface. We generate the connectivity graph by generating a Delaunay graph of the cluster centers along the surface implied by the tiles, see Mount [27] . To simplify the task we use the planar tiles to approximate geodesic distances on FIGURE 6: Tiles generated for the "three-holes" data set. The initial data set consists of 4000 points. The initial tiling of the data set consists of 120 tiles.
the surface, as shown in Figure 7 .
This graph is generated by a second step of the algorithm. If a Delaunay graph cannot be generated in a certain area, we continue to split clusters in this area until the graph can be completed. In areas where two surface components are separated by a small distance, the Delaunay graph cannot be generated.
The graph can also be used to generate surface boundaries. An edge of the graph can be mapped to three line segments, one which represents the distance between the clusters, see Figure 7 . If this distance is greater than a given threshold, the edge can be eliminated from the graph. We can detect these "boundary clusters" in the triangulation step and modify the triangulation between the clusters to create surface boundaries.
Generating the Triangular Mesh
Since each cluster is "nearly planar" we can assume that the data within the cluster can be represented as a height field with respect to the best-fit plane. Thus, we can project the data onto the best-fit plane and triangulate the data using a two-dimensional Delaunay triangulation. The result triangulates the area within the convex hull of the projected points. This triangulation can be "lifted" to a triangulation of the tile associated with the cluster by using the points' original locations in three-dimensional space.
A high-resolution triangulation of the points in a cluster is obtained by considering all points of the cluster. To obtain a lower-resolution triangulation, we consider only the points of the boundary polygon of the convex hull of the projected points. A Delaunay triangulation of these points can also
Distance measured on the tiles approximates the geodesic distances on the underlying unknown surface. These distances are used to generate the Delaunay-like triangulation of the cluster centers.
be lifted to form a triangulation of the tile. Since we know the maximal deviation of the points of the cluster from the best-fit plane, we can measure the deviation of the lower-resolution triangulation from the high-resolution one.
To generate a triangulation of the space between the tiles, we utilize the connectivity graph generated in the clustering step. Here, we consider a "triangle" T in the Delaunay-like graph and the three clusters C 1 , C 2 , and C 3 whose centers define the vertices of this triangle, as shown in Figure 8 .
We determine a plane P on which the three clusters can be bijectively mapped. 2 The normal of this plane can be obtained by selecting one of the normals of the best-fit planes of one of the three clusters or by averaging the normals of the best-fit planes of the three clusters connected by the triangle T .
Considering Figure 8 , we operate on the area bounded by the triangle and the data set containing the vertices c 1 , c 2 , and c 3 of the triangle T , the points of the tiles contained in T , and the six additional points p 1,2 , p 2,1 , p 1,3 , p 3,1 , p 2,3 , and p 3,2 , i.e., the points where the edges of the triangle intersect the tile boundary polygons. We apply a constrained Delaunay triangulation step, see Okabe et al. [30] , to this point set, which preserves the edges of the tile boundary polygons. This triangulation procedure adds additional points to the tile boundary polygons. These points can be eliminated by identifying the triangles that share these points. A constrained Delaunay triangulation applied to such areas generates triangles that fill the same area, but do not contain the additional points p i,j . Figure 10 illustrates this process, and Figure 11 shows the three-holes data set using a low-resolution representation of the tiles, together with a triangulation of the space between the tiles.
This algorithm can also be adapted for situations where tiles lie on the boundary of a surface.
Given two planar tiles C 1 and C 2 that have been projected onto a plane, the area to be triangulated lies outside the two tiles and inside the area defined by the line joining the centers of the triangles and a line segment on the boundary of the convex hull of the planar tiles. Generating a constrained Delaunay triangulation of this area produces the required triangulation, see Figure 12 .
Results
We have used this algorithm to produce reconstructions for a variety of data sets. The input to the algorithm is based either upon the desired error tolerance associated with the clusters, or the total number of clusters generated by the adaptive splitting algorithm. Figures 13 and 14 show a reconstruction of a data set representing a car body. The original data set contains 20,621 points, and it is represented by 400 tiles. Figure 13 shows the triangulation of the tiles generated from the first step of the algorithm. Figure 14 shows the complete triangulation of the data set. For this data set, we have identified the boundaries by modifying the connectivity graph. Edges of the final connectivity graph were deleted whenever the length between the clusters exceeded a certain threshold. Thus, the windows and the bottom of the car are not triangulated in this example. Figure 15 shows a reconstruction of the "hypersheet" data set used in Hoppe et al. [18] . This data set contains 6,752 points, and the reconstruction is based on 200 clusters. Figures 16-18 show reconstructions of the "Stanford dragon" data set. The original data set contains 100,250 points and is represented here with 5,000 tiles. Figure 16 shows the tiles generated from the first step of the algorithm, and Figure 17 shows a low-resolution triangulation. Here, we have triangulated the vertices of the tile boundary polygons and have added the triangles in the space between the tiles. Figure 18 shows a complete triangulation of the data set.
All models were generated using PCA to analyze the clusters. The reconstructions are therefore affine-invariant. Table 1 provides timing statistics for the reconstructions of the models shown in Figure 11 and Figures 13-18 . These models were generated on an SGI Onyx2 using a single 195Mhz R10000 processor.
Conclusions
We have presented a new algorithm that allows the generation of triangulated surface models from discrete point sets without connectivity information. This algorithm uses an adaptive clustering ap- FIGURE 16: Dragon data set (tiles only). The original data set contains 100,250 points, and 5,000 tiles were generated.
FIGURE 17: Low-resolution approximating mesh of the dragon data set. proach to generate a set of two-manifold tiles that locally approximate the underlying unknown surface. We construct a triangulation of the surface by triangulating the data within the individual tiles and triangulating the gaps between the tiles. Approximating meshes can be generated by directly triangulating the boundary polygons of the tiles. Since the deviation from the point set is known for each cluster, we can produce approximate reconstructions with prescribed error bounds.
If a given data set has connectivity information, then our algorithm can be viewed as a generalization of the vertex-removal algorithm of Schroeder et al. [31] . Instead of removing a vertex and re-triangulating the resulting hole, we remove clusters of nearly coplanar points and re-triangulate the hole generated by removing the cluster. This is an immediate extension of our approach. We also plan to extend our algorithm to reconstruct surfaces with sharp edges and vertices.
We plan to extend our approach to the clustering of more general scattered data sets representing scalar and vector fields, defined over two-dimensional and three-dimensional domains. These are challenging problems as faster algorithms for the generation of data hierarchies for scientific visualization are becoming increasingly important due to our ability to generate ever larger data sets. We would like to thank the reviewers of the initial version of this paper. Their comments have improved the paper greatly.
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