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Abstract-In this paper, we study oscillatory properties of the higher-order Sturm-Liouville dif- 
ference equation 
(-1)“A” (k (-) A%Y~) = qkyk+n, cx E R. (*I 
In particular, we derive sufficient conditions for (non)oscillation of (*) and compute explicitly its 
(non)oscillation constants. The obtained results are used to derive necessary and sufficient conditions 
for discreteness and boundedness below the spectrum of associated difference operators. We discuss 
also (non)oscillation of the Euler-type difference equation. @ 2003 Elsevier Science Ltd. All rights 
reserved. 
Keywords-Sturm-Liouville difference operator, (Non)oscillation criteria, Disconjugacy, Gener- 
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1. INTRODUCTION 
In this paper, we investigate oscillatory behavior of the higher-order Strum-Liouville difference 
equation 
(-l)“An (k@) Anyk) = q/cy/c+n, (1) 
where (II E R and kc”) := I’(k + l)/I’(k - cx + 1) is the discrete factorial function, I’(t) := 
SC? -‘st-’ ds being the usual Gamma function. In particular, we derive nonoscillation and 
oscillation criteria for (1) and present the explicit values of its (non)oscillation constants. In 
these criteria, the (non)oscillation behavior of (1) is measured by the sequence qk and by the 
solutions of the associated homogeneous difference equation 
An lc(“)Anyk 
> 
z 0. (2) 
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That is, equation (1) is viewed ss a perturbation of (2). We establish also a nonoscillation 
criterion for a more general difference equation 
(-l)“A” (Q Any,9 = qk?/k+nr (3) 
where rk > 0. As an application, we determine the (non)oscillation of the Euler-type difference 
equation 
(-l)“An (,(-I A%) = &Yk+n, (4 
i.e., (I) with qk = X/k (2n-a), X E R, which is the limiting case in our criteria. The results are 
also used to derive necessary and sufficient conditions for discreteness and boundedness below 
(property BD) th e spectrum of associated singular difference operators 
B(Y)k+n = (-1) k n (01) A” (rk A”Yk) (5) 
in the weighted Hilbert space e, = {y = {yk}~=r, C” k-(a)yz < co}, where km(“) = l/k(a), 
(Non)oscillation and BD criteria given in this work may be regarded as the discrete analogue of 
criteria for the corresponding Sturm-Liouville differential equation 
(-1)” (t” y’“‘) (n) = q(t)y 
and for the singular differential operator 
P(y) E (-lyta (r(t)y(“y”). 
Although we extend and complete criteria for difference equations, the method gives directly a 
way to new results also for differential equations. 
A general background of the spectral theory of linear operators in a Hilbert space can be found 
in the monograph [l], and the specialization of this theory to differential and difference operators 
is given in [2-41. Concerning the basic facts of oscillation and spectral theory of the second- 
order Sturm-Liouville difference operators, we refer to [5]. The results of that paper have been 
extended by several authors to higher-order difference operators in [6-lo]. In these papers, it was 
shown that oscillation and spectral properties of difference operators are similar to those of their 
differential counterparts, even if the investigation of difference operators requires frequently more 
effort to overcome technical difficulties (mostly caused by the discrepancies between differential 
and difference calculus), which do not occur in the continuous case. 
Becall that oscillation and spectral properties of differential operators 
K(y) z $$ (r(t)y’^‘)(“) (7) 
(with a particular attention devoted to the case w(t) = tsa’, cr E JR) were investigated in [8,11-221. 
In these papers, (non)oscillation criteria for the equation 
(-1)” (r(t)P)(“) = w(t)y 
are derived, and associated conditions for discreteness and boundedness below the spectrum 
of K are given in terms of the relationship between the functions r, w. Our results concerning 
equation (1) also follow this line. We show that if the sequence qk in (1) is not eventually 
too positive (it is eventually sufficiently positive) with respect to the sequence k(“), then (1) 
is nonoscillatory (oscillatory). More precisely, our investigation is closely related to the so- 
called conditionally oscillatory equations and their oscillation constants; for details see Section 5. 
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Note also that (non)oscillation criteria for differential equation (6) given in the above-mentioned 
papers are in many cases based on the comparison of this equation with the Euler-type differential 
equation (-l)n(tay(n))(n) = (X/tzn--a )y, whose oscillation behavior depends on the value of the 
constant X. However, this approach does not extend directly to difference equation (4), since 
the discrete Euler equation is not in a self-adjoint form; see [23, Chapter 31. For this reason, we 
needed to use a new method, based on the factorization of certain difference operators, and we are 
able to determine (non)oscillation of the selfadjoint Euler-type difference equation (4) for some 
intervals of X. This method yields also new results when applied to differential equations (6); see 
Section 6. 
The paper is organized as follows. In the next section, we collect auxiliary material. We men- 
tion the relationship between higher-order Sturm-Liouville difference equations and linear Hamil- 
tonian difference systems. We recall the connection between oscillation and spectral properties 
of difference operators as well. We also give basic facts concerning linear difference operators, 
in particular, their factorization and adjoint operators. In Section 3, we present nonoscillation 
criteria for equation (3) (Theorem 1) and for equation (1) (Theorems 2-5). These criteria are 
based on a self-adjoint factorization of the one-term difference operator An(kca) Anyk), which is 
explicitly computed in Lemmas 3-5. Oscillation criteria for equation (1) are derived in Section 4 
(Theorems 6-8). Both types of criteria involve computing an explicit form of the (non)oscillation 
constants. Section 5 contains applications to Euler-type difference equation (4) (Theorems 9 
and 10) and to BD criteria for the spectrum of the difference operator a (Theorems 11-16). 
Throughout the paper, we formulate several conjectures deserving further research. Section 6 
is devoted to remarks concerning the results of this paper and their possible extensions, and in 
Section 7 we collect technical results needed in our computations. 
2. AUXILIARY RESULTS 
Let n E N be fixed. By I and 0, we denote the identity matrix and the zero matrix (vector) of 
the corresponding dimension, which will be clear from the context. For a matrix M, we will use 
Ker M, Im M, MT, Mt for its kernel, image, transpose, and Moore-Penrose generalized inverse, 
and if M is symmetric we will write M > 0 (2 0) for M being positive definite (nonnegative 
definite). In order to simplify the notation, we will use throughout the paper the following 
convention (if not explicitly specified otherwise). If the sum of a sequence does not depend on k, 
e.g., c” ok, the summation index is k. If the sum of a sequence depends on k, e.g., Ck aj or 
Cp aj, the summation index is j. 
Oscillation properties of the higher-order Sturm-Liouville difference equations (further SLAE) 
&)k+n = &-l)“AV (r~lAYyk+,,-y) = 0 
v=o 
(9) 
are defined via the concept of generalized zero points of multiplicity n, see [8,24], or via the focal 
points of conjoined bases of the associated linear Hamiltonian difference system (further LHAS) 
AXk = -bJk+l + Bkuk, Au, = c,&+l - A$.&. (10) 
Here, $I # 0, A, B, C are sequences of n x n matrices such that the matrices B, C are symmetric, 
and the matrix I- A is nonsingular, A := (I - A)-‘. 
We start with basic properties of (10); for a more detailed treatment we refer to [24,25]. 
Simultaneously with (lo), we consider its matrix version, referred to again es (lo), 
A-& = Ak&+l + BkUkr Auk = Ck&+l - Ali&, 
where X, U are nx n matrices. Let (X, U), (x’, 0) b e solutions of (10). Then X,‘??k-uzXk = W, 
where W is a constant n x n matrix. If W = I, then they are called normalized. A solution 
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(X, V) is said to be a conjoined basis if XTU - UTX - 0 and rank (E) = n. System (10) is said 
to be dticonjzlgate on the discrete interval J := [K, L] II N if the solution (X, V) of (10) given by 
the initial condition (XK, UK) = (0, I) satisfies the conditions 
Ker Xk+i C Ker Xk and Dk := XkXl+lAkBk 2 0 (11) 
for k E J. Note that if the kernel condition holds then matrices Dk in (11) are really symmetric 
as it is shown in [24, Lemma 21. System (10) is said to be nonoscillatoy if there exists A4 E N 
such that (10) is disconjugate on [M, N] n N, for every N > M. In the opposite case, it is 
said to be oscillatory. A conjoined basis (X, U) of (10) 
X&&BkXr-l 2 0, both for large k, and 
is called recessive if Xk is nonsingular, 
Any conjoined basis (X, 0) for which the (constant) matrix XT0 - UTX is nonsingular (this is 
equivalent to the fact that any solution (2, U) of (10) is of the form (z, U) = (Xc + Xd, UC+ old), 
c, d E IF), is said to be dominant, and (12) is equivalent to limk,, X;iXk = 0. A dominant 
solution (X, 0) may be also characterized as a conjoined basis for which x&ll&Bkxc-’ > 0 
eventually, and 
where W is a nonsingular n x n matrix. 
The general SLAE (9) can be written as LHAS using the following substitution. Let yk be a 
solution of (9). Set zL1 = Av-lyk+n.+, v = 1,. . . , n, u!’ = rllAnyk, $-“I = rln-VIAn-Yyk+v- 
AuF-v+ll, v = 1 
k 
PI 
7 . * . , n-l, andzk = (zk ,...,xk ) In1 T, ‘t‘k = (UF1,...,Uk ) lnl T. Then the pair of 
n-vectors (Xk, Uk) solves system (10) with 
&=diag{O ,..., O,-$}, ck=diag{rr] ,..., rp-‘]}, 
1, j=i+l, i=l,..., n-l, 
(13) 
We say that this solution (5,~) of (10) with A, B, C g iven by (13) is generated by the solution y 
of (9). Let yF1 ,..*I yF1 be solutions of (9) and let (X, U) be the solution of the matrix system (10) 
whose columns are generated by yF1, . . . , yF1. We say that this matrix solution is generated by 
Yp ,***, yrl. Oscillatory properties of SLAE (9) are defined via the corresponding properties of 
the associated LHAS. Equation (9) is called disconjugate (nonoscillatoy, oscillatory), if the asso- 
ciated LHAS (10) has the corresponding property. If a system of solutions yk , . . . , ytl generates PI 
the recess&e (dominant) solution of (lo), we call it the recessive (dominant) system of solutions 
of (9). A system ~111,. . . , ylnl, $1,. . . , ~1~1 of solutions of (9) is said to be normalized, if the 
solutions (X, U), (X, 0) of the associated LHAS (10) generated by ~111, . . , yl”l and $11,. . . , $[“I, 
respectively, form the normalized conjoined bases of (10). 
Now recall the main result of [7], an oscillation criterion for the two-term equation (3). Denote 
ck=C(y[ll,...,y[~l)k, @‘“I = c ylll ). . . ) ylP-Y, $1, ylP+ll ,...,Y lnl > k’ 
& =c $I’,.. .,d[“l)k, @“I = c (yl’l, . . . , $P-11, ylvl, @+‘I, . . . , @I) k , 
the Casoratians of the sequences in brackets. 
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PROPOSITION 1. Let $I,. . . , ypl and CL’,. . . , $’ be the recessive and dominant systems of 
solutions of the equation 
An (Q Anyk) = 0, 
which form a normalized system of solutions of this equation. If there exists c = 
such that one of the following conditions 
holds, then equation (3) is oscillatory, 
(14 
,GJT E lw” 
(15) 
(16) 
Concerning nonoscillation criteria for SLAE, the crucial role is played by the following Wirt- 
inger-type inequality, which can be found, e.g., in [lo]. For 1 E (1,. . . , n}, we denote 
yE2)(N,1):={y={yk}~=N, yk=o, k=N ,..., N+l-1, 3MEN,yk=o, k>M}. 
LEMMA 1. Let Mk be a positive sequence such that A&& does not change its sign for k > N for 
some N E N. Set 
(17) 
Then for any y E ‘D(N, 1) we have 
Now we continue with factorization of disconjugate difference operators as established in the 
fundamental paper [8]; for a more general background, see also (23, Chapter 21. Consider the 
nth-order difference operator 
M(y) = yk+n + pj2”-11&+n-l + ’ ’ * + p$/k = 0, (18) 
where pp # 0. An integer k + 1 is said to be a generalized zero of multiplicity m of a non- 
trivial solution y of equation (18) if yk # 0, yk+l = ... = yk+m-1 = 0 and (-l)mykyk+, 2 0. 
Equation (18) is said to be N-discon&gate on the discrete interval J if no nontrivial solution 
of this equation has more than n - 1 generalized zeros in J, counting multiplicity. The term 
N-disconjugate means disconjugate in the sense of Nehari, and is motivated by the theory of 
differential equations. Concerning the relationship between N-disconjugacy of (18) and discon- 
jugacy of SLAE, we refer to [24,26] (f or other types of disconjugacy, e.g., (n,n)-, respectively, 
(j, n - j)-disconjugacy, see also [27,28]). The adjoint operator of M* is defined as 
M*(z) = pFL,Zk+,, +ptin--ltk+n-l + ... +pF,-,l’zk+l + zk. 
Suppose that the nth-order difference equation (18) is N-disconjugate in some discrete interval J. 
Then the operator M admits in J the P6lya factorization 
1 
M(Y) = @A 
)) 
(19) 
with iiF1 = l/(aF-l’ . . . a!]). More details about the factorization of N-disconjugate operators 
are given in Section 7 and in the next statement which is also proved in [8]. 
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LEMMA 2. Suppose that the operator M is N-disconjugate on some discrete interval J and (19) 
is its factorization. Then the adjoint equation M*(Z) = 0 is also N-disconjugate on J, and its 
Pdlya factorization is 
. ..L*z.... 
ln-11 $1 
. 
‘k+l 
Moreover, if &I, . . . , yF1 are solutions of (18) such that the Casoratians 
c; := c (y ill, . . . , yqk = 
yp . . . 
PI 
Yk+l .” 
9 j=l ,*..,n, 
El are of constant sign, then the coefficients ak are given by the formulas 
j=2...,n-1. 
Consequently, the difference operator A”(rk Anyk) has the factorization 
A” (rkAnYk) 
where a/] > 0 and l/at] = rkak ak+nak ak+7L-l. .. a~-r]a~+~‘]. Therefore, if we let a!’ be one PI PI PI PI 
of the polynomial solutions of (14), it suffices to find a factorization of A”yk with aft”] = ken-‘). 
More details along this line can be found in the last section, 
The fundamental paper dealing with LHAS, where the matrix & is allowed to be singular 
(which is our case when LHAS is “rewritten” equation (9)), is [24]; see also [26,29]. In this paper, 
the so-called roundabout theorem for (10) is presented, and its consequence given in the following 
statement plays the crucial role in our investigation. 
PROPOSITION 2. Equation (9) is nonoscillatory iff there exists N E M such that the quadratic 
functional 
F(y; N, 00) := 2 2 rk’ (Avyk+n+,)2 > 0 
k=N u=O 
for every nontrivial sequence y E V(N, n). 
Oscillatory properties of equation (3) are closely related to oscillatory properties of its reciprocal 
equation, as shown in the following statement [30,31]. 
PROPOSITION 3. Let rk, qk be positive sequences. Difference equation (3) is eventually discon- 
jugate 8 the reciprocal difference equation 
Zk+n 
is eventually disconjugate. 
We finish this section with a statement which relates the oscillation and spectral properties 
of difference operators. Note that this statement is proved in [5] for the second-order operators 
(l/W)A(rkAYk), b t u as pointed out in [lo], a closer examination of its proof shows that it 
extends also to higher-order difference operators (9). 
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PROPOSITION 4. The difference operator f3 given by (5) has property BD iff the equation 
YY)k+n = XYk+n I (22) 
is nonoscillatory for every X > 0. 
Finally, observe that the sequence l~(~)/k(s) is asymptotically equivalent with l~(~-p). The same 
holds for ICC”) and (k + m) ca) for any (fixed) m E Z. If CY E N, then kca) = k(k - 1). . e (k-a + 1). 
3. NONOSCILLATION CRITERIA 
First, we derive a general nonoscillation criterion for the equation 
L(Y)k+n = qkYk+n (23) 
with the operator C given by (9). For a sequence Mil and N E N, we define the constants I+I# 
as in (17). 
THEOREM 1. Let operator C given by (9) be N-nonoscillatory and have a factorization of the 
form (20). Suppose that there exist 1 E (1, . . . , n} and strictly monotone sequences ML], . . . , Mil, 
such that 
o<l~s~pp3~1...~~=:1L<co, 
and for all i E (1,. . . ,Z - 1) and Sil := M~1M~~,(a~!,_i)2/1AM~11 either 
(24) 
$’ < co and 
Further, suppose that there is ylll E R such that 
(26) 
where qk+ = max{O, qk}. Then, if y := $21 . . . ylrl, each of the following two conditions is sufficient 
for nonoscillation of (23): 
(i) 1 E (1,. . . ,n - l}, and the (27~ - 2Qth-order self-adjoint difference equation 
is nonoscillatory; 
(ii) 1 = n, and eventually 
(28) 
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PROOF. First of all observe that using summation by parts we have 
for any y E V(N, n). According to Proposition 2, we need to find N E N such that 
F(Y; N, ml- 2 a~:+* > 0 (29) 
N 
holds for any y E D(N, n). Throughout the proof, we suppose that (25) holds and all infinite 
series C” SFl, i = 1, . . . , n, are convergent. If (26) holds instead of (25), and/or for some 
iE {l,..., n}, C” SL1 is divergent, we replace Cr SJ1 by Ck Sfl. 
Set ~1’1 := l/(y$) and let E > 0 be such that limsup in (25) is less than l/[y(~J + 2~)]. 
Furthermore, let Ni E N be such that +!I . ..$$<1I.+~fork>Ni. LetyED(Ni,n-Z)and 
denote ~1’1 = y/a 101, y[i+ll = Ay[il/a[il, i = 1,. . . , n - 1. Using Lemma 1, a similar computation 
as in [lo, Theorem l] yields 
I r[%‘~! $ -$g -$ $I IA (Yk+n-d2 1 
5 ‘Y’11+21!@ FM, Nlk I21 / 121 A (Yk+n-2 
Repeating the above argument for A@], i = 3,. , . ,1, we obtain 
(&n-z)‘. 
If now 1 < n, then (i) and Proposition 2 imply the existence of N2 E N such that the quadratic 
functional 
corresponding to equation (27), is positive for any D(N2, n - I). Let N = max{ Ni, N2). Then 
from the above computations, it follows that 
F’(Y; N, =‘> - 2 qk?/:+n. > ‘&I; N, 00) > 0 
N 
for every y E V(N, n), what we needed to prove. 
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If 1 = n, by (ii) there exists Ns E N such that (28) holds for k > Ns. Hence, for N = 
m={N, h) and Y E D(N, n), 
Consequently, (29) holds and the proof is complete. I 
In the remaining part of this section, we will derive nonoscillation criteria for equation (1). By 
Proposition 2, we find conditions that guarantee the positivity of the corresponding quadratic 
functional. The main tool is the discrete Wirtinger inequality, Lemma 1, and the previous 
theorem coupled with factorization of self-adjoint difference operators given in the last section. 
The solutions of (2) are divided into two groups. The sequences /&j-l), j = 1,. . . , n, i.e., the 
solutions of A”yk = 0, are called polynomial solutions, and the other ones, i.e., the solutions 
of A”yk = /&j-‘)/j&), are called nonpolynomial. Nonpolynomial solutions are asymptotically 
equivalent to k(n+j-l-“) for Q! $! {j, j + 1, . . . , j + n - l}, j = 1, . . . , n. The form and the constant 
lOI f in each criterion depends on the choice of the solution ak m the factorization of (2), whether it is 
recessive-polynomial (denoted by rp) , recessive-nonpolynomial (rn) , dominant-polynomial (dp) , 
or dominant-nonpolynomial (dn) . 
We start with an explicit description of recessive and dominant systems of solutions of equa- 
tion(2). Letcu~2n-1andi~{1,...,n}besuchthata!~{1,3,...,2n-1}anda<2n-2i+1. 
Then the recessive and dominant systems of solutions of (2) are given by 
1 /p-l) p--4,. . .) p-i-l-4, k(i), . . . p-1) p-w,. . .,/p-1-4 . 
\)“‘)J)\ d-k / 
(30) 
i-rp n-i-m n--i-rip i-&l 
Here “rp”, “rn” , “dp”, and “dn” stand for the abbreviations of “recessive polynomial”, “recessive 
nonpolynomial”, “dominate polynomial”, and “dominant nonpolynomial”, respectively. A special 
case i = 1 of the following theorem was derived in [lo, Corollary 11. 
THEOREM 2. NONOSCILLATION CRITERION-RP. Let be given a < 2n - 1 and i E {l,...,n} 
such that cx 4 {1,3, . . . ,2n - 1) and a: < 2n - 2i + 1. We set 
v n,cx,i := 
(1 - CY)~(~ - ~2)~. . . (2n - 1 - a)2 
(2n - 2i + 1 - (Y) 4n * (31) 
Equation (1) is nonoscillatory provided 
limsup k(2n-2i+1-a) 
k-co 
2 qj+j@i-2) < vn,,,i. 
k 
PROOF. We apply Theorem 1 with 1 = n and specified Mils and ybls. Let the operator 
A (kta)Ayk) have the factorization from Lemma 5 (see the last section) and let i and cy be 
as in the theorem. We set 
j,&] .=k-(2+2i+2j-1+ , 
p := 
(2n - 2i + 2j - 3 - u)l(2n - 2i + 2j - 1 - a!) ’ 
Next, if i < n, define 
j,,,f[i+jl 
k 
:=~-(2n--2i--2jfl--a) 1 
y[i+4 := 
(2n-l-a)/21n-2i-l-a1’ 
$i+d := 
12n - 2i - 2j + 1 - ati2n - 2i - 2j + 3 - (~1’ 
j=l,. ..,a, 
j = 2,, . . , i. 
j = l,...,n-ii, 
j = 2,. . . , n - i. 
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Hence, 11, = 4” and, for y[l] = 11 - CY[/@~ = v,+,i, Condition (ii) of Theorem 1 is satisfied, and 
so (1) is nonoscillatory. If i = n, we conclude the same as above with $11 = (2n - 1 - (~)/+y = 
~n,,,7l~ I 
The (non)oscillation criteria for (I! > 1 (the rn-, dp-cases) are derived similarly as the corre- 
sponding criteria for a < 2n - 1 (the rp-, dn-cases). Therefore, their proofs are omitted. We only 
show the corresponding recessive and dominant systems of solutions of equation (2). Let o > 1 
andmE{l,..., n}besuchthata${1,3,..., 2n - 1) and Q > 2m - 1. Then the recessive and 
dominant systems of solutions of (2) are given by 
1 
. 
). , . , j&n-m-l), p-4,. . . , @+-l-4, y-4, ‘3’) p-1;, p+m-4,. . . , /#“-l-“). 
/ 
(33) 
. / 
n--m-rp m-m m-dp n-m-dn 
THEOREM 3. NONOSCILLATION CRITERION-DP. Let be given Q > 1 and m E (1,. . . , n} such 
thata$ {1,3,..., 2n-l}anda!>2m-1. Weset 
c n,a,m := (a - l)“(cx - 3)2 e . . (a - 2n + 1)2 (a-2m+1)4” ’ 
Equation (1) is nonoscillatory provided 
lir+Ep k-(a-2”+1) e qj+j(2n-2n) < <n,01,7n. 
(34) 
(35) 
PROOF. Similar to the proof of Theorem 2. I 
It is easy to see that v,,,,~/v,,,,~ < 1, respectively, <n,a,m/&,cr,l < 1, iff i < j, respectively, 
m < 1, so that for cy and i, respectively, cr and m, related as in the above theorems, we have 
%,,,l < %,01,2 < . . . < %,,,n, c c n,ol,l < n,a,2 < . . . < c?l,cl,w 
In order to derive nonoscillation criteria with the nonpolynomial solution a!] = ktnMQ) we need 
the concept of an “asymptotic factorization” of the operator 23. 
DEFINITION 1. ASYMPTOTIC FACTORIZATION. Let equation (20) be a factorization of the op- 
erator An(rk Anyk). we say that 
is the asymptotic factorization of this operator if limk,, aF1/bil = 1, j = 0, , . . , n (the coeffi- 
cients, and hence the operators, are asymptotically equivalent). 
THEOREM 4. NONOSCILLATION CRITERION-RN, DN. Let (Y E JR, (Y $ {1,2,. . , , n} U {1,3,. . . , 
2n - 1). Set 
~ oL .= (1 - (rl(3 - CY)~. . (2n - 1 - a)” 
w,. 4n 
Equation (1) is nonoscillatory provided one of the following condition holds: 
(36) 
CY<l and lip zp k-(‘+) 2 qj+j(2n-2a) < wn,a, 
a>1 and 
(37) 
(38) 
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PROOF. Similar to the proof of Theorem 2, using the asymptotic factorization of A”(rk Any&) 
from Lemma 7 given in the last section. I 
Observe that the nonoscillation constant w,,, for the rn-, dn-cases above is the same as the 
nonoscillation constant u,,a,n for the rp-case in Theorem 2, respectively, as <n,a,l for the dp-case 
in Theorem 3. Also, in order to prove the remaining nonoscillation criteria for i E (1, . . . , n - 1) 
and m E {2,..., n}, one has to find an asymptotic self-adjoint factorization of A“(kca) Anyk) 
with apI = k(2n-i-u), respectively, ak I01 = j&t”-1-x). H aving in disposal such a factorization, 
Theorem 4 would be then a special case of the following conjectures for i = n and m = 1. 
However, since finding these factorizations seem to be (technically) rather difficult, we leave the 
corresponding nonoscillation criteria as conjectures which we hope to prove in some subsequent 
paper. 
CONJECTURE 1. NONOSCILLATION CRITERION-DN. Let be given a < 2n - 1 and i E { 1,. . . , n} 
such thata!+ {n-i+l,n-i+2,...,2n-i}U{1,3,...,2n-1) andcx <2n-2i+l. Equation(l) 
is nonoscillatory provided 
hrn sup k-(27%-2i+1-a) 
k+oo 
43’ j(4n-2i-2a) < vn,a,i, W-9 
where u,,+ is defined by (31). 
CONJECTURE 2. NONOSCILLATION CRITERION-RN. Let be given (Y > 1 and m E (1,. . . ,n} 
such that a 4 {m, m + 1,. . . , m + n - l} U {1,3,. . . ,2n- 1) and CY > 2m - 1. Equation (1) is 
nonoscillatory provided 
limsup k(a-2m+1) 2 q3tj(2n+2m-2-2a) < <n,a,m, 
k-co k 
(40) 
where <m,a,m is defined by (34). 
We finish this section with a nonoscillation criterion for (1) with Q E {1,3, . . . ,2n - 1). 
THEOREM 5. NONOSCILLATION CRITERION-RP. Let a! E {1,3,. . . ,2n - 1) and denote s := 
(2n - 1 - a)/2. We set 
P n,a := [s! (n - s - l)!]? (41) 
Equation (1) is nonoscillatory provided 
(42) 
PROOF. First observe that lg k N C”(l/j) and [(k + TX)(“)]” N k(28), as k --) co. Hence, (42) is 
equivalent to 
Now we apply Theorem 1 with 1 = n and the factorization of (-l)“An(ktQ) Anyk) given in 
Lemma 4 (see the last section). We set 
-1 
, @I .= 1 
’ 2(s - i + 2)@8--2i+4) ’ i=2,...,s+l, 
Ml+il ._ k(2i-2) 
.- n- i=2 ,...,n-s, 
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and 
IO1 ._ k(“) ak.- , o;1 = (k+:)(W ' 
ai’ = 1 i E (2,. . .,nl\{s+l), ajcs+ll = k + 1. 
If s = 0, only the formulas for MI”+il take place and or’ = 1. Then y12] = 1 and using the 
discrete 1’Hopital rule 
i = 3,. . . , S + 1. Similarly, 
M!“+ilM!“+il 
3+1 
= klew AM~+“+‘]A~@+“] = 
1 
4(i - q2 =: 
+s+il, 
3 
j = 2,..., n - m. The statement now follows from Theorem 1 with $1) = l/r$~, since II, = 4n, 
as can be verified by a direct computation, and 
MF1 M&l1 1 1 
I AMtl I - /"(2"-2s-1) = 4(” k(O). - s - 1)2 4(” - s - 1)2 m 
4. OSCILLATION CRITERIA 
All the oscillation criteria in this section are derived as special cases of Proposition 1, where 
we computed the ratio of appropriate Casoratians. 
THEOREM 6. OSCILLATION CRITERION-RP, DN. Let (II < 2n- 1 and i E {l,...,n} be such 
thata<2n-2i+l,a${1,2 ,..., 272-l). Weset 
Y 
._ [(2n - i - cp (7l- i)!]” 
n,a,i .- 2n-2i+1-cr . 
Equation (1) is oscillatory provided one of the following conditions holds: 
(43) 
]im inf k(2n-2i+1-ol) 
k-m 
qi p-2) > y n,a,i7 
k 
k 
]iminf k-(2n-2itl-o) 
k+ca c 
Qi j(4n-2i-2a) > y 
n,a,i. 
(44) 
(45) 
PROOF. Apply Proposition 1, where the normalized system of solutions of equation (2) is given 
in Lemma 8, and the Casoratians in Lemma 9. m 
Similarly as in Section 3, we derive the oscillation criteria also for the rn-, dp-cases; cf. Theo- 
rems3and4. Ifa> landmE {l,.. . , n} are such that cx E (2m-1,2m+l), (Y $! {1,2,. . . ,2n-l}, 
the normalized system of solutions of (1) and the asymptotics of the corresponding Casoratians 
can be computed in an analogous way as in Lemmas 8 and 9. 
THEOREM 7. OSCILLATION CRITERION-DP, RN. Let LY > 1 and m E (1, . . ..n} be such that 
cr>2m-l,a${1,2 ,..., 2n-1). Weset 
6 7L Q m .= [(a - mP (n - mYI” 11 . cr-2m+l . (46) 
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Equation (1) is oscillatory provided one of the following conditions holds: 
lirnkf lc-(“-2m+1) e qj j@-zm) > s,,,,,, 
+ (47) 
lim inf k(a-2m+1) 
k-cc 2 
qj +2n+2m-2-24 > 6 
7L,CX,TTL’ (48) 
k 
PROOF. Similar to the proof of Theorem 6. I 
The following statement is an oscillatory counterpart of Theorem 5 and can be viewed as a 
discrete version of the oscillation criterion given in [15,32]. 
THEOREM 8. OSCILLATION CRITERION-RP. Let (Y E {1,3,. . . ,2n - 1) and s := (2n - 1 -a)/2. 
Equation (1) is oscillatory provided 
l$nnflgk~qjj(zJ) > Pn+, 
k 
(49) 
where P~,~ is defined in (41). 
PROOF. Let yll, . . . , $1 be a recessive system of solutions of (2), such that y$/yji”-‘l + 00 as 
-111 Ic+oo,i=2 ,..., n,andletyk ,.. . , jjkl be a dominant system of solutions of (2) such that, 
together with the recessive system, they form a normalized system of solutions. The solutions 
of (2) are either polynomials k(l), or the sequences k(P) C” l/j. The range of generalized (integer 
valued) exponents 1, p depend on the relationship between a and n, and can be computed explic- 
itly (but it is not important at this moment). By a direct computation, and also by the analogue 
between the discrete and continuous case, one can verify that ytl = kc’) and $1 = kc”) Ck l/j 
with s = (2n - 1 - a)/2. 
The remaining part of the proof is based on Proposition 1 and the analogue between differential 
and difference equations. In particular, it is based on the similarity between computing Caso- 
ratians and Wronskians of certain sequences, respectively, functions, and the similarity between 
the solution spaces of (2) and of the differential equation (t a cn) cn) = 0. The solutions of the y ) 
last equation are either t’ or tP lg t, where the integers I, p run through the same range as in the 
discrete case. Especially, the solutions tS and tS lg t correspond to the solutions ytl, QFl of (2). 
Now we can use the result of [15,32] where it was shown that the ratio of Wronskians 
W(iil,... ,Yn-1,Yn) 
W(Yll.. . ,Yn-1,Yn) 
- [s! (n - s - 1)!lp2 lg t, ast--,oo, 
Yl,... - ,Yn, Yl,...r &, being the normalized system of solutions of (tory(n))(n) = 0, corresponding 
to the system yl’, . . . , yr], $I,. . . , jjF1. Using the above-mentioned similarity in computing 
Casoratians and Wronskians, we have (with the notation introduced in Proposition 1) 
ck C(&.. 
) 7-p 11) jjrnl) k 
C(~[ll,...,y[“-ll,y[~l)k 
as Ic --) co. This completes the proof. I 
5. APPLICATIONS 
5.1. Euler-Type Difference Equation 
The results of this section are motivated by the question what is the “limiting sequence” qk 
from the (non)oscillation criteria in Sections 3 and 4 in the case (Y 4 { 1,2,. . . ,2n}. The answer 
is not hard to see: it is the sequence qk w X/~C(~“-~), where X is a constant depending on the 
type of criterion. Observe that these criteria are optimal in a sense, that better (non)oscillation 
constants cannot be obtained by the methods used in this paper. See also Section 6 for further 
discussion. 
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THEOREM 9. NONOSCILLATION OF THE EULER-TYPE EQUATION. Let Q E Iw, Q $ {1,3,..., 
2n - 1). Equation (4) is nonoscillatory for all X < pn+, where . 
P n,a := 
(l- CX)~(~ - cr)2...(2n - 1 -a)2 
4n (50) 
PROOF. If Q < 2n - 1, then apply Theorem 2, and if Q > 1, then apply Theorem 3. In both 
cases the resulting nonoscillation constant is the same and equals P~,~. I 
THEOREM 10. OSCILLATION OF THE EULER-TYPE EQUATION. Let be given (Y E W, o @ 
{1,2,. . . 2n - 1). For i E (1,. . . , n} such that o < 2n - 2i + 1, we set 
u n,a,i := [(2n - i - a)(")(n - i)!] 2, (51) 
andformE {l,..., n} such that (Y > 2m - 1, we set 
t n,cr,m := [(a - m)(“)(n - m)!] 2. (52) 
(i) If a < 1, then equation (4) is oscillatory for aI1 A > gw,a,n = [(cx - n)trr)12. 
(ii) If a E (1,2n - 1) n (2m - 1,2m), then equation (4) is oscillatory for all X > .$++. 
(iii) If o E (1,2n - 1) n (2m, 2m + l), then equation (4) is oscillatory for all X > a,,,,,+,, = 
[(n + m - a)(n-m)m!]2. 
(iv) If Ly > 2n - 1, then equation (4) is oscillatory for ail X > &,,a+ = [(n - o)tn)12. 
PROOF. If (Y < 1, then apply Theorem 6 to obtain oscillation of (4) for X > an,a,j for ail 
j E (1,. . . , n}. Since on,=+ is minimal among un,a,j , s the conclusion follows. If Q > 2n - 1, then 
apply Theorem 7 to obtain oscillation of (4) for X > ,&,,j for ail j E (1,. . . , n}. Since <n,a,n is 
minimal among [qa,j , s the conclusion follows. It remains to examine the case (Y E (1,2n- 1). Let 
i,m E (1,. . . , n} denote the index such that (Y E (2n - 2i - 1,2n - 2i + 1) = (2m - 1,2m + l), i.e., 
i = n-m. Then we have two oscillation constants en,,,i and J*,,-+,,,. Clearly, the optimal criterion 
will be that one where X > min{cr,,,,-+n-m, &,ol,m}. By considering the ratio o~,a,n--m/&,,a,m one 
can directly verify that for (Y < 2m we have an,cr,n-m > &,a,m, and for a > 2m we have 
G&,cY,n-m < &a,,,,,. Thus, the proof is complete. I 
REMARK 1. Observe that for cr E (1,2n - 1) we have .&,,,, = ~~,2,+~,~. 
It is still an open problem to determine the (non)oscillation of equation (4) with pL,,, 5 
A 5 min{q,,i, tka,* }. Namely, for further applications it would be interesting to determine 
nonoscillation of the equation 
(-l)“A” (@ Ok) = & Yk+n, (53) 
where pn+ is defined by (50). Since the nonoscillation constants always remain the same for 
different types of nonoscillation criteria (rp, rn, dp, dn, i, m), and since the oscillation constants 
vary, we believe that the constant cutting oscillatory and nonosciiiatory behavior of (4) is P~,~. 
CONJECTURE 3. Let (Y E R, Q $ {1,3,. . . ,2n - l}, and define pn,a by (50). Equation (4) is 
nonoscillatory for X 5 pn+. Moreover, if (Y +! {1,2,. . . ,2n - l}, then equation (4) is oscillatory 
for X > pn,a. 
The limiting sequence qk in Theorems 5 and 8 is qk = X/k(2”-a) 1g2 k. Thus, we easily obtain 
the following result. 
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COROLLARY 1. Let a! E {1,3,. . . ,2n - 1) be given and X E W. The equation 
(-1)“A” (@I A’&) = ,(22)lgz k Yk+n 
is nonoscillatory provided X < pn,,/4, and oscillatory provided X > P~,~, where pn+ is defined 
in (41). 
5.2. Discrete Spectrum Criteria 
Consider the difference operator 
B(y)k+n = (-l)nk- (a) A” (Tk A”yk) . 
By Proposition 4, the operator B has property BD iff the equation 
(-l)“An (fk Anyk) = x k-@) yk+n 
is nonoscillatory for all X E R, which holds ii the reciprocal difference equation 
(-l)“An (kca) A”&) = h&,&+n (55) 
is nonoscillatory for all X E W, by Proposition 3. Thus, applying the nonoscillation criteria 
to (55), we obtain sufficient conditions for property BD of .13, and using the oscillation criteria 
we get necessary conditions for BD of B. In these criteria, the particular choice of admissible is, 
respectively, ms (i.e., the choice of the solution of (2)) depends on the value of a. Thus, for a 
given cy, we have a set of mutually equivalent necessary and sufficient conditions for property BD 
of the operator 13. 
THEOREM 11. NECESSARY AND SUFFICIENT CONDITION FOR BD-RP. Let be given a < 
2n - 1, a 4 {1,2,. . . ,2n - 1). The operator t3 has property BD iff for some (and hence for any) 
iE {l,..., n} such that Q! < 2n - 2i + i 
PROOF. Apply Theorems 2 and 6. I 
THEOREM 12. NECESSARY AND SUFFICIENT CONDITION FOR BD-DP. Let be given (Y > 1, 
a $ {1,2,... ,2n - 1). The operator l3 has property BD iff for some (and hence for any) m E 
(1,. . . ,n}suchthatcu>2m-1 
2;~ k- (a-zm+l) 
k j(2n-2m) 
c r. =O* 3 
(57) 
PROOF. Apply Theorems 3 and 7. I 
Observe that (56) and (58), respectively, (57) and (59), can be always checked for i = 1, 
respectively, m = 1. 
THEOREM 13. NECESSARY CONDITION FOR BD-DN, RN. Let be given a? E W, cr 9 {1,2,. . . , 
2n - 1). If the operator B has property BD, then for all i E (1,. . . , n) such that (I: < 2n - 2i + 1 
(i.e., ff < 2n - l), 
andforallmE {l,... , n} such that a > 2m - 1 (i.e., a! > 1) 
zrn, k (a-2m+l) 
rm j(2n+2m-2-2a) 
+ c r. =O. 
k 3 
(59) 
PROOF. Apply Theorems 6 and 7. I 
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THEOREM 14. NECESSARY AND SUFFICIENT CONDITION FOR BD-DN~=~. Let begivencx < 1. 
The operator B has property BD iff 
(60) 
PROOF. Apply Theorems 4 and 6. I 
THEOREM 15. NECESSARY AND SUFFICIENT CONDITION FOR BD-RN,=~. Let begivena > 1, 
cx$ {1,2,... ,2n - 1). The operator I3 has property BD iff 
0. (61) 
PROOF. Apply Theorems 4 and 7. I 
Observe that the sufficiency part of Theorems 11 and 12 holds under weaker assumptions: 
a@ 0,3,..., 2n - 1) and lim sup instead of lim. The sufficiency part of Theorem 15 holds under 
weaker assumptions: cr $! { 1,2, . . . , n} U { 1,3, . . . ,2n - 1) and lim sup instead of lim. 
THEOREM 16. Let a E {1,3,.. . ,2n - 1) and s := (2n- 1 - a)/2. The operator I? has property 
BD iff 
O” jw 
>~ilgk~- = 0. 
k rj 
(62) 
PROOF. Apply Theorems 5 and 8. I 
The following conjectures concerning necessary and sufficient criteria for BD of the operator a 
corresponding to the dn-case and i < n, respectively, r-case and m > 1 are true if the problems 
pointed out in Conjectures 1 and 2 (see also Theorem 13) can be answered in an affirmative way. 
CONJECTURE 4. NECESSARY AND SUFFICIENT CONDITION FOR BD-DN. Let be given o < 
2n - 1, (Y $ {1,2,. . . , 2n - 1). The operator L3 has property BD iff for some (and hence for any) 
i E (1,. . . ,n}such thatcu<2n-2i+l 
iimm k- (27&-2i+l-a) (f-w 
CONJECTURE 5. NECESSARY AND SUFFICIENT CONDITION FOR BD-RN. Let begiven cy > 1, 
a: $ {l,%..., 2n - 1). The operator I3 has property BD iff for some (and hence for any) m E 
0, * *. 7 n} such that a > 2m - 1 
trnW k (cc-2m+l) 
-+ 
6. REMARKS 
In this section, we present remarks concerning the results of our paper and their possible 
extension. 
(i) The method used to prove nonoscillation criteria of Section 3, which is based on the fac- 
torization of the difference operator An(k [a) Anyk), yields a new result also when applied to 
the differential equation (6) with a E {1,3,. . . , 2n - 1). Indeed, it is proved in [17] that (6).is 
nonoscillatory provided 
s 00 lim sup lg t q+(T)T2=dr < $, s= 2n-1-a t-m0 t 2 ’ (65) 
where p is the value of the least local maximum of a certain 2nth-order polynomial. Based on 
the explicit computation for n = 2,3,4, it is conjectured that this value is p = pn,ol as in (41). 
Applying the factorization method to the differential operator (t”~(“))(~), instead of comparison 
of (6) with a certain Euler-type equation as used in (131, we can answer this conjecture in an 
affirmative way and extend it to the following result. 
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THEOREM 17. Let Q E {1,3,. . . ,2n - 1) and s = (2n - 1 - (r)/2. Equation (6) is nonoscillatory 
provided (65) holds with p = p,+, and oscillatory provided 
--a I 
co 
litm gf lg t q(T)T 2s dT > ~n,a, 
t 
where pn,a is given in (41). 
(ii) In [13,33,34], we have investigated differential equation (6) with Q $ {1,3,. . . ,2n - 1) as a 
perturbation of the Euler equation 
(-l)n (tny(y = e y (67) 
with the critical constant P,,~ = 4-n nTzi(2n - 2j - (Y - 1)2, the same as (50). Conditions on 
the difference q(t) - p,,,/t2n-a are given which guarantee that (6) is oscillatory/nonoscillatory. 
It is a natural idea to follow this method also for difference equation (1). However, the problem 
is that we have in our disposal no Euler-type difference equation which is in self-adjoint form. A 
difference equation of the form 
2 dvl (k + v - l)@)Avyk = o (68) 
v=o 
is usually regarded as the discrete version of the Euler differental equation. In particular, if 1 = 2n 
is even and if the middle terms in (68) are zero, then this equation reads 
ai01 
A2nYk + (k + nj(2nj Yk = 0. (69) 
But in contrast to (3), the solution yk appears in the last term of (69) without any shift, whereas 
the self&joint equation ‘?-equires” the shift k+n. This observation opens an interesting problem 
which can be formulated as follows. To find an equation of the form A2nyk = qkykfn, or 
more generally, of the form (l), which is explicitly solvable-like nonself-adjoint equation (69) 
whose solutions are of the form Yk = I’(k + x)/I’(k) with X satisfying the polynomial equation 
a[nlX(“) + . . . + a[‘lX + a[Ol = 0. Having in disposal such an equation, we could investigate (1) as 
a perturbation of (4) instead of (2), and obtain better (non)oscillation criteria in the same way 
as in the continuous case. 
(iii) Oscillation criteria for (1) are proved in Section 4 under the restriction that CY $ {1,2, 
. . . , 2n) (except for Theorem 8). The reason for this restriction is that if CY E {1,2,. . . ,2n} 
then the solutions of the form k(l) xk(l/j) appear among nonpolynomial solutions of the equa- 
tion (2). Computing the Casoratians involving such sequences is much more complicated than 
the computation of Casoratians of generalized powers k(j). In the case cr E {1,3,. . . ,2n - 1) the 
nonpolynomial solutions of (2) also contain solutions of the form k(l) Ck(l/j), but in this case 
we could use the analogue between computing Casoratians and Wronskians (mentioned already 
in the proof of Theorem 8), and follow the computations given in [32]. On the other hand, the 
oscillation criteria for differential equation (6) with Q! even (and less than 2n) were studied only 
in particular csses n = 2,3; see [35]. 
7. TECHNICAL RESULTS 
In this last section, we present technical results used in the previous parts of the paper. They 
are concerned with factorizations of difference operators and computations of Casoratians of 
certain systems of sequences related to solutions of (2). 
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LEMMA 3. FACTORIZATION OF Anyk WITH b, [‘I = k(“-‘1 . The operator An yk has a factorization 
where bpl = k(+‘), bL1 = l/(lc - n + 29’ + 1)c2), j = 1,. . . , n - 1, and iF1 = (k + n- l)(n-l). 
PROOF. Apply the procedure given in Lemma 2 to the solutions y!l = Iccn-j), j = 1,. . . ,n, of 
the equation A”yk = 0. I 
LEMMA 4. FACTORIZATION OF A"yk WITH btl = kern). Let me {O,...,n- 1). Then 
Anyk = An-m-1 {&~m((k+l)(m+~)~&)}. 
PROOF. We have A”yk = AnWm-‘(Am+‘yk). The statement follows from Lemma 2 by taking 
PI = p-4, yp = 1, . . . ( 
zerator (-l)“+‘A”+‘zk. 
yjln+‘l = kc”-‘) in the factorization of A”‘+lyk and of its adjoint 
I 
Combining Lemma 3 with (19), we obtain the following statement. 
LEMMA 5. FACTORIZATION OF A"(rkAnyk) WITH C$ = kti-'). Let i E {&...,a} be fixed 
and Aiyk have the factorization from Lemma 3. Then the operator An(rkAnyk) has a factoriz% 
tion (20), where ak U1=btl,j=l ,..., i-1,and 
al$ = $1 
k ’ (70) 
a!’ = 1 , j=i+1 ,...,72-1, (70 
aIf” = 1. 
rk 
(72) 
If i = n - 1, then skip (71). If i = n, then skip (70)-(72) and set ap1 = (ik1)2/rk. 
PROOF. Observe that An(?-kA*yk) = Ai(An-i(TkAn--i(Aiyk))) and apply Lemma 3 to Aiyk. m 
LEMMA 6. DISCRETE BINOMIAL THEOREM. Foranyqy EIW and n EN, we have 
(x + y)‘“’ = 2 (;) .(+A yw. 
j=O 
PROOF. A well-known fact is that for p E lR we have /3cn) = P 
0 
n!. Thus, we need to prove 
the equality 
(xiy)=$(n~j) (:> n (73) 
for all 2, y E JR. It is known that (73) holds for x, y E N; it is the combinatorial property. Let us 
fix y E M and let 2 E R be arbitrary. Consider the polynomial 
p~(x~Y)‘=(x~y)-~(n~j) (y) 
of degree n with integer coefficients. Since P,,( ., y) has infinitely main roots (the set N), we must 
have P,,(x, y) = 0. If now y E W as well and x E JR is tied, we can consider P,(z, y) as a 
polynomial in y of degree n (with polynomial coefficients rj(Z) of degree at most n); i.e., 
12 
P&c,Y) = &(X)Yj. 
j=o 
Hence, it is a polynomial over the integral domain R[x], and thus also over the fraction field 
R(x); see, e.g., [36]. Since Pn(x, a) has again infinitely many roots (the set N), we must have 
Pn(x, y) s 0; i.e., (73) holds for all x, y E W. I 
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LEMMA 7. ASYMPTOTIC FACTORIZATION OF An(rkAnyk) WITH $1 = k-@-a). Let a g R, 
a${1,2 ,..., n}U{1,3 ,..., 2n-1). Then 
l 
(k + n)+“) 
A” (k (2n-a) A” Yk . k(n-“1 (74 
PROOF. Using the discrete Leibnitz rule, we may directly compute 
(k + ,;,,-., 
A” ,#“-a) ATI Yk 
k(n-4 > 
N (k + ;)@-4 A” k(“)Anyk k+‘Q) +2 ; An-jyk++ _ n)(j)k(“-d j=l 0 
w A" (,(-) Anyk) + 22 A2n-j-iyk+j+ik(~-j-i) { (;) (n ; j) (n _ ,)(+# 
j=l i=l 
+ “: (, ) (;) (a - npyn - p} 
-An(k (=I An&) + 2 q(n, 0, m)h2n-myk+mk(“-m), 
m=l 
where q(n, QI, m) is built up from the expressions in the above parentheses for m = i + j. After 
some computations it follows from Lemma 6 that 
q(%Q,m)= (~)~(T){~~-,)(j,,cm-j)+(U-n,c)),(m-j,)-(~) (d”)+?P)) 
\ / 
j=o 
= (;) {(n-a+a)(~)+(a-n+np}- (;) (&)+,c~)) =o. 
The proof is complete. I 
We conclude this section with the computation of recessive and dominant systems of solutions 
of (2)) and with computing Casoratians appearing in ~Proposition 2 and Theorem 8. 
LEMMA 8. NORMALIZED SYSTEM OF SOLUTIONS. Let a < 2n-1 and i E {l,...,n} besuch 
that a E (2n - 2i - 1,2n - 2i + l), (Y 4 {1,2, . . . , 2n - 1). The normalized system of solution of 
equation (2) is formed by the sequences yk , . . . , yF1, $I,. . [II , , @PI (nonpolynomial solutions are 
considered asymptotically), 
Y!J 
k&-l) 
=- 
(j - l)! ’ 
$1 (ll)~+p-~-4 
- (2n-j-a)(n)(,-j)!’ 3 = l,...Ti, 
k(n+j-1-a) 
= (n+j-l-o)‘“‘(j-l)!’ 
yL+jl N (-1)-i-j/+-j) 
(n-j)! ’ 
j=l , . . . ,n - i. 
PROOF. Direct computation. I 
LEMMA 9. For cr and i as in Lemma 8, the Casoratians ck, ck, CiVil, @“’ are given by 
k((n-i)(“-i-a)) 
ck - (2n - 2i - 1 - a)(“4 . . . (n - i _ a)(n-i) ’ 
k(G”-i-4) (n - i - I)!, . .l] (i - 1). . . l! 
ck - (2n - 1 - a)(i) . . . (277. - i - (r)(i) (n - I)!. . . (n - q (n - 1). . . J’ 
&il k((n-i+l)(n-+‘-a)) 
k N (2n - 2i + 1 - ,p-i+u . ..(n-i + 1 - (y)(n--i+l)' 
fji,il 
k N 
k((i-lWn-i+l--a)) (n - i)! . . . l! (i - 2)!. . . l! 
(2n-l-a)(i-‘)...(2n-i+l-a)(i-l)(n-l)!...(n-i+l)!(n-l)!...(i-l)!’ 
PROOF. Direct computation. I 
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