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Abstract
In this paper, we consider deformations of Lie 2-algebras via the cohomology theory. We prove
that a 1-parameter infinitesimal deformation of a Lie 2-algebra g corresponds to a 2-cocycle of g
with the coefficients in the adjoint representation. The Nijenhuis operator for Lie 2-algebras is
introduced to describe trivial deformations. We also study abelian extensions of Lie 2-algebras
from the viewpoint of deformations of semidirect product Lie 2-algebras.
1 Introduction
Recently, people have paid more attention to higher categorical structures with motivations from string
theory. One way to provide higher categorical structures is by categorifying existing mathematical
concepts. One of the simplest higher structure is a 2-vector space, which is a categorified vector space.
Furthermore, the notion of a Lie 2-algebra is obtained by adding some weak Lie algebra structures
on a 2-vector space [2], where the Jacobi identity is replaced by a natural transformation, called the
Jacobiator, with some coherence laws of its own.
For a Lie algebra (l, [·, ·]l), a Nijenhuis operator is a linear map N : l −→ l satisfying
[Nx,Ny]l = N([Nx, y]l + [x,Ny]l −N [x, y]l),
which gives a trivial deformation of Lie algebra l and plays important role in the study of integrability
of Hamilton equations [7, 11]. In general, a 1-parameter infinitesimal deformation is controlled by a
2-cocycle ω : ∧2l −→ l (See [14] for more details). In [5], the authors identified the role that Nijenhuis
operators play in the theory of contractions and deformations of both Lie algebras and Leibniz (Loday)
algebras. Nijenhuis operators for algebras other than Lie algebras, including for Courant algebroids,
can be also found in [1, 4, 8, 9, 10, 18].
In this paper, we study deformations of Lie 2-algebras. To do that, we give precise formulas for
the cohmologies of Lie 2-algebras. In the strict case, they are already given in [3]. A 1-parameter
infinitesimal deformation of a Lie 2-algebra (g; dg, [·, ·]g, l
g
3) is given by a 2-cocycle (ω1, ω
0
2 , ω
1
2, ω3)
satisfying that itself defines a Lie 2-algebra structure. We pay special attention to trivial deformations,
and introduce the notion of a Nijenhuis operator for Lie 2-algebras. Due to the abundant content of the
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corresponding cohomology theory, a Nijenhuis operator N for a Lie 2-algebra contains N0 : g0 −→ g0
and N1 : g−1 −→ g−1 such that some compatibility conditions are satisfied.
The paper is organized as follows. In Section 2, we recall some notions of Lie 2-algebras and their
homomorphisms. We study the cohomology of Lie 2-algebras in detail, and give precise formulas for
the coboundary operator. In Section 3, we study the 1-parameter infinitesimal deformation of a Lie 2-
algebra g, and give the conditions on generating a 1-parameter infinitesimal deformation as a cocycle
condition (Theorem 3.1). We introduce a notion of a Nijenhuis operator, which could give trivial
deformations (Theorem 3.12). We construct examples of Nijenhuis operators for the Lie 2-algebra of
string type in term of O-operators. In Section 4, we study abelian extensions of Lie 2-algebras. We
prove that any abelian extension corresponds to a representation and a 2-cocycle. Thus, an abelian
extension can be viewed as a deformation of a semidirect product Lie 2-algebra (Remark 4.4) and can
be classified by the second cohomology.
Notations: g = g0 ⊕ g−1 is a graded vector space, x, y, z, t, xi are elements in g0 and a, b, ai
are elements in g−1. Sym(V) is the symmetric algebra of a graded vector space V, and ⊙V is the
symmetric algebra of a vector space V .
2 Lie 2-algebras and their cohomologies
The category of Lie 2-algebras and the category of 2-term L∞-algebras are equivalent. What we call
a Lie 2-algebra is actually a 2-term L∞-algebra, see [2, 13].
Definition 2.1. [2] A Lie 2-algebra structure on a graded vector space g = g0⊕g−1 contains of linear
maps dg : g−1−→g0, [·, ·]g : gi ∧ gj −→ gi+j (−1 ≤ i + j ≤ 0), and l
g
3 : ∧
3g0 −→ g−1, such that the
following equalities are satisfied:
(i) dg[x, a]g = [x, dga]g,
(ii) [dga, b]g = [a, dgb]g,
(iii) [[x, y]g, z]g + c.p.+ dgl
g
3(x, y, z) = 0,
(iv) [[x, y]g, a]g + [[y, a]g, x]g + [[a, x]g, y]g + l
g
3(x, y, dga) = 0,
(v) lg3([x, y]g, z, t) + c.p. = [l
g
3(x, y, z), t]g + c.p.,
where c.p. means cyclic permutation. We denote a Lie 2-algebra by (g; dg, [·, ·]g, l
g
3).
A Lie 2-algebra is called strict if l3 = 0 or skeletal if d = 0. Usually, l3 is called the Jacobiator,
and condition (v) is called the Jacobiator identity. We will denote
Jlg
3
(x, y, z, t) = [lg3(x, y, z), t]g + c.p.− (l
g
3([x, y]g, z, t) + c.p.).
Thus, the Jacobiator identity reads Jlg
3
(x, y, z, t) = 0.
Definition 2.2. Let (g; dg, [·, ·]g, l
g
3) and (g
′; d′, [·, ·]′, l′3) be Lie 2-algebras. A Lie 2-algebra homomor-
phism F from g to g′ consists of: linear maps F0 : g0 → g
′
0, F1 : g−1 → g
′
−1 and F2 : g0 ∧ g0 → g
′
−1,
such that the following equalities hold for all x, y, z ∈ g0, a ∈ g−1,
(i) F0dg = d
′F1,
(ii) F0[x, y]g − [F0(x), F0(y)]
′ = d′F2(x, y),
(iii) F1[x, a]g − [F0(x), F1(a)]
′ = F2(x, dga),
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(iv) F2([x, y]g, z) + c.p.+ F1(l
g
3(x, y, z)) = [F0(x), F2(y, z)]
′ + c.p.+ l′3(F0(x), F0(y), F0(z)).
If F2 = 0, the homomorphism F is called a strict homomorphism. The identity homomorphism
1g : g → g has the identity chain map together with (1g)2 = 0.
Let F : g → g′ and G : g′ → g′′ be two homomorphisms, then their composition GF : g → g′′ is a
homomorphism defined as (GF )0 = G0 ◦ F0 : g0 → g
′′
0 , (GF )1 = G1 ◦ F1 : g−1 → g
′′
−1 and
(GF )2 = G2 ◦ (F0 × F0) +G1 ◦ F2 : g0 × g0 → g
′′
−1.
A homomorphism F : g → g′ is called an isomorphism if there exists a homomorphism F−1 : g′ → g
such that their composition F−1F : g → g and FF−1 : g′ → g′ are all identity homomorphisms. It is
easy to show that
Lemma 2.3. Let F = (F0, F1, F2) : g → g
′ be a homomorphism. If F0, F1 are invertible, then F is
an isomorphism, and F−1 is given by
F−1 = (F−10 , F
−1
1 ,−F
−1
1 F2(F
−1
0 × F
−1
0 )).
In fact, let (g′; d′, [·, ·]′, l′3) be a Lie 2-algebra, then one can construct a Lie 2-algebra structure on
a graded vector space g = g0 ⊕ g−1 by use of a triple F = (F0, F1, F2) : g −→ g
′ with invertible F0
and F1 as follows, for all x, y, z ∈ g0 and a ∈ g−1, define
(i) dg , F
−1
0 d
′F1;
(ii) [x, y]g , F
−1
0 ([F0(x), F0(y)]
′ + d′F2(x, y));
(iii) [x, a]g , F
−1
1 ([F0(x), F1(a)]
′ + F2(x, dga));
(iv) lg3(x, y, z) , F
−1
1 {[F0(x), F2(y, z)]
′ − F2([x, y]g, z) + c.p.+ l
′
3(F0(x), F0(y), F0(z))}.
Proposition 2.4. With the above notations, for a graded vector space g with linear maps F0 : g0 → g
′
0,
F1 : g−1 → g
′
−1 and F2 : ∧
2g0 −→ g
′
−1, such that F0 and F1 are invertible, then (g, dg, [·, ·]g, l
g
3) defined
above is a Lie 2-algebra such that F : g→ g′ is a Lie 2-algebra isomorphism.
Proof. Since g′ is a Lie 2-algebra, we have
d′[F0x, F1a]
′ = [F0x, F0dga]
′.
Consider the left hand side, we have
d′[F0x, F1a]
′ = d′F1[x, a]g − d
′F2(x, dga) = F0dg[x, a]g − d
′F2(x, dga).
The right hand side is equal to F0[x, dga]g − d
′F2(x, dga). Thus, we have
dg[x, a]g = [x, dga]g, (1)
since F0 is invertible. Similarly, by [d
′F1a, F1b]
′ = [F1a, d
′F1b]
′, we obtain
[dga, b]g = [a, dgb]g. (2)
Furthermore, we have
0 = [[F0x, F0y]
′, F0z]
′ + c.p.+ d′l′3(F0x, F0y, F0z)
= [F0[x, y]g, F0z]
′ − [d′F2(x, y), F0z]
′ + c.p.+ d′l′3(F0x, F0y, F0z)
= F0[[x, y]g, z]g − d
′F2([x, y]g, z)− d
′[F2(x, y), F0z]
′ + c.p.+ d′l′3(F0x, F0y, F0z)
= F0[[x, y]g, z]g + c.p.+ d
′F1l
g
3(x, y, z)
= F0
(
[[x, y]g, z]g + c.p.+ dgl
g
3(x, y, z)
)
.
3
Thus, we have
[[x, y]g, z]g + c.p.+ dgl
g
3(x, y, z) = 0. (3)
Similarly, by
0 = [[F0x, F0y]
′, F1a]
′ + [[F0y, F1a]
′, F0x]
′ + [[F1a, F0x]
′, F0y]
′ + l′3(F0x, F0y, d
′F1a),
we have
[[x, y]g, a]g + [[y, a]g, x]g + [[a, x]g, y]g + l
g
3(x, y, dga) = 0. (4)
Finally, by the Jacobiator identity l′3([F0x, F0y]
′, F0z, F0t) + c.p. = [l
′
3(F0x, F0y, F0z), F0t]
′ + c.p.,
we have
l
g
3([x, y]g, z, t) + c.p. = [l
g
3(x, y, z), t]g + c.p.. (5)
By (1)-(5), we deduce that (g, dg, [·, ·]g, l
g
3) is a Lie 2-algebra.
The notion of an L∞-module was introduced in [13]. Given a k-term complex of vector spaces
V : V−k+1
∂
−→ · · ·V−1
∂
−→ V0, the endomorphisms form a strict Lie 2-algebra gl(V) with the graded
commutator bracket and a differential inherited from ∂. This plays the same role as gl(V ) in the
classical case for a vector space V (see [13, 17]). We say that V is an L∞-module of an L∞-algebra
L if there is an L∞-morphism L→ gl(V), in which gl(V) is considered as an L∞-algebra. We can also
describe an L∞-module by a generalized Chevalley-Eilenberg complex of L. An L∞-module structure
on a graded vector space V is equivalent to a degree 1 differential D on the graded vector space
(Sym(L∗[−1])⊗ V)n = ⊕kSym(L
∗[−1])k ⊗ Vn−k,
such that D2 = 0.
In the following, we focus on the 2-term case. Let V : V−1
∂
−→ V0 be a 2-term complex of vector
spaces, and we can form a new 2-term complex of vector spaces End(V) : End1(V)
δ
−→ End0∂(V) by
defining δ(A) = ∂ ◦A+A ◦ ∂ for all A ∈ End1(V), where End1(V) = End(V0, V−1) and
End0∂(V) = {X = (X0, X1) ∈ End(V0, V0)⊕ End(V−1, V−1)| X0 ◦ ∂ = ∂ ◦X1}.
Define l2 : ∧
2End(V) −→ End(V) by setting:

l2(X,Y ) = [X,Y ]C ,
l2(X,A) = [X,A]C ,
l2(A,A
′) = 0,
for all X,Y ∈ End0∂(V) and A,A
′ ∈ End1(V), where [·, ·]C is the graded commutator.
Theorem 2.5. [13, 15] With the above notations, (End(V), δ, l2) is a strict Lie 2-algebra.
A representation of a Lie 2-algebra (g; dg, [·, ·]g, l
g
3) on a 2-term complex V is a Lie 2-algebra
homomorphism µ = (µ0, µ1, µ2) : g −→ End(V). Given a representation, the corresponding generalized
Chevalley-Eilenberg complex is given by
V−1
D
−→
V0 ⊕Hom(g0, V−1)
D
−→
Hom(g0, V0)⊕Hom(g−1, V−1)⊕ Hom(∧
2g0, V−1)
D
−→
Hom(g−1, V0)⊕Hom(∧
2g0, V0)⊕Hom(g0 ∧ g−1, V−1)⊕ Hom(∧
3g0, V−1)
D
−→
Hom(g0 ∧ g−1, V0)⊕ Hom(⊙
2g−1, V−1)⊕ Hom(∧
3g0, V0)⊕Hom(∧
2g0 ∧ g−1, V−1)⊕ Hom(∧
4g0, V−1)
D
−→ · · · ,
(6)
4
where the first line is of degree −1, the second line is of degree 0, the third line is of degree 1, and
etc. In fact, the degree of an element in Hom((∧kg0) ∧ ⊙
lg−1, Vs) is k + 2l + s. The corresponding
cohomology is denoted by H(g;µ) and the differential D can be written in components:
D = dˆg + ∂ˆ + dµ + dµ2 + dl3 , (7)
where each term is defined respectively as follows:
• dˆg : Hom((∧
pg0) ∧ (⊙
qg−1), Vs) −→ Hom((∧
p−1g0) ∧ (⊙
q+1g−1), Vs) defined by
dˆg(f)(x1, · · · , xp−1, a1, a2, · · · , aq+1)
= (−1)p
(
f(x1, · · · , xp−1, dga1, a2, · · · , aq+1) + c.p.(a1, · · · , aq+1)
)
;
• ∂ˆ : Hom((∧pg0) ∧ (⊙
qg−1), V−1) −→ Hom((∧
pg0) ∧ (⊙
qg−1), V0) defined by
∂ˆ(f) = (−1)p+2q∂ ◦ f ;
The operator dµ can be written as dµ = (d
(1,0)
µ , d
(0,1)
µ ), where
• d
(1,0)
µ : Hom((∧pg0) ∧ (⊙
qg−1), Vs) −→ Hom((∧
p+1g0) ∧ (⊙
qg−1), Vs) defined by
d(1,0)µ (f)(x1, · · · , xp+1, a1, · · · , aq)
=
p+1∑
i=1
(−1)i+1µ0(xi)f(x1, · · · , x̂i, · · · , xp+1, a1, · · · , aq)
+
∑
i<j
(−1)i+jf([xi, xj ]g, x1, · · · , x̂i, · · · , x̂j · · · , xp+1, a1, · · · , aq)
+
∑
i,j
(−1)if(x1, · · · , x̂i, · · · , xp+1, a1, · · · , [xi, aj ]g, · · · , aq);
• d
(0,1)
µ : Hom((∧pg0) ∧ (⊙
qg−1), V0) −→ Hom((∧
pg0) ∧ (⊙
q+1g−1), V−1) defined by
d(0,1)µ (f)(x1, · · · , xp, a1, · · · , aq+1) =
q+1∑
i=1
(−1)pµ1(ai)f(x1, · · · , xp, a1, · · · , âi, · · · , aq+1);
• dµ2 : Hom((∧
pg0) ∧⊙
qg−1, V0) −→ Hom((∧
p+2g0) ∧ ⊙
qg−1, V−1) defined by
dµ2f(x1, · · · , xp+2, a1, · · · , aq) =
∑
σ
(−1)p+2q(−1)σµ2(xσ(1), xσ(2))f(xσ(3), · · · , xσ(p+2), a1, · · · , aq);
• dl3 : Hom((∧
pg0) ∧ ⊙
qg−1, Vs) −→ Hom((∧
p+3g0) ∧ ⊙
q−1g−1, Vs) defined by
dlg
3
f(x1, · · · , xp+3, a1, · · · , aq−1)
=
∑
σ
−(−1)σf(xσ(4), · · · , xσ(p+3), a1, · · · , aq−1, l
g
3(xσ(1), xσ(2), xσ(3))).
Thus, one can write the cochain complex in components as follows:
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Hom(g−1, V0)⊕ Hom(∧2g0, V0)⊕ Hom(g0 ∧ g−1, V−1)⊕ Hom(∧3g0, V−1)
...
For a 2-cochain (ψ, ω, ν, θ), where ψ ∈ Hom(g−1, V0), ω ∈ Hom(∧
2g0, V0), ν ∈ Hom(g0 ∧
g−1, V−1), θ ∈ Hom(∧
3g0, V−1), it is a 2-cocycle if and only if the following equations hold:
(dµψ + dˆgω + ∂ˆν)(x, a) = 0,
(dµψ + dˆgν)(a, b) = 0,
(dl3ψ + dµω + ∂̂θ)(x, y, z) = 0,
(dµ2ψ + dµω + dµν + dˆgθ)(x, y, a) = 0,
(dµ2ω + dl3ν + dµθ)(x, y, z, t) = 0.
More precisely,
µ0(x)ψ(a) − ψ([x, a]g) + ω(x, dga)− ∂ ◦ ν(x, a) = 0, (8)
µ1(a)ψ(b) + µ1(b)ψ(a)− ν(dgb, a)− ν(dga, b) = 0, (9)
−ψ(lg3(x, y, z)) + µ0(x)ω(y, z) + c.p.− ω([x, y]g, z) + c.p.− ∂ ◦ θ(x, y, z) = 0, (10)
µ1(a)ω(x, y) + µ0(x)ν(y, a)− µ0(y)ν(a, x) − ν([x, y]g, a) + ν([x, a]g, y)− ν([y, a]g, x)
−θ(x, y, dga) + µ2(x, y)(ψ(a)) = 0, (11)
(µ2(z, t)(ω(x, y))− ν(t, l
g
3(x, y, z)) + µ0(x)θ(y, z, t)− θ([x, y]g, z, t)) + c.p. = 0. (12)
For a Lie 2-algebra (g; dg, [·, ·]g, l
g
3), there is a natural adjoint representation on itself. The
corresponding (µ0, µ1, µ2), which we denote by ad = (ad
0, ad1, ad2) now, is given by
ad0x(y + b) = [x, y]g + [x, b]g, ad
1
ax = [a, x]g, ad
2
x,yz = −l
g
3(x, y, z).
We can view the Lie 2-algebra structure (dg, [·, ·]g, l
g
3) as a 2-cochain satisfying some conditions.
Example 2.6. Let (s, [·, ·]s, 〈·, ·〉s) be a quadratic Lie algebra. It gives a Lie 2-algebra structure on
s⊕ R, where s is of degree 0, and R is of degree −1, and d, [·, ·], l3 are given by
d = 0, [x+ a, y + b] = [x, y]s, l3(x, y, z) = 〈[x, y]s, z〉s.
We assume that l3 6= 0, and denote the corresponding Lie 2-algebra by Lie2(s). If s is semisimple
and 〈·, ·〉s is the Killing form on s, we obtain the string Lie 2-algebra string(s).
Since Hom(∧ks,R) = ∧ks∗, the generalized Chevalley-Eilenberg complex of Lie2(s) associated to
the adjoint representation is given by
R
D
−→ s⊕ s∗
D
−→ Hom(s, s)⊕ R⊕ ∧2s∗
D
−→
Hom(R, s)⊕Hom(∧2s, s)⊕Hom(s ∧R,R)⊕ ∧3s∗
D
−→ · · · ,
(13)
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It is easy to show that the nonzero components of D is only d
(1,0)
ad , dad2 and dl3 . Denote by H
k(s; ad)
and Hk(s) the k-th cohomology group of s with coefficients in the adjoint representation and the
trivial representation respectively.
• For all (−1)-cochain a ∈ R, we have D(a) = 0. So we have H−1(Lie2(s); ad) = R;
• For all (x, ξ) ∈ s⊕ s∗, if D(x, ξ) = 0, consider the components in Hom(s, s), we have [x, y]s = 0
for all y ∈ s, which implies that x ∈ Cen(s), where Cen(s) is the center of s; the component in
R is 0 naturally; consider the component in ∧2s∗, we have −l3(y, z, x) − ξ([y, z]s)〉 = 0. Since
x ∈ Cen(s), we obtain that ξ([y, z]s) = 0. Thus, we have
H0(Lie2(s); ad) = H0(s; ad)⊕H1(s).
3 Deformations of Lie 2-algebras
3.1 1-parameter infinitesimal deformations of Lie 2-algebras
Let (g, dg, [·, ·]g, l
g
3) be a Lie 2-algebra, and ω1 : g−1 −→ g0, ω
0
2 : ∧
2g0 −→ g0, ω
1
2 : g0 ∧ g−1 −→
g−1, ω3 : ∧
3g0 −→ g−1 be linear maps. Consider a λ-parametrized family of linear operations:
dλa , dga+ λω1(a),
[x, y]λ , [x, y]g + λω
0
2(x, y),
[x, a]λ , [x, a]g + λω
1
2(x, a),
lλ3 (x, y, z) , l
g
3(x, y, z) + λω3(x, y, z).
If all (dλ, [·, ·]λ, l
λ
3 ) endow the graded vector space g0 ⊕ g−1 with Lie 2-algebra structures, we say
that (ω0, ω
0
2 , ω
1
2 , ω3) generates a 1-parameter infinitesimal deformation of the Lie 2-algebra g.
Theorem 3.1. (ω0, ω
0
2 , ω
1
2, ω3) generates a 1-parameter infinitesimal deformation of the Lie 2-algebra
g is equivalent to the following conditions:
(i) (ω1, ω
0
2 , ω
1
2, ω3) is a 2-cocycle of g with the coefficients in the adjoint representation;
(ii) (ω1, ω
0
2 , ω
1
2, ω3) itself defines a Lie 2-algebra structure on g0 ⊕ g−1.
Proof. If (g, dλ, [·, ·]λ, l
λ
3 ) is a Lie 2-algebra, by (i) in Definition 2.1, we have
dλ[x, a]λ − [x, d
λa]λ
= (dg + λω1)([x, a]g + λω
1
2(x, a))− [x, dga+ λω1a]g − λω
0
2(x, dga+ λω1a)
= dg[x, a]g + λ(ω1[x, a]g + dgω
1
2(x, a)) + λ
2ω1ω
0
2(x, a)
−[x, dga]g − λ(ω
0
2(x, dga) + [x, ω1a]g)− λ
2ω12(x, ω1a)
= 0,
which implies that
ω1[x, a]g + dgω
1
2(x, a)− ω
0
2(x, dga)− [x, ω1a]g = 0, (14)
ω1ω
1
2(x, a)− ω
0
2(x, ω1a) = 0. (15)
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Similarly, by (ii) in Definition 2.1, we have
[dλa, b]λ − [a, d
λb]λ
= [dga+ λω1a, b]g + λω
1
2(dga+ λω1a, b)− [a, dgb+ λω1b]g − λω
1
2(a, dgb+ λω1b)
= [dga, b]g + λ([ω1a, b]g + ω
1
2(dga, b)) + λ
2ω12(ω1a, b)
−[a, dgb]g − λ(ω
1
2(a, dgb) + [a, ω1b]g)− λ
2ω12(a, ω1b)
= 0,
which implies that
[ω1a, b]g − [a, ω1b]g + ω
1
2(dga, b)− ω
1
2(a, dgb) = 0, (16)
ω12(ω1a, b)− ω
1
2(a, ω1b) = 0. (17)
By (iii) in Definition 2.1, we have
[[x, y]λ, z]λ + c.p.+ d
λlλ3 (x, y, z)
= [[x, y]g + λω
0
2(x, y), z]λ + c.p.+ (dg + λω1)(l
g
3 + λω3)(x, y, z)
= [[x, y]g, z]λ + c.p.+ λ[ω
0
2(x, y), z]λ + c.p.+ (dgl
g
3 + λ(ω1l
g
3 + dgω3) + λ
2ω1ω3)(x, y, z)
= [[x, y]g, z]g + c.p.+ λ(ω
0
2([x, y]g, z) + [ω
0
2(x, y), z]g) + c.p.+ λ
2ω02(ω
0
2(x, y), z) + c.p.
+dgl
g
3(x, y, z) + λ(ω1l
g
3 + dgω3)(x, y, z) + λ
2ω1ω3(x, y, z),
= 0,
which implies that
ω02([x, y]g, z) + c.p.+ [ω
0
2(x, y), z]g + c.p.+ (ω1l
g
3 + dgω3)(x, y, z) = 0, (18)
ω02(ω
0
2(x, y), z) + c.p.+ ω1ω3(x, y, z) = 0. (19)
By (iv) in Definition 2.1, we have
[[x, y]λ, a]λ + c.p.+ l
λ
3 (x, y, d
λa)
= [[x, y]g + λω
0
2(x, y), a]λ + c.p.+ (l
g
3 + λω3)(x, y, (dg + λω1)a)
= [[x, y]g, a]λ + c.p.+ λ[ω
0
2(x, y), a]λ + c.p.+ l
g
3(x, y, (dg + λω1)a) + λω3(x, y, (dg + λω1)a)
= [[x, y]g, a]g + c.p.+ λ(ω
1
2([x, y]g, a) + [ω
0
2(x, y), a]g) + c.p.+ λ
2ω12(ω
0
2(x, y), a) + c.p.
+lg3(x, y, dga) + λ(l
g
3(x, y, ω1a) + ω3(x, y, dga)) + λ
2ω3(x, y, ω1a),
= 0,
which implies that
ω12([x, y]g, a) + ω
1
2([y, a]g, x) + ω
1
2([a, x]g, y) + [ω
0
2(x, y), a]g + [ω
1
2(y, a), x]g + [ω
1
2(a, x), y]g
+lg3(x, y, ω1a) + ω3(x, y, dga) = 0, (20)
ω12(ω
0
2(x, y), a) + ω
1
2(ω
1
2(y, a), x) + ω
1
2(ω
1
2(a, x), y) + ω3(x, y, ω1a) = 0. (21)
For the equality
lλ3 ([x, y]λ, z, t) + c.p.− [l
λ
3 (x, y, z), t]λ − c.p. = 0,
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we have
lλ3 ([x, y]λ, z, t) + c.p.− [l
λ
3 (x, y, z), t]λ − c.p.
= (lg3 + λω3)([x, y]g, z, t) + c.p.+ λ(l
g
3 + λω3)(ω
0
2(x, y), z, t) + c.p.
−[lg3(x, y, z), t]λ − c.p.− λ[ω3(x, y, z), t]λ − c.p.
= lg3([x, y]g, z, t) + c.p.+ λω3([x, y]g, z, t) + c.p.
+λlg3(ω
0
2(x, y), z, t) + c.p.+ λ
2ω3(ω
0
2(x, y), z, t) + c.p.
−[lg3(x, y, z), t]g − c.p.− λω
1
2(l
g
3(x, y, z), t)− c.p.
−λ[ω3(x, y, z), t]g − c.p.− λ
2ω12(ω3(x, y, z), t)− c.p.
= 0,
which implies that
(ω3([x, y]g, z, t) + l
g
3(ω
0
2(x, y), z, t)) + c.p. = (ω
1
2(l
g
3(x, y, z), t) + [ω3(x, y, z), t]g) + c.p., (22)
ω3(ω
0
2(x, y), z, t) + c.p. = ω
1
2(ω3(x, y, z), t) + c.p.. (23)
By (14), (16), (18), (20) and (22), we deduce that (ω1, ω
0
2, ω
1
2 , ω3) is a 2-cocycle of g with the coefficients
in the adjoint representation.
Furthermore, by (15), (17), (19), (21) and (23), (g;ω1, ω
0
2, ω
1
2 , ω3) is a Lie 2-algebra.
3.2 Nijenhuis operators
In this subsection, we introduce the notion of Nijenhuis operators, which could give trivial deforma-
tions.
Let (g, dg, [·, ·]g, l
g
3) be a Lie 2-algebra, and N = (N0, N1) be a chain map, i.e. N0 : g0 → g0 and
N1 : g−1 → g−1 are linear maps satisfying dg ◦N1 = N0 ◦ dg. Define an exact 2-cochain
(dN , [·, ·]N , l
N
3 ) = D(N0, N1).
by differential D discussed in Section 2, i.e.,
dN = dg ◦N1 −N0 ◦ dg = 0,
[x, y]N = [N0x, y]g + [x,N0y]g −N0[x, y]g,
[x, a]N = [N0x, a]g + [x,N1a]g −N1[x, a]g,
lN3 (x, y, z) = l
g
3(N0x, y, z) + c.p.−N1(l
g
3(x, y, z)).
Definition 3.2. A chain map N = (N0, N1) is called a Nijenhuis operator if for all x, y, z ∈ g0 and
a ∈ g−1, the following conditions are satisfied:
(i) dg ◦N1 = N0 ◦ dg = 0;
(ii) N0[x, y]N = [N0x,N0y]g;
(iii) N1[x, a]N = [N0x,N1a]g;
(iv) N1l
N
3 (x, y, z) = 0;
(v) lg3(N0x,N0y,N0z) = 0;
(vi) lg3(N0x,N0y, z) + c.p. = 0.
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Proposition 3.3. Let N = (N0, N1) be a Nijenhuis operator, then λN = (λN0, λN1) is also a
Nijenhuis operator for all λ ∈ R. Furthermore, (dλN = 0, [·, ·]λN , l
λN
3 ) defines a skeletal Lie 2-algebra
structure on g, and
λN : (g; dλN = 0, [·, ·]λN , l
λN
3 ) −→ (g; dg, [·, ·]g, l
g
3)
is a homomorphism of Lie 2-algebras.
Proof. It is obvious that conditions (i)-(vi) holds for λN , which implies that λN is a Nijenhuis
operator, for all λ. To prove that (dλN = 0, [·, ·]λN , l
λN
3 ) defines a skeletal Lie 2-algebra structure on
g for all λ, it is sufficient to show the case that λ = 1. By the Nijenhuis condition (ii), we have
[[x, y]N , z]N + c.p. = dg
(
l
g
3(N0x,N0y, z) + c.p.
)
+N0 ◦ dg
(
l
g
3(N0x, y, z) + c.p.
)
+N20 ◦ dgl
g
3(x, y, z).
By the Nijenhuis conditions (i) and (vi), we deduce that [[x, y]N , z]N + c.p. = 0. Similarly, we can
prove that [[x, y]N , a]N + c.p. = 0.
Furthermore, by the Nijenhuis conditions (iii), (iv) and (vi), we have
JlN
3
(x, y, z, t) = Jlg
3
(N0x,N0y, z, t) + c.p.+N1Jlg
3
(N0x, y, z, t) + c.p+N
2
1Jlg
3
(x, y, z, t) = 0.
Therefore, (g, dN = 0, [·, ·]N , l
N
3 ) is a skeletal Lie 2-algebra.
To see that λN is a homomorphism, first the Nijenhuis condition (i) guarantees that N commutes
with the differential. Since the corresponding F2 in Definition 2.2 is zero here, it is obvious that
conditions (ii) and (iii) in Definition 2.2 hold. At last, the condition (iv) in Definition 2.2 reduce to
λN1l
λN
3 (x, y, z) = l
g
3(λN0x, λN0y, λN0z), which holds by the Nijenhuis conditions (iv) and (v).
In the following, we show that for all polynomial P , P (N) is also a Nijenhuis operator. To do
that, we need some preparation.
Lemma 3.4. Let N = (N0, N1) be a Nijenhuis operator, then for all j, k > 0, we have
N
j
1 l
Nk
3 (x, y, z) = 0, (24)
l
g
3(N
k
0 x,N
j
0y, z) + l
g
3(N
k
0 x, y,N
j
0z) + l
g
3(x,N
k
0 y,N
j
0z)
+lg3(N
j
0x,N
k
0 y, z) + l
g
3(N
j
0x, y,N
k
0 z) + l
g
3(x,N
j
0y,N
k
0 z) = 0. (25)
Proof. We prove N1l
Nk
3 (x, y, z) = 0 by induction. Assume that N1l
Nk−1
3 (x, y, z) = 0, i.e.
N1l
g
3(N
k−1
0 x, y, z) +N1l
g
3(x,N
k−1
0 y, z) +N1l
g
3(x, y,N
k−1
0 z) = N1N
k−1
1 l
g
3(x, y, z).
Substitute x, y, z by Nk−10 x, N
k−1
0 y, N
k−1
0 z respectively in the equation N1l
N
3 (x, y, z) = 0, we obtain
N1l
g
3(N
k
0 x, y, z) +N1l
g
3(N
k−1
0 x,N0y, z) +N1l
g
3(N
k−1
0 x, y,N0z)−N
2
1 l
g
3(N
k−1
0 x, y, z) = 0,
N1l
g
3(N0x,N
k−1
0 y, z) +N1l
g
3(x,N
k
0 y, z) +N1l
g
3(x,N
k−1
0 y,N0z)−N
2
1 l
g
3(x,N
k−1
0 y, z) = 0,
N1l
g
3(N0x, y,N
k−1
0 z) +N1l
g
3(x,N0y,N
k−1
0 z) +N1l
g
3(x, y,N
k
0 z)−N
2
1 l
g
3(x, y,N
k−1
0 z) = 0.
The sum of the left hand side of the above three equations are
N1l
g
3(N
k
0 x, y, z) +N1l
g
3(x,N
k
0 y, z) +N1l
g
3(x, y,N
k
0 z)
−N21 (l
g
3(N
k−1
0 x, y, z) + l
g
3(x,N
k−1
0 y, z) + l
g
3(x, y,N
k−1
0 z))
= N1l
g
3(N
k
0 x, y, z) +N1l
g
3(x,N
k
0 y, z) +N1l
g
3(x, y,N
k
0 z)−N1N
k
1 l
g
3(x, y, z)
= N1l
Nk
3 (x, y, z).
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Thus, we have N1l
Nk
3 (x, y, z) = 0, and N
j
1 l
Nk
3 (x, y, z) = N
j−1
1 (N1l
Nk
3 (x, y, z)) = 0. This finishes the
proof of (24).
For all k > 1, we have
l
g
3(N
k
0 x,N
k
0 y, z) = l
g
3(N
k
0 x,N
k
0 y, z) + l
g
3(N
k
0 x,N
k−1
0 y,N0z) + l
g
3(N
k−1
0 x,N
k
0 y,N0z) = 0.
Therefore, for all k > 0, we have
l
g
3(N
k
0 x,N
k
0 y, z) + l
g
3(N
k
0 x, y,N
k
0 z) + l
g
3(x,N
k
0 y,N
k
0 z) = 0.
Without loss of generality, we assume that j > k, and substitute x, y, z by N j−k0 x, N
j−k
0 y, N
j−k
0 z in
the above equation respectively, we get
l
g
3(N
j
0x,N
k
0 y, z) + l
g
3(N
j
0x, y,N
k
0 z) + l
g
3(N
j−k
0 x,N
k
0 y,N
k
0 z) = 0,
l
g
3(N
k
0 x,N
j
0y, z) + l
g
3(N
k
0 x,N
j−k
0 y,N
k
0 z) + l
g
3(x,N
j
0y,N
k
0 z) = 0,
l
g
3(N
k
0 x,N
k
0 y,N
j−k
0 z) + l
g
3(N
k
0 x, y,N
j
0z) + l
g
3(x,N
k
0 y,N
j
0z) = 0.
Then we obtain (25) by considering the sum of the left hand side of the above three equations, and
the fact that
l
g
3(N
j−k
0 x,N
k
0 y,N
k
0 z) = l
g
3(N
k
0 x,N
j−k
0 y,N
k
0 z) = l
g
3(N
k
0 x,N
k
0 y,N
j−k
0 z) = 0.
The proof is completed.
Theorem 3.5. Let N = (N0, N1) be a Nijenhuis operator, then for all polynomial P (X) =
∑n
i=1 ciX
i,
the operator P (N) = (P (N0), P (N1)) is also a Nijenhuis operator.
Proof. The Nijenhuis conditions (i) and (v) hold obviously. We can also prove that the Nijenhuis
conditions (ii) and (iii) hold similar as the proof of [7, Proposition 3.3], and we do not repeat it here.
By (25), we have
P (N1)l
P (N)
3 (x, y, z) =
n∑
j,k=1
cjckN
j
1 l
Nk
3 (x, y, z) = 0,
which implies that the Nijenhuis condition (iv) hold. By (24), we have
l
g
3(P (N0)x, P (N0)y, z) + c.p. =
n∑
j,k=1
cjckl
g
3(N
j
0x,N
k
0 y, z) + c.p. = 0,
which implies that the Nijenhuis condition (vi) holds. This completes the proof.
Let (s, [·, ·]s, 〈·, ·〉s) be the Lie 2-algebraLie2(s) given in Example 2.6. As a special case, we consider
operator N0 : s −→ s, N1 = 0 : R −→ R. By Definition 3.2, it is easy to check that N = (N0, 0) is a
Nijenhuis operator if and only if the following equalities hold:
[N0x,N0y]s −N0[N0x, y]s −N0[x,N0y]s +N
2
0 [x, y]s = 0, (26)
〈[N0x,N0y]s, N0z〉s = 0, (27)
〈[N0x,N0y]s, z〉s + 〈[N0x, y]s, N0z〉s + 〈[x,N0y]s, N0z〉s = 0. (28)
We see that Equation (26) means that N0 is an ordinary Nijenhuis operator for Lie algebra s. The
meanings of the other two equations are given as follows.
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Proposition 3.6. With the notations above, suppose that N0 satisfies (26) and 〈·, ·〉s is invariant
under the operator Tλ = id + λN0, i.e. 〈Tλx, Tλy〉s = 〈x, y〉s, where λ ∈ R is a parameter, then
N = (N0, 0) is a Nijenhuis operator for the Lie 2-algebra Lie2(s).
Proof. Since 〈·, ·〉s is invariant under Tλ, we have
〈N0x, y〉s + 〈x,N0y〉s = 0, 〈N0x,N0y〉s = 0, (29)
which means that N0 is skew-symmetric with respect to 〈·, ·〉s, and N
′
0 ◦ N0 = 0. Thus, we have
N20 = 0. Therefore, by (26), we have
〈[N0x,N0y]s, N0z〉s = 〈N0[x, y]N , N0z〉s = 〈N
2
0 [x, y]N , z〉s = 0,
which implies that (27) holds. Also by (26), we have
〈[N0x,N0y]s, z〉s + 〈[N0x, y]s, N0z〉s + 〈[x,N0y]s, N0z〉s
= 〈[N0x,N0y]s, z〉s − 〈N0[N0x, y]s, z〉s − 〈N0[x,N0y]s, z〉s
= 〈[N0x,N0y]−N0[N0x, y]s −N0[x,N0y]s, z〉s
= −〈N20 [x, y]s, z〉s
= 0.
Thus, (28) holds. The proof is finished.
Corollary 3.7. With the notations above, suppose that N0 satisfies (26). If N0 is skew-symmetric
and satisfies N20 = 0, then N = (N0, 0) is a Nijenhuis operator for the Lie 2-algebra Lie2(s).
Example 3.8. We now construct a class of Nijenhuis operators for Lie 2-algebra Lie2(s), s = h⊕ h∗,
for a finite dimensional Lie algebra h, where h∗ is the dual space of h with zero Lie bracket. It is called
a Lie 2-algebra of string type in [16]. Recall that s = h⊕ h∗ is a quadratic Lie algebra defined by, for
all x, y ∈ h, ξ, η ∈ h∗,
[x+ ξ, y + η]s = [x, y] + ad
∗
xη − ad
∗
yξ, 〈x+ ξ, y + η〉s = 〈x, η〉 + 〈ξ, y〉.
Let H = −H∗ : h → h∗, be a skew-symmetric linear map. We use N0 to denote its extension on
h⊕ h∗, i.e., N0(x+ ξ) = Hx, or in term of a matrix: N0 =
(
0 0
H 0
)
. We have
N0([x+ ξ, y + η]N )
= N0([N0(x+ ξ), y + η]s + [x+ ξ,N0(y + η)]s −N0[x+ ξ, y + η]s)
= N0([Hx, y + η] + [x+ ξ,Hy]−H [x, y])
= N0(−ad
∗
y(Hx) + ad
∗
x(Hy)−H [x, y])
= 0.
On the other hand, [N0(x + ξ), N0(y + η)]s = [Hx,Hy] = 0. Thus, (26) holds, i.e., N0 is an ordinary
Nijenhuis operator for Lie algebra s = h ⊕ h∗. Furthermore, it is obvious that N0 is skew-symmetric
and satisfies N20 = 0, by Corollary 3.7, (N0, 0) is a Nijenhuis operator for the Lie 2-algebra Lie2(s).
Now we construct another class of examples of Nijenhuis operators for Lie2(s) given in the above
example in term of O-operators. Let h be a Lie algebra, and V be a vector space. Let ρ : h −→ gl(V )
be a representation. A linear operator T : V → h is called an O-operator associated to (V, ρ) if T
satisfies
T (ρ(Tu)v + ρ(Tv)u) = [Tu, T v] (30)
Such a concept was introduced to study the classical Yang-Baxter equations and integrable systems.
For more information, see [12].
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Example 3.9. Let T = −T ∗ : h∗ → h, be a skew-symmetric O-operator associated to the coadjoint
representation (h∗, ad∗). We use N0 to denote its extension on h⊕ h
∗, i.e., N0(x+ ξ) = Tξ, or in term
of a matrix: N0 =
(
0 T
0 0
)
. it is straightforward to check that (26) holds. Also by Corollary 3.7,
(N0, 0) is a Nijenhuis operator for the Lie 2-algebra Lie2(s).
Definition 3.10. A deformation is said to be trivial if there exists linear maps N0 : g0 → g0, N1 :
g−1 → g−1, and N2 : ∧
2g0 → g−1, such that (T0, T1, T2) is a morphism from (g, d
λ, [·, ·]λ, l
λ
3 ) to
(g, dg, [·, ·]g, l
g
3), where T0 = id + λN0, T1 = id + λN1 and T2 = λN2.
Note that (T0, T1, T2) is a morphism means that
dg ◦ T1(a) = T0 ◦ d
λ(a), (31)
T0[x, y]λ = [T0x, T0y]g + dgT2(x, y), (32)
T1[x, a]λ = [T0x, T1a]g + T2(x, d
λa), (33)
T2([x, y]λ, z) + c.p.+ T1l
λ
3 (x, y, z) = [T0(x), T2(y, z)]g + c.p.+ l
g
3(T0x, T0y, T0z). (34)
Now we consider conditions that N = (N0, N1, N2) should satisfy. For (31), we have
dga+ λdgN1(a) = dga+ λN0(dga) + λω1(a) + λ
2N0ω1(a).
Thus, we have
ω1a = dgN1a−N0dga,
N0ω1a = 0.
It follows that N must satisfy the following condition:
N0(dgN1a−N0dga) = 0. (35)
For (32), the left hand side is equal to
[x, y]g + λN0([x, y]g) + λω
0
2(x, y) + λ
2N0ω
0
2(x, y),
and the right hand side is equal to
[x, y]g + λ[N0x, y]g + λ[x,N0y]g + λ
2[N0x,N0y]g + λdgN2(x, y).
Thus, (32) is equivalent to
ω02(x, y) = [N0x, y]g + [x,N0y]g −N0[x, y]g + dgN2(x, y),
N0ω
0
2(x, y) = [N0x,N0y]g.
It follows that N must satisfy the following condition:
[N0x,N0y]g −N0[N0x, y]g −N0[x,N0y]g +N
2
0 [x, y]g −N0dgN2(x, y) = 0. (36)
For (33), the left hand side is equal to
[x, a]g + λω
1
2(x, a) + λN1([x, a]g) + λ
2N1ω
1
2(x, a),
and the right hand side is equal to
[x, a]g + λ[N0(x), a]g + λ[x,N1(a)]g + λ
2[N0(x), N1(a)]g + λN2(x, dga) + λ
2N2(x, ω1a).
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Thus, (33) is equivalent to
ω12(x, a) = [N0x, a]g + [x,N1a]g −N1[x, a]g +N2(x, dga),
N1ω
1
2(x, a) = [N0x,N1a]g +N2(x, ω1a).
It follows that N must satisfy the following condition:
[N0x,N1a]g +N2(x, ω1a)−N1[N0x, a]g −N1[x,N1a]g +N
2
1 [x, a]g −N1N2(x, dga) = 0. (37)
For (34), the left hand side is equal to
l
g
3(x, y, z) + λω3(x, y, z) + λN1l
g
3(x, y, z) + λ
2N1ω3(x, y, z)
+λN2([x, y]g, z) + c.p.+ λ
2N2(ω
0
2(x, y), z) + c.p.
and the right hand side is equal to
l
g
3(x, y, z) + λl
g
3(N0x, y, z) + c.p.+ λ
2l
g
3(N0x,N0y, z) + c.p.
+λ3lg3(N0x,N0y,N0z) + λ[x,N2(y, z)]g + c.p.+ λ
2[N0x,N2(y, z)]g + c.p.
Thus, (34) is equivalent to
ω3(x, y, z) = l
g
3(N0x, y, z) + c.p.−N1l
g
3(x, y, z) + [x,N2(y, z)]g + c.p.− (N2([x, y]g, z) + c.p.),
N1ω3(x, y, z) = l
g
3(N0x,N0y, z) + c.p.+ [N0x,N2(y, z)]g + c.p.− (N2(ω
0
2(x, y), z) + c.p.),
l
g
3(N0x,N0y,N0z) = 0.
It follows that N must satisfy the following conditions:
N1(l
g
3(N0x, y, z)) + c.p.−N
2
1 l
g
3(x, y, z) +N1([x,N2(y, z)]g) + c.p.− (N1N2([x, y]g, z) + c.p.)
−(lg3(N0x,N0y, z) + c.p.)− ([N0x,N2(y, z)]g + c.p.) +N2(ω
0
2(x, y), z) + c.p. = 0, (38)
l
g
3(N0x,N0y,N0z) = 0. (39)
Thus, (T0, T1, T2) is a morphism if and only if N = (N0, N1, N2) satisfy conditions (35), (36), (37),
(38) and (39). Note that in this case, N = (N0, N1, N2) is not a Nijenhuis operator.
Remark 3.11. A trivial deformation does not give rise to a Nijenhuis operator. This result is different
from the case of ordinary Lie algebras. However, the converse is true, i.e. a Nijenhuis operator could
give a trivial deformation.
A Nijenhuis operator (N0, N1) could give a trivial deformation by setting
(ω1, ω
0
2 , ω
1
2 , ω3) = D(N0, N1). (40)
Theorem 3.12. Let N = (N0, N1) be a Nijenhuis operator. Then a deformation can be obtained by
putting 

ω1 = 0,
ω02(x, y) = [N0x, y]g + [x,N0y]g −N0[x, y]g,
ω12(x, a) = [N0x, a]g + [x,N1a]g −N1[x, a]g
ω3(x, y, z) = l
g
3(N0x, y, z) + c.p.−N1(l
g
3(x, y, z)).
(41)
Furthermore, this deformation is trivial.
Proof. Since (ω1, ω
0
2 , ω
1
2, ω3) = D(N0, N1), it is obvious that (ω1, ω
0
2, ω
1
2 , ω3) is closed. By Proposition
3.3, (ω1, ω
0
2, ω
1
2 , ω3) = (0, dN , l
N
3 ) defines a Lie 2-algebra structure. By Theorem 3.1, (ω1, ω
0
2 , ω
1
2, ω3)
generates a deformation.
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Example 3.13. Let (g; dg = 0, [·, ·]g, l
g
3) be a skeletal Lie 2-algebra. Then (N0, N1) is a Nijenhuis
operator if and only if the Nijenhuis conditions (ii)-(vi) hold.
Note that ω1 = 0 in this case, which implies that a trivial deformation of a skeletal Lie 2-algebra
is still skeletal.
Example 3.14. Let (g; dg, [·, ·]g, l
g
3 = 0) be a strict Lie 2-algebra. Then (N0, N1) is a Nijenhuis if
and only if the Nijenhuis conditions (i)-(iii) hold. It is obvious that lN3 = 0 in this case, which implies
that a trivial deformation given by a Nijenhuis operator is also strict.
However, for a general trivial deformation, ω3 could be nonzero, which implies that a trivial
deformation of a strict Lie 2-algebra maybe nonstrict.
4 Abelian extensions of Lie 2-algebras
In this section, we study abelian extensions of Lie 2-algebras using the cohomology theory studied in
Section 2. Similar as the classical case, we show that associated to any abelian extension, there is a
representation and a 2-cocycle. Consequently, any abelian extension can be viewed as a deformation of
a semidirect product Lie 2-algebra, see Remark 4.4. Furthermore, abelian extensions can be classified
by the second cohomology group. For nonabelian extensions of Lie 2-algebras, see [6].
Definition 4.1. (i) Let (g, dg, [·, ·]g, l
g
3), (h, dh, [·, ·]h, l
h
3), (gˆ, dˆ, [·, ·]gˆ, lˆ3) be Lie 2-algebras and i =
(i0, i1) : h −→ gˆ, p = (p0, p1) : gˆ −→ g be strict homomorphisms. The following sequence of Lie
2-algebras is a short exact sequence if Im(i) = Ker(p), Ker(i) = 0 and Im(p) = g.
0
0
−−−−→ h−1
i1−−−−→ gˆ−1
p1
−−−−→ g−1
0
−−−−→ 0
0
y dhy dˆy dgy 0y
0
0
−−−−→ h0
i0−−−−→ gˆ0
p0
−−−−→ g0
0
−−−−→ 0
(42)
We call gˆ an extension of g by h, and denote it by Egˆ. It is called an abelian extension if h is
abelian, i.e. if [·, ·]h = 0 and l
h
3(·, ·, ·) = 0. We will view h as subcomplex of g directly, and omit
the map i.
(ii) A splitting σ : g −→ gˆ of p : gˆ −→ g consists of linear maps σ0 : g0 −→ gˆ0 and σ1 : g−1 −→ gˆ−1
such that p0 ◦ σ0 = idg0 and p1 ◦ σ1 = idg−1 .
(iii) Two extensions of Lie 2-algebras Egˆ : 0 −→ h
i
−→ gˆ
p
−→ g −→ 0 and Eg˜ : 0 −→ h
j
−→ g˜
q
−→
g −→ 0 are equivalent, if there exists a Lie 2-algebra homomorphism F : gˆ −→ g˜ such that
F ◦ i = j, q ◦ F = p and F2(i(u), α) = 0, for all u ∈ h0, α ∈ gˆ0.
Let gˆ be an abelian extension of g by h, and σ : g −→ gˆ be a splitting. Define µ0, µ1, µ2 by

µ0 : g0 −→ End
0
dh(h), µ0(x)(u +m) , [σ(x), u +m]gˆ,
µ1 : g−1 −→ End
1(h), µ1(a)(u) , [σ(a), u]gˆ,
µ2 : ∧
2g0 −→ End
1(h), µ2(x, y)(u) , −lˆ3(σ(x), σ(y), u),
(43)
for all x, y ∈ g0, a ∈ g−1, u ∈ h0 and m ∈ h−1.
Proposition 4.2. With the above notations, (µ0, µ1, µ2) is a homomorphism from g to the strict Lie
2-algebra End(h), i.e. g represents on h via (µ0, µ1, µ2). Furthermore, (µ0, µ1, µ2) does not depend on
the choice of the splitting σ. Moreover, equivalent abelian extensions give the same representation of
g on h.
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Proof. By the fact that p is a strict homomorphism, it is easy to show that µ0, µ1, µ2 are well-defined.
Since h is abelian, we have
µ0([x, y]g)(u +m)− [µ0(x), µ0(y)](u +m)
= [σ[x, y]g, u+m]gˆ − [σ(x), [σ(y), u +m]gˆ]gˆ + [σ(y), [σ(x), u +m]gˆ]gˆ
= [[σ(x), σ(y)]gˆ, u+m]gˆ − [σ(x), [σ(y), u +m]gˆ]gˆ + [σ(y), [σ(x), u +m]gˆ]gˆ
= −dhlˆ3(σ(x), σ(y), u) − lˆ3(σ(x), σ(y), dhm),
which implies that
µ0([x, y]g)− [µ0(x), µ0(y)] = δ(µ2(x, y)).
Similarly, we have
µ1([x, a]g)− [µ0(x), µ1(a)] = µ2(x, dga).
By the Jacobiator identity, we can also show that
µ2([x, y]g, z) + c.p.+ µ1(l
g
3(x, y, z)) = [µ0(x), µ2(y, z)] + c.p..
Thus, (µ0, µ1, µ2) is a homomorphism.
Since h is abelian, we can show that µi are independent of the choice of σ. In fact, if we choose
another splitting σ′ : g → gˆ, then p0(σ(x) − σ
′(x)) = x − x = 0, p1(σ(a) − σ
′(a)) = a − a = 0,
i.e. σ(x) − σ′(x) ∈ Kerp0 = h0, σ(a) − σ
′(a) ∈ Kerp1 = h−1. Thus, [σ(x) − σ
′(x), u + m]gˆ = 0,
[σ(a) − σ′(a), u]gˆ = 0, which implies that µ0, µ1 are independent on the choice of σ. We also have
lˆ3(·, u, v) = 0 for all u, v ∈ h0, which implies that lˆ3(σ
′(x), σ′(y), u) = lˆ3(σ(x), σ(y), u), i.e. µ2 is also
independent on the choice of σ.
Suppose that Egˆ and Eg˜ are equivalent abelian extensions, and F : gˆ −→ g˜ is the Lie 2-algebra
homomorphism satisfying F ◦i = j, q◦F = p and F2(i(u), α) = 0, for all u ∈ h0, α ∈ gˆ0. Choose linear
sections σ and σ′ of p and q. Then we have q0F0σ(x) = p0σ(x) = x = q0σ
′(x), so F0σ(x) − σ
′(x) ∈
Kerq0 = h0. Thus, we have
[σ′(x), u+m]g˜ = [F0σ(x), u +m]g˜ = F0[σ(x), u +m]gˆ = [σ(x), u +m]gˆ,
which implies that equivalent abelian extensions give the same µ0. Similarly, we can show that
equivalent abelian extensions also give the same µ1. At last, by the fact that F = (F0, F1, F2) is a
homomorphism and F2(u, ·) = 0, we have
lˆ3(σ(x), σ(y), u) = l˜3(F0σ(x), F0σ(y), u) = l˜3(σ
′(x), σ′(y), u).
Therefore, equivalent abelian extensions also give the same µ2. The proof is finished.
Let σ : g −→ gˆ be a splitting of the abelian extension (42). Define the following linear maps:
ψ : g−1 −→ h0, ψ(a) , dˆσ(a)− σ(dga),
ω : ∧2g0 −→ h0, ω(x, y) , [σ(x), σ(y)]gˆ − σ[x, y]g,
ν : g0 ∧ g−1 −→ h−1, ν(x, a) , [σ(x), σ(a)]gˆ − σ[x, a]g,
θ : ∧3g0 −→ h−1, θ(x, y, z) , lˆ3(σ(x), σ(y), σ(z)) − σ(l
g
3(x, y, z)),
for all x, y, z ∈ g0, a ∈ g−1, u ∈ h0 and m ∈ h−1.
Theorem 4.3. Let Egˆ be an abelian extension of g by h given by (42), then (ψ, ω, ν, θ) is a 2-cocycle
of g with coefficients in h, where the representation is given by (µ0, µ1, µ2).
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Proof. By the equality dˆ[σx, σa]gˆ = [σx, dˆσa]gˆ, we obtain that
µ0(x)(ψ(a)) + ω(x, dga) = ψ([x, a]g) + dhν(x, a). (44)
By the equality [dˆ(σa), σb]gˆ = [σa, dˆσb]gˆ, we obtain that
− µ1(b)(ψ(a)) − ν(b, dga) = µ1(a)(ψ(b)) + ν(a, dgb). (45)
By the equality
[σx, [σy, σz]gˆ]gˆ + c.p. = dˆlˆ3(σx, σy, σz),
we get
µ0(x)ω(y, z) + ω(x, [y, z]g) + c.p. = dhθ(x, y, z) + ψ(l
g
3(x, y, z)). (46)
We also have the equality
[σx, [σy, σa]gˆ]gˆ + c.p. = lˆ3(σx, σy, dˆσa).
Consider the left hand side, we have
[σx, [σy, σa]gˆ]gˆ + c.p.
= [σx, σ[y, a]g + ν(y, a)]gˆ + [σy, σ[a, x]g + ν(a, x), ]gˆ + [σa, σ[x, y]g + ω(x, y)]gˆ
= σ[x, [y, a]g]g + ν(x, [y, a]g) + µ0(x)ν(y, a) + σ[y, [a, x]g]g + ν(y, [a, x]g) + µ0(y)ν(a, x)
+σ[a, [x, y]g]g + ν(a, [x, y]g) + µ1(a)ω(x, y)
= σlg3(x, y, dga) + µ0(x)ν(y, a) + µ0(y)ν(a, x) + µ1(a)ω(x, y)
+ν(x, [y, a]g) + ν(y, [a, x]g) + ν(a, [x, y]g).
Consider the right hand side, we have
lˆ3(σx, σy, dˆσa) = lˆ3(σx, σy, σ(dga) + ψ(a))
= σlg3(x, y, dga) + θ(x, y, dga)− µ2(x, y)ψ(a).
Thus, we have
µ0(x)ν(y, a) + µ0(y)ν(a, x) + µ1(a)ω(x, y) + ν(x, [y, a]g) + ν(y, [a, x]g) + ν(a, [x, y]g)
−θ(x, y, dga) + µ2(x, y)ψ(a) = 0. (47)
At last, by the Jacobiator identity:
lˆ3([σx, σy]gˆ, σz, σt) + c.p. = [σx, lˆ3(σy, σz, σt)]gˆ + c.p.,
we obtain
θ([x, y]g, z, t)− µ2(z, t)ω(x, y) + c.p. = µ0(x)θ(y, z, t) + ν(x, l
g
3(y, z, t)) + c.p.. (48)
By (44)-(48), we deduce that (ψ, ω, ν, θ) is a 2-cocycle.
Now we can transfer the Lie 2-algebra structure (dˆ, [·, ·]gˆ, lˆ3) on gˆ to the Lie 2-algebra structure
(dg⊕h, [·, ·]g⊕h, l
g⊕h
3 ) on g⊕ h using the 2-cocycle given above. More precisely, we have

dg⊕h(a+m) , dg(a) + ψ(a) + dh(m),
[x+ u, y + v]g⊕h , [x, y]g + ω(x, y) + µ0(x)v − µ0(y)u,
[x+ u, a+m]g⊕h , [x, a]g + ν(x, a) + µ0(x)m− µ1(a)u,
l
g⊕h
3 (x+ u, y + v, z + w) , l
g
3(x, y, z) + θ(x, y, z)− µ2(x, y)(w) − µ2(z, x)(v)− µ2(y, z)(u),
(49)
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for all x, y, z ∈ g0, a ∈ g−1, u, v, w ∈ h0 and m ∈ h−1. Thus any extension Egˆ given by (42) is
isomorphic to
0
0
−−−−→ h−1
i1−−−−→ g−1 ⊕ h−1
p1
−−−−→ g−1
0
−−−−→ 0
0
y dhy dˆy dgy 0y
0
0
−−−−→ h0
i0−−−−→ g0 ⊕ h0
p0
−−−−→ g0
0
−−−−→ 0,
(50)
where the Lie 2-algebra structure on g ⊕ h is given by (49) for some morphism (µ0, µ1, µ2) given by
(43), (i0, i1) is the inclusion and (p0, p1) is the projection. We denote the extension (50) by Eg⊕h.
Remark 4.4. In fact, the extension Eg⊕h can be viewed as a deformation of the semidirect product
Lie 2-algebra g ⋉µ h by the 2-cocycle (ψ, ω, ν, θ). First, given a representation µ of g on h, we can
obtain the semidirect product Lie 2-algebra g⋉µ h:

ds(a+m) , dg(a) + dh(m),
[x+ u, y + v]s , [x, y]g + µ0(x)v − µ0(y)u,
[x+ u, a+m]s , [x, a]g + µ0(x)m − µ1(a)u,
ls3(x+ u, y + v, z + w) , l
g
3(x, y, z)− µ2(x, y)(w) − µ2(z, x)(v)− µ2(y, z)(u).
(51)
Then it is not hard to show that the 2-cocycle (ψ, ω, ν, θ) can be extended to the 2-cocycle (ψ, ω, ν, θ)
of g⋉µ h with the coefficients in the adjoint representation:
ψ(a+m) = ψ(a), ω(x+ u, y + v) = ω(x, y),
ν(x+ u, a+m) = ν(x, a), θ(x+ u, y + v, z + w) = θ(x, y, z).
Now it is straightforward to see that the Lie 2-algebra structure (49) is the deformation of g⋉µ h by
the 2-cocycle (ψ, ω, ν, θ).
In the sequel, we only consider the abelian extensions in the form of (50), i.e. (i0, i1) is the inclusion
and (p0, p1) is the projection. We fix the representation (µ0, µ1, µ2) and study the relation between
equivalent classes of abelian extensions and the second cohomology group H2(g;µ).
Theorem 4.5. Given a representation (µ0, µ1, µ2) : g −→ End(h), then there is a one-to-one corre-
spondence between equivalence classes of abelian extensions, in the form of (50), of the Lie 2-algebra
g by h and the second cohomology group H2(g;µ).
Proof. Let E′g⊕h be another abelian extension determined by the 2-cocycle (ψ
′, ω′, ν′, θ′). Denote the
corresponding Lie 2-algebra structure on g⊕ h by (d′, [·, ·]′, l′3). We only need to show that Eg⊕h and
E′g⊕h are equivalent if and only if 2-cocycles (ψ, ω, ν, θ) and (ψ
′, ω′, ν′, θ′) are in the same cohomology
class.
If Eg⊕h and E
′
g⊕h are equivalent, let F = (F0, F1, F2) : Eg⊕h −→ E
′
g⊕h be the corresponding
homomorphism.
Since F is an equivalence of extensions, we have
F2(u, v) = 0, F2(x, u) = 0, F2(x, y) ∈ h−1,
and there exist two linear maps b0 : g0 −→ h0 and b1 : g−1 −→ h−1 such that
F0(x+ u) = x+ b0(x) + u, F1(a+m) = a+ b1(a) +m.
Set b2 = F2|∧2g0 .
First, by the equality
d′F1(a) = F0dg⊕h(a),
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we have
ψ(a)− ψ′(a) = dhb1(a)− b0(dga). (52)
Furthermore, we have
F0[x, y]g⊕h − [F0(x), F0(y)]
′ = d′F2(x, y),
which implies that
ω(x, y)− ω′(x, y) = µ0(x)b0(y)− µ0(y)b0(x)− b0[x, y]g + dh ◦ b2(x, y). (53)
Similarly, by F1[x, a]g⊕h − [F0(x), F1(a)]
′ = F2(x, dˆa), we get
ν(x, a)− ν′(x, a) = µ0(x)b1(a)− µ1(a)b0(x) − b1[x, a]g + b2(x, dga). (54)
At last, by the equality
[F0(x), F2(y, z)]
′ + c.p.+ l′3(F0(x), F0(y), F0(z)) = F2([x, y]g⊕h, z) + c.p.+ F1l
g⊕h
3 (x, y, z),
we have
(θ − θ′)(x, y, z) = µ0(x)b2(y, z)− b2([x, y]g, z)− µ2(x, y)b0(z) + c.p.− b1(l
g
3(x, y, z)). (55)
By (52)-(55), we deduce that (ψ, ω, ν, θ)−(ψ′, ω′, ν′, θ′) = D(b0, b1, b2). Thus, they are in the same
cohomology class.
Conversely, if (ψ, ω, ν, θ) and (ψ′, ω′, ν′, θ′) are in the same cohomology class, assume that (ψ, ω, ν, θ)−
(ψ′, ω′, ν′, θ′) = D(b0, b1, b2). Then define (F0, F1, F2) by
F0(x+ u) = x+ b0(x) + u, F1(a+m) = a+ b1(a) +m, F2(x + u, y + v) = b2(x, y).
Similar as the above proof, we can show that (F0, F1, F2) is an equivalence. We omit the details.
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