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Abstract
Motivated by applications to singular perturbations, the paper examines convergence rates
of distributions induced by solutions of ordinary differential equations in the plane. The
solutions may converge either to a limit cycle or to a heteroclinic cycle. The limit distributions
form invariant measures on the limit set. The customary gauges of topological distances may
not apply to such cases and do not suit the applications. The paper employs the Prohorov
distance between probability measures. It is found that the rate of convergence to a limit cycle
and to an equilibrium are different than the rate in the case of heteroclinic cycle; the latter may
exhibit two paces, depending on a relation among the eigenvalues of the hyperbolic equilibria.
The limit invariant measures are also exhibited. The motivation is stemmed from singularly
perturbed systems with non-stationary fast dynamics and averaging. The resulting rates of
convergence are displayed for a planar singularly perturbed system, and for a general system
of a slow ﬂow coupled with a planar fast dynamics.
r 2004 Elsevier Inc. All rights reserved.
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1. Introduction
It is customary to measure the rate at which solutions of differential equations
converge to a limit point or to a limit set in terms of the geometrical distance from
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the limit. In some situations, however, one is interested in the limit distribution of the
trajectory rather than in the point-wise location of the ﬂow. The limit distributions
form invariant measures of the differential equation. Of interest are the structure of
the limit invariant measures and the rate of convergence to these measures. The
probabilistic issue arises, for instance, in singularly perturbed equations where
averaging with respect to the fast dynamics is carried out in order to generate the
slow dynamics. The prevailing paradigm in singular perturbations is that the
singularly perturbed variable tends to an equilibrium. Recent developments in
singular perturbations theory offer a method to cope with fast dynamics which may
not converge to an equilibrium (see the closing section). In the present paper we take
a step toward quantitative considerations of the convergence to a general limit set
and display the application to singularly perturbed systems.
We examine the rate of convergence of the trajectory in two settings. One is the
rate of convergence as time tends toN of the distribution induced by the trajectory
to the limit invariant measure. To this end we ﬁnd the Prohorov metric on
probability measures useful. We also look at the rate of convergence to the location
of the limit distribution. Here we use an analog of convergence in measure to the
support of the limit invariant measure. The precise deﬁnitions are given in the next
section.
The calculations are carried out for planar equations. We ﬁnd that already in the
planar case, the rate of convergence to multi-equilibria differs from the rate of
convergence to a single stable equilibrium or to a limit cycle.
Speciﬁcally, the paper addresses the rate of convergence, as t-N; of solutions of
a planar differential equation given by
dz
dt
¼ f ðzÞ ð1:1Þ
with z ¼ ðx; yÞ where x and y are scalars and f :R2-R2 is continuously
differentiable. We are concerned primarily with the case where the solution cycles
toward a heteroclinic cycle, namely, a closed curve which is composed of a ﬁnite
number of hyperbolic equilibria connected by heteroclinic trajectories (see Fig. 1 for
a case of three equilibria). The situation we address covers the general case of
bounded planar dynamics with a ﬁnite number of equilibria in its o-limit set. We ﬁnd
that in the case of a heteroclinic cycle the rate of convergence is characterized by a
relation among the eigenvalues of the hyperbolic equilibria and it differs from the
corresponding rate in the case of convergence to one hyperbolic equilibrium or to a
hyperbolic limit cycle. We also provide an explicit description of the limit invariant
measures.
The paper is organized as follows. The next section displays the distances with
respect to which the rate of convergence is determined. A demonstration of these
distances is offered in Section 3 where the rate of convergence is determined when
the solution converges either to an equilibrium or to a limit cycle. In particular, the
estimates in Section 3 express exponential convergence of the geometrical distance
in terms of the distributional convergence notions. The setting for the case of
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multi-equilibria and some preliminary computations are carried out in Section 4. In
particular, we provide a necessary condition and a sufﬁcient condition for the
existence of a solution with the desired limit. The conditions are given in terms of a
relation among the eigenvalues of the hyperbolic points. This relation determines, in
turn, two rates of convergence and two distinct structures of the invariant measures.
The two cases are examined in Sections 5 and 6, respectively. We sum up our ﬁndings
concerning planar dynamics as time tends to N in Section 7, along with some
comments.
The results are applied to a singularly perturbed system
e
dz
dt
¼ f ðzÞ ð1:2Þ
and to a coupled system of slow and fast motions
dw
dt
¼ gðw; zÞ;
e
dz
dt
¼ f ðzÞ; ð1:3Þ
where w is an n-dimensional variable and g is Lipschitz continuous. In regard to the
singularly perturbed systems (1.2) and the coupled system (1.3) we are interested in
the behavior of the solutions as e-0 on a ﬁnite interval, say tA½0; 1: The rates of
convergence are then given in terms of the variable e: Of interest then, in particular
when averaging is carried out, is the convergence to a Young measure, namely, to a
probability measure-valued map. In the closing two sections we explore the possible
Young measure limits and the corresponding rates of convergence in the case of
planar fast dynamics.
2. Distributional distances
In this section we introduce the distance notion, namely the Prohorov distance,
which forms the basis for the considerations of rates of convergence when point-wise
convergence does not hold. An auxiliary notion, of interest for its own sake, namely,
the distributional distance from a subset of Rn; is also displayed. The rationale
behind the notions is explained and some consequences are drawn. We also set here
terminology and notations which will be used throughout.
In what follows, Rn is the n-dimensional Euclidean space endowed with the
Euclidean norm j  j: For a subset H of Rn we denote by HðZÞ the Z-neighborhood of
H: We consider probability measures on Rn; namely, s-additive maps m from the
Borel ﬁeld of Rn to ½0; 1 satisfying mðRnÞ ¼ 1: The support of a probability measure
m is the smallest closed set K such that mðKÞ ¼ 1: When the support is a singleton,
say fzg; the measure is denoted by dz and is called the Dirac measure supported on
fzg: The distribution of a function zðÞ : ½S1; S2-Rn is the probability measure mzðÞ
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on Rn given by mzðÞðBÞ ¼ 1
S2
S1 lðft : zðtÞABgÞ where l is the Lebesgue measure.
When we write mzðÞ; it is assumed that the domain ½S1; S2 is known, hence it may be
suppressed from the notation; likewise in similar notations concerning the trajectory
zðÞ:
The ﬁrst distance is an adaptation of the Prohorov distance between probability
measures (see e.g., Billingsley [4, p. 238]) to the setting of trajectories. We ﬁnd it
useful in the applications.
Deﬁnition 2.1. Recall the classical Prohorov distance PDðn; mÞ between the
probability measures n and m; namely the inﬁmum of Z40 satisfying nðBÞpmðBðZÞÞ þ
Z and mðBÞpnðBðZÞÞ þ Z for every Borel set B: Consider now a measurable function
zðÞ : ½S1; S2-Rn and consider a probability measure n deﬁned on Rn: The Prohorov
distance between zðÞ and n; denoted PDðzðÞ; nÞ; is the classical Prohorov distance
PDðmzðÞ; nÞ between n and the distribution mzðÞ of zðÞ:
The aforementioned auxiliary distance notion is a variant of the Prohorov distance
adapted to convergence in measure type argument, as follows.
Deﬁnition 2.2. Consider a measurable function zðÞ : ½S1; S2-Rn and a subset K of
Rn: The distributional distance of zðÞ from K ; denoted DDðzðÞ; KÞ, is deﬁned as the
inﬁmum of Z40 satisfying 1
S2
S1 lðft : zðtÞeK ðZÞgÞoZ:
We discuss the relation of the preceding notions to differential equations after the
following useful observation.
Lemma 2.3. Let zðÞ : ½S1; S2-Rn be a measurable function and let n be a probability
measure. Let K be the support of n: Then DDðzðÞ; KÞpPDðzðÞ; nÞ: If K ¼ fzg is a
singleton then DDðzðÞ; fzgÞ ¼ PDðzðÞ; dzÞ:
Proof. The DD-distance is determined through an inequality which in one of many
inequalities which determine the PD-distance. This veriﬁes the ﬁrst claim. The
veriﬁcation of the second claim is straightforward. &
The motivation for examining the two distance notions in the framework of
ordinary differential equations is as follows.
When the rate of convergence of solutions is examined we refer to a differential
equation
dz
dt
¼ f ðzÞ; zð0Þ ¼ z0 ð2:1Þ
with zARn: Suppose that the solution of (2.1) is deﬁned on ½0;NÞ: We use the
following notations throughout.
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Notation 2.4. We denote by mS the distribution mzðÞ of the solution zðÞ of (2.1)
deﬁned on the interval ½0; S: For a given probability measure n on Rn we denote by
PDðS; nÞ the Prohorov distance (as given in Deﬁnition 2.1) between the solution zðÞ
of (2.1) on ½0; S and the measure n: WhenN is a family of probability measures on
Rn we write PDðS;NÞ ¼ inffPDðS; nÞ : nANg: For a given subset K of Rn we
denote by DDðS; KÞ the distributional distances (as given in Deﬁnition 2.2) between
zðÞ deﬁned on ½0; S and the set K :
Let zðÞ be the solution of (2.1) deﬁned on ½0;NÞ: We are interested in the
description of the limit points of mS as S-N and in the rate of convergence of the
PD-distance to these limit points. We are also interested in the rate of convergence of
the DD-distance for meaningful choices of limit sets.
To this end recall that if PDðSj; nÞ-0 for a subsequence Sj-N then n is an
invariant measure of the differential equation. In fact, any limit of the distributions
of the solution on intervals ½tj; tj þ Sj where Sj-N; is an invariant measure. This
holds even when point-wise convergence to the support of the invariant measure may
not hold. Furthermore, in case the solution is bounded, the family of distributions
induced by the trajectory is relatively compact, namely, every sequence Sj has a
subsequence such that PDðSj; nÞ-0 for some invariant measure n: See Nemytskii
and Stepanov [7, Section VI.9]. Thus, the invariant measures play the role of o-limit
points for the dynamics of the distributions, and hence the interest in the rate of
convergence of the Prohorov distance (see also the closing two sections for
motivation stemming from singular perturbations).
The rationale behind the deﬁnition of the DD-distance and the choice of the set K
with respect to which we wish to examine this distance is twofold. First, as Lemma
2.3 demonstrates, the DD-distance provides an estimate for the Prohorov distance.
The DD-distance will also serve as a tool in the computation of the PD-distance. In
fact, in most of the cases treated in this paper the rates of convergence of the DD-
distance and the PD-distance coincide.
Secondly, when zðÞ is bounded on ½0;NÞ it is well known that zðtÞ converges in
the topology of Rn; as t-N; to the o-limit set of the trajectory. The latter is of
signiﬁcance when one is interested in the limit location of the trajectory. When one
wishes to ignore regions in which the proportional time the solution spends tends to
zero, one is interested in the smallest closed set K such that DDðS; KÞ converges to 0
as S-N: The o-limit set of the trajectory may not be the smallest set with this
property, as follows.
Lemma 2.5. Let zðÞ be a bounded solution of (2.1) defined on ½0;NÞ: Let K be the
union of supports of all invariant measures of the differential equation which are
supported on the o-limit set of the solution. Then DDðS; KÞ converges to 0 as S-N:
Proof. The support of an invariant measure is an invariant set of the differential
equation. Hence, when the solution reaches a small neighborhood of K it stays near
K for a long time. If the claim is false, the solution must stay away from K for a
relatively long time and, in view of the invariance of K ; this can be achieved only if
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the solution stays away from K for arbitrarily long intervals. Then there is a compact
set, say L; disjoint from K; and intervals ½tj; tj þ Sj  in ½0;NÞ; such that Sj-N and
such that zðtÞAL whenever tjptptj þ Sj: The relative compactness of the
probability measures mzðÞ of the trajectories deﬁned on the intervals ½tj; tj þ Sj 
implies the existence of limit points of these measures, which is an invariant measure
of the equation. This invariant measure is supported on L; and since L is included in
the o-limit set of the solution, a contradiction to the assumption arises and the claim
follows. &
It may not be true in general that the set K in the preceding lemma is the smallest
set sought after; it is the situation, however, in the cases analyzed in the present
paper. A general property of the union of supports of the invariant measures
as deﬁned in the preceding lemma is that it is the smallest set such that convergence
to zero of the DD-distance from the set holds for any solution included in the
o-limit set.
Rates of convergence will be measured via comparisons with given functions
adopting the little oh convention. To this end the following agreement will be
useful:
Notation 2.6. For two functions pðSÞ and qðSÞ; deﬁned for S real and large enough,
we write
qðSÞ!pðSÞ ð2:2Þ
when qðSÞ ¼ oðpðSÞÞ; namely when qðSÞ converges to 0 faster than pðSÞ in the sense
that
qðSÞ
pðSÞ-0 as S-N:
3. Distributional convergence to an equilibrium and to a limit cycle
In this section we estimate the rates of distributional convergences of solutions of a
differential equation which converge either to a hyperbolic equilibrium or to a
hyperbolic limit cycle.
We start with the statement of the main ﬁnding. We need the following
observations. Recall that an equilibrium z1 of an ordinary differential equation, say
(2.1), is hyperbolic if no eigenvalue of the derivative Df ðz1Þ has a zero real part. A
periodic orbit, say G; is hyperbolic if the following holds. Let I be a manifold
transversal to G and let z be the intersection point of I and G: Then the Poincare´ map
from I to itself determined after one cycle of trajectories near G has a derivative at z
with no eigenvalue with absolute value equal to 1. Recall that if z1 is an equilibrium,
then the Dirac measure dz1 supported on fz1g is an invariant measure of the
differential equation. Recall that a periodic orbit, say G; supports a unique invariant
measure of the ﬂow, say mG; namely, mGðBÞ; for a Borel set B; is the proportional time
that the trajectory on G spends in B during one period.
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Theorem 3.1. Suppose that the trajectory zðÞ of a differential equation converges to
either a hyperbolic equilibrium z1 or to a hyperbolic limit cycle G: Then, adapting the
little oh convention and Notation 2.6, the relations
log log S
S
!d0ðSÞ!log S
S
ð3:1Þ
hold in the following two cases: The first is d0ðSÞ ¼ DDðS; KÞ where K is the limit set,
namely, either K ¼ fz1g or K ¼ G: The second is d0ðSÞ ¼ PDðS; nÞ where n is the limit
invariant measure, namely, either n ¼ dz1 or n ¼ mG: Thus, the convergence of both
distributional distances to 0 is strictly (in the little oh sense) between the functions
S
1log log S and S
1 log S: Moreover, in each case DDðS; KÞ and PDðS; nÞ share the
same order of convergence to 0.
Estimate (3.1) is a consequence of the exponential convergence in the
topological sense, in terms of the distributional convergence. The reader is advised
to check Theorem 8.1 for the analogous estimates in the framework of singular
perturbations.
The proof of the theorem is established via the derivations and the claims which
follow.
In what follows let vðÞ be a function from ½0;NÞ to R which converges,
as t-N; to a constant, say to 0: Denote by dðSÞ the DD-distance between the
function vðÞ deﬁned on the interval ½0; S and the singleton f0g: It is clear that
dðSÞ-0 as S-N: Suppose that the convergence of vðtÞ to 0 is exponential in the
sense that
ae
atpvðtÞpbe
bt ð3:2Þ
for some positive constants a; b; a and b:
Claim 3.2. The function dðSÞ satisﬁes
min
0ptpS
max
t
S
; ae
at
n o
pdðSÞp min
0ptpS
max
t
S
; be
bt
n o
: ð3:3Þ
Proof. For the functions ae
at and be
bt deﬁned on ½0; S the distributional distances
from f0g are exactly the left-hand side and, respectively, the right-hand side of (3.3).
Thus, the estimates in (3.3) follow from (3.2). &
Claim 3.3. For positive constants c and g and for SAð0;NÞ denote
wðSÞ ¼ min
0ptpS
max
t
S
; ce
gt
n o
: ð3:4Þ
Then wðSÞ satisﬁes the equation
wðSÞ ¼ ce
gSwðSÞ: ð3:5Þ
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Proof. Follows immediately from the monotonicity in t of the two functions t
S
and
ce
gt in (3.4). &
Claim 3.4. The function wðSÞ given in (3.4) satisﬁes S
log log S
wðSÞ-N and
S
log S
wðSÞ-0 as S-N:
Proof. To validate the ﬁrst estimate we have to prove that
log log S
SwðSÞ -0 ð3:6Þ
as S-N: By applying the log operation to equality (3.5) it follows that
gSwðSÞ ¼ 
log wðSÞ þ log c: ð3:7Þ
This equality implies that (3.6) is equivalent to
log 1
log S
log wðSÞ-0 ð3:8Þ
as S-N: Applying the log operation to equality (3.7) yields
log gþ log S þ log wðSÞ ¼ log log 1
wðSÞ þ log c
 
: ð3:9Þ
Multiplying both sides of equality (3.9) by wðSÞ and recalling that wðSÞ-0 as S-N
(hence wðSÞ log wðSÞ-0 and wðSÞ logðlog 1
wðSÞ þ log cÞ-0 as S-N) implies that
wðSÞ log S-0 as S-N: Equivalently,
ðlog SÞ
1
wðSÞ -N ð3:10Þ
as S-N: In general, if p
r
is large and both p and r are small then log p
log r
is small. This
means that (3.8) follows from (3.10) and the ﬁrst estimate is veriﬁed.
Dividing equality (3.7) by log S yields

g S
log S
wðSÞ ¼ log wðSÞ
log S
þ log c
log S
: ð3:11Þ
Since SwðSÞ-N as S-N; it follows that log wðSÞ
log S
-0 as S-N; hence the right-hand
side of (3.11) converges to 0 as S-N; which veriﬁes the second estimate and
completes the proof. &
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Proposition 3.5. Let vðÞ satisfy (3.2). The relations
S
log log S
dðSÞ-N and S
log S
dðSÞ-0 as S-N ð3:12Þ
hold when either dðSÞ is the distributional distance DDðS; f0gÞ of the function vðÞ on
½0; S from f0g; or dðSÞ is the Prohorov distance PDðS; d0Þ between the function vðÞ on
½0; S and the Dirac measure supported on f0g:
Proof. Applying Claim 3.4 when using c ¼ a and g ¼ a and, respectively, applying
the claim when using c ¼ b and g ¼ b; together with Claim 3.2, shows that
DDðS; f0gÞ is bounded from below and from above by expressions which satisfy
both estimates. This veriﬁes the claim for the distributional distance. By Lemma 2.3
the distributional distance and the Prohorov distance coincide; this completes the
proof. &
Consider now the differential equation (2.1) with zARn: Assume that the right-
hand side of (2.1) is smooth.
Proposition 3.6. Let zðÞ be a solution of (2.1), such that either zðtÞ converges to a
hyperbolic equilibrium, say z1; or zðtÞ converges to a hyperbolic limit cycle, say G: Then
(3.12) holds with either dðSÞ ¼ DDðS; fz1gÞ or dðSÞ ¼ PDðS;GÞ:
Proof. The convergence to a hyperbolic point, or to hyperbolic limit cycle,
is exponential, thus the exponential estimates of the form (3.2) hold for the
topological distance between zðtÞ and the limit set. Hence, the claim follows from
Proposition 3.5. &
Proposition 3.7. Let zðÞ be a solution of (2.1), such that either zðtÞ converges to a
hyperbolic equilibrium, say z1; or zðtÞ converges to a hyperbolic limit cycle, say G: Then
the rates of convergence to 0 of DDðS; fz1gÞ and PDðS; dz1Þ coincide, and likewise, the
rates of convergence to 0 of DDðS;GÞ and PDðS; mGÞ coincide.
Proof. The claim concerning the limit point follows from the equality established in
Lemma 2.3. The same lemma establishes that DDðS;GÞpPDðS; mGÞ: Hence, it is
enough to verify that PDðS; mGÞpyDDðS;GÞ for some positive constant y: To this
end consider a transversal segment, say I0; to the limit cycle. Consider a portion, say
Gj ; of the trajectory zðÞ; on an interval, say ½t; tþ sj; connecting two consecutive
intersections with I0: Let s0 be the period of the limit cycle. It is easy to see that if Gj
is within an Z-neighborhood of G then a mapping exists between Gj and G which
preserves the time parameterization up to a term which is Lipschitz in Z; say with a
Lipschitz constant y: In particular, s0 
 sj is Lipschitz in Z: This implies that the
Prohorov distance between the probability measure determined by Gj and the
invariant measure on G is less than or equal to yZ: It is clear then that the same
estimate holds for a trajectory within an Z neighborhood of G and which may
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intersect the transversal a number of times. Now if we choose Z ¼ DDðS;GÞ; we get
the desired estimate and the proof is complete. &
Conclusion of the proof of Theorem 3.1. The desired estimates were established in
Proposition 3.6 for the distributional distance while Proposition 3.7 veriﬁes that the
distributional distances and the Prohorov convergence to the invariant measure
share the same rate. This completes the proof. &
Remark 3.8. The estimates established in Theorem 3.1 hold whenever the
topological point-wise convergence to the limit set holds, and the limit set (being
an equilibrium or a limit cycle) is hyperbolic. When hyperbolicity fails, estimates
(3.1) may not hold. In fact, for any function eðSÞ satisfying eðSÞ-0 as S-N; one
can come up with an example of a limit point where the real part of an eigenvalue is 0
and the topological convergence, and in particular the distributional convergence,
satisfy eðSÞ ¼ oðdðSÞÞ; likewise in the case of a limit cycle with the Poincare´ map
having an eigenvalue with absolute value equal to 1.
4. Preliminary considerations
In this section we display the setting and carry out some preliminary computations
concerning a trajectory that spirals toward a heteroclinic cycle. The case of three
equilibria is depicted in Fig. 1. As a byproduct we identify a necessary condition and
a sufﬁcient condition for the existence of such a trajectory.
Setting 4.1. We consider the planar differential equation (1.1) with f being
continuously differentiable. We assume the existence of m equilibrium points
z1;y; zm; each being a hyperbolic saddle point of the equation, namely Dð f ðziÞÞ has
one negative and one positive eigenvalue, say 
ai and bi: For further reference we
write gi ¼ aibi and M ¼ fz1;y; zmg: Furthermore, we assume that an unstable
manifold of the equilibrium zi coincides with a stable manifold of the equilibrium
ziþ1 (identifying zmþ1 ¼ z1). Thus there exists a heteroclinic trajectory connecting zi
to ziþ1; altogether creating a heteroclinic cycle.
In Fig. 1 we depict the case of three equilibria and a solution spiraling outward the
heteroclinic cycle. It is clear that the spiraling could be inward, that two equilibria
points could coincide and that there could be only one equilibrium point whose
unstable and stable manifolds form a homoclinic trajectory.
It is clear that when a trajectory spirals toward the heteroclinic cycle, the DD-
distance from the set M of equilibria tends to zero. Notice that all the invariant
measures supported on the o-limit set are supported on M and any probability
measure supported on M is an invariant measure. We denote the latter invariant
measures by N: In particular, the distributions mS (see Notation 2.4) converge, as
S-N; in the PD-distance toN: Depending on the classiﬁcation displayed later, the
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distributions mS may or may not converge, as S-N; to a unique invariant measure
in N:
The following convention will ease the notations.
Convention 4.2. Throughout the rest of the paper we use an upper case letter C with
a subscript, e.g., C1; C2; etc., to denote constants depending on a parameter (which
will be clear from the context) with the understanding that although the constant
may vary with the parameter, it is bounded from above and bounded away from
zero; namely, by adopting the big Oh convention we assume that C ¼ Oð1Þ and
1 ¼ OðCÞ as a function of the parameter. We enumerate the constants in the order of
their appearance in the paper.
At this point consider an auxiliary setting given by the equations
dx
dt
¼ 
ax;
dy
dt
¼ by; ð4:1Þ
where the state variables x and y are scalars and the coefﬁcients a and b are positive
constants. The origin is, in particular, a saddle point of (4.1) (see Fig. 2). System (4.1)
can be solved explicitly and straightforward computations yield the following results.
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Consider Eq. (4.1) with the initial condition ð1; aÞ where ao1: The trajectory
starting at ð1; aÞ at time 0 will reach a point ðb; 1Þ at the time
tðð1; aÞ; ðb; 1ÞÞ ¼ 1
b
log
1
a
ð4:2Þ
and b is given by
b ¼ a
a
b: ð4:3Þ
Turning to Setting 4.1 we note that for each i ¼ 1;y; m; a neighborhood of zi is
conjugate to a neighborhood of the origin in (4.1) when in the latter we put a ¼ ai
and b ¼ bi; and such that this neighborhood of the origin includes intervals
perpendicular to the x- and y-axis at, respectively, ð1; 0Þ and ð0; 1Þ: Furthermore,
since the dynamics is two-dimensional, the conjugation is determined by a smooth
mapping with a smooth inverse. See Belitskii [3, Corollary to Theorem 2.4.2]. Let
hiðÞ denote the guaranteed conjugation at the point zi: Denote by I and by J the
intervals perpendicular, respectively, to the x- and y-axis at ð1; 0Þ and at,
respectively, ð0; 1Þ:
For each i ¼ 1;y; m let Ii and Ji be the images by hi of the intervals I and J (when
(4.1) is considered with a ¼ ai and b ¼ bi). Then Ii and Ji are transversal to the stable
and, respectively, the unstable manifold of zi: In the sequel we consider each of Ii and
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Ji with a local coordinate where 0 is the intersection point with the stable or with the
unstable manifold.
For each i ¼ 1;y; m consider the Poincare´ map from Ji to Iiþ1 (identifying, again,
1 and m þ 1). The differentiability of f implies that the Poincare´ map is
differentiable. Denote by ri the derivative of the Poincare´ map at the intersection
point with the unstable manifold.
Now, we follow a trajectory starting at a point on I1; given in the local coordinate
as a1; and estimate the intersection points with all other Ij; until a complete cycle is
concluded (assuming that a complete cycle is indeed concluded). The conjugation h1
is smooth; in particular, both h1 and its inverse are Lipschitz functions. Therefore, in
view of (4.3), the intersection point of the trajectory with J1; which we denote in the
local the coordinate by b1; is given by
b1 ¼ C1ag11 ð4:4Þ
(recall that g1 ¼ a1b1) where the constant C1 is interpreted according to Convention 4.2.
The time period it takes to reach b1 from a1; denoted by tða1; b1Þ; is preserved by the
conjugation and in particular is given by (4.2) with the parameters a ¼ a1 and
b ¼ b1; this time period may also be written as
tða1; b1Þ ¼ g1a1 log
1
a1
: ð4:5Þ
Denote the intersection point of the trajectory with I2 (in local coordinates) by a2:
Then a2 ¼ r1b1 þ h:o: (h.o. stands for a higher-order term) where r140: In particular,
a2 ¼ C2ag11 ; ð4:6Þ
where C2 is interpreted according to Convention 4.2 (where, clearly, C2 absorbs r1).
The time it takes to reach a2 from b1 for small enough b1 is a constant in the sense
of Convention 4.2. Therefore, the time tða1; a2Þ it takes to get from a1 to a2 is then
given by
tða1; a2Þ ¼ C3 log 1
a1
; ð4:7Þ
where C3 absorbs both b1 and the time of getting from b1 to a2:
A simple induction results in the following estimate for the ﬁrst intersection point
a1
0 (if it occurs) of the trajectory with the transversal I1; as follows.
a1
0 ¼ C4ag1g2?gm1 ð4:8Þ
(recall that gi ¼ aibi).
With relation (4.6) and the analogous relations obtained in the induction process,
an estimate for the time tða1; a0Þ it takes to complete one cycle is given by
tða1; a0Þ ¼ C5 log 1
a1
; ð4:9Þ
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where C5 satisﬁes Convention 4.2, absorbing, in particular, all the constants
obtained in the induction.
Proposition 4.3. Denote
g ¼ a1
b1
?
am
bm
ð4:10Þ
(namely, g ¼ g1  g2?gm in the previous notations). Then gX1 is a necessary condition
for the existence of a trajectory which spirals toward the heteroclinic cycle, while g41
is a sufficient condition for the existence of such a trajectory.
Proof. Since C4 is subject to Convention 4.2 it is bounded away from zero, hence it
follows from (4.8) that if go1 then a104a1 for a1 small enough. A standard
consideration (similar to the establishment of the Poincare´–Bendixson theorem, see
e.g., Hale [5, Fig. II.1.2]) implies that the trajectory cannot converge to the
heteroclinic cycle. If, however, g41; then for a1 small enough we can conclude that
a1
0ora1 for some ro1 which in turn implies the convergence. This completes the
proof. &
The preceding result identiﬁes the case g ¼ 1 as a borderline between guaranteed
existence and nonexistence. The case g ¼ 1 can be reﬁned as follows.
Proposition 4.4. When g ¼ 1; the Poincare´ map which maps the point a (in local
coordinates) on the transversal I1 to the point a
0 on the same transversal after one cycle,
is differentiable at a ¼ 0 with a non-zero derivative. Denote this derivative by r: Then
rp1 is a necessary condition for the existence of a trajectory which spirals toward the
heteroclinic cycle, while ro1 is a sufficient condition for the existence of such a
trajectory.
Proof. The point a0 is obtained from a by a series of iterations where aiþ1 ¼
ria
gi
i þ oðagii Þ for some positive constants ri: Simple manipulations with the little oh
calculus yield that for some constant r40
a0 ¼ rag1g2?gm1 þ oðag1g2?gm1 Þ: ð4:11Þ
When g ¼ g1  g2?gm is assumed to be equal to 1; the differentiability follows. The
rest follows from the same Poincare´–Bendixson-type argument as in the previous
result. &
Summary 4.5. We have identiﬁed two conditions which guarantee the existence of a
trajectory which spirals toward the heteroclinic cycle. One is when the parameter g in
(4.10) is strictly greater than 1; the second is when g ¼ 1 and the derivative r of the
Poincare´ map from I1 into itself at 0 (in the local coordinate) is strictly less than 1.
When g ¼ 1 and r ¼ 1 the situation is as described in Remark 3.7, namely, the
convergence may be arbitrarily slow.
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The two cases mentioned in Summary 4.5 induce two different rates of
distributional convergence to the set of equilibria; the two rates and the resulting
structure of the limit invariant measures are displayed in the following two
sections.
5. The rate of convergence when c ¼ 1 and qo1
Referring to Setting 4.1 and Summary 4.5 displayed in the previous section, we
examine in this section the limit structure and estimates for the rate of the
distributional convergence of trajectories spiraling toward the heteroclinic cycle in
the speciﬁc case where g ¼ 1 and ro1:
We start with the statement of the main ﬁndings. Recall that M is the set of
equilibria, mS denotes the distribution of the trajectory on ½0; S andN is the family
of probability measures on M:
Theorem 5.1. Suppose that a trajectory zðÞ of the differential equation (1.1), converges
to the heteroclinic cycle as described in Setting 4.1, and assume that the parameters g
and r described in Summary 4.5 satisfy g ¼ 1 and ro1: Then mS converges, as S-N;
to a single invariant measure, say n0; inN: The probability measure n0 is determined by
the weights
n0ðfzigÞ ¼ tit1 þ?þ tm ð5:1Þ
where
tj ¼ 1aj g1?gj; j ¼ 1;y; m: ð5:2Þ
The rate of convergence to zero of PDðS; n0Þ and DDðS; MÞ coincide. Adapting the
little oh convention and Notations 2.6, the relations
log log S
S
1
2
!d1ðSÞ!log S
S
1
2
ð5:3Þ
hold when d1ðSÞ ¼ DDðS; MÞ and when d1ðSÞ ¼ PDðS; n0Þ: Thus, the convergence of
both distributional distances to 0 is strictly (in the little oh sense) between the functions
S

1
2 log log S and S

1
2 log S:
The reader is advised to check Theorem 8.1 for the analogous estimates in the
framework of singular perturbations.
The proof of Theorem 5.1 is established via the derivations and claims which
follow.
Consider ﬁrst an initial condition e1 on I1 (given in the local coordinate of I1), and
assume that e1 is small enough such that the trajectory starting at e1 is spiraling
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toward the heteroclinic cycle. Denote the intersection points with I1 by ei; i ¼
1; 2;y : Suppose that n cycles have been concluded, resulting in the intersection
point enþ1:
An expression for the points ej can be derived from the differentiability of the
Poincare´ map whose derivative is ro1: See Proposition 4.4 and (4.11). The
expression is
ej ¼ C6r j
1e1 ð5:4Þ
with the constant C6 being interpreted according to Convention 4.2. The time it
takes to complete n cycles, denoted by Sn; can be derived from (4.9) and (5.4).
Indeed,
Sn ¼
Xn
j¼1
C5; j log
1
C6; jr j
1e1
 
; ð5:5Þ
where the additional indices attached to the constants C5 and C6 signify that at each
stage the value may be different, but all the values are within the range determined
by Convention 4.2 applied to the relevant constant. Employing the previous
argument, expression (5.5) can be simpliﬁed, yielding for n large enough
Sn ¼ C7n2 ð5:6Þ
for an appropriate constant C7 satisfying Convention 4.2.
At this point we wish to get an estimate for the relative length of time the
trajectory emanating from e1 spends outside a small neighborhood of the set M of
equilibria. To this end consider again the linear case of (4.1) with the initial condition
ð1; aÞ: Let Z40 be ﬁxed. The time it takes for a trajectory starting at ð1; aÞ to reach a
point whose ﬁrst coordinate is Z; say ðZ; aðZÞÞ; is
tðð1; aÞ; ðZ; aðZÞÞÞ ¼ 1
a
log
1
Z
; ð5:7Þ
while the time it takes for a trajectory starting at a point ðbðZÞ; ZÞ to reach a point
ðb; 1Þ is
tððbðZÞ; ZÞ; ðb; 1ÞÞ ¼ 1
b
log
1
Z
: ð5:8Þ
Not surprisingly, the two estimates do not depend on either a or b: Consider now an
initial condition a1 on I1 obtained by the conjugation h1 as described in the previous
section and consider the orbit starting at a1 and completing a full cycle at the point a
0
on I1: Each conjugation hi maps the Z-neighborhood of the origin of (4.1) into a
neighborhood of the equilibrium zi; and since both hi and its inverse are smooth, it
follows that the image neighborhoods are also of order Z: From (5.7) and (5.8) we
obtain that if for each i the trajectory meets the image that hi induces from the
Z-neighborhood of the origin in (4.1) into R2; then the time, say Tða1Þ; it spends
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outside the m neighborhoods is given by
Tða1Þ ¼
Xm
i¼1
1
bi
þ 1
ai
 
log
1
Z
: ð5:9Þ
Resorting again to Convention 4.2 and taking into account that all ai and bi are
positive constants we can write
Tða1Þ ¼ C8 log 1Z: ð5:10Þ
Consider now the point e1 as analyzed in the present section and the trajectory
starting at e1 and having, upon completing full cycles, intersection points ei with I1:
For a given Z we wish to determine for what indices i the trajectory joining ei and eiþ1
meets all or some of the m neighborhoods mentioned earlier. In view of (5.4), if the
index i0 is given as
i0 ¼ C9 log 1Z; ð5:11Þ
then i0 is an estimate for both the ﬁrst time the trajectory meets one of the
neighborhoods and the ﬁrst time the trajectory meets all of the m neighborhoods.
We provide now an estimate for the time Tn during which the trajectory starting at
e1 and reaching after n cycles the point enþ1 is spending outside a neighborhood of
order Z of the m equilibria. The value Tn is the sum of Si0 (derived from (5.6) with
n ¼ i0 and i0 given in (5.11)), and the accumulation of the terms (5.10) for the cycles
from i0 to n: All in all we get
Tn ¼ C7 C9 log 1Z
 2
þ n 
 C9 log 1Z
 
C8 log
1
Z
: ð5:12Þ
Utilizing (5.6) and introducing new constants which observe Convention 4.2, the
previous estimate can be written as
Tn ¼ C10 log 1Z
 2
þC11ðSnÞ
1
2 log
1
Z
: ð5:13Þ
(Notice that C10 is obtained as a difference of two constants; in general this may lead
to a violation of Convention 4.2, but the meaning of Tn implies that C10 is subject to
the Convention.)
The deﬁnition of the DD-distance given in Section 2 implies that the quantity, say
Zn; which determines the distance after n cycles, is of the order TnS

1
n : Combining
this information with (5.13) we conclude that the distributional distance DDðSn; MÞ
between the trajectory starting at e1 and completing n cycles during the time interval
½0; Sn and the set M; satisﬁes relation (5.13) when, however, Tn is being replaced by
SnDDðSn; MÞ multiplied by a constant, and Z is being replaced by DDðSn; MÞ: At
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this point note that DDðSn; MÞ
1 is less than Sn; which means that when Z is
replaced by DDðSn; MÞ in (5.13) the term not containing Sn for large n is dominated
by the one containing ðSnÞ
1
2: This implies that dðSnÞ ¼ DDðSn; MÞ satisﬁes the
relation
dðSnÞ ¼ C12ðSnÞ

1
2 log
1
dðSnÞ: ð5:14Þ
Relation (5.14) is satisﬁed by the distributional distance computed at the
completion of full cycles. We claim that (5.14) is actually satisﬁed by the
distributional distance dðSÞ ¼ DDðS; MÞ for all large S: To this end we deduce
from (5.4) the estimate C6e1rn
2 for en
1; and then conclude from (4.9) that the
duration of the nth cycle is
C5ðn 
 2Þ log 1
C6e1r
: ð5:15Þ
The latter expression is of order n; namely, it is negligible in comparison to the
estimate for Sn which, by (5.6), is of order n
2: In particular, the variation of dðSÞ
during a cycle for large n cannot violate relation (5.14).
We conclude therefore that the distributional distance dðSÞ ¼ DDðS; MÞ for S
large satisﬁes the relation
dðSÞ ¼ C13S

1
2 log
1
dðSÞ: ð5:16Þ
The last estimate implies the following.
Proposition 5.2. Consider a solution cycling toward the heteroclinic cycle when g ¼ 1
and ro1: The distributional distance dðSÞ ¼ DDðS; MÞ satisfies
S
1
2
log log S
dðSÞ-N and S
1
2
log S
dðSÞ-0 as S-N: ð5:17Þ
Proof. Relation (5.16) is equivalent to relation (3.5) when, however, S is replaced by
S
1
2: Hence (3.12) is valid with S
1
2 replacing S which leads to (5.17). This veriﬁes the
estimates when the initial state is on I1: Since starting at a different initial condition
may add at most c
S
to the distributional distance with c a constant, it follows that the
established rates of convergence apply to any initial condition. &
Observe that the previous result veriﬁes the part of Theorem 5.1 relating to the
distributional convergence to the limit set. We turn now to the estimates concerning
the limit invariant measure.
ARTICLE IN PRESS
Z. Artstein / J. Differential Equations 201 (2004) 250–286 267
To this end we compute the limit, as S-N; of the proportions of times that the
trajectory spends around each equilibrium point. Since Proposition 5.2 established
the estimates in (5.3) for d1ðSÞ ¼ DDðS; MÞ; we know that the proportion of time
spent outside the DDðS; MÞ-neighborhood is smaller than S
12 log S: Hence, in order
to compute the mentioned limit of the time proportions it is enough to compute it for
ﬁxed neighborhoods of the equilibria. Therefore, we ﬁx the m neighborhoods given
by the conjugations h1;y; hm of the neighborhoods of the origin determined by the
intervals I and J in Fig. 2, as described in Section 4. Consider an initial point on I1
given as a1 (in local coordinates). Applying (4.6) inductively implies that the
intersection aj (in local coordinates) of the trajectory with Ij is given by
aj ¼ C2; jag1?gj
11 ð5:18Þ
for j ¼ 2;y; m and where C2; j are constants observing Convention 4.2 (we choose
the form C2; j since it is an extension of the constant C2 given in (4.6), thus
C2 ¼ C2;2).
The time, say tj; that the trajectory spends in the jth neighborhood is determined
by applying relation (4.5) to the neighborhood of zj with the initial point on Jj given
by (5.18); this yields
tj ¼ 1aj g1?gj log
1
C2; j
þ log 1
a1
 
: ð5:19Þ
This holds for j ¼ 1;y; m: It is clear that as S-N the initial point a1-0; hence the
limit of the time proportions given in (5.19) is determined by the relative weights of
the sequence ti given in (5.2). This leads to the following conclusion.
Proposition 5.3. Consider a solution cycling toward the heteroclinic cycle when g ¼ 1
and ro1: Then the probability distributions mS converge, as S-N; to the unique
invariant measure n0 described in (5.1).
Proof. Estimate (5.15) implies (see the arguments leading to (5.16)) that the time
spent in the nth cycle is negligible relative to the time spent in forming the prior
cycles. Hence, the limit points in N of mS are determined by limit points of the
subsequence computed at the conclusion of full cycles. The computations leading to
(5.19) and the limit procedure as ai-N conﬁrm the claim. &
Proposition 5.4. The terms DDðS; MÞ and PDðS; n0Þ share the same order of
convergence to zero.
Proof. Outside the DDðS; MÞ-neighborhood of the set M; the solution spends a
proportion of DDðS; MÞ of the interval ½0; S: Among the m neighborhoods of the
points zi forming the DDðS; MÞ-neighborhood of M; the trajectory is distributed
according to weights (5.19). The latter expression implies that the deviation of the
relative weights from the limit relative weights given in (5.2) is of order c
S
for some
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constant c: In particular, it veriﬁes that the rate of convergence of the Prohorov
distance PDðS; n0Þ is bounded by the rate of convergence of DDðS; MÞmultiplied by
a constant. In view of Lemma 2.3 both are of the same order. This completes the
proof. &
Conclusion of the proof of Theorem 5.1. The estimate concerning the distributional
convergence to the limit set was established in Proposition 5.2. Proposition 5.3
veriﬁed the uniqueness of the limit invariant measure and its description as given in
(5.1). Proposition 5.4 assured that the distances DDðS; MÞ and PDðS; n0Þ share the
same rate of convergence to zero. In particular, the estimates in (5.3) apply also to
the convergence to the invariant measure. This completes the proof. &
6. The distributional convergence when c41
Referring again to Setting 4.1 and Summary 4.5 we examine in this section the
limit behavior and convergence estimates for the rate of the distributional distances
for trajectories spiraling toward the heteroclinic cycle in the speciﬁc case g41: As
done in the previous cases we start with the statement of the main ﬁndings.
For further reference consider the following string of m positive numbers:
ðt1; t2;y; tmÞ ¼ g1a1;
g1g2
a2
;y;
g1g2ygm
am
 
ð6:1Þ
and let
tmþi ¼ gti ð6:2Þ
deﬁne the continuation of the string to the indices m þ 1;y; m þ m:
Theorem 6.1. Suppose that a trajectory zðÞ of the differential equation (1.1) converges
to the heteroclinic cycle as described in Setting 4.1 and assume that the parameter g
described in Summary 4.5 is larger than 1. Then, mS does not converge, as S-N; to a
single point in N: Rather, mS converges to the subset N0 of N given as follows. For
each l ¼ 1;y; m consider the probability measure nl determined by the weights at the
points zlþj; j ¼ 0;y; m 
 1 (here l þ j is taken mod m) determined by the m elements
tl ; tlþ1;y; tlþm
1 in the sequence (6.1)–(6.2), namely,
nlðfzlþjgÞ ¼ tlþjtl þ?þ tlþm
1 ð6:3Þ
where the sequence ti for i ¼ 1;y; 2m is given in (6.1) and (6.2). The setN0 is then the
union of m intervals, say Nl ; in N given by
Nl ¼ fsnl þ ð1
 sÞnlþ1 : 0psp1g ð6:4Þ
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defined for l ¼ 1;y; m (with m þ 1 ¼ 1). The rates of convergence to zero of
PDðS;N0Þ and of DDðS; MÞ coincide. Adapting the little oh convention and Notation
2.6, the relations
log S
S
!d2ðSÞ!ðlog SÞ
k
S
ð6:5Þ
for some integer k; hold when d2ðSÞ ¼ DDðS; MÞ and when d2ðSÞ ¼ PDðS;N0Þ:
Thus, the convergence of both distributional convergences to 0 is strictly between (in the
little oh sense) the functions S
1 log S and S
1ðlog SÞk for some k:
The reader is advised to check Theorem 8.1 for the analogous estimates in the
framework of singular perturbations.
Since g41 it follows that the expressions given in (6.3) describe m distinct
measures. Notice, however, that when g ¼ 1; namely, the case treated in the previous
section, the m expressions determine the same probability measure, which is identical
to the probability measure given in (5.1).
The proof of Theorem 6.1 is established via the derivations and claims which
follow.
Consider ﬁrst an initial condition e1 on I1 (given in the local coordinate of I1), and
assume that e1 is small enough such that the trajectory starting at e1 is spiraling
toward the heteroclinic cycle. Denote the intersection points with I1 by ei; i ¼
1; 2;y : Suppose that n cycles have been concluded, resulting in the intersection
point enþ1:
An expression for the points ej can be derived from (4.8). Indeed, iterating (4.8)
yields
ej ¼ Cð1þgþ?g
j
1Þ
4 e
g j
1 ð6:6Þ
which, in view of the equality ð1þ gþ?g j
1Þðg
 1Þ ¼ g j 
 1; can be written as
ej ¼ Cg
j
14e
g j
1 ð6:7Þ
with the constant C14 being interpreted according to Convention 4.2. It is clear that
in order to generate a trajectory converging to the heteroclinic cycle, Cg
j
14e
g j
1 must
converge to 0 as j-N: This holds when e1 is small enough.
The time Sn it takes to complete n cycles can be derived from (4.9) and (6.7).
Indeed,
Sn ¼
Xn
j¼1
C5; j log
1
ðC14; je1Þg j
1
 !
; ð6:8Þ
where the additional indices attached to the constants C5 and C14 signify that at
different stages the value may be different, but all the values are within the range
determined by Convention 4.2 applied to the relevant constant. Employing the
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previous argument, expression (6.8) can be simpliﬁed, yielding
Sn ¼ g
n 
 1
g
 1 C5 log
1
C14e1
  
: ð6:9Þ
Notice that C5 logð 1C14e1Þ satisﬁes Convention 4.2 when C14e1o1: A further
simpliﬁcation of (6.9) can be carried out employing the polynomial growth of gn
compared to the other terms, namely, for n large enough we have
Sn ¼ C15gn ð6:10Þ
for a certain constant C15 which absorbs the constants in (6.9).
At this point we refer to the analysis starting right after (5.6) was established
in the previous section. It resulted in an estimate for the relative length of time a
trajectory emanating from a1 and completing a full cycle, spends outside a small
neighborhood Z of the stationary points. The estimate is given in (5.10) and copied
here as follows:
Tða1Þ ¼ C16 log 1Z: ð6:11Þ
Now, consider the point e1 as analyzed in Section 4 and the trajectory starting at e1
with intersection points ei with I1: For a given Z we wish to determine for what
indices i the trajectory joining ei and eiþ1 meets all or some of the m neighborhoods
of order Z near the equilibria. In view of (6.7), if the index i0 is given as
i0 ¼ C17 log log 1Z ð6:12Þ
and i0 is an estimate for both the ﬁrst time the trajectory meets one of the
neighborhoods and the ﬁrst time the trajectory meets all of the m neighborhoods.
Hence, an estimate for the time Tn the trajectory starting at e1 and reaching after n
cycles the point enþ1 is spending outside a neighborhood of order Z from the m
equilibria is the sum of Si0 with i0 given in (6.12) and Si is deﬁned in (6.10), and the
accumulation of the terms (6.11) for n 
 i0 points. Summing up we get
Tn ¼ C18gC17 log log
1
Z þ n 
 C17 log log 1Z
 
C16 log
1
Z
: ð6:13Þ
From (6.10) we determine that
n ¼ C19 log Sn ð6:14Þ
for some constant C19: The deﬁnition of the DD-distance in Section 2 implies that
the quantity, say Zn; which determines the distance, is of the order TnS

1
n : Combining
this information with (6.14) we conclude that the distributional distance dðSnÞ
between the trajectory starting at e1 and completing n cycles on the time interval
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½0; Sn satisﬁes the relation
dðSnÞSn ¼ C20gC17 log log
1
dðSnÞ þ C21 log Sn 
 log log 1
dðSnÞ
 
log
1
dðSnÞ ð6:15Þ
with constants subject to Convention 4.2. Since dðSnÞ is of the order TnS
1n it follows
that log log 1
dðSnÞ is of order less than log Sn: Hence, with the appropriate change of
exponent and of constants, (6.15) can be transformed into
dðSnÞSn ¼ C22 log 1
dðSnÞ
 C23
þC24 log Sn log 1
dðSnÞ: ð6:16Þ
From the previous relation we conclude that dðSnÞ satisﬁes
Sn
log Sn
dðSnÞ-N and Snðlog SnÞk
dðSnÞ-0 as n-N ð6:17Þ
for some integer k: Indeed, dividing the right-hand side of (6.16) by log Sn veriﬁes the
ﬁrst part of (6.17). Dividing the second term in (6.16) by ðlog SnÞk for large k and
recalling that log 1
dðSnÞ is of order less than or equal to the order of log Sn; veriﬁes the
second part of (6.17).
We wish to verify that estimates (6.17) hold for dðSÞ as well. The arguments
used in the previous section would not be of help here. In the framework
of the previous section the time to conclude cycle number n þ 1 is negligible
compared to the time to complete n cycles. This does not hold in the
present case. Indeed, from (6.7) and (4.7) we conclude that the time it takes for
the trajectory to conclude the nth cycle is of order gn; which is the same order of
completing n cycles.
Therefore, we proceed on a different course. We consider cycle number
n þ 1 of the trajectory, namely the cycle starting at the point of order ðC25Þg
n
for some constant C25; as can be derived from (6.7). Applying j 
 1 iterations
to (4.6), the trajectory intersects Ij at a point of order ðC26Þdg
n
with d ¼ g1?gj
1:
The time to cross the neighborhood of zj can be derived from (4.7); it is
given by
sn; j ¼ C27dgn: ð6:18Þ
The time outside an Z-neighborhood of zj is given by (5.10), namely
tn; j ¼ C8 log 1Z: ð6:19Þ
We compute now the distributional distance, say dðsÞ; of the portion of the
trajectory within the neighborhood. For large s it is of order tn; js

1
n; j ; and therefore it
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satisﬁes the relation
sdðsÞ ¼ C29 log 1
dðsÞ: ð6:20Þ
This relation is equivalent to the relation established in (3.5). Therefore, Proposition
3.5 is applicable and implies that dðsÞ is faster (for large s) than s
1 log s: The
consequence is as follows.
Proposition 6.2. Consider a solution cycling toward the heteroclinic cycle when g41:
The distributional distance dðSÞ ¼ DDðS; MÞ satisfies
S
log S
dðSÞ-N and S
ðlog SÞk
dðSÞ-0 as S-N ð6:21Þ
for some integer k:
Proof. (6.17) veriﬁed that the relations in (6.21) hold for the subsequence Sn:
Relation (6.20) implies that for Sn þ s in the interval ½Sn; Snþ1 when s is large, the
contribution to the distributional distance is smaller than s
1 log s which is a lower
bound for dðSnÞ: Since Snþ1 
 Sn is of the same order as Sn it follows that the slower
pace established in (6.17) prevails. This veriﬁes the estimates when the initial state is
on I1: Since starting at a different initial condition may add at most
c
S
to the
distributional distance with c a constant, it follows that the established rates of
convergence apply to any initial condition. The proof is complete. &
Observe that the previous result veriﬁes the part of Theorem 6.1 relating to the
distributional convergence to the limit set, namely, when the DD-distance converges
to 0: We turn now to the issue of convergence to the limit invariant measures.
As done in the previous section, we compute the time proportions as S-N that
the trajectory spends around each equilibrium point. Since, by Proposition 6.2, the
estimates in (6.5) are valid for d2ðSÞ ¼ DDðS; MÞ we know that the proportion of
time spent outside the DDðS; MÞ-neighborhood is smaller than S
1 log S: Hence, in
order to compute the mentioned limit of the time proportions it is enough to
compute it for ﬁxed neighborhoods of the equilibria. Therefore, we ﬁx the m
neighborhoods given by the conjugations h1;y; hm of the neighborhood of the
origin determined by the intervals I and J in Fig. 2, as described in Section 4.
Now, we compute the relative limit proportions spent in the mentioned
neighborhoods by a trajectory which starts at an initial point on I1 given as a1 (in
local coordinates) during one cycle, namely until the trajectory meets I1 again. The
computations which follow depend on the choice of I1 as the starting location. Hence
we add the index 1 when needed.
As computed in Section 4 the intersections aj (in local coordinates) of the
trajectory with the Ij are given by
aj ¼ C2; jag1?gj
11 ð6:22Þ
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for j ¼ 2;y; m 
 1 and where C2; j are constants observing Convention 4.2 (we
choose the form C2; j since it is an extension of the constant C2 given in (4.6), thus
C2 ¼ C2;2).
The time, say t1; j; that the trajectory spends in the jth neighborhood during the
cycle starting at I1 is determined by relation (4.5), namely
t1; j ¼ 1aj g1?gj log
1
C2; j
þ log 1
a1
 
: ð6:23Þ
It is clear that as S-N the initial point a1-0: Hence, the limit of the time
proportions is determined by the relative weights of the terms with indices 1; 2;y; m
given in (6.1). In particular, the probability distributions mSn determined by the
trajectory on the intervals ½0; Sn; namely after completing n cycles ending at a point
on I1; converge in the space of measures to the probability measure nl given in (6.3)
for l ¼ 1:
Analogous arguments lead to the limit relative weights when the cycles end on the
transversal Il for l ¼ 2;y; m: The limit probability measure then is the probability
measure nl described in (6.3).
Proposition 6.3. Consider a solution cycling toward the heteroclinic cycle when g41:
Then mS converge, as S-N; to the family N0 of probability measures which is the
union of the segment Nl for l ¼ 1;y; m given in (6.4). In fact, as S-N; the
trajectory mS cycles in the space of probability measures to the non-degenerate polygon
determined by N1;N2;y;Nm:
Proof. As argued in the paragraph preceding the statement of the proposition, the
limit of (6.23) establishes the convergence of subsequences of mS to each of the
measures nl forming the vertices of the polygon. These m limit measures are
distinct since g41: By Proposition 6.2 the time spent by the trajectory in the time
interval ½0; S outside the DDðS; MÞ-neighborhood of M tends to zero. The passage
from a neighborhood of nl to nlþ1 is done when the trajectory converges to and
spends a non-negligible time in a neighborhood of zlþ1: Hence the trajectory
in the space of measures follows the interval Nl given in (6.4). This completes the
proof. &
Proposition 6.4. The terms DDðS; MÞ and PDðS;N0Þ share the same order of
convergence to zero.
Proof. Outside the DDðS; MÞ-neighborhood of the set M the solution spends a
proportion of DDðS; MÞ of the time interval ½0; S: The distribution of the measure
mS among the m neighborhoods of the points zl forming the DDðS; MÞ-
neighborhoods of M; depends on the last interval Il that the solution has crossed.
If it is I1; the distribution is according to (6.23) with possibly a contribution which is
within a DDðS; MÞ-neighborhood of the interval N1: For the other Il the
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distribution is according to the analogous expression with index l: These expressions
imply that the deviation from the limit relative weights given in (6.3) and (6.4) is of
order S
1: In particular, it veriﬁes that the rate of convergence of the Prohorov
distance PDðS;N0Þ is bounded by a constant times DDðS; MÞ: In view of Lemma
2.3 both are of the same order. This completes the proof. &
Conclusion of the proof of Theorem 6.1. The estimate concerning the distributional
convergence to the limit set was established in Proposition 6.2. Proposition 6.3
veriﬁed the claims concerning the structure of the limit invariant measures as given in
(6.3). Proposition 6.4 assured that the distances DDðS; MÞ and PDðS; n0Þ share the
same rate of convergence to zero. In particular, the estimates in (6.5) apply also to
the convergence to the invariant measure. This completes the proof. &
7. Summing up
This section provides an overview of the estimates derived earlier in the paper.
Notice that we treat the general situation of a limit structure in planar dynamics with
a ﬁnite number (possibly zero) of equilibria. Indeed, in this case the o-limit set of a
bounded trajectory is either an equilibrium, or a limit cycle, or a heteroclinic cycle in
the sense of the present paper (which may contain only one equilibrium along with a
homoclinic trajectory)). See Hale [5, Theorem II.1.3].
We have concluded that without hyperbolicity conditions (including lack of
hyperbolicity of the Poincare´ map in case g ¼ 1) the rate of the distributional
convergence may be arbitrarily slow. Moreover, when g ¼ 1 and r ¼ 1 it can be
arranged that any probability measure on the set of equilibria is a limit measure of
the dynamics.
With hyperbolicity we identify three possibilities as follows. (1) The convergence is
to an equilibrium or to a limit cycle. Then there exists a unique limit invariant
measure. (2) The convergence is to a heteroclinic cycle with the parameters g ¼ 1 and
ro1 as described in Section 4. Then, also, the limit invariant measure is unique. (3)
The convergence is to a heteroclinic cycle where, however, g41: Then the limit
invariant measures form a non-degenerate polygon in the space of probability
measures.
In each of the three cases the DD-distance from the limit cycle or from the set of
equilibria, and the Prohorov distance from the limit invariant measures, share the
same order of convergence to zero. We have identiﬁed three distinct rates. These
rates observe the estimates
log log S
S
! d0ðSÞ!log S
S
!d2ðSÞ!ðlog SÞ
k
S
!
log log S
S
1
2
! d1ðSÞ!log S
S
1
2
; ð7:1Þ
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where d0ðSÞ is relevant to case (1), d2ðSÞ is related to case (2) and d1ðSÞ describes the
situation in case (3).
It should also be mentioned that the estimates derived in this paper for the
convergence to the heteroclinic cycle rely on the existence of a smooth conjugation of
the nonlinear dynamics with the linear one. Such a conjugation is guaranteed for
hyperbolic points in planar dynamics, see Belitskii [3, Corollary to Theorem 2.4.2].
In higher dimensions a smooth conjugation may not exist, see Hartman
[6, Section 9]. A smooth conjugation exists under further conditions, see Sell [10],
van Strien [13].
8. Singularly perturbed planar dynamics
In this section we display the application of the estimates derived earlier within the
framework of a singularly perturbed fast motion. In the next section we develop the
application to averaging when the fast planar dynamics is coupled with a slow
dynamics.
In the singular perturbations framework we consider a differential equation of the
form (1.2), namely,
e
dz
dt
¼ f ðzÞ: ð8:1Þ
We are interested in the limit behavior as e-0 of the solution, say zeðÞ; deﬁned on a
ﬁnite interval, say tA½0; 1:
Identifying the rates of convergence to the limit as e-0 in (8.1), and investigating
the possibility of expanding the solution in powers of the small parameter, have been
subjected to an extensive research. See O’Malley [8], Smith [11], Vasile´va [14], for just
a few examples. The discussion in this literature is limited, however, to the case
where the solutions of the unperturbed system, namely of
dz
dt
¼ f ðzÞ; ð8:2Þ
converge to an equilibrium. Recent developments (see Artstein [1], Artstein and
Vigodner [2]) offer a qualitative analysis for the case where the solutions of the
unperturbed system may not converge to an equilibrium. Bounded solutions
converge then to Young measures (the notion will be recalled later) with values being
invariant measures of (8.2). When convergence to an equilibrium does not hold, the
framework for quantitative considerations is not apparent. The results of the present
paper can, however, be interpreted in the singular perturbations framework, offering
a quantitative analysis of the convergence.
Two convergence notions are of interest in regard to solutions of (8.1) over a ﬁxed
time interval, say, ½0; 1: The ﬁrst is the straightforward generalization of the
preceding arguments; namely the convergence, as e-0; of the Prohorov distance
between the distribution, say me; of the solution of (8.1) on ½0; 1; and the limit
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invariant measure of the solution of (8.2). The result is expressed then in terms of the
small variable e; as follows.
Theorem 8.1. Consider Eqs. ð8:1Þ and ð8:2Þ in the plane. As e-0 consider the estimates
e log log
1
e
! d0ðeÞ!e log 1e!d2ðeÞ!e log
1
e
 k
!e
1
2 log log
1
e
! d1ðeÞ!e
1
2 log
1
e
: ð8:3Þ
They hold when: (1) The solution of (8.2) converges (but does not coincide with) either
to a hyperbolic equilibrium or to a hyperbolic limit cycle and d0ðeÞ is the Prohorov
metric between the distribution me of the solution of (8.1) over ½0; 1 and the unique limit
invariant measure of the solution of (8.2) over the half-line. (2) The solution of (8.2)
converges to a heteroclinic cycle as described in Setting 4.1 and Summary 4.5 with
g ¼ 1; ro1; and d2ðeÞ is the Prohorov distance between me and the unique limit
invariant measure of the solution of (8.2) over the half-line. (3) The solution of (8.2)
converges to a heteroclinic cycle as described in Setting 4.1 and Summary 4.5 with
g41; and d1ðeÞ is the Prohorov distance between me and the family of limit invariant
measure of (8.2).
Proof. The change es ¼ t of the time variable transforms the dynamics of (8.2) on an
interval ½0; S to the dynamics of (8.1) on the interval ½0; 1: The claimed convergence
rates follow then from the statement in the previous section. &
Remark 8.2. The rates of convergence established in Theorem 8.1 apply when the
initial condition z0 is ﬁxed. The lower bound for the rate d0ðeÞ may change when
the initial condition may depend on e: Indeed, the initial condition may then be
arbitrarily close to the limit set. It is of interest to point out that the lower bounds on
the quantities d1ðeÞ and d2ðeÞ are valid even if the initial conditions vary with e:
Indeed, what affects the lower bound is the discrepancy between the o-limit set and
the support of the invariant measures.
The second mode of convergence of interest, which is in particular needed for the
application to the coupled dynamics presented in the next section, is the convergence,
as e-0; of the solutions of (8.1) themselves. For small e these solutions may exhibit
rapid oscillations on the interval ½0; 1: Then their limit is expressed in terms of
probability measure-valued map, called Young measures. The deﬁnition is as
follows: for elaborations and for applications to singular perturbations see [1,2]. For
a general introduction to Young measures and for references see Valadier [12].
The Young measure we treat is a measurable mapping, say mðÞ; from ½0; 1 into the
space of probability measures on a prescribed space, say Rn: We identify the Young
measure mðÞ with its direct integral, namely, the measure on ½0; 1  Rn denoted l
and determined by the relation
lðT  BÞ ¼
Z
T
mðtÞðBÞ dt ð8:4Þ
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for all Borel sets TD½0; 1 and BDRn: We use boldface fonts to denote the
representation of the measures on the product space. A mapping zðÞ : ½0; 1-Rn
(say, a solution of (8.1)) is identiﬁed with the Young measure z whose value at t is the
Dirac measure dzðtÞ; namely the probability measure supported on the singleton
fzðtÞg:
Deﬁnition 8.3. As the distance between Young measures we take the Prohorov
metric between the representations as measures on ½0; 1  Rn: To avoid confusion
we denote the Prohorov distance between the Young measures by PDY, namely,
PDYðzðÞ; lÞ is the Prohorov distance as recalled in Deﬁnition 2.1, this time however
between the measures z and l: Convergence in this metric is referred to as
convergence in the sense of Young measures.
Notice that when a sequence of functions converges in the sense of Young
measures and the limit happens to be an ordinary function, then the convergence is
in fact the standard convergence of functions in measure. The Prohorov distance
provides then a metric for the convergence in measure among functions; the resulting
metric space, however, is not a complete.
The following result establishes a useful connection between the convergence of
the distributions of functions to the convergence in the sense of Young measures.
Lemma 8.4. Let zðÞ be defined on ½0; 1 with values in Rn; and let mzðÞ be its
distribution. Let n be a probability measure on Rn: Denote by m the Young measure on
½0; 1 with a constant value being equal to n and let z be the representation of zðÞ as a
Young measure. Then PDðmzðÞ; nÞpPDY ðz; mÞ: Let I1;y; Ik be a partition of ½0; 1 to
intervals each of length less than or equal to D: Let ziðÞ be the restriction of zðÞ to the
ith interval, and let mziðÞ be its distribution. If PDðmziðÞ; nÞpd for i ¼ 1;y; k then
PDY ðz; mÞpdþ D:
Proof. The Prohorov distance between the distributions is the distance between the
marginals (on the image space) of the two Young measures. It follows directly from
the deﬁnition of the Prohorov distance (see Deﬁnition 2.1) that the operation of
taking marginals of probability measures can only reduce the Prohorov distance.
This implies the ﬁrst inequality claim. To verify the second claim let BD½0; 1  Rn be
a general Borel set, and for tA½0; 1 denote by Bt the t-section of B: The claimed
estimate would follow from the inequalities
Z 1
0
nðBtÞ dtplðft : t; zðtÞÞABðdþDÞgÞ þ dþ D ð8:5Þ
and
lðft : zðtÞABtgÞp
Z 1
0
nððBðdþDÞÞtÞ dt þ dþ D ð8:6Þ
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(recall that HðZÞ is the Z-neighborhood of H in the respective space). Both
inequalities follow in a straightforward manner from the assumption PDðmziðÞ; nÞpd
for i ¼ 1;y; k and the bound D on the length of each interval. This completes the
proof. &
In what follows zeðÞ denotes the solution of (8.1) on the interval ½0; 1; with a ﬁxed
initial condition zeð0Þ ¼ z0: For the sake of clarity of the exposition we separate the
convergence results into two statements, in accordance with the properties of the
possible Young measure limits of the solutions zeðÞ: Both cases refer to the
Summary 4.5 of possible behaviors of solutions of (8.2).
Proposition 8.5. Suppose that the solution of (8.2) with initial condition zð0Þ ¼ z0
satisfies one of the following conditions: (1) It converges either to a hyperbolic
equilibrium or to a hyperbolic limit cycle. (2) It converges to a heteroclinic cycle where
the parameters are g ¼ 1 and ro1 as described in Summary 4.5. Then the family of
solutions zeðÞ of (8.1) on ½0; 1 with zeð0Þ ¼ z0 converge in the sense of Young measures
to a Young measure, say l; which has a constant value and the value is the unique limit
invariant measure on the o-limit set of the solution of (8.2) with zð0Þ ¼ z0: Let D0ðeÞ
and D1ðeÞ denote the Prohorov distances, in the cases (1) and (2), respectively, between
the solution zeðÞ (interpreted as a Young measure) and the limit constant-valued Young
measure l: Then
e log log
1
e
!D0ðeÞ!e log 1e!e
1
2 log log
1
e
!D1ðeÞ
! e
1
2 log
1
e
; ð8:7Þ
namely, the convergence rates of the distributions of the solutions hold also in the case
of Young measures.
Proof. The arguements used in verifying the claims in the cases (1) and (2) follow
similar lines, hence we display them in parallel. For e40 ﬁxed, the change es ¼ t of
the time variable transforms the dynamics of (8.2) on an interval ½0; S to the
dynamics of (8.1) on the interval ½0; 1: The result in the particular case (1) when the
convergence is to a hyperbolic equilibrium follows trivially from Theorem 3.1. In
case the convergence is to either a limit cycle in case (1) or to a heteroclinic cycle in
case (2), it was established in the proofs of Theorems 3.1 and 5.1 that as n-N the
time it takes the solution to complete the nth cycle (from a transversal segment to
itself) is negligible relative to the total time to complete n cycles. In both cases this
time is of order Sn
n
(where Sn is the time it takes to complete n cycles). Indeed, in the
case of a limit cycle a completion of a cycle is of a constant order; in case of a
heteroclinic cycle as in condition (2) the completion of the nth cycle is of order n
while Sn is of order n
2; see (5.15) and (5.16). Since the distribution of the solution
over the nth cycle converges to the limit invariant measure, it follows that after the
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change of time variables es ¼ t the solutions converge as Young measure to the
constant-valued Young measure l: To verify that the rates of convergence are
maintained, notice that the ﬁrst claimed inequality in Lemma 8.4 veriﬁes that the
lower bounds on the distributional distances are maintained. To verify that the upper
bounds are maintained as well we divide in each of the two cases the interval ½0; S
into subintervals each of length close to dðSÞS with dðSÞ being either d0ðSÞ or d1ðSÞ
depending on the case. The exact length of the subinterval will be such that the
solution completes full cycles from a ﬁxed transversal to itself. The number of cycles
in any one interval is, in both cases, greater than log log S: This can be checked in
case (1) since the solution concludes a number of order S of cycles in the interval
½0; S: In view of (7.1) in any interval of length d1ðSÞS the number of cycles is indeed
greater than log log S: In case (2), in view of (5.15), the longest cycle is of order S
1
2;
hence, in view of (7.1), in an interval of length d2ðSÞS the number of cycles is again
greater than log log S: By Propositions 3.7 and 5.4 the distance PDðziðÞ; m0Þ is of
order d0ðSÞ and d1ðSÞ; respectively, depending on the case. In view of Lemma 8.4 the
distance PDYðzðÞ; lÞ on the interval ½dðSÞS; S is also of the same order. The change
es ¼ t of time variables clearly implies that the rate of convergence of the
distributional distances d0ðeÞ and d1ðeÞ are maintained by the distances D0ðeÞ and
D1ðeÞ respectively. This completes the proof. &
As a preparation for the statement of the next case we employ a partition of
ð0;NÞ into intervals determined by
0o?oa
ko?oa
2oa
1oa0oa1oa2o?oako?oN ð8:8Þ
and given as follows. Recall the string of weights ðt1; t2;y; tmÞ given in (6.1), which
generate, through (6.2) and (6.3), the set of limit probability measures of Theorem
6.1. Recall also that in the case of Section 6 we assume that g41: We choose the
double inﬁnite sequence aj such that
aj 
 aj
1 ¼ tj for j ¼ 1;y; m ð8:9Þ
and
akþm 
 akþm
1 ¼ gðak 
 ak
1Þ for 
NokoN ð8:10Þ
(the string (6.2) satisﬁes (8.10) for j ¼ 1;y; m). Since g41 it follows that the relation
(8.10) deﬁnes a geometric proportion among the lengths of the intervals, hence the
construction is possible. Next we deﬁne a the function
qðsÞ : ½0;NÞ-R2 ð8:11Þ
by
qðsÞ ¼ zj when sAðapmþj
1; apmþj ð8:12Þ
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with p an integer, and when zj; for j ¼ 1;y; m; are the equilibria supporting
the limit invariant measures as in Setting 4.1. Finally, consider the family of
functions
qTðtÞ : ð0; 1-R2 ð8:13Þ
parameterized by TAð0;NÞ and given by
qT ðtÞ ¼ qðtTÞ: ð8:14Þ
Denote this family by Q: Notice that the family Q is actually cyclic in the variable T ;
and a full cycle is determined by, say, a0pTpam:
The following result complements Proposition 8.5, completing the examination of
the possibilities listed in Summary 4.5.
Proposition 8.6. Suppose that the solution of (8.2) with initial condition zð0Þ ¼ z0
satisfies the following condition: (3) The solution of (8.2) converges to a heteroclinic
cycle where the parameter g41; as described in Summary 4.5. Then the solutions zeðÞ
of (8.1) on ½0; 1 with zeð0Þ ¼ z0 do not converge, as e-0; in the sense of
Young measures to a single element. They converge, however, in measure to the
family Q defined in (8.13)–(8.14). Let D2ðeÞ denote the PDY-distance of zeðÞ
from Q; then
e log
1
e
!D2ðeÞ!e log 1e
 k
ð8:15Þ
for some positive k; namely, the convergence rate of the distributions of the solutions
holds also for the convergence in the sense of Young measures.
Proof. The lack of convergence follows from the structure of the limit polygon of
probability measures in case (3). Indeed, when the trajectory of probability measures
mS as analyzed in Theorem 6.1 is near the probability measure nl ; it follows that for
e ¼ S
1 the function zeðÞ is close in the sense of Young measures to nl on a
non-negligible interval near 1. Since the measures nl are distinct for distinct
values of l; the non-convergence claim follows. The convergence to the
set Q follows easily from the cyclic pattern of the limit invariant measures nl
which corresponds to the relative weights of the intervals forming string (8.9).
Indeed, the limit estimate induced by (6.23) implies near geometric relation
between cycles with large indices, which translates by the change of time variables
t ¼ es to the limit structure for the convergence as claimed. The delicate point is that
the convergence rates are maintained. To this end it is clear from (6.20) and the cyclic
pattern of the solution that up to a possible shift in the time variable the
convergence rates (6.21) are maintained when translated to the PDY-distance of
convergence in measure. Now notice that estimate (6.15) is cumulative, namely,
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it takes into account the total time in which a portion the solution is away from a
dðSnÞ-neighborhood of the equilibria. This means that the cumulative time shift
applied to the cycles also satisﬁes the estimates. It follows, in particular, from the
deﬁnition of the PDY-distance that the convergence rates (7.1) for the PD-distance
d2ðeÞ are maintained by the distance D2ðeÞ in the sense of Young measures. This
completes the proof. &
9. Coupled slow and singularly perturbed planar dynamics
In this section we apply the previous results to the situation where the fast
equation (8.1) is coupled with an ordinary (slow) dynamics in Rn: As in (1.3) consider
the system
dw
dt
¼ gðw; zÞ;
e
dz
dt
¼ f ðzÞ; ð9:1Þ
where g : Rn  R2 is Lipschitz continuous, and the initial conditions are
wð0Þ ¼ w0; zð0Þ ¼ z0: ð9:2Þ
Namely, the solution zeðÞ forms a rapidly varying parameter in the ordinary
differential equation for the (slow) variable w: System (9.1) is a particular case of the
general Levinson–Tikhonov model, see O’Malley [8, Section 2]. In this model one is
interested in the limit behavior of the slow solutions weðÞ in (9.1) and to this end it is
of help to identify a limit equation whose solution, say w0ðÞ is the limit of weðÞ: We
produce such limits in the case of the fast planar dynamics and study quantitative
bounds on the convergence rates. For elaboration on the qualitative aspects see [1,2].
It should be noted that the literature offers quantitative estimates only in the case
were the fast dynamics converges to a hyperbolic equilibrium, see O’Malley [8],
Vasile´va [14].
We need the following notations. Let h : Rn-Rn be continuous and let m be a
probability measure on Rn: Then hðmÞ is the probability measure given by hðmÞðBÞ ¼
mðh
1ðBÞÞ: For wðtÞ : ½0; 1-Rn we denote by jjwðÞjj the sup norm of wðÞ: Recall
that we denote by PDYðm1; m2Þ the Prohorov distance between the two Young
measures.
The following result provides the key step for the estimations which follow.
We state it in a form slightly more general than needed for the main result
of the section.
Lemma 9.1. Let n1ðÞ and n2ðÞ be two Young measures defined on ½0; 1 with values in,
say, Rm: Assume that both have bounded supports, say bounded by b: For j ¼ 1; 2
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consider the two ordinary differential equations
dw
dt
¼ gðw; njðtÞÞ; wð0Þ ¼ w0; ð9:3Þ
with j ¼ 1; 2; where g : Rn  Rm-Rn being Lipschitz, with Lipschitz constant k: Let
wjðÞ for j ¼ 1; 2 be the solutions of (9.3) with the respective Young measure
parameters. Then
jjw1ðÞ 
 w2ðÞjjpyPDYðm1; m2Þ ð9:4Þ
where the constant y depends only on k; jgðw0Þj and b:
Proof. The solutions wjðÞ for j ¼ 1; 2 are bounded with a bound depending only on
k; jgðw0Þj and b: In particular, both functions belong to the space L0lipl of functions
wðÞ : ½0; 1-Rn satisfying wð0Þ ¼ w0 and which are Lipschitz with Lipschitz constant
l; and l may be chosen depending only on k; jgðw0Þj and b: For j ¼ 1; 2 consider the
operators
Fj :L
0
lipl-L
0
lipl ð9:5Þ
given by
FjðwðÞÞðtÞ ¼ w0 þ
Z t
0
gðwðsÞ; njðsÞÞ ds: ð9:6Þ
It follows from the Lipschitz condition of the elements inL0lipl and the deﬁnition of
the PDY-distance, that given the bounds b; an estimate of the form
jF1ðwðÞÞðtÞ 
 F2ðwðÞÞðtÞjpZPDYðm1; m2Þ ð9:7Þ
holds for some Z40: This follows directly from the deﬁnition of the distance in the
sense of Young measures.
The solution wjðÞ is the unique ﬁxed point of the operator Fj: Furthermore,
each of the operators Fj is a contraction when L
0
lipl is considered with
the norm
jjwðÞjjl ¼ sup
t
jwðtÞje
lt: ð9:8Þ
The contraction claim follows a straightforward computation, see, e.g., Ried [9,
p. 96]. Let co1 be the contraction parameter. Then c depends only on l:
Inequality (9.7) implies that
jjF1ðwðÞÞ 
 F2ðwðÞÞjjlpy1PDYðm1; m2Þ ð9:9Þ
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for some y140: In particular, it follows from the contraction with respect to (9.8)
and from (9.9) that
jjw1ðÞ 
 w2ðÞjjl ¼ jjF1ðw1ðÞÞ 
 F2ðw2ðÞÞjjl
p jjF1ðw1ðÞÞ 
 F1ðw2ðÞÞjjl þ jjF1ðw2ðÞÞ 
 F2ðw2ðÞÞjjl
p cjjw1ðÞ 
 w2ðÞjjl þ y1PDYðm1; m2Þ; ð9:10Þ
which in turn implies that estimate (9.4) holds with respect to the weighted norm
(9.8). The equivalence of the weighted norm and the sup norm, and the dependence
of the estimates only on b; k and the norm of the initial condition complete the
argument. &
The application to system (9.1) is as follows. As done in the previous section we
split the result according to the properties of the limit Young measures.
Theorem 9.2. Consider system (9.1)–(9.2) with g being a Lipschitz mapping and where
the fast equation (given also in (8.1)) satisfies one of the following conditions. (1) The
solution of (8.2) converges either to a hyperbolic equilibrium or to a hyperbolic limit
cycle. (2) The solution converges to a heteroclinic cycle where the parameters are g ¼ 1
and ro1 as described in Summary 4.5. Denote by n0 be the limit invariant measure in
each of the two cases. Then the solutions weðÞ of (9.1) converge, as e-0; uniformly on
½0; 1 to the solution, say w0ðÞ of the differential equation
dw
dt
¼
Z
gðw; zÞn0ðdzÞ; wð0Þ ¼ w0: ð9:11Þ
Furthermore, if we denote
rðeÞ ¼ jjweðÞ 
 w0ðÞjj ð9:12Þ
then for the case (1) the term rðeÞ ¼ r0ðeÞ and for the case (2) the term rðeÞ ¼ r1ðeÞ
satisfy the estimates
e log log
1
e
!r0ðeÞ!e log 1e!e
1
2 log log
1
e
!r1ðeÞ!e
1
2 log
1
e
; ð9:13Þ
namely, the convergence rates of the distributions of the solutions of the fast ﬂow are
carried over to the convergence of the slow component of (9.1).
Proof. Lemma 9.1 implies that the rate of convergence in the sense of Young
measures of the fast ﬂow of (9.1) is carried over to the rate of convergence in the sup
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norm of the slow trajectory of (9.1). With this the claimed result follows directly
from Proposition 8.5. &
For the next result recall the space Q introduced in (8.13)–(8.14).
Theorem 9.3. Consider system (9.1)–(9.2) with g being a Lipschitz mapping and where
the fast equation (given also in (8.1)) satisfying: (3) The solution of (8.2) converges to a
heteroclinic cycle where the parameter g41; as described in Summary 4.5. Then the the
slow solutions weðÞ of (9.1) on ½0; 1 do not converge, as e-0; in the sup norm to a
single function. They converge, however, in the sup norm to the family wT ðÞ of
solutions of the differential equations
dw
dt
¼ gðw; qTðtÞÞ; wð0Þ ¼ w0: ð9:14Þ
with qT ðÞAQ: Furthermore, if we denote
r2ðeÞ ¼ min
Q
jjweðÞ 
 wT ðÞjj; ð9:15Þ
then
e log
1
e
!r2ðeÞ!e log 1e
 k
ð9:16Þ
for some positive k; namely, the convergence rate of the distributions of the solutions of
the fast flow are maintained by the convergence in the sup norm of the slow solution to
the prescribed family of solution of (9.14).
Proof. Lemma 9.1 implies that the rate of convergence in the sense of Young
measures of the fast ﬂow of (9.1) is carried over, in a uniform manner, to the rate of
convergence in the sup norm of the slow trajectory of (9.1). With this the claimed
result of follows directly from Proposition 8.6. &
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