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Introduction
La the´orie des mode`les moderne est ne´e avec le the´ore`me de cate´goricite´
de Morley, qui dit que si une the´orie dans un langage de´nombrable est cate´go-
rique en une cardinalite´ non-de´nombrable, elle est cate´gorique en toute cardi-
nalite´ non-de´nombrable. D’apre`s Baldwin et Lachlan [BL71] ses mode`les sont
premiers et minimaux au-dessus d’un ensemble fortement minimal de´ﬁnissable
dans le mode`le premier ; la cardinalite´ d’une base de´termine donc le mode`le a`
isomorphisme pre`s. Ainsi, les ensembles fortement minimaux sont devenus l’un
des objets principaux d’e´tude en the´orie des mode`les. On sait que dans tout
ensemble fortement minimal, la cloˆture alge´brique de´ﬁnit une pre´ge´ome´trie, ge´-
ne´ralisant la de´pendance line´aire dans un espace vectoriel et la de´pendance
alge´brique dans un corps alge´briquement clos.
Au cours de son vaste projet d’une the´orie de la classification, Shelah a
de´veloppe´ la the´orie de la stabilite´ (voir [Sh90]). En introduisant la notion de
la de´viation, Shelah a montre´ que dans toute the´orie stable T , on peut de´ﬁnir
une notion d’inde´pendance qui ge´ne´ralise de loin celle pre´sente dans une the´o-
rie fortement minimale ; ces ide´es ont largement inﬂuence´ le de´veloppement du
sujet.
A` la ﬁn des anne´es 1970, Zilber a commence´ une e´tude des structures tota-
lement cate´goriques (voir [Zi93] pour l’ensemble de ces travaux), e´tude reprise
a` l’ouest par Cherlin, Harrington et Lachlan [CHL85]. En particulier, ils ont
classiﬁe´ les ge´ome´tries des ensembles fortemaux minimaux ω-cate´goriques, et
obtenu une coordinatisation d’une structure ω-cate´gorique et ω-stable par des
ensembles fortement minimaux. On peut donc dire que les ensembles fortement
minimaux sont les “e´le´ments constitutifs” pour certaines the´ories de rang de
Morley ﬁni.
Au de´but des anne´es 1980, Zilber formulait une conjecture qui exprimait que
la liste des exemples de (ge´ome´trie de) the´ories fortement minimales jusqu’alors
connues serait essentiellement comple`te. Voici une version de cette conjecture
ou plutoˆt de cette hypothe`se structurelle :
Conjecture de la trichotomie.
Soit T une the´orie fortement minimale. Alors il y a trois cas :
(1) T a une ge´ome´trie triviale : acl(A) =
⋃
a∈A acl({a}) pour tout A.
(2) T a une ge´ome´trie localement modulaire non-triviale (sa ge´ome´trie sera
alors la ge´ome´trie projective ou aﬃne au-dessus d’un corps gauche K).
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(3) Si T n’est pas localement modulaire, T interpre`te un corps alge´brique-
ment clos.
De plus, le corps inﬁni K promis dans (3) est pur, c’est a` dire toute la
structure induite sur K par T est de´ﬁnissable (avec parame`tres) dans la seule
structure de corps (K,+, ·, 0, 1).
La conjecture de la trichotomie a e´norme´ment inﬂuence´ la the´orie des mo-
de`les ces dernie`res anne´es, et — meˆme si elle s’est ave´re´e fausse — elle continue
a` inﬂuencer les travaux actuels, en particulier en stabilite´ (et meˆme simplicite´)
ge´ome´trique. Dans des cas particuliers, on sait que la conjecture de la trichoto-
mie est vraie, par exemple dans le contexte important des ge´ome´tries de Zariski
[HZ96]. Les re´sultats positifs partiels sont a` l’origine d’applications profondes
de la the´orie des mode`les en ge´ome´trie diophantienne [Hr96].
Cependant, en 1988 et par la suite, Hrushovski a montre´ que les deux parties
de la conjecture de la trichotomie sont fausses, et cela de manie`re assez radi-
cale dans les deux cas. En eﬀet, il construit dans [Hr93] une the´orie fortement
minimale non-localement modulaire dans laquelle on ne peut pas interpre´ter de
groupe inﬁni (la construction ab initio). Puis, il re´ussit dans [Hr92] a` fusionner
deux the´ories fortement minimales T1 et T2 en une seule (si les deux the´ories ont
la DMP, une certaine hypothe`se de de´ﬁnissabilite´), et cela de telle manie`re que
les ensembles de´ﬁnissables dans T1 et dans T2 “interagissent le moins possible”
dans la the´orie de la fusion.
Dans les deux cas (“ab initio” et “fusion”), Hrushovski utilise une variation
de la me´thode d’amalgamation de Fra¨ısse´ pour construire la nouvelle the´orie
fortement minimale en question. La construction de la fusion peut eˆtre divise´e
en deux e´tapes (dont la premie`re reste en partie implicite dans [Hr92]) :
fusion libre : Construction d’une classe C de structures ﬁnies (ou ﬁniment
engendre´es) et d’une notion ≤ de plongement fort telle que (C,≤) est (de´-
nombrable et) a la proprie´te´ d’amalgamation et la proprie´te´ du plongement
commun. Puis, montrer que la limite de Fra¨ısse´ de (C,≤) est un mode`le
sature´ d’une the´orie du premier ordre Tω, qui sera ω-stable de rang ω (en
ge´ne´ral). Il y a un unique 1-type ge´ne´rique (qui est re´gulier), et tout type
re´gulier qui est orthogonal au type ge´ne´rique est non-orthogonal a` un type
fortement minimal et localement ﬁni (qui a une pre´ge´ome´trie triviale).
collapse : Amalgamer dans une classe restreinte, en bornant de manie`re
uniforme le nombre de re´alisations de tous les ensembles fortement mini-
maux localement ﬁnis dans Tω, pour obtenir une the´orie fortement mini-
male.
Depuis, ces constructions ont e´te´ amplement utilise´es par de nombreux cher-
cheurs en the´ories des mode`les ; la me´thode repre´sente un outil universel pour
construire des exemples de structures exotiques et inattendues [Hr88, Ba94,
Ba96, Po99, BH00, Po01]. En particulier, en fusionnant deux corps alge´brique-
ment clos, on peut construire une structure (M,+1, ·1,+2, ·2) dont la the´orie est
fortement minimale et telle que les structures sous-jacentes (M,+i, ·i), i = 1, 2,
soient des corps alge´briquement clos (de caracte´ristique diﬀe´rente, si l’on veut).
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Une question se pose alors naturellement : peut-on construire une telle struc-
ture (M,+1, ·1,+2, ·2) ou` l’on impose maintenant que les ope´rations d’addition
+1 et +2 soient les meˆmes (et que cela soit la seule ve´ritable interaction) ? Plus
ge´ne´ralement, construire une fusion fortement minimale de deux the´ories T1 et
T2 au-dessus d’une troisie`me T0 contenue dans T1 et T2 (le contexte relatif de
la fusion, si l’on veut). C’est ce proble`me qui est au coeur de la pre´sente the`se.
L’e´tude est motive´e par une remarque dans [Hr92] stipulant qu’une telle fusion
au-dessus d’un sous-langage devrait eˆtre possible si T0 est e´gale a` la the´orie d’un
espace vectoriel inﬁni sur un corps ﬁni. Nous donnons maintenant deux exemples
simples pour illustrer le phe´nome`ne d’une fusion au-dessus d’un sous-langage.
Soient d’abord G0 ≤ G1, G2 des groupes et Xi un ensemble inﬁni sur lequel
Gi agit librement. Si l’on conside`re Xi dans le langage Li ou` tout e´le´ment
de Gi correspond a` un symbole de fonction, alors Ti := ThLi(Xi) est fortement
minimale et T0 est un re´duit commun de T1 et T2. SiG := G1∗G0G2 est le produit
amalgame´ de G1 et G2 au-dessus de G0, alors la the´orie d’une G-ope´ration libre
inﬁnie fournit une fusion fortement minimale de T1 et T2 au-dessus de T0.
Un peu moins trivial est l’exemple suivant : pour un corps gauche F on note
EVF la the´orie d’un espace vectoriel inﬁni sur F . Soient Ti = EVFi pour des
corps gauches F0 ⊆ F1, F2. On peut conside´rer R := F1 ∗F0 F2, le coproduit
de F1 et F2 au-dessus de F0 en tant qu’anneaux non-commutatifs. Par un des
re´sultats fondamentaux sur les corps gauches, R admet un corps des fractions F .
Donc, EVF est une fusion fortement minimale (naturelle) de T1 et T2 au-dessus
de T0.
Par contre, il y a des exemples concrets ou` pour des the´ories fortement
minimales T1, T2 ayant un re´duit commun T0, aucune comple´tion de T1 ∪ T2
n’est fortement minimale (cf. 3.0.1 et 3.4.10). C’est a` l’aide de ces non-exemples
que nous trouvons les hypothe`ses approprie´es.
Les re´sultats que nous avons obtenus concernant la fusion au-dessus d’un
sous-langage sont tout a` fait satisfaisants en ce qui concerne la premie`re e´tape
de la construction (la “fusion libre”). Nous ge´ne´ralisons conside´rablement le
contexte de la fusion libre, et nous faisons une e´tude de´taille´e des the´ories is-
sues de cette premie`re e´tape. En eﬀet, nous obtenons le the´ore`me suivant (il
rassemble le The´ore`me 3.1.9 et d’autres re´sultats de la Section 3.1) :
The´ore`me I. Soient T1 et T2 des the´ories fortement minimales telles que T0 =
T1 ∩ T2 soit modulaire et ω-cate´gorique (plus une hypothe`se technique qui est
trivialement satisfaite si T0 = EVFq). Alors, on peut fusionner librement T1 et
T2 au-dessus de T0 en une the´orie ω-stable Tω.
Dans Tω, il y a un unique 1-type ge´ne´rique g qui est re´gulier (de rang ω en
ge´ne´ral), et si p est un type re´gulier orthogonal a` g, alors p est non-orthogonal
a` un type fortement minimal et localement fini.
Nous observons qu’a` ce stade, nous avons de´ja` construit un objet mode`le-
the´orique sur lequel vit une fusion des pre´ge´ome´tries induites par acl1 et acl2
au-dessus de celle induite par acl0 : la pre´ge´ome´trie de de´viation sur le type
ge´ne´rique g.
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Si l’hypothe`se technique mentionne´e dans le The´ore`me I n’est pas satisfaite,
nous pouvons quand meˆme construire la fusion libre : ses comple´tions seront
alors supersimples. En ge´ne´ralisant les hypothe`ses, nous montrons le re´sultat
suivant (cf. les The´ore`mes 2.3.14 et 2.4.10, ainsi que des re´sultats autour).
The´ore`me II. Soient T1 et T2 des the´ories supersimples de rang SU e´gal a` 1
telles que T0 = T1 ∩ T2 soit fortement miminale, modulaire et ω-cate´gorique.
Alors, on peut fusionner librement T1 et T2 au-dessus de T0 en une the´orie Tω,
et il y a une description explicite des comple´tions de Tω et des types.
Sous une hypothe`se supple´mentaire (satisfaite si T1 et T2 sont stables ou si
T0 a une pre´ge´ome´trie triviale), toute comple´tion de Tω est supersimple de rang
SU au plus ω, avec une relation de non-de´viation bien naturelle. De plus tous
les types parasites (ce sont les types orthogonaux aux types ge´ne´riques) sont
monobase´s.
Cependant, nos re´sultats restent partiels, en ce qui concerne la deuxie`me
e´tape de la fusion, car nous ne savions pas eﬀectuer le “collapse” en toute ge´ne´-
ralite´. Mais nous montrons le collapse dans le cas ou` T1 et T2 sont monobase´es.
Modulo le re´sultat de collapse dans le contexte originel de fusion [Hr92], ce
re´sultat suit du the´ore`me suivant (cf. le The´ore`me 3.4.7) :
The´ore`me III (Collapse dans le contexte de fusion abe´lien). Soient T1 et T2
des the´ories fortement minimales et monobase´es, et soit T0 = T1 ∩ T2 la the´orie
d’un groupe ω-cate´gorique. Alors, il existe une fusion fortement minimale T de
T1 et T2 au-dessus de T0 (obtenue en collapsant la the´orie de la fusion libre Tω).
De plus, T est monobase´e et comple`te.
Ce re´sultat est vrai sans restriction sur la cardinalite´ des langages L(Ti).
Entre temps (ﬁn 2005), Baudisch, Martin-Pizarro et Ziegler ont montre´ le
collapse dans le cas ou` T0 = EVFq [BMZ05a]. A` l’aide d’un principe ge´ne´ral de
re´duction, nous en de´duisons le collapse en toute ge´ne´ralite´ :
The´ore`me IV (cf. le The´ore`me 3.5.7). Soient T1 et T2 fortement minimales,
et soit T0 = T1 ∩ T2 ω-cate´gorique. On suppose que les the´ories T1 et T2 ont la
DMP (plus l’hypothe`se technique pre´sente dans le The´ore`me I).
Alors il existe une fusion fortement minimale T de T1 et T2 au-dessus de T0
(obtenue en collapsant la the´orie de la fusion libre Tω).
Apre`s ce petit extrait de re´sultats, dans ce qui suit, je vais donner une
description de´taille´e (et plus technique) des re´sultats principaux de la the`se,
en suivant essentiellement l’ordre des chapitres. Les hypothe`ses de travail sont
les suivantes : nous avons deux the´ories comple`tes T1 et T2, dans des langages
de´nombrables L1 et L2 respectivement, et telles que T0 := T1 ∩ T2 (dans le
langage L0 := L1 ∩ L2) soit fortement minimale, ω-cate´gorique et modulaire.
Nous supposons que les the´ories Ti e´liminent les quanteurs dans les langages Li
respectifs.
Nous de´noterons par Tω la fusion libre de T1 et T2 au-dessus de T0 (dans le
langage L := L1 ∪ L2).
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Dans un premier temps (dans le Chapitre 2), nous supposons que T1 et T2
soient simples de rang SU e´gal a` 1. Alors nous pouvons fusionner librement T1
et T2 au-dessus de T0 a` l’aide de la pre´dimension (usuelle) δ = d1+d2−d0, ou`
di de´note le rang SU au sens de Ti. Nous conside´rons la classe e´le´mentaire C˜0
des L-structures qui sont mode`les de T ∀1 ∪T
∀
2 et alge´briquement clos pour T1 et
T2 avec pre´dimension he´re´ditairement non-ne´gative, la notion ≤ de plongement
fort e´tant donne´e par δ. La classe (C˜0,≤) a la proprie´te´ d’amalgamation, mais
en ge´ne´ral, elle n’a pas la proprie´te´ du plongement commun (c’est a` dire elle
n’est pas connexe). Puis, la classe C0 des structures “ﬁniment engendre´es” (dans
un sens a` pre´ciser) dans C˜ n’est pas de´nombrable en ge´ne´ral. Ne´anmoins, on
peut conside´rer les structures dans C˜0 qui sont riches, au sens de Fra¨ısse´, pour
une composante connexe de (C0,≤). Ainsi, deux structures riches n’ont pas
force´ment la meˆme L-the´orie, et Tω, la the´orie de toutes les structures riches,
n’est pas comple`te.
Apre`s avoir e´tabli les outils de base pour le travail dans la classe (C˜0,≤), nous
conside´rons, dans la Section 2.3, des questions d’uniformite´ et de de´ﬁnissabilite´.
Cela nous me`ne a` une axiomatisation de Tω. Nous montrons ensuite, a` l’aide
de cette axiomatisation, que tout mode`le suﬃsamment sature´ de Tω est riche.
Comme corollaire, nous obtenons une description des comple´tions et des types
dans Tω (The´ore`me II).
Dans la Section 2.5, nous e´tudions la cate´gorie des paires A ≤ B de structures
dans C˜0, et nous ve´riﬁons que toute comple´tion de Tω a la proprie´te´ wnfcp
(proprie´te´ faible du non-recouvrement ﬁni) introduite par Ben-Yaacov, Pillay
et Vassiliev dans [BPV03], en passant par la the´orie des paires magniﬁques de
mode`les d’une the´orie simple.
Initialement, nous avons uniquement conside´re´ le cas ou` T1 et T2 sont forte-
ment minimales. Or, meˆme dans ce cas, il y a des exemples ou` toute comple´tion
de Tω est instable. En fait, nous donnons meˆme un exemple ou` aucune comple´-
tion de T1∪T2 n’est stable (Exemple 3.0.1(2)). Au vu de ces exemples, il semblait
plus naturel de commencer avec des the´ories potentiellement instables au de´-
part. Si nous supposons que T1 et T2 sont fortement minimales, nous obtenons
(dans la Section 2.6) des re´sultats de n-amalgamation divers :
The´ore`me V (cf. les The´ore`mes 2.6.7 et 2.6.8). Si T1 et T2 sont fortement
minimales, toute comple´tion de Tω a la proprie´te´ de n-amalgamation de mode`les
et une version re´elle de la proprie´te´ de n-amalgamation, pour tout n ∈ N.
Si les the´ories Ti sont fortement minimales, et si de plus dans l’une des
expansions T0 ⊆ Ti les multiplicite´s ne changent pas — c’est le cas si acl0 =
dcl0, par exemple si T0 est la the´orie d’un espace vectoriel sur un corps ﬁni
— la classe (C0,≤) est de´nombrable et connexe, et il y a une structure riche
et de´nombrable unique, c’est a` dire une limite de Fra¨ısse´. Sous ces hypothe`ses,
le type d’isomorphime d’une structure k ∈ C0 ne de´pend que du type (dans
T1 et T2) d’un ensemble de “ge´ne´rateurs” ﬁni et fort dans k (nous appelons
ce phe´nome`ne bon controˆle et nous supposons un bon controˆle dans tout ce
qui suit). La the´orie Tω est alors comple`te. Nous montrons dans la Section 3.1
qu’elle est ω-stable de rang de Morley au plus ω, avec un unique type ge´ne´rique
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re´gulier (c’est le The´ore`me I dont l’hypothe`se technique est pre´cise´ment le bon
controˆle). 1 Par une analyse ﬁne de la ge´ome´trie relative des expansions, nous
arrivons a` eﬀectuer des calculs de rangs exacts, et nous montrons (cf. 3.1.17) :
Dichotomie du rang : Si g de´note le type ge´ne´rique (en excluant des cas in-
inte´ressants), alors ou bien U(g) = 1 et RM(g) = 2 (si T1 et T2 sont
triviales), ou bien U(g) = RM(g) = ω (dans tous les autres cas).
Dans la Section 3.2, nous e´tudions les classes de non-orthogonalite´ de types
re´guliers dans Tω, et nous montrons que tout type re´gulier qui est orthogonal
au type ge´ne´rique est fortement minimal et localement ﬁni, et que toute classe
de non-orthogonalite´ a un repre´sentant re´el.
Pour un choix de types fortement minimaux et localement ﬁnis (les types
admissibles), la non-orthogonalite´ prend une jolie forme. Cela nous suﬃt pour
montrer des re´sultats de coordinatisation explicites pour les types de rang ﬁni
(plus exactement pour les types orthogonaux a` g). Si de plus T1 et T2 ont la
DMP, nous obtenons le re´sultat de coordinatisation uniforme suivant :
The´ore`me VI (cf. le The´ore`me 3.2.13).
Il existe une suite (ϕi(xi, zi), θi(zi))i∈N, ou` ϕi et θi sont des L1∪L2-formules
sans parame`tres, avec les proprie´te´s suivantes :
(I) Pour tout i et tout b |= θi(zi), la formule ϕi(xi, b) est fortement minimale
et localement finie.
(II) (Uniformite´ du type de ge´ome´trie) Pour tout i ∈ N, si ϕi(xi, b) a une pre´-
ge´ome´trie triviale pour un b |= θi(zi), alors ϕi(xi, b
′
) a une pre´ge´ome´trie
triviale pour tout b
′
|= θi(zi).
(III) (De´ﬁnissabilite´ de l’orthogonalite´) Pour tout i, j ∈ N il existe une L1 ∪
L2-formule χ(zi, zj) telle que pour tout b, b
′
avec |= θi(b) ∧ θj(b
′
) on ait
ϕi(xi, b) 6⊥ ϕj(xj , b
′
) si et seulement si |= χ(b, b
′
).
(IV) (Coordinatisation) Si a,B ⊆ M |= Tω sont tels que p := tp(a/B) soit
orthogonal a` g, alors p admet une coordinatisation en (les types ge´ne´riques)
des instances ϕj(x, b).
Notons que ce sont pre´cise´ment les types parasites pour lesquels il faut bor-
ner le nombre de re´alisations aﬁn de construire un collapse fortement minimal,
donc par ce re´sultat de coordinatisation, il suﬃt de borner le nombre de re´ali-
sations des (types ge´ne´riques) des formules coordinatisantes. Leurs ge´ne´riques
sont d’ailleurs tous admissibles.
Dans le contexte originel de fusion (au-dessus de L0 = {=}), si p et q sont
des types admissibles non-orthogonaux, alors p et q sont conjugue´s par une per-
mutation. De plus, tout type admissible e´tant trivial dans ce cas, l’orthogonalite´
est e´quivalente a` la presque orthogonalite´. Par contre, si T0 n’est pas triviale,
disons e´gale a` EVFq , il faut remplacer les permutations par le groupe des trans-
formations aﬃne-line´aires et il y a donc des parame`tres a` conside´rer. De plus,
1Des parties importantes du Chapitre 3 ont e´te´ de´veloppe´es inde´pendamment par Assaf
Hasson, et le contenu de ce chapitre fait l’objet d’une publication commune [HH06].
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il y a des types admissibles localement modulaires non-triviaux, et la pre´sence
de type localement modulaires non-modulaires entraˆıne qu’il existe des types
admissibles non-orthogonaux mais presque orthogonaux.
Le re´sultat de coordinatisation mentionne´ (ou plutoˆt une le´ge`re variante)
est a` l’origine d’une strate´gie du collapse dans le cas ou` T0 est non-triviale,
dans la mesure ou` il rend possible un traitement de la “re´gion parasite” qui
localement ressemble comple`tement aux the´ories e´tudie´es dans [CHL85]. Ainsi,
nous e´tudions des enveloppes affines dans Tω, car cela nous permet de ge´rer les
types admissibles localement modulaires non-modulaires. Dans la Section 3.3,
nous donnons quelques ge´ne´ralite´s sur les enveloppes aﬃnes dans une the´orie
stable quelconque, et nous montrons ensuite que dans le cas de la fusion libre
Tω, la classe des structures dans C˜0 qui sont e´gales a` leur enveloppe aﬃne est
une classe e´le´mentaire.
Cette technique nous permet de re´soudre le proble`me du collapse dans le
contexte tre`s particulier ou` T1, T2 et T0 sont des the´ories de structures abe´liennes
(de fac¸on e´quivalente : Ti est la the´orie d’un groupe monobase´ pour tout i) et ou`
Tω est alors une the´orie dimensionnelle, en obtenant le The´ore`me III. Ce re´sultat
ge´ne´ralise l’exemple de “fusion naturelle” de the´ories d’espaces vectoriels sur des
corps gauches Fi donne´ tout au de´but, si le petit corps F0 est ﬁni. Au-dessus
d’un corps ﬁni, l’existence d’un collapse est donc un phe´nome`ne “robuste”, dans
le sens ou` l’on peut ajouter des parame`tres ou des sous-groupes de´ﬁnissables
aux langages sans perdre la possibilite´ d’une fusion fortement minimale. Par
contre, si T0 = EVF0 pour un corps F0 inﬁni, ce n’est plus le cas (voir l’Exemple
3.4.10).
Dans la Section 3.5, nous e´tablissons un principe ge´ne´ral pour re´duire le
collapse au collapse dans des situations bien particulie`res. En utilisant cette
re´duction, nous montrons le collapse pour le cas de deux the´ories T1 et T2 qui
sont monobase´es avec la DMP (toujours sous l’hypothe`se du bon controˆle) ainsi
que dans le cas ou` T0 est une the´orie triviale et T1 et T2 ont la DMP. Une autre
application du principe de re´duction nous permet de de´duire le collapse en toute
ge´ne´ralite´ (The´ore`me IV) du re´sultat de collapse au-dessus de T0 = EVFq montre´
par Baudisch, Martin-Pizarro et Ziegler [BMZ05a].
En proﬁtant du point de vue assez ge´ne´ral adopte´ dans la fusion, nous pre´-
sentons dans le Chapitre 4 deux variations sur le the`me de la fusion. La pre´di-
mension change, mais nous restons techniquement tre`s proche de la fusion (qui
est plus complique´e que les variantes pre´sente´es).
Ainsi, dans la Section 4.1, nous construisons la the´orie de la courbe ge´ne´rique
plane au-dessus d’une the´orie T comple`te supersimple de rang SU e´gal a` 1,
en ge´ne´ralisant la construction de la courbe ge´ne´rique au-dessus de la the´orie
d’un corps alge´briquement clos eﬀectue´e dans [CHKP02] (cette courbe ge´ne´rique
plane dans un corps alge´briquement clos a une interpre´tation naturelle, comme
limite des courbes planes alge´briques ge´ne´riques de degre´ d quand d tend vers
l’inﬁni). Nous obtenons le re´sultat suivant (cf. le The´ore`me 4.1.11) :
The´ore`me VII. La the´orie Tω de la courbe plane ge´ne´rique au-dessus de T est
comple`te et supersimple de rang SU au plus ω.
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Si T est fortement minimale, alors Tω est ω-stable de rang de Morley ≤ ω.
Aﬁn de construire un contre-exemple a` la conjecture de Berline-Lascar, Poi-
zat conside`re des corps alge´briquement clos K avec un nouveau pre´dicat unaire
P , de´signant un sous-ensemble distinct PK ⊆ K. Il eﬀectue une amalgamation
a` la Hrushovski, a` l’aide de la pre´dimension δ(A) := 2 deg. tr(A) − dim(PA),
ou` dim est une notion de dimension approprie´e sur le pre´dicat, et il obtient des
corps de rang de Morley ω · 2 (le rang du pre´dicat est e´gal a` ω).
Dans [Po99], on a P = N (l’ensemble des points noirs), et le pre´dicat de´signe
juste un sous-ensemble : on obtient les corps noirs. Si P = R de´signe un sous-
groupe du groupe additif du corps, on construit ainsi les corps rouges [Po01].
Enﬁn, e´galement dans [Po01], Poizat conside`re le cas ou` P = V de´signe un
sous-groupe du groupe multiplicatif du corps, pour obtenir les corps verts.
Il y a un cadre naturel qui incorpore deux de ces constructions de corps
bicolores : les corps noirs (en toute caracte´ristique) et les corps rouges en ca-
racte´ristique positive. Nous proposons le cadre des structures bicolores, et nos
hypothe`ses de travail sont les suivantes : T1 est comple`te et supersimple de rang
SU e´gal a` 1, et T0 ⊆ T1 est un re´duit que nous supposons fortement mini-
mal, modulaire et ω-cate´gorique. En ajoutant un nouveau pre´dicat unaire R a`
L1 = L(T1), nous conside´rons la classe des mode`les de T
∀
1 dans L := L1 ∪ {R},
a` l’aide de la pre´dimension δ(A) := 2 d1(A)− d0(R
A), ou` di de´signe le rang SU
par rapport a` Ti.
Dans 4.2.1, nous de´veloppons la machinerie des amalgames de Hrushovski
comme dans la fusion libre : la classe (C˜0,≤) en question a la proprie`te´ d’amal-
gamation, et cette fois elle est aussi connexe. Nous axiomatisons la the´orie des
structures bicolores riches Tω, et nous montrons ensuite que les mode`les suﬃ-
samment sature´s de Tω sont e´galement riches. Nous obtenons alors une descrip-
tion des types dans Tω. Par construction, les mode`les de Tω sont de la forme
(M,RM ), ou` M est un mode`le de T1 et R
M 4L0 M une sous-structure e´le´men-
taire (propre) au sens de L0. Nous montrons :
The´ore`me VIII (cf. le The´ore`me 4.2.15). La the´orie Tω est supersimple de
rang SU au plus ω · 2, et SU(R) ≤ ω.
Si par exemple T1 est la the´orie d’un corps pseudoﬁni de caracte´ristique
p > 0 et T0 = EVFp , le rang sera exactement ω · 2. Ainsi, nous ge´ne´ralisons,
de manie`re satisfaisante, la construction de structures bicolores (non-collapse´es)
aux the´ories supersimples de rang SU e´gal a` 1.
A` partir de la Section 4.2.2, nous supposons que T1 est fortement minimale.
Sans hypothe`se supple´mentaire, la the´orie des structures bicolores riches Tω
est alors ω-stable de rang de Morley au plus ω · 2. Comme dans le cas de la
fusion, la question de l’existence d’un collapse de Tω dans une the´orie de rang de
Morley ﬁni (en l’occurrence 2) se pose. Dans [Po99], Poizat a construit des corps
noirs collapse´s. Ensuite, Baldwin et Holland [BH00] ont montre´ que certains
d’entre eux sont sature´s, en axiomatisant leur the´orie, ce qui montre que ce sont
des structures de rang de Morley 2. Par contre, l’existence d’un collapse des
corps rouges (en caracte´ristique positive) est reste´e ouverte. Techniquement,
xv
on rencontre les meˆmes proble`mes que dans la fusion au-dessus d’un espace
vectoriel (sur un corps ﬁni), en particulier la pre´sence d’espaces aﬃnes fortement
minimaux et localement ﬁnis.
Nous montrons dans 4.2.2 que si T1 a la DMP, la “re´gion” que l’on aimerait
rendre alge´brique (l’ensemble des types parasites) admet une coordinatisation
en famille d’ensembles fortement minimaux localement ﬁnis dans l’esprit du
The´ore`me VI. Dans 4.2.3, en utilisant les re´sultats sur les enveloppes aﬃnes,
nous montrons le collapse dans le cas particulier ou` T1 et T0 sont des the´ories
de structures abe´liennes (The´ore`me 4.2.36). Nous obtenons une the´orie presque
fortement minimale de rang de Morley 2 (ou` R de´ﬁnit un ensemble fortement
minimal).
Comme dans la fusion libre, nous donnons une re´duction du proble`me ge´ne´ral
du collapse a` deux cas particuliers : T0 est la the´orie d’un ensemble inﬁni sans
structure, ou T0 est (essentiellement) la the´orie d’un espace vectoriel inﬁni sur
un corps ﬁni. Enﬁn, nous utilisons cette re´duction pour de´duire le collapse en
toute ge´ne´ralite´ du collapse des corps rouges qui e´tait obtenu tout re´cemment
par Baudisch, Martin-Pizarro et Ziegler [BMZ05b]. Nous obtenons le re´sultat
suivant :
The´ore`me IX (cf. le The´ore`me 4.2.45). Soit T1 une the´orie fortement minimale
ayant la DMP, et soit T0 ⊆ T1 un re´duit ω-cate´gorique. Supposons T1 non-
triviale. Alors, il existe une structure bicolore (M,RM ) avecM |= T1 et R
M 4L0
M telle que (M,RM ) soit presque fortement minimale, avec un unique type
ge´ne´rique de rang 2 et telle que RM soit fortement minimal. Cette structure est
obtenue par un collapse.
Finalement, dans le Chapitre 5, nous e´tablissons l’axiomatisabilite´ de l’auto-
morphisme ge´ne´rique dans plusieurs the´ories qui sont issues de la me´thode
d’amalgamation de Hrushovski sans collapse (pour les versions collapse´es, le re´-
sultat suit des crite`res connus). Si T est une L-the´orie stable et mode`le-comple`te,
on peut former la the´orie Tσ (dans le langage L ∪ {σ}) dont les mode`les sont
pre´cise´ment les paires (M,σ), ou` M est un mode`le de T et σ ∈ AutL(M). Si Tσ
a une mode`le-compagne, on la note TA et on dit que l’automorphisme ge´ne´rique
est axiomatisable, ou encore que TA existe.
D’abord, dans la Section 5.1, nous pre´sentons un crite`re simple suﬃsant pour
l’existence de TA. Ce crite`re est formule´ en terme d’une notion de ge´ne´ricite´
qui est particulie`rement bien adapte´e aux the´ories totalement transcendantes
de rang inﬁni avec une notion inhe´rente naturelle de ge´ne´ricite´ qui n’est pas
force´ment celle fournie par le rang de Morley. Le crite`re uniformise plusieurs
preuves d’existence de TA, entre autres celle pour le cas ou` T = DCF0 est la
the´orie des corps diﬀe´rentiellement clos de caracte´ristique 0, donne´e dans [Bu06].
Puis, dans la Section 5.2, nous appliquons le crite`re a` de divers the´ories issues
d’une amalgamation a` la Hrushovski et nous obtenons :
The´ore`me X (cf. le The´ore`me 5.2.1). Supposons que T1 et T2 soient fortement
minimales avec la DMP. L’automorphisme ge´ne´rique est alors axiomatisable
pour les the´ories suivantes :
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(A) L’exemple “ab initio” de Hrushovski avant collapse [Hr93].
(B) La the´orie Tω de la fusion libre de T1 et T2 au-dessus de T0 (sous l’hypo-
the`se du bon controˆle).
(C) La the´orie Tω issue du contexte bicolore T1 ⊇ T0, (en particulier la the´orie
des corps noirs non-collapse´s en toute caracte´ristique ainsi que la the´orie
des corps rouges non-collapse´s en caracte´ristique positive).
(D) La the´orie d’une courbe plane ge´ne´rique au-dessus de la the´orie T1.
(E) La the´orie des corps verts non-collapse´s en caracte´ristique 0.
Chapitre 1
Pre´liminaires
Dans ce chapitre, nous rassemblons des re´sultats qui nous seront utiles dans
l’ensemble de la the`se. Il sert e´galement pour ﬁxer la terminologie ainsi que des
notations. Dans ces pre´liminaires, nous ne disons rien sur la stabilite´ en ge´ne´ral,
et nous allons utiliser librement des re´sultats sur les the´ories stables. Notre
re´fe´rence principale pour la stabilite´ est le livre de Pillay [Pi96] ; la re´fe´rence
classique est bien suˆr [Sh90].
Voila` quelques mots sur la notation. Nous utilisons des notations plutoˆt
standard (en suivant largement [Pi96]). Nous e´crivons AB pour A∪B, et A ⊆ω B
signiﬁe que A est un sous-ensemble ﬁni de B. En ge´ne´ral, nous ne distinguons pas
la structure M et l’ensemble de base sous-jacent M et e´crivons donc M pour
les deux. Par un mode`le monstre d’une the´orie comple`te T , nous entendons
un mode`le C |= T qui est κ-sature´ et fortement κ-homoge`ne pour un cardinal
re´gulier κ tre`s grand. Quand nous utilisons un tel mode`le monstre, tous les
mode`les conside´re´s seront des sous-structures e´le´mentaires de C et petits (i.e.
de cardinalite´ < κ), c’est a` dire C sert comme domaine universel pour T . Tout
sous-ensemble de C que nous conside´rons sera e´galement petit dans ce sens.
1.1 The´ories simples
Dans cette section, nous donnons quelques ge´ne´ralite´s sur les the´ories simples.
Cette classe de the´orie a e´te´ introduite par Shelah dans [Sh80], puis de´veloppe´e
par Kim [Ki98] et Kim-Pillay [KP97]. A` part le graphe ale´atoire, les premiers
exemples naturels sont les corps pseudo-ﬁnis et les corps alge´briquement clos
avec automorphisme ge´ne´rique (voir [Hr02] et [CH99]).
Nous remarquons que des expansions ge´ne´riques (pre´dicat ge´ne´rique, auto-
morphisme ge´ne´rique) e´tudie´es par Chatzidakis-Pillay [CP98] sont des sources
de nouvelles the´ories simples et en ge´ne´ral instables. Pour une introduction aux
the´ories simples on peut consulter le livre de Wagner [Wa00].
Soit Φ un ensemble de formules en x. On dit que Φ est k-inconsistant (k ∈ N)
si pour tout sous-ensemble Φ0 ⊆ Φ ayant k e´le´ments, la conjonction
∧
ϕ∈Φ0
ϕ(x)
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est inconsistante.
Les de´ﬁnitions suivantes sont dues a` Shelah :
De´finition 1.1.1. 1. Une formule ϕ(x, a) se k-divise sur A (k ∈ N) s’il existe
une suite (ai)i∈ω tels que tp(ai/A) = tp(a/A) pour tout i et {ϕ(x, ai) | i ∈
ω} est k-inconsistant. On dit que la formule ϕ(x, a) se divise sur A si elle
se k-divise sur A pour un k ∈ N.
2. Soit π(x) un type partiel et A un ensemble de parame`tres. On dit que
π(x) de´vie au-dessus de A s’il existe des formules ϕ0(x, a
0), . . . , ϕm(x, a
m)
telles que π ⊢
∨m
i=0 ϕi(x, a
i) et ϕi(x, a
i) se divise sur A pour i = 0, . . . ,m.
Si tp(a/BA) ne de´vie pas au-dessus de A, on e´crit a |⌣AB.
3. Une the´orie T comple`te est simple si pour tout ensemble de parame`tres
B et tout uplet (ﬁni) a il existe A ⊆ B avec |A| ≤ |T | et a |⌣AB. Si
l’ensemble A en question peut toujours eˆtre choisi ﬁni, on dit que T est
supersimple.
Toute the´orie stable est simple, et une the´orie stable est supersimple si et
seulement si elle est superstable. Comme dans les the´ories stables, la relation
de non-de´viation |⌣ a de jolies proprie´te´s dans toute the´orie simple. Notam-
ment, elle fournit une notion d’inde´pendance dans le sens de la De´ﬁnition 1.1.2,
satisfaisant au the´ore`me d’inde´pendance au-dessus d’un mode`le.
De´finition 1.1.2. Soit T une the´orie comple`te et C un mode`le monstre de T .
Puis, soit Γ une collection de triplets (a,B,A) dans C. Si (a,B,A) ∈ Γ, on e´crit
a |⌣
Γ
A
B. On dit que Γ est une notion d’inde´pendance si les proprie´te´s suivantes
(i)-(vii) sont satisfaites :
(i) (invariance) Γ est invariante par automorphismes de C.
(ii) (non-trivialite´) Pour tout a,B, a |⌣
Γ
B
a si et seulement si a ∈ acl(B).
(iii) (caracte`re local) Pour tout a et B il existe un sous-ensemble A ⊆ B avec
|A| ≤ |T | tel que a |⌣
Γ
A
B.
(iv) (caracte`re fini) a |⌣
Γ
A
B si et seulement si a |⌣
Γ
A
b pour tout b ∈ B ﬁni.
(v) (extension) Pour tout a,A et B il existe a′ avec tp(a′/A) = tp(a/A) tel
que a′ |⌣
Γ
A
B.
(vi) (syme´trie) Pour tout a, b et tout A on a a |⌣
Γ
A
b ssi b |⌣
Γ
A
a.
(vii) (transitivite´) Pour tout a,A,B,C on a a |⌣
Γ
A
BC ⇐⇒ a |⌣
Γ
A
B et
a |⌣
Γ
AB
C.
Si Γ est une notion d’inde´pendance, on notera C |⌣
Γ
A
B si pour tout c¯ ∈ C
ﬁni on a c¯ |⌣
Γ
A
B.
On dit que Γ satisfait au the´ore`me d’inde´pendance au-dessus d’un mode`le si
de plus, on a
(viii) Pour tout mode`le M 4 C, M ⊆ B1, B2 et a1, a2 tels que tp(a1/M) =
tp(a2/M), ai |⌣
Γ
M
Bi pour i = 1, 2 et B1 |⌣
Γ
M
B2, il existe un uplet a avec
tp(a/Bi) = tp(ai/Bi) (pour i = 1, 2) et a |⌣
Γ
M
B1B2.
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Le the´ore`me suivant fournit une caracte´risation abstraite de l’inde´pendance
dans une the´orie simple, et il s’ave`re extreˆmement utile dans les applications. Il
est souvent pre´fe´rable de montrer la simplicite´ d’une the´orie donne´e en de´vinant
une notion d’inde´pendance Γ et en passant par ce the´ore`me.
The´ore`me 1.1.3 (The´ore`me de Kim-Pillay [KP97] ). Soit T une the´orie com-
ple`te. Alors, T est simple si et seulement si T admet une notion d’inde´pendance
Γ satisfaisant au the´ore`me d’inde´pendance au-dessus d’un mode`le.
De plus, si Γ est une telle notion d’inde´pendance, on a |⌣ = |⌣
Γ
, ou` |⌣
de´note la relation de non-de´viation dans T .
On remarque que techniquement, le the´ore`me d’inde´pendance remplace la
proprie´te´ de stationarite´ (un type p au-dessus d’un mode`le M a une seule ex-
tension non-de´viante a` tout ensemble A ⊇ M), vraie dans toute the´orie stable.
En bref, on a l’e´galite´ “simplicite´ + stationarite´ = stabilite´”. Il existe d’ailleurs
une version stable du The´ore`me de Kim-Pillay (voir par exemple [Ba88, VII.1]).
Il suﬃt de remplacer (viii) par l’axiome de stationarite´.
Le rang U de Lascar a son analogue en simplicite´. Pour le de´ﬁnir, notons
On+ := On∪{∞}, ou` α <∞ pour tout ordinal α ∈ On, et ou` l’addition ordinale
est e´tendue a` On+ par ∞+ α = α+∞ =∞+∞ =∞ (pour tout α).
De´finition 1.1.4. Soit T une the´orie simple et C |= T un mode`le monstre.
On conside`re tous les types p ∈ S(B) pour tous les B ⊆ C. Le rang SU (de
Lascar) est donne´ par la plus petite fonction allant de tous ces types dans On+
satisfaisant, pour tout α ∈ On :
SU(p) ≥ α+ 1 s’il existe une extension de´viante q de p avec SU(q) ≥ α.
On note que SU(p) = 0 si et seulement si p est alge´brique. Une the´orie simple
est supersimple si et seulement si SU(p) <∞ pour tout type re´el p.
On rappelle la somme commutative ⊕ de´ﬁnie sur les ordinaux. C’est la plus
petite fonction syme´trique et croissante f des paires d’ordinaux dans les or-
dinaux qui satisfait f(α + 1, β) = f(α, β) + 1. Pour tout α, β ∈ On on a
α + β ≤ α ⊕ β = β ⊕ α ∈ On, et si α, β < ω, alors α ⊕ β = α + β est
e´gal a` la somme habituelle.
Les ine´galite´s de Lascar pour SU dans une the´orie simple se montrent comme
dans le cas stable (voir [Wa00, Ch.5] pour une preuve dans le cas simple) :
Fait 1.1.5 (Ine´galite´s de Lascar). Pour tout a, b et A on a
SU(a/bA) + SU(b/A) ≤ SU(ab/A) ≤ SU(a/bA)⊕ SU(b/A).
Il y a aussi des rangs locaux que l’on peut conside´rer :
De´finition 1.1.6. Soit T une L-the´orie comple`te.
(1) Pour ϕ(x, z) une L-formule sans parame`tres, le rang D(−, ϕ) est de´ﬁni
comme la plus petite fonction allant de la classe des types partiels en x
dans On+ satisfaisant, pour tout α ∈ On :
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– D(π(x), ϕ) ≥ α+1 s’il existe b tel que ϕ(x, b) se divise sur les parame`tres
de π et D(π(x) ∧ ϕ(x, b), ϕ) ≥ α.
(2) Pour tout k ∈ N et ϕ(x, z) sans parame`tres on de´ﬁnit un rang D(−, ϕ, k)
en remplac¸ant “se divise” par “se k-divise” dans (1).
(3) Une the´orie simple a la wnfcp (weak non finite cover property , une version
faible de la proprie´te´ du non-recouvrement ﬁni) si pour toutes formules
ϕ(x, z) et ψ(x, y) on a :
(ﬁnitude) D(ψ(x, c¯), ϕ) < ω pour tout c¯.
(de´ﬁnissabilite´) Pour tout n ∈ N il existe une formule χn(y) telle que
D(ψ(x, b), ϕ) = n si et seulement si |= χn(b).
Une the´orie est simple si et seulement si D(x = x, ϕ, k) <∞ (c’est e´quivalent
a` D(x = x, ϕ, k) < ω) pour tout ϕ(x, z) et k. Par contre, il y a des exemples de
the´ories simples (meˆme supersimples) avec des rangs D(x = x, ϕ) ≥ ω et meˆme
e´gal a` ∞. Une the´orie (simple) est appele´e basse si D(x = x, ϕ) < ω pour tout
ϕ. Si T a la wnfcp, elle est donc basse.
Une the´orie T e´limine le quanteur ∃∞ si pour toute formule ϕ(x, z) il existe
une formule θ(z) telle que T ⊢ ∃∞xϕ(x, z)↔ θ(z). C’est e´quivalent a` l’existence
d’un entier nϕ satisfaisant, dans tout M |= T : si pour b ∈M , la formule ϕ(x, b)
a plus de nϕ solutions dans M , alors ϕ(x, b) a une inﬁnite´ de solutions dans M .
Pour une formule ϕ(x) dans une the´orie simple, on de´ﬁnit SU(ϕ(x)) comme
le supremum des SU(p), ou` p est un type complet contenant ϕ(x). Une the´orie
simple T est donc de rang SU e´gal a` 1 si SU(p) = 1 pour tout 1-type p non-
alge´brique. Voici quelques exemples de the´ories simples de rang SU e´gal a` 1 :
– T fortement minimale, ou plus ge´ne´ralement T stable et faiblement mini-
male (voir [Pi96] pour la de´ﬁnition) ;
– la the´orie d’un corps pseudo-ﬁni (c’est a` dire d’un mode`le inﬁni de la
the´orie des corps ﬁnis) [Hr02] ;
– la the´orie du graphe ale´atoire, plus ge´ne´ralement, si T est simple de rang
SU e´gal a` 1 et TP la the´orie qu’on obtient en ajoutant un pre´dicat ale´atoire
a` (une sorte de) T , alors toute comple´tion de TP sera simple de rang SU
e´gal a` 1 [CP98].
Hrushovski a montre´ que toute the´orie simple de rang SU e´gal a` 1 e´limine
le quanteur ∃∞ [Hr98, Lemma 4.2].
Soit T une the´orie simple de rang SU e´gal a` 1. Pour une formule a` une
variable libre ϕ(x) on a SU(ϕ(x)) = 1 si et seulement si ∃∞xϕ(x). Par induction,
utilisant les ine´galite´s de Lascar, on en de´duit que pour tout n ∈ N on a
SU(ϕ(x0, . . . , xn−1)) = n ⇐⇒ |= ∃
∞x0 . . .∃
∞xn−1ϕ(x),
et plus ge´ne´ralement pour r ∈ N quelconque SU(ϕ(x0, . . . , xn−1) ≥ r si et seule-
ment s’il existe un sous-ensemble I ⊆ n de cardinalite´ r tel que la projection de
ϕ(x) sur les coordonne´es xI (donne´e par ∃xn\Iϕ(x)) soit de rang r. La premie`re
partie du fait suivant est une conse´quence de la discussion pre´ce´dente. Quant a`
la seconde partie, elle de´coule e´galement de l’e´limination de ∃∞ dans T .
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Fait 1.1.7. Soit T une the´orie simple de rang SU e´gal a` 1.
1. Le rang SU est de´finissable dans T , c’est a` dire pour toute formule ϕ(x, z)
et tout entier r il existe θ(z) telle que SU(ϕ(x, b)) = r si et seulement si
|= θ(b).
2. T a la wnfcp.
Par la caracte´rsisation de SU(ϕ(x)) ≥ r donne´e ci-dessus, nous obtenons :
Remarque 1.1.8. Soient T ′ ⊆ T une expansion de the´ories simples de rang SU
e´gal a` 1 (dans des langages L′ ⊆ L) et ϕ′(x) une L′-formule. Alors, SUL′(ϕ
′) =
SUL(ϕ
′).
Dans l’ensemble de la the`se les the´ories simples conside´re´es seront toutes
supersimples ou stables. Pour ne pas avoir a` introduire les hyperimaginaires,
nous e´nonc¸ons donc les de´ﬁnitions suivantes (la Section 1.2 incluse) seulement
dans le cas des the´ories supersimples ou stables.
De´finition 1.1.9. Soit π(x) un type partiel au-dessus de A, dans une the´orie su-
persimple ou stable T . On dit que π estmonobase´ si pour tout uplet a1, . . . , an de
re´alisations de π et pour tout B ⊇ A on a a1, . . . , an |⌣acleq(Aa1,...,an)∩acleq(B)
B.
Donnons encore une de´ﬁnition (par famille invariante de types partiels, on
entend une famille de types partiels close par automorphismes).
De´finition 1.1.10. Soit Σ une famille invariante dans une the´orie T super-
simple ou stable, et soit π(x) un type partiel au-dessus de A. Alors :
– π est Σ-interne (presque Σ-interne, respectivement), si pour tout a |= π
il existe a |⌣AB et b1, . . . , bn re´alisant des types dans Σ base´s sur B tels
que a ∈ dcl(Bb1, . . . , bn) (ou a ∈ acl(Bb1, . . . , bn), respectivement).
– π est Σ-analysable ou analysable par Σ, si pour tout a |= π il existe une
suite (ai)i<α telle que a ∈ acl(A, ai : i < α) et tp(ai/Aaj : j < i) est
presque Σ-interne pour tout i < α.
On remarque que ce serait e´quivalent d’exiger, dans la de´ﬁnition de la Σ-
analysabilite´, que ai ∈ dcl(Aa) pour tout i et que tp(ai/Aaj : j < i) soit
Σ-interne pour tout i < α (voir [Wa00]). Le fait suivant montre que les types
monobase´s ont de bonnes proprie´te´s de transfert :
Fait 1.1.11 ([Wa04]). Soit π un type partiel qui est analysable par des types
monobase´s. Alors π est monobase´.
1.2 Proprie´te´ de n-amalgamation
La proprie´te´ de n-amalgamation a ses origines dans les travaux de Shelah,
et elle a e´te´ conside´re´e dans un contexte instable par Hrushovski, en montrant
que les corps pseudoﬁnis ont cette proprie´te´ pour tout n.
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Grosso modo, on a une famille de types, indexe´e par les sous-ensembles
propres de n := {0, 1, . . . n− 1}, satisfaisant des conditions e´videntes de compa-
tibilite´s et certaines conditions additionnelles, et on veut montrer que la re´union
de ces types est consistante. Le lien entre la proprie´te´ de n-amalgamation et la
n-simplicite´ a e´te´ e´tudie´ par Kolesnikov [Ko03].
De´finition 1.2.1. Soit T une the´orie supersimple ou stable,M |= T un mode`le
et soit Y un ensemble ﬁni. Une famille S := (Cw)w∈P(Y ) de sous-ensembles de
Meq satisfaisant, pour tout w ⊆ Y
(i) Cw ⊆ Cw′ pour tout w ⊆ w
′ ⊆ Y et
(ii) Cw |⌣S
w′(w Cw′
⋃
w˜+w Cw˜.
est appele´e un Y -syste`me inde´pendant .
On dit que c’est un Y -syste`me inde´pendant de mode`les si en outre Cw =
Mw 4M pour tout w ⊆ Y .
Dans [Sh90], Shelah appelle les syste`mes inde´pendants des syste`mes stables.
Or, comme cette notion nous inte´resse surtout dans des the´ories simples non-
stables, ce terme preˆterait a` confusion.
Fait 1.2.2 ([Sh90, XII.2.5]). Soit T une the´orie stable, et (Mw)w∈P(Y ) un Y -
syste`me inde´pendant de mode`les. Supposons que w * w˜i, pour i = 1, . . . , r, et
posons w′i := w˜i ∩ w.
Si, pour une formule ϕ(zw, zw˜1 , . . . , zw˜r ) et des uplets aw ∈Mw, aw˜i ∈Mw˜i
pour i = 1, . . . r, on a |= ϕ(aw, aw˜1 , . . . , aw˜r ), alors il existe a
′
w′i
∈ Mw′i (avec
a′w′i
= aw˜i si aw˜i ∈Mw′i) tels que |= ϕ(aw, a
′
w′1
, . . . , a′w′r ).
Une fois pour toute, on choisit un ordre total ≺ sur P(Y ) tel que w ( w′
implique w ≺ w′. Puis, si S = (Cw)w∈P(Y ) est un Y -syste`me inde´pendant,
on introduit les notations suivantes : on pose ASw :=
⋃
w′(w Cw′ et B
S
w :=⋃
w′≺w Cw′ .
Fait 1.2.3 ([Sh90, XII.2.3]). Supposons que S := (Cw)w∈P(Y ) satisfait (i) et,
pour tout w ⊆ Y , la proprie´te´ suivante :
(ii’) Cw |⌣ASw
BSw.
Alors, S est un Y -syste`me inde´pendant.
Lemme 1.2.4. Soit T une L-the´orie stable, T ′ le re´duit de T par rapport a`
L′ ⊆ L. Puis, soit S := (Mw)w⊆Y un Y -syste`me inde´pendant de mode`les de
T . Alors S′ := (M ′w)w⊆Y est un Y -syste`me inde´pendant de mode`les de T
′, ou`
M ′w :=Mw ↾L′ .
Preuve. Il suﬃt de montrer queMw |⌣
′
ASw
BSw pour tout w, la proprie´te´ (i) e´tant
trivialement satisfaite. Prenons m ∈ Mw et posons p
′ := tpL′(m/A
S
w). Pour
toute L′(∅)-formule ϕ′(x, y) il existe une L′(ASw)-formule χ
′(y) telle que pour
tout c on ait |= χ′(c) ssi ϕ′(x, c) est contenue dans une extension non-de´viante
de p′ a` ASwc. En particulier on a |= χ
′(a) pour tout a ∈ ASw avec ϕ
′(x, a) ∈ p′.
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On raisonne par l’absurde. On trouve donc b ∈ BSw avec |= ¬χ
′(b)∧ϕ′(m, b).
Donc, par le Fait 1.2.2, il existe a ∈ ASw avec |= ¬χ
′(a)∧ϕ′(m, a). Contradiction.
Dans la majorite´ des cas dans la suite, l’ensemble Y sera n := {0, . . . , n−1}.
Nous notons P−(n) := P(n) \ {n}. Pour i = 0, . . . , n − 1, ıˆ de´note l’ensemble
n \ {i} (un e´le´ment de P−(n)). De manie`re similaire, ı̂ := n \ {i, j}. Pour tout
w ∈ P−(n), on se donne un ensemble (inﬁni) de variables xw tel que xw ∩xw′ =
xw∩w′ pour tout w,w
′. Si pw(xw) est un type complet et Cw |= pw, pour w
′ ⊆ w,
Cw′ est le sous-ensemble de Cw qui correspond a` l’inclusion xw′ ⊆ xw.
De´finition 1.2.5. Soit T supersimple ou stable, et n un entier naturel.
(1) Un proble`me de n-amalgamation est la donne´e de types complets pw(xw)
pour w ∈ P−(n) tels que pour tout i ∈ n et tout Cıˆ |= pıˆ on ait :
(Cw)w⊆ıˆ est un ıˆ-syste`me inde´pendant.
(2) Une solution a` un tel proble`me est la donne´e d’un uplet de variables xn
(contenant
⋃n−1
i=0 xıˆ) et un type complet pn(xn) tel que pn(xn) ⊢ pıˆ(xıˆ)
pour tout i et si C˜n |= pn, alors (C˜w)w∈P(n) est un n-syste`me inde´pendant.
(3) Un proble`me de n-amalgamation pw(xw)w∈P−(n) est borne´ si pour tout
i ∈ n et Cıˆ re´alisant pıˆ, on a
(a) Cıˆ ⊆ acl
eq(
⋃
j∈ıˆ C{j}),
(b) acleq(Cw) = dcl
eq(Cw) pour tout w.
On dit que la the´orie T a la proprie´te´ de n-amalgamation, si tout proble`me
de n-amalgamation borne´ (dans T ) a une solution.
(4) On dit que le proble`me de n-amalgamation pw(xw)w∈P−(n) est un proble`me
de n-amalgamation de mode`les si pour tout i ∈ n et tout Cıˆ re´alisant pıˆ,
(Cw)w⊆ıˆ est un ıˆ-syste`me inde´pendant de mode`les.
On dit que T a la proprie´te´ de n-amalgamation de mode`les si tout proble`me
de n-amalgamation de mode`les dans T admet une solution.
A priori, tous les types peuvent eˆtre conside´re´s comme des types sur C∅ |= p∅.
Remarque 1.2.6. En ge´ne´ral, on s’inte´resse au cas ou` la base (donne´e par une
solution de p∅) est un mode`le de T et dans ce cas nous parlerons de proprie´te´
de n-amalgamation au-dessus d’un mode`le.
Toute the´orie supersimple a la proprie´te´ de 3-amalgamation. La the´orie d’un
corps pseudo-fini a la proprie´te´ de n-amalgamation pour tout n [Hr02], de meˆme
la the´orie d’un corps alge´briquement clos avec un autormorphisme ge´ne´rique
[CH99]. Il existe cependant des exemples de the´ories supersimples ne satisfaisant
pas la proprie´te´ de 4-amalgamation au-dessus d’un mode`le, et plus ge´ne´ralement,
des the´ories supersimples satisfaisant la n-amalgamation au-dessus d’un mode`le,
mais pas la (n+ 1)-amalgamation (voir [Ko03]).
Le fait suivant est bien connu :
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Fait 1.2.7. Soit T stable, et (pw(xw))w∈P−(n) un proble`me de n-amalgamation
de mode`les de T . Alors
(1) Il existe une solution pn(xn) a` ce proble`me.
(2) Cette solution est unique dans le sens suivant : si p′
n
(x′
n
) est une deuxie`me
solution, alors pn ↾S xıˆ = p
′
n
↾S xıˆ (voir 1.2.5(2)).
Preuve. On montre (1) et (2) simultane´ment par une induction sur n. Si n ≤ 1,
c’est trivial. Si n = 2, (1) est vrai par l’existence d’une extension non-de´viante.
Cette dernie`re est unique, car un type au-dessus d’un mode`le est stationnaire,
d’ou` (2) dans le cas n = 2. Soit donc n ≥ 3. Pour montrer (1), c’est a` dire
l’existence d’une solution, on choisit Mw |= pw pour tout w ∈ P
−(n). Soit ≺
un ordre total sur P−(n) qui renforce (, et soit M∅ 4 Mn un mode`le tre`s
sature´ de T . Par induction sur ≺, on construit des plongements e´le´mentaires
ιw :Mw →֒Mn tels que
(I)w ιw(x
Mw
w′ ) = ιw′(x
Mw′
w′ ) pour tout w
′ ( w et
(II)w ιw(Mw) |⌣S
w′(w ιw′ (Mw′ )
⋃
w˜≺w ιw˜(Mw˜).
Supposons que de tels plongements ιw˜ soient construits pour tout w˜ ≺ w,
satisfaisant (I)w˜ et (II)w˜. En particulier, c’est le cas pour tout w
′ ( w. Si
k < n est la cardinalite´ de w, les mode`les Mw et Mn sont deux solutions du
meˆme proble`me de k-amalgamation de mode`les. Par induction, on a l’unicite´
(2) pour de telles solutions. Cela montre que l’application naturelle
σw : (
⋃
w′(w
xw′)
Mw →Mn
qui envoie (
⋃
w′(w xw′)
Mw sur
⋃
w′(w ιw′(Mw′), est e´le´mentaire. On e´tend σw
en un plongement e´le´mentaire ιw : Mw →֒ Mn de telle manie`re que (II)w soit
satisfait. Pour cela, il suﬃt de re´aliser dans Mn une extension non-de´viante a`⋃
w˜≺w ιw˜(Mw˜) de la σw-copie de tp(Mw/(
⋃
w′(w xw′)
Mw). C’est possible carMn
est suﬃsamment sature´. Par construction de σw, on a (I)w aussi.
Cette construction fournit une solution du proble`me de n-amalgamation de
mode`les. L’unicite´ d’une telle solution se montre par induction sur ≺, puisque
tp(ιw(x
Mw
w )/
⋃
w′(w ιw′(Mw′)) n’a qu’une seule extension non-de´viante a` l’en-
semble
⋃
w˜≺w ιw˜(Mw˜), par le Fait 1.2.2.
1.3 Pre´ge´ome´tries et ensembles fortement mini-
maux
Dans cette section, nous rappelons la notion d’une pre´ge´ome´trie combinatoire
(en combinatoire, on dit e´galement matro¨ıde) et nous discutons les ensembles
fortement minimaux, l’endroit principal ou` des exemples de telles pre´ge´ome´tries
apparaissent en the´orie des mode`les. Nous suivons essentiellement l’exposition
de [Pi96].
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De´finition 1.3.1. Une pre´ge´ome´trie (combinatoire) est la donne´e d’un en-
semble X et d’un ope´rateur de cloˆture cl(·) : P(X) → P(X) satisfaisant, pour
tout A ⊆ X et pour tout a, b ∈ X (ou` a et b sont des singletons) :
(i) (monotonie) A ⊆ cl(A).
(ii) (transitivite´) cl(cl(A)) = cl(A).
(iii) (proprie´te´ d’e´change de Steinitz ) Si a ∈ cl(A ∪ {b}) \ cl(A), alors b ∈
cl(A ∪ {a}).
(iv) (caracte`re fini) Si a ∈ cl(A), il existe un sous-ensemble A0 ⊆ A ﬁni tel
que a ∈ cl(A0).
Les ensembles de la forme A = cl(A) sont appele´s clos.
Soit (X, cl) une pre´ge´ome´trie. Alors :
– (X, cl) est une ge´ome´trie, si de plus cl(∅) = ∅ et cl({a}) = {a} pour tout
singleton a ∈ X.
– (X, cl) est homoge`ne si pour tout sous-ensemble clos A de X et tout a, b ∈
X \A il existe un A-automorphisme de (X, cl) (c.a`.d. une permutation de
X qui pre´serve cl et qui ﬁxe chaque e´le´ment de A) qui envoie a sur b.
Si (X, cl) est une pre´ge´ome´trie, on peut de´ﬁnir de manie`re canonique une
ge´ome´trie (X ′, cl′), appele´e ge´ome´trie associe´e a` (X, cl), via X ′ := {cl(a) | a ∈
X \ cl(∅)} et cl′(A′) := {cl(b) ∈ X ′ | b ∈ cl(
⋃
a′∈A′ a
′)}.
Puis, pour A ⊆ X, on peut localiser (X, cl) a` A pour obtenir la pre´ge´ome´trie
(X, clA) ou` clA(B) := cl(A ∪B) pour tout B ⊆ X.
Remarque 1.3.2. Soit (X, cl) une pre´ge´ome´trie. On dit que l’ensemble B ⊆ X
est inde´pendant au-dessus de A si b 6∈ clA(B \ {b}) pour tout b ∈ B. On dit que
B est une base pour C ⊇ B au-dessus de A si B est inde´pendant au-dessus de
A et C ⊆ clA(B).
Par la proprie´te´ d’e´change de Steinitz, de telles bases existent (tout sous-
ensemble de C qui est inde´pendant au-dessus de A et maximal avec cette pro-
prie´te´ est une base de C au-dessus de A), et deux bases ont la meˆme cardina-
lite´. Cette cardinalite´ est appele´e la dimension de C au-dessus de A et note´e
dim(C/A).
Enfin, on dit que C est inde´pendant de D au-dessus de A, si dim(C0/A) =
dim(C0/A ∪D) pour tout sous-ensemble fini C0 de C.
De´finition 1.3.3. Soit (X, cl) une pre´ge´ome´trie.
– (X, cl) est triviale, si cl(A) =
⋃
a∈A cl({a}) pour tout A ⊆ X.
– (X, cl) estmodulaire, si pour tous ensembles clos A,B ⊆ X, A est inde´pen-
dant de B au-dessus de A∩B. De manie`re e´quivalente, pour tous ensembles
clos A,B de dimension ﬁnie, dim(AB) = dim(A) + dim(B)− dim(A∩B).
– (X, cl) est localement modulaire s’il existe a ∈ X tel que (X, cl{a}) soit
modulaire.
– (X, cl) est projective (localement projective , respectivement) si (X, cl) est
non-triviale et modulaire (localement modulaire, respectivement).
– (X, cl) est localement finie si cl(A) est ﬁni pour tout A ⊆ω X.
Notons qu’une pre´ge´ome´trie triviale est modulaire.
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Fait 1.3.4. Soit (X, cl) une pre´ge´ome´trie modulaire. Alors, le treillis des sous-
ensembles clos de X est modulaire. Cela signifie : Si C et A ⊆ B sont des
ensembles clos, alors cl(A(B ∩ C)) = B ∩ cl(AC).
Fait 1.3.5. Soit (X, cl) une ge´ome´trie projective de dimension au moins 4, telle
que tous les ensembles clos de dimension 2 contiennent au moins 3 e´le´ments.
Alors (X, cl) est la ge´ome´trie projective sur un corps gauche F .
Les pre´ge´ome´tries (en ge´ne´ral ﬁnies et non-homoge`nes) jouent un roˆle impor-
tant dans la the´orie des graphes. Or, ce sont d’autres exemples de pre´ge´ome´tries
qui nous inte´ressent, celles issues d’ensembles fortement minimaux. Donnons
d’abord quelques exemples :
Exemples 1.3.6. (1a) Soit X un ensemble et cl(·) de´ﬁni par cl(A) := A pour
tout A ⊆ X. Alors, (X, cl) est une ge´ome´trie triviale.
(1b) Soit G un groupe qui agit sur un ensemble X. Pour A ⊆ X, soit cl(A) :=
G ·A la re´union de toutes les orbites d’e´le´ments de A. Alors, (X, cl) est une
pre´ge´ome´trie triviale (en ge´ne´ral non-homoge`ne), et la ge´ome´trie associe´e
est donne´e par l’espace des orbites.
(2) Soit F un corps gauche et V un espace vectoriel sur F . Pour A ⊆ V , on
pose cl(A) := 〈A〉F , le F -sous-espace vectoriel de V engendre´ par A. La
pre´ge´ome´trie (V, cl) est homoge`ne et projective. L’inde´pendance au sens
de la pre´ge´ome´trie est alors e´gale a` l’inde´pendance line´aire. La ge´ome´trie
associe´e s’obtient en prenant la projectivisation de V , et elle correspond
pre´cise´ment a` la ge´ome´trie projective sur F .
(3) Soit F un corps gauche et soit A un espace aﬃne sur F , et prenons pour
cl(B) le plus petit F -sous-espace aﬃne de A contenant B. Alors, (A, cl) est
une pre´ge´ome´trie localement modulaire non-modulaire (la non-modularite´
vient des sous-espaces paralle`les). De plus, (A, cl) est homoge`ne, et c’est
une ge´ome´trie (la ge´ome´trie aﬃne sur F ).
(4) SoitK un corps commutatif. Pour A ⊆ K, soit acl(A) la cloˆture alge´brique
(relative) du corps engendre´ par A dans K. Alors, (K, acl) est une pre´ge´o-
me´trie. Si K est alge´briquement clos, cette pre´ge´ome´trie est homoge`ne. Si
de plus le degre´ de transcendance de K est au moins 3, alors (K, acl) n’est
pas localement modulaire.
Notation. Si π est un type partiel, on de´note par RM(π) le rang de Morley de
π, par DM(π) le degre´ de Morley de π et par RDM(π) la paire (RM(π),DM(π)).
Si p est un type complet dans une the´orie stable, U(p) de´note le rang de Lascar
de p.
De´finition 1.3.7. Soit T une the´orie comple`te. On dit que T est fortement
minimale si pour tout M |= T et pour tout sous-ensemble de´ﬁnissable (avec
parame`tres) X ⊆M on a : ou bien X est ﬁni ou bienM \X est ﬁni. De manie`re
e´quivalente, RDM(x = x) = (1, 1).
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Si T est fortement minimale, tous les rangs raisonnables co¨ıncident dans T .
En particulier, on a RM(a/A) = U(a/A). Dans tout mode`le M |= T , l’ope´-
rateur de cloˆture alge´brique acl(·) de´ﬁnit une pre´ge´ome´trie homoge`ne, et on a
dim(a/A) = RM(a/A) pour la dimension associe´e a` cette pre´ge´ome´trie. Si C |= T
est un mode`le monstre (en fait, ω-sature´ suﬃrait ici), on appelle T triviale /
modulaire etc. si et seulement si la pre´ge´ome´trie induite par acl sur C est triviale
/ modulaire etc.
Voici quelques exemples :
Exemples 1.3.8. Les the´ories suivantes sont comple`tes et fortement minimales.
Elles e´liminent les quanteurs dans les langages donne´s :
(1a) La the´orie d’un ensemble inﬁni sans structure (triviale).
(1b) Soit G un groupe et X un ensemble inﬁni sur lequel G agit librement. Soit
T la the´orie de X conside´re´ dans le langage L = {g | g ∈ G} ou` g est un
symbole de fonction unaire de´signant la multiplication par g. La the´orie
T est triviale, et localement ﬁnie ssi G est ﬁni.
(2) Soit EVF la the´orie d’un espace vectoriel inﬁni sur un corps gauche F , dans
le langage L = {0,+, λ |λ ∈ F}, ou` λ de´signe la multiplication scalaire
par λ. EVF est projective (localement ﬁnie ssi F est un corps ﬁni).
(3) Soit F un corps gauche et A un espace aﬃne inﬁni sur F . On conside`re A
dans le langage L = {f(x, y, z), gλ(x, y) |λ ∈ F}, ou` f(x, y, z) = x+ y − z
et gλ(x, y) = λx+(1−λ)y, pour obtenir la the´orie EAF . Cette the´orie est
localement projective non-modulaire (localement ﬁnie ssi F est un corps
ﬁni).
(4) Soit T = ACFp la the´orie des corps alge´briquement clos de caracte´ristique
p ﬁxe´e (p = 0 ou premier), conside´re´e dans le langage des corps L =
{0, 1,+, ·}. Cette the´orie n’est pas localement modulaire.
On peut interpre´ter une the´orie fortement minimale dans une autre, par
exemple la the´orie EVF d’un espace vectoriel inﬁni sur F dans EAF , en quo-
tientant l’ensemble des paires d’e´le´ments par la relation d’e´quivalence (x, y) ∼
(x′, y′) :⇔ f(x, y′, x′) = y et en de´ﬁnissant les ope´rations + et λ de manie`re
e´vidente. Dans cet exemple, toute la structure induite par EAF sur A
2/∼ est
de´ﬁnissable dans le langage de l’espace vectoriel.
La pre´sence de pre´ge´ome´tries en the´orie des mode`les n’est pas restreinte aux
the´ories fortement minimales. D’abord, en utilisant les ine´galite´s de Lascar, on
obtient le fait suivant :
Fait 1.3.9. Soit T une the´orie simple et comple`te de rang SU e´gal a` 1. Alors,
aclT (−) induit une pre´ge´ome´trie sur tout mode`le de T . Si d de´note la dimension
associe´e a` cette pre´ge´ome´trie, alors d(a/A) = SU(a/A).
Puis, on note que si D est un ensemble fortement minimal (c’est a` dire
RDM(D) = (1, 1)) dans une the´orie stable T , tout ce que nous disons par rapport
aux the´ories fortement minimales s’applique si l’on se restreint aux re´alisations
de D. Si D est B-de´ﬁnissable et C |= T , alors l’ensemble DC des re´alisations
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de D dans C devient une pre´ge´ome´trie, si on conside`re l’ope´rateur de cloˆture
A 7→ acl(AB) ∩ D pour A ⊆ DC.
Enﬁn, si p ∈ S(B) est un type (stationnaire et) minimal, c’est a` dire U(p) =
1, alors A 7→ acl(AB)∩pC induit une pre´ge´ome´trie sur l’ensemble des re´alisations
de p. Plus ge´ne´ralement, si p ∈ S(B) est un type stationnaire et re´gulier, alors la
relation de de´viation induit une pre´ge´ome´trie sur pC, c’est a` dire si pour a ∈ pC
et A ⊆ pC, on de´ﬁnit a ∈ cl(A) ssi a 6 |⌣B A (cf. [Pi96, Section 1.4]).
La premie`re information ge´ne´rale sur la ge´ome´trie d’une the´orie fortement
minimale provient du re´sultat suivant :
Fait 1.3.10 (Cherlin, Mills, Neumann, Zilber). Soit T fortement minimale et
ω-cate´gorique. Alors T est localement modulaire. Si la ge´ome´trie de T n’est pas
triviale, elle est ou bien la ge´ome´trie projective ou bien la ge´ome´trie affine sur
un corps fini.
Fait 1.3.11. Soit T une the´orie fortement minimale. Alors T est localement
modulaire si et seulement si T est monobase´e.
On sait par le Fait 1.3.5 que si la the´orie T est localement projective, alors
une localise´e de sa ge´ome´trie est la ge´ome´trie projective sur un corps gauche
F . En fait, Hrushovski a montre´ que ce corps gauche est mode`le-the´oriquement
pre´sent. Dans ce qui suit, nous discutons brie`vement ce re´sultat.
Soit T la the´orie d’un groupe fortement minimal (nous renvoyons a` [Pi96,
Section 4.5] pour la suite). Notons qu’un tel groupe est abe´lien par un re´sultat de
Reineke. Supposons que T est localement modulaire, et soit G |= T un mode`le
suﬃsamment sature´. Posons G0 := acl(∅) ⊆ G. C’est un sous-groupe de G.
On conside`re des paires (h,H), ou` H ≤ G est un sous-groupe ﬁni et acleq(∅)-
de´ﬁnissable de G et h : G→ G/H est un homomorphisme acleq(∅)-de´ﬁnissable.
Pour de tels (hi,Hi)i=1,2 on de´ﬁnit
(h1,H1) ∼ (h2,H2) :⇔ π1 ◦ h1 = π2 ◦ h2 : G→ G/(H1 +H2),
ou` πi : G/Hi → G/(H1 + H2) est la projection canonique. On montre que ∼
de´ﬁnit une relation d’e´quivalence sur l’ensemble des paires (h,H) conside´re´es.
On de´ﬁnit alors la somme de (h1,H1) et (h2,H2) comme l’homomorphisme
π1 ◦ h1 + π2 ◦ h2 : G → G/(H1 +H2), et le produit (h1,H1) · (h2,H2) comme
l’homomorphisme G
h2−→ G/H2
h¯1−→ G/(h1(H2)+H1). Les ope´rations de somme
et produit passent aux ∼-classes d’e´quivalence, et on obtient donc une structure
d’anneau sur l’ensemble des ∼-classes, l’anneau des quasi-endomorphismes de G,
note´ QE(G). Un e´le´ment f = (h,H)/ ∼ de QE(G) est un quasi-endomorphisme
de G, et on peut l’identiﬁer avec un endomorphisme f de G/G0.
L’anneau QE(G) re´git toute la pre´ge´ome´trie de G. En eﬀet :
Fait 1.3.12 ([Hr85]). Soit G un groupe fortement minimal localement modulaire
et QE(G) l’anneau des quasi-endomorphismes de G. Alors, QE(G) est un corps
gauche (le corps des quasi-endomorphismes de G), et on a la proprie´te´ suivante :
Pour a1, . . . , an, b ∈ G on a b ∈ acl(a) si et seulement s’il existe f1, . . . , fn ∈
QE(G) tels que (b+G0) = f1(a1 +G0) + . . .+ fn(an +G0).
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En particulier, G est modulaire.
De plus, ge´ne´ralisant les techniques de constructions de groupes dues a` Zil-
ber, Hrushovski a montre´ le re´sultat suivant.
Fait 1.3.13 ([Hr85]). Soit T une the´orie fortement minimale localement pro-
jective. Alors il existe un groupe fortement minimal G qui est interpre´table dans
T avec des parame`tres dans acleq(∅). Puis (soit g le type ge´ne´rique de T ) :
(1) Si T est projective, et si p est le type ge´ne´rique de G, alors p 6⊥aacleq(∅) g.
(2) Si T est localement projective non-modulaire, il existe un type fortement
minimal isole´ q dans T eq tel que G agit sur q de manie`re de´finissable et
re´gulie`re. De plus q ⊥aacleq(∅) g (et q 6⊥ g, bien suˆr).
Par ces deux faits, un ensemble fortement minimal projectif est donc “a` peu
pre`s” un espace vectoriel sur un corps gauche, tandis qu’un ensemble fortement
minimal localement projectif non-modulaire est “a` peu pre`s” un espace aﬃne
sur un corps gauche.
Remarque 1.3.14. Les re´sultats mentionne´s (1.3.12 et 1.3.13) ont des ana-
logues dans un contexte plus ge´ne´ral, pour p un type minimal localement projectif
ou meˆme un type re´gulier localement modulaire (non-trivial) quelconque [Hr85].
De´finition 1.3.15. Soient T ′ ⊆ T une expansion de the´ories comple`tes (dans
des langages L′ ⊆ L) et C |= T un mode`le monstre de T . On dit que l’expansion
T ′ ⊆ T est essentielle s’il existe un ensemble L-de´ﬁnissable (avec parame`tres)
dans C qui n’est pas L′-de´ﬁnissable (avec parame`tres). Si T ′ ⊆ T n’est pas
essentielle, on l’appelle inessentielle.
De´finition 1.3.16. Une the´orie fortement minimale T (ou plus ge´ne´ralement
une the´orie de rang de Morley ﬁni) a la DMP (definable multiplicity property),
si pour toute formule ϕ(x, z) (sans parame`tres) et tout b ∈ M |= T on a : Si
RDM(ϕ(x, b)) = (n, d), il existe θ(z) ∈ tp(b) telle que pour tout b
′
satisfaisant
θ on ait RDM(ϕ(x, b
′
)) = (n, d).
Notons que le rang de Morley est toujours de´ﬁnissable dans une the´orie
fortement minimale (meˆme dans toute the´orie ℵ1-cate´gorique). On observe que,
pour des raisons techniques, la DMP est importante dans les constructions par
la me´thode d’amalgamation de Hrushovski.
Voici le re´sultat de “fusion” de Hrushovski mentionne´ dans l’introduction :
The´ore`me 1.3.17 ([Hr92]). Soient T1, T2 des the´ories fortement minimales
comple`tes dans des langages de´nombrables L1 et L2 respectivement. On suppose
que T1 et T2 ont la DMP, et que L1∩L2 = {=}. Alors il existe, pour L := L1∪L2,
une L-the´orie fortement minimale T telle que T ↾Li = Ti pour i = 1, 2, et telle
que T ait la DMP.
De plus, T est telle que les ensembles L1-de´finissables et L2-de´finissables
“interagissent le moins possible”. En particulier, si T2 n’est pas de´finissable dans
le langage de l’e´galite´, alors T est une expansion essentielle de T1.
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Il est bien connu que ACFp a la DMP (par exemple par l’existence de bornes
dans la the´orie des ide´aux polynomiaux au-dessus des corps). Le the´ore`me s’ap-
plique donc a` ACFp.
Nous terminons la section avec deux faits e´le´mentaires que nous utiliserons
souvent.
Fait 1.3.18. Soient T une L-the´orie fortement minimale, L′ ⊆ L et T ′ := T ↾L′
le L′-re´duit de T (donc T ′ est fortement minimale aussi). Soit ϕ′(x) une L′-
formule. Alors RML′(ϕ
′(x)) = RML(ϕ
′(x)).
Preuve. C’est une conse´quence de 1.1.8, compte tenu de l’e´galite´ RM = SU dans
une the´orie fortement minimale.
Une expansion T ⊇ T ′ de the´ories fortement minimales comme dans 1.3.18
sera appele´e une expansion fortement minimale .
Fait 1.3.19. Soient T fortement minimale et A = acl(A) ⊆ M |= T avec A
infini. Alors A 4M . En particulier, tout type au-dessus d’un ensemble alge´bri-
quement clos infini est stationnaire.
Si acl(∅) est infini, alors T e´limine faiblement les imaginaires : pour tout
α ∈Meq il existe un uplet re´el a ∈M tel que α ∈ dcleq(a) et a ∈ acleq(α).
1.4 Amalgames de Fra¨ısse´-Hrushovski
Dans cette section, nous rappelons d’abord la me´thode d’amalgamation selon
Fra¨ısse´. Puis, nous expliquons la variation de cette technique introduite par
Hrushovski. Nous pre´sentons les contextes les plus e´le´mentaires, et les re´sultats
ne seront pas explicitement utilise´s apre`s (nous serons oblige´s de montrer des
versions plus ge´ne´rales de ces re´sultats). Par contre, le mate´riel pre´sente´ pourra
servir pour donner une intuition.
Dans [Fr54], Fra¨ısse´ a introduit une me´thode de construction de structures
homoge`nes a` partir d’une classe de structures ﬁnies (ou ﬁniment engendre´es) si
cette classe a certaines proprie´te´s. Pour commencer, nous conside´rons le cas le
plus facile. Soit L un langage ﬁni sans symboles de fonctions, et soit C une classe
de L-structures ﬁnies, close par L-isomorphismes. On suppose :
(HP) C est une classe he´re´ditaire, c’est a` dire pour tout A ∈ C et toute
sous-structure B ⊆ A on a B ∈ C.
(JEP) C a la proprie´te´ du plongement commun : pour tout A,B ∈ C il existe
C ∈ C et des plongements ι : A →֒ C, ι′ : B →֒ C.
(AP) C a la proprie´te´ d’amalgamation : Soient B,A1, A2 ∈ C et ιi : B →֒ Ai
des plongements (pour i = 1, 2). Alors il existe C ∈ C et des plongements
ι′i : Ai →֒ C (i = 1, 2) tels que ι
′
1 ◦ ι1 = ι
′
2 ◦ ι2.
On observe que par nos hypothe`ses sur le langage L, une telle classe C ne
contient qu’un nombre de´nombrable de L-structures a` isomorphisme pre`s, et la
classe C˜ des L-structures M telles que toute sous-structure ﬁnie M0 ⊆ M soit
dans C est une classe e´le´mentaire. Pour une L-structure M , on de´ﬁnit age(M)
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comme l’ensemble de toutes les sous-structures ﬁnies de M , appele´ l’aˆge de M .
Alors M ∈ C˜ est e´quivalent a` age(M) ⊆ C. Notons que l’aˆge d’une structure
a toujours (HP) et (JEP), tandis que pour qu’il ait (AP) , il faut que M soit
suﬃsamment homoge`ne.
De´finition 1.4.1. Soit C comme ci-dessus. Une structure M ∈ C˜ est riche, si
pour tout B ⊆ A ∈ C et tout plongement ι : B →֒ M il existe un plongement
ι˜ : A →֒M e´tendant ι.
Voila` un premier re´sultat de [Fr54] :
Fait 1.4.2. Soit C une classe de L-structures finiment engendre´es, C de´nom-
brable avec (HP), (JEP) et (AP). Alors :
(1) Il existe une structure M ∈ C˜ qui est riche et de´nombrable.
(2) Si M,M ′ ∈ C˜ sont riches et de´nombrables, alors M ∼= M ′. Plus ge´ne´rale-
ment, deux structures riches sont L∞,ω-e´quivalentes, c’est a` dire elles se
correspondent par un va-et-vient infini.
L’unique structure riche et de´nombrable de C˜ est appele´e la limite de Fra¨ısse´
de C.
Exemples 1.4.3. – Soit C la classe des ordres totaux ﬁnis, dans L = {<}.
Alors, C a (HP), (JEP) et (AP), et (Q, <) est la limite de Fra¨ısse´ de C.
– Soit C la classe des graphes non-oriente´s irre´ﬂexifs, dans L = {R}. Alors, C
a (HP), (JEP) et (AP), et le graphe ale´atoire (de´nombrable) est la limite
de Fra¨ısse´ de C.
Dans ces exemples, on voit que la the´orie de la limite de Fra¨ısse´ est ω-
cate´gorique. Cela est toujours le cas si L est ﬁni et relationnel, puisque la richesse
s’exprime alors par des axiomes.
Si le langage L n’est pas ﬁni ou contient des symboles de fonctions, alors
une classe C de L-structures ﬁniment engendre´es peut eˆtre non-de´nombrable ;
de plus, C˜ n’est plus syste´matiquement une classe e´le´mentaire. Si C est de´nom-
brable, avec (HP), (JEP) et (AP), alors le Fait 1.4.2 reste vrai. Par contre, la
the´orie de la limite de Fra¨ısse´ n’est pas ω-cate´gorique en ge´ne´ral, par exemple
si C est la classe des groupes abe´liens ﬁnis.
Remarque 1.4.4. Si C est de´nombrable avec (HP) et (AP), e´ventuellement
sans (JEP), alors C est la re´union disjointe de ses composantes connexes :
A,B ∈ C sont dans la meˆme composante connexe s’il existe C ∈ C dans laquelle
se plongent A et B. Par (AP), cela de´finit une partition de C.
On peut toujours de´finir les structures riches dans C˜ comme dans 1.4.1. Si
C n’a pas la (JEP), une structure riche n’est alors plus universelle pour C, et
deux structures riches M,M ′ sont L∞,ω-e´quivalentes ssi age(M) = age(M
′) ssi
age(M) ∩ age(M ′) 6= ∅.
Une classe C0 a donc la (JEP) si et seulement si elle n’a qu’une seule compo-
sante connexe. Pour cette raison, nous disons parfois qu’une classe est connexe
si elle a la (JEP).
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En ge´ne´ral, la limite de Fra¨ısse´ d’une classe C n’est pas stable (voir 1.4.3).
Aﬁn de construire des structures stables, voire fortement minimales meˆme, Hru-
shovski a introduit une variation de la me´thode d’amalgamation de Fra¨ısse´, va-
riation qui garantit qu’il n’y a pas trop de “relations entre les relations”. Nous
pre´sentons d’abord un cadre axiomatique duˆ a` Wagner qui re´ﬂe`te quelques as-
pects de cette variation, dans le cas ou` L est relationnel.
Soit L de´nombrable et relationnel, et soit C0 une classe de L-structures ﬁ-
nies, close par isomorphisme avec la (HP), C0 ne comportant qu’un nombre de´-
nombrable de classes d’isomorphisme. Supposons que sur l’ensemble des paires
A ⊆ B de structures de C0, on ait une relation A ≤ B (A est autosuffisant ou
fort dans B), telle que ≤ soit invariante par isomorphisme, et soit re´ﬂexive et
transitive. On suppose que les axiomes suivants sont satisfaits :
(C1) Si A ⊆ B′ ⊆ B ∈ C0 et A ≤ B, alors A ≤ B
′.
(C2) Dans C0, il n’y a pas de chaˆıne inﬁnie (Ai)i∈N avec Ai ⊆ Ai+1 et
Ai 6≤ Ai+1 pour tout i.
(C3) ∅ ≤ A pour tout A ∈ C0.
(C4) Soit B ∈ C0 et A,B
′ ⊆ B, avec A ≤ B. Alors A ∩B′ ≤ B′.
(C5) (C0,≤) a (AP), c’est a` dire pour tout A ≤ Bi ∈ C0 (i = 1, 2) il existe
D ∈ C0 et des plongements ιi : Bi →֒ D tels que ι(Bi) ≤ D (i = 1, 2) et
ι1 ↾A = ι2 ↾A.
Soit C˜0 la classe des L-structures M avec age(M) ⊆ C0. Pour A ⊆ω M ∈ C˜0
on pose A ≤M si A ≤ B pour tout A ⊆ B ⊆ω M .
Fait 1.4.5. Supposons que (C0,≤) satisfait (C1–5), et soient M ∈ C˜0 et A ⊆ω
M . Alors il existe un unique sous-ensemble fini A′ de M tel que A ⊆ A′ et
A′ ≤M . On appelle A′ = clM0 (A) la cloˆture de A dans M .
On dit qu’une structure M ∈ C˜0 est riche pour (C0,≤) si pour tout A ≤ M
et A ≤ B ∈ C0 il existe un A-plongement ι : B →֒ M avec ι(B) ≤ M . Notons
qu’une classe (C0,≤) qui satisfait (C1–5) a e´galement la (JEP) : il suﬃt de
combiner (C3) et (C5).
En variant l’argument de Fra¨ısse´, on obtient le re´sultat suivant :
Fait 1.4.6. Suppsons que (C0,≤) satisfait (C1–5). Alors :
(1) Il existe une L-structure M ∈ C˜0 qui est de´nombrable et riche pour (C0,≤).
(2) Si A ≤ M , A′ ≤ M ′ avec M,M ′ riches pour (C0,≤) et f : A ∼= A
′ ∈ C0,
alors f fait partie d’un syste`me de va-et-vient infini entre M et M ′. En
particulier, deux structures riches M et M ′ sont L∞,ω-e´quivalentes, et si
de plus M et M ′ sont de´nombrables, alors M ∼=M ′.
Comme avant, on appelle l’unique structure de´nombrable Mω ∈ C˜0 qui est
riche pour (C0,≤) la limite de Fra¨ısse´ de (C0,≤). Soit Tω := ThL(Mω), la the´orie
des structures riches dans C˜0. Les structures riches ne capturent pas toujours
toutes les informations mode`le-the´oriques de Tω, mais sous les conditions du fait
suivant, c’est bien le cas.
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Fait 1.4.7. Supposons que (C0,≤) satisfait (C1–5), et soit Tω la the´orie des
structures riches pour (C0,≤). On suppose que C˜0 est une classe e´le´mentaire, et
que pour A ⊆ω M 4 N |= Tω, A ≤M implique A ≤ N . Alors :
(1) Sont e´quivalents :
(i) Il existe une structure riche dans C˜0 qui est ω-sature´e.
(ii) Il existe un mode`le ω-sature´ de Tω qui est riche.
(iii) Les structures riches dans C˜0 sont pre´cise´ment les mode`les ω-sature´s
de Tω.
(2) Supposons que les conditions e´quivalentes (i–iii) sont satisfaites, et soient
ai ∈ Mi |= Tω des uplets finis, pour i = 1, 2. Alors, tpTω (a1) = tpTω (a2)
si et seulement s’il existe un L-isomorphisme ι˜ : clM10 (a1)
∼= clM20 (a2)
e´tendant l’application sous-jacente ι qui envoie a1 sur a2.
Preuve. La partie (1) suit des observations suivantes :
– Soient M,N ∈ C˜0 avec M riche. Alors, N est riche ssi M et N se corres-
pondent par un va-et-vient inﬁni.
– Soient M,N des mode`les d’une the´orie comple`te, avec M ω-sature´. Alors,
N est ω-sature´ ssi M et N se correspondent par un va-et-vient inﬁni.
Montrons (2). Si tpTω (a1) = tpTω (a2), on peut trouver des plongements e´le´-
mentaires ιi : Mi →֒ M
∗ tels que ι1(a1) = ι2(a2) = a. C’est une conse´quence
de nos hypothe`ses que ιi(cl
Mi
0 (ai)) = cl
M∗
0 (a), et on obtient l’isomorphisme ι˜
cherche´. Re´ciproquement, supposons qu’on ait ι˜ : clM10 (a1)
∼= clM20 (a2). Quitte
a` passer a` des extensions e´le´mentaires (cela ne change pas la cloˆture par hypo-
the`se), on peut supposer que M1 et M2 sont ω-sature´s, donc riches par hypo-
the`se. Alors, ι˜ fait partie d’un syste`me de va-et-vient inﬁni par le Fait 1.4.6(2).
On en de´duit que tpTω (cl
M1
0 (a1)) = tpTω (cl
M2
0 (a2)). En particulier, a1 et a2 ont
le meˆme type.
Maintenant, nous pre´sentons un cadre incorporant la construction“ab initio”
[Hr93] ainsi que la fusion dans le contexte originel de Hrushovski [Hr92]. Soit L
un langage relationnel (de´nombrable) et C une classe de L-structures ﬁnies close
par isomorphisme et sous-structures (par convention, ∅ est une structure dans
C aussi).
De´finition 1.4.8. 1. Une fonction δ : C → Z invariante par isomorphisme
est une fonction de pre´dimension sur C, si les proprie´te´s (P1–3) ci-dessous
sont satisfaites :
(P1) δ(∅) = 0.
(P2) δ({a}) ≤ 1.
(P3) (sous-modularite´) δ(AB) ≤ δ(A) + δ(B)− δ(A ∩B).
2. Soit X un ensemble et δ : Pω(X) → Z de´ﬁnie sur les sous-ensembles
ﬁnis de X. On dit que δ est une fonction de pre´dimension sur X, si les
proprie´te´s (P1–3) sont satisfaites.
On dit que δ est une fonction de dimension sur X, si δ satisfait de plus :
(P4) δ(B) ≤ δ(A) pour tout B ⊆ A ⊆ω X.
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Notons que si δ est une fonction de dimension surX, alors δ(A) ∈ N pour tout
A ⊆ω X, par (P1) et (P4). Si δ est une fonction de pre´dimension et A ∪B ∈ C,
on pose δ(A/B) := δ(AB) − δ(B). Ainsi, la condition de sous-modularite´ (P3)
devient δ(A/B) ≤ δ(A/A ∩B).
Nous observons que si δ est une fonction de pre´dimension sur C et M ∈ C˜
(c’est a` dire age(M) ⊆ C), alors δ induit une fonction de pre´dimension sur
(l’ensemble de base de) M .
Fait 1.4.9. Soit d une fonction de dimension sur X. Alors d est la fonction
de dimension pour une pre´ge´ome´trie sur X, donne´e par l’ope´rateur de cloˆture
cld de´fini ainsi : pour A ⊆ X et a ∈ X, a ∈ cld(A) si et seulement s’il existe
A0 ⊆ω A avec d(a/A0) = 0.
De´finition 1.4.10. Soit δ une fonction de pre´dimension sur C.
– Soit B ⊆ A ∈ C. On dit que B est autosuffisant (ou fort) dans A (note´
B ≤ A) si δ(A′/B) ≥ 0 pour tout B ⊆ A′ ⊆ A.
– On de´ﬁnit C0 := {A ∈ C | ∅ ≤ A}, la classe des structures de C qui sont de
pre´dimension he´re´ditairement positive.
– Si M ∈ C˜0 et A ⊆ω M , la dimension de A dans M est de´ﬁnie ainsi :
dM (A) := min{δ(A
′) |A ⊆ A′ ⊆ω M}.
Fait 1.4.11. Soit δ une fonction de pre´dimension sur C et C0 ⊆ C la classe
de´finie ci-dessus. Alors, la notion de plongement fort ≤ est invariante par iso-
morphisme, est re´flexive et transitive, et on a :
(1) (C0,≤) satisfait aux axiomes (C1–4).
(2) Pour tout M ∈ C˜0, la fonction dM de´finie dans 1.4.10 est une fonction de
dimension sur M , et on a dM (A) = δ(cl
M
0 (A)) pour tout A ⊆ω M .
Si dans la situation de 1.4.11, la classe C0 est de´nombrable et (C0,≤) satisfait
(C5), c’est a` dire (AP) pour les plongements forts, on peut donc construire la
limite de Fra¨ısse´ Mω de (C0,≤), et on obtient une pre´ge´ome´trie sur Mω.
Exemples 1.4.12. (1) (le contexte “ab initio” [Hr93], voir e´galement [Go89])
Soit L = {R} ou` R est une relation ternaire, et soit C la classe des L-
structures ﬁnies telle que R soit stable par permutation et ne soit satisfait
que sur des triplets d’e´le´ments distincts. Pour A ∈ C, on de´ﬁnit δ(A) :=
|A| − |RA|, ou` nous comptons les triplets dans R a` permutation pre`s.
δ est une fonction de pre´dimension sur C, et (C0,≤) a la proprie´te´ d’amal-
gamation pour les plongements forts. De plus, la limite de Fra¨ısse´ est
ω-sature´e.
(2) (le contexte de la “fusion” [Hr92]) Pour i = 1, 2, soit Ti des the´ories for-
tement minimales, e´liminant les quanteurs dans le langage relationnel de´-
nombrable Li. On suppose que L1 ∩ L2 = {=}. Soit L := L1 ∪ L2 et C la
classe des L-structures ﬁnies qui sont mode`le de T ∀1 ∪ T
∀
2 . Pour A ∈ C, on
pose
δ(A) := d1(A) + d2(A)− |A|,
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ou` di de´signe la dimension dans Ti, donne´e par le rang de Morley.
Alors δ est une fonction de pre´dimension sur C. Comme dans le premier
exemple, (C0,≤) a la proprie´te´ d’amalgamation pour les plongements forts,
et la limite de Fra¨ısse´ est ω-sature´e.
Fait 1.4.13. Dans ces deux exemples, la the´orie Tω de la limite de Fra¨ısse´ de
(C0,≤) est ω-stable de rang ≤ ω, avec un unique type ge´ne´rique g. Il y a une
suite (ϕi(x, z), θi(z))i<ω, ou` ϕi et θi sont des Li-formules avec les proprie´te´s
suivantes :
– Si |= θi(b), alors ϕi(x, b) est fortement minimal trivial localement fini, et
orthogonal a` g.
– Si tp(a/B) est orthogonal a` g, il admet une coordinatisation par des ins-
tances des ϕi, c’est a` dire si tp(a/B) ⊥ g et a /∈ acl(B), il existe α¯ ∈
acl(Ba), b ∈ acl(B) et i < ω tels que |= θi(b) et α¯ soit ge´ne´rique dans
ϕi(x, b) au-dessus de B.
Pour obtenir une the´orie fortement minimale dans les deux cas, on de´ﬁnit
une classe restreinte Cc0 ⊆ C0 qui satisfait toujours (C1–5), et telle que la limite
de Fra¨ısse´ M c de (Cc0,≤) soit ω-sature´e et T
c := Th(M c) une the´orie fortement
minimale, avec aclT c = cld.
Pour de´ﬁnir Cc0, on se sert d’une version aﬃne´e du re´sultat de coordinatisa-
tion cite´ dans le Fait 1.4.13, ou` les ϕi sont des codes. Il est possible de borner
uniforme´ment la longueur de toute suite de Morley dans un tel code ϕi donne´,
a` l’aide des approximations suﬃsamment bonnes des suites de Morley. Arriver
ainsi a` une classe Cc0 qui a la proprie´te´ d’amalgamation repre´sente une diﬃculte´
combinatoire conside´rable.
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Chapitre 2
Fusion libre
Dans ce chapitre, nous montrons comment on peut fusionner librement deux
the´ories supersimples de rang SU e´gal a` 1, au-dessus d’une the´orie fortement mi-
nimale et ω-cate´gorique, en utilisant la me´thode d’amalgamation de Hrushovski.
Nous de´ﬁnissons la classe des fusions (C˜0,≤) (avec une notion de plongement
fort ≤), et dans les Sections 2.1 et 2.2, nous mettons en place les outils de base
le travail dans cette classe. En particulier, nous montrons qu’elle a la proprie´te´
d’amalgamation, et nous construisons des fusions riches.
Puis, dans la Section 2.3, nous donnons une axiomatisation de la the´orie des
fusions riches Tω, ainsi obtenant une description des comple´tions de Tω et des
types. Ensuite, nous montrons (sous une hypothe`se supple´mentaire) que toute
comple´tion de Tω est supersimple (Section 2.4). Enﬁn, dans les Sections 2.5 et
2.6, nous ve´riﬁons que les comple´tions de Tω ont des proprie´te´s supple´mentaires
qui ne sont pas vraies dans toute the´orie supersimple : chaque comple´tion T a la
wnfcp, et si les the´ories du de´part sont fortement minimales, T a des proprie´te´s
de n-amalgamation divers.
D’abord, nous indiquons le contexte dans lequel nous travaillons, et nous
ﬁxons quelques notations.
On conside`re des the´ories comple`tes T1 et T2, dans des langages L1 et L2,
respectivement, ayant un re´duit commun T0 := T1 ↾ L0 = T2 ↾ L0, ou` L0 :=
L1 ∩ L2. On suppose :
– Pour i = 1, 2, la the´orie Ti est supersimple de rang SU e´gal a` 1.
– T0 est fortement minimale, ω-cate´gorique et modulaire.
Notons que, par 1.3.10, une the´orie totalement cate´gorique est toujours lo-
calement modulaire. Pour simpliﬁer l’exposition, on supposera que :
Hypothe`ses 2.0.1 (Hypothe`ses sur les langages dans la fusion).
– Pour i = 0, 1, 2, la the´orie Ti e´limine les quanteurs dans le langage Li, et
Li ne contient pas de symboles de fonctions.
– acli(∅) est inﬁni pour i = 1, 2 (acli de´note la cloˆture alge´brique au sens de
Ti).
– Les langages Li sont de´nombrables.
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Quitte a` passer a` des morleyise´es et quitte a` remplacer les fonctions par leurs
graphes, on peut toujours supposer le premier point. Pour satisfaire a` la seconde
condition, il suﬃt d’ajouter — au besoin — des constantes aux langages L1 et
L2. On remarque que Li de´nombrable devient une condition essentielle quand
nous conside´rons des questions de collapse.
Nous appelons (T0, T1, T2) un contexte de fusion, si T0, T1 et T2 satisfont a`
toutes les hypothe`ses ci-dessus.
Aﬁn de fusionner (librement) T1 et T2 au-dessus de T0, nous proce´dons
comme dans [Hr92], meˆme si techniquement notre exposition est plus proche
de [Po99], car nous travaillons principalement avec des structures qui sont acli-
closes. Pour L := L1 ∪ L2 on de´ﬁnit C˜ comme la classe des L-structures M |=
T ∀1 ∪T
∀
2 avecM = acl1(M) = acl2(M). Comme T1 et T2 e´liminent les quanteurs,
cette de´ﬁnition a un sens.
Par convention, toutes les Li-formules conside´re´es seront sans quanteurs
(c’est a` dire chaque Li-formule qui apparaˆıt est remplace´e par une Li-formule
qui lui est e´quivalente modulo Ti).
Remarque 2.0.2. Si M ∈ C˜, alors M |= T0.
Preuve. Soit M ∈ C˜. Comme M est acl1-clos (donc inﬁni par 2.0.1), en particu-
lier, M est acl0-clos et inﬁni. Or, tout ensemble inﬁni alge´briquement clos dans
une the´orie fortement minimale est un mode`le (Fait 1.3.19).
Pour A ⊆ M ∈ C˜ on de´ﬁnit 〈A〉 comme le plus petit sous-ensemble de M
contenant A qui est alge´briquement clos au sens de T1 et T2. D’une manie`re
e´quivalente, 〈·〉 correspond a` la cloˆture transitive des ope´rateurs acl1 et acl2. On
dit queM est finiment engendre´e (dans le sens de 〈·〉), siM = 〈b〉 pour un uplet
b ∈M ﬁni. Soit C la classe des structures dans C˜ qui sont ﬁniment engendre´es.
De´finition 2.0.3. Soient M ∈ C˜, A ⊆ω M et B ⊆M .
(1) δ(A) := d1(A) + d2(A) − d0(A), la pre´dimension de A, ou` di de´note le
rang SU au sens de la the´orie Ti.
(2) δ(A/B) := d1(A/B) + d2(A/B)− d0(A/B).
(3) C˜0 := {M ∈ C˜ | δ(A) ≥ 0 ∀A ⊆ω M}, C0 := C˜0 ∩ C . Les structures dans
C˜0 seront appele´es fusions.
(4) Si M ∈ C˜0, dM (A) := min{δ(A˜) | A ⊆ A˜ ⊆ω M} , la dimension de A dans
M . De manie`re analogue, on de´ﬁnit la dimension relative dM (A/B) :=
min{dM (AB0)− dM (B0) | B0 ⊆ω B}.
(5) Pour M ∈ C0, on pose δ(M) := min{δ(A) | A ⊆ω M et 〈A〉 = M}. De
plus, si M est ﬁniment engendre´e au-dessus de A ⊆ M , on peut de´ﬁnir
δ(M/A).
(6) Soient C ⊆ B deux sous-ensembles acl0-clos d’une structure dans C˜. Alors,
on pose C ≤ B (C est autosuffisant ou fort dans B) si pour tout uplet
ﬁni b de B on a δ(b/C) ≥ 0.
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En ge´ne´ral, les fusions sont de´note´es par K,L etc., tandis que k, l etc. sont
re´serve´es pour des fusions ﬁniment engendre´es (i.e. les structures dans C0). Re-
marquons que δ(A/B) = δ(AB)− δ(B) si B est ﬁni.
Il est commode d’e´tendre la notion d’un sous-ensemble autosuﬃsant aux
sous-ensembles arbitraires C ⊆ B ⊆ K ∈ C˜0. On pose C ≤ B ssi acl0(C) ≤
acl0(B). Contrairement au cas ou` B est acl0-clos, cette notion peut de´pendre
du plongement particulier de B dans K.
Par de´ﬁnition, on a C˜0 = {M ∈ C˜ | ∅ ≤ M}. Notons e´galement que δ(A) =
δ(acl0(A)).
Remarque. Dans la de´finition de l’autosuffisance, il est ne´cessaire de faire
appel aux ensembles acl0-clos, si l’on veut obtenir une notion transitive. Si,
pour un sous-ensemble arbitraire C ⊆ B on exige uniquement que δ(b/C) soit
positif pour tout uplet fini b dans B, alors la transitivite´ peut eˆtre viole´e, meˆme
dans des cas tre`s simples (voir l’Exemple 2.0.4, ou` ne figurent que des the´ories
d’espaces vectoriels).
Notons que dans l’exemple suivant, comme souvent dans la suite, nous rai-
sonnons dans des langages qui comportent des symboles de fonctions, meˆme si
dans notre traitement abstrait les fonctions sont syste´matiquement remplace´es
par leurs graphes.
Exemple 2.0.4. Soit T0 = EVF2 et Ti = EVFi , ou` Fi = {0, 1, λi, λi + 1} ≃ F4
pour i = 1, 2. La multiplication scalaire dans Ti soit de´note´e ∗i (i = 1, 2). Soit
V0 |= T
∀
1 ∪ T
∀
2 la L-structure suivante :
En tant que L0-structure, V0 est un F2-espace vectoriel de dimension 4,
avec base (b1, b2, b3, b4). On en fait une Li-structure (un Fi-espace vectoriel de
dimension 2), en posant λi∗ib1 := b2 et λi∗ib3 := b4 pour i = 1, 2 (cela suﬃt pour
de´terminer toute la L-structure sur V0). On calcule : δ(b2, b3/b1) = δ(b3, b3 −
b2/b1) = 0, δ(b3/b1) = δ(b3 − b2/b1) = 1, δ(b2/b1, b3, b3 − b2) = 0 et δ(b2/b1) =
−1. Les inclusions {b1} ⊆ {b1, b3, b3 − b2} ⊆ {b1, b3, b3 − b2, b2} te´moigent donc
que ≤ ne serait pas transitif dans cet exemple, si dans la de´ﬁnition de C ≤ B
on exigeait uniquement δ(b/C) ≥ 0 pour tout uplet ﬁni b dans B.
Remarque 2.0.5. La classe C˜0 est e´le´mentaire.
Preuve. Soient ϕi(x) des Li(∅)-formules, pour i = 1, 2, avec SU(ϕi(x)) = mi.
Pour une telle paire on met l’axiome suivant — une condition de´ﬁnissable car
T0 est ω-categorique :
∀x{[ϕ1(x) ∧ ϕ2(x)]→ [d0(x) ≤ m1 +m2]}.
De´finition 2.0.6. Soit K ∈ C˜0 une fusion et A ⊆ K. On dit que A controˆle K
si 〈A〉 = K et A ≤ K. Si B ⊆ K, on dit que A controˆle K au-dessus de B si
AB controˆle K.
On observe que pour A ﬁni on a δ(〈A〉) ≤ δ(A), avec e´galite´ si et seulement
si 〈A〉 est controˆle´ par A.
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2.1 Amalgame libre et un peu de δ-arithme´tique
Dans cette section, nous e´tablissons les proprie´te´s e´le´mentaires concernant
la pre´dimension δ et la notion d’autosuﬃsance qui seront utilise´es constamment
dans la suite, la plupart du temps sans re´fe´rence. Il est utile d’introduire plu-
sieurs notions de cloˆtures (ce que nous faisons), dont chacune aura sa place dans
la suite.
Puis, nous montrons l’existence des amalgames libres dans (C˜0,≤), c’est a`
dire dans la classe des fusions avec les plongements forts comme plongements.
En particulier, il s’en suit que (C˜0,≤) a la proprie´te´ d’amalgamation. Quitte a`
choisir une composante connexe de cette classe, cela permet de construire des
structures riches (pour la sous-classe des fusions ﬁniment engendre´es (C0,≤)),
dans la Proposition 2.1.14.
Lemme 2.1.1. Soit K ∈ C˜, contenant tous les ensembles et uplets qui appa-
raissent dans les e´nonce´s suivants.
(1) (sous-modularite´) Soit A ⊆ B. Alors, δ(c/ acl0(Ac) ∩ acl0(B)) ≥ δ(c/B).
En particulier, si B ≤ C et D ⊆ C sont des ensembles acl0-clos, alors
D ∩B ≤ D.
(2) (transitivite´) Si A ≤ B et B ≤ C, alors A ≤ C.
(3) (continuite´) Si (Ai)i∈I est un syste`me filtre´ de sous-ensembles de C (c’est
a` dire pour tout i, j ∈ I il existe k ∈ I avec Ai ∪Aj ⊆ Ak) tel que Ai ≤ C
pour tout i, alors
⋃
i∈I Ai ≤ C.
(4) Soient A1, A2 ≤ B des sous-ensembles forts et acl0-clos de B. Alors A1 ∩
A2 ≤ B.
Si on suppose en outre que K ∈ C˜0, alors :
(5) Pour tout A ⊆ K il existe un unique ensemble clK0 (A) qui est minimal
parmi les ensembles A′ ayant les proprie´te´s suivantes : A′ ⊇ A, A′ ≤ K et
A′ = acl0(A
′). Si A est fini, clK0 (A) est fini aussi. De plus, on a dK(A) =
δ(clK0 (A)).
(6) Soient A ⊆ B ⊆ C finis. Alors, on a dK(C/A) = dK(C/B) + dK(B/A),
dK(B/A) ≤ dK(C/A) et dK(C/A) ≥ dK(C/B).
(7) dK(a/B) ∈ {0, 1} pour tout singleton a, et l’ope´rateur de cloˆture ge´o-
me´trique (aussi appele´e d-cloˆture) clKd (B) := {a ∈ K | dK(a/B) = 0}
de´finit une pre´ge´ome´trie.
Preuve. (1) est une conse´quence de la modularite´ de d0 combine´e avec la sous-
modularite´ de d1 et d2. Dans (2), par la de´ﬁnition de l’autosuﬃsance, on peut
supposer que A, B et C sont acl0-clos. Or, δ(c/A) = δ(c/ acl0(Ac) ∩ B) +
δ(acl0(Ac) ∩ B/A) pour tout c ∈ C. Le terme a` gauche est supe´rieur ou` e´gal a`
δ(c/B) par (1), et donc les deux termes sont non-ne´gatifs par hypothe`se. (3) est
facile.
Quant a` (4), par transitivite´ il suﬃt de voir que A1 ∩ A2 ≤ A1, ce qui est
vrai par sous-modularite´. Pour montrer (5), on se re´duit d’abord au cas ou` A
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est ﬁni. Par (4), l’ope´rateur A 7→ clK0 (A) est bien de´ﬁni pour les ensembles ﬁnis,
et clK0 (A) est ﬁni : Soit δ(A) = n. Alors, toute chaˆıne A = A0 ⊆ A1 ⊆ A2 ⊆ . . .
d’ensembles ﬁnis (dans K) avec δ(Ai+1) < δ(Ai) est de longueur au plus n,
puisque K ∈ C˜0 et donc δ(A
′) ≥ 0 pour tout A′ ⊆ω K. Cela montre l’existence
d’un ensemble acl0-clos et ﬁni contenant A et fort dans K.
Ensuite, l’ope´rateur A 7→ clK0 (A) est monotone la` ou` il est de´ﬁni. Utilisant
la continuite´ (3), on voit aise´ment que clK0 (A) =
⋃
A0⊆ωA
clK0 (A0) a la proprie´te´
cherche´e.
(∗) Si A et B sont ﬁnis, alors dK(B/A) = dK(AB)− dK(A).
L’assertion (∗) donne (6) et le fait que le minimum qui apparaˆıt dans la
de´ﬁnition de la dimension relative est une limite. Pour montrer (∗), on conside`re
A′ ⊆ A et on calcule :
dK(AB) ≤ δ(cl
K
0 (A
′B) ∪ clK0 (A))
≤ δ(clK0 (A
′B)) + δ(clK0 (A))− δ(cl
K
0 (A
′B) ∩ clK0 (A))
≤ δ(clK0 (A
′B)) + δ(clK0 (A))− dK(A
′) = dK(A
′B) + dK(A)− dK(A
′).
De gauche a` droite, les ine´galite´s sont conse´quence de : AB ⊆ clK0 (A
′B)∪clK0 (A),
sous-modularite´, A′ ⊆ clK0 (A
′B) ∩ clK0 (A) et (5).
Finalement, nous prouvons (7). Le caracte`re ﬁni est clair, tandis que la mono-
tonie et la transitivite´ de clKd sont une conse´quence de (6). Quant a` la proprie´te´
d’e´change de Steinitz, on la re´duit sans proble`mes au cas ou` B est ﬁni.
Comme dK(Ba) ≤ δ(cl
K
0 (B)a) ≤ δ(cl
K
0 (B))+ δ(a/ cl
K
0 (B)) ≤ dK(B)+1, on
a dK(a/B) ∈ {0, 1}. Par (6), dK(a/B) + dK(c/Ba) = dK(ac/B) = dK(c/B) +
dK(a/Bc). Maintenant, si dK(a/B) = 1 et dK(c/Ba) = 0, ne´cessairement
dK(a/Bc) = 0. Cela montre la proprie´te´ d’e´change de Steinitz.
Nous introduisons encore un autre ope´rateur de cloˆture pour lequel on re´serve
le terme de cloˆture autosuﬃsante.
De´finition 2.1.2. Soit K une fusion et A ⊆ K. Alors on pose clKω (A) :=
〈clK0 (A)〉, la cloˆture autosuffisante de A (dans K).
Notons que la cloˆture autosuﬃsante de A est e´gale a` la plus petite fusion
contenant A qui est contenue dans K de manie`re autosuﬃsante.
Dans la suite, on e´crira d, cl0 et clω au lieu de dK , cl
K
0 et cl
K
ω , si l’on ne
risque pas d’ambigu¨ıte´. On observe que acl0(A) ⊆ cl0(A) ⊆ clω(A) ⊆ cld(A).
Puisque cld donne lieu a` une pre´ge´ometrie, il y a une notion de dimension
associe´e. Clairement, cette dimension est e´gale a` la dimension d de´ja` de´ﬁnie
pour les ensembles ﬁnis. Nous e´tendons donc la de´ﬁnition de d, et a` partir de
maintenant, d(A/B) de´note la dimension (au sens de la pre´ge´ome´trie) pour des
ensembles A et B arbitraires.
Remarque 2.1.3. Soient K ≤ L des fusions et A ⊆ K. Alors, dK(A) = dL(A),
clK0 (A) = cl
L
0 (A) et cl
K
ω (A) = cl
L
ω(A).
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Preuve. Par transitivite´ de ≤ et 2.1.1(4), clK0 (A) = cl
L
0 (A). Le re´sultat sur clω
en de´coule. Puis, dK(A) = δ(cl
K
0 (A)) = δ(cl
L
0 (A)) = dL(A), par 2.1.1(5).
Voila` un lemme facile que nous utiliserons tre`s souvent :
Lemme 2.1.4. Soit B ≤ K.
(1) Soit A ⊆ω K avec δ(A/B) ≤ 0. Alors, δ(A/B) = 0 et AB ≤ K.
(2) Pour tout uplet a ∈ acl1(B), on a d2(a/B) = d0(a/B), δ(a/B) = 0 et
Ba ≤ K. En particulier, acli(B) ≤ K pour i = 1, 2 et 〈B〉 ≤ K.
Preuve. Soit A ⊆ω K avec δ(A/B) ≤ 0. Alors, δ(A/B) = 0 suit du fait que
δ(A′/B) ≥ 0 pour tout A′ ⊆ω K par la de´ﬁnition de l’autosuﬃsance. Puis, soit
C ⊆ω K arbitraire. Donc, 0 ≤ δ(AC/B) = δ(C/AB) + δ(A/B) = δ(C/AB),
d’ou` AB ≤ K, et (1) est montre´.
La deuxie`me partie suit de la premie`re, par induction et continuite´. Il suﬃt de
noter que pour toute expansion fortement minimale T ⊆ T ′ et a,B ⊆M ′ |= T ′,
on a d′(a/B) ≤ d(a/B).
Lemme 2.1.5. Soit K ∈ C˜. Supposons que pour i = 1, 2, des Li-types pi(xI) ∈
SI(K) soient donne´s, avec p0 := p1 ↾L0 = p2 ↾L0 . Alors il existe une extension
L ∈ C˜ de K et A ⊆ L tel que A |= p1 ∪ p2 et L est controˆle´e par A au-dessus de
K.
Preuve. Par le lemme de consistance de Robinson, il existe A avecKA |= T ∀1 ∪T
∀
2
et A |= p1 ∪ p2.
(∗) Pour tout B |= T ∀1 ∪ T
∀
2 il y a un L ∈ C˜ controˆle´ par B.
Il suﬃt de montrer (∗), ce que nous faisons maintenant.
On choisit des Li-plongements ιi : B ⊆ Mi |= Ti (i = 1, 2), ou` les Mi sont
suﬃsamment sature´s. Quitte a` choisir un L0(B)-isomorphisme de acl0(ι1(B))
avec acl0(ι2(B)), on peut supposer que B = acl0(B). Si B n’est pas acl1-clos,
on choisit b′ dans M1 avec b
′ ∈ acl1(B) \B (nous supposons que les ιi sont des
inclusions). On pose B′ := acl0(Bb
′), et on fait de B′ un T ∀2 -mode`le (une L2-
extension de B) en exigeant que d2(b
′/B) = 1. Pour cela, il suﬃt de choisir un
e´le´ment b′′ ∈M2 avec b
′′ 6∈ acl2(B) ; l’application qui envoie b
′ sur b′′ s’e´tend en
un L0(B)-isomorphisme B
′ ≃ B′′ := acl0(Bb
′′). En utilisant cette application,
on peut e´quiper B′ d’une L-structure telle que B′ |= T ∀1 ∪ T
∀
2 . Tout uplet a de
B′ qui n’est pas entie`rement contenu dans B, est interalge´brique (au sens de
L0) au-dessus de B avec b
′, et donc δ(a/B) = δ(b′/B) = 0 + 1 − 1 = 0. On en
de´duit que B ≤ B′.
Maintenant, on continue avec B′ au lieu de B. Posons B0 := B et B1 := B
′.
Si B1 n’est pas acl1-clos, on choisit b
′ ∈ acli(B1) \ B1, et comme avant on
trouve B1 ≤ B2 = acl0(B1b
′) |= T ∀1 ∪ T
∀
2 . Ainsi, prenant la re´union pour les
ordinaux limites, on obtient une suite croissante (Bβ)β de mode`les de T
∀
1 ∪ T
∀
2 ,
avec Bβ ⊆ acl1(B) pour tout β. Il est clair que cette chaˆıne s’arreˆte, et il existe
donc α tel que Bα = acl1(Bα). Par transitivite´ et continuite´ de l’autosuﬃsance,
B = B0 ≤ Bα.
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Posons B1 := Bα. En e´changeant les roˆles de L1 et L2, on obtient, a` l’aide
d’une deuxie`me chaˆıne, une structure B1 ≤ B2 |= T ∀1 ∪ T
∀
2 telle que B
2 =
acl2(B
1). On continue en alternant L1 et L2 et on obtient donc B ≤ B
1 ≤ B2 ≤
. . . ≤ Bn ≤ . . . tels que B2m+1 = acl1(B
2m) et B2m+2 = acl2(B
2m+1) pour tout
m ∈ N. Soit L :=
⋃
n<ω B
n. Alors, par construction, on a L = 〈B〉 et B ≤ L,
c’est a` dire L est controˆle´e par B.
Construction d’un amalgame libre dans C˜
De´finition 2.1.6. Soient K ⊆ L,M trois structures dans C˜ (nous continuons a`
e´crire des inclusions au lieu de plongements). On dit que N ∈ C˜ contenant L et
M est un amalgame libre de L et M au-dessus de K s’il satisfait aux conditions
suivantes :
(α) M |⌣
i
K
L, pour i = 0, 1, 2 et
(β) N est controˆle´e par ML.
Par abus du langage, on e´crit N = M ⊗K L si N est un amalgame libre de
M et L au-dessus de K, meˆme si on n’a pas l’unicite´ de l’amalgame libre.
Lemme 2.1.7 (Existence d’un amalgame libre). Dans la classe C˜, les amal-
games libres existent.
Preuve. Soit K ⊆ L,M trois structures dans C˜. Notons d’abord que si A |⌣
i
B
C
pour un B = acli(B), alors acli(AB) ∩ acli(BC) = B, et donc A |⌣
0
B
C aussi,
car T0 est modulaire.
Pour i = 1, 2, on choisit une extension non-de´viante pi(xI) de tpi(L/K) a`
M . Par le paragraphe pre´ce´dent, pi(xI) ↾ L0 ne de´vie pas au-dessus de K au
sens de la the´orie T0, et donc p1 ↾L0 = p2 ↾L0 , car tp0(L/K) est stationnaire (K
e´tant un mode`le de T0 par 2.0.2).
Pour terminer, il suﬃt d’appliquer le Lemme 2.1.5 a` p1 et p2 au-dessus de
M .
En fait, la preuve qu’on vient de donner montre un re´sultat plus fort :
Remarque 2.1.8. Soient K ⊆ L,M des structures dans C˜. On pose pi(xI) :=
tpi(L/K). Puis, pour i = 1, 2, soit p˜i une extension non-de´viante de pi a` M .
Alors, il y a un amalgame libre N = L⊗KM tel que, conside´rant L et M comme
sous-structures de N , on a tpi(L/M) = p˜i pour i = 1, 2.
Notation. Soit K une fusion, et B,A,C ⊆ K. Alors on pose A |⌣
d
B
C si
d(A0/B) = d(A0/BC) pour tout A0 ⊆ω A, et nous dirons que A et C sont
d-inde´pendants au-dessus de B.
Ici, nous utilisons d = dK , et nous devrions donc e´galement noter quelque
part le fait que |⌣
d
de´pend (a priori) de K. Cependant, si nous passons de K a`
K ′ ≥ K, la signiﬁcation de |⌣
d
ne change pas, par 2.1.3.
Lemme 2.1.9. Soient K1,K2 deux fusions qui sont fortement plonge´es dans
K. On pose K0 := K1 ∩K2 et L := 〈K1K2〉. Sont e´quivalents :
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(1) K1 |⌣
d
K0
K2
(2) L est isomorphe a` un amalgame libre K1 ⊗K0 K2 et L est autosuffisant
dans K.
(3) K1 |⌣
i
K0
K2 (i = 1, 2) et K1K2 ≤ K.
Preuve. (2) ⇐⇒ (3) est facile (on utilise 2.1.4(2)). Pour montrer les autres
e´quivalences, on note d’abord que (1) et (3) sont des e´nonce´s ﬁnitaires au-dessus
de K0, dans le sens qu’ils sont vrais si et seulement s’ils sont vrais pour toutes
fusions K ′i ﬁniment engendre´es au-dessus de K0 telles que K0 ≤ K
′
i ≤ Ki. On
peut donc supposer que Ki/K0 est ﬁniment engendre´e pour i = 1, 2. Montrons
(3)⇒(1). Les hypothe`ses dans (3) donnent
d(K1/K2) = δ(K1/K2) = δ(K1/K0) = d(K1/K0),
d’ou` (1).
Quant a` (1)⇒(2), par K1 |⌣
d
K0
K2, dans
d(K1/K2) ≤ δ(K1/K2) ≤ δ(K1/K0) = d(K1/K0), (2.1)
on a e´galite´ partout (la premie`re ine´galite´ vient deK2 ≤ K, et la deuxie`me ine´ga-
lite´ suit de la sous-modularite´). De gauche a` droite, (2.1) signiﬁe que K1K2 ≤ K
(car K2 ≤ K) et K1 |⌣
i
K0
K2 pour i = 1, 2 (puisque K1 |⌣
0
K0
K2 par modularite´
de T0).
Lemme 2.1.10 (Lemme d’amalgamation asyme´trique).
Soient K,L,M ∈ C˜0 avec K ≤ L et K ⊆ M . Alors, M est autosuffisant dans
tout amalgame libre N := L⊗K M , et N est dans C˜0.
Preuve. Par de´ﬁnition d’un amalgame libre, on a LM ≤ N . Aﬁn de montrer
M ≤ N , il suﬃt donc de voir que M ≤ LM , c.a`.d. δ(A/M) ≥ 0 pour tout
A ⊆ω acl0(LM). On se donne un tel ensemble A. Posons B := acl0(AM). Le
Fait 1.3.4 donne B = acl0((B ∩ L)M), et A est alors inter-L0-alge´brique au-
dessus de M avec un certain A′ ⊆ω L. D’ou` δ(A/M) = δ(A
′/M), ce dernier
e´tant e´gal a` δ(A′/K), car M |⌣
i
K
L pour i ∈ {0, 1, 2}. Or, δ(A′/K) est non-
ne´gatif par K ≤ L. Finalement, N ∈ C˜0, comme ∅ ≤M et M ≤ N .
On combine les Lemme 2.1.7 et 2.1.10 pour obtenir :
Corollaire 2.1.11. La classe (C˜0,≤) a la proprie´te´ d’amalgamation (AP).
Remarque 2.1.12. Si on remplace C˜0 par la classe des L-structures acl0-closes
M |= T ∀1 ∪ T
∀
2 satisfaisant δ(a) ≥ 0 pour tout a ∈ M fini, on peut perdre la
proprie´te´ d’amalgamation. Il y a meˆme de tels exemples avec T1 et T2 fortement
minimales triviales (cf. 3.0.1(1)).
De´finition 2.1.13. On dit que M ∈ C˜0 est riche si pour tout k ≤ l dans C0, et
tout plongement fort k ≤M il existe un k-plongement fort de l dans M .
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La classe (C˜0,≤) a la proprie´te´ d’amalgamation, et par le Lemme 2.1.10,
on peut plonger deux fusions K,L fortement dans une meˆme fusion M ssi on
peut e´tablir un L-isomorphisme entre 〈∅〉K et 〈∅〉L. Donc, (C˜0,≤) n’est pas tou-
jours connexe, les composantes connexes e´tant donne´es par les L-types d’iso-
morphisme de fusions ∅-engendre´es.
Cela a pour conse´quence que deux fusions riches dans C˜0 n’ont pas force´ment
la meˆme the´orie e´le´mentaire. Ne´anmoins, on a le re´sultat suivant :
Proposition 2.1.14. Dans chaque composante connexe de (C˜0,≤), il existe des
structures riches, et cela en cardinalite´ ≤ 2ℵ0 . Deux fusions riches sont L∞,ω-
e´quivalentes ssi elles se trouvent dans la meˆme composante connexe de (C˜0,≤).
Preuve. La classe C0 contient au plus 2
ℵ0 structures a` L-isomorphisme pre`s,
de meˆme la classe C0(k0) := {k0 ≤ l | l ∈ C0} des L-structures dans C0 au-
dessus d’un certain k0 ∈ C0 (a` k0-isomorphisme pre`s). On obtient une fusion
riche contenant fortement une fusion M0 ∈ C˜0 en utilisant une construction a` la
Fra¨ısse´-Hrushovski, a` l’aide d’une induction transﬁnie.
Pour M0 ∈ C˜0 de cardinalite´ au plus 2
ℵ0 , on construit M0 ≤ M1 avec les
proprie´te´s suivantes :
(1) M1 ∈ C˜0 et card(M1) ≤ 2
ℵ0 ,
(2) Pour tout k ≤ l ∈ C0 et tout plongement fort ι : k
≤
→֒ M0 il existe un
k-plongement fort de l dans M1 e´tendant ι.
On e´nume`re l’ensemble des proble`mes d’amalgamation ι : k
≤
→֒ M0, k ∈ C0
et k ≤ l ∈ C0(k) qui apparaissent dans (2), via (ιβ , kβ ≤ lβ)β<α. Il est facile de
voir que α ≤ 2ℵ0 .
Pour obtenir M1, nous construisons une chaˆıne (Nβ ,≤)β<α dans C˜0, avec
N0 := M0, card(Nβ) ≤ 2
ℵ0 pour tout β et telle que (ιβ , kβ ≤ lβ)β<α est re´solu
au niveau Nβ+1, c’est a` dire on peut plonger fortement lβ dans Nβ+1 au-dessus
de ιβ : kβ
≤
→֒M0 ≤ Nβ .
Si λ < α est un ordinal limite, on poseNλ :=
⋃
γ<λNγ , et pour β = γ+1 < α
il suﬃt de prendre un amalgame libre Nβ = Nγ ⊗kγ lγ , par le Corollaire 2.1.11.
On pose M1 :=
⋃
β<αNβ .
Pour obtenir une fusion richeM (contenant fortementM0 et avec card(M) ≤
2ℵ0), il suﬃt de re´pe´ter cette construction en remplac¸ant M0 par M1. Ainsi, on
obtient une chaˆıne (Mi,≤)i<ω. Montrons que M :=
⋃
i<ωMi est riche. Pour
cela, il suﬃt de noter que l’image de tout plongement fort ι d’un k ∈ C0 est
contenue dans l’un des Mi (car k est ﬁniment engendre´e), et tout proble`me
d’amalgamation au-dessus de ι est alors re´solu dans Mi+1, et a fortiori dans M
aussi.
Le fait que deux structures riches de la meˆme composante connexe sont
L∞,ω-e´quivalentes est vrai plus ou moins par de´ﬁnition de la richesse. Il suﬃt
de noter que si ki = clω(ki) ≤Mi (ou` Mi est riche pour i = 1, 2), f : k1 ∼= k2 et
a1 ∈M1, alors k1 ≤ l1 := cl
M1
ω (k1a1) ∈ C0. CommeM2 est riche, on trouve donc
une copie l2 de l1 avec l2 ≤ M2, et telle qu’il existe un isomorphime f˜ : l1 ∼= l2
e´tendant f .
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Le lemme suivant est rassurant :
Lemme 2.1.15. Soit M une fusion riche. Alors M |= T1 ∪ T2.
Preuve. Par syme´trie, il suﬃt de voir que M |= T1. Conside´rons M comme
sous-ensemble (acl1-clos) de M1 |= T1, et soit ϕ(x, y) une L1-formule et b ∈ M
tel que M1 |= ∃xϕ(x, b). Par le test de Tarski, il suﬃt de trouver a ∈ M avec
M1 |= ϕ(a, b) pour pouvoir conclure que M 4L1 M1.
Posons k := clMω (b), et choisissons p1(x) ∈ ST1(k) contenant ϕ(x, b). Si p1 est
re´alise´ dans k = acl1(k), on a rien a` faire (car k ⊆ M). Sinon, ne´cessairement
SU(p1) = 1, et a fortiori p1 ↾ L0 est le type T0-ge´ne´rique au-dessus de k. On
choisit p2(x) ∈ ST2(k) avec SU(p2) = 1 (par conse´quent, p2 ↾ L0 est le type
ge´ne´rique, aussi).
On applique le Lemme 2.1.5 a` (p1, p2) pour obtenir a
′ |= p1 ∪ p2 avec ka
′ ≤
〈ka′〉 =: l. Clairement, k ≤ acl0(ka
′) ≤ l ∈ C0. Comme M est riche, on peut k-
plonger l (fortement) dansM . L’image a de a′ par ce plongement est la solution
de ϕ(x, b) cherche´e.
2.2 De´composition des extensions finiment en-
gendre´es
Dans cette section, nous expliquons comment on peut de´composer des ex-
tensions autosuﬃsantes de structures dans C˜0 en des extensions “e´le´mentaires”.
Nous travaillons a` l’inte´rieur d’une fusion riche K∗. Les notions cl0, d etc.
seront par rapport a` K∗.
De´finition 2.2.1. Soit K ≤ L une extension dans C˜0, avec L ≤ K
∗. On dit que
cette extension est
– finiment engendre´e si L = 〈Ka〉 pour un uplet a ﬁni,
– ge´ne´rique si L = 〈Ka〉 pour un singleton a avec d(a/K) = 1,
– parasite si elle est ﬁniment engendre´e et δ(L/K) = 0,
– primitive si elle est parasite, propre et il n’y a pas de K ′ ∈ C˜0 tel que
K $ K ′ $ L et K ′ ≤ L.
Lemme 2.2.2. Soient K ≤ K ′ ≤ K∗, et K ≤ L ≤ K∗ avec L/K primitive.
Alors ou bien L ⊆ K ′, ou bien L′ := 〈LK ′〉 est e´gale a` un amalgame libre
K ′ ⊗K L (et L
′ ≤ K∗).
Preuve. D’abord, L |⌣
d
L∩K′
K ′ suit de d(L/K) = 0 et K ⊆ K ′. Si L ∩K ′ ) K,
alors L ⊆ K ′, car L/K est primitive. Sinon, on conclut par le Lemme 2.1.9.
Techniquement, il est pratique de conside´rer un autre concept de primitivite´
pour des extensions de sous-ensembles acl0-clos d’une fusion :
De´finition 2.2.3. Soit B ⊆ A ⊆ K∗ ∈ C˜0. On dit que l’extension A/B est
premie`re, si A et B sont acl0-clos, d0(A/B) est ﬁni et ≥ 2, δ(A/B) = 0 et
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δ(A′/B) > 0 pour tout ensemble acl0-clos A
′ avec B ( A′ ( A (en particulier
B ≤ A).
Le nombre d0(A/B) est appele´ la longueur de l’extension.
Remarque. Notre de´finition exclut les “extensions premie`res de longueur 1”,
qui correspondraient aux extensions de la forme A := acl0(Bα), ou` α est dans
exactement un des acli(B), i = 1, 2.
Lemme 2.2.4. Soit A/B une extension premie`re de longueur n (au sein de
K∗) et soit B ⊆ B′ ⊆ K∗ avec B′ acl0-clos. On pose A
′ := acl0(AB
′). Alors,
on a :
(1) Si B′ |⌣
i
B
A pour i = 1, 2, alors A′/B′ est premie`re de longueur n. En
particulier, B′ |⌣
0
B
A.
(2) δ(A/B′) = δ(A′/B′) ≤ 0, et on a e´galite´ ssi ou bien A ⊆ B′ ou bien A′/B′
est premie`re (de longueur n).
(3) Si B′ = cl0(B
′), alors A ⊆ B′ ou A′/B′ est premie`re de longueur n.
Preuve. Pour tout singleton a ∈ A \B, on a d1(a/B) = d2(a/B) = 1, car A/B
est premie`re et n ≥ 2 (par la de´ﬁnition d’une extension premie`re). Donc, si
B′ |⌣
1
B
A, alors 1 = d1(a/B
′) ≤ d0(a/B
′), et on de´duit que A ∩B′ = B. Enﬁn,
la modularite´ de T0 donne B
′ |⌣
0
B
A. On termine la preuve de (1) en utilisant
le Fait 1.3.4.
Dans (2), δ(A′/B′) = δ(A/B′) ≤ δ(A/A ∩ B′) par sous-modularite´. Par
de´ﬁnition d’une extension premie`re, δ(A/A∩B′) est strictement ne´gatif si A∩B′
est diﬀe´rent de A et de B. Sinon, c’est e´gal a` 0. Donc, si on a l’e´galite´ δ(A/B′) =
0, A ⊆ B′ ou A |⌣
0
B
B′ (par modularite´ de T0). Dans le deuxie`me cas, comme
d0(A/B
′) = d0(A/B) = n et δ(A/B) = 0, on de´duit que di(A/B
′) = di(A/B)
pour i = 1, 2 aussi, d’ou` B′ |⌣
i
B
A. Par (1), l’extension A′/B′ est premie`re.
Re´ciproquement, si A ⊆ B′, alors trivialement δ(A/B′) = 0. De meˆme, A′/B′
premie`re implique δ(A′/B′) = 0.
Finalement, notons que dans (3), l’hypothe`se entraˆıne δ(A/B′) ≥ 0, et on
peut donc appliquer (2).
Maintenant, on introduit des ﬁltrations de 〈·〉 qui seront utilise´es dans plu-
sieurs preuves qui marchent par induction. Les ope´rateurs 〈·〉n1 , 〈·〉
n
2 et 〈·〉
n
(n ∈ N) de´ﬁnissent des ﬁltrations diﬀe´rentes.
De´finition 2.2.5. Pour X ⊆ K∗ et n ∈ N, on de´ﬁnit 〈X〉n1 , 〈X〉
n
2 et 〈X〉
n de
manie`re suivante. D’abord, on pose 〈X〉01 := 〈X〉
0
2 := 〈X〉
0 := acl0(X).
Inductivement, on de´ﬁnit 〈X〉m+1i := acli(〈X〉
m) pour i = 1, 2, et ﬁnalement
〈X〉m+1 := acl0(〈X〉
m+1
1 ∪ 〈X〉
m+1
2 ).
Notons que 〈X〉m+12 = acl2(〈X〉
m
1 ) et 〈X〉
m+1
1 = acl1(〈X〉
m
2 ) pour tout
m ∈ N. Cela suit de l’identite´ acl2(acl1(X)) = acl2(acl0(acl1(X) acl2(X))), par
induction sur m et syme´trie.
De plus, si X ≤ K∗, alors 〈X〉mi et 〈X〉
m sont forts dansK∗ aussi (par 2.1.4).
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Lemme 2.2.6. Soient B ⊆ A,C des ensembles forts dans K∗. Supposons que
A |⌣
0
B
C et A |⌣
d
B
C. Alors on a :
(a) A |⌣
i
B
C pour i = 1, 2, et AC ≤ K∗.
(b) 〈A〉mi |⌣
j
〈B〉mi
〈C〉mi et 〈A〉 |⌣
j
〈B〉
〈C〉, pour i = 1, 2, j = 0, 1, 2 et toutm ∈ N.
Preuve. L’argument dans la preuve de 2.1.9 pour montrer (1) ⇒ (3) donne
(a). Quant a` (b), on a e´videmment 〈A〉mi |⌣
d
〈B〉mi
〈C〉mi pour tout choix de m
et i. Pour e´tablir (b), par induction (sur m), syme´trie, continuite´ et utilisant
(a), il suﬃt de montrer acl1(A) |⌣
0
acl1(B)
acl1(C). Or, acl1(A) |⌣
1
acl1(B)
acl1(C)
est une conse´quence de A |⌣
1
B
C, et on en de´duit acl1(A) |⌣
0
acl1(B)
acl1(C), par
modularite´ de T0.
Conside´rons une extension ge´ne´rique L/K avec L = 〈Kg〉 ≤ K∗. Supposons
que a ∈ L avec d(a/K) = 0. Alors, g 6∈ cl0(Ka), car d(g/K) = 1. L’hypothe`se
cl0(Ka) |⌣
d
K
acl0(Kg) e´tant trivialement satisfaite, on de´duit donc de 2.2.6(b)
que cl0(Ka) |⌣
0
K
L, et en particulier que a ∈ K. Cela montre
Corollaire 2.2.7. Soit L/K une extension ge´ne´rique et c ∈ L \ K. Alors,
d(c/K) = 1.
Lemme 2.2.8. Soit B ⊆ A ⊆ K∗, avec A/B premie`re. Si A ⊆ clω(D) pour un
D ⊇ B, alors A ⊆ cl0(D).
Preuve. En utilisant le Lemme 2.2.4(3), on se rame`ne au cas ou` B = cl0(B) ⊆
D = cl0(D).
Soit m minimal tel que A ⊆ 〈D〉mi pour un i. On peut supposer que c’est
le cas pour i = 1. Si m ≥ 1, le Lemme 2.2.4 oblige A′/B′ a` eˆtre premie`re, ou`
B′ := 〈D〉m−12 et A
′ := acl0(AB
′), comme B′ = cl0(B
′). Aucun a ∈ A′ \B′ n’est
Li-alge´brique au-dessus de B
′, pour i = 1 ou 2, car A′/B′ est premie`re. Cela
contredit le fait que 〈D〉m1 = acl1(B
′). Donc, ne´cessairement m = 0.
Proposition 2.2.9. Pour toute extension parasite K ≤ L dans C˜0 on a :
(1) Il y a une de´composition finie K = K0 ≤ K1 ≤ . . . ≤ Kn = L telle que
Ki+1/Ki est une extension primitive pour tout i.
(2) Pour toute autre de´composition K = K ′0 ≤ K
′
1 ≤ . . . ≤ K
′
n′ = L en
extensions primitives on a n = n′.
Preuve. On peut supposer que L ≤ K∗. Pour montrer l’existence (1), on choisit
d’abord un uplet ﬁni a controˆlant L au-dessus de K. Puis, on choisit K ⊆ A1 ⊆
acl0(Ka) minimal avec K ( A1 et A1 = cl0(A1). Comme d0(a/K) est ﬁni, un
tel A1 existe toujours (si K 6= L). Par minimalite´, A1/K est premie`re. Posons
K1 := 〈A1〉.
Lemme 2.2.10. Soit K ≤ A1 ≤ K
∗ avec K ∈ C˜0 et A1/K premie`re. Alors,
〈A1〉/K est une extension primitive.
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Preuve du lemme. Soit K1 := 〈A1〉. On doit montrer que clω(Kα) = K1 pour
tout α ∈ K1 \ K. Comme A1/K est une extension premie`re, cela est e´vident
pour α ∈ A1, car on a alors cl0(Kα) = A1. Supposons que A1 ⊆ A2 = cl0(A2) et
clω(Kα
′) = K1 pour tout α
′ ∈ A2 \K. Soit α ∈ acli(A2) \A2. Alors, cl0(Kα) ⊆
acl0(A2α) = cl0(A2α). Or, puisque T0 est modulaire,
d0(A2/K) + 1 = d0(A2α/K)
= d0(A2/K) + d0(cl0(Kα)/K)− d0(cl0(Kα) ∩A2/K).
Comme 0 = d(α/K) < δ(α/K) = 1, on a d0(cl0(Kα)/K) ≥ 2. En combinant
les deux, on voit qu’il existe α′ ∈ cl0(Kα)∩ (A2 \K). Donc, clω(Kα) = K1, car
clω(Kα
′) = K1 par hypothe`se. Tout e´le´ment α de K1 peut eˆtre atteint en ajou-
tant un nombre ﬁni d’e´le´ments α1, . . . , αm = α avec αj+1 ∈ acli(A1α1 . . . αj),
et on termine donc la preuve par induction.
Continuation de la preuve de la Proposition 2.2.9. On ve´riﬁe sans diﬃculte´ que
L est controˆle´e par a au-dessus de K1. La Proposition 2.2.9(1) s’obtient donc
par induction sur d0(a/K), comme d0(a/K1) < d0(a/K).
Nous pourrions donner une preuve directe pour (2), mais nous pre´fe´rons la
reporter a` la Section 2.4, car on disposera alors d’un argument plus e´le´gant.
Corollaire 2.2.11 (Lemme de de´composition). Soit K ≤ L une extension
finiment engendre´e (avec L ≤ K∗) telle que d(L/K) = d. Alors, il y a une
de´composition K = K0 ≤ K1 ≤ . . . ≤ Kd+n = L, ou` Ki/Ki−1 est ge´ne´rique
pour i ≤ d et primitive pour i > d.
Preuve. On choisit d’abord une d-base a1, . . . , ad de L au-dessus de K, et on
pose Ki := 〈Ki−1ai〉. Comme Kd ≤ L est parasite, on conclut par la Proposition
2.2.9.
On ﬁnit la section avec quelques lemmes supple´mentaires.
Lemme 2.2.12. Soit k une fusion fortement plonge´e dans une fusion finiment
engendre´e. Alors, k est finiment engendre´e aussi.
Plus ge´ne´ralement, si K ≤ L′ ≤ L ∈ C˜0 avec L/K finiment engendre´e, alors
L′/K est finiment engendre´e aussi.
Preuve. Soit k ≤ l avec l ﬁniment engendre´e. En particulier, d(k) ≤ d(l), et ces
deux dimensions sont ﬁnies. On choisit B = cl0(B) ⊆ω k ﬁni avec d(k/B) = 0.
Puis, comme l est ﬁniment engendre´e, on peut choisir B ⊆ A = cl0(A) ⊆ω l tel
que A controˆle l.
Posons B′ := A∩k. Alors, A |⌣
0
B′
k par construction, de meˆme A |⌣
d
B′
k, car
d(k/B) = 0 et B ⊆ B′. Il suﬃt d’appliquer 2.2.6(b) pour obtenir 〈A〉 |⌣
0
〈B′〉
〈k〉,
en d’autres termes l |⌣
0
〈B′〉
k. Donc, k = 〈B′〉 est ﬁniment engendre´e.
La preuve concernant K ≤ L′ ≤ L est similaire.
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Lemme 2.2.13. Soit K une fusion, K ⊆ A,B ⊆ K∗. On suppose que A =
cl0(A), B = cl0(B), δ(B/A) = 0 et [acl1(B)∪acl2(B)]∩A = K. Alors 〈B〉∩A =
K.
Preuve. Posons B′ := acl1(B). Par syme´trie, raisonnant par induction, il suﬃt
de montrer que acl2(B
′)∩A = K. On a B′ |⌣
0
K
A par hypothe`se, donc B′ |⌣
0
B
A.
Comme A est fort et δ(B/A) = 0, ne´cessairement AB ≤ K∗, aussi. Cela donne
δ(B′0/AB) = δ(B
′
0/B) = 0 pour tout B
′
0 ⊆ω B
′, et alors B′ |⌣
2
B
A. On en de´duit
que acl2(B
′) ∩A ⊆ acl2(B) ∩A = K.
Lemme 2.2.14. Soit L/K une extension primitive. Alors, il y a un unique
ensemble minimal A = cl0(A) ⊃ K controˆlant L/K. L’extension A/K est pre-
mie`re, et on appelle longueur de L/K la longueur de A/K.
Preuve. Notons que si K ⊆ A′, alors L est controˆle´ par A′ si et seulement si
A′ ) K et δ(A′/K) = 0, par primitivite´ de L/K (en particulier, d0(A′/K) ≥ 2
pour un tel A′, puisque K = acli(K) pour i = 1, 2). On conside`re A = cl0(A) et
B = cl0(B), ou` K ⊆ A,B sont tels que et A et B controˆlent L. Supposons que
A est minimal pour cette proprie´te´. On applique le Lemme 2.2.13 pour trouver
un e´le´ment b ∈ acli(B) ∩ A, b 6∈ K (pour i = 1 ou i = 2). Puisque A = cl0(Kb)
par minimalite´ de A, on en de´duit que A ⊆ acl0(Bb) = cl0(Bb). Comme T0
est modulaire, et par le fait que d0(A/K) et d0(B/K) valent au moins 2, on a
A ∩B ) K, d’ou` A ⊆ B par minimalite´ de A.
2.3 Axiomatisation
Soit Tω la L-the´orie (en ge´ne´ral incomple`te) des fusions riches, toujours par
rapport a` un contexte de fusion (T0, T1, T2) donne´ au de´but du Chapitre 2.
Dans cette section, nous e´tudions des questions de de´ﬁnissabilite´ et d’uniformite´
concernant l’autosuﬃsance et les autres notions jusqu’alors introduites. Nous
verrons que le fait d’eˆtre riche est signiﬁcatif mode`le-the´oriquement, puisque
tout mode`le ℵ1-sature´ de Tω est riche et, re´ciproquement, toute fusion riche
est un mode`le ω-sature´ de Tω. Cela est le contenu du The´ore`me 2.3.14. En
particulier, on en de´duit une description des comple´tions de Tω et des L-types.
On rappelle le Fait 1.1.7, a` savoir que le rang SU est de´ﬁnissable dans toute
the´orie simple de rang SU e´gal a` 1.
De´finition 2.3.1. Soit T une the´orie simple de rang SU e´gal a` 1 et soit p =
tp(a/B) ∈ S(B) un type donne´, a = (a0, . . . , an−1). Pour I, J ⊆ n on pose
kI/J := SU(aI/aJB).
Soit ϕ(x, z) une formule telle que ϕ(x, b) soit dans p. On dit que ϕ(x, z) est
rang-comple`te par rapport a` p si les conditions suivantes sont satisfaites :
– Si ϕ(x, b
′
) 6= ∅, alors SU(ϕ(x, b
′
)) = SU(a/B).
– |= ϕ(a′, b
′
) implique SU(a′I/a
′
Jb
′
) ≤ kI/J pour tout I, J ⊆ n.
Notons que si |= ϕ(a′, b
′
) et SU(a′/b
′
) = SU(a/b), alors SU(a′I/a
′
Jb
′
) = kI/J
pour tout I, J ⊆ n.
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La formule ϕ(x, z) est dite rang-comple`te s’il existe b et un type p tel que
ϕ(x, b) soit rang-comple`te par rapport a` p.
La preuve du lemme suivant est facile, et nous l’omettons.
Lemme 2.3.2. Soit T une the´orie simple de rang SU e´gal a` 1 et p = tp(a/B) ∈
S(B) un type donne´. Alors, p contient une formule ϕ(x, b) telle que ϕ(x, z) soit
rang-comple`te par rapport a` p. Plus pre´cise´ment, ces formules sont cofinales
dans p.
Notons que, par de´ﬁnition, si ϕ(x, b) est rang-comple`te par rapport a` p ∈
S(b), alors p est ge´ne´rique dans ϕ(x, b).
Lemme 2.3.3. Soit a/b une extension premie`re et ϕ0(x, z) une L0-formule iso-
lant tp0(a, b). Puis, pour i = 1, 2, soient ϕi(x, z) des Li-formules rang-comple`tes
telles que tpi(a/b) soit ge´ne´rique dans ϕi(x, b).
Alors, pour tout a′, b
′
∈ K ′ ∈ C˜0 avec K
′ |=
∧2
i=0 ϕi(a
′, b
′
) on a
– ou bien a′ ∈ clK
′
0 (b
′
),
– ou bien a′/b
′
est une extension premie`re. (Dans ce cas, a′ est ge´ne´rique
dans ϕi(x, b
′
) pour i = 1 et i = 2.)
En particulier, pour tout ensemble B˜′ ⊇ b
′
on a δ(a′/B˜′) ≤ 0.
Preuve. Comme a/b est premie`re et les ϕi sont rang-comple`tes, pour tout b
′
(
a′1 ( a
′ on a δ(a′/a′1) < 0. On rappelle que b
′
, ayant le meˆme L0-type que b,
e´nume`re un ensemble acl0-clos (c’est pareil pour a
′).
Donc, si a′ ∩ cl0(b
′
) ) b
′
, alors a′ ⊆ cl0(b
′
). Par contre, si a′ ∩ cl0(b
′
) = b
′
,
alors b
′
= clK
′
0 (b
′
) ∩ a′ ≤ a′ par 2.1.1(1), et donc ne´cessairement δ(a′/b
′
) = 0.
On en de´duit que a′/b
′
est une extension premie`re et l’uplet a′ est Li-ge´ne´rique
dans ϕi(x, b
′
) pour i = 1, 2 (on fait un δ-calcul).
La dernie`re partie suit directement du Lemme 2.2.4(2).
De´finition 2.3.4. Soit τ(x) = ∃yϕ(x, y) une L-formule existentielle (avec ϕ
sans quanteurs). On dit que τ est a` quantification borne´e , si K |= ϕ(a, b)
implique b ∈ clKω (a) pour tout a, b ∈ K ∈ C˜0.
Lemme 2.3.5. Soit B ⊆ K ∈ C˜0, et soient α0 ∈ cl
K
0 (B), αω ∈ cl
K
ω (B) et
αd ∈ cl
K
d (B).
(1) Il existe b ∈ B et a ∈ clK0 (B) (a contenant bα0) et une L-formule sans
quanteurs ϕ(x, y) avec |= ϕ(a, b) telle que pour toute fusion K ′ et tout
b
′
, a′ ∈ K ′, si |= ϕ(a′, b
′
), alors a′ ∈ clK
′
0 (b
′
) et δ(a′/b
′
) ≤ δ(a/b).
(2) Meˆme e´nonce´ que dans (1), en remplac¸ant α0 par αω et cl0 par clω.
(3) Il existe b ∈ B, a ∈ clKω (bαd) (contenant bαd) et une L-formule sans
quanteurs ϕ(x, xd, y) avec K |= ϕ(a, αd, b) telle que pour tout b
′
, α′d, a
′ ∈
K ′ avec K ′ |= ϕ(a′, α′d, b
′
) on a a′ ∈ clK
′
d (b
′
) ∩ clK
′
ω (b
′
α′d).
Soit maintenant e un entier ≥ 0, B ⊆ K et α ∈ K. Alors :
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(4) Si dK(α/B) ≤ e, il existe b ∈ B et une L-formule existentielle a` quanti-
fication borne´e τd(x, y) telle que K |= τd(α, b) et si K
′ |= τd(α
′, b
′
) pour
α′ ∈ K ′ ∈ C˜0 et b
′
∈ K ′, alors dK′(α
′/b
′
) ≤ e.
Preuve. Dans la preuve, on peut supposer que B = acl0(B).
(1) Comme clK0 (B) est la re´union des cl
K
0 (B0) pour B0 ⊆ω B, il existe
b ∈ B e´nume´rant un ensemble acl0-clos tel que α0 ∈ cl
K
0 (b). On conside`re
une e´nume´ration (ﬁnie) a de clK0 (b), et on choisit, pour i = 1, 2, une formule
ϕi(x, z) rang-comple`te par rapport a` tpi(a/b) (en particulier, |= ϕi(a, b)). On
les choisit telles que ϕi(x, y) ⊢ tp0(a, b) ce qui est possible par le Lemme 2.3.2.
Soient kiI/J les entiers associe´s a` ϕi et I, J ⊆ n (avec les notations de 2.3.1, ou`
x = (x0, . . . , xn−1)). On pose ϕ(x, y) := ϕ1(x, y) ∧ ϕ2(x, y).
Maintenant, soient a′, b
′
∈ K ′ tels que |= ϕ(a′, b
′
). Prenons I ⊆ n avec
a′ 6∈ acl0(a
′
Ib
′
). Comme aIb 6≤ a — on rappelle que a e´nume`re cl
K
0 (b) — on a
0 > δ(a/aIb) = k
1
n/I + k
2
n/I − d0(a/aIb). Or, d0(a
′/a′Ib
′
) = d0(a/aIb) (ils ont
le meˆme L0-type) et di(a
′/a′Ib
′
) ≤ ki
n/I pour i = 1, 2, car ϕi est rang-comple`te.
Cela donne δ(a′/a′Ib
′
) < 0. On a donc a′ ∈ clK
′
0 (b
′
), par sous-modularite´, et (1)
est montre´.
Quant a` (2), il suﬃt d’expliciter une cascade d’alge´bricite´s au sens de L1 et
de L2 dans l’uplet a en question (on utilise (1) et le fait que clω(X) = 〈cl0(X)〉).
C’est facile et on omet les de´tails.
Montrons (3). On de´compose l’extension parasite k = clKω (B) ≤ cl
K
ω (Bαd) =
l en primitives (k = l0 ≤ l1 ≤ . . . ≤ ln = l). On se sert constamment de (2)
pour pouvoir utiliser explicitement des e´le´ments se trouvant dans la cloˆture
autosuﬃsante clω.
Traitons le cas n = 1, ou` l/k est une extension primitive. (Si n > 1, on
raisonne par induction.) Soit k ≤ A ≤ l comme dans le Lemme 2.2.14, c.a`.d.
A/k est une extension premie`re, A controˆlant l. On choisit une L0-base a1 de
A/k, puis on choisit b˜ = acl0(b˜) ⊆ k et b ∈ B avec les proprie´te´s suivantes :
(i) a1 |⌣
i
b˜
k pour tout i,
(ii) αd ∈ clω(b˜a1).
(iii) b˜ ∈ clω(b).
Alors, posant a˜ := acl0(b˜a1), on voit facilement que a˜/b˜ est une extension
premie`re. Soit a := a˜αd. On utilise (2) pour pouvoir se servir de b˜ et pour
expliciter toutes les autres clω-de´pendances, et le Lemme 2.3.3 garantit qu’on
peut trouver une formule ϕ(x, z) comme requise.
Finalement, sous les hypothe`ses de (4), on choisit un sous-uplet (αi1 , . . . , αie)
de α de manie`re que α ∈ cld(Bαi1 , . . . , αie). Puis, on applique (3) a` l’ensemble
Bαi1 , . . . , αie et l’uplet α.
Lemme 2.3.6 (De´ﬁnissabilite´ de l’autosuﬃsance). Il existe un L-type partiel
et universel Π(y0, . . . , yn−1) tel que pour toute fusion K ∈ C˜0 et tout uplet
b = (b0, . . . , bn−1) ∈ K on ait K |= Π(b) si et seulement si b ≤ K.
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Preuve. Soit b ∈ K avec b 6≤ K, et supposons que a e´nume`re clK0 (b). Par (la
preuve de) 2.3.5(1), il existe une L-formule sans quanteurs ϕ(x, y) satisfaite par
(a, b) telle que pour tout a′, b
′
∈ K ′ avec |= ϕ(a′, b
′
) on a δ(a′/b
′
) ≤ δ(a/b) < 0.
En particulier, si K ′ |= ∃xϕ(x, b
′
), alors b
′
6≤ K ′.
Il suﬃt de mettre dans Π(y) toutes les formules de la forme ∀x¬ϕ(x, y), ou`
ϕ(x, y) est comme ci-dessus.
De´finition 2.3.7. Soit k, l ∈ C0 avec k ≤ l. On suppose qu’il y a des ensembles
ﬁnis et acl0-clos B ≤ A tels que B controˆle k et A controˆle l. On demande que
A |⌣
i
B
k pour i = 0, 1, 2. Une telle paire A/B est appele´e paire de controˆle pour
l’extension k ≤ l. Si d(A/B) = e = d(l/k), on dit que A/B est une paire de
controˆle de dimension e.
Remarque 2.3.8. Si A/B est une paire de controˆle (pour une extension l/k),
alors B est relativement acli-clos dans A pour i = 0, 1, 2.
Preuve. On a A ∩ acli(B) ⊆ A ∩ k = B, comme B = acl0(B) et A |⌣
0
B
k.
Lemme 2.3.9. Soit k ≤ l une extension dans C0 et Λ ⊆ω l. Alors, il existe une
paire de controˆle A/B pour l/k avec Λ ⊆ A.
Preuve. Comme l est ﬁniment engendre´e, quitte a` agrandir Λ, on peut suppo-
ser que 〈Λ〉 = l. Posons A1 := cl0(kΛ), et choisissons Λ ⊆ A0 ⊆ω A1 avec
acl0(A0k) = A1. Puis, on choisit B = cl0(B) ⊆ω k controˆlant k et satisfaisant
A0 |⌣
i
B
k pour i = 0, 1, 2. Finalement, on pose A := acl0(BA0). On ve´riﬁe que
A/B est une paire de controˆle pour l/k.
Pour pouvoir axiomatiser la the´orie Tω, il nous faudra e´tudier des familles
de paires de controˆle. Conside´rons B ≤ A, une paire de controˆle pour k ≤ l.
On e´nume`re B avec b et A \B avec a, et on pose b0 := Cb(tp0(a/k)), ou` Cb(·)
de´note la base canonique d’un type. Comme a |⌣
0
b
k, b0 ∈ acl
eq
0 (b). Par ailleurs,
b0 ∈ dcl
eq
0 (k). Soit ψ0(x, z, z0) une L0-formule isolant tp0(a, b, b0).
Par de´ﬁnissabilite´ du rang SU dans Ti, il existe des Li-formules ψi(x, z, z0)
pour i = 1, 2, satisfaisant :
PC(i) |= ψ1(a, b, b0) ∧ ψ2(a, b, b0).
PC(ii) Ti ⊢ ψi → ψ0 pour i = 1, 2.
PC(iii) La formule ϕi(x, z) := ∃z0ψi(x, z, z0) est une formule rang-comple`te
par rapport a` tpi(a/b) pour i = 1, 2.
PC(iv) Pour tout b
′
, b
′
0, et i = 1, 2, SU(ψi(x, b
′
, b
′
0)) = SU(ϕi(x, b
′
)).
De´finition 2.3.10. Soit Ψ := (ψ1, ψ2) une paire de formules. On dit que Ψ est
une famille de paires de controˆle (de dimension e) s’il existe une paire de controˆle
A/B de dimension e (pour une extension l/k dans C0), telle que Ψ satisfasse
aux conditions PC(i-iv) donne´es ci-dessus. Gardant les meˆmes notations, pour
une telle famille, on pose θΨ(z, z0) := ∃xψ1(x, z, z0) ∧ ∃xψ2(x, z, z0).
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Lemme 2.3.11. Soit k ≤ l ∈ C0. Alors qftpL(l/k) est implique´ par l’ensemble
des ψ1(x, b, b0) ∧ ψ2(x, b, b0), ou` Ψ = (ψ1, ψ2) est une famille de paires de
controˆle, a ∈ l, b ∈ k, b0 ∈ dcl
eq
0 (k) ∩ acl
eq
0 (b) et ab/b une paire de controˆle
de l/k avec |= ψ1(a, b, b0) ∧ ψ2(a, b, b0).
Preuve. C’est essentiellement le Lemme 2.3.9, combine´ avec le fait que les for-
mules rang-comple`tes sont coﬁnales dans tpi(a/b) pour i = 1, 2.
Lemme 2.3.12. Soit Ψ = (ψ1(x, z, z0), ψ2(x, z, z0)) une famille de paires de
controˆle de dimension e, et soit b
′
∈ k′ ∈ C0, b
′
0 ∈ dcl
eq
0 (k
′), b
′
controˆlant k′,
tels que |= θΨ(b
′
, b
′
0). Alors :
(1) Soit k′ ⊆ L ∈ C˜0 et a
′ ∈ L une solution ge´ne´rique de ψi(x, b
′
, b
′
0) au-dessus
de k′ pour i = 1 et i = 2. Supposons de plus que k′a′ ≤ 〈k′a′〉 =: l′ ⊆ L.
Alors, a′b
′
/b
′
est une paire de controˆle pour k′ ≤ l′, de dimension e.
(2) Des extensions L de k′ contenant des uplets a′ comme dans (1) existent.
Preuve. Pour (1), notons que b
′
≤ a′b
′
suit de PC(iii) et PC(iv). Comme
a′ |⌣
i
b
′ k′ et a′ |⌣
0
b
′ acli(b
′
) pour i = 1, 2, on a a′ |⌣
i
b
′ k′ pour i = 0, 1, 2. Le
Fait 1.3.4 nous donne que k′ ≤ A′k′ := acl0(A
′k′) (on raisonne comme dans la
preuve du Lemme 2.1.7), et donc a′b
′
/b
′
est une paire de controˆle pour k′ ≤ l′
(de dimension e).
Pour montrer (2), il suﬃt d’appliquer le Lemme 2.1.5 a` (p1, p2), ou` pi est un
Li-type ge´ne´rique dans ψi(x, b
′
, b
′
0) au dessus de k
′. La condition PC(ii) entraˆıne
que p1 ↾L0 = p2 ↾L0 , car b
′
0 = Cb0(pi ↾L0) pour i = 1, 2 et pi ↾L0 ne L0-de´vie pas
au-dessus de b
′
..
Lemme 2.3.13. Soit Ψ = (ψ1(x, z, z0), ψ2(x, z, z0)) une famille de paires de
controˆle (de dimension e), et soient b ⊆ b˜ = cl0(b˜) ≤ K ∈ C˜0, b0 ∈ dcl
eq
0 (〈b〉)
tels que |= θΨ(b, b0). Alors il existe Ψ˜ = (ψ˜1(x˜, z˜, z˜0), ψ˜2(x˜, z˜, z˜0)), une famille
de paires de controˆle (de dimension e), avec x˜ ⊇ x, z˜ ⊇ z et z˜0 ⊇ z0, telle que
|= ψ˜i → ψi pour i = 1, 2 et θψ˜(b˜, b˜0) pour un b0 ⊆ b˜0 ∈ dcl
eq
0 (〈b˜〉).
Preuve. Pour i = 1, 2, soient pi des Li-types ge´ne´riques dans ψi(x, b, b0) au-
dessus de k := 〈b˜〉. Comme b0 ∈ dcl
eq
0 (k), cela a un sens. Supposons que ai |= pi.
Comme dans la preuve de 2.3.12, on montre que ai |⌣
0
b
k et p1 ↾L0 = p2 ↾L0 , et
enﬁn qu’une application de 2.1.5 a` (p1, p2) fournit une extension k ≤ l, avec l
controˆle´e par une solution a de p1∪p2 au-dessus de k. Soit a˜ := acl0(b˜a)\b˜. Alors
a˜b˜/b˜ est une paire de controˆle de l/k. Par le Lemme 2.3.11, il existe une famille
de paires de controˆle Ψ˜ = (ψ˜1(x˜, z˜, z˜0), (ψ˜2(x˜, z˜, z˜0)) et b˜0 = Cb0(a˜/b˜) ⊇ b0 tel
que |= ψ˜1(a˜, b˜, b˜0) ∧ ψ˜2(a˜, b˜, b˜0) et |= ψ˜i(x˜, b˜, b˜0) → ψi(x, b, b0) pour i = 1, 2.
Quitte a` re´tre´cir les ψ˜i, on peut supposer que |= ψ˜i(x˜, z˜, z˜0)→ ψi(x, z, z0) pour
i = 1, 2.
Maintenant, on conside`re la L-the´orie T ′ω := T
′
ω(1, 2, 3) donne´e par les trois
sche´mas d’axiomes :
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T ′ω(1) : Th(C˜0)
T ′ω(2) : T1 ∪ T2
T ′ω(3) : Soit Ψ = (ψ1, ψ2) une famille de paires de controˆle de dimension e. Puis,
soit τ(x, z) une formule existentielle a` quantiﬁcation borne´e, telle queK |=
τ(a, b) implique d(a/b) < e. Pour Ψ et τ , on met l’axiome
∀zz0∃x[θΨ(z, z0)→ ψ1(x, z, z0) ∧ ψ2(x, z, z0) ∧ ¬τ(x, z)].
The´ore`me 2.3.14. Les the´ories T ′ω et Tω co¨ıncident. Tout mode`le ℵ1-sature´
de T ′ω est une fusion riche. Re´ciproquement, toute fusion riche est un mode`le
ℵ0-sature´ de T
′
ω.
Preuve. SoitK une fusion riche. On montre d’abord queK |= T ′ω. Il est clair que
K |= T ′ω(1), et le Lemme 2.1.15 donne K |= T
′
ω(2). Quant au sche´ma d’axiomes
T ′ω(3), supposons que Ψ = (ψ1, ψ2) est une famille de paires de controˆle (de
dimension e), et b, b0 ∈ K avec |= θΨ(b, b0). Puis, soit τ(x, z) une formule comme
dans le sche´ma (3). Quitte a` appliquer le Lemme 2.3.13, on peut supposer que
b ≤ 〈b〉 =: k ≤ K. On trouve, par le Lemme 2.3.12, k ≤ l ∈ C0 et a ∈ l tel que
ab/b soit une paire de controˆle (de dimension e) pour l/k et tel que a satisfasse
ψ1(x, b, b0) ∧ ψ2(x, b, b0). Comme K est riche, on peut k-plonger l fortement
dans K. Identiﬁant a avec son image dans K par un tel plongement, on obtient
K |= ψi(a, b, b0) pour i = 1, 2. Or, on a aussi K |= ¬τ(a, b), car d(a/b) = e. En
particulier, l’axiome correspondant a` Ψ et τ dans T ′ω(3) est satisfait par K. En
particulier, on a montre´ la consistance de T ′ω, car les fusions riches existent.
Ensuite, nous montrons que tout mode`le ℵ1-sature´ de T
′
ω est riche. Une fois
que cela est e´tabli, la proposition entie`re est prouve´e, i.e. toute fusion riche est
mode`le ω-sature´ de T ′ω (puisque la L∞,ω-e´quivalence avec un mode`le ω-sature´
entraˆıne l’ω-saturation) et T ′ω = Tω (puisque toute structure a des extensions
e´ le´mentaires ℵ1-sature´es et deux the´ories ayant les meˆmes mode`les κ-sature´s
pour un certain κ sont e´quivalentes).
On conside`re K |= T ′ω, ou` K est ℵ1-sature´, et k ≤ K une fusion ﬁniment
engendre´e. Pour tout k ≤ l ∈ C0 (on suppose que d(l/k) = e), on doit trouver
un k-plongement fort de l dans K.
En utilisant le Lemme 2.3.5.(4), on voit que l’on peut approximer “d(x/z) ≥
e” par des formules de la forme ¬τ(x, z), ou` τ(x, z) est une formule existentielle
a` quantiﬁcation borne´e forc¸ant d(x/z) < e. On note que l’ensemble de tels τ
est clos par disjonction. Combine´ avec 2.3.11, cela montre que les axiomes dans
T ′ω(3) approximent bien une re´alisation de qftpL(l/k) qui est autosuﬃsante. Par
ℵ1-saturation de K, on peut donc k-plonger fortement l dans K.
D’un point de vue esthe´tique, le The´ore`me 2.3.14 n’est pas satisfaisante, car
elle ne caracte´rise pas les fusions riches par une proprie´te´ mode`le-the´orique. Si
l’on exigeait, dans la de´ﬁnition d’une fusion riche, que tout proble`me d’amal-
gamation soit re´solu pour tout k ≤ l ∈ C˜0 de´nombrable, les fusions riches cor-
respondraient exactement aux mode`les ℵ1-sature´s de Tω. Cependant, a` l’aide
d’une notion adapte´e de saturation, on peut aussi se contenter de la de´ﬁnition
de “riche” que nous avons donne´e.
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On dira qu’une structure M est ℵǫ-sature´e si pour tout b ⊆ω M , tout type
au-dessus de acl(b) est re´alise´ dans M . On remarque que d’habitude, dans la
de´ﬁnition de la ℵǫ-saturation, la cloˆture alge´brique est prise dans M
eq, mais
nous la prenons uniquement dans les re´els, et cela dans l’ensemble de la the`se.
A posteriori, en utilisant le Corollaire 2.3.25, on pourra caracte´riser les fusions
riches de la fac¸on suivante :
Remarque 2.3.15. Les fusions riches dans C˜0 sont exactement les mode`les
ℵǫ-sature´s de Tω.
En modiﬁant la preuve du The´ore`me 2.3.14 et en utilisant le Lemme de
de´composition 2.2.11, on obtient :
Remarque 2.3.16. Dans l’axiomatisation de T ′ω, on peut se restreindre aux
familles de paires de controˆle donnant lieu a` des extensions primitives ou a` des
extensions ge´ne´riques.
Il y a un cadre ou` l’on peut se dispenser des extensions ge´ne´riques :
De´finition 2.3.17. Soit T0 ⊆ T1 une expansion satisfaisant a` nos hypothe`ses
ge´ne´rales. On dit que l’expansion T0 ⊆ T1 renforce la pre´ge´ome´trie si pour tout
A ⊆M |= T1 et tout e´le´ment a avec d1(a/A) = 1 on a acl1(Aa) ) acl0(Aa).
Notation. Pour B ⊆ A, on pose B ≤n A si et seulement si δ(A
′/B) ≥ 0 pour
tout ensemble A′ avec B ⊆ A′ ⊆ A et d0(A
′/B) ≤ n.
Lemme 2.3.18. Supposons que le contexte de fusion (T0, T1, T2) est tel que
les deux expansions T0 ⊆ T1 et T0 ⊆ T2 renforcent la pre´ge´ome´trie. Alors, toute
extension ge´ne´rique de fusions peut eˆtre approxime´e par des extensions parasites.
Plus pre´cise´ment, soit K ≤ L ∈ C˜0 une extension ge´ne´rique et a ∈ L avec
δ(a/K) = d(a/K) = 1. Alors, pour tout n ∈ N il existe une extension parasite
L′/K et a′ ∈ L′ avec qftpL(a
′/K) = qftpL(a/K) et Ka
′ ≤n L
′.
Preuve. Soit donc K ≤ L = 〈Ka〉 une extension ge´ne´rique (avec L ≤ K∗ pour
K∗ riche). Observons d’abord que pour a′ ∈ K∗ \ K on a d(a′/K) = 1 si et
seulement si Ka′ ≤n K
∗ pour tout n, c’est a` dire a′ satisfait a` tous les types
partiels suivants :
∀y1 . . . ynδ(xy/K) ≥ 1.
Rappelons que les Li ne contiennent pas de symboles de fonctions. Il suf-
ﬁt alors de trouver des singletons an ∈ K
∗ satisfaisant qftpL(〈Kan〉
n/K) =
qftpL(〈Ka〉
n/K) et d0(cl0(Kan)/K) ≥ n. On va construire une extension para-
site K ≤ Ln = clω(Kan) avec an comme requis.
Nous renvoyons a` 2.2.5 pour la de´ﬁnition de 〈·〉n. Pour construire Ln, on
conside`re d’abord A′n := 〈Ka〉
n. Par induction sur n, en utilisant l’hypothe`se
que les expansions T0 ⊆ Ti renforcent la pre´ge´ome´trie et que d(a/K) = 1, on
voit que A′n n’est pas acli-clos, pour i = 1, 2. On peut donc choisir (dans L) des
e´le´ments ci ∈ acli(A
′
n) \A
′
n. Maintenant, on applique le Lemme 2.1.5 aux types
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pi := tpi(acl0(A
′
nci)/K) au-dessus de K, et on obtient une extension Ln/K qui
est controˆle´e au-dessus de K par une re´alisation de p1∪p2. On ve´riﬁe sans peine
que Ln/K est parasite. Soit an ∈ Ln l’e´le´ment qui correspond a` a dans L. Alors,
An := cl0(Kan) ⊆ 〈Kan〉
n+1 et An * 〈Kan〉n (par construction).
A fortiori, d0(cl0(An)/K) ≥ n + 1, car si An ∩ 〈Kan〉
m = An ∩ 〈Kan〉
m+1
pour un m, il s’en suit que An ⊆ 〈Kan〉
m (par 2.2.13).
Combinant ce re´sultat avec le Lemme de de´composition, on obtient le corol-
laire suivant.
Corollaire 2.3.19. Soit (T0, T1, T2) un contexte de fusion, ou` T0 ⊆ Ti renforce
la pre´ge´ome´trie, pour i = 1, 2. Alors, dans l’axiomatisation de Tω, le sche´ma
(3) prend la forme
∀zz0∃x[θΨ(z, z0)→ ψ1(x, z, z0) ∧ ψ2(x, z, z0)],
ou` Ψ parcourt les familles de paires de controˆles donnant lieu a` des extensions
primitives.
Exemples 2.3.20. (1) Soit T0 = EVFp la the´orie d’un espace vectoriel inﬁni
sur Fp, et soit T1 une comple´tion de la the´orie des corps pseudo-ﬁnis de
caracte´ristique p. La the´orie T1 est une expansion de T0 (le L0-re´duit est
donne´ par le groupe additif du corps). Alors, T0 ⊆ T1 renforce la pre´ge´o-
me´trie. Cela est aussi vrai, si T0 est la the´orie d’un ensemble inﬁni sans
structure et T1 une the´orie comple`te de corps pseudoﬁnis (de caracte´ris-
tique arbitraire).
(2) Soit T0 la the´orie d’un ensemble inﬁni sans structure, et soit T1 le graphe
ale´atoire (ou` une expansion d’une the´orie fortement minimale T0 qu’on
peut obtenir en ajoutant un pre´dicat ale´atoire a` la Chatzidakis-Pillay
[CP98]. On a acl1(A) = A = acl0(A), et donc l’expansion T1 ⊇ T0 ne
renforce pas la pre´ge´ome´trie.
(3) Soit T0 = EVFq , et T1 la the´orie d’un espace vectoriel inﬁni sur Fq avec
une forme biline´aire ge´ne´rique β(·, ·). Alors, T0 ⊆ T1 ne renforce pas la
pre´ge´ome´trie, car dans cet exemple on a acl1 = acl0 aussi.
Pour pouvoir pleinement exploiter le The´ore`me 2.3.14, il est commode de
conside´rer la classe C˜0 ainsi que la the´orie Tω dans une expansion par de´ﬁnitions
de L.
De´finition 2.3.21. Soit L∗ l’expansion par de´ﬁnitions de L donne´e par l’en-
semble des L-formules existentielles (sans parame`tres) a` quantiﬁcation borne´e.
Formellement, ce nouveau langage L∗ est construit ainsi : pour toute formule
existentielle a` quantiﬁcation borne´e τ(x) = τ(x0, . . . , xn−1) on introduit un
nouveau symbole de relation n-aire Rτ (x). Puis, on conside`re Tω (et toute autre
the´orie qui implique ThL(C˜0)) dans le langage L
∗, en ajoutant aux L-axiomes
les “de´ﬁnitions” des Rτ , c’est a` dire pour tout τ on impose
∀x(Rτ (x)↔ τ(x)).
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On e´crit T ∗ω pour de´noter la the´orie Tω ainsi obtenue dans L
∗, de meˆme C˜∗0
de´note la classe C˜0, conside´re´e dans L
∗.
Notation. On e´crira tpω au lieu de tpTω ainsi que aclω au lieu de aclTω .
The´ore`me 2.3.22 (E´limination des quanteurs).
(1) Soient Ai ⊆ Mi |= Tω pour i = 1, 2 des uplets (pas ne´cessairement finis).
Alors
tpω(A1) = tpω(A2) ssi cl
M1
ω (A1)
∼=L cl
M2
ω (A2).
(2) La the´orie T ∗ω e´limine les quanteurs (dans L
∗).
(3) La L-the´orie Tω est presque mode`le-comple`te, i.e. toute L-formule est e´qui-
valente, dans Tω, a` une combinaison boole´enne de L-formules existen-
tielles.
Preuve. Notons d’abord que (2) est une conse´quence de (1), car il y a suﬃsam-
ment de L-formules pour de´crire uniforme´ment la cloˆture autosuﬃsante (c’est
la partie (2) du Lemme 2.3.5). Puis, (3) suit de (2). Il suﬃt donc de montrer
(1).
On peut supposer que A1 et A2 sont ﬁnis. L’implication est claire. Re´ci-
proquement, supposons que clM1ω (A1)
∼=L cl
M2
ω (A2). Par le The´ore`me 2.3.14,
les mode`les sature´s de Tω sont riches. On peut donc e´tablir un va-et-vient in-
ﬁni au-dessus du L-isomorphisme donne´ entre les clMiω (Ai), d’ou` tpω(A1) =
tpω(A2).
Corollaire 2.3.23. Soient M ⊆ N deux mode`les de Tω. Alors M 4 N si et
seulement si M ≤ N .
Corollaire 2.3.24. Les comple´tions de Tω sont donne´es par les L-types d’iso-
morphisme possibles de 〈∅〉 ∈ C0, c’est a` dire pour M,N |= Tω on a M ≡ N si
et seulement si 〈∅〉M ∼=L 〈∅〉N .
Corollaire 2.3.25. Pour tout A ⊆ M |= Tω on a cl
M
ω (A) = aclω(A), i.e. la
cloˆture alge´brique au sens de Tω est donne´e par la cloˆture autosuffisante.
Preuve. L’inclusion clMω (A) ⊆ aclTω (A) suit de 2.1.3, et il suﬃt donc de montrer
que K := clMω (A) est alge´briquement clos. Soit K ≤ M ≤ K
∗ |= Tω et α ∈
K∗\K. On aK ≤ clω(Kα) =: L ≤ K
∗. Pour n ∈ N, soient L1, . . . , Ln des copies
isomorphes de L au-dessus de K. On peut supposer que K∗ est suﬃsamment
sature´, et on peut alors plonger fortement un amalgame libre L1 ⊗K . . .⊗K Ln
dans K∗. En utilisant le The´ore`me 2.3.22, on voit que tpω(α/K) admet un
nombre non-borne´ de re´alisations, d’ou` α 6∈ aclω(K).
2.4 Simplicite´
Dans cette section, nous montrons — sous une hypothe`se supple´mentaire —
que toute comple´tion de Tω est supersimple (The´ore`me 2.4.10). Pour cela, nous
e´tudions une notion d’inde´pendance inhe´rente a` la construction de la fusion
libre.
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De´finition 2.4.1. Soient A,B,C ⊆ K, ou` K est une fusion. On pose A |⌣
∗
B
C
ssi clω(BA) ∩ clω(BC) = clω(B) et A |⌣
d
B
C.
Le Lemme 2.1.9 montre :
Remarque 2.4.2. Soient B ⊆ A,C ⊆ K des sous-ensembles clω-clos de la
fusion K. Alors, sont e´quivalents :
(1) A |⌣
∗
B
C.
(2) A |⌣
i
B
C (i = 1, 2) et AC ≤ K.
(3) D := 〈AC〉 est un amalgame libre de A et C au-dessus de B et D ≤ K.
Lemme 2.4.3. La notion |⌣
∗
est syme´trique et transitive, c’est a` dire pour
tout A,B,C,D on a
Syme´trie : A |⌣
∗
B
C si et seulement si C |⌣
∗
B
A.
Transitivite´ : A |⌣
∗
B
CD si et seulement si A |⌣
∗
B
C et A |⌣
∗
BC
D.
Preuve. La syme´trie est claire par de´ﬁnition. Pour montrer la transitivite´, il
suﬃt de traiter le cas ou` B ≤ A,C et C ≤ D sont tous clω-clos. Si A |⌣
∗
B
C
et A |⌣
∗
C
D, alors A |⌣
∗
B
D suit de la Remarque 2.4.2(2). Pour l’autre direction,
notons que A |⌣
∗
B
D ⇒ A |⌣
∗
B
C suit de la de´ﬁnition de |⌣
∗
, puisque A |⌣
d
B
D
entraˆıne A |⌣
d
B
C. Le fait que A |⌣
∗
B
D implique A |⌣
∗
C
D est une conse´quence
du Lemme 2.2.6 : on l’applique a` C ≤ A′, D, ou` A′ := acl0(AC). Comme
A |⌣
∗
B
C, A′ est fort dans K. Les autres hypothe`ses de 2.2.6, en l’occurrence
A′ |⌣
0
C
D et A′ |⌣
d
C
D, sont satisfaites, et on de´duit donc que clω(AC)∩D = C,
car clω(AC) = 〈A
′〉.
Lemme 2.4.4 (Caracte`re local). Soient M une fusion, B ⊆ M et α ∈ M un
uplet fini. Alors il existe B0 ⊆ω B tel que α |⌣
∗
B0
B.
Preuve. On pose L := clω(Bα) et K := clω(B). Donc, L = 〈Ka〉 pour un uplet
ﬁni a ∈ M controˆlant L au-dessus de K, a ⊇ α. Maintenant, on choisit k ≤ K
ﬁniment engendre´ tel que d(a/K) = δ(a/K) = δ(a/k) = d(a/k), et on pose
l := 〈ka〉 (c’est autosuﬃsant dans M). Le Lemme 2.1.9 entraˆıne que L est un
amalgame libre de K et l au-dessus de k′ := K∩l. Or, k′ est une fusion contenue
de manie`re autosuﬃsante dans une fusion ﬁniment engendre´e, et donc ﬁniment
engendre´ee aussi, par le Lemme 2.2.12. Pour terminer la preuve, il suﬃt de
choisir un ensemble B0 ⊆ B ﬁni tel que k
′ ⊆ clω(B0).
Proposition 2.4.5. Dans toute comple´tion T de Tω, la notion |⌣
∗
de´finit une
notion d’inde´pendance, c’est a` dire elle satisfait aux proprie´te´s (i)-(vii) de la
De´finition 1.1.2.
Preuve. L’invariance par automorphisme est claire, et la non-trivialite´ suit de
la de´ﬁnition de |⌣
∗
et de l’e´galite´ aclω = clω (Corollaire 2.3.25).
Ensuite, la proprie´te´ d’extension suit de l’existence d’un amalgame libre dans
C˜0, combine´ avec le fait qu’on peut toujours plonger un amalgame libre de deux
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fusions fortes de manie`re autosuﬃsante dans un mode`le suﬃsamment sature´
(donc riche) de T .
Le caracte`re ﬁni est une conse´quence imme´diate de : clω est un ope´rateur
ﬁnitaire, ⊗ ainsi que ≤ passent a` la limite.
Enﬁn, la syme´trie et la transitivite´ sont montre´es dans 2.4.3, tandis que le
caracte`re local est le contenu du Lemme 2.4.4.
Nous avons besoin d’introduire une hypothe`se supple´mentaire pour obtenir
des re´sultats d’amalgamation qui permettent d’e´tablir le the´ore`me d’inde´pen-
dance. Rappelons qu’une suite (Ai)i<α est inde´pendante au-dessus de B si pour
tout β < α on a Aβ |⌣B
⋃
i<β Ai.
De´finition 2.4.6. (1) On dit qu’une expansion de the´ories simples T0 ⊆ T1
a une alge´bricite´ inde´pendante, si pour tout M |= T1 et toute suite T1-
inde´pendante A,B,C au-dessus de M avec A,B,C ⊇M on a
acl1(AB) acl1(AC)
0
|⌣
BC
acl1(BC).
(2) Nous disons que le contexte de fusion (T0, T1, T2) satisfait a` l’hypothe`se A,
si l’expansion T0 ⊆ Ti a une alge´bricite´ inde´pendante pour i = 1 et i = 2.
Lemme 2.4.7. Soit T0 fortement minimale et modulaire.
1. Si T0 a une pre´ge´ome´trie triviale, alors toute expansion simple T0 ⊆ T1 a
une alge´bricite´ inde´pendante.
2. Si T1 est stable, alors T0 ⊆ T1 a une alge´bricite´ inde´pendante.
Preuve. C’est clair pour (1). Quant a` (2), c’est un argument de cohe´ritier qui le
donne tout de suite. Soit M |= T1 et soit A,B,C une suite T1-inde´pendante au-
dessus deM telle que A,B,C ⊇M . Comme T0 est modulaire et fortement mini-
male, il suﬃt de montrer que acl0(acl1(AB) acl1(AC)) ∩ acl1(BC) = acl0(BC).
Soient a ∈ A, b ∈ B et c ∈ C. Soit f¯ ∈ acl1(BC) \ acl0(BC). Puis, soit
d¯ ∈ acl1(AB) avec |= ϕ1(d¯, a, b), ou` ϕ1(x, z, b) est une L1-formule a` parame`tres
dans Mb qui rend d¯ explicitement alge´brique au-dessus de Mba. De meˆme pour
e¯ ∈ acl1(AC) et une formule ϕ
′
1(y, z, c¯) avec |= ϕ
′
1(e¯, a, c¯). Puis, soit χ0(w¯, x, y)
une L0(M)-formule, explicitant w¯ ∈ acl0(Mxy) avec |= χ0(f¯ , d¯, e¯). Comme
tpL1(a/ acl1(Mbc¯)) est le cohe´ritier de sa restriction a` M , on trouve m¯ ∈ M
avec |= ∃xyϕ1(x, m¯, b) ∧ ϕ
′
1(y, m¯, c¯) ∧ χ0(f¯ , x, y). On en de´duit facilement que
f¯ ∈ acl0(Mbc¯).
Remarque. Nous ignorons s’il y a des exemples d’expansions T1 ⊇ T0 (disons
avec T1 supersimple de rang SU 1 et T0 fortement minimale et modulaire) sans
alge´bricite´ inde´pendante.
Dans le lemme suivant, nous utilisons la notion d’une suite |⌣
∗
-inde´pendante
(de´ﬁnie comme une suite inde´pendante classique, en remplac¸ant |⌣ par |⌣
∗
).
Comme |⌣
∗
est une notion d’inde´pendance (en particulier syme´trique et tran-
sitive), les suites |⌣
∗
-inde´pendantes ont des proprie´te´s similaires a` celles des
suites inde´pendantes dans une the´orie simple.
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Lemme 2.4.8. Supposons l’hypothe`se A, et soit K |= T1 ∪ T2 une fusion,
K ⊆ A,B,C ⊆ M , ou` M est riche et A,B,C une suite |⌣
∗
-inde´pendante
de sous-ensembles clω-clos de M . On pose D := 〈BC〉 = clω(BC), E :=
〈AB〉 = clω(AB) et F := 〈AC〉 = clω(AC). Alors, D,E, F est une suite |⌣
i
-
inde´pendante au-dessus de ABC, pour i ∈ {0, 1, 2}.
Preuve. Par induction sur m+ n+ p, on va montrer :
(∗)m,n,p La suite (〈AB〉mj , 〈AC〉
n
j , 〈BC〉
p
j ) est |⌣
i
-inde´pendante au-dessus de
l’ensemble ABC, pour i = 0, 1, 2 et j = 1, 2.
Une fois que (∗)m,n,p est montre´, la preuve est termine´e. Pour l’e´tablir, il
suﬃt de montrer que 〈AB〉mj 〈AC〉
n
j |⌣
i
BC
〈BC〉pj pour i = 0, 1, 2, puisque nous
avons 〈AB〉 |⌣
∗
B
〈BC〉 par hypothe`se, ce qui entraˆıne 〈AB〉 |⌣
i
B
〈BC〉 par 2.4.2
et donc aussi 〈AB〉 |⌣
i
BC
〈BC〉 pour tout i.
Les ensembles BC, 〈AB〉mj 〈AC〉
n
j et 〈BC〉
p
j e´tant forts, le Lemme 2.2.6
montre
〈AB〉mj 〈AC〉
n
j
0
|⌣
BC
〈BC〉pj ⇒ 〈AB〉
m
j 〈AC〉
n
j
i
|⌣
BC
〈BC〉pj pour i = 1, 2.
On raisonne par l’absurde. Il existe donc m,n, p ∈ N avec m+n+p minimal
tels que (∗)m,n,p soit faux. Par syme´trie, on peut supposer que m ≤ n ≤ p et
〈AB〉m1 〈AC〉
n
1
0
6 |⌣
BC
〈BC〉p1.
Par hypothe`se, l’expansion T0 ⊆ T1 a une alge´bricite´ inde´pendante, et donc
ne´cessairement p ≥ 2 (car m ≤ n ≤ p).
Par minimalite´ de m+n+p, on a 〈AB〉m2 〈AC〉
n
2 |⌣
1
BC
〈BC〉p−12 ce qui donne
〈AB〉m+11 〈AC〉
n+1
1 |⌣
1
〈BC〉11
〈BC〉p1 (par la de´ﬁnition des hie´rarchies 〈·〉
k
j ), et en
particulier
〈AB〉m1 〈AC〉
n
1
0
|⌣
〈BC〉11
〈BC〉p1. (2.2)
Puisque p ≥ 2, on a 〈AB〉m1 〈AC〉
n
1 |⌣
0
BC
〈BC〉11, car m+ n+ 1 < m+ n+ p.
Par transitivite´ et l’e´quation (2.2) on arrive donc a` 〈AB〉m1 〈AC〉
n
1 |⌣
0
BC
〈BC〉p1,
une contradiction.
Proposition 2.4.9. Supposons l’hypothe`se A, et soit K |= T1 ∪ T2 une fusion,
K ≤ A0, A1, A2 ∈ C˜0. Supposons donne´es des fusions A{0,1}, A{0,2} et A{1,2}
ainsi que des K-plongements forts ιwk : Ak →֒ Aw pour k ∈ w, tels que A{i,j}
soit un amalgame libre des images de Ai et Aj pour les plongements ι
{i,j}
i et
ι
{i,j}
j .
Alors il existe une K-fusion A et des K-plongements forts ιw : Aw →֒ A
satisfaisant
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(1) ιw ◦ ι
w
k = ιw′ ◦ ι
w′
k si k ∈ w ∩ w
′ (ce plongement est note´ ιk),
(2) ι0(A0), ι1(A1), ι2(A2) est une suite |⌣
∗
-inde´pendante au-dessus de K.
Preuve. On peut supposer que A1, A2 ≤ A{1,2}, c.a`.d. ι
{1,2}
1 et ι
{1,2}
2 sont des
inclusions. D’abord, nous construisons des L1-plongements ι
′
w : Aw →֒M
′ |= T1
satisfaisant la condition (1) ainsi que certaines conditions d’inde´pendance.
On choisitM ′ ⊇ A{1,2}, un mode`le suﬃsamment sature´ de T1 (en particulier,
ι′{1,2} sera donne´e par l’inclusion).
Par le the´ore`me d’inde´pendance dans T1, on trouve A
′
0 avec
(I) A′0 |⌣
1
K
A1A2, et A
′
0 ≡
1
A1
ι
{0,1}
0 (A0) ainsi que A
′
0 ≡
1
A2
ι
{0,2}
0 (A0).
On peut choisir A′0 de telle manie`re que
(II) A′0 |⌣
1
K
A{1,2}.
Identiﬁant A′0 et ι
{0,1}
0 (A0), on trouve A
′
{0,1} satisfaisant
(III) A′{0,1} ≡
1
A′0A1
A{0,1} et A
′
{0,1} |⌣
1
A′0A1
A{1,2}.
De meˆme, identiﬁant A′0 avec ι
{0,2}
0 (A0), on trouve A
′
{0,2} satisfaisant
(IV) A′{0,2} ≡
1
A′0A2
A{0,2} et A
′
{0,2} |⌣
1
A′0A2
A′{0,1}A{1,2}.
Finalement, par (III) et (IV), nous avons le suivant :
(V) A′{0,1}, A
′
{0,2}, A{1,2} est une suite T1-inde´pendante au-dessus de l’ensemble
A′0A1A2.
Les identiﬁcations que nous avons faites fournissent des L1-plongements
ι′{0,i} : A
′
{0,i} →֒M
′ pour i = 1, 2 qui satisfont e´videmment (1).
Voila` les conse´quences de (I)-(V) au niveau des L0-re´duits : d’abord, par
(III) et (II), on a A′{0,1} |⌣
1
A1
A{1,2}, ce qui donne
(III-0) A′{0,1} |⌣
0
A1
A{1,2}.
Puis, (IV) donne A′{0,2} |⌣
0
acl1(A′0A2)
A′{0,1}A{1,2}. Par ailleurs, on pre´tend
que
acl1(A
′
0A2)
0
|⌣
A′0A2
A′{0,1}A{1,2}, (2.3)
ce qui donnera (IV-0).
Pour montrer (2.3), notons d’abord que (2.3) est un e´nonce´ qui de´pend
uniquement de q1 := tp1(A
′
{0,1}A{1,2}). Comme A
′
{0,1} |⌣
1
A1
A{1,2}, par la Re-
marque 2.1.8, il existe un amalgame libre (auxiliaire) A˜ = A′{0,1} ⊗A1 A{1,2} tel
que tp1(A˜
′
{0,1}A˜{1,2}) = q1, ou` nous e´crivons X˜ chaque fois qu’un ensemble X
est conside´re´ comme sous-ensemble de A˜. Les fusions A˜′0, A˜1 et A˜2 forment une
suite |⌣
∗
-inde´pendante, avec A˜′{0,1} = 〈A˜
′
0A˜1〉 et A˜{1,2} = 〈A˜1A˜2〉.
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Or, le Lemme 2.4.8 implique 〈A˜′0A˜2〉 |⌣
0
A˜′0A˜1A˜2
A˜′{0,1}A˜{1,2}, et en particulier
acl1(A˜
′
0A˜2) |⌣
0
A˜′0A˜2
A˜′{0,1}A˜{1,2}. Comme tp1(A˜
′
{0,1}A˜{1,2}) = tp1(A
′
{0,1}A{1,2}),
on a montre´ (2.3).
(IV-0) A′{0,2} |⌣
0
A′0A2
A′{0,1}A{1,2}.
On combine (III-0) et (IV-0) pour obtenir
(V-0) Le syste`me (K,A′0, A1, A2, A
′
{0,1}, A
′
{0,2}, A{1,2},M
′), avec les indices et
plongements e´vidents, est un syste`me inde´pendant de mode`les de T0.
Par le Fait 1.2.2 et (V-0), tp0(A
′
{0,1}, A
′
{0,2}, A{1,2}) est comple`tement de´ter-
mine´ par le syste`me en question.
Changeant L1 en L2, on peut obtenir des L2-plongements ι
′′
w : Aw →֒M
′′ |=
T2 satisfaisant a` (1), en conside´rant A{1,2} ⊆M
′′ |= T2 suﬃsamment sature´, et
en trouvant A′′0 , A
′′
{0,1} et A
′′
{0,2} ve´riﬁant les analogues de (I)-(V).
Par ce qui est dit plus haut, on a l’e´galite´
tp0(A
′
{0,1}A
′
{0,2}A{1,2}) = tp0(A
′′
{0,1}A
′′
{0,2}A{1,2}).
Il suﬃt d’appliquer 2.1.5 a` tp1(A
′
{0,1}A
′
{0,2}A{1,2}) et tp2(A
′′
{0,1}A
′′
{0,2}A{1,2})
pour obtenir la fusion A cherche´e. Notons que les plongements ιw sont don-
ne´s implicitement par notre construction. Puis, (2) suit du fait que A est un
amalgame libre de A′0 et A{1,2} au-dessus de K (on applique 2.4.8).
The´ore`me 2.4.10. Supposons l’hypothe`se A. Alors toute comple´tion T de Tω
est supersimple, et la relation de non-de´viation |⌣ dans T est donne´e par |⌣
∗
.
Le rang SU d’une extension parasite est e´gal a` la longueur d’une de´compo-
sition en extensions primitives, et SU(g/A) ≤ ω pour tout g avec d(g/A) = 1.
Preuve. On utilise le The´ore`me de Kim-Pillay 1.1.3. Il a de´ja` e´te´ montre´ que
|⌣
∗
est une notion d’inde´pendance dans la Proposition 2.4.5. Puis, une fois que
la simplicite´ de T est e´tablie, 2.4.4 montre que tout type ﬁnitaire ne de´vie pas
au-dessus d’un ensemble ﬁni, d’ou` la supersimplicite´ de T . Or, le The´ore`me
d’Inde´pendance suit de la Proposition 2.4.9.
Les e´nonce´s concernant le rang SU de´coulent des Ine´galite´s de Lascar (Fait
1.1.5), car le rang SU d’une extension primitive est e´gal a` 1 (c’est pre´cise´ment
le contenu du Lemme 2.2.2). Pour les extensions parasites, c’est clair. Puis, si
g 6 |⌣
∗
B
B′ pour un singleton g avec d(g/B) = 1, force´ment d(g/B′) = 0. On en
de´duit que SU(g/B′) < ω, car clω(B
′g)/ clω(B
′) est une extension parasite.
En fait, la Proposition 2.4.9 montre :
Corollaire 2.4.11. Dans la situation du The´ore`me 2.4.10, le the´ore`me d’inde´-
pendance est valide au-dessus de toute fusion K = clω(K) |= T1 ∪ T2.
On note que le The´ore`me 2.4.10 implique en particulier que les longueurs
de deux de´compositions d’une extension parasite en extensions primitives sont
les meˆmes. Cela e´tablit la seconde partie de la Proposition 2.2.9 qui n’e´tait
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jusqu’alors pas de´montre´e, au moins dans le cas ou` toute comple´tion de Tω est
simple avec |⌣ = |⌣
∗
. Or, sans cette hypothe`se, on peut toujours de´ﬁnir un
rang de Lascar par rapport a` |⌣
∗
que l’on note SU∗. Comme dans le cas simple,
on a SU∗(l/k) = 1 par 2.2.2, et la remarque suivante fournit l’argument graˆce
auquel on peut se passer de la simplicite´.
Remarque 2.4.12. Soit |⌣
∗
une notion d’inde´pendance, et soit SU∗ le rang
de fondation par rapport a` la |⌣
∗
-de´viation. Alors, SU∗ satisfait aux Ine´galite´s
de Lascar (cf. 1.1.5).
Preuve. La preuve dans le cas simple donne´e dans [Wa00] s’applique sans chan-
gement.
Pour conclure, nous allons montrer que tout type parasite est monobase´.
Pour cela, le lemme suivant est bien utile, car il permet de comprendre facilement
la de´viation au sein d’un type parasite. On aurait pu e´noncer ce lemme de´ja`
depuis d’un moment.
Lemme 2.4.13. Soit L une extension parasite de K = clω(K), et soit M =
clω(M) une extension arbitraire de K. Alors L |⌣
∗
K
M ssi L ∩ M = K ssi
L |⌣
0
K
M .
Preuve. Il suﬃt de combiner le Lemme 2.1.9 avec 2.4.2, car L |⌣
d
K
M est auto-
matique pour L/K parasite.
Proposition 2.4.14. Soit T une comple´tion de Tω, et supposons que T soit
simple avec |⌣ = |⌣
∗
. Alors, tout type parasite est monobase´.
Preuve. C’est une conse´quence de la caracte´risation de la non-de´viation pour
les extensions parasites donne´e dans le Lemme 2.4.13.
Les types monobase´s dans une the´orie simple (et surtout stable) ont de jolies
proprie´te´s. On verra l’utilite´ de 2.4.14 au cours du Chapitre 3. Dans ce chapitre,
on e´tudiera un contexte de fusion qui me`ne a` une the´orie Tω comple`te et ω-
stable.
2.5 Paires magnifiques de fusions libres
Dans [BPV03], la notion d’une paire magnifique de mode`les de T est intro-
duite et e´tudie´e, ou` T est une the´orie simple comple`te. Dans cette section, en
travaillant dans la classe des paires de fusions, nous montrons que tout mode`le
suﬃsamment sature´ de la the´orie des paires magniﬁques de mode`les de Tω est
une paire magniﬁque. On obtient comme corollaire que toute comple´tion T de
Tω a la wnfcp (si T est simple avec |⌣ = |⌣
∗
).
Le concept d’une paire magniﬁque (d’une the´orie simple) est une ge´ne´ralisa-
tion commune des deux notions suivantes :
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– les belles paires (de mode`les d’une the´orie stable) e´tudie´es par Poizat dans
[Po83],
– les paires ge´ne´riques (de mode`les d’une the´orie simple de rang SU e´gal a`
1) e´tudie´es par Vassiliev dans [Va03].
Il est observe´ dans [BPV03] que pour une the´orie stable T , une “paire ma-
gniﬁque” est (essentiellement) la meˆme chose qu’une “belle paire”.
Supposons que T est une L-the´orie simple et comple`te qui e´limine les quan-
teurs. Soit LP := L ∪ {P}, ou` P est un nouveau pre´dicat unaire. Une LP -
structure est donc de la forme (M,P (M)), pour une L-structure M et P (M) ⊆
M .
De´finition 2.5.1. Soit κ ≥ |T |+. Une LP -structure (M,P (M)) est une paire
κ-magnifique si P (M) 4L M |= T et si les proprie´te´s suivantes sont satisfaites :
(i)κ Pour tout sous-ensemble A ⊆ M de cardinalite´ < κ et tout L-type (ﬁni-
taire) p ∈ S(A) il existe a ∈M re´alisant p tel que a |⌣A P (M).
(ii)κ Pour tout A ⊆ M de cardinalite´ < κ et tout L-type (ﬁnitaire) p ∈ S(A)
tel que p ne de´vie pas au-dessus de P (A), il existe a ∈ P (M) avec a |= p.
Dans [BPV03], il est montre´ que les paires κ-magniﬁques existent pour tout
κ, et que toute paire se plonge dans une paire κ-magniﬁque. Puis, par va-et-vient
inﬁni, on e´tablit que deux paires κ-magniﬁques (pour κ ≥ |T |+) sont L∞,ω-
e´quivalentes. En particulier, elles ont la meˆme LP -the´orie e´le´mentaire que l’on
note TP. Disons, par abus de langage, que les paires (κ-)magniﬁques de mode`les
de T sont axiomatisables si un mode`le suﬃsamment sature´ de TP est une paire
(κ-)magniﬁque. Dans [BPV03], la relation entre l’axiomatisabilite´ des paires
magniﬁques de T et certaines proprie´te´s de T est e´tudie´e en de´tail, et plusieurs
conditions e´quivalentes a` l’axiomatisabilite´ de TP sont donne´es. Dans le cas ou`
les paires magniﬁques sont axiomatisables, [BPV03] fait une e´tude syste´matique
de la the´orie TP (si les paires magniﬁques ne sont pas axiomatisables, il faut
sortir du cadre des classes e´le´mentaires de structures).
Le cas ou` T est supersimple de rang SU e´gal a` 1 avait de´ja` e´te´ traite´ par
Vassiliev [Va03].
Citons quelques re´sultats :
Fait 2.5.2 ([BPV03]). Soit T simple et comple`te.
(1) La the´orie TP est axiomatisable si et seulement si T a la wnfcp.
(2) Si TP est axiomatisable, c’est une the´orie simple (supersimple si T est
supersimple) et |⌣
TP
a une description concre`te en terme de |⌣
T
.
En ge´ne´ral, on doit conside´rer les paires |T |+-magniﬁques mais dans le cadre
de la fusion libre, on peut faire mieux :
De´finition 2.5.3. Une LP -structure (M,P (M)) est une paire ℵǫ-magnifique si
P (M) 4L M |= T et si les deux proprie´te´s suivantes sont satisfaites :
(i)ǫ Pour tout sous-ensemble A ⊆ M tel que A = acl(b) pour un uplet b ﬁni,
et pour tout L-type (ﬁnitaire) p ∈ S(A) il existe a ∈M re´alisant p tel que
a |⌣A P (M).
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(ii)ǫ Pour tout A ⊆M de la forme A = acl(b) pour un uplet b ﬁni, et pour tout
L-type (ﬁnitaire) p ∈ S(A) tel que p ne de´vie pas au-dessus de P (A), il
existe a ∈ P (M) avec a |= p.
Nous allons utiliser des ide´es de [Be04] pour reformuler la magniﬁcence en
terme de richesse. Pour cela, nous revenons a` la fusion libre dans un contexte
de fusion (T0, T1, T2). Soit (C˜
P
0 ,≤
P) la classe des paires (A,P (A)) de fusions
avec P (A) ≤ A, ou` (B,P (P )) ≤P (A,P (A)) ssi B ≤ A, P (B) ≤ P (A) et
B |⌣
∗
P (B)
P (A). Notons que, pour l’instant, on n’a pas besoin de la simplicite´ des
comple´tions de Tω. En fait, on peut tout de´ﬁnir a` l’aide de la |⌣
∗
-inde´pendance.
On pose
CP0 := {(A,P (A)) ∈ C˜
P
0 |A ∈ C0}.
Suivant la terminologie de [Be04], on appelle ≤P une extension (un plongement)
libre. Si (B,P (B)) ≤P (A,P (A)), (C,P (C)) sont des paires de fusions, on peut
choisir un amalgame libre D = A ⊗B C et de´ﬁnir P (D) := 〈P (A)P (C)〉 au
sein de D. On eﬀectue un calcul standard de |⌣
∗
-inde´pendance pour ve´riﬁer
que P (D) = P (A) ⊗P (B) P (C) et (A,P (A)), (C,P (C)) ≤
P (D,P (D)), ce qui
montre la deuxie`me partie du lemme suivant. Quant a` la premie`re elle suit de
2.3.5.
Lemme 2.5.4. (1) C˜P0 est une classe e´le´mentaire.
(2) (C˜P0 ,≤
P) (ainsi que (CP0 ,≤
P)) a la proprie´te´ d’amalgamation (AP).
De´finition 2.5.5. Un e´le´ment (M,P (M)) ∈ C˜P0 est appele´ une paire riche de
fusions si (M,P (M)) est riche pour la classe (CP0 ,≤
P).
Avant d’arriver a` l’e´galite´ “paire riche=paire ℵǫ-magniﬁque”, nous allons
montrer qu’une extension ﬁniment engendre´e dans C˜P0 peut eˆtre obtenue comme
suite d’extensions plus simples et faciles a` de´crire.
De´finition 2.5.6. Soit (B,P (B)) ≤P (A,P (A)) une extension libre dans C˜P0 .
– (B,P (B)) ≤P (A,P (A)) est une extension de base, si A = 〈BP (A)〉. Une
telle extension de base est finiment engendre´e / parasite / primitive /
ge´ne´rique, si P (A)/P (B) l’est.
– On dit que (B,P (B)) ≤P (A,P (A)) ne change pas la base, si P (A) =
P (B). Dans ce cas, l’extension est appele´e finiment engendre´e / parasite
/ primitive / ge´ne´rique, si A/B est une extension ﬁniment engendre´e /
parasite / primitive / ge´ne´rique.
Soit (B,P (B)) ≤P (A,P (A)) dans C˜P0 . Au sein de A, on trouve Aβ :=
〈BP (A)〉 = clω(BP (A)). Donc, P (Aβ) = P (A), et (B,P (B)) ≤
P (Aβ , P (Aβ))
est une extension de base, alors que (Aβ , P (Aβ)) ≤
P (A,P (A)) ne change pas
la base. En utilisant le Lemme de de´composition 2.2.11 dans la classe (C˜0,≤) et
2.2.12, on en de´duit :
Lemme 2.5.7. Soit (B,P (B)) ≤P (A,P (A)) dans C˜P0 avec A/B finiment en-
gendre´e. Alors il existe des fusions A0 = B ≤ A1 ≤ . . . ≤ An = A telles que
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pour i = 1, . . . , n−1, (Ai, P (Ai)) ≤ (Ai+1, P (Ai+1)) est d’un des types suivants :
extension de base primitive, extension de base ge´ne´rique, extension primitive qui
ne change pas la base, extension ge´ne´rique qui ne change pas la base. On peut
meˆme les arranger de sorte qu’il existe r ≤ n−1 tel qu’il s’agisse des extensions
de base pour i ≤ r et des extensions qui ne changent pas la base pour i > r.
Lemme 2.5.8. Les paires riches de fusions sont exactement les paires ℵǫ-magni-
fiques (par rapport a` |⌣
∗
, bien entendu) de mode`les de Tω.
Preuve. L’argument est similaire a` la preuve de [Be04, Prop. 2.3].
Nous montrons d’abord que les riches sont ℵǫ-magniﬁques. Soit (M,P (M))
une paire riche de fusions. Une variation de la preuve du Lemme 2.1.15 donne
que P (M) 4L M |= Tω. Notons, cependant, que ce fait est automatiquement
de´montre´ dans la suite.
Montrons (i)ǫ. Soit A = clω(b), ou` b ∈ M est un uplet ﬁni, et soit p =
tpω(a/A) (on rappelle le re´sultat 2.3.22 qui de´crit les types dans Tω).
SiA 6 |⌣
∗
P (A)
P (M) — c’est a` dire (A,P (A)) n’est pas libre dans (M,P (M)) —
il existe b
′
∈ P (M) ﬁni tel que A |⌣
∗
P (A)b
′ P (M). Quitte a` remplacer (A,P (A))
par (clω(Ab
′
), clω(P (A)b
′
)) et p par une extension non-de´viante a` clω(Ab
′
), on
peut supposer que (A,P (A)) ≤P (M,P (M)). Soit A ≤ N |= Tω avec a ∈ N .
On pose A′ := clω(Aa) et P (A
′) := P (A). Alors, (A,P (A)) ≤P (A′, P (A′)), et
par richesse on peut A-plonger librement (A′, P (A′)) dans (M,P (M)). L’image
a′′ ∈M de a sous ce plongement est une solution de p et satisfait a′′ |⌣
∗
A
P (M)
(car P (A) = P (A′) et le plongement est libre).
Quant a` (ii)ǫ, on se donne A = clω(b) ≤ M comme avant, et soit p =
tpω(a/A) tel que a |⌣
∗
P (A)
A. Comme dans la preuve de (i)ǫ, on peut supposer
que (A,P (A)) ≤P (M,P (M)). Puis, on peut choisir a ∈ N |= Tω tel que
N |⌣
∗
A
P (M). On a donc (dans N) que A′ := clω(Aa) est un amalgame libre
de A et P (A′) := clω(P (A)a) au-dessus de P (A), c’est a` dire (A,P (A)) ≤
P
(A′, P (A′)). Comme (M,P (M)) est une paire riche de fusions, (A′, P (A′)) se
A-plonge librement dans (M,P (M)). L’image de a sous ce plongement est une
solution de p dans P (M).
Re´ciproquement, soit (M,P (M)) une paire ℵǫ-magniﬁque de mode`les de Tω.
Soit (A,P (A)) ≤P (M,P (M)) avec (A,P (A)) ∈ CP0 . Donc, A = clω(a) pour un
a ⊆ω M . Puis, soit (A,P (A)) ≤
P (A′, P (A′)) une extension libre dans CP0 .
On doit montrer que (A′, P (A′)) se A-plonge librement dans (M,P (M)). Par
2.5.7, on peut supposer que cette extension est une extension de base ﬁniment
engendre´e ou une extension ﬁniment engendre´e qui ne change pas la base.
Dans le cas d’une extension de base, on choisit a ∈ P (A′) ﬁni avec A′ =
clω(Aa). Comme A |⌣
∗
P (A)
P (A′), tpω(a/A) ne de´vie pas au-dessus de P (A).
Par (ii)ǫ, il existe a
′′ ∈ P (M) avec a′′ |= p. L’application a 7→ a′′ s’e´tend donc
en un A-plongement fort de A′. Il est clair qu’un plongement fort de A′ dans M
est automatiquement libre, car il s’agit d’une extension de base.
Dans le cas d’une extension qui ne change pas la base, c’est la proprie´te´ (i)ǫ
qui fait tout. Soit a ∈ A′ tel que A′ = clω(Aa). Alors, en utilisant (i)ǫ, on trouve
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a′′ ∈ M tel que tpω(a
′′/A) = tpω(a/A) et a
′′ |⌣
∗
A
P (M). L’application a 7→ a′′
s’e´tend donc en un A-plongement libre de (A′, P (A′)) dans (M,P (M)).
Remarque. La preuve du Lemme 2.5.8 montre un peu plus : Une paire de
fusions (M,P (M)) dans C˜P0 satisfait a` la condition (i)ǫ ssi elle est riche pour
les extensions qui ne changent pas la base, et elle satisfait a` la condition (ii)ǫ
ssi elle est riche pour les extensions de base.
Les composantes connexes de (C˜P0 ,≤
P) sont pre´cise´ment donne´es par les
composantes connexes de (C˜0,≤). E´videmment, deux paires riches de fusions
(M,P (M)) et (N,P (N)) ont la meˆme LP -the´orie ssi elles se trouvent dans
la meˆme composante connexe de (C˜P0 ,≤
P). Dans ce cas, elles sont (LP )∞,ω-
e´quivalentes, car elles se correspondent par va-et-vient inﬁni.
Voila` le lien avec les paires κ-magniﬁques (toujours par rapport a` |⌣
∗
) :
Lemme 2.5.9. Soit (M,P (M)) une paire de fusions ℵǫ-magnifique, et κ-sature´e
en tant que LP -structure. Alors, (M,P (M)) est une paire κ-magnifique.
Preuve. Clair.
Soit TPω la the´orie des paires ℵǫ-magniﬁques de mode`les de Tω. Nous voulons
axiomatiser cette LP -the´orie. Soit T
P′
ω la LP -the´orie suivante :
TP
′
ω (1) : Si (M,P (M)) est un mode`le de T
P′
ω (1), alors P (M) 4L M |= Tω.
TP
′
ω (2) : Soit Ψ = (ψ1(x, z, z0), ψ2(x, z, z0)) une famille de paires de controˆle de
dimension e et τ(x, z, y) une L-formule existentielle a` quantiﬁcation borne´e
telle que |= τ(a, b, c) implique d(a/bc) < e. Alors, on met un axiome de la
forme
∀zz0∃x∀y{[θΨ(z, z0) ∧
m∧
i=0
yi ∈ P ]
→ [ψ1(x, z, z0) ∧ ψ2(x, z, z0) ∧ ¬τ(x, z, y) ∧
n−1∧
i=0
xi 6∈ P ]}
TP
′
ω (3) : Soit Ψ comme dans le sche´ma (2), τ(x, z) existentielle a` quantiﬁcation
borne´e forc¸ant d(x/z) < e. Puis, pour x = (x0, . . . , xn−1) ⊆ x˜, z0 ⊆ z˜0
et z = (z0 . . . , zk−1) ⊆ z˜, soit Ψ˜ = (ψ˜1(x˜, z˜, z˜0), ψ˜2(x˜, z˜, z˜0)) une autre
famille de paires de controˆle (de dimension e), telle que |= ψ˜i → ψi pour
i = 1, 2, et a˜ ∈ 〈ab˜〉 de`s que |= ψ˜1(a˜, b˜, b˜0) ∧ ψ˜2(a˜, b˜, b˜0). Pour une telle
situation, on met un axiome de la forme
∀z˜z˜0∃x˜{[θΨ˜(z˜, z˜0) ∧
k−1∧
i=0
zi ∈ P ]
→ [ψ˜1(x˜, z˜, z˜0) ∧ ψ˜2(x˜, z˜, z˜0) ∧ ¬τ(x, z) ∧
n−1∧
i=0
xi ∈ P ]}.
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On observe que le sche´ma d’axiomes TP
′
ω (2) est une approximation de (i)ǫ,
et que le sche´ma TP
′
ω (3) approxime la proprie´te´ (ii)ǫ.
The´ore`me 2.5.10. Les the´ories TPω et T
P′
ω co¨ıncident. Plus pre´cise´ment, sont
e´quivalents pour (M,P (M)) une paire de fusions :
(a) (M,P (M)) est une paire riche de fusions.
(b) (M,P (M)) est une paire ℵǫ-magnifique de mode`les de Tω.
(c) (M,P (M)) est un mode`le ℵǫ-sature´ de T
P′
ω .
Preuve. L’e´quivalence (a)⇐⇒ (b) est le Lemme 2.5.8.
On ve´riﬁe que le sche´ma d’axiomes TP
′
ω (2) est une version approximative de
(i)ǫ, tandis que T
P′
ω (3) est une version approximative de (ii)ǫ. Donnons l’argu-
ment concernant TP
′
ω (2) et la proprie´te´ (i)ǫ. Soit d’abord (M,P (M)) une paire
de mode`les de Tω satisfaisant (i)ǫ. On montre que (M,P (M)) |= T
P′
ω (2). Pour
cela, on conside`re une famille de paires de controˆle Ψ = (ψ1, ψ2), de dimen-
sion e, et τ(x, z, y) comme dans le sche´ma d’axiomes TP
′
ω (2), et on suppose que
M |= θΨ(b, b0) pour des uplets b, b0 ∈M .
Par 2.3.13 on peut supposer que b ≤ 〈b〉 =: k et (k, P (k)) ≤P (M,P (M)),
c’est a` dire k ≤M et k |⌣
∗
P (k)
P (M). Soit p := tpω(a
′/k), ou` a′ est une solution
Li-ge´ne´rique de ψi(x, b, b0) (i = 1, 2) au-dessus de k, telle que k ≤ ka
′ ≤ 〈ka′〉 =:
l′ et l′ est fortement k-plonge´e dansK∗ <L M . On applique (i)ǫ au type p ∈ S(k)
pour trouver a ∈M re´alisant p tel que a |⌣
∗
k
P (M). Posons l := 〈ka〉 = clω(ka).
Comme k |⌣
∗
P (k)
P (M), on a l |⌣
∗
P (k)
P (M), et donc, par la de´ﬁnition de |⌣
∗
,
P (l) = l ∩ P (M) = P (k) ainsi que l |⌣
d
P (k)
P (M). Le premier point donne
que l’uplet a n’a pas de coordonne´e dans P , et le deuxie`me point montre que
e = d(a/k) = d(a/kc0, . . . , cm−1) pour tout uplet c ∈ P (M) ﬁni. L’axiome
correspondant a` Ψ et τ dans (2) est donc vrai dans (M,P (M)).
Re´ciproquement, soit (M,P (M)) une paire de mode`les de Tω satisfaisant
TP
′
ω (2), telle que (M,P (M)) soit ℵǫ-sature´ pour sa propre the´orie. Soit p ∈ S(k)
avec k ≤ M ﬁniment engendre´e. Soit a′ ∈ K∗ une solution de p, et posons
l′ := clω(ka
′). Il faut trouver a ∈ M tel que a |= p et a |⌣
∗
k
P (M). Or, nous
montrons plus : on peut trouver une k-copie l de l′ dans M , avec l ≤ M et
l |⌣
∗
P (k)
P (M). Pour cela, il suﬃt que l |= qftpω(l
′/k), P (l) = l ∩ P (M) ⊆ P (k)
(d’ou` P (l) = P (k)) et l |⌣
d
k
P (M)). Or, les axiomes (2) montrent que le type
de´crit est ﬁniment re´alisable dans (M,P (M)). Par ℵǫ-saturation, on conclut.
L’argument concernant TP
′
ω (3) et la proprie´te´ (ii)ǫ est plus facile, et nous
l’omettons.
Nous avons alors montre´ que toute paire riche de fusions est un mode`le de
TP
′
ω et que tout mode`le ℵǫ-sature´ de T
P′
ω est une paire riche de fusions.
Finalement, il est facile de voir que si la paire (K,P (K)) est librement plon-
ge´e dans (M,P (M)) |= TP
′
ω , alors K = aclLP (K) (on varie le´ge`rement l’ar-
gument donne´ dans la preuve de 2.3.25). Avec cela, on montre l’ℵǫ-saturation
d’une paire riche de fusions, ce qui termine la preuve.
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Corollaire 2.5.11. Supposons que la comple´tion T de Tω est simple, et que
la non-de´viation dans T est donne´e par |⌣
∗
. (C’est par exemple le cas sous
l’hypothe`se A.) Alors, on a :
1. La L-the´orie T a la wnfcp.
2. La LP -the´orie T
P est supersimple (TP est la the´orie d’une paire riche de
fusions dans la composante connexe de (C˜0,≤) associe´e a` T ).
Preuve. Comme |⌣
∗
= |⌣ dans T par hypothe`se, les paires κ-magniﬁques par
rapport a` |⌣
∗
que nous avons e´tudie´es sont les “vraies” paires κ-magniﬁques,
c’est a` dire celles par rapport a` la relation de non-de´viation |⌣. Le corollaire
suit donc du Fait 2.5.2, car TP est axiomatisable par le The´ore`me 2.5.10.
2.6 Fusion libre et n-amalgamation
Dans cette section, nous conside´rons un contexte de fusion (T0, T1, T2) avec
Ti fortement minimale pour tout i, et nous obtenons des re´sultats divers de
n-amalgamation. Entre autre, il sera montre´ que toute comple´tion de Tω a la
proprie´te´ de n-amalgamation de mode`les (pour tout n).
On observe d’abord que dans ce contexte, l’hypothe`se A est satisfaite par
le Lemme 2.4.7. On peut alors appliquer le The´ore`me 2.4.10, ce qui montre que
toute comple´tion de Tω est supersimple dans ce cas, avec |⌣ = |⌣
∗
(On e´crira
toujours |⌣ dans la suite.) Puis, toute fusion est un mode`le de T1 ∪ T2, par
1.3.19. Par conse´quent, le The´ore`me d’inde´pendance est valable au-dessus de
tout ensemble clω-clos, par le Corollaire 2.4.11 et 2.0.1. En particulier, comme
aclω = clω, on a acl
eq
ω (A) = dcl
eq
ω (A) pour tout ensemble re´el A = clω(A).
Nous renvoyons a` la Section 1.2 pour les de´ﬁnitions et notations utilise´es
dans la suite.
De´finition 2.6.1. – Soit S := (Kw)w⊆Y un Y -syste`me inde´pendant dans
M∗ |= Tω. Si, pour tout w, l’ensemble Kw est re´el avec Kw = clω(Kw), on
appelle S un Y -syste`me inde´pendant de fusions .
– Un proble`me de n-amalgamation pw(xw)w∈P−(n) est un proble`me de n-
amalgamation de fusions , si pour tout i ∈ n et tout Kıˆ |= pıˆ, la fa-
mille (Kw)w⊂ıˆ forme un ıˆ-syste`me inde´pendant de fusions. Si de plus
pw(xw)w∈P−(n) est un proble`me de n-amalgamation borne´, on l’appelle
un proble`me de n-amalgamation borne´ de fusions
Lemme 2.6.2. Soit S = (Kw)w⊆Y un Y -syste`me inde´pendant de fusions dans
M∗ |= Tω. Supposons que S ↾ L0 := (Kw ↾ L0)w est un Y -syste`me inde´pendant
de mode`les de T0. Alors, S ↾Li est un Y -syste`me inde´pendant de mode`les de Ti,
pour i = 1, 2.
Preuve. Clairement, Kw, A
S
w et B
S
w sont des ensembles autosuﬃsants dans M
∗.
Comme Kw |⌣ASw
BSw et Kw |⌣
0
ASw
BSw, le Lemme 2.2.6 donne Kw |⌣
i
ASw
BSw pour
i = 1, 2.
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Lemme 2.6.3. Soit pw(xw)w∈P−(n) un proble`me de n-amalgamation de fusions
dans (une comple´tion de) Tω. On suppose que pour tout i ∈ n, si Kıˆ |= pıˆ, la
famille (Kw)w⊆ıˆ est un ıˆ-syste`me inde´pendant de mode`les de T0.
Alors, le proble`me (pw)w admet une solution.
Preuve. Soit Kıˆ |= pıˆ. Alors, par le Lemme 2.6.2, (Kw)w⊆ıˆ est un ıˆ-syste`me
inde´pendant de mode`les de T1 et T2. On choisit une solution K
1
n
|= T1 du
proble`me de n-amalgamation de mode`les de T1 donne´ par (pw ↾ L1)w∈P(n), de
meˆme K2
n
|= T2 pour le proble`me (pw ↾ L2)w∈P(n) (ces solutions existent par
1.2.7.(1)).
Alors K1
n
↾L0 et K
2
n
↾L0 sont des solutions du proble`me de n-amalgamation
de mode`les de T0 donne´ par (pw ↾ L0)w∈P(n). Le Fait 1.2.7,(2) nous dit qu’une
telle solution est essentiellement unique, c’est a` dire que si nous posons qi :=
tpLi((
⋃
xˆ)
Ki
n), pour i = 1, 2, alors q1 ↾ L0 = q2 ↾ L0 . Il suﬃt d’appliquer le
Lemme 2.1.5 pour obtenir Kn = clω(Kn) ⊆M
∗ |= Tω controˆle´ par Cn |= q1∪q2.
Ce Kn est une solution du proble`me pw(xw)w∈P−(n).
Nous allons montrer que les hypothe`ses du Lemme 2.6.3 sont ve´riﬁe´es dans
deux cas : quand T0 est triviale (la de´monstration est “triviale”) et quand nous
conside´rons un proble`me de n-amalgamation borne´.
Lemme 2.6.4. Si T0 a une pre´ge´ome´trie triviale, tout syste`me inde´pendant de
fusions dans Tω est un syste`me inde´pendant de mode`les de T0.
Preuve. Soit S = (Kw)w⊆Y un Y -syste`me inde´pendant de fusions dans Tω. Pour
tout w′ + w, on a Mw ∩Mw′ = Mw∩w′ ⊆ ASw, et donc Mw ∩ B
S
w ⊆ A
S
w (en
fait, on a e´galite´). Or, BSw = acl0(B
S
w), par la trivialite´ de T0, et on a donc
Mw |⌣
0
ASw
BSw.
On combine 2.6.4 et 2.6.3 pour obtenir le re´sultat suivant :
Proposition 2.6.5. Soit Tω la the´orie de la fusion libre dans le contexte de
fusion fortement minimal (T0, T1, T2), ou` T0 a une pre´ge´ome´trie triviale. Alors,
tout proble`me de n-amalgamation de fusions dans Tω admet une solution.
Lemme 2.6.6. Soient M∗ |= Tω et (Kw)w⊆Y un Y -syste`me inde´pendant borne´
de fusions dans M∗.
Alors, (Kw)w⊆Y est un Y -syste`me inde´pendant de mode`les de T0.
Preuve. Pour w 6= ∅, on pose K0w :=
⋃
i∈wK{i}, et soit K
0
∅ := K∅. Puis, on
pose K1w := acl1(K
0
w), K
2
w := acl2(K
1
w), et on continue, c’est a` dire K
2m+1
w :=
〈K0w〉
2m+1
1 et K
2m+2
w := 〈K
0
w〉
2m+2
2 . Par induction sur k, on e´tablira :
(∗)k S
k := (Kkw)w⊆Y est un Y -syste`me Li-inde´pendant dans M
∗ ↾ Li |= Ti,
pour i = 0, 1, 2.
Suite au fait que (K{i})0≤i≤n−1 forme une suite inde´pendante de fusions
fortement plonge´es dans M∗, on a
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(1) Une re´union quelconque d’ensembles du type Kkw est autosuﬃsante dans
M∗. En particulier, c’est le cas pour Akw := A
Sk
w et B
k
w := B
Sk
w .
En outre, comme S est borne´ et chaque suite (Kkw)k est une ﬁltration de
Kw, on a aussi
(2) 〈
⋃
y∈wK{y}〉 = 〈Kw〉 = Kw =
⋃
kK
k
w pour tout w 6= ∅.
Il suﬃt de montrer (∗)k pour tout k, et alors la de´monstration du lemme
est comple`te. Cela suit de (2), une fois qu’on a note´ la chose suivante : Si
(Xk)k∈N, (Yk)k∈N et (Zk)k∈N sont des suites d’ensembles croissantes dans une
the´orie supersimple arbitraire, telles que Xk |⌣Yk
Zk pour tout k, alors on a⋃
Xk |⌣SYk
⋃
Zk aussi.
Prouvons (∗)k par induction sur k. Pour cela, il faut montrer M
k
w |⌣
i
Akw
Bkw
pour tout w 6= ∅ et i = 0, 1, 2. Pour k = 0, c’est e´vident. On suppose que
(∗)k est vrai. On traite le cas ou` k = 2m est pair (le cas impair s’obtient en
e´changeant les roˆles de L1 et L2). On a K
k+1
w = acl1(K
k
w) pour tout w, d’ou`
Akw ⊆ A
k+1
w ⊆ acl1(A
k
w) et B
k
w ⊆ B
k+1
w ⊆ acl1(B
k
w).
Comme Kkw |⌣
1
Akw
Bkw par hypothe`se d’induction, on a K
k+1
w |⌣
1
Ak+1w
Bk+1w , et
Sk+1 est un Y -syste`me inde´pendant de mode`les de T1.
Le syste`me Sk+1 est donc e´galement un Y -syste`me inde´pendant de mode`les
de T0, par le Lemme 1.2.4, et alors K
k+1
w |⌣
0
Ak+1w
Bk+1w .
Si |w| = 1, c’est a` dire w = {y} pour un y ∈ Y , alors Ak+1{y} = K∅ et
Bk+1{y} ⊆ Kyˆ, et donc K
k+1
{y} |⌣
2
Ak+1
{y}
Bk+1{y} suit de K{y} |⌣K∅
Kyˆ — puisque S est
un Y -syste`me (L-)inde´pendant.
Conside´rons un w contenant au moins 2 e´le´ments. On a Kk+1w ⊆ 〈A
k+1
w 〉.
Les ensembles Ak+1w , B
k+1
w , K
k+1
w et K
k+1
w B
k+1
w sont autosuﬃsants dans M
∗
par (1). Les hypothe`ses du Lemme 2.2.6 sont alors satisfaites pour Kk+1w , A
k+1
w
et Bk+1w . Par ce lemme, K
k+1
w |⌣
0
Ak+1w
Bk+1w entraˆıne K
k+1
w |⌣
2
Ak+1w
Bk+1w . Cela
montre (∗)k+1.
The´ore`me 2.6.7. On suppose que T1 et T2 sont fortement minimales. Soit T
une comple´tion de Tω. Alors, tout proble`me de n-amalgamation borne´ de fusions
(dans T ) admet une solution.
Preuve. On combine le Lemme 2.6.6 avec le Lemme 2.6.3.
Remarque. Si Tω e´liminait les imaginaires, le The´ore`me 2.6.7 dirait pre´cise´-
ment que Tω a la proprie´te´ de n-amalgamation pour tout n. Or, en ge´ne´ral Tω
n’e´limine pas les imaginaires (et nous ne les avons pas classifie´s), et le statut de
cette proprie´te´ reste ouverte.
Pour pouvoir montrer le the´ore`me suivant, nous avons besoin de quelques re´-
sultats du Chapitre 3. Nous reportons donc la preuve a` ce chapitre (voir page 68).
The´ore`me 2.6.8. Si T1 et T2 sont fortement minimales, toute comple´tion de
Tω a la prorie´te´ de n-amalgamation de mode`les pour tout n ∈ N.
Chapitre 3
Fusion libre ω-stable et
collapse
Dans ce chapitre, nous e´tudions un contexte de fusion (T0, T1, T2) ou` les
the´ories Ti sont fortement minimales. Nous pre´senterons un cadre (3.1.1) dans
lequel Tω est comple`te et ω-stable, avec un seul type d-ge´ne´rique g. Dans la
Section 3.2, nous faisons une e´tude ﬁne de Tω, et nous obtenons un re´sultat de
coordinatisation uniforme des types parasites par des types fortement minimaux
localement ﬁnis. Ensuite, la the´orie des enveloppes aﬃnes (Section 3.3 nous
ame`ne a` un collapse de Tω dans un cas tre`s particulier (contexte de fusion
abe´lien, ou` les the´ories Ti sont donne´es par des groupes monobase´es). Enﬁn,
nous montrons dans la Section 3.5 des re´sultats ge´ne´raux de collapse.
Pour obtenir une the´orie Tω avec les proprie´te´s cherche´es, il sera ne´cessaire de
renforcer le The´ore`me 2.3.22. Nous donnons d’abord des exemples. Le premier
apparaˆıt dans [Hr92], et il montre que l’on ne peut pas espe´rer pouvoir trouver
une fusion fortement minimale dans tout contexte de fusion avec Ti fortement
minimale, meˆme dans le cas ou` T0 a une pre´ge´ome´trie triviale. Le deuxie`me
exemple est une variation du premier, suﬃsamment complique´ pour qu’aucune
comple´tion de T1 ∪ T2 ne soit stable.
Exemples 3.0.1. (1) Soient G1 := Z/4, G2 := Z/2 × Z/2, et soit Ti la the´o-
rie d’une ope´ration libre de Gi sur un ensemble inﬁni, dans le langage Li qui
consiste en des symboles de fonctions pour les e´le´ments de Gi. On prend T0
comme la the´orie d’une relation d’e´quivalence E, chaque classe comportant 4
e´le´ments, dans L0 := {E}. Les expansions T0 ⊆ Ti sont donne´es par : E(x, y) si
et seulement si y = g · x pour un g ∈ Gi.
Il est facile de voir que toute comple´tion de Tω est superstable dans ce
contexte de fusion (plus ge´ne´ralement, c’est vrai pour tout contexte de fusion
(T0, T1, T2) ou` Ti est fortement minimale triviale pour tout i). Par contre, on
montrera : aucun M |= T1 ∪T2 ne peut eˆtre superstable avec un unique type de
rang U maximal, en particulier il n’existe pas de fusion fortement minimale de
T1 et T2 au-dessus de T0.
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On raisonne par l’absurde. Supposons queM |= T1∪T2 soit superstable avec
un unique type de rang U maximal < ∞ (au-dessus de M , par exemple). Soit
a ∈ G1 un e´le´ment d’ordre 4. Pour x ge´ne´rique on a a ·x = c ·x pour un certain
id 6= c ∈ G2 avec c
2 = id, car E(a · x, x) et x 6= a · x. Comme a · x est ge´ne´rique
aussi, on est amene´ a` la contradiction suivante : x 6= a2 ·x = c·(a·x) = c2 ·x = x.
Un lecteur attentif dira que cet exemple n’entre pas dans notre cadre (acli(∅)
n’est pas inﬁni, pour i = 1, 2.) Pour l’adapter, il suﬃt de nommer un mode`le
premier des the´ories T1 et T2. Nous observons qu’il est possible de modiﬁer cet
exemple de manie`re a` ce que les expansions T0 ⊆ Ti renforcent la pre´ge´ome´-
trie : il suﬃt de remplacer Ti par la the´orie d’une G
′
i-ope´rations libres, pour G
′
i
strictement contenant Gi.
(2) Soit T0 la the´orie d’une relation d’e´quivalence E, avec une inﬁnite´ de classes
a` 4 e´le´ments, sauf une classe exceptionnelle contenant un seul e´le´ment 0,
T1 := EVF5 , l’expansion e´tant donne´e par : Exy ssi x = αy pour un α ∈ F
∗
5 =
{1, λ, λ2, λ3} (pour λ = 2, par exemple),
T2 := the´orie d’une ope´ration de G2 = Z/2× Z/2 = {1, c, d, cd} agissant trivia-
lement sur 0 et librement sur le comple´ment de {0}. Comme dans (1), on trouve
T0 comme re´duit via Exy ssi x = g · y pour un g ∈ G2.
On montre qu’aucune comple´tion de T1 ∪ T2 n’est stable. Car supposons
que M |= T1 ∪ T2 soit stable. En particulier, c’est un groupe stable Γ pour
l’addition dans l’espace vectoriel donne´ par T1, avec composante connexe Γ
0.
Soit x ge´ne´rique dans Γ0. Comme la multiplication avec λ est un automorphisme
de´ﬁnissable de Γ, l’e´le´ment λx est ge´ne´rique dans Γ0 aussi, c’est a` dire tp(x) =
tp(λx). En particulier, si λx = c · x (par exemple), alors λ(λx) = c · (λx) aussi.
Comme dans l’exemple (1), on arrive a` une contradiction : x 6= λ2x = λ(λx) =
c · (λx) = c · (c · x) = c2 · x = x.
Voila` la notion qui exclura ce genre d’exemples :
De´finition 3.0.2. Le contexte de fusion (T0, T1, T2) (avec Ti fortement mini-
male) a un bon controˆle si la condition suivante est satisfaite :
Pour tout K ∈ C˜0 et tout A ⊆ K controˆlant K, le L-type d’isomorphisme
de K est comple`tement de´termine´ par qftpL(A).
Comme nous sommes a` la recherche de sources de bon controˆle, donnons
encore une autre de´ﬁnition :
De´finition 3.0.3. Soit T0 ⊆ T1 une expansion fortement minimale. On dit
que cette expansion pre´serve les multiplicite´s si pour tout a ∈ acl0(b) on a
mult1(a/b) = mult0(a/b).
Remarque 3.0.4.
(1) Si acl0 = dcl0, alors toute expansion de T0 pre´serve les multiplicite´s.
(2) Si l’expansion T0 ⊆ T1 fortement minimale pre´serve les multiplicite´s, alors
RDM1(ϕ0(x, b)) = RDM0(ϕ0(x, b)) pour toute formule L0-de´finissable ϕ0(x, b).
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(3) Supposons que T0 ⊆ T1 soit une expansion fortement minimale pre´servant
les multiplicite´s, et que cette expansion soit essentielle (cf. 1.3.15). Alors, quitte
a` ajouter des constantes au langage L1, T0 ⊆ T1 renforce la pre´ge´ome´trie.
Preuve. Nous travaillons au-dessus du mode`le sature´ de´nombrable M |= T1.
(1) est clair. Pour montrer (2), on rappelle d’abord que pour toute expansion
fortement minimale on a l’e´galite´ correspondante pour les rangs de Morley (cf.
1.3.18). Puis, on observe :
(∗) Soit ϕ(x, b) un ensemble de´ﬁnissable dans une the´orie fortement minimale
et M un mode`le de cette the´orie contenant b. Puis, soit x = x1x2 tel que
l’image de la projection de ϕ(x, b) sur les x1-coordonne´es soit un ensemble
ge´ne´rique et cette projection soit a` ﬁbres ﬁnies (partout). Alors, ϕ(x, b)
est irre´ductible (DM(ϕ(x, b)) = 1) ssi pour tout a = (a1, a2) ge´ne´rique
dans ϕ(x, b) au-dessus de M , on a #ϕ(a1, x2, b) = mult(a2/a1M), ou`
#ϕ(a1, x2, b) de´note la cardinalite´ de la ﬁbre au-dessus de a1.
L’argument pour e´tablir (∗) ainsi que la preuve de (2) a` partir de (∗) sont
faciles et laisse´s au lecteur.
Quant a` (3), par essentialite´ de l’expansion, il existe une L1-formule ϕ(x, b)
(avec b ∈M) telle qu’aucune L0-formule ne lui soit e´quivalente. On choisit une
telle formule ϕ(x, b) de RDM1 minimal. Clairement, DM1(ϕ(x, b)) = 1 et ϕ(x, b)
est inﬁnie (disons de rang de Morley n). Soit a = a1a2 ge´ne´rique dans ϕ(x, b) au-
dessus de M , tel que a1 soit L1-inde´pendant et a2 ∈ acl1(Ma1). Montrons que
a2 ( acl0(Ma1) : sinon, on peut choisir une L0(M)-formule ψ0(x, b0) qui isole
tp0(a/M) parmi tous les L0-types de rang de Morley ≥ n. Par (2), on aurait
RDM1(ψ0(x, b0)) = RDM0(ψ0(x, b0)) = (n, 1), et ϕ(x, b)∆ψ0(x, b0) donnerait
un ensemble L1-de´ﬁnissable non-L0-de´ﬁnissable d’un rang plus petit que n, ce
qui contredirait la minimalite´ de ϕ(x, b).
On termine la preuve de (3), si on e´tablit les deux faits suivants :
(+) Il existe M ′ |= T1 tel que si d1(a/M
′) = 1, alors acl1(M
′a) ) acl0(M ′a).
(++) Si M ′ satisfait (+) et M ′ 4M ′′ |= T1, alors M
′′ satisfait (+) aussi.
On pose M0 := M , et Mi := acl1(Ma11 . . . a1i) pour i = 1 . . . , n. Comme
acl0(Ma1) ( acl1(Ma1), il existe i ≤ n tel que acl0(Mi−1a1i) ( acl1(Mi−1a1i) =
M1. Cela montre (+).
Supposons que M ′ satisfait (+). Soit M ′ 4 M ′′ et a avec d1(a/M
′′) =
1. Comme M ′ |= T1, acl1(M
′a) |⌣
1
M ′
M ′′ entraˆıne acl1(M
′a) |⌣
0
M ′
M ′′. On en
de´duit que d0(acl1(M
′′a)/M ′′) ≥ d0(acl1(M
′a)/M ′′) = d0(acl1(M
′a)/M ′) ≥ 2.
Le mode`le M ′′ satisfait donc e´galement (+).
Remarque. Il est montre´ dans [Hr92] que toute expansion fortement minimale
T ⊇ ACFp pre´serve les multiplicite´s.
Lemme 3.0.5. Si l’une des expansions T0 ⊆ Ti pre´serve les multiplicite´s, alors
(T0, T1, T2) a un bon controˆle.
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Preuve. On peut supposer que T0 ⊆ T1 pre´serve les multiplicite´s. Soit ι : A ∼= A
′
un L-isomorphisme, ou` A controˆle K et A′ controˆle K ′, pour K,K ′ ∈ C˜. Par
induction, il suﬃt de montrer que ι s’e´tend en un L-isomorphisme ι˜ : acli(A) ∼=
acli(A
′), pour i = 1, 2.
Montrons d’abord que acl0(A) ∼=L acl0(A
′). Il suﬃt de choisir une application
L2-e´le´mentaire quelconque ι˜ : acl0(A) ∼= acl0(A
′) qui e´tend ι (pour l’obtenir, on
utilise l’e´limination des quanteurs dans T2 pour construire un L2-isomorphisme
ι2 : acl2(A) ∼= acl2(A
′ que l’on restreint ensuite a` acl0(A)). Trivialement, ι˜
est L0-e´le´mentaire, aussi. Comme T0 ⊆ T1 pre´serve les multiplicite´s, tout σ ∈
AutL0(acl0(A)/A) est L1-e´le´mentaire, aussi. Donc, ι˜ est un L-isomorphisme.
Traitons le cas acl1. Soit ι1 : acl1(A) ∼= acl1(A
′) un L1-isomorphisme auxi-
liaire e´tendant ι, et soit B une L0-base de acl1(A) au-dessus de A. Posons
B′ := ι1(B) ⊆ acl1(A
′). Comme A ≤ acl1(A), on a d2(b/A) = d0(b/A) pour
tout b ⊆ω B, et B est donc L2-inde´pendant au-dessus de A (c’est vrai e´gale-
ment pour B′ au-dessus de A′). Cela montre que ι1 ↾ AB : AB ∼= A
′B′ est un
L-isomorphisme qui e´tend ι. Par la premie`re partie de la preuve, le cas acl1 est
alors termine´.
Le fait que ι s’e´tende en un L-isomorphisme acl2(A) ∼= acl2(A
′) se montre
de manie`re semblable (ce cas est meˆme plus facile, car tout L2-isomorphisme
e´tendant ι est un L1-isomorphisme aussi).
3.1 Les riches sous bon controˆle
A` partir de maintenant, et jusqu’a` la ﬁn du Chapitre 3, on garde les hypo-
the`ses suivantes concernant le contexte de fusion (T0, T1, T2) :
Contexte 3.1.1. – Ti est fortement minimale.
– T0 ⊆ Ti renforce la pre´ge´ome´trie (i = 1, 2), c’est a` dire pour tout A ⊆
M |= Ti et tout a ∈M avec di(a/A) = 1 on a acl0(Aa) ( acli(Aa).
– (T0, T1, T2) a un bon controˆle.
– Les hypothe`ses 2.0.1 sur les langages Li.
Un contexte de fusion satisfaisant a` ces hypothe`ses est appele´ un contexte
de fusion fortement minimal .
L’hypothe`se que les expansions renforcent la pre´ge´ome´trie nous sert a` exclure
des contextes de fusions qui sont de´ge´ne´re´s dans un certain sens, et nous e´vitons
alors des distinctions de cas ininte´ressants. Notons que sous ces hypothe`ses, tout
K ∈ C˜ est mode`le de T1 ∪ T2 (par 1.3.19), car K est inﬁni.
Le lemme suivant suit facilement :
Lemme 3.1.2. On a l’unicite´ de l’amalgame libre dans C˜0.
Lemme 3.1.3. La classe C0 est de´nombrable, ainsi que (le nombre de classes
d’isomorphisme dans) {k ≤ l | l ∈ C0}, pour tout k ∈ C0.
Preuve. Toute fusion k ∈ C0 est controˆle´e par un uplet ﬁni b. Il suﬃt de choisir
b0 ﬁni avec k = 〈b0〉, et b := cl0(b0) est ﬁni et controˆle k. Or, dans T1 et T2
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il n’existe qu’un nombre de´nombrable de types d’uplets ﬁnis au-dessus de ∅, et
donc C0 est de´nombrable par l’hypothe`se de bon controˆle (qftpL(b) de´termine k
a` L-isomorphisme pre`s).
Maintenant, on ﬁxe k ∈ C0. Soit k ≤ l ∈ C0 et a/b une paire de controˆle
pour cette extension de fusions. On choisit bi ∈ acli(b) tel que tpi(a/bbi) soit
stationnaire. Alors, qftpL(abb1b2) de´termine comple`tement k ≤ l, dans le sens
suivant : Soit l′ contoˆle´e par a′b
′
b
′
1b
′
2 avec qftpL(a
′b
′
b
′
1b
′
2) = qftpL(abb1b2) et
soit k′ = 〈b
′
〉 controˆle´e par b
′
, alors tout L-isomorphisme entre k et k′ qui e´tend
b
′
b
′
1b
′
2 7→ bb1b2 s’e´tend en un L-isomorphisme de l avec l
′ qui envoie a sur a′.
Cela montre que {k ≤ l | l ∈ C0} est de´nombrable.
Corollaire 3.1.4. Il existe une fusion riche de´nombrableMω ∈ C˜0 qui est unique
a` isomorphisme pre`s, la limite de Fra¨ısse´ de (C0,≤). Deux fusions riches sont
L∞,ω-e´quivalentes. En particulier, Tω est comple`te.
Preuve. La classe (C0,≤) est connexe, car le type de L-isomorphisme de k0 :=
〈∅〉 ∈ C0 est uniquement de´termine´, par bon controˆle, et k0 se plonge donc (for-
tement) dans toute fusion. Le Lemme 3.1.3 permet une construction usuelle a`
la Fra¨ısse´ pour obtenir une fusion riche de´nombrable (c’est plus facile que dans
la preuve de la Proposition 2.1.14). Nous terminons donc la preuve par la Pro-
position 2.1.14, une fois que nous avons note´ que deux structures de´nombrables
et L∞,ω-e´quivalentes sont isomorphes.
La the´orie Tω est axiomatisable par le The´ore`me 2.3.14, et cela a` l’aide des
axiomes de´crits dans le Corollaire 2.3.19. Le the´ore`me suivant est un corollaire
de 2.3.22, par bon controˆle.
The´ore`me 3.1.5. Soient a ≤ K |= Tω et a
′ ≤ K ′ |= Tω, et supposons que
qftpL(a) = qftpL(a
′). Alors, tpω(a) = tpω(a
′) (les uplets peuvent eˆtre infinis).
En particulier, pour A ⊆ K, A′ ⊆ K ′ on a tpω(A) = tpω(A
′) si et seulement
si cl0(A) ∼=L cl0(A
′).
Lemme 3.1.6. Soient a ∈ K |= Tω et B ⊆ K, avec d(a/B) = 0. On suppose
que k := clω(B) est finiment engendre´e. Alors tpω(a/B) est isole´.
Preuve. Il suﬃt de traiter le cas ou` B = clω(B) =: k. Puis, quitte a` agrandir a,
on peut supposer qu’il existe b ∈ k tel que a/b soit une paire de controˆle pour
l/k, ou` l := clω(ka). On montre d’abord que tpω(a/b) est isole´. Pour cela, on
choisit des Li-formules ϕi(x, b) telles que tpLi(a/b) soit le seul type ge´ne´rique
dans ϕi(x, b) au-dessus de b et ϕ0(x, b) isole tpL0(a/b). Le fait que
∧2
i=0 ϕi(x, b)
isole tpω(a/b) suit du The´ore`me 3.1.5, comme b ≤ K et δ(a/b) = 0.
Ensuite, notons que pour tout a′ |= tpω(a/b) on a a
′ |⌣
i
b
k pour i = 0, 1, 2.
C’est le cas pour a′ = a (par de´ﬁnition d’une paire de controˆle), et donc pour
tout a′, car k = aclω(b). Maintenant, il suﬃt de choisir un b ⊆ b
′
⊆ω k avec
Cbi(a/k) ∈ dcli(b
′
) et des Li-formules ϕ
′
i(x, b
′
) ∈ tpi(a/b
′
) ge´ne´riquement conte-
nues dans ϕi(x, b) et de degre´ de Morley 1 pour que
∧2
i=0 ϕ
′
i(x, b
′
) isole tpω(a/k),
par le The´ore`me 3.1.5.
62 CHAPITRE 3. FUSION LIBRE ω-STABLE ET COLLAPSE
A` partir de maintenant, on travaille dans un mode`le monstre K∗ |= Tω.
Lemme 3.1.7. Tω est superstable (avec |⌣
∗
= |⌣).
Preuve. On peut montrer ce lemme en comptant des types (utilisant 3.1.5). Or,
nous savons de´ja` que Tω est supersimple avec |⌣ = |⌣
∗
(par le Tho´re`me 2.4.10,
l’hypothe`se A e´tant satisfaite dans notre contexte). Il suﬃt donc de montrer
que tout type au-dessus d’un ensemble clω-clos K est stationnaire, c’est a` dire
n’a qu’une seule extension non-de´viante (au sens de |⌣
∗
) a` tout K ′ ⊇ K. Soit
donc K = clω(K) ≤ K
∗ et α ∈ K∗. Il suﬃt de montrer que tpω(clω(Kα¯)/K)
n’a qu’une seule extension non-de´viante a` tout K ⊆ K ′ = clω(K
′). Or, cela est
une conse´quence de l’unicite´ de l’amalgame libre 3.1.2 et de 3.1.5, compte tenu
de la caracte´risation de |⌣
∗
donne´e dans 2.4.2.
La preuve pre´ce´dente montre :
Lemme 3.1.8. Soit K = clω(K) ≤ K
∗. Alors tout type (re´el) au-dessus de K
est stationnaire.
Comme dans le cas supersimple (The´ore`me 2.4.10), on obtient U(L/K) = 1,
si K ≤ L est une extension primitive et K ≤ K∗. Pour L/K parasite, U(L/K)
vaut la longueur d’une de´composition en extensions primitives. Nous voulons
montrer que si tpω(a/K) est parasite (c’est a` dire L := clω(Ka) est une extension
parasite de K), alors U(a/K) = RM(a/K). Par induction sur n = U(a/K) et
utilisant le fait que U(q) ≤ RM(q) est toujours vrai, il suﬃt de montrer que pour
tout type parasite p = tpω(a/K
∗) il existe une formule ϕ(x, b) ∈ p qui isole p
parmi tous les types q ∈ S(K∗) avec U(q) ≥ U(p).
On choisit k = clω(k) ≤ K
∗ ﬁniment engendre´e telle que a |⌣kK
∗. Alors
p0 := tpω(a/k) est isole´ par une formule ϕ(x, b), par le Lemme 3.1.6. Comme
p0 est stationnaire (par 3.1.8), tout type q ∈ S(K
∗) contenant ϕ(x, b) est ou
bien e´gal a` p ou bien une extension de´viante de p0. En particulier, si q 6= p et q
contient ϕ(x, b), alors U(q) < U(p).
Le seul 1-type que nous n’avons pas traite´ ainsi (par 3.1.5), c’est le type
ge´ne´rique g := tpω(a/∅), pour a avec d(a) = 1. Or, toute extension de´viante de
g est ne´cessairment parasite, d’ou`
The´ore`me 3.1.9. Tω est ω-stable et comple`te. Le rang de Lascar d’une exten-
sion parasite est e´gal au rang de Morley, et il est donne´ par la longueur d’une
de´composition en extensions primitives (en particulier, il est fini). Le rang de
Lascar ainsi que le rang de Morley du type ge´ne´rique sont ≤ ω.
Dans une the´orie ω-stable, les mode`les ℵǫ-sature´s sont exactement les mo-
de`les ω-sature´s, et on de´duit donc de 2.3.15 :
Remarque 3.1.10. Les fusions riches sont exactement les mode`les ω-sature´s
de Tω.
On peut utiliser les re´sultats sur les paires magniﬁques de mode`les de Tω
obtenus dans la Section 2.5. Les paires magniﬁques d’une the´orie stable T e´tant
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(essentiellement) la meˆme chose que les belles paires (de Poizat) de mode`les de
T , on peut se servir du The´ore`me 2.5.10 et de la caracte´risation des the´ories
stables qui n’ont pas la proprie´te´ du recouvrement ﬁni due a` Poizat [Po83] pour
obtenir
Corollaire 3.1.11. La the´orie Tω n’a pas la prorie´te´ du recouvrement fini.
Dans la suite, nous dirons que p = stpω(A/B) est un type parasite / type pri-
mitif , si L := clω(AB)L est une extension parasite / primitive de K := clω(B).
E´videmment, si p := stpω(A/B) est non-alge´brique, on a p 6⊥
a
K tpω(L/K). Dans
la Section 3.2, l’orthogonalite´ entre les types primitifs sera e´tudie´e en de´tail, et on
trouvera une classe de types primitifs qui repre´sentent toutes les classes de non-
orthogonalite´ et pour lesquels la non-orthogonalite´ prend une forme concre`te.
Tout type primitif est fortement minimal par le The´ore`me 3.1.9. La Proposi-
tion 2.4.14 nous dit qu’il est aussi monobase´. On en de´duit que sa pre´ge´ome´trie
est localement modulaire. Alternativement, ce fait suit de la premie`re partie
de la proposition suivante (via la caracte´risation de la ge´ome´trie d’un ensemble
fortement minimal ω-cate´gorique 1.3.10).
Proposition 3.1.12. (1) Soit a/b une paire de controˆle de l’extension pri-
mitive l/k, ou` k ≤ K∗. Alors tpω(a/k) contient une formule fortement
minimale ω-cate´gorique. Il y a meˆme une telle formule isolant tpω(a/k).
(2) Tout type primitif est localement modulaire. Si T0 a une pre´ge´ome´trie tri-
viale, alors tout type primitif a une pre´ge´ome´trie triviale.
Preuve. Il est facile de trouver b ≤ a′ ≤ a avec a′/b premie`re. Le fait de
contenir une formule fortement minimale ω-cate´gorique est invariant par non-
orthogonalite´, et on peut donc supposer que a/b soit premie`re.
Par le Lemme 3.1.6, on peut choisir b ⊆ b
′
= cl0(b
′
) ⊆ω k et une L(b
′
)-formule
ψ(x, b
′
) isolant tpω(A/k). On montre que ψ(x, b
′
) de´ﬁnit un ensemble fortement
minimal localement ﬁni (c’est a` dire il n’y a qu’un nombre ﬁni de solutions de
ψ(x, b
′
) dans la cloˆture alge´brique d’un ensemble ﬁni de solutions de ψ(x, b
′
)), ce
qui donnera (1). Il est clair que ψ(x, b
′
) est fortement minimal, et le fait que cet
ensemble fortement minimal est localement ﬁni est une conse´quence de l’e´nonce´
suivant :
(∗) Soit M |= Tω et D := ψ(M, b
′
). Pour E ⊆ D on a alors aclω(Eb
′
) =
acl0(Eb
′
) ∩D.
Pour montrer (∗), on peut supposer que E est ﬁni. Notons que δ(E/B′) = 0
(≥ 0 est e´vident, et ≤ 0 suit du Lemme 2.2.4 par induction sur la cardinalite´
de E). Donc, cl0(Eb
′
) = acl0(Eb
′
). Comme aclω = clω (Corollaire 2.3.25), on
de´duit du Lemme 2.2.8 que e¯ ∈ acl0(EB
′) pour tout e¯ ∈ aclω(Eb
′
)∩D, ce lemme
disant que si A/B est premie`re et A ⊆ clω(C) pour un B ⊆ C, alors A ⊆ cl0(C).
En fait, la preuve de (∗) donne un peu plus (c’est le contenu de la Remarque
3.1.13), et ce petit plus montre e´galement que si T0 est triviale, alors tout type
primitif dans Tω l’est aussi.
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Remarque 3.1.13. Soient A1, . . . , An, A
′ des extensions premie`res de C =
cl0(C). Alors, on a A
′ ⊆ clω(
⋃n
i=1Ai) ssi A
′ ⊆ acl0(∪
n
i=1Ai).
De´finition 3.1.14. Une expansion fortement minimale T0 ⊆ T1 est appele´e
relativement triviale si pour tout uplet a ∈M |= T1 on a acl1(a) = acl
u
1 (acl0(a)),
ou` aclu(A) :=
⋃
x∈A acl(x) de´note la cloˆture alge´brique unitaire.
Remarque 3.1.15. (1) Si T0 ⊆ T1 est une expansion fortement minimale
relativement triviale, alors pour tout ensemble de parame`tres B ⊆ M |=
T1, T0(B) ⊆ T1(B) est relativement triviale, aussi.
(2) Si la the´orie fortement minimale T0 a une ge´ome´trie triviale, alors une
expansion T1 de T0 est relativement triviale ssi T1 a une ge´ome´trie triviale.
(3) Une expansion relativement triviale d’une the´orie fortement minimale lo-
calement projective ne renforce pas la pre´ge´ome´trie.
(4) Soit T1 ⊇ T0 une expansion fortement minimale qui renforce la pre´ge´ome´-
trie, avec T0 localement modulaire et T1 non-triviale. Alors T1 ⊇ T0 n’est
pas relativement triviale.
Preuve. Seule la partie (3) requiert une preuve (car (4) suit de (2) et (3)). Par
(1), on peut supposer que T0 est projective. Clairement, une expansion relative-
ment triviale d’une the´orie modulaire est modulaire, et donc T1 est projective,
aussi. Il y a un groupe abe´lien fortement minimal A interpre´table dansM |= T0,
A non presque orthogonal a` M (au-dessus de acl0(∅)), par le Fait 1.3.13.
Rappelons que la ge´ome´trie d’un groupe fortement minimal modulaire est
de´termine´e par son corps des quasi-endomorphismes (Fait 1.3.12). Donc, si l’ex-
pansion T0 ⊆ T1 renforc¸ait la pre´ge´ome´trie, l’inclusion F0 ⊆ F1 devrait eˆtre
stricte, ou` Fi de´note le corps des quasi-endomorphismes de A qui sont de´ﬁ-
nissables dans Ti. Choisissons α ∈ F1 \ F0. Pour deux e´le´ments ge´ne´riques et
inde´pendants b1, b2 on pre´tend que b1+αb2 ∈ acl1(b1b2)\acl
u
1 (acl0(b1b2)). Atten-
tion : il s’agit la` d’un abus de notation, puisque ce calcul se fait dans A/H pour
un certain groupe H ⊆ acl1(∅) ﬁni. Supposons — on travaille modulo un groupe
H ′ plus grand mais toujours ﬁni — que l’on ait b1+αb2 = α
′(β1b1+β2b2), avec
α′ ∈ F1, βi ∈ F0. Alors, α
′β2 = α et α
′β1 = id (car c’est vrai ge´ne´riquement).
Donc, β−11 = α
′, d’ou` α = β−11 β2, une contradiction !
La premie`re partie de la Remarque 3.1.15 admet une re´ciproque partielle, en
eﬀet :
Lemme 3.1.16. Soit T0 modulaire, et soit A ⊆ M
∗ |= T1 un ensemble de
parame`tres. Alors on a :
(1) Si T0(A) ⊆ T1(A) est relativement triviale, T0 ⊆ T1 l’est aussi.
(2) Si T0 ⊆ T1 n’est pas relativement triviale, il existe un entier n tel que de`s
que d1(A/∅) ≥ n, on a( ⋃
α∈acl0(Aa1a2)
acl1(Aα)
)
( acl1(Aa1a2)
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pour toute paire (a1, a2) d’e´le´ments ge´ne´riques inde´pendants (au sens de
L1) au-dessus de A.
Preuve. Pour montrer (1), on raisonne par l’absurde. Supposons donc que T0 ⊆
T1 n’est pas relativement triviale. On choisit un uplet ge´ne´rique L1-inde´pen-
dant b et un e´le´ment a ∈ acl1(b) \ acl
u
1 (acl0(b)). De plus, on peut supposer que
ab |⌣
1
A, donc en particulier a 6∈ acl1(A). Puisque T0(A) ⊆ T1(A) est relative-
ment triviale, il y a b′ ∈ acl0(Ab) avec a ∈ acl1(Ab
′). Comme b′ 6∈ acl1(A), on
trouve, par modularite´ de T0, un e´le´ment b
′′ ∈ acl0(b) qui est L0-interalge´brique
avec b′ au-dessus de acl1(A). Donc, a ∈ acl1(Ab
′′). Or, abb′′ |⌣
1
A, et alors
a |⌣
1
b′′
A. On en de´duit que a ∈ acl1(b
′′), une contradiction. Cela montre (1).
Quant a` (2), il suﬃt de varier le´ge`rement l’argument que l’on vient de donner.
Si b est un uplet avec acl1(b) ) acl
u
1 (acl0(b)), et b est de longuer m, l’entier
n := m− 2 suﬃra.
La proposition suivante montre que la fusion libre n’est pas force´ment de
rang inﬁni, et qu’il vaut donc mieux utiliser l’opposition non-collapse´ / collapse´
au lieu de rang infini / rang fini. De plus, cela clariﬁe la dernie`re partie de
[BH01], ou` sont e´tudie´es des conditions ne´cessaires pour pouvoir de´terminer des
rangs.
Proposition 3.1.17 (Dichotomie du rang). Soit g le type ge´ne´rique.
(1) Si T1 et T2 sont triviales, alors U(g) = 1 et RM(g) = 2.
(2) Si l’une des Ti n’est pas triviale, alors U(g) = RM(g) = ω.
Preuve. La premie`re partie est facile. En eﬀet, on voit que la trivialite´ donne
〈·〉 = clω. De plus, l’ope´rateur 〈·〉 satisfait a` la proprie´te´ d’e´change de Steinitz
dans ce contexte. Cela montre que U(p) = 1 pour tout 1-type non-alge´brique,
en particulier U(g) = 1. Or, le nombre des 1-types non-alge´briques distincts est
inﬁni (cela suit par exemple du Lemme 2.3.18). On conclut que RM(g) = 2.
Dans (2), on peut supposer que T1 n’est pas triviale (par syme´trie). Par
la Remarque 3.1.15, l’expansion T0 ⊆ T1 n’est alors pas relativement triviale
(meˆme si T0 est non-triviale !), car l’expansion T0 ⊆ T1 renforce la pre´ge´ome´trie
par hypothe`se. On montre d’abord :
(∗) Si k ≤ l = 〈ka〉 est ge´ne´rique, il existe a′ ∈ 〈ka〉21 tel que acl1(ka
′) ∩
acl2(ka) = k.
On rappelle (voir la De´ﬁnition 2.2.5) que 〈A〉21 = acl2(〈A〉
1) = acl2(acl1(A)).
Comme l’expansion T0 ⊆ T2 renforce la pre´ge´ome´trie, on a d1(acl2(ka)/k) =
d0(acl2(ka)/k) ≥ 2. Par la seconde partie du Lemme 3.1.16, on trouve
a′ ∈ 〈ka〉21 \
( ⋃
α∈acl2(ka)
acl1(kα)
)
,
car une L0-base de acl2(ka)/k en est aussi une L1-base. Donc, acl1(ka
′) ∩
acl2(ka) = k, et (∗) est e´tabli. On note que, puisque a
′ n’est pas dans acl2(ka),
on a acl2(ka
′) ∩ acl2(ka) = k aussi.
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Pour voir que l′ := 〈ka′〉 ( l, il suﬃt d’appliquer le Lemme 2.2.13 aux
ensembles A := acl2(ka) et B := acl0(ka
′).
Maintenant, par les ine´galite´s de Lascar , on a U(l/l′)+U(l′/k) = n+U(g) ≤
U(l/k) = U(g), pour un entier n > 0. Par ailleurs (The´ore`me 3.1.9), on a
U(g) ≤ RM(g) ≤ ω, et donc U(g) = RM(g) = ω.
3.2 Structure fine de Tω
Dans cette section, nous e´tudions la“ge´ome´trie”de Tω, plus particulie`rement
la ge´ome´trie des types parasites dans Tω. Ce sont les types qu’il faut “rendre al-
ge´briques” pour obtenir un collapse de Tω dans une the´orie fortement minimale,
en d’autres termes : on a besoin d’un moyen pour borner le nombre de re´ali-
sations de tout type parasite, et cela de manie`re uniforme. Nous obtenons un
re´sultat de coordinatisation de l’ensemble des types parasites par des formules
fortement minimales localement ﬁnies ayant de bonnes proprie´te´s d’uniformite´
(The´ore`me 3.2.13).
Pour une compre´hension des classes de non-orthogonalite´ de types re´guliers
dans Tω, il n’est pas ne´cessaire de conside´rer des types imaginaires, car c’est une
conse´quence du Lemme de de´composition 2.2.11 que tout type peut eˆtre analyse´
par des types re´guliers re´els (le ge´ne´rique est re´gulier, car la dimension d de´ﬁnit
une pre´ge´ome´trie, et tout type primitif stationnaire est fortement minimal par
3.1.9, donc re´gulier aussi). On est alors ramene´ a` l’e´tude de la non-orthogonalite´
entre types primitifs.
De´finition 3.2.1. Soient k ≤ K∗ et l/k primitive de longueur n. Puis, soit
A ⊇ k le plus petit ensemble qui controˆle l et tel que cl0(A) = A (cf. 2.2.14).
Si a est une L0-base de A au-dessus de k, on appelle (la classe de paralle´lisme
de) p := tpω(a/k) un type admissible. On a p ∈ S
n(k), et l’entier np := n est la
longueur du type admissible p.
On remarque qu’un type admissible est stationnaire — comme tout autre
type au-dessus d’un ensemble clω-clos (cf. 3.1.8). De plus, par la Proposition
3.1.12, tout type admissible (une fois que l’on le conside`re au-dessus d’une fusion
ﬁniment engendre´e) est isole´ par une formule fortement minimale ω-cate´gorique.
Toutes les classes de non-orthogonalite´ de types re´guliers de Tω (sauf celle du
type ge´ne´rique, e´videmment) sont donne´es par des types admissibles. Par 2.2.14,
pour tout type primitif q ∈ S(k) il existe p ∈ S(k) admissible avec q 6⊥ak p. Plus
ge´ne´ralement, par le Lemme de de´composition (Corollaire 2.2.11), tout type
re´gulier (non-alge´brique) q avec q ⊥ g est non-orthogonal a` un type admissible.
Il suﬃt donc d’e´tudier la non-(presque-)orthogonalite´ dans la classe des types
admissibles. On rappelle que tout type admissible est localement modulaire (voir
3.1.12). Le fait suivant (duˆ a` Hrushovski [Hr85]) sera tre`s utile dans notre e´tude :
Fait 3.2.2. Soient p, q ∈ S(A) des types minimaux dans une the´orie stable. Si
p et q sont modulaires, alors p ⊥aA q entraˆıne p ⊥ q.
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Si p ∈ S(B) est un type stationnaire et B ⊆ B′, on de´note par p|B′ l’unique
extension non-de´viante de p a` B′. Puis, pour p1, p2 stationnaires et base´s au-
dessus B1, B2 ⊆ k, on e´crira p ⊥
a
k q au lieu de p|k ⊥
a
k q|k.
Le but initial de la pre´sente e´tude des classes de non-orthogonalite´ e´tait la
pre´paration d’un futur collapse. Plus tard, dans la Section 3.5, on pourra justiﬁer
pourquoi il suﬃt de conside´rer deux cas pour T0 seulement, soit T0 est e´gale a` la
the´orie d’un ensemble inﬁni sans structure (le cas noir), soit “essentiellement”
a` la the´orie d’un espace vectoriel inﬁni V sur un corps ﬁni Fq, c’est a` dire une
expansion inessentielle et ω-cate´gorique de EVFq (le cas rouge). Pour cela, il
suﬃra de combiner le Lemme 3.2.4 avec la Proposition 3.5.3.
Le lemme suivant suit directement de la De´ﬁnition 3.2.1, compte tenu du
Lemme 2.2.14.
Lemme 3.2.3. Soient p, q ∈ S(k) admissibles (k = clω(k)). Sont e´quivalents :
(1) p 6⊥ak q,
(2) Il existe a |= p et b |= q tels que a et b sont inter-L0-alge´briques au-dessus
de k.
En particulier, si p 6⊥ q, alors p et q ont la meˆme longueur (disons n), et :
(N) Si T0 est la the´orie d’un ensemble infini sans structure (le cas noir),
alors p 6⊥ak q si et seulement si q = σ(p) pour une permutation σ ∈ Sn.
(R) Si T0 est une expansion inessentielle et ω-cate´gorique de la the´orie d’un
Fq-espace vectoriel (le cas rouge), alors p 6⊥ak q si et seulement si q =
Γ · p + b, pour un Γ ∈ GLn(Fq) et un uplet b ∈ kn. Cette notation veut
dire : si a |= p, alors Γ · p+ b := tpω(Γ · a+ b/k)
Lemme 3.2.4. Soit T0 une L0-the´orie fortement minimale ω-cate´gorique. Alors,
il existe un ensemble fortement minimal L0(b)-interpre´table D
′
0 avec les proprie´-
te´s suivantes (T ′0 est la the´orie de D
′
0 dans le langage qui nomme toutes les traces
d’ensembles L0(b)-de´finissables sur (D
′
0)
n) :
(1) Si T0 est triviale, T
′
0 est la the´orie d’un ensemble infini sans structure.
(2) Si T0 est non-triviale (donc localemement projective), alors T
′
0 est une
expansion inessentielle de EVFq pour un certain corps fini Fq. On peut
choisir D′0 de manie`re que acl
′
0(∅) = {0} et alors dcl
′
0 = acl
′
0.
(3) Soient T1, . . . , Tk ⊇ T0 un nombre fini d’expansions fortement minimales
de T0. Alors, dans les cas (1) et (2), on peut choisir D
′
0 tel que D
′
0
soit fortement minimal au sens des Ti aussi (i = 1, . . . , k), c’est a` dire
DMLi(D
′
0) = 1.
Preuve. Si T0 est triviale, il suﬃt de conside´rer la relation d’e´quivalence (de´ﬁ-
nissable et a` classes ﬁnies par ω-cate´goricite´) E(x, y) : ⇐⇒ x ∈ acl0(y) et y ∈
acl0(x). Si D est l’ensemble x = x, on pose D
′
0 := D/E \ {{acl0(∅)}}. Cela
montre (1) ainsi que (3) dans le cas trivial.
Si T0 est localement projective, on peut L0(b)-interpre´ter un groupe forte-
ment minimal G0 dans T0, par le Fait 1.3.13. La pre´ge´ome´trie de G0 (avec la
structure induite) est donne´e par le corps des quasi-endomorphismes QE(G0) de
68 CHAPITRE 3. FUSION LIBRE ω-STABLE ET COLLAPSE
G0 (cf. 1.3.12). Par ω-cate´goricite´, QE(G0) est e´gal a` un corps ﬁni Fq. Modulo
le sous-groupe (ﬁni) H0 := aclTh(G0)(∅), tout quasi-endomorphisme agit comme
isomorphisme. Si l’on remplace G0 par G
′
0 := G0/H0, on a donc aﬀaire a` une
expansion inessentielle de EVFq (avec acl
′
0(∅) = {0}). Cela suit par exemple de
la Remarque 3.0.4(3).
Pour montrer (3) dans le cas (2), supposons que dans l’expansion fortement
minimale T1 ⊇ T0 on ait DML1(G
′
0) = d1 > 1. Soit G
′
1 la composante connexe
(par rapport a` T1) de D
′
0. Alors, (G
′
0 : G
′
1) = d1. On choisit un Fq-sous-espace
vectoriel ﬁni W1 ⊆ G
′
0 tel que G
′
1+W1 = G
′
0. Alors, G
′
0/W1 = G
′
1+W1/W1 est
L0-de´ﬁnissable avec DML1(G
′
0/W1) = 1. Puis, on continue avec l’expansion T2 ⊇
T0. En quotientant successivement par des Fq-sous-espaces ﬁnis W2, . . . ,Wk on
arrive ﬁnalement a` un quotient G′0/W avec DMLi(G
′
0/W ) = 1 pour tout i.
On termine donc la de´monstration de (3) en prenant G′0/W comme l’ensemble
D′0.
Avant de continuer l’e´tude des types admissibles, le Lemme 3.2.4 nous permet
de donner une preuve laisse´e en attente.
Preuve du The´ore`me 2.6.8. Rappelons le contexte de ce the´ore`me. On a aﬀaire
a` un contexte de fusion (T0, T1, T2), avec Ti fortement minimale, probablement
sans bon controˆle. On veut montrer que la the´orie de la fusion libre Tω dans ce
contexte a la proprie´te´ de n-amalgamation de mode`les, pour tout n ∈ N.
Si la the´orie Tω est stable, elle a la prorie´te´ de n-amalgamation de mode`les
(Fait 1.2.7). Dans le cas ge´ne´ral, c’est a` dire (toute comple´tion de) Tω super-
simple pas force´ment stable, on arrive a` re´duire la preuve au cas stable, et cela
en prenant un de´tour.
On aimerait appliquer le Lemme 2.6.3. Pour montrer le the´ore`me, il suﬃt
donc de prouver que si S := (Mw)w⊆Y est un Y -syste`me inde´pendant de mode`les
de Tω, alors S ↾L0 est un syste`me inde´pendant de mode`les de T0. Notons d’abord
que si Tω est stable, cela provient du Lemme 1.2.4.
Pour Tω quelconque, on choisit, appliquant le Lemme 3.2.4, un ensemble
D′0 qui est L0-interpre´table (utilisant un ensemble ﬁni de parame`tres b), avec
les proprie´te´s suivantes (on de´note T ′i la the´orie de D
′
0 dans un langage dans
lequel les ensembles de´ﬁnissables sont pre´cise´ment les traces d’ensembles Li-
de´ﬁnissables, pour i = 0, 1, 2) :
(i) T ′i est fortement minimale pour i = 0, 1, 2, et
(ii) dans T ′0, on a dcl
′
0 = acl
′
0.
Le contexte de fusion (T ′0, T
′
1, T
′
2) a un bon controˆle par le Lemme 3.0.5 (la
proprie´te´ (ii) entraˆıne que les expansions T ′0 ⊆ T
′
i , pour i = 1, 2, pre´servent
les multiplicite´s). Si T ′ω de´note la the´orie de la fusion libre dans ce contexte,
c’est donc une the´orie ω-stable. Dans la suite, on va supposer que D′0 est L0(∅)-
interpre´table (sinon, on peut ajouter les parame`tres ne´cessaires au langage L0).
Si M |= T0, on notera M
′ := D′0(M) |= T
′
0. Plus ge´ne´ralement, pour A0 =
acl0(A0) ⊆ M |= T0, on pose A
′
0 := M
′ ∩ acleq0 (A0). Si M est une L-structure
dans C˜, on munit, de manie`re canonique, l’ensembleM ′ de la L′-structure he´rite´e
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de M , ou` L′ := L′1 ∪ L
′
2. Avec ces notations, on a (la ve´riﬁcation est plus ou
moins imme´diate car A0 et A
′
0 sont inter-L0-alge´briques) :
(a) Si A = acl0(A) ⊆ B = acl0(B) ⊆ M
∗ |= Tω, alors δ(A/B) = δ(A
′/B′), et
A ≤ B ssi A′ ≤ B′.
(b) Soit A = acl0(A) ≤M |= Tω. Alors, M
′ |= T ′ω, et cl
′
0(A
′) = (cl0(A))
′ ainsi
que cl′ω(A
′) = (clω(A))
′.
Revenons a` S = (Mw)w⊆Y , notre Y -syste`me inde´pendant de mode`les de Tω.
Utilisant (b), on voit que S′ := (M ′w)w⊆Y est un Y -syste`me inde´pendant de mo-
de`les de T ′ω. Or, T
′
ω est stable, et on de´duit que S
′ est un Y -syste`me inde´pendant
de mode`les de T ′0, par 1.2.4. Si l’on conside`re les M
′
w comme interpre´te´es, cela
veut dire que M ′w |⌣
0
AS′w
BS
′
w pour tout w ⊆ Y .
MaisMw etM
′
w sont inter-L0-alge´briques pour tout w, donc e´galement A
S
w et
AS
′
w ainsi que B
S
w et B
S′
w , d’ou` le fait que M
′
w |⌣
0
AS′w
BS
′
w implique Mw |⌣
0
ASw
BSw.
Remarque. Dans le contexte du The´ore`me 2.6.8, soient M |= Tω et D
′
0 choisi
comme dans la preuve que nous venons de donner, avec L′ := L′1 ∪ L
′
2. Alors,
ThL′(M
′) = T ′ω ne donne pas ne´cessairement toute la structure induite sur l’en-
semble M ′. Ainsi, dans la situation de l’Exemple 3.0.1(2), si l’on quotiente par
la relation d’e´quivalence E, la the´orie correspondante T ′ω sera ω-stable, tandis
que toute la structure induite donne une the´orie instable.
Revenons aux types admissibles. Le cas noir e´tant ininte´ressant en ce qui
concerne ⊥, nous nous restreignons au cas rouge dans notre e´tude. De plus, le
cas noir est pre´cise´ment le contexte e´tudie´ dans la fusion originale de Hrushovski
[Hr92] (et on sait donc collapser ce cas, si les the´ories T1 et T2 ont la DMP).
Convention 3.2.5. Dans la suite de la Section 3.2, on suppose que l’on se
trouve dans le cas rouge, ou` T0 est une expansion inessentielle et ω-cate´gorique
de EVFq .
Soient Γ ∈ GLn(Fq) et p ∈ Sn(k) un type admissible de longueur n. On pose
TstabΓ(p) := {c | Pour a |= p|kc on a a
′ := Γ · a+ c |= p|kc}.
Par de´ﬁnissabilite´ du type p, l’ensemble TstabΓ(p) est de´ﬁnissable au-dessus de
k. C’est un stabilisateur tordu, et Tstabid(p) = stab(p) est le stabilisateur usuel.
De plus, pour p admissible et (a1, a2) |= p
(2), soit ∆p := stp(a1−a2/Cb(p)).
Un mot sur la notation : si p, q ∈ S(k) sont stationnaires, et si a |= p et b |= q|ka,
on note p⊗ q := tp(ab/k). Puis, p(n) := p⊗ p⊗ . . .⊗ p (n fois).
Avant de continuer l’e´tude des types admissibles, nous faisons quelques ob-
servations ge´ne´rales concernant les types et leurs stabilisateurs dans un groupe
stable.
E´tant donne´ un groupe G type-de´ﬁnissable (dans une the´orie stable), un
type fort p qui e´tend ”x ∈ G” est appele´ un sous-groupe type, s’il est le type
ge´ne´rique d’un sous-groupe type-de´ﬁnissable (et connexe) de G. Si p est le type
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ge´ne´rique d’une cosette (a` droite) d’un tel sous-groupe de G, on l’appelle un
cosette type.
Le groupe G agit (a` gauche) sur l’ensemble des types forts e´tendant ”x ∈ G”.
Si p est un tel type, on prend stab(p) pour cette ope´ration, et on pose ∆p :=
tp(a · a′−1/Cb(p)), ou` (a, a′) |= p(2).
E´videmmment, ces notions de´pendent du groupe G conside´re´. La preuve du
fait suivant est standard :
Fait 3.2.6. Dans le contexte ci-dessus, soit p un type fort avec U(p) < ω. Alors :
(i) p est un sous-groupe type ssi p ⊢ stab(p) (ssi p = ∆p).
(ii) p est un cosette type ssi a · a′−1 |⌣B a
′ pour tout (a, a′) |= p(2)|B ssi ∆p ⊢
stab(p) (ssi ∆p est l’unique type ge´ne´rique de stab(p)).
Dans le lemme suivant, nous traitons l’uniformite´ de ces notions dans un
contexte particulier (le re´sultat est bien connu).
Lemme 3.2.7. Soit T la the´orie d’un groupe de rang de Morley fini, et soit
ϕ(x, u) une formule telle que de`s que ϕ(x, b) est non-vide, on a RDM(ϕ(x, b)) =
(m, 1). Dans ce cas, pb de´note l’unique type ge´ne´rique de ϕ(x, b).
Alors l’ensemble Bsous des parame`tres b pour lesquels pb est un sous-groupe
type est de´finissable, de meˆme que l’ensemble Bcos des b pour lesquels pb est un
cosette type.
Preuve. Pour montrer le re´sultat, sous les hypothe`ses du lemme, on va transfor-
mer les caracte´risations (i) et (ii) du Fait 3.2.6 en des conditions de´ﬁnissables.
On rappelle que dans T , le rang de Morley est ﬁni, de´ﬁnissable et e´gal au
rang U, donc en particulier il est additif.
On conside`re ψsous(x, y, u) := ϕ(x · y, u), et on pose
θsous := {b | RM([ϕ(x, b)× ϕ(y, b)] ∩ ψsous(x, y, b)) = 2m}.
Alors, θsous est de´ﬁnissable, et cette formule de´crit l’ensemble Bsous. Pour le
voir, conside´rons α |= pb et β |= pb|α. Si |= θsous(b), on a |= ϕ(α · β, b). Donc,
RM(α · β/b) ≤ m, et alors α |⌣b α · β, car RM(α, β/b) = 2m. Cela montre que
p ⊢ ∆p. La re´ciproque est facile, par additivite´ du rang.
On proce`de de la meˆme manie`re pour l’ensemble Bcos. Premie`rement, on
met ψcos(x, y, z, u) := ϕ(x · y
−1 · z, u). Puis, on de´montre que Bcos est donne´
par θcos := {b | RM([ϕ(x, b)× ϕ(y, b)× ϕ(z, b)] ∩ ψcos(x, y, z, b)) = 3m}.
Revenons a` la fusion, et a` l’e´tude des types admissibles.
Lemme 3.2.8. Soit p admissible (de longuer n), avec TstabΓ(p) infini pour un
Γ ∈ GLn(Fq). Alors p est un cosette type.
Preuve. TstabΓ(p) est inﬁni si et seulement s’il contient un type de rang U e´gal
a` 1. Puis, notons que U(TstabΓ(q)) ≤ U(q) est vrai pour tout type q, comme
dans le cas d’un stabilisateur usuel (par la meˆme preuve).
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Supposons que p ∈ Sn(k), et soit N l’ordre de Γ dans GLn(Fq). On choisit
a |= p et c1, . . . , cN , des re´alisations de TstabΓ(p), inde´pendantes et ge´ne´riques
au-dessus de ka. On pose a1 := a, et inductivement ai+1 := Γ · ai + ci. On a
alors :
– a2 |= p|kc1 (en particulier a2 |⌣k c1)
– a1 |⌣k a2 (car U(a1a2/k) = U(a2c1/k) = U(a1c1/k) = 2).
D’une manie`re analogue, on montre :
– ai+1 |= p|kc1 · · · ci
– a1, . . . , aN+1 est une suite de Morley dans p.
D’autre part, on calcule
aN+1 = Γ · aN + cN = . . . = Γ
N · a1 + Γ
N−1 · c1 + . . .+ Γ · cN−1 + cN .
Comme ΓN = id, on a aN+1 = a1 + c˜ pour un certain c˜ ∈ acl0(c1 . . . cN ).
Comme c˜ = aN+1− a1 pour (aN+1, a1) |= p
(2), utilisant le Fait 3.2.6, il suﬃt de
montrer que c˜ |⌣k a1. Or, cela est une conse´quence de a1 |⌣k c¯1, . . . , c¯N .
Nous savons que tout type admissible est localement modulaire. Puis, un
cosette type a e´videmment une pre´ge´ome´trie non-triviale. Le re´sultat suivant
nous dit que c’est la seule possibilite´.
Fait 3.2.9. Soit p un type admissible. Si p est non-trivial, alors p est un cosette
type.
Preuve. Notons qu’un re´sultat plus ge´ne´ral est vrai (qui est du folklore). Ne´an-
moins, nous donnons une preuve dans notre cas particulier.
Comme p a une pre´ge´ome´trie non-triviale, il existe a0, . . . , am−1, des solu-
tions de p qui sont 2 a` 2 inde´pendantes mais de´pendantes. Soit m choisi minimal
avec ces proprie´te´s (en fait, m = 3 ou m = 4, mais on n’a pas besoin de cela).
Donc, a0 et a1 sont interalge´briques au-dessus de ka2 . . . am−1. Il s’en suit (par
le Lemme 2.2.14 et la de´ﬁnition d’un type admissible) que a1 = Γ · a0 + c pour
un Γ ∈ GLn(Fq) et un uplet c ∈ clω(ka2 . . . am−1) \ k (car a0 |⌣k a1). Comme
on a aussi c |⌣k ai pour i = 0, 1, on de´duit que c |= TstabΓ(p), et TstabΓ(p))
est donc inﬁni. On conclut par le Lemme 3.2.8.
Lemme 3.2.10. Soit k = clω(k) et p ∈ S(k) un type admissible, avec pi := p↾Li
pour i = 1, 2. Alors, p est un cosette type si et seulement si p1 et p2 sont des
cosette types.
Preuve. Dans cette preuve, nous utilisons constamment la caracte´risation de
|⌣
∗
donne´e dans 2.4.2(2). Notons d’abord que si (a1, . . . , an) |= p
(n), alors
(a1, . . . , an) |= p
(n)
i pour i = 1, 2. Par le Fait 3.2.6, il suﬃt de montrer :
(∗) Pour (a1, a2) |= p
(2) on a a1 − a2 |⌣k a2 ⇔ a1 − a2 |⌣
i
k
a2 pour i = 1, 2.
L’implication “⇒” dans (∗) est facile. Re´ciproquement, supposons que a1 −
a2 |⌣
i
k
a2 pour i = 1, 2. Comme a1−a2 |⌣
0
k
a2 est toujours vrai, on en de´duit que
k ≤ acl0(k(a1 − a2) est une extension premie`re, (car acl0(ka2) ⊆ acl0(ka1a2) =
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acl0(ka2(a1 − a2)) est une extension premie`re). Donc, tpω(a1 − a2/k) est ad-
missible, et en particulier U(a1 − a2/k) = 1. Par ailleurs, U(a1 − a2/ka2) =
U(a1/ka2) = 1, d’ou` a1 − a2 |⌣k a2.
Voila` le re´sultat qui nous permet de discerner les types de pre´ge´ome´trie pour
les types admissibles d’une manie`re concre`te (pour l’obtenir, on combine le Fait
3.2.9 avec le Lemme 3.2.10).
Proposition 3.2.11. Soit p admissible, et soit pi (i = 1, 2) la restriction de p
a` Li. Alors, p est non-trivial (donc localement projectif) si et seulement si p1 et
p2 sont tous les deux des cosette types.
Avant que nous utilisons la Proposition 3.2.11 pour obtenir une coordinatisa-
tion du “monde parasite”, nous discutons quelques exemples. L’exemple suivant
montre qu’il y a des types admissibles non-modulaires. Dans le Lemme 3.2.12,
nous donnerons une technique ge´ne´rale pour construire de tels types.
Exemple. Soit T0 = EVF2 , et soit T1 et T2 la the´orie d’un F4-espace vectoriel
inﬁni ou` les e´le´ments du mode`le premier sont nomme´s par des constantes. Dans
ce contexte, on a 〈·〉 = clω, car 2 di(a/B) ≥ d0(a/B) pour tout ensemble B
qui est acli-clos pour i = 1 ou 2. Conside´rons le type admissible p au-dessus de
k := 〈∅〉 donne´ par les e´quations x = λ1 ∗1 y et x = λ2 ∗2 y + c, ou` λi ∈ F4 \ F2,
0 6= c ∈ acl2(∅) et ∗i de´note la multiplication scalaire au sens de Ti. C’est un
type non-trivial, et ∆p est donne´ par x = λ1 ∗1 y et x = λ2 ∗2 y. Supposons
que p soit modulaire. Alors, p 6⊥ak ∆p par le Fait 3.2.2 et on peut donc trouver
(x∆, y∆) |= ∆p et (x0, y0) |= p qui sont F2-interalge´briques au-dessus de k, c’est
a` dire
(
x∆
y∆
)
= Γ ·
(
x0
y0
)
+
(
a
b
)
pour un certain Γ ∈ GL2(F2) et a, b ∈ k (comme
c 6= 0, l’un au moins un de a, b est non nul).
On observe que λ3i = 1, 1+ λi = λ
2
i et 1 + λ
2
i = λi. Pour alle´ger la notation,
on e´crit λiz au lieu de λi ∗i z. Cela ne devrait pas cre´er de confusions.
Cas Γ =
(
0 1
1 0
)
: De x∆ = y0 + a et y∆ = x0 + b on de´duit que
λ1a = λ1(x∆ + y0) = λ
2
1y∆ + x0 = λ
2
1y∆ + y∆ + b = λ1y∆ + b = x∆ + b.
Donc, x∆ ∈ k, une contradiction. Des calculs similaires montrent que Γ =(
1 0
1 1
)
ainsi que Γ =
(
1 1
0 1
)
sont impossibles.
Cas Γ =
(
0 1
1 1
)
: D’abord, on montre que a = λ1b et a = λ2b + c˜, ou` 0 6=
λ2c =: c˜ ∈ acl2(∅). Il est facile (mais un peu long) de voir que tpω(ab/c˜) est
admissible (il faut montrer que d0(ab/c˜) = 2 et d1(A/c˜) = d2(A/c˜) = 1 pour
tout {0, c˜} ( A ⊆ acl0(abc˜)). Or, comme {0, c˜} ≤ k = 〈c˜〉, de tels e´le´ments
a, b ∈ k ne peuvent pas exister. Cela se voit par exemple par induction en
utilisant les ﬁltrations 〈c˜〉ni de 〈c˜〉.
Les cas Γ = id et Γ =
(
1 1
1 0
)
sont traite´s de la meˆme manie`re.
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Maintenant, nous pre´sentons une construction ge´ne´rale pour obtenir des
types admissibles qui sont presque orthogonaux a` un type admissible p(x) ∈
Sn(k) donne´.
Soit k = clω(k) et soit c ∈ K
∗ un n-uplet. On de´ﬁnit un nouveau type
admissible p+c(x) (au-dessus de l := clω(kc)) comme suit : On choisit une Li-
formule ϕi(x, bi) telle que p ↾ Li soit l’unique type ge´ne´rique au-dessus de k
contenant ϕi(x, bi). Puis, soit p1 l’extension non-de´viante de p ↾ L1 a` l (c’est
un L1-type), et soit p2,c l’unique L2-type ge´ne´rique au-dessus de l contenant
ϕ2(x − c, b2). C’est un exercice facile de montrer que le type pc au-dessus de l
qu’on obtient en appliquant le Lemme 2.1.5 a` p1 et p2,c — qui exprime p1 ∪ p2,c
plus “autosuﬃsant”— est admissible.
Lemme 3.2.12. Soient p ∈ Sn(k) admissible et c un n-uplet d-ge´ne´rique au-
dessus de k. Alors, p ⊥akc p+c.
De plus, si p est projectif, p+c|kc est non-modulaire.
Preuve. On raisonne par l’absurde. Supposons donc que p 6⊥akc p+c. On peut
supposer que k = clω(k). Par la Remarque 3.1.13, il y a donc a |= p|kc et
a′ |= p+c tels que a et a
′ sont inter-L0-alge´briques au-dessus de C := kc. On
pose A := acl0(ka) et A
′ := acl0(ka
′). Alors :
(∗) A |⌣
i
k
C, pour i = 1, 2,
(∗∗) A′ |⌣
1
k
C et A′ 6 |⌣
2
k
C.
(∗) est e´vident par construction, de meˆme la premie`re partie de (∗∗). La formule
ϕ2(x − c, b2) L2-de´vie au-dessus de k, car RML2(ϕ2(x, b2)) < n et c est L2-
ge´ne´rique au-dessus de k, ce qui montre la seconde partie de (∗∗).
Maintenant, (∗) et (∗∗) ensemble entraˆınent que A′ * A, et donc 0 <
d0(A
′/A ∩ A′). Puisque c re´alise le n-type d-ge´ne´rique au-dessus de A, on a
d(A′/A) = di(A
′/A) pour i = 0, 1, 2, qui sont e´gaux a` d0(A
′/A ∩ A′) (et alors
aussi a` di(A
′/A ∩ A′) pour i = 1, 2), par modularite´ de T0. Or, par (∗∗), on
a d1(A
′/A ∩ A′) = d1(A
′/(A ∩ A′)C) < d0(A
′/(A ∩ A′)C) = d0(A
′/A ∩ A′).
(l’ine´galite´ de´coule du fait que acl0(A
′C) est une extension premie`re de C et
acl0(A ∩A
′C) ( acl0(A′C)) C’est une contradiction.
Notons enﬁn que si p est projectif, on a ∆p = ∆p+c (un type admissible).
Donc, p 6⊥ p+c. Comme ∆p est modulaire, p+c est force´ment non-modulaire par
le Fait 3.2.2.
The´ore`me 3.2.13. Supposons que T1 et T2 ont la DMP. Alors, il existe une
suite (ϕi(xi, zi), θi(zi))i∈N, ou` ϕi et θi sont des L-formules sans parame`tres,
avec les proprie´te´s suivantes :
(I) Pour tout i et tout b |= θi(zi), la formule ϕi(xi, b) est fortement minimale
et localement finie.
(II) (Uniformite´ du type de ge´ome´trie) Pour tout i ∈ N, si ϕi(xi, b) a une
pre´ge´ome´trie triviale (localement projective) pour un b |= θi(zi), alors
ϕi(xi, b
′
) a une pre´ge´ome´trie triviale (localement projective, respective-
ment) pour tout b
′
|= θi(zi).
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(III) (De´ﬁnissabilite´ de l’orthogonalite´) Pour tout i ∈ N il existe une L-formule
χi(zi, z
′
i) telle que pour tout b, b
′
avec |= θi(b) ∧ θi(b
′
) on ait ϕi(xi, b) 6⊥
ϕi(xi, b
′
) si et seulement si |= χi(b, b
′
).
De plus, pour tout i 6= j et tout (b, b
′
) avec |= θi(b)∧θj(b
′
) on a ϕi(xi, b) ⊥
ϕj(xj , b
′
).
(IV) (Coordinatisation du monde parasite) Si p := tpω(a/B) est un type para-
site (c’est a` dire d(a/B) = 0), alors il existe α¯0, . . . α¯m ∈ clω(Ba) avec a ∈
clω(Bα¯o, . . . , α¯m) tels que, posant Bi := Bα¯0 . . . α¯i−1 pour i = 0, . . .m, on
a ou bien α¯i ∈ clω(Bi) ou bien tpω(α¯i/Bi) est ge´ne´rique dans ϕj(x, b)
pour un j ∈ N et b ∈ Bi.
Avant de montrer ce re´sultat, nous donnons une de´ﬁnition et un lemme :
De´finition 3.2.14. Une paire de L-formules (ϕ(x, z), θ(z)) est une famille ad-
missible si pour tout b |= θ(z), la formule ϕ(x, b) est fortement minimale avec
un type ge´ne´rique (note´ pb) qui est admissible.
Si p(x) ∈ S(K∗) est un type admissible et (ϕ(x, z), θ(z)) une famille ad-
missible, on dit que p est code´ par (ϕ, θ) s’il existe b ∈ K∗ tel que |= θ(b) et
p = pb.
Lemme 3.2.15. (1) Soit p(x) ∈ S(K∗) un type admissible. Alors il existe
une famille admissible (ϕ(x, z), θ(z)) avec les proprie´te´s suivantes :
(i) p est code´ par (ϕ(x, z), θ(z)).
(ii) Si p est trivial / localement projectif, alors tout type admissible q code´
par (ϕ, θ) est e´galement trivial / localement projectif.
(iii) Si q, q′ sont admissibles avec q 6⊥ q′, et si q est code´ par (ϕ, θ), alors
q′ est code´ par (ϕ, θ) aussi.
(2) Soient (ϕ(x, z), θ(z)) et (ϕ′(x′, z′), θ′(z′)) deux familles admissibles. Alors
il existe une L-formule χ(z, z′) telle que pour tout b |= θ(z) et b
′
|= θ′(z′)
on ait |= χ(b, b
′
) si et seulement si ϕ(x, b) 6⊥ ϕ′(x′, b
′
).
Preuve. Soit p(x) = tpω(a/K
∗) un type admissible, ou` a = (a0, . . . , an−1). Soit
pi := p ↾ Li . On choisit B = acl0(B) ⊆ K
∗ ﬁni tel que Cb1(p1),Cb2(p2) ∈ B.
Comme on est dans le contexte rouge, A := acl0(Ba) = dcl0(Ba), et tout
e´le´ment de A est de la forme
α = b+
n−1∑
i=0
λiai, (3.1)
ou` b ∈ B et les λi sont dans Fq.
On e´nume`re B par b et A par a˜. Puis, on choisit ϕ˜0(x˜, z) isolant tp0(a˜, b) et
des Li-formules ϕ˜i(x˜, z) pour i = 1, 2 satisfaisant :
– ϕ˜i(x˜, z) ⊢ ϕ˜0(x˜, z) pour i = 1, 2.
– ϕ˜i(x˜, z) est rang-comple`te par rapport a` tpi(a˜/b).
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Le Lemme 2.3.3 nous dit que si |=
∧2
i=0 ϕ˜i(a˜
′, b
′
), alors ou bien a˜′ ∈ cl0(b
′
)
ou bien a˜′/b
′
est une extension premie`re.
Soit maintenant ϕi(x, z) la Li-formule que l’on obtient en remplac¸ant dans
ϕ˜i(x˜, z) les variables x˜ par des L0-termes en x, z donne´s par (3.1). Pour i = 1, 2
on choisit θi(z) ∈ tpi(b) de telle manie`re que pour tout b
′
|= θi(z) on ait
(∗) ϕi(x, b
′
) est non-vide et DMi(ϕ(x, b
′
)) = 1.
(∗∗) tpi(a/B) est un cosette type si et seulement si le type ge´ne´rique de
ϕi(x, b
′
) est un cosette type.
Notons que (∗) est possible car les the´ories Ti ont la DMP, tandis que (∗∗)
est possible par le Lemme 3.2.7. Posons ϕ(x, z) := ϕ1(x, z)∧ϕ2(x, z) et θ(z) :=
θ1(z)∧ θ2(z). On ve´riﬁe sans proble`me que (ϕ, θ) est une famille admissible qui
code p et qui satisfait a` (ii), par la Proposition 3.2.11 et (∗∗).
Par le Lemme 3.2.3(R), il suﬃt de modiﬁer (ϕ, θ) de fac¸on a` ce que si elle
code un type admissible p′, elle code aussi les types Γ · p′ + c¯, ou` Γ ∈ GLn(Fq)
et c¯ = (c0, . . . , cn−1) est un uplet arbitraire (de K
∗).
Pour Γ ∈ GLn(Fq), on choisit des ensembles L1(∅)-de´ﬁnissables ﬁnis, non-
vides et disjoints FΓ ⊆ acl1(∅). C’est possible car acl1(∅) est inﬁni. Puis, soit
ϕΓ(x, z, z
′) := z′ ∈ FΓ ∧ ϕ(Γ · x, z). On pose
ϕ′(x, z, z′) :=
∨
Γ∈GLn(Fq)
ϕΓ(x, z)
ainsi que θ′(z, z′) := (z′ ∈ ∪ΓFΓ) ∧ θ(z). Ensuite, pour incorporer les transla-
te´s, on pose ϕ′′(x, z, z′, z′′) := ϕ′(x − z′′, z, z′) et θ′′(z, z′, z′′) := θ′(z, z′). Par
construction, (ϕ′′, θ′′) est une famille admissible, telle qu’un type admissible p′′
est code´ par (ϕ′′, θ′′) si et seulement s’il existe p code´ par (ϕ, θ) avec p′′ 6⊥ p.
Donc, (ϕ′′, θ′′) satisfait a` (i–iii).
Pour montrer (2), on se donne b |= θ(z) et b
′
|= θ′(z′). On sait que ϕ(x, b) 6⊥
ϕ′(x′, b
′
) si et seulement si x et x′ ont la meˆme longueur (disons n) et il existe
Γ ∈ GLn(Fq) et c¯ = (c0, . . . , cn−1) tels que ϕ(x, b) ∧ ϕ′(Γ · x − c¯, b
′
) est inﬁni.
Comme GLn(Fq) est ﬁni et comme Tω n’a pas la proprie´te´ du recouvrement
ﬁni (Corollaire 3.1.11), c’est une condition de´ﬁnissable, d’ou` (2). Notons que
l’on pourrait remplacer l’utilisation de la nfcp par un argument plus concret, en
regardant ce qui se passe au niveau des langages Li.
Preuve du The´ore`me 3.2.13. Soit (pi)i<ω une e´nume´ration de tous les types ad-
missibles dans S(Kω), ou` Kω est le mode`le de´nombrable sature´ de Tω. C’est
possible car Tω est ω-stable. En utilisant le Lemme 3.2.15, on choisit (ϕ0, θ0),
une famille admissible codant p0 et ayant les proprie´te´s (ii) et (iii) du Lemme
3.2.15(1). Inductivement, pour m ≥ 0, on suppose qu’on ait de´ja` trouve´ des fa-
milles admissibles (ϕj , θj)0≤j≤m′ (pour un m
′ ﬁni) avec les proprie´te´s suivantes,
pour tout j, j′ ≤ m′ avec j 6= j′ :
– Pour i = 0, . . .m, il existe k ≤ m′ tel que pi soit code´ par (ϕk, θk).
– (ϕj , θj) satisfait aux proprie´te´s (ii) et (iii) de 3.2.15.
– Si |= θj(b) ∧ θj′(b
′
), alors ϕj(x, b) ⊥ ϕj′(x, b
′
).
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Maintenant, si pm+1 est code´ par une des (ϕj , θj) pour j ≤ m
′(m), on conti-
nue avec (ϕj , θj)0≤j≤m′ . Sinon, on choisit, utilisant le Lemme 3.2.15(1), une fa-
mille admissible (ϕ˜(x, z), θ˜(z)) qui code pm+1 et ve´riﬁe (ii–iii). On pose ϕm′+1 :=
ϕ˜ et θ(z) := θ˜(z))∧
∧m′
j=0 ¬∃zjχj(z, zj), ou` χj de´ﬁnit la non-orthogonalite´ entre
instances de ϕ˜ et ϕj . Une telle formule χj existe d’apre`s 3.2.15(2). Cela termine
l’e´tape d’induction.
La suite (ϕi, θi)i<ω ainsi construite a les proprie´te´s (I–III), puisque toute
formule fortement minimale contenant un type admissible est localement ﬁnie
d’apre`s la Proposition 3.1.12(1). Quant a` (IV), par la Proposition 2.2.9, il suﬃt
de montrer que tout type admissible p est code´ par une des (ϕi, θi). Soit p ∈ S(k)
avec k ﬁniment engendre´e. Or, la fusion k a une copie isomorphe k′ dans Kω, et
on peut donc coder p′|Kω (par (ϕi0 , θi0)), ou` p
′ de´note le type admissible qu’on
obtient en remplac¸ant les parame`tres k dans p par k′, a` l’aide de l’isomorphisme
donne´. Donc, p est code´ par (ϕi0 , θi0) aussi.
Remarque 3.2.16. Le The´ore`me 3.2.13 est vraie dans tout contexte de fusion
fortement minimal.
Supposons maintenant que p = ∆p est un type admissible au-dessus de la
fusion ﬁniment engendre´e k = clω(k). Par la Proposition 3.1.12, le groupe G :=
stab(p) est alors un groupe fortement minimal ω-cate´gorique (et modulaire). Sa
ge´ome´trie est donc de´termine´e par le corps QE(G) des quasi-endomorphismes de
G. Par l’ω-cate´goricite´, QE(G) est un corps ﬁni. Clairement, QE(G) se plonge
dans Matnp(Fq). Nous donnons deux exemples pour illustrer les situations qui
peuvent apparaˆıtre.
Exemples. (1) Soit T0 := EVF2 , et pour i = 1, 2, on conside´re Ti := EVFi ,
ou` Fi := F2. Comme dans un exemple ante´rieur on choisit 1 6= λi ∈ Fi
avec λ3i = 1.
Les e´quations x = λ1 ∗1 y et x = λ2 ∗2 y de´terminent un type admissible
p(x, y) (il suﬃt d’ajouter x 6= 0 pour garantir d0(x, y) = 2). Le groupe
G := stab(p) est alors donne´ par {(x, y) | x = λi ∗i y pour i = 1, 2}. Dans
cet exemple, F4 ⊆ QE(G), car (λ1, λ1) : G→ G, (x, y) 7→ (λ1 ∗1 x, λ1 ∗1 y)
est un quasi-endomorphisme d’ordre 3.
Pour voir cela, rappelons que λi ∈ Fi est un e´le´ment qui engendre F4, le
corps a` 4 e´le´ments. On a donc F4 = {0, 1, λi, λ2i }, et λ
2
i = λi+1. L’addition
dans les deux langages est la meˆme. Donc, si λ1 et λ2 agissent de la meˆme
manie`re sur un e´le´ment y, c’est aussi le cas de λ2i = λi+1. A fortiori, on a :
Si λ1∗1y = λ2∗2y = x, alors λ
2
1∗1y = (λ1+1)∗1y = (λ2+1)∗2y = λ
2
2∗2y,
c’est-a`-dire λ1 ∗1 x = λ2 ∗2 x.
Comme le corpsQE(G) se plonge dansGL2(F2), ne´cessairementQE(G) =
F4.
(2) Comme dans (1), Ti = EVFi , ou` F0 := F4, F1 := F2, et F2 est un corps
gauche contenant F4 tel que il existe λ2 ∈ F2 et λ ∈ F4 avec λ2λλ−12 6∈
{λ, λ−1}, c’est a` dire F2 ne normalise pas F4. Un tel corps gauche existe
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— il suﬃt de prendre un corps des fractions de F4 ∗F2 K, ou` K est une
extension propre de F2.
Choisissons λ1 ∈ F1, un e´le´ment primitif de F8. Soit p donne´ par x =
λi ∗i y, pour i = 1, 2. Il n’est pas diﬃcile (mais un peu long) de voir que
QE(stab(p)) = F2 ( F4.
De´finition 3.2.17. Soit (G, ·) un groupe (avec e´ventuellement plus de struc-
ture), et soit
H := {H |H est un sous-groupe acleq(∅)-deﬁnissable de Gn, pour un n ∈ N}.
On dit que G est une structure abe´lienne si pour tout n ∈ N, tout sous-ensemble
de´ﬁnissable de Gn est une combinaison boole´enne de cosettes d’e´le´ments de H.
Il est facile de voir que si G est une structure abe´lienne, alors G est stable et
monobase´e. De plus, G est alors abe´lien-par-ﬁni. La re´ciproque est le the´ore`me
fameux de Hrushovski-Pillay :
Fait 3.2.18 ([HP87]). Un groupe stable G est monobase´ si et seulement si G
est une structure abe´lienne.
Lemme 3.2.19. Sont e´quivalents :
(1) Tω est monobase´e.
(2) T1 et T2 sont monobase´es.
Preuve. Toutes les the´ories en question sont des expansions stables de T0 qui est
la the´orie d’une structure abe´lienne. Une telle expansion est monobase´e ssi c’est
une structure abe´lienne, par le Fait 3.2.18. Maintenant, si et T1 et T2 sont des
structures abe´liennes, c’est a` dire n’ajoutent que des (cosettes de) sous-groupes
comme nouveaux ensembles de´ﬁnissables, toute comple´tion de T1 ∪ T2 sera la
the´orie d’une structure abe´lienne aussi (voir [GR90]). En particulier, Tω est
monobase´e dans ce cas. Inversement, il suﬃt de rappeler que tout re´duit d’une
structure abe´lienne est abe´lienne, si la loi de groupe reste de´ﬁnissable dans le
re´duit (voir [Pi96, Prop. 4.6.4]).
De´finition 3.2.20. Le contexte de fusion de´crit dans le Lemme 3.2.19 est appele´
contexte de fusion abe´lien.
Proposition 3.2.21. Dans le contexte de fusion abe´lien, on a :
(1) Tω est non-multidimensionnelle (nous dirons : dimensionnelle).
(2) Aucun type admissible dans Tω n’est trivial.
Preuve. Dans une structure abe´lienne, tout type est non-orthogonal au type
ge´ne´rique p d’un groupe tel que p ne de´vie pas au-dessus de ∅. Cela montre (1)
et (2).
Or, quand on utilise l’analyse des extensions primitives de´ja` eﬀectue´e, on
peut donner un argument plus concret. Si ϕ1(x, b) et ϕ2(x, b) sont des Li-
formules irre´ductibles qui de´crivent un certain type admissible p ∈ Sn(k) (une
78 CHAPITRE 3. FUSION LIBRE ω-STABLE ET COLLAPSE
fois que l’on applique le Lemme 2.1.5 aux types ge´ne´riques pi de ϕi au-dessus
de k), alors ces pi sont des types ge´ne´riques de cosettes de sous-groupes acli(∅)-
de´ﬁnissables Hi ≤ (M
n,+), car les Ti sont abe´liennes. Donc, stab(p) = H1∩H2
avec type ge´ne´rique ∆p. Ce dernier est un type admissible base´ sur 〈∅〉.
En fait, il y a un re´sultat ge´ne´ral reliant la dimensionalite´ de Tω et l’existence
de types admissibles triviaux :
Proposition 3.2.22. Si Tω contient un type admissible avec une pre´ge´ome´trie
triviale, alors Tω est une the´orie multidimensionnelle.
Preuve. Soit p ∈ Sn(k) un type admissible (k = clω(k)) avec une pre´ge´ome´trie
triviale. Soit (ci), i ∈ I une longue suite de Morley dans le type d-ge´ne´rique de
Sn(k). Par le Lemme 3.2.12 et le Fait 3.3.3, on a p+ci ⊥ p+cj pour tout i 6= j.
On en de´duit qu’il y a un nombre non-borne´ de classes de non-orthogonalite´ de
types fortement minimaux, ce qui implique la multidimensionalite´ de Tω.
Nous avons vu que le contexte de fusion abe´lien implique la non-multidimen-
sionalite´ de Tω, et que cette dernie`re implique qu’aucun type admissible n’est
trivial.
La question de savoir si ces implications sont strictes semble diﬃcile. Une
re´ponse passerait par la repre´sentabilite´ de certains matro¨ıdes (ﬁnis) dans Ti.
3.3 Enveloppes affines et fusion libre
Initialement, Assaf Hasson et moi [HH06] pensions pouvoir aborder le pro-
ble`me du collapse de la fusion libre Tω en une the´orie fortement minimale dans
un cadre tre`s ge´ne´ral (pour un contexte de fusion fortement minimal (T0, T1, T2)
comme dans 3.1.1, tel que de plus T1 et T2 ont la DMP). L’espoir venait du re´-
sultat tre`s prometteur sur la coordinatisation du monde parasite obtenu dans
le The´ore`me 3.2.13. L’ide´e e´tait de ge´ne´raliser la the´orie des approximations
lisses (en englais : smooth approximations) de´veloppe´e dans [CHL85] (et plus
re´cemment dans [CH03]), en conside´rant 3.2.13 comme une “version locale” des
the´ories ω-cate´goriques et ω-stables e´tudie´es dans [CHL85]. Une des diﬃculte´s
majeures a` surmonter pour collapser Tω au-dessus de T0 = EVFq (ou de toute
autre the´orie T0 non-triviale) est la pre´sence des types admissibles localement
modulaires non-modulaires, ou, de fac¸on e´quivalente, la pre´sence d’espaces af-
ﬁnes fortement minimaux. Une version axiomatique du proble`me du collapse
peut eˆtre formule´e en utilisant la notion d’une enveloppe, comme elle est de´-
veloppe´e dans [Ha04], suivant essentiellement [CH03]. A` l’aide de cette notion
d’enveloppe (ou plutoˆt de celle d’une pseudo-enveloppe), nous formulons une
strate´gie pour collapser la fusion libre en toute ge´ne´ralite´ (voir [HH06, Appen-
dix A]).
Cependant, nous n’avons pas re´ussi a` imple´menter comple`tement la stra-
te´gie propose´e, essentiellement car nous ne savions pas re´soudre un proble`me
combinatoire lie´ a` la proprie´te´ d’amalgamation dans une classe restreinte de fu-
sions. A` la ﬁn 2005, Baudisch, Martin-Pizarro et Ziegler [BMZ05a] ont montre´
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le collapse au-dessus de EVFq , en utilisant un nouvel outil (les suites aux diffe´-
rences) qui n’a pas d’analogue e´vident dans le cadre axiomatique propose´ dans
[HH06]. C’est a` l’aide de ces suites aux diﬀe´rences que le proble`me combinatoire
mentionne´ ci-dessus est re´solu dans [BMZ05a].
Or, la technique des enveloppes permet la solution d’un cas particulier, le
collapse dans le contexte de fusion abe´lien (voir la Section 3.4). C’est d’ailleurs
cette solution qui motivait la strate´gie ge´ne´rale. Dans [Ha04], Hasson montre
jusqu’ou` on peut aller avec des techniques d’enveloppes en vue d’un collapse
(ge´ne´ralise´), en quittant meˆme le contexte stable.
Ici, nous nous contentons de quelques observations ge´ne´rales et e´le´mentaires
concernant les enveloppes (aﬃnes) dans une the´orie stable quelconque (Sous-
section 3.3.1), et nous en tirerons ensuite des conse´quences utiles en spe´cialisant
au contexte de la fusion libre (Sous-section 3.3.2). Cela facilitera e´galement la
compre´hension du collapse dans le contexte de fusion abe´lien.
3.3.1 Une digression : Enveloppes affines dans une the´orie
stable
Dans cette sous-section, contrairement au reste du Chapitre 3, on suppose
juste que T est une the´orie stable et comple`te. De plus, nous ﬁxons le cadre
suivant :
Contexte 3.3.1. – S est un ensemble de sortes tel que pour tout a et B
appartenant a` S avec B = acl(B) (la cloˆture alge´brique e´tant restreinte a`
S), le type p = tp(a/B) est stationnaire.
– Σ est une famille ∅-invariante de types (ﬁnitaires) complets et monobase´s
dans S telle que Σ est close par analysabilite´ dans S. Cela veut dire : si
a et B appartiennent a` S et si p = tp(a/B) est Σ-analysable, alors p est
dans Σ.
– Σ0 ⊆ Σ est une sous-famille ∅-invariante close par extension non-de´viante
et telle que tout type dans Σ0 soit minimal et localement modulaire.
– Tout type dans Σ admet une coordinatisation par Σ0, c’est a` dire pour
tout tp(b/B) ∈ Σ il existe une suite (ai)i<n avec ai ∈ acl(Bb) pour tout
i et b ∈ acl(Ba<n), et telle que stp(ai/Ba<i) soit dans Σ0 (ici, on de´note
par a<i l’ensemble des aj avec j < i).
Exemples 3.3.2. Les deux cadres suivants sont des instances de 3.3.1 :
(1) T superstable, S l’ensemble de toutes les sortes dans T eq, Σ la famille
des types monobase´s de rang U ﬁni, et ﬁnalement Σ0 la famille des types
minimaux localement modulaires. Le re´sultat de coordinatisation des types
de Σ par des types de Σ0 est duˆ a` Buechler [Bu86].
(2) Tω la the´orie de la fusion libre (dans le contexte 3.1.1), S uniquement la
sorte re´elle, Σ la famille des types parasites, et Σ0 la famille des types
admissibles (cf. 3.3.15).
Tout ce que nous pre´sentons dans cette sous-section suit plus ou moins de
l’e´tude des types re´guliers localement modulaires eﬀectue´e dans [Hr85].
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A` part d’un re´sultat de´ja` mentionne´ (Fait 3.2.2)), on aura surtout besoin
des faits suivants qui sont montre´s dans [Hr85] :
Fait 3.3.3. Soit p ∈ S(A) un type minimal localement modulaire non-modulaire,
alors pour tout B ⊇ A on a : p|B est modulaire si et seulement s’il existe β |= p
avec β ∈ acl(B).
Fait 3.3.4. Soit T une the´orie stable et p ∈ stp(A) un type minimal localement
modulaire. Alors il existe un type p′ ∈ stp(A) qui est minimal, modulaire et
non-orthogonal a` p.
De´finition 3.3.5. Soit k = acl(k) ⊆ l = acl(l) des sous-ensembles alge´brique-
ment clos d’un mode`le M de T . Soit (ai)i<α une suite d’uplets de l. Alors, on
appelle (ai)i<α une Σ0-construction de l/k, si
(I) l = k ∪
⋃
i<α ai et
(II) tp(ai/ka<i) est alge´brique ou dans Σ0.
Si on remplace (II) par
(II’) tp(ai/ka<i) est alge´brique ou un type non-modulaire dans Σ0,
on dit que (ai)i<α est une Σ0-construction affine (de l/k).
Notation. Soit p ∈ S(B) un type minimal et B ⊆ A = acleq(A), alors dimA(p)
de´note la dimension de la pre´ge´ome´trie induite sur pA par la cloˆture alge´brique.
C’est donc la cardinalite´ d’un ensemble maximal de solutions inde´pendants du
type p dans A.
Proposition 3.3.6. Soient (ai)i<α et (a
′
i)i<α′ deux Σ0-constructions de l/k.
Puis, soit I ⊆ α l’ensemble des indices i < α tels que ai 6∈ acl(ka<i). On de´finit
I ′ ⊆ α′ de manie`re analogue. Pour i ∈ I, on pose qi := stp(ai/ka<i), de meˆme
q′i := stp(a
′
i/ka
′
<i) pour i ∈ I
′. Alors il y a une bijection λ : I → I ′ avec les
proprie´te´s suivantes :
(1) qi 6⊥ q
′
λ(i), plus pre´cise´ment, posant ki := ka<ia
′
<λ(i), on a qi 6⊥
a
ki
q′λ(i).
(2) qi est modulaire si et seulement si q
′
λ(i) est modulaire.
Preuve. On traite les classes de non-orthogonalite´s de types minimaux dans Σ0
une par une, et on se donne donc une telle classe P. Soit I(P) := {i ∈ I | qi ∈ P},
et soit I ′(P) ⊆ I ′ de´ﬁni de manie`re analogue. L’ensemble d’indices I(P) est la
re´union disjointe de Im(P) (consistant en les indices des types modulaires dans
I(P)) et de Ia(P), l’ensemble des indices des types non-modulaires dans I(P).
De manie`re similaire, on a une partition I ′(P) = I ′m(P)∪˙I
′
a(P). Soient i, i
′ les
e´le´ments minimaux de I(P) et I ′(P), respectivement. Par le Fait 3.3.4, il existe
des types minimaux modulaires p, p′ ∈ P (avec p, p′ pas force´ment dans Σ0, ni
dans S), tels que p ∈ S(acleq(ka<i)) et p
′ ∈ S(acleq(ka′<i′)). Par 3.2.2, on a
p 6⊥aka<ia′<i′
p′. La minimalite´ de i′ donne alors dimacleq(ka<ia′<i′ )
(p|ka<i) = 0,
d’ou` l’on obtient (par syme´trie)
dimacleq(l)(p|ka<i) = dimacleq(l)(p|ka<ia
′
<i′)
=dimacleq(l)(p
′|ka<ia
′
<i′) = dimacleq(l)(p
′|ka′<i′).
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Puis, dimacleq(l)(p|ka<i) = |Im(P)| suit de la minimalite´ de i, et par syme´trie
on a dimacleq(l)(p
′|ka′<i′) = |I
′
m(P)|. Il y a donc une bijection λ : Im(P)→ I
′
m(P).
Pour i ∈ Ia(P), on de´ﬁnit λ(i) comme le plus petit e´le´ment i′ ∈ I ′ tel que
qi|ka<ia
′
≤i′ soit modulaire. Un tel i
′ existe, puisque qi|l est modulaire. Posant
ki := ka<ia
′
<λ(i), on en de´duit que qi 6⊥
a
ki
q′λ(i) par le Fait 3.3.3. De plus, aussi
par ce fait, on obtient que q′λ(i)|ki est non-modulaire (et dans P), tandis que
q′λ(i)|kiai est modulaire. En conclusion, λ(i) ∈ I
′
a(P) et, par syme´trie, i est e´gal
au plus petit e´le´ment j ∈ I tel que q′λ(i)|ka≤ja
′
<λ(i) soit modulaire. Donc, on
vient de de´ﬁnir une bijection de Ia(P) sur I ′a(P), ce qui termine la preuve.
Lemme 3.3.7. Soient k ⊆ l ⊆ m des ensembles alge´briquement clos (et dans
S).
(1) Sont e´quivalents :
(a) m/k admet une Σ0-construction.
(b) m/l ainsi que l/k admettent une Σ0-construction.
(2) Meˆme e´nonce´ que dans (1), en remplac¸ant “Σ0-construction” par “Σ0-
construction affine”.
Preuve. Quant a` (1), on observe que l’implication (b)⇒(a) est claire. Puis, toute
Σ0-construction de m/k en est aussi une pour m/l (on utilise que Σ0 est clos
par extension non-de´viante). Il suﬃt donc de montrer que si m/k admet une
Σ0-construction, alors l/k aussi. Par un argument de chaˆıne, on se rame`ne au cas
ou` l = acl(kb) pour un uplet b ∈ l ﬁni. Comme m/k admet une Σ0-construction,
p := tp(b/k) est analysable par Σ0. Donc, p ∈ Σ car Σ0 ⊆ Σ et Σ est clos par
analysabilite´. Comme tout type dans Σ, le type p admet une coordinatisation
dans Σ0, d’ou` l’on obtient une Σ0-construction de l/k.
Montrons (2). Comme dans le cas (1), si l/k et m/l admettent une Σ0-
construction aﬃne, alors m/k aussi (on prend la concate´nation). Re´ciproque-
ment, soit (ai)i<α une Σ0-construction aﬃne de m/l. Par la premie`re partie du
lemme, il existe des Σ0-constructions (bi)i<β pour l/k et (c¯i)i<γ pour m/l. La
concate´nation (a′i)i<α′ des deux constructions est une Σ0-construction de m/k.
Le Lemme 3.3.6 nous dit que pour tout i < α′, ou bien a′i ∈ acl(ka
′
<i) ou bien
tp(a′i/ka
′
<i) est non-modulaire. En particulier, (bi)i<β est une Σ0-construction
aﬃne de l/k, et (c¯i)i<γ est une Σ0-construction aﬃne de m/l.
Fait 3.3.8. (1) Si M∗ |= T est un a-mode`le, alors tout type minimal locale-
ment modulaire au-dessus de M∗ est modulaire.
(2) Si T est totalement transcendante, alors tout type minimal localement mo-
dulaire au-dessus d’un mode`le arbitraire est modulaire.
Preuve. Soit p un type localement modulaire et minimal au-dessus du a-mode`le
M∗. Par la de´ﬁnition d’un a-mode`le (voir [Pi96]), p0 := p↾Cb(p) est re´alise´ dans
M∗. Donc, p = p0|M
∗ est modulaire par 3.3.3.
Si T est totalement transcendante et M |= T un mode`le arbitraire, on doit
raisonner de manie`re diﬀe´rente. Soit p ∈ S(M) minimal et localement modulaire.
Si p est trivial, il est modulaire et il y n’y a rien a` faire. Sinon, p est localement
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projectif. Il est montre´ dans [Hr85] qu’il existe alors un espace principal ho-
moge`ne type-de´ﬁnissable (G,X) (avec G et X connexe) tel que si q ∈ S(M)
est le type ge´ne´rique de X, alors p 6⊥aM q. Or, comme T est totalement trans-
cendante, (G,X) est meˆme de´ﬁnissable. En particulier, X a un point dans M ,
ce qui montre que G ≃ X au-dessus de M . A fortiori, p 6⊥aM r, ou` r est le
type ge´ne´rique de G (r est donc modulaire). On en de´duit que p est modulaire
aussi. En d’autres termes, on vient de montrer que tout type minimal locale-
ment modulaire non-modulaire dans une the´orie totalement transcendante est
isole´ au-dessus de sa base canonique C (et donc re´alise´ dans le mode`le premier
au-dessus de C).
Convention. A` partir de maintenant, on travaille a` l’inte´rieur d’un mode`le
M∗ |= T ayant la proprie´te´ que tout type minimal localement modulaire au-
dessus de M∗ est modulaire.
De´finition 3.3.9. Soit A ⊆ M∗. Un ensemble A ⊆ E ⊆ M∗ est une Σ0-
enveloppe affine de A, si les proprie´te´s suivantes sont satisfaites :
(i) E = acl(E).
(ii) E/A admet une Σ0-construction aﬃne.
(iii) Tout type p ∈ S(E) qui est dans Σ0 est modulaire.
Lemme 3.3.10. Pour tout A ⊆M∗, il existe une Σ0-enveloppe affine de A.
Preuve. On choisit A ⊆ E ⊆ M∗ tel que E/A admette une Σ0-construction
aﬃne et tel que E soit maximal avec cette proprie´te´ (c’est possible par le lemme
de Zorn). Clairement, on a E = acl(E) pour un tel E. Soit maintenant p ∈ S(E)
un type dans Σ0 qui est non-modulaire. Comme p|M
∗ est modulaire par notre
hypothe`se sur M∗, alors M∗ contient une solution de p par le Fait 3.3.3. Cela
contredit la maximalite´ de E. Donc, E a la proprie´te´ (iii), et c’est alors une
Σ0-enveloppe aﬃne de A.
Lemme 3.3.11. Soit E une Σ0-enveloppe affine de A, et soient A ⊆ B ⊆ E.
Alors, E est une Σ0-enveloppe affine de B.
Preuve. On peut supposer que A et B sont alge´briquement clos. Par le Lemme
3.3.7(2), E/B admet une Σ0-construction aﬃne. Donc, E est une Σ0-enveloppe
aﬃne de B.
Proposition 3.3.12 (Homoge´ne´ite´ des Σ0-enveloppes aﬃnes). Pour i = 1, 2,
soient A ⊆ Bi ⊆ Ei, ou` Ei est une Σ0-enveloppe affine de A. Puis, soit f :
B1 ≃A B2 une application L(A)-e´le´mentaire. Alors, f s’e´tend en une application
e´le´mentaire f˜ : E1 ≃ E2.
En particulier, il y a une unique Σ0-enveloppe affine de A a` isomorphisme
pre`s.
Preuve. On peut supposer que Bi = acl(Bi) pour i = 1, 2. Notons que par le
Lemme 3.3.11, Ei est une Σ0-enveloppe aﬃne de Bi pour i = 1, 2. En particulier,
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si B1 ( E1, il existe e1 ∈ E1 \ B1 tel que p1 := tp(e¯1/B1) soit un type non-
modulaire dans Σ0. Soit p2 la copie de p1 que l’on obtient en appliquant f
aux parame`tres. Comme Σ0 est ∅-invariant, p2 ∈ Σ0, et p2 est non-modulaire.
Par ailleurs p2|E2 est modulaire, car E2 est une Σ0-enveloppe aﬃne. Donc, E2
contient une solution e¯2 |= p2, par le Fait 3.3.3, et on peut e´tendre f a` B1e¯1 via
e¯1 7→ e¯2. Un argument de va-et-vient termine la preuve.
Le re´sultat suivant est une version pour les espaces homoge`nes du the´ore`me
de Hrushovski-Pillay (cf. 3.2.18) qui caracte´rise les groupes de´ﬁnissables (ou plus
ge´ne´ralement type-de´ﬁnissables) monobase´s dans une the´orie stable. Le re´sultat
est folklore ; pour le montrer, on peut successivement se re´duire au cas ou` le
groupe G en question est abe´lien, puis au cas d’un espace principal homoge`ne,
et ﬁnalement au re´sultat correspondant sur les groupes tout court, c’est a` dire
au the´ore`me de Hrushovski-Pillay.
Pour le formuler, il nous faut introduire une notion. Soit (G,X) un espace
homoge`ne. Un espace sous-homoge`ne de (G,X) est un espace homoge`ne (H,Y ),
ou` H ≤ G est un sous-groupe de G et Y ⊆ X un sous-ensemble tels que
l’ope´ration de H sur Y provient de l’ope´ration de G sur X. Puis, si (G,X)
est un espace homoge`ne, alors, de manie`re naturelle, (Gm+n, Gm ×Xn) est un
espace homoge`ne, en posant, pour (g1, . . . gm+n) ∈ G
m+n et (g¯′, x) ∈ Gm×Xn,
(g1, . . . gm+n) · (g¯
′, x) := (g1g
′
1, . . . , gmg
′
m, gm+1 · x1 . . . , gm+n · xm).
Fait 3.3.13. Soit (G,X) un espace homoge`ne qui est type-de´finissable (au-
dessus de B) dans une the´orie stable. Sont e´quivalents (on travaille dans T eq) :
(1) (G,X) est monobase´.
(2) Pour tout type fort p(x) e´tendant px ∈ Gm×Xnq (ou` m,n ∈ N), il existe
un espace sous-homoge`ne (H,Y ) type-de´finissable de (Gm+n, Gm × Xn)
tel que H est type-de´finissable au-dessus de acl(B) et tel que p est le type
ge´ne´rique de Y .
(3) Tout sous-ensemble relativement de´finissable de Gm ×Xn est une combi-
naison boole´enne d’ensembles de la forme Y0, ou` (H0, Y0) est un espace
sous-homoge`ne relativement de´finissable de (Gm+n, Gm×Xn), avec H re-
lativement acl(B)-de´finissable.
Proposition 3.3.14. Soit E e´gale a` sa Σ0-enveloppe affine, c’est a` dire E =
acl(E), et tout type p ∈ Σ0 base´ sur E est modulaire. Puis, soit (G,X) un
espace homoge`ne monobase´ et type-de´finissable au-dessus de E, tel que le type
ge´ne´rique (principal) de G soit dans Σ et tel que X soit dans S avec U(X) < ω.
Alors, X ∩ E 6= ∅, c’est a` dire X a un point dans E.
Preuve. On sait que dans un espace homoge`ne, tout type est analysable (meˆme
interne) dans le type ge´ne´rique du groupe. Donc, si (G,X) satisfait aux hypo-
the`ses de la proposition, alors tout type d’un uplet dans Xn est dans Σ.
On peut supposer que U(X) = n > 0, car sinon, X serait alge´brique et aurait
alors des points dans E = acl(E).
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Quitte a` passer a` la composante connexe G0 de G, et quitte a` choisir une G0-
orbite dans X (chaque G0-orbite est E-de´ﬁnissable car E = acl(E) et tout type
d’un uplet dans S au-dessus d’un ensemble acl-clos dans S est stationnaire par
hypothe`se), on peut supposer que G et X sont connexes. Alors, G est abe´lien,
car c’est un groupe monobase´ connexe.
Par compacite´, on sait que l’ope´ration de G sur X est relativement de´ﬁnis-
sable (en tant que sous-ensemble de G×X ×X), disons par ϕ(z, x, x′). On en
de´duit que le stabilisateur Ga d’un e´le´ment a ∈ X (qui est e´gal a` Ga′ pour tout
a′ ∈ X car G est abe´lien) est un sous-groupe relativement de´ﬁnissable de G. Il
suﬃt de conside´rer le type ge´ne´rique p(x) ∈ S(E) de X et de prendre la formule
θ(z) := dp ϕ(z, x, x) qui exprime |= θ(g¯) si et seulement si pour tout a |= p|g¯
on a |= ϕ(g¯, a, a). On en de´duit que G/Ga est type-de´ﬁnissable dans G
eq. On
peut donc supposer que (G,X) est principal homoge`ne avec G connexe. Ainsi,
X reste dans S.
Soit a ∈ X ge´ne´rique dans X au-dessus de E, et soit a1 ∈ acl(Ea) tel
que tp(a1/E) ∈ Σ0. Un tel a1 existe par l’hypothe`se sur la coordinatisation.
On peut meˆme le choisir dans Xeq. Comme E est une Σ0-enveloppe aﬃne,
p1 := tp(a1/E) est ne´cessairement modulaire, donc projectif car il n’y a pas
de type trivial minimal dans un espace homoge`ne monobase´ (par 3.3.13, par
exemple), et (G,X) est monobase´. Par [Hr85], on peut supposer que p1 est le
type ge´ne´rique d’un groupe minimal connexe et modulaire H (e´ventuellement
en dehors de S). De plus, par le Fait 3.3.13, tp(a, a1/E) est le type ge´ne´rique
d’un X˜, ou` (G˜, X˜) est un espace sous-homoge`ne de (G × H,X × H). Soit πX
la projection de X ×H sur X, et πH celle sur H. Par construction, πX(X˜) est
ge´ne´rique dans X, de meˆme πH(X˜) est ge´ne´rique dans H. Comme πX(X˜) est
un espace sous-homoge`ne de X et X est connexe, on a donc πX(X˜) = X. Puis,
πH(X˜) = H suit d’un argument similaire.
Posant G′ := G˜ ∩ (G × 0) et X ′ := X˜ ∩ (X × 0), on re´duit le proble`me
de l’existence d’un point de X dans E a` l’espace homoge`ne (G′, X ′). On a
U(X ′) = n− 1 par les ine´galite´s de Lascar (X ′ est la ﬁbre de πX : X˜ ։ H au-
dessus de 0, donc de meˆme rang que la ﬁbre au-dessus d’un e´le´ment ge´ne´rique de
H, car chaque deux ﬁbres de πX sont isomorphes). On termine par une induction
sur n.
Pour re´sumer, par une induction sur i, nous avons trouve´ un espace sous-
homoge`ne (type-de´ﬁnissable au-dessus de E) (Gi, Xi) de (G,X) tel que U(Xi) =
n− i. L’ensemble Xn contient force´ment un point dans E = acl(E), car Xn est
ﬁni et non-vide.
3.3.2 Enveloppes admissibles dans la fusion libre
Nous revenons a` la the´orie de la fusion libre Tω dans le Contexte 3.1.1,
en adoptant la Convention 3.2.5. Rappelons les hypothe`ses : on conside`re un
contexte de fusion (T0, T1, T2), ou` T0 est une expansion inessentielle de EVFq et
Ti ⊇ T0 une expansion fortement minimale qui renforce la pre´ge´ome´trie (i =
1, 2). Le bon controˆle est automatique dans ce cas (car dcl0 = acl0).
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Les re´sultats suivants seraient e´galement vrais en dehors du cas rouge, mais
le cadre de 3.2.5 suﬃra a` nos ﬁns, et nous permet de simpliﬁer l’exposition.
Le lemme suivant rassemble quelques re´sultats :
Lemme 3.3.15. Soit Tω la the´orie de la fusion libre.
(1) Tout type re´el au-dessus d’un ensemble K = clω(K) est stationnaire.
(2) Soit p = tp(a/B) un type parasite (donc a,B re´els). Alors on a :
(a) RM(a/B) = U(a/B)
(b) p est monobase´. De plus, si clω(B) est finiment engendre´, alors p est
isole´.
(c) Il existe α¯1, . . . , α¯n ∈ clω(Ba) =: l, ou` n = U(a/B), tels que l =
clω(kα¯1 . . . α¯n) et tpω(α¯i/ clω(kα¯<i)) est admissible pour tout i.
(3) Tout type re´el qui est analysable en des types parasites est parasite.
(4) Tout type admissible p est fortement minimal. Si de plus p ∈ Sn(k) pour
une fusion k finiment engendre´e, alors p est isole´ par une formule forte-
ment minimale ω-cate´gorique. La pre´ge´ome´trie de p est localement finie.
En particulier, Tω rentre dans le cadre de 3.3.1 quand S est la sorte des
re´els, Σ la famille des types parasites et Σ0 celle des types admissibles.
Preuve. La partie (1) est le Lemme 3.1.8, et (2a) suit de 3.1.9. Puis, 2.4.14 com-
bine´ avec 3.1.6 donne (2b). Le Lemme de de´composition 2.2.11 et la de´ﬁnition
d’un type admissible montrent (2c). Quant a` (3), c’est un calcul de d-dimension
qui le donne. Finalement, (4) suit par exemple de 3.1.12.
On pre´sente brie`vement les conse´quences de la the´orie des Σ0-enveloppes
aﬃnes de´veloppe´e dans la sous-section pre´ce´dente dans le contexte de la fusion
libre.
De´finition 3.3.16. Soit A ⊆ K |= Tω. Une fusion A ⊆ E ⊆ K est une enveloppe
affine admissible de A, si les proprie´te´s suivantes sont satisfaites :
(i) E = clω(E).
(ii) E/A admet une construction affine admissible, c.a`.d. il existe une suite
d’uplets (ai)i<α dans E telle que E = A ∪
⋃
i<α ai, et pour tout i < α,
tpω(ai/Aa<i) est ou bien alge´brique ou bien admissible et non-modulaire.
(iii) Tout type admissible au-dessus de E est modulaire.
Notons que dans la De´ﬁnition 3.3.16, on peut travailler dans un mode`le
quelconque de Tω (par le Fait 3.3.8), puisque Tω est ω-stable.
Lemme 3.3.17. (1) (Existence) Pour tout ensemble A ⊆ K |= Tω, il existe
A ⊆ E ⊆ K, tel que E soit une enveloppe affine admissible de A.
(2) Soit E une enveloppe affine admissible de A, et soit A ⊆ B ⊆ E. Alors,
E est une enveloppe affine admissible de B. De plus, tout type admissible
p ∈ S(B) re´alise´ dans E est non-modulaire.
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(3) (Homoge´ne´ite´) Soient A ⊆ Bi ⊆ Ei pour i = 1, 2, ou` E1 et E2 sont deux
enveloppes affines admissibles de A. Puis, soit f : B1 → B2 une applica-
tion L(A)-e´le´mentaire. Alors, f s’e´tend en une application L-e´le´mentaire
f˜ de E1 sur E2.
(4) Soit (G,X) un espace homoge`ne (re´el) de´finissable au-dessus de A, tel
que le type ge´ne´rique de X soit parasite. Puis, soit E une enveloppe affine
admissible de A. Alors X a un point dans E.
En ce qui concerne les cosettes de sous-groupes de´ﬁnissables de (Kn,+), il
y a un re´sultat plus fort que la partie (4) du Lemme 3.3.17. En eﬀet :
Corollaire 3.3.18. Soient A ⊆ K et N une cosette d’un sous-groupe de (Kn,+),
avec N de´finissable au-dessus de A. Puis, soit E une enveloppe affine admissible
de A. Alors, N a un point dans E.
Preuve. Soit G ≤ (Kn,+) un sous-groupe et N une cosette de G, avec (G,N)
type-de´ﬁnissable au-dessus de E (on peut supposer que A = E). Comme nous
l’avons de´ja` fait, on re´duit le proble`me de l’existence d’un point dans E au cas
ou` G est connexe.
Soit g¯ ∈ G ge´ne´rique au-dessus de E, et soit d(g¯/E) = d. On peut supposer
que g¯′ := (g1, . . . , gd) est une d-base pour g¯ = (g1, . . . , gn) au-dessus de E. Alors,
l’inclusion ι : Kn−d →֒ Kn, (x1, . . . , xn−d) 7→ (0, . . . , 0, x1, . . . , xn−d), induit une
surjection ι : Kn−d ։ Kn/G. En eﬀet : E´crivons Kn = π1(K
n) ⊕ π2(K
n), ou`
π1 : K
n → Kd est la projection sur les d premie`res coordonne´es et π2 : K
n →
Kn−d sur les (n− d) dernie`res. Comme π1(G) contient le ge´ne´rique de π1(K
n),
il contient π1(K
n). Alors Kn = G+ ι(Kn−d).
On pose G0 := ker(ι) = ι
−1(G) et N0 := ι
−1({N}) = ι−1(N) (en conside´-
rant {N} et {G} comme e´le´ments de Kn/G). La paire (G0, N0) est un espace
homoge`ne (de´ﬁnissable au-dessus de E) tel que tout type dans N0 est parasite.
Il existe donc e¯′′ ∈ N0 ∩E par le Lemme 3.3.17, et e¯ := ι(e¯
′′) est un point de N
dans E.
Soit E la classe des fusions L telles que tout type admissible au-dessus de L
soit modulaire — une fois que L est plonge´e fortement dans un mode`le de Tω.
Proposition 3.3.19. La classe E ⊆ C˜0 est e´le´mentaire. Elle est axiomatise´e
par des formules ∀∃.
Preuve. Pour simpliﬁer, on suppose dans la preuve que T1 et T2 ont la DMP,
meˆme si le re´sultat est vrai sans cette hypothe`se. Pour pouvoir garantir de´ﬁnis-
sablement la modularite´ de tout type admissible, nous utilisons la Proposition
3.2.11, a` savoir qu’un type admissible p est localement projectif si et seulement
si p ↾Li est un cosette type pour i = 1, 2. Si tel est le cas, alors ∆p est le type
ge´ne´rique du groupe fortement minimal stab(p).
On conside`re un type admissible q = ∆q ∈ Sn(k), et on pose qi := q ↾ Li .
Comme dans la preuve du Lemme 3.2.15 on trouve des Li-formules ϕi(x, z) et
θi(z) telles que, posant ϕ(x, z) := ϕ1(x, z)∧ϕ2(x, z) et θ(z) := θ1(z)∧ θ2(z), on
obtient :
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(i) Si b
′
|= θi(z), alors ϕi(x, b
′
) est non-vide de degre´ de Morley 1.
(ii) (ϕ, θ) est une famille admissible, c.a`.d. pour tout b
′
|= θ(z), la formule
ϕ(x, b
′
) est fortement minimale, et son unique type ge´ne´rique qb′ est ad-
missible. De plus, qb′ ↾Li est le type ge´ne´rique de ϕi(x, b
′
) pour i = 1, 2.
(iii) q est code´ par (ϕ, θ).
Supposons que q = qb pour b |= θ(z). Soit Gi(x, z) une Li- formule telle que si
|= θi(b
′
), alors Gi(x, b
′
) de´ﬁnit le stabilisateur du type ge´ne´rique de ϕi(x, b
′
) (une
telle formule existe toujours). Quitte a` renforcer θi(z) ∈ tpi(b/∅), en utilisant
3.2.7, on peut supposer de plus :
(iv) Si |= θ(b
′
), alors RMTi(Gi(x, b
′
)∆ϕi(x, b
′
) < RMTi(ϕi(x, b
′
)), c’est a`
dire les formules Gi(x, b
′
) et ϕi(x, b
′
) co¨ıncident ge´ne´riquement.
Pour tout (ϕ1, θ1, ϕ2, θ2, G1, G2) comme ci-dessus satisfaisant (i–iv), on met
un axiome de la forme suivante :
(ǫ) ∀z∀y∃x
[
θ(z)→ G1(x) ∧G2(x− y, z)
]
Notons d’abord que si |= θ(b
′
), en combinant (ii) et (iv), on voit que si q′i est le
type ge´ne´rique de Gi(x, b
′
) au-dessus d’une fusion k contenant b
′
, alors (q′1 ∪ q
′
2)
(plus “autosuﬃsant”) de´termine un type admissible q′ = ∆q′ ∈ Sn(k). Pour
c¯ ∈ kn, nous avons vu que c’est e´galement le cas pour les types ge´ne´riques de
G1(x, b
′
) et G2(x− c¯, b
′
) (c’est exactement le type admissible p+c¯, voir page 73).
En particulier, G1(x, b
′
) ∧G2(x− c¯, b
′
) de´ﬁnit une cosette du groupe fortement
minimal G(x, b
′
) := G1(x, b
′
) ∧G2(x, b
′
) = stab(q′).
Montrons qu’une fusion L est dans E pre´cise´ment si elle est mode`le de tous
les axiomes de la forme (ǫ). Supposons d’abord que L ∈ E , avec L ≤ K∗ |= Tω, et
soit b
′
, c¯ ∈ L avec |= θ(b
′
). Par le paragraphe pre´ce´dent, posant Nc¯ := G1(x, b
′
)∧
G2(x − c¯, b
′
), on voit que (G(x, b
′
), Nc¯) est un espace homoge`ne L-de´ﬁnissable
et parasite. Alors il existe un a ∈ Nc¯ avec a ∈ L, par 3.3.17(4). La fusion L est
donc un mode`le du sche´ma d’axiomes (ǫ).
Re´ciproquement, soit L une fusion satisfaisant a` tous les axiomes de la forme
(ǫ), et soit p ∈ Sn(L) un type admissible localement projectif. Par le Fait 3.2.9,
p est le type ge´ne´rique d’une cosette N de G := stab(p), et ∆p est le type
ge´ne´rique de G. Le cas q := ∆p est alors traite´ dans un de nos axiomes (ǫ).
Soient Gi(x, b) = stabi(q ↾ Li), ou` on suppose donne´s (ϕ1, ϕ2, θ1, θ2, G1, G2)
satisfaisant (i-iv) pour q. Soit Ni la cosette de Gi(x, b) contenant N . On a
donc N = N1 ∩ N2, et il existe c¯i ∈ N
L
i , car L |= Ti. Posons c¯ := c¯2 − c¯1.
Alors, pour tout n-uplet a, on a |= G1(a, b) ∧ G2(a − c¯, b) si et seulement si
a+ c¯1 ∈ N1 ∩N2 = N . Comme c¯i ∈ L, l’axiome correspondant fournit un point
dans NL.
En conse´quence, p 6⊥aL ∆p, et p est modulaire.
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3.4 Le collapse dans le contexte de fusion abe´-
lien
Dans cette section, nous montrons que si (T0, T1, T2) est un contexte de
fusion abe´lien, il existe une comple´tion fortement minimale T˜ de T1 ∪ T2, c’est
a` dire on peut fusionner T1 et T2 (au-desus de T0) dans une the´orie fortement
minimale. En fait, nous trouverons T˜ comme Th(M), ou` M ≤ K∗ |= Tω est
bien choisie, a` l’aide de la the´orie des enveloppes. Le re´sultat en question est le
The´ore`me 3.4.7. Notons que dans [Ha04], Hasson obtient une version abstraite
de ce the´ore`me qui ge´ne´ralise 3.4.7
On se place donc dans le contexte de fusion abe´lien, ou` T1 et T2 sont des
expansions fortement minimales monobase´es de la the´orie ω-cate´gorique T0, qui
est une expansion inessentielle de EVFq . Quitte a` ajouter des constantes aux
langages, on peut supposer que dcli(∅) = acli(∅) pour i ∈ {0, 1, 2}. Comme
avant, Tω de´note la fusion libre de T1 et T2 au-dessus de T0. Cette the´orie
est monobase´e (voir 3.2.19), et tout type admissible est non-orthogonal a` un
type admissible p dont les restrictions pi a` Li (i = 1, 2) sont des sous-groupe
types base´s sur ∅, et pi est alors le type ge´ne´rique d’un sous-groupe Li(∅)-
de´ﬁnissable connexe Gi de (V0,+)
np . Ici, (V0,+) de´note le groupe additif du
Fq-espace vectoriel L0-de´ﬁnissable sous-jacent. Donc, p(x) est le type ge´ne´rique
d’un groupe fortement minimal (localement ﬁni) G = G1 ∩ G2, et il peut eˆtre
isole´ par la formule sans quanteurs
G1(x) ∧G2(x) ∧ pd0(x) = npq.
Soit D′ l’ensemble (borne´ !) des types admissibles de cette forme. Par le
Lemme 3.2.3 et le Fait 3.2.2, pour p, q ∈ D′ on a p 6⊥ q ssi q = Γ · p pour
un Γ ∈ GLnp(Fq) (la translation qui fait partie du re´sultat ge´ne´ral de 3.2.3
n’apparaˆıt pas, car on a aﬀaire a` des ge´ne´riques de groupes). On choisit un
syste`me de repre´sentants D ⊆ D′ des classes de non-orthogonalite´ dans D′.
Avec l’intention manifeste de retrouver la pre´ge´ome´trie donne´e par cld dans une
the´orie fortement minimale, on cherche une the´orie comple`te de fusions dans
laquelle la cloˆture alge´brique soit donne´e par cld. La the´orie qu’on obtient sera
la the´orie collapse´e. Il faut donc borner le nombre de re´alisations de tout type
admissible et de´ﬁnir une classe restreinte Cc ⊆ C˜0. Une formalisation de la notion
de collapse sera donne´e dans la De´ﬁnition 3.5.1.
On conside`re d’abord des fonctions µ : D → N ∪ {∞} (on verra plus tard
que le cas ou` µ(p) <∞ pour tout p ∈ D nous inte´resse le plus, car il me`ne a` un
collapse de Tω). Pour une telle fonction µ, on pose
C˜µ0 := {M ∈ C˜0 | dimM (p) ≤ µ(p) pour tout p ∈ D}.
Comme d’habitude, soit Cµ0 := C˜
µ
0 ∩ C0 la classe des fusions ﬁniment engen-
dre´es dans C˜µ0 .
Lemme 3.4.1. La classe C˜µ0 est e´le´mentaire.
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Preuve. Tous les types dans D sont localement ﬁnis, isole´s et base´s au-dessus
de ∅ (car dcli(∅) = acli(∅)), et donc dimM (p) ≤ n est une condition de´ﬁnissable
pour tout n (explicitement, on a d0(p
M ) = np · dimM (p), si np est la longueur
de p).
Maintenant, on pourrait continuer en montrant directement que la classe
(C˜µ0 ,≤) a la proprie´te´ d’amalgamation, puis on e´tudierait les fusions dans C˜
µ
0 qui
sont riches pour (Cµ0 ,≤). Cette voie est prise dans [HH06]. Mais nous proce´dons
diﬀe´remment : nous construisons directement l’objet de notre de´sir, c’est a` dire
une structure dans C˜µ0 qui est riche pour (C
µ
0 ,≤).
On travaille dans un mode`le suﬃsamment sature´ K∗ de Tω. A` l’inte´rieur de
K∗, on construit une fusion de´nombrable Mµ ≤ K∗. Dans K∗, on choisit
– pour p ∈ D avec µ(p) < ∞ : une suite de Morley (b
p
i )0≤i<µ(p) de p, puis
Bp :=
⋃
i<µ(p) b
p
i
– pour p ∈ D avec µ(p) = ∞ : une suite de Morley (b
p
i )i<ω de p, puis
Bp :=
⋃
i<ω b
p
i
– une suite (bgi )i<ω d’e´le´ments d-ge´ne´riques et inde´pendants (c’est a` dire une
suite de Morley de g de longueur ω), puis Bg :=
⋃
i<ω b
g
i .
Comme les types dans D ∪ {g} sont 2 a` 2 orthogonaux, les composantes
de toutes ces suites forment un syste`me d’uplets inde´pendants, c’est a` dire⋃
q∈D∪{g}Bq re´alise le type( ⊗
p ∈ D
µ(p) <∞
p(µ(p))
)
⊗
( ⊗
p ∈ D
µ(p) =∞
p(ω)
)
⊗ g(ω).
Soit B := clω(
⋃
q∈D∪{g}Bq), et soit M
µ ≤ K∗ une enveloppe aﬃne admis-
sible de B.
Lemme 3.4.2. Avec les notations ci-dessus, on a :
(1) Mµ ∈ C˜µ0 ; plus pre´cise´ment, pour p ∈ D on a dimMµ(p) = µ(p) si ce
dernier est fini, sinon dimMµ(p) = ℵ0. De plus, d(M
µ) = dimMµ(g) = ℵ0.
(2) Soit k ≤Mµ et k ≤ l ∈ Cµ0 . Alors il existe un k-plongement fort de l dans
Mµ.
(3) L’ aˆge fort de Mµ, c’est a` dire l’ensemble des fusions finiment engendre´es
et autosuffisantes dans Mµ, est e´gal a` Cµ0 .
(4) La classe (Cµ0 ,≤) a la proprie´te´ d’amalgamation et est connexe, et M
µ est
la limite de Fra¨ısse´ de (Cµ0 ,≤).
Preuve. D’abord, d(Mµ) = d(B) = ℵ0 est clair, puisque d(M
µ/B) = 0. Puis,
on rappelle que tout p ∈ D est modulaire. A fortiori, p|B est modulaire aussi, et
il n’y a donc pas de re´alisations de p|B dansMµ, par 3.3.17(2). Cela montre que
dimMµ(p) = dimB(p) pour tout p ∈ D. Comme dimB(p) = µ(p) si µ(p) <∞ et
dimB(p) = ℵ0 sinon, on a montre´ (1).
Pour prouver (2), on note d’abord
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(∗) Soit k ∈ C0. Alors, d(k) et dimk(p) (pour tout p ∈ D) sont ﬁnis.
Dans la situation de (2), on peut supposer, par le Lemme de de´composition
2.2.11, que l/k est ge´ne´rique ou primitive. Si l/k est ge´ne´rique, l se k-plonge
fortement dans Mµ car d(Mµ) = ℵ0 > d(k), par (1) et (∗). Soit donc l/k une
extension primitive, et q ∈ Sn(k) un type admissible tel que l soit controˆle´e
(au-dessus de k) par une re´alisation a |= q.
Cas 1 : q est non-modulaire. CommeMµ est une enveloppe aﬃne admissible,
q|Mµ est modulaire. Par le Fait 3.3.3, il existe donc une re´alisation a′ |= q dans
Mµ. Cela fournit un k-plongement (fort) de l dans Mµ.
Cas 2 : q est modulaire. Donc, q 6⊥ak p|k pour le type p ∈ D avec q 6⊥ p.
Il suﬃt de montrer que dimk(p) < dimMµ(p) (car il existe alors a
′ |= p dans
Mµ, et a 7→ a′ s’e´tend en un k-plongement fort de l dans Mµ). Si µ(p) = ∞,
alors dimk(p) < ℵ0 = dimMµ(p) par (1) et (∗). Sinon, on a µ(p) ∈ N, et alors
dimk(p) < dimk(p) + 1 = diml(p) ≤ µ(p) = dimMµ(p). Cela termine la preuve
de (2).
Montrons (3). Par (1), Mµ ∈ C˜µ0 et l’aˆge fort de M
µ est donc contenu dans
Cµ0 . Quant a` l’autre inclusion, on se donne l ∈ C
µ
0 . Posons k := 〈∅〉. Comme k ≤ l
et k ≤Mµ, on peut k-plonger fortement l dans Mµ par (2), ce qui montre que
l est dans l’aˆge fort de Mµ.
Pour e´tablir la proprie´te´ d’amalgamation dans (Cµ0 ,≤), on se donne k ≤ l
et k ≤ m avec l,m ∈ Cµ0 . Par (3), on peut supposer que m ≤ M
µ. Puis,
on utilise (2) pour k-plonger fortement l dans Mµ. Cela fournit l’amalgame
cherche´. Finalement, Mµ est riche pour (C0,≤) par (2). Enﬁn, une enveloppe
aﬃne admissible d’un ensemble de´nombrable A est de´nombrable (par exemple
car on peut la retrouver au sein du mode`le A-premier de Tω), ce qui montre que
Mµ est de´nombrable.
Soit Tµ la L-theory de Mµ. Comme avant, toute autre fusion M ′ ∈ C˜µ0 qui
est riche pour (Cµ0 ,≤) est L∞,ω-e´quivalente a` M
µ, en particulier elle est mode`le
de Tµ. Nous allons voir que les mode`les ω-sature´s de Tµ sont exactement les
fusions riches pour (Cµ0 ,≤) dans C˜
µ
0 . Comme dans les autres preuves, ce re´sultat
est obtenu en axiomatisant Tµ.
On de´ﬁnit la L-the´orie T ′µ := T ′µ(1, 2, 3, 4) via :
T ′µ(1) : Th(C˜0)
T ′µ(2) : dim(p) = µ(p) pour tout p ∈ D avec µ(p) < ∞, et dim(p) ≥ m (tout
m ∈ N) pour p ∈ D avec µ(p) =∞.
T ′µ(3) : Des axiomes qui expriment que si M |= T ′µ(3) est une fusion, alors tout
type admissible au-dessus de M est modulaire.
T ′µ(4) : ∀z∃x¬τ(x, z) pour toute formule existentielle a` quantiﬁcation borne´e τ
telle que |= τ(a, b) implique d(a/b) = 0.
Notons que le sche´ma d’axiomes (3) est du premier ordre par la Proposition
3.3.19. On peut donner une version plus concre`te de (3). Pour tout p ∈ D (tel
que p ↾ Li est l’unique type ge´ne´rique du groupe Li(∅)-de´ﬁnissable Gi(x)), il
suﬃt de mettre un axiome de la forme ∀y∃xG1(x) ∧G2(x− y).
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Puis, comme d’habitude, le sche´ma d’axiomes (4) garantit que d(M) est
inﬁni pour tout mode`le ω-sature´ M de T ′µ.
Lemme 3.4.3. Les fusions riches dans C˜µ0 sont exactement les mode`les ω-
sature´s de la the´orie T ′µ. En particular, T ′µ est e´gale a` Tµ et comple`te.
Preuve. On a Mµ |= T ′µ(1, 2, 4) par le Lemme 3.4.2. Puis, Mµ |= T ′µ(3) est
vrai par construction, et Mµ est donc un mode`le de T ′µ.
Par les axiomes, si M ′ |= T ′µ, alors dimM ′(p) = µ(p) pour tout p ∈ D
avec µ(p) < ∞. Par contre, si µ(p) = ∞ pour un p ∈ D, alors ne´cessairment
dimM ′(p) ≥ ℵ0. Si de plus M
′ est ω-sature´, alors d(M ′) ≥ ℵ0 par T
′µ(4).
Pour p ∈ D, soit (b
′p
i )i<dimM′ (p) une base de p
M ′ et B′p :=
⋃
i b
′p
i . De meˆme,
soit (b′gi )i<d(M ′) une d-base de M
′ et B′g l’ensemble des b
′g
i . Puis, on pose B
′ :=
clω(
⋃
q∈D∪{g}B
′
q). Alors :
(†) M ′ est une enveloppe aﬃne admissible de B′.
Pour prouver (†), il suﬃt de montrer que M ′/B′ admet une construction
admissible aﬃne, puisque M ′ ∈ E suit de T ′µ(1, 3). Comme d(M ′/B′) = 0,
on trouve une chaˆıne de fusions (ki)i<α telle que k0 = B
′,
⋃
i<α ki = M
′,
kλ =
⋃
i<λ ki pour tout ordinal limite λ < α et telle que ki+1/ki soit une
extension primitive pour tout i avec i + 1 < α. Pour tout tel i, il existe
p ∈ D avec tpω(ki+1/ki) 6⊥ p. Si tpω(ki+1/ki) e´tait modulaire, on aurait donc
tpω(ki+1/ki) 6⊥
a
ki
p|ki, ce qui contredirait le fait que ki ⊇ B
′ contient une base
de pM
′
. Donc, tpω(ki+1/ki) est non-modulaire pour tout i. On peut fabriquer
une construction admissible aﬃne de M ′/B′ a` partir de (ki)i<α.
Par (†), un mode`le ω-sature´M ′ |= T ′µ s’obtient a` partir de bases (B′q)q∈D∪{g}
pre´cise´ment comme Mµ a` partir des bases Bq. Si Bq est ﬁni, B
′
q l’est aussi, et
on a |Bq| = |B
′
q|. Si Bq est de cardinalite´ ℵ0, alors B
′
q est inﬁni aussi (e´ventuel-
lement de cardinalite´ κ′q > ℵ0). Quoiqu’il en soit, on peut re´pe´ter, mot par mot,
la preuve du Lemme 3.4.2 avec le modeˆle ω-sature´ M ′, en remplac¸ant ℵ0 par
κ′q. En particulier, on obtient que M
′ est riche pour (C0,≤).
Cela termine la preuve, puisqu’une structure L∞,ω-e´quivalente a` une struc-
ture ω-sature´e est ω-sature´e.
On obtient comme dans la fusion libre (cf. 3.1.5) :
Corollaire 3.4.4 (E´limination de quanteurs).
(1) Pour i = 1, 2, soient Ai ≤ Mi |= T
µ. Alors, tpTµ(A1) = tpTµ(A2) si et
seulement si qftpL(A1) = qftpL(A2).
(2) Soit L∗ ⊇ L l’expansion par de´finitions introduite dans 2.3.21. Alors, Tµ
e´limine les quanteurs dans L∗.
Remarque 3.4.5. Soit k ≤ l ∈ Cµ0 avec l/k ge´ne´rique. Alors on peut approxi-
mer l/k par des extensions parasites dans Cµ0 . Plus pre´cise´ment, pour toute
L-formule τ(x, z) existentielle a` quantification borne´e telle que |= τ(a′, b
′
) im-
plique d(a′/b
′
) = 0 et pour tout uplet b ∈ k il existe une extension parasite l′/k
telle que l′ ∈ Cµ0 et l
′ |= ¬τ(a′, b) pour un a′ ∈ l′.
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En conclusion, T ′µ(4) est une conse´quence de T ′µ(1, 2, 3), et Tµ admet une
axiomatisation ∀∃.
Preuve. Par le re´sultat 3.4.4 sur l’e´limination des quanteurs, au-dessus de tout
ensemble de parame`tres, il y a un unique type d’e´le´ment d-ge´ne´rique dans Tµ.
Par abus de langage, on continuera de le noter g. Soit k ≤ M |= Tµ (avec k
ﬁniment engendre´e) et b une d-base de k. Puis, soit Φg l’ensemble des formules
de la forme ¬τ(x, b), ou` τ(x, z) est une L-formule existentielle a` quantiﬁcation
borne´e telle que |= τ(a′, b
′
) implique d(a′/b
′
) = 0. Tout e´le´ment a satisfaisant
Φg sera d-ge´ne´rique au-dessus de k, par le Lemme 2.3.5 .
On observe que si a ∈ L1 ≤ L2 et τ(x) est une formule (existentielle) a`
quantiﬁcation borne´e, alors L1 |= τ(a) ssi L2 |= τ(a).
Il suﬃt donc de montrer :
(∗) Pour tout ¬τ(x, b) ∈ Φg il existe a
′ tel que d(a′/k) = 0, l′ := clω(ka
′) ∈ C˜µ0
et l′ |= ¬τ(a′, b).
Dans un premier temps, on suppose de plus que µ ne prend que des valeurs
ﬁnies.
On conside`re M0 := cl
M
d (k). Alors :
(a) M0 |= T
′µ(1, 2, 3) (c’est clair pour (1), et pour (2) cela suit du fait que
toute solution a d’un p ∈ D satisfait d(a) = 0. Pour (3), il suﬃt de mon-
trer : si L ∈ E et K = clLd (K) ≤ L, alors K ∈ E aussi. Sinon, on trouverait
q ∈ S(K) admissible et non-modulaire. Comme q|L est modulaire, il y
a une re´alisation c¯ de q dans L, par 3.3.3. Or, c¯ ∈ clLd (K) = K, une
contradiction.
(b) Soient L0 |= T
′µ(1, 2, 3) et L0 ≤ L ∈ C˜
µ
0 . Alors, d(a/L0) = 1 pour tout
a ∈ L \ L0. (Il suﬃt de montrer que L0 n’admet aucune extension primi-
tive L dans C˜µ0 . Or, une extension primitive L serait donne´e par un type
admissible q. Ce q e´tant modulaire par l’axiome (3), on aurait q 6⊥aL0 p
pour un p ∈ D, d’ou` µ(p) = dimL0(p) < dimL0(p) + 1 = dimL(p), car
µ(p) <∞. Donc, un tel L n’est pas dans C˜µ0 .)
Maintenant, soient M0 4 M1 une extension e´le´mentaire propre de M0 et
a ∈M1 \M0. Par (b), on a d(a/M0) = 1, car M1 ∈ C˜
µ
0 . Pour ¬τ(x, b) ∈ Φg, on
a donc M0 |= ∃x¬τ(x, b) par e´le´mentarite´ de l’extension. Comme d(M0/k) = 0,
cela montre (∗) dans le cas particulier ou` µ(p) < ∞ pour tout p ∈ D, car
M0 |= ¬τ(a
′, b) entraˆıne l′ |= ¬τ(a′, b) pour l′ := clω(ka
′).
Pour µ quelconque et k ∈ Cµ0 comme avant, on de´ﬁnit une fonction auxiliaire
µ′ : D → N via µ′(p) := dimk(p). E´videmment, comme k est ﬁniment engendre´e,
µ′ ne prend que des valeurs ﬁnies. Appliquant le cas pre´ce´dent, pour toute
formule ¬τ(x, b) ∈ Φg, on trouve une extension parasite k ≤ l
′ ∈ Cµ
′
0 avec
l′ |= ∃x¬τ(x, b). Or, Cµ
′
0 ⊆ C
µ
0 suite a` µ
′ ≤ µ, et donc l′ ∈ Cµ0 , aussi. Cela montre
(∗) dans le cas ge´ne´ral.
Observons que la contrainte que la fonction µ ait des ﬁbres ﬁnies n’est pas
ne´cessaire dans le contexte de fusion abe´lien. Elle e´tait utilise´e dans [Hr92] et
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[BH00] pour obtenir la saturation du mode`le ge´ne´rique. Or, dans le contexte
de fusion abe´lien on ne peut pas construire de contre-exemple dans le style
de [BH00, Section 4]. Pour cette raison, meˆme l’hypothe`se que les Li soient
de´nombrables ne serait pas ne´cessaire dans le contexte de fusion abe´lien. Par
contre, de´ja` dans le cas d’une fusion de deux espaces vectoriels au-dessus de la
the´orie d’un ensemble inﬁni sans structure, la contrainte que µ ait des ﬁbres
ﬁnies doit eˆtre impose´e, car Tω est en ge´ne´ral multidimensionelle dans ce cas
(et la the´orie fortement minimale obtenue dans [Hr92] par un collapse n’est pas
monobase´e).
Lemme 3.4.6. Si µ(p) est fini pour tout p ∈ D, alors dans Tµ, la cloˆture
alge´brique est donne´e par cld.
Preuve. L’inclusion aclTµ ⊆ cld e´tant claire, le lemme suit du fait (e´tabli au
cours de la preuve de 3.4.3) que pour M 4 N |= Tµ et tout n ∈ N \M on a
d(n/M) = 1.
The´ore`me 3.4.7. Si µ(p) est fini pour tout p ∈ D, la the´orie Tµ est (comple`te
et) fortement minimale. De plus, elle est monobase´e et mode`le-comple`te.
Preuve. On a de´ja` vu que Tµ est comple`te pour µ arbitraire, et nous savons que
toute comple´tion de T1 ∪T2 est monobase´e. Puis, T
µ admet une axiomatisation
∀∃, par 3.4.5. Donc, une fois qu’on sait que T ′µ est fortement minimale, la
mode`le-comple´tude de T ′µ suit d’un the´ore`me de Lindstro¨m.
Soit Mµ le mode`le de´nombrable ω-sature´ de Tµ. Par les Lemmes 3.4.6 et
3.4.4, il y a un seul 1-type non-re´alise´ au-dessus de Mµ ce qui montre que Tµ
est fortement minimale.
On remarque que la premie`re preuve de mode`le-comple´tude d’une structure
obtenue par la me´thode d’amalgamation de Hrushovski (en l’occurrence dans le
cas ab initio de [Hr93]) est due a` Holland [Ho99].
En analogie avec le cas originel de la fusion au-dessus de la the´orie de l’en-
semble inﬁni sans structure [Hr92], on obtient :
Remarque 3.4.8. (1) Les expansions Ti ⊆ T
µ pre´servent les rangs et les
degre´s de Morley (mais pas ne´cessairement les multiplicite´s).
(2) Soient M |= Tµ et Vi ⊆ M
n des ensembles Li-de´finissables (i = 1, 2)
sans parame`tres. On suppose que Vi s’intersecte trivialement avec toute
hypersurface L0(∅)-de´finissable dans M
n, et que RM1(V1)+RM2(V2) < n.
Alors V1 ∩ V2 = ∅. Si Z est ∅-de´finissable dans L1 et dans L2, alors Z est
L0(∅)-de´finissable.
(3) Les expansions Ti ⊆ T
µ sont essentielles. En particulier, il n’y a pas de
structure abe´lienne fortement minimale d’exposant p (pour p premier) qui
serait maximale avec ces proprie´te´s.
Preuve. Toute expansion de the´ories fortements minimales pre´serve le rang de
Morley.
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Maintenant, supposons que DML1(ϕ1(x, b)) = 1. Pour simpliﬁer, on donne la
preuve dans le cas ou` T0 = EVFq . Quitte a` re´tre´cir ϕ1(x, b) un peu si ne´cessaire,
et en utilisant une bijection Fq-de´ﬁnissable, on peut supposer que |= ϕ1(a/b)
implique que a est L0-ge´ne´rique au-dessus de b. De plus, on peut supposer que
b ≤M |= Tµ. Pour a ∈M ge´ne´rique dans ϕ1(x, b) (au sens de T
µ), on a
d1(a/b) ≥ d1(a/b) + d2(a/b)− d0(a/b) = δ(a/b) ≥ d(a/b) = d1(a/b),
ou` la dernie`re e´galite´ est vraie car l’expansion T1 ⊆ T
µ pre´serve le rang de
Morley et RMTµ(·) = d(·). On a donc e´galite´ partout. En particulier, d2(a/b) =
d0(a/b) et a est L2-ge´ne´rique au-dessus de b. De plus, d(a/b) = δ(a/b) entraˆıne
ab ≤M . Comme le type sans quanteurs d’un uplet fort de´termine son type, on
de´duit qu’il y a un seul type L-ge´ne´rique dans ϕ1(x, b). Cela donne (1).
La premie`re partie de (2) est une conse´quence de δ(a) ≥ 0 pour tout a ∈M .
Puis, soit Z ⊆ Mn Li(∅)-de´ﬁnissable pour i = 1, 2. Clairement, Z est L0(∅)-
de´ﬁnissable si pour tout L0-type complet p0 au-dessus de ∅, on a Z ⊇ p0 ou
Z ∩ p0 = ∅. Utilisant des bijections de´ﬁnissables, il suﬃt de traiter le cas ou`
p0 est le type L0-ge´ne´rique dans M
n. Si Z ∩ p0 6= ∅ 6= (M
n \ Z) ∩ p0, on peut
supposer que RM(Z ∩ p0) =: m < n. Pour a ∈ Z ∩ p0 ge´ne´rique on a alors
m = d1(a) = d2(a) = d(a) ≤ d1(a) + d2(a) − d0(a) = 2m − n < m, une
contradiction.
Quant a` (3), on utilise un argument similaire que dans (1) pour montrer
qu’un ensemble L2-de´ﬁnissable et non-L0-de´ﬁnissable de RDM minimal ne peut
pas eˆtre de´ﬁnissable a` l’aide d’une L1-formule dans la the´orie T
µ.
Exemple 3.4.9. Soient F1 et F2 des corps gauches contenant F0 := Fq, et
soit Ti := EVFi . On est donc dans le contexte de fusion abe´lien. Posons R :=
F1 ∗F0 F2, ou` ∗F0 de´note le coproduit dans la cate´gorie des F0-alge`bres non-
commutatives (on renvoie a` [Co77] pour tout ce qui concerne la the´orie des
corps gauches). Clairement, tout M ∈ C˜0 est un R-module. Il est facile de voir
que si a est d-ge´ne´rique et 0 6= r ∈ R, alors r ·a est d-ge´ne´rique. En utilisant une
F0-base approprie´e de R (voir [Co77, p.97]), on montre que si d(a/k) = 1 pour
un k = clω(k), alors 〈ka〉 = k⊕R comme R-module, et d(a/k∪{r·a}) = 0 de ma-
nie`re assez explicite. Donc, pour une fusion fortement minimale Tµ, R se plonge
naturellement dans le corps gauche des quasi-endomorphismes. En particulier,
cela montre que R admet un corps des fractions. On sait, par des me´thodes
alge´briques, que R admet meˆme un corps des fractions universel (combiner les
the´ore`mes 4.C et 5.3.2 dans [Co77]). Comme notre construction de Tµ est tre`s
canonique, il semble tre`s probable que le corps des quasi-endomorphismes de
Tµ (pour tout µ) co¨ıncide avec le corps des fractions universel de R promis
alge´briquement.
Finalement, on remarque que pour trouver un corps des fractions de R, on
n’a pas besoin du collapse, car la ge´ome´trie de de´viation du type ge´ne´rique (c’est
un type localement modulaire et re´gulier) est donne´e par un corps des fractions
de R.
Ne´anmoins, il y a une diﬀe´rence inte´ressante entre le contenu purement alge´-
brique de l’exemple pre´ce´dent et le cadre (mode`le-the´orique) plus ge´ne´ral du
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contexte de fusion abe´lien. La construction d’un corps des fractions (universel)
pour K1 ∗K0 K2 se fait au-dessus d’un corps gauche K0 arbitraire, tandis que
dans le contexte de fusion abe´lien, l’ω-cate´goricite´ de T0 semble cruciale pour
le collapse. Ce phe´nome`ne est illustre´ dans l’exemple suivant mentionne´ dans
l’introduction de [Hr92].
Exemple 3.4.10. Soit T0 la the´orie desQ-espaces vectoriels, avec deux e´le´ments
c, d line´airement inde´pendants nomme´s comme constantes, puis
– T1 la the´orie des Q[i]-espaces vectoriels, avec i · c = d,
– T2 la the´orie des Q(X)-espaces vectoriels, avec X · c = d.
Dans tout M |= T1 ∪ T2, l’ensemble de´ﬁnissable N := ker(i−X) est un Q-sous-
espace propre non-trivial de M , car c ∈ N et d 6∈ N . Donc RM(M) ≥ 2. En
particulier, Th(M) n’est pas fortement minimale.
Dans le contexte de fusion abe´lien, le collapse le plus “petit”, si l’on veut,
c’est la the´orie Tµ0 qui correspond a` la fonction µ0 qui est e´gale a` 0 partout.
Un mode`le de Tµ0 , c’est donc pre´cise´ment l’enveloppe aﬃne admissible d’un
ensemble d-ge´ne´rique et inde´pendant Bg. De plus, les mode`les de T
µ0 sont clas-
siﬁe´s par leur dimension, donc par la cardinalite´ de Bg. (Cela est d’ailleurs vrai
pour toute fonction µ : D → N.)
Avant de terminer cette section, nous allons illustrer pourquoi une construc-
tion beaucoup plus na¨ıve ne peut pas aboutir : on pourrait croire, a` premie`re
vue, que M := 〈Bg〉 serait un bon candidat. Or, l’exemple suivant montre que
des structures de cette forme ne sont pas du tout homoge`nes. De plus, on verra
apparaˆıtre des re´alisations de types admissibles non-modulaires au sein d’un tel
M . C’est d’ailleurs exactement cette construction que nous avons utilise´e, dans
un contexte plus ge´ne´ral, pour montrer U(g) = ω dans 3.1.17(2).
Exemple 3.4.11. On reprend l’Exemple 3.4.9. Soit k = 〈a〉, ou` a |= g est
un e´le´ment ge´ne´rique. Pour i = 1, 2, on choisit λi ∈ Fi \ F0 et on pose b :=
λ1 ·1 a − λ2 ·2 a. On voit sans peine que b |= g et que a 6∈ 〈b〉 = clω(b). Plus
pre´cise´ment, posant a′ := λ1 ·1 a, alors qb := tpω(a, a
′/b) est admissible (et non-
modulaire). Si qi := q ↾Li , alors q1 est le type ge´ne´rique de λ1 ·1 x = x
′, tandis
que q2 est le type ge´ne´rique de λ2 ·2 x = x
′ − b.
Une fusion homoge`ne (pour les plongements forts) K dans laquelle k est fort
contient donc ne´cessairment une re´alisation de la copie qa de qb.
3.5 Re´sultats ge´ne´raux de collapse
Nous continuons a` conside´rer (T0, T1, T2), un contexte de fusion fortement
minimal (voir 3.1.1). Mais nous supprimons l’hypothe`se supple´mentaire de 3.2.5
sur T0, a` savoir que T0 est (essentiellement) la the´orie d’un Fq-espace vectoriel.
De´finition 3.5.1. Soit (T0, T1, T2) un contexte de fusion fortement minimal.
Un collapse pour (T0, T1, T2) est la donne´e d’une classe e´le´mentaire (non-vide)
de L-structures C˜c0 ⊆ C˜0 qui satisfait aux proprie´te´s suivantes :
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(i) C˜c0 est “clos par sous-fusion”, c’est a` dire si K ⊆ L ∈ C˜
c
0 pour une fusion
K ∈ C˜0, alors K ∈ C˜
c
0.
(ii) Si k ≤ K ∈ C˜c0, et k ≤ l ∈ C˜0 est une extension primitive, alors il existe
n ∈ N tel que l(n) ne se k-plonge pas dans K, ou` l(n) := l ⊗k l . . . l ⊗k l︸ ︷︷ ︸
n fois
.
(iii) (C˜c0,≤) a la proprie´te´ d’amalgamation (la proprie´te´ du plongement com-
mun en de´coule).
(iv) Si T c est la L-the´orie des fusions de C˜c0 qui sons riches pour la classe
(Cc0,≤), alors tout mode`le ω-sature´ de T
c est riche pour (Cc0,≤). Ici, C
c
0
de´note la classe des fusions ﬁniment engendre´es qui sont dans C˜c0.
Si b est un uplet ﬁni de parame`tres et (Cc,≤) un collapse pour le contexte de
fusion (T0(b), T1(b), T2(b)), on dira e´galement que (C
c,≤) est un collapse pour
(T0, T1, T2).
Lemme 3.5.2. Si C˜c0 est un collapse pour (T0, T1, T2) au sens de 3.5.1, alors la
L-the´orie T c des riches par rapport a` (Cc0,≤) est comple`te et fortement mi-
nimale, avec “l’e´limination des quanteurs pour les forts” (le type d’un uplet
fort est de´termine´ par son L-type sans quanteurs). Pour A ⊆ M |= T c, on
a aclT c(A) = cld(A). En particulier, d donne la dimension au sens de la the´orie
fortement minimale T c.
Preuve. La comple´tude et l’e´limination des quanteurs pour les forts sont imme´-
diates, compte tenu du fait que tout mode`le ω-sature´ de T c est riche par (iv).
Par la de´composition d’une extension parasite en primitives et (ii), on voit que
cld(A) ⊆ aclT c(A) pour tout A ⊆ M |= T
c. Puis, par l’e´limination des quan-
teurs pour les forts, pour deux mode`les M ⊆ N de T c on a M 4 N ssi M ≤ N .
Donc, au-dessus d’un mode`le ω-sature´ M de T c il n’y a qu’un seul 1-type non-
re´alise´ (a fortiori, c’est le cas au-dessus d’un mode`le quelconque). Cela termine
la preuve.
Un collapse du contexte de fusion (T0, T1, T2) est donc une fac¸on particulie`re
d’obtenir une expansion fortement minimale commune T de T1 et T2 respec-
tant le re´duit commun T0. Le re´sultat suivant justiﬁe cette pre´cision du terme
collapse, en montrant qu’il a de bonnes proprie´te´s de transfert.
Proposition 3.5.3. Soit (T0, T1, T2) un contexte de fusion fortement minimal,
et soit D′0 un ensemble fortement minimal (∅-)interpre´table dans T0. Pour i =
0, 1, 2, soit T ′i la morleyise´e de la the´orie de D
′
0 avec toute la structure induite
par Ti. On suppose :
– T ′0 est modulaire,
– T ′i est fortement minimale pour i = 1, 2,
– (T ′0, T
′
1, T
′
2) a un bon controˆle,
– il existe un collapse pour le contexte de fusion (T ′0, T
′
1, T
′
2).
Alors il existe un collapse pour (T0, T1, T2) aussi. Plus pre´cise´ment, si C˜
′c
0
est un collapse pour (T ′0, T
′
1, T
′
2), avec T
′c la the´orie des riches dans C˜′c0 , alors
C˜c0 := {K ∈ C˜0 |D
′
0(K) ∈ C˜
′c
0 }
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donne un collapse pour (T0, T1, T2), et K |= T
c ssi K ∈ C˜0 et D
′
0(K) |= T
′c.
Preuve. Soit C˜′c0 un collapse pour (T
′
0, T
′
1, T
′
2). Conside´rons donc la classe C˜
c
0 :=
{K ∈ C˜0 |D
′
0(K) ∈ C˜
′c
0 }. On montre que cette classe donne un collapse pour
(T0, T1, T2).
L’ensemble fortement minimal D′0 e´tant ∅-interpre´table dans T0 et modu-
laire, le ge´ne´rique de D′0 et le 1-type ge´ne´rique de T0 sont inter-L0-alge´brique.
Quelques mots sur la notation : si K ∈ C˜0 est une fusion, on de´note par K
′
l’ensemble D′0(K), avec toute la structure induite par L1 et L2. Plus ge´ne´ra-
lement, si A = acl0(A) ⊆ K, on pose A
′ := K ′ ∩ acleq0 (A) (calcule´ dans K
eq).
Puis, soit L′i un langage dans lequel T
′
i e´limine les quanteurs. L’amalgame libre
dans C˜′0 est note´e ⊗
′, et ⊥′ de´signe l’orthogonalite´ dans T ′ω, ⊥ celle dans Tω.
Finalement, soient δ′ = d′1+d
′
2−d
′
0 et d
′ la pre´dimension ainsi que la dimension
au sens du contexte de fusion (T ′0, T
′
1, T
′
2).
Comme di(A
′/B′) = di(A/B), une extension A/B est premie`re ssi A
′/B′
l’est. Puis, pour deux fusions K ≤ L ∈ C˜0, on a : L/K est primitive / parasite
/ ge´ne´rique ssi L′/K ′ l’est.
Ve´riﬁons que C˜c0 ait les proprie´te´s (i)-(iv) de 3.5.1. Pour (i), c’est e´vident.
Quant a` (ii), conside´rons k ≤ K ∈ C˜c0 et une extension primitive k ≤ l. Si
l(n) se k-plonge dans K, alors l′(n) = (l(n))′ se k′-plonge dans K ′. Comme C˜′c0
satisfait a` (ii), il y a donc une borne pour de tels entiers n et C˜c0 ve´riﬁe (ii) aussi.
Pour montrer (iii), par un argument de maximalite´ et le Lemme de de´compo-
sition, il suﬃt de conside´rer le cas de K ≤ L,M ∈ C˜c0 avec L/K primi-
tive ou ge´ne´rique, pareil pour M/K. Si L/K est ge´ne´rique, L′/K ′ aussi, et
on voit aise´ment que L′ ⊗′K′ M
′ ∈ C˜′c0 . Or, (L ⊗K M)
′ = L′ ⊗′K′ M
′, d’ou`
L⊗K M ∈ C˜
c
0 par de´ﬁnition. Si L/K et M/K sont deux extensions primitives,
il y a deux cas : Si tpω(L/K) 6⊥
a
K , alors L ≃K M (via un K-isomorphisme
σ), et on peut donc amalgamer e´conomiquement, c’est a` dire en utilisiant un
tel σ. Sinon, tpω(L/K) ⊥
a
K tpω(M/K), et donc tpω(L
′/K ′) ⊥aK tpω(M
′/K ′)
aussi. A fortiori, tpω′(L
′/K ′) ⊥′aK′ tpω′(M
′/K ′). Comme C˜′c0 est amalgamable,
L′ ⊗′K′ M
′ ∈ C˜′c0 , et on conclut comme dans le cas d’une extension ge´ne´rique.
Pour terminer, nous montrons que les mode`les ω-sature´s de T c — de´ﬁnie
comme dans la proposition — sont riches par rapport a` la classe (Cc0,≤). Soit
Kc |= T c ω-sature´, K ′ ≤ K∗ |= Tω. La saturation passe aux interpre´tations,
et alors (Kc)′ |= T ′c est ω-sature´, aussi (donc riche par rapport a` (C′c0 ,≤) par
hypothe`se).
Conside´rons k ≤ Kc, k ≤ l ∈ Cc0. Comme (K
c)′ est riche, on peut trouver une
k′-copie l′1 de l
′ dans (Kc)′, avec l′1 ≤ (K
c)′. Posons l1 := acl0(l
′
1)∩K
c. Il suﬃt
de ve´riﬁer les cas ou` l/k est ge´ne´rique ou primitive. Dans le cas ge´ne´rique, l1/k
est ge´ne´rique aussi et on peut donc k-plonger l dans Kc. Dans le cas primitif,
tpω(l1/k) 6⊥
a
k tpω(l/k), et alors l1 ≃k l.
Depuis le de´but du Chapitre 2 et jusqu’a` maintenant — le collapse dans
le contexte de fusion abe´lien (The´ore`me 3.4.7) inclus — l’hypothe`se que les Li
soient de´nombrables simpliﬁait l’exposition, mais e´tait tout a` fait inessentielle
(modulo quelques adaptations e´videntes : par exemple, remplacer “ω-stable”par
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“totalement transcendente” dans 3.1.9), a` l’exception du The´ore`me 3.2.13, qui
n’a pas d’analogue si les Li ne sont pas de´nombrables. Ce n’est plus du tout le
cas pour les re´sultats suivants. La preuve du collapse dans le contexte originel de
fusion [Hr92] et la preuve du re´sultat 3.5.6 utilisent de manie`re cruciale que les
langages sont de´nombrables : d’abord, pour trouver un bon codage des ensembles
Li-de´ﬁnissables (pour fabriquer des codes, une version aﬃne´e de nos familles
admissibles dans 3.2.13), puis une seconde fois en choisissant une fonction µ a`
ﬁbres ﬁnies.
Donc, d’ici jusqu’a` la fin de la Section 3.5, la condition que les Li soient
de´nombrables devient indispensable.
Corollaire 3.5.4. Soit (T0, T1, T2) un contexte de fusion fortement minimal.
Supposons que T1 et T2 ont la DMP, et que T0 est triviale. Alors il existe un
collapse pour (T0, T1, T2).
Preuve. C’est le re´sultat principal de [Hr92] que l’on peut collapser dans un
contexte de fusion de la forme (T ′0, T
′
1, T
′
2), ou` T
′
0 est la the´orie d’un ensemble in-
ﬁni sans structure, et T ′1, T
′
2 sont fortement minimales et ont la DMP. D’ailleurs,
le bon controˆle est imme´diat dans ce cas. Maintenant, en utilisant le Lemme
3.2.4, on peut L0-interpre´ter un ensemble fortement minimal D
′
0, tel que le
contexte (T ′0, T
′
1, T
′
2) soit exactement de la forme traite´e par Hrushovski. Ici, T
′
i
de´note la the´orie de la structure induite sur D′0 par Li. Notons que T
′
i he´rite la
DMP de la the´orie Ti (c’est facile, voir [Hr92]).
Il suﬃt d’appliquer la Proposition 3.5.3 pour obtenir un collapse dans le
contexte de fusion (T0, T1, T2).
Corollaire 3.5.5. Soit (T0, T1, T2) un contexte de fusion fortement minimal.
On suppose que T1 et T2 sont monobase´es. Si T0 est triviale, on suppose en
outre que T1 et T2 ont la DMP. Alors il existe un collapse pour (T0, T1, T2).
Preuve. Si T0 est triviale, c’est un cas particulier du Corollaire 3.5.4.
Si T0 est projective, on utilise le Lemme 3.2.4 et puis la Proposition 3.5.3
comme dans la preuve de 3.5.4. Cette fois, le nouveau contexte de fusion forte-
ment minimal (T ′0, T
′
1, T
′
2) que l’on obtient est un contexte de fusion abe´lien, car
T ′1 et T
′
2 sont des expansions monobase´es de T
′
0 (qui est essentiellement EVFq ).
Dans le contexte de fusion abe´lien, un collapse existe d’apre`s le The´ore`me 3.4.7,
et donc 3.5.3 s’applique. E´videmment, l’utilisation de 3.2.4 pourrait nous obliger
a` ajouter des parame`tres aux langages Li avant le collapse.
Fin 2005, Baudisch, Martin-Pizarro et Ziegler ont montre´ le collapse au-
dessus de EVFq en toute ge´ne´ralite´. En eﬀet :
Fait 3.5.6 ([BMZ05a]). Soit (T0, T1, T2) un contexte de fusion fortement mini-
mal avec T0 = EVFq pour un corps fini. On suppose que T1 et T2 ont la DMP.
Alors il existe un collapse pour (T0, T1, T2).
En inspectant leur preuve, on voit qu’elle s’adapte au cas ou` T0 est une
expansion inessentielle de EVFq . Donc, en utilisant le Lemme 3.2.4 et puis la
Proposition 3.5.3 comme dans la preuve du Corollaire 3.5.5, nous obtenons :
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The´ore`me 3.5.7. Soit (T0, T1, T2) un contexte de fusion fortement minimal.
Si T1 et T2 ont la DMP, il existe un collapse pour (T0, T1, T2).
Remarque. Dans 3.5.7 (ainsi que dans 3.5.4 et 3.5.5), on n’a pas vraiment
besoin de la DMP pour T1 et T2. Il suffit que les the´ories auxiliaires T
′
1 et T
′
2
qui e´mergent dans la preuve aient la DMP.
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Chapitre 4
Variations sur la fusion
Dans ce chapitre, nous pre´sentons, de manie`re concise, deux variantes de la
fusion.
Chapuis, Hrushovski, Koiran et Poizat construisent dans [CHKP02] une ex-
pansion de la the´orie des corps alge´briquement clos de caracte´ristique donne´e,
obtenue en ajoutant un pre´dicat binaire pour une courbe ge´ne´rique plane. Nous
montrons comment ge´ne´raliser leur construction aux the´ories supersimples de
rang SU e´gal a` 1.
La deuxie`me variante concerne les corps bicolores (noirs et rouges) introduits
par Poizat dans [Po99] et [Po01]. Nous conside´rons des paires de the´ories T0 ⊆
T1, avec T0 fortement minimale, ω-cate´gorique et modulaire, et T1 supersimple
de rang SU e´gal a` 1. Nous exigeons de l’ensemble des points colore´s qu’il forme
une sous-structure e´le´mentaire (au sens de T0) du mode`le ambiant.
Nous utilisons les meˆmes notations que dans la fusion libre, pour souligner les
similarite´s. Notons que l’on pourrait donner un cadre axiomatique qui incorpore
la fusion libre, la courbe ge´ne´rique et les structures bicolores. Mais nous ne le
ferons pas par souci de lisibilite´. La fusion e´tant bien plus complique´e d’un point
de vue technique, nous nous permettons d’eˆtre bref dans l’exposition de ces deux
variations.
4.1 Courbe ge´ne´rique
Soit T1 une L1-the´orie comple`te et C un nouveau symbole de relation binaire.
Soit L := L1 ∪ {C}. On s’inte´resse a` des L-structures (M,C
M ), ou` M |= T1.
Soit T1 = ACFp la the´orie d’un corps alge´briquement clos de caracte´ristique
p ≥ 0, et soient K |= ACFp, d ≥ 1 et (ai,j) une suite d’e´le´ments alge´briquement
inde´pendants dans K, ou` 0 ≤ i, j et i+ j ≤ d. La courbe Cd ⊆ K
2 donne´e par
l’e´quation
∑
i,j ai,jX
iY j = 0 est une courbe ge´ne´rique de degre´ d. Soit Td la
L-the´orie de (K,CKd ). Cette the´orie s’interpre`te dans le type de l’uplet ai,j et
ne de´pend donc pas du choix des ai,j . Dans [CHKP02], il est montre´ :
(1) La suite (Td)d≥1 tend vers une limite Tω dans l’espace des L-the´ories.
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(2) Cette limite Tω est ω-stable de rang de Morley ω.
(3) Si (K,C) |= Tω et (a
′, b′) ∈ C, alors posant C ′ := C \ {(a′, b′)}, on a
(K,C ′) |= Tω. De meˆme, il existe (a
′′, b′′) ∈ K2 \ C tel que pour C ′′ :=
C ∪ {(a′′, b′′)} on a (K,C ′′) |= Tω.
La construction de Tω se fait par une amalgamation a` la Fra¨ısse´-Hrushovski,
sans collapse. La comple´tude et l’ω-stabilite´ ainsi que (3) s’obtiennent alors
facilement. La preuve de (1) est plus diﬃcile. Les proprie´te´s (1) et (3) ont de
nombreuses conse´quences de non-de´ﬁnissablite´. Citons-en deux :
(I) Pour m ≥ 2, soit Rm un nouveau pre´dicat m-aire. Alors, il n’existe pas
d’e´nonce´ ϕ(Rm) dans le langage des corps augmente´ par Rm tel que pour
tout ensemble de´ﬁnissable D ⊆ Km on ait : D est Zariski-clos si et seule-
ment si K |= ϕ(D).
(II) Soit Rm comme dans (I). Alors il n’existe pas d’e´nonce´ ϕ(Rm) tel que
pour tout ensemble Zariski-clos D ⊆ Km on ait : D est irre´ductible si et
seulement si K |= ϕ(D).
4.1.1 Construction
Dans cette sous-section, nous ge´ne´ralisons la construction de la the´orie d’une
courbe ge´ne´rique. Pour cela, nous ﬁxons le cadre suivant :
Contexte 4.1.1. T1 est une L1-the´orie comple`te supersimple de rang SU 1.
Pour simpliﬁer l’exposition, on suppose aussi que T1 e´limine les quanteurs.
Soit L := L1∪{C}, ou` C est un nouveau symbole de relation binaire. Comme
avant, acl1 de´note la cloˆture alge´brique au sens de T1, et d1(a/B) := SUT1(a/B).
De´finition 4.1.2. (1) Soit C˜ la classe des L-structures (M,CM ) avec M =
acl1(M), et C := {M ∈ C˜ | d1(M) <∞}.
(2) Pour A ⊆ω M ∈ C˜ et B ⊆M arbitraire on pose δ(A) := d1(A)− |C
A| (la
pre´dimension de A) et δ(A/B) := d1(A/B)− |C
AB \ CB |.
(3) C˜0 := {M ∈ C˜ | δ(A) ≥ 0∀A ⊆ω M} , et C0 := C˜0 ∩ C.
(4) Pour A ⊆ω M ∈ C˜0, on pose dM (A) := min{δ(A˜) |A ⊆ A˜ ⊆ω M}. Si
B ⊆M , alors dM (A/B) := min{dM (AB0)− dM (B0) |B0 ⊆ω B}.
(5) Pour B ⊆ A ⊆M , on de´ﬁnit B ≤ A (B est autosuffisant ou fort dans A)
si et seulement si δ(a/B) ≥ 0 pour tout uplet ﬁni a ∈ A.
La classe C˜0 est e´le´mentaire. Pour eˆtre en analogie comple`te avec la fusion
libre, nous pourrions e´crire 〈·〉 au lieu de acl1(·), mais nous gardons la notation
acl1. Si K ∈ C˜0 et B ⊆ K, par conse´quent, on dit que B controˆle K si acl1(B) =
K et B ≤ K. On a donc B ≤ acl1(B) si et seulement si C
acl1(B) = CB .
Le lemme suivant s’obtient comme 2.1.1 dans le cas de la fusion libre.
Lemme 4.1.3. Tous les ensembles et uplets conside´re´s sont contenus dans K ∈
C˜. Alors on a :
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(1) (sous-modularite´) Soit A ⊆ B. Alors, δ(c/(Ac) ∩ B) ≥ δ(c/B). En parti-
culier, si B ≤ C et D ⊆ C, alors D ∩B ≤ D.
(2) (transitivite´) Si A ≤ B et B ≤ C, alors A ≤ C.
(3) (continuite´) Si (Ai)i∈I est un syste`me filtre´ de sous-ensembles de C tel
que Ai ≤ C pour tout i, alors
⋃
i∈I Ai ≤ C.
(4) Si A1, A2 ≤ B, alors A1 ∩A2 ≤ B.
Si on suppose en outre que K ∈ C˜0, alors :
(5) Pour tout A ⊆ K il existe un ensemble clK0 (A) qui est minimal parmi les
ensembles A′ tels que A′ ⊇ A et A′ ≤ K. L’ensemble clK0 (A) \ A est fini.
De plus, on a dK(A) = δ(cl
K
0 (A)).
(6) Soient A ⊆ B ⊆ C finis. Alors, on a dK(C/A) = dK(C/B) + dK(B/A),
dK(B/A) ≤ dK(C/A) et dK(C/A) ≥ dK(C/B).
(7) dK(a/B) ∈ {0, 1} pour tout singleton a, et l’ope´rateur de cloˆture ge´o-
me´trique clKd (B) := {a ∈ K | dK(a/B) = 0} de´finit une pre´ge´ome´trie.
Pour A ⊆ K ∈ C˜0, la cloˆture autosuffisante est de´ﬁnie par cl
K
ω (A) :=
acl1(cl
K
0 (A)), et est donc e´gale au plus petit sous-ensemble alge´briquement clos
(au sens de T1) et autosuﬃsant de K qui contient A. L’analogue du Lemme
2.1.5 devient :
Lemme 4.1.4. Soient K ∈ C˜ et π1(x) un L1-type partiel consistant sur K,
πC(x) un {C}-type sur K (partiel et consistant), tels que les restrictions de π1(x)
et de πC(x) a` L=(K) soient comple`tes et co¨ıncident. Alors il existe K ⊆ L ∈ C˜
et a ∈ L tels que L |= π1(a) ∪ πC(a) et L soit controˆle´ par Ka.
Preuve. On re´alise π1 par un uplet a, et on met dans C
Ka les paires forme´es
d’e´le´ments de Ka qui sont ne´cessaires pour satisfaire a` πC . Il suﬃt de poser
L := acl1(Ka) et C
L := CKa.
Si K ⊆ L,M sont dans C˜, alors N ∈ C˜ contenant L et M est un amalgame
libre de L et M au-dessus de K, si L |⌣
1
K
M et N est controˆle´ par LM (c’est
a` dire N = acl1(LM) et C
N = CL ∪ CM ). En utilisant le Lemme 4.1.4, on
montre que les amalgames libres existent. Si K ≤ L,M sont dans C˜0 et N =
L ⊗K M , alors N ∈ C˜0 et L,M sont autosuﬃsants dans N (cela se montre
comme le Lemme 2.1.10). Comme il y a une seule L-expansion de acl1(∅) dans
C˜0 (C
acl1(∅) = ∅), on obtient donc
Lemme 4.1.5. La classe (C˜0,≤) est connexe (c’est a` dire elle a la proprie´te´ du
plongement commun) et a la proprie´te´ d’amalgamation (AP).
On de´ﬁnit de manie`re usuelle les structures riches dans C˜0 (pour la classe
(C0,≤)), et on voit comme dans 2.1.14 que les structures riches existent en
cardinalite´ ≤ 2|L1|+ℵ0 . Comme (C˜0,≤) est connexe, deux structures riches sont
L∞,ω-e´quivalentes. Soit Tω la L-the´orie des structures riches. C’est donc une
the´orie comple`te, et on voit sans proble`me que Tω ↾L1 = T1.
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Les notions d’extension ge´ne´rique / parasite / primitive sont de´ﬁnies de
manie`re analogue a` la fusion libre (voir 2.2.1). Ainsi, par exemple, une extension
K ≤ L dans C˜0 est ge´ne´rique s’il existe un singleton a ∈ L \K avec d(a/K) = 1
et L = acl1(Ka). Dans ce cas, on a donc C
L = CK . On montre un Lemme
de de´composition analogue a` 2.2.11. Ici, dans le cas de la courbe ge´ne´rique,
l’analogue d’une extension premie`re (de sous-ensembles acl0-clos d’une fusion
B ≤ A) est de´ﬁni de la fac¸on suivante : pour B ⊆ A ⊆ K ∈ C˜0 on exige que
B ≤ A, A \ B est ﬁni (son cardinal est la longueur de l’extension premie`re),
δ(A/B) = 0 et δ(A′/B) > 0 pour tout B ( A′ ( A. Si A \ B contient un seul
e´le´ment a, nous demandons de plus que a 6∈ acl1(B). Une extension premie`re
A/B de longueur 1 est donc de la forme A = Ba avec d1(a/B) = 1 et |C
A \
CB=1.
Notons qu’il existe des extensions premie`res de longueur n pour tout n au-
dessus de tout B ⊆ K∗ ∈ C˜0. Pour cela, soit a = (a0, . . . , an−1) avec d1(a/B) =
n. Alors, il suﬃt de conside´rer l’ensemble A = Ba avec sa L1-structure sous-
jacente et de de´ﬁnir CA := CB ∪{(a0, a1), (a1, a2), . . . , (an−2, an−1), (an−1, a0)}
(un n-cycle forme´ par l’uplet a). On peut en fait montrer que toute extension
premie`re de longueur ≥ 2 est de cette forme.
4.1.2 Axiomatisation et simplicite´
Dans cette sous-section, nous continuons l’e´tude de la courbe ge´ne´rique dans
le Contexte 4.1.1. Nous donnons une axiomatisation de Tω et montrons ensuite
que Tω est une the´orie supersimple, par une application standard du the´ore`me
de Kim-Pillay.
SoitB ≤ Ba une extension premie`re et ϕ1(x, b) une L1-formule rang-comple`te
par rapport a` tpL1(a/B) (voir la De´ﬁnition 2.3.1). Puis, soit ϕC(x, z) la formule
qui de´crit le diagramme sans quanteurs de a, b dans le langage LC := {C}.
Posons
ψ(x, z) := ϕ1(x, z) ∧ ϕC(x, z). (4.1)
On rappelle que pour tout type p ∈ ST1(B) les formules rang-comple`tes par
rapport a` p sont coﬁnales dans p (Lemme 2.3.2). Donc, les formules de la forme
ψ(x, b), pour ψ(x, z) comme dans (4.1), sont coﬁnales dans qftpL(a/B).
On conside`re la L-the´orie T ′ω donne´e par :
T ′ω(1) : Th(C˜0)
T ′ω(2) : T1
T ′ω(3) : Soit ψ(x, z) = ϕ1(x, z)∧ϕC(x, z) comme dans (4.1) et de´ﬁnissons θψ(z) :=
∃xϕ1(x, z) ∧ ∃xϕC(x, z). Alors on met l’axiome
∀z∃x[θψ(z)→ ψ(x, z)].
Pour simpliﬁer l’exposition, on suppose dans la suite que L1 est de´nombrable.
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Proposition 4.1.6. Les mode`les ℵǫ-sature´s de Tω sont exactement les struc-
tures riches dans C˜0. En particulier, les the´ories T
′
ω et Tω co¨ıncident.
Preuve. La preuve suit a` peu pre`s les meˆmes e´tapes que celle du The´ore`me 2.3.14
combine´e avec la Remarque 2.3.15. Nous verrons cependant que dans le cas de
la courbe ge´ne´rique, on peut toujours approximer les extensions ge´ne´riques par
des extensions primitives.
Premie`rement, on montre qu’une structure riche est mode`le de T ′ω. C’est
clair pour T ′ω(1) et facile pour T
′
ω(2). Quant a` T
′
ω(3), il suﬃt d’utiliser le Lemme
4.1.4. En particulier, cela montre que T ′ω est consistante.
Ensuite, montrons que tout mode`le ℵ1-sature´ de T
′
ω est riche pour (C0,≤).
Soit donc k ≤ K, ou` K |= T ′ω est ℵ1-sature´, et soit k ≤ l une extension dans C0.
Par le Lemme de de´composition, on peut supposer que l/k est primitive ou ge´ne´-
rique. Soit d’abord l/k primitive, et supposons que l est controˆle´ par a au-dessus
de k. Comme δ(a/k) = 0, il suﬃt de trouver une re´alisation a′ de qftpL(a/k) dans
K, car a 7→ a′ s’e´tend alors automatiquement en un k-plongement fort de l dans
K. Les formules qui apparaissent dans T ′ω(3) sont coﬁnales dans qftpL(a/k), et
on peut donc re´aliser ce type dans K, par saturation.
Soit l = acl1(ka) une extension ge´ne´rique de k et (a0, . . . , an−1) une suite
de Morley dans p1 := tp1(a/k) (ou toute autre suite avec d1(a/k) = n et
tp1(a0/k) = p1). La construction d’un n-cycle de´ja` mentionne´e a` la ﬁn de la
Sous-section 4.1.1 permet de trouver une extension premie`re k ≤ ka de longueur
n. Les extensions de la forme ln := acl1(ka) donnent une approximation de
l’extension ge´ne´rique l/k par des extensions primitives (car si bn est l’e´le´ment
dans ln correspondant a` a ∈ l, alors qftpL(acl1(kbn)/k) = qftpL(l/k) et kbn ≤n
K, ou` B ≤n A ssi δ(a/B) ≥ 0 pour tout uplet a ∈ A de longueur au plus n).
Dans un mode`le ℵ1-sature´, les extensions ge´ne´riques se traitent donc aussi.
Finalement, ce que nous avons montre´ nous donne de´ja` le Corollaire suivant,
a` savoir que aclTω = clω. A posteriori, on voit donc — comme dans la fusion
libre — que les structures riches dans C˜0 sont exactement les mode`les ℵǫ-sature´s
de Tω.
Corollaire 4.1.7. 1. La cloˆture alge´brique dans Tω est donne´e par la cloˆture
autosuffisante clω.
2. Soit Ai ⊆ Ki |= Tω, pour i = 1, 2. Alors on a tpω(A1) = tpω(A2) ssi
clK10 (A1) ≃L cl
K2
0 (A2) ssi cl
K1
ω (A1) ≃L cl
K2
ω (A2).
Lemme 4.1.8. Soient (K,C) |= Tω et (a
′, b′) ∈ C. Alors, posant C ′ := C \
{(a′, b′)}, on a (K,C ′) |= Tω.
Preuve. Cela se fait exactement comme dans [CHKP02].
La de´ﬁnition suivante est similaire a` celle dans la fusion libre (voir la Re-
marque 2.4.2 et la de´ﬁnition juste avant).
De´finition 4.1.9. Soient A,B,C ⊆ K |= Tω. On pose A |⌣
∗
B
C si et seulement
si
(i) clω(AB) |⌣
1
clω(B)
clω(BC) et
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(ii) A |⌣
d
B
C
sont satisfaits.
Si on suppose (i), la condition (ii) est e´quivalente a` clω(AB) clω(BC) ≤ K.
On pourrait d’ailleurs utiliser cl0 au lieu de clω dans la de´ﬁnition de |⌣
∗
. Si
B ⊆ A,C, on remarque que A |⌣
∗
B
C si et seulement si clω(AC) est un amalgame
libre de clω(A) et clω(C) au-dessus de clω(B).
Lemme 4.1.10. Soient K ≤ A0, A1, A2 des structures dans C˜0, avec K |= T1.
Supposons donne´s A{0,1}, A{0,2} et A{1,2} dans C˜0 ainsi que des K-plongements
forts ιwk : Ak →֒ Aw de`s que k ∈ w, tels que A{i,j} soit un amalgame libre des
images de Ai et Aj sous les plongements en question.
Alors il existe K ≤ A ∈ C˜0 et des K-plongements forts ιw : Aw →֒ A
satisfaisant
(1) ιw ◦ ι
w
k = ιw′ ◦ ι
w′
k si k ∈ w ∩ w
′ (ce plongement est note´ ιk),
(2) ι0(A0), ι1(A1), ι2(A2) est une suite |⌣
∗
-inde´pendante au-dessus de K.
Preuve. Notons que pour i 6= j on a A{i,j} = acl1(AiAj) = clω(AiAj). Par
le the´ore`me d’inde´pendance dans T1, on trouve donc des L1-plongements ι
′
w :
Aw →֒M
′ |= T1 (pour unM
′ |= T1 suﬃsamment sature´) satisfaisant la condition
(1) ainsi que (posant ι′k := ι
′
w ◦ ι
w
k )
(2′) ι′0(A0), ι
′
1(A1), ι
′
2(A2) est une suite |⌣
1
-inde´pendante au-dessus de K.
Maintenant, posons A′i := ι
′
i(Ai) ⊆ M
′ et A′w := ι
′
w(Aw), et conside´rons
A′ := acl1(A
′
0A
′
1A
′
2) = acl1(
⋃
w A
′
w). On de´ﬁnit une L-expansion A de A
′ comme
suit (par transport de structure). Pour a′, b′ ∈ A′, on met (a′, b′) dans CA si
et seulement s’il existe w et (a, b) ∈ CAw tels que ι′w(a) = a
′ et ι′w(b) = b
′.
Par la proprie´te´ de compatibilite´ (1) pour les plongements ι′w, les applications
ι′i ainsi que ι
′
w sont des L-plongements (on les notera ιi et ιw, respectivement).
On ve´riﬁe sans proble`me que A est (par exemple) un amalgame libre de ι0(A0)
et ι{1,2}(A{1,2}) au-dessus de K, d’ou` l’on de´duit (2).
The´ore`me 4.1.11. La the´orie Tω est supersimple de rang SU au plus ω, et la
relation de non-de´viation dans Tω est donne´e par |⌣
∗
.
Si T1 est fortement minimale, alors Tω est ω-stable de rang de Morley ≤ ω.
Preuve. Comme dans la preuve du The´ore`me 2.4.10, on utilise le the´ore`me de
Kim-Pillay 1.1.3 caracte´risant l’inde´pendance dans une the´orie simple. On doit
donc montrer que |⌣
∗
est une notion d’inde´pendance satisfaisant aux proprie´te´s
(i)–(viii) donne´es dans la De´ﬁnition 1.1.2.
Comme dans le cas de la fusion libre, (i)–(vii) sont faciles. Soient donc K |=
Tω et K ⊆ A1, A2 avec A1 |⌣
∗
K
A2, et pour i = 1, 2, soient ai |⌣
∗
K
Ai avec
tp(a1/K) = tp(a2/K). Nous travaillons dans K 4 K
∗ tre`s sature´.
Il faut trouver a avec tp(a/Ai) = tp(ai/Ai) et a |⌣
∗
K
A1A2. On peut sup-
poser que A1, A2 et les ai sont alge´briquement clos et contiennent K. Soit
a0 |= tp(a/K), et soit A0 l’ensemble e´nume´re´ par a0. Par la premie`re partie de
4.1.7, on a Ai = clω(Ai) pour tout i. Pour i = 1, 2, on pose A{0,i} := acl1(Aiai),
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et on de´ﬁnit A{1,2} := acl1(A1A2). Avec les plongements ι
w
k e´vidents on est
alors exactement dans le cadre du Lemme 4.1.10. Pour cela, il suﬃt de noter
que les |⌣
∗
-inde´pendances donnent Aw = clω(Aw) pour tout w. Soient A ≤ K
∗
et ιw, ιk comme dans 4.1.10. Quitte a` appliquer un automorphisme, on peut
supposer que ι{1,2} est une inclusion (donc par construction ι1 et ι2 aussi). En
utilisant le Corollaire 4.1.7.(2), il est imme´diat que l’image a de a0 dans A par
le plongement ι0 a les proprie´te´s cherche´es.
Si T1 est fortement minimale, on raisonne comme dans la preuve du The´o-
re`me 3.1.9. Les arguments sont plus e´le´mentaires que dans la fusion libre, et on
omet les de´tails.
Comme dans la fusion libre (Section 2.5), on a le re´sultat suivant :
Remarque 4.1.12. Soit Tω la the´orie de la courbe ge´ne´rique, et (M,P (M))
une paire (ℵǫ-)magnifique de mode`les de Tω, avec T
P
ω := Th(M,P (M)). Alors,
un mode`le suffisamment sature´ de TPω est encore une paire (ℵǫ-)magnifique. La
the´orie Tω a donc la wnfcp.
Exemples 4.1.13. (1) Soit T1 = EVK , la the´orie d’un K-espace vectoriel inﬁni
pour un corps (gauche)K qui contient un e´le´ment α 6= 0 qui n’est pas une racine
de l’unite´.
On se place dans la topologie de Zariski correspondante, ou` les ferme´s sont
exactement les ensembles positivement de´ﬁnissables, c’est a` dire les re´unions
ﬁnies de K-sous-espaces aﬃnes de´ﬁnissables de V m. Les ferme´s irre´ductibles
correspondent alors aux K-sous-espaces aﬃnes de´ﬁnissables.
Contrairement au cas de la the´orie ACF0, la courbe ge´ne´rique au-dessus de
T1 ne peut pas eˆtre approxime´e par des (V,C0) ou` C0 est une courbe plane
L1-de´ﬁnissable irre´ductible et V |= EVK . Cela se voit par exemple ainsi : Soit
X ⊆ V m un sous-ensemble de´ﬁnissable dans EVK . Alors, X est un sous-espace
aﬃne (un ferme´ irre´ductible) si et seulement si X est clos par les fonctions
λα(x, y) := x+ α(y − x) et µ(x, y, z) := x+ y − z.
Notons que par convention, ∅ est e´galement un ferme´ irre´ductible.
Clairement, tout K-sous-espace aﬃne de V m est clos par λα et µ. Re´ci-
proquement, soit X ⊆ V m un ensemble de´ﬁnissable clos par λα et µ. On peut
supposer queX contient au moins 2 e´le´ments diﬀe´rents, car tout ensemble conte-
nant au plus un e´le´ment est un K-sous-espace aﬃne.
Pour x 6= y dans X, ite´rant λα, on voit que x + α
m(x − y) ∈ X pour tout
m ∈ N. Or, ces e´le´ments sont distincts par le choix de α ∈ K. On en de´duit que
X est inﬁni.
Puis, si X n’e´tait pas Zariski-clos (i.e. positivement de´ﬁnissable), on trou-
verait une droite aﬃne K-de´ﬁnissable D ⊆ V m telle que D ∩ X ( D soit un
sous-ensemble propre coﬁni de D. Or, a` l’aide de λα, on trouverait donc pour
tout a ∈ D \ X (c’est un ensemble ﬁni non-vide) des e´le´ments x, y ∈ D ∩ X
et m ∈ N tels que a = x + αm(y − x), une contradiction. Cela montre que X
est Zariski-clos, c’est a` dire une re´union ﬁnie de K-sous-espaces aﬃnes de´ﬁnis-
sables Ci. Soit C1 une composante de dimension maximale. Alors, s’il existe
z¯ ∈ X \ C1, il suﬃt de choisir y ∈ C1 et d’utiliser la fonction µ pour montrer
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que l’ensemble C1+(z¯−y) est contenu dans X. Ainsi, a` l’aide de λα, on obtient
une inﬁnite´ de sous-ensembles de´ﬁnissables de X qui sont 2 a` 2 disjoints et qui
ont la meˆme dimension que C1. Cela contredit dim(C1) = dim(X). Donc, un
ensemble de´ﬁnissable X qui est clos par λα et µ est ferme´ et irre´ductible.
En particulier, on sait de´ﬁnir les ferme´s irre´ductibles parmi tous les ferme´s
dans EVK . Par ailleurs, on voit que dans un mode`le (V,C) de Tω, l’ensemble C
n’est pas clos par λα (par 4.1.8, par exemple).
Si K est ﬁni, on peut raisonner de manie`re diﬀe´rente pour arriver au meˆme
re´sultat : un ensemble de´ﬁnissable X ⊆ V m est un ferme´ irre´ductible si et seule-
ment si c’est une cosette d’unK-sous-espace vectoriel de´ﬁnissable et irre´ductible
de V m. Il y a un nombre ﬁni de tels sous-espaces, et on sait donc isoler les ferme´s
irre´ductibles par une formule.
(2) Soit T1 la the´orie d’un corps pseudoﬁni. Comme dans un corps alge´bri-
quement clos, le degre´ fournit une mesure pour de´crire la “complexite´” d’une
courbe plane. On peut donc espe´rer pouvoir repre´senter, de manie`re naturelle,
la the´orie Tω comme limite de the´ories Td = Th(F,Cd) ou` F est pseudoﬁni et
Cd une courbe plane de degre´ d, avec un parame`tre ge´ne´rique. Cependant, il
n’y a pas de choix unique pour les parame`tres ge´ne´riques, et la limite de telles
the´ories Td (si elle existe) pourrait de´pendre des choix de parame`tres. D’ou` la
question suivante (une re´ponse positive, meˆme a` la premie`re partie, paraˆıt pro-
bable, mais nous n’avons pas explore´ cette question en profondeur ; on ne peut
d’ailleurs pas imaginer une re´ponse positive a` la seconde partie qui ne passerait
pas par la premie`re).
Questions :
– Est-ce que la limite de telles the´ories Td est e´gale a` Tω, et cela inde´pen-
damment du choix des parame`tres ge´ne´riques pour de´ﬁnir les courbes Cd ?
– Est-ce qu’il existe un choix de parame`tres pour lequel les the´ories Td aient
la limite Tω ?
4.2 Structures bicolores
Aﬁn de construire un corps alge´briquement clos de rang de Morley 2, Poizat
[Po99] a introduit les corps noirs. Un corps noir est un corps alge´briquement clos
K avec un sous-ensemble NK ⊆ K (l’ensemble des points noirs de K), conside´re´
dans le langage des anneaux augmente´ par un nouveau pre´dicat unaire N . Il
utilise la pre´dimension δ(a) := 2 deg. tr(a) − |Na|, variant ainsi le´ge`rement la
technique de fusion de Hrushovski [Hr92], pour obtenir un corps alge´briquement
clos ω-stable K tel que RM(g) = U(g) = ω · 2 pour le type ge´ne´rique g de K.
Cette premie`re amalgamation (sans collapse) fournit de´ja` un contre-exemple
a` la conjecture de Berline-Lascar : “Si K est un corps superstable avec type
ge´ne´rique g, alors U(g) = ωα pour un α ∈ On”.
Puis, travaillant dans une classe restreinte de corps noirs, Poizat construit
des corps noirs collapse´s (toujours dans [Po99]). Baldwin et Holland [BH00] ont
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ensuite montre´ que certains de ces corps collapse´s sont sature´s, d’ou` l’existence
de corps de rang de Morley 2 (en toute caracte´ristique).
Dans une autre construction, Poizat [Po01] conside`re des corps alge´brique-
ment clos de caracte´ristique p > 0 avec un sous-groupe du groupe additif (ces
corps sont appele´s corps rouges), donc des structures de la forme (K,RK), ou`
K |= ACFp et R
K ≤ (K,+), dans le langage des anneaux augmente´ par le
pre´dicat R de´signant les points rouges dans K. En utilisant la pre´dimension
δ(a) := 2 deg. tr(a)− l.dimFp(R
a) (ou` l.dimFp de´signe la dimension line´aire sur
Fp), il construit un corps rouge ω-stable K de rang ω · 2, avec RM(RK) = ω.
Tout re´cemment, Baudisch, Martin-Pizarro et Ziegler [BMZ05b] sont arrive´s a`
collapser cette the´orie, obtenant ainsi un corps de rang de Morley 2 avec un
sous-groupe fortement minimal du groupe additif.
Pour donner une interpre´tation commune aux corps noirs et rouges, on consi-
de`re une the´orie fortement minimale T1 ayant un re´duit T0, et on e´tudie les
structures de la forme (M,RM ), ou` M |= T1 et R
M 4T0 M , donc des mode`les
de T1 avec un pre´dicat unaire R pour une sous-structure e´le´mentaire de M au
sens de T0. Certaines structures de la forme de´crite seront appele´es structures
bicolores. Le but est d’en construire des exemples ω-stables de rang ω · 2, voire
meˆme de rang 2. Dans le cas des corps noirs, T1 = ACFp (p arbitraire) et T0 est
la the´orie d’un ensemble inﬁni sans structure, tandis que dans le cas des corps
rouges, on traite T1 = ACFp (p premier) et T0 = EVFp .
C’est ce point de vue que nous ge´ne´ralisons dans la suite. Pour cela, comme
dans le cas de la fusion, il faut imposer des restrictions importantes sur T0 pour
pouvoir eﬀectuer la construction. Nous e´tudions d’abord le cas ou` T1 est une
the´orie supersimple de rang SU e´gal a` 1 (Sous-section 4.2.1) et nous obtenons
de nouvelles the´ories supersimples, puis nous regardons de plus pre`s le cas ou`
T1 est fortement minimale (Sous-section 4.2.2). Nous obtenons un collapse dans
un cas particulier (le contexte bicolore abe´lien), exactement comme dans le cas
de la fusion libre. Enﬁn, nous arrivons a` re´duire le proble`me de l’existence d’un
collapse a` deux cas : T0 est la the´orie d’un ensemble inﬁni sans structure, ou
T0 est une expansion inessentielle et ω-cate´gorique de EVFq . Or, les preuves des
collapses des corps noirs et des corps rouges mentionne´es ci-dessus se ge´ne´ralisent
a` ces deux cas (comme dans la fusion, on doit supposer que T1 a la DMP), et
nous obtenons donc un collapse dans un contexte quelconque.
Comme nous l’avons fait pour la courbe ge´ne´rique, vu les similarite´s avec la
fusion, nous nous permettons d’eˆtre bref dans l’e´tude des structures bicolores.
4.2.1 En supersimple
Nous travaillons dans un contexte comple`tement analogue a` celui de la fusion
libre (voir le de´but du Chapitre 2). Simplement, nous conside´rons une seule
expansion T1 ⊇ T0 de the´ories comple`tes (dans des langages L1 ⊇ L0).
Nous supposons donc :
– T1 est supersimple de rang SU e´gal a` 1.
– T0 est fortement minimale, ω-cate´gorique et modulaire.
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Pour simpliﬁer l’exposition, nous demandons de plus :
– Les the´ories Ti e´liminent les quanteurs (dans les langages Li correspon-
dants), pour i = 0, 1.
– acl1(∅) est inﬁni.
– Le langage L1 est de´nombrable.
Si l’expansion T1 ⊇ T0 satisfait aux hypothe`ses ci-dessus, on dit que (T0, T1)
est un contexte bicolore.
Soient L := L1 ∪ {R}, ou` R est un nouveau pre´dicat unaire. Suivant Poi-
zat [Po01] dans notre terminologie, les e´le´ments satisfaisant R sont appele´s les
points rouges, (les autres sont blancs). Comme avant, acli de´note la cloˆture al-
ge´brique au sens de Ti, et di(a/B) := SUTi(a/B). On conside`re la classe C˜ des
L-structures de la forme (M,RM ), ou` M |= T ∀1 telle que acl1(M) = M et ou`
RM est un sous-ensemble acl0-clos de M . Puis, C := {M ∈ C˜ | d1(M) <∞} est
la sous-classe des structures ﬁniment engendre´es (au sens de acl1). Comme dans
le cas de la courbe ge´ne´rique, acl1 correspond donc a` l’ope´rateur 〈·〉 de la fusion
libre.
De´finition 4.2.1. Soit M ∈ C˜, A ⊆ω M et B ⊆M .
(1) δ(A) := 2 d1(A)−d0(R
A), la pre´dimension deA, et δ(A/B) := 2 d1(A/B)−
d0(R
AB/RB).
(2) C˜0 := {M ∈ C˜ | δ(A) ≥ 0 ∀A ⊆ω M}, C0 := C˜0 ∩ C. Les structures dans C˜0
seront appele´es des structures bicolores.
(3) Si M ∈ C˜0, dM (A) := min{δ(A˜) | A ⊆ A˜ ⊆ω M}, la dimension de A dans
M . De manie`re analogue, on de´ﬁnit la dimension relative dM (A/B) :=
min{dM (AB0)− dM (B0) | B0 ⊆ω B}.
(4) Soient C ⊆ B deux sous-ensembles d’une structure dans C˜. Alors, on pose
C ≤ B (C est autosuffisant ou fort dans B) ssi pour tout uplet ﬁni b de
acl0(B) on a δ(b/C) ≥ 0.
Observons que notre de´ﬁnition de l’autosuﬃsance a l’inconve´nient que C ′ 6≤
acl0(C
′) est possible. De plus, la fonction δ n’est pas une fonction de pre´dimen-
sion dans le sens de 1.4.8 (l’axiome (P2) n’est pas satisfait). Nous verrons que
cela ne cause que des petits proble`mes d’adaptation.
On dit que B controˆle la structure K ∈ C˜ si acl1(B) = K et B ≤ K. Alors,
B ≤ acl1(B) est e´quivalent a` R
acl1(B) = acl0(R
B).
On ve´riﬁe sans proble`me que la classe C˜0 est e´le´mentaire. La preuve du lemme
suivant est similaire a` celle donne´e pour la fusion libre (cf. 2.1.1), et il faut donc
e´galement passer aux ensembles acl0-clos dans certains cas, car on doit utiliser
la modularite´ de T0. La seule diﬀe´rence par rapport au Lemme 2.1.1 se trouve
dans (7), mais l’argument est le meˆme, une fois que l’on se restreint aux points
rouges.
Lemme 4.2.2. Soit K ∈ C˜, contenant tous les ensembles et uplets conside´re´s.
(1) (sous-modularite´) Soit A ⊆ B. Alors, on a δ(c/ acl0(Ac) ∩ acl0(B)) ≥
δ(c/ acl0(B)) ≥ δ(c/B). En particulier, si B ≤ C et D ⊆ C sont des
ensembles acl0-clos, alors D ∩B ≤ D.
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(2) (transitivite´) Si A ≤ B et B ≤ C, alors A ≤ C.
(3) (continuite´) Si (Ai)i∈I est un syste`me filtre´ de sous-ensembles de C tel
que Ai ≤ C pour tout i, alors
⋃
i∈I Ai ≤ C.
(4) Soient A1, A2 ≤ B des sous-ensembles forts et acl0-clos de B. Alors A1 ∩
A2 ≤ B.
Si on suppose en outre que K ∈ C˜0, alors :
(5) Pour tout A ⊆ K il existe un ensemble clK0 (A) qui est minimal parmi les
ensembles A′ avec les proprie´te´s suivantes : A′ ⊇ A, A′ ≤ K et A′ =
acl0(A
′). Si A est fini, clK0 (A) est fini aussi. De plus, on a dK(A) =
δ(clK0 (A)).
(6) Soient A ⊆ B ⊆ C finis. Alors, on a dK(C/A) = dK(C/B) + dK(B/A),
dK(B/A) ≤ dK(C/A) et dK(C/A) ≥ dK(C/B).
(7) dK(a/B) ∈ {0, 1, 2} pour tout singleton a. Si a est rouge, alors dK(a/B) ∈
{0, 1}. Soit clKd (B) := {a ∈ K | dK(a/B) = 0} l’ope´rateur de cloˆture ge´o-
me´trique. Si on restreint cet ope´rateur aux points rouges de K (c’est a` dire
on conside`re l’application qui envoie B ⊆ RK a` clKd (B)∩R), il de´finit une
pre´ge´ome´trie.
La cloˆture autosuffisante est de´ﬁnie par clKω (A) := acl1(cl
K
0 (A)), pour A ⊆
K ∈ C˜0. Dans le contexte bicolore, pour formuler l’analogue du Lemme 2.1.5,
il faut conside´rer la the´orie TP0 des belles paires de mode`les de T0 (ici, on
travaille dans le langage L0(R) := L0 ∪ {R}, ou` R remplace le symbole usuel
P ). Ses mode`les sont exactement les L0(R)-structures de la forme (M0, R
M0) ou`
RM0 4L0 M0 |= T0 avec d0(M0/R
M0) inﬁni. Le fait suivant est une conse´quence
de la modularite´ et de l’ω-cate´goricite´ (ainsi que l’e´limination des quanteurs) de
T0 :
Fait 4.2.3. Soit TP0 la the´orie des belles paires de mode`les de T0 (dans le langage
L0(R)). Alors :
(1) TP0 est ω-cate´gorique et comple`te.
(2) Dans TP0 , le type d’un uplet acl0-clos est de´termine´ par son L0(R)-type
sans quanteurs. En particulier, TP0 est mode`le-comple`te.
Lemme 4.2.4. Soient K ∈ C˜ et x un uplet de variables (pas ne´cessairement
fini). Puis, soient p1(x) ∈ ST1(K) et π
R
0 (x) un L0(R)-type partiel sans quanteurs
au-dessus de K consistant avec TP0 tels que p1 ↾L0 = π
R
0 ↾L0. En particulier, on
suppose donc que πR0 ↾L0 est un type complet au-dessus de K.
Alors il existe K ⊆ L et a ∈ L tels que L |= π(a) et L soit controˆle´ par Ka.
Preuve. On trouve d’abord K 4T1 K1 et a ∈ K1 tel que K1 |= p1(a).
Quitte a` renforcer πR0 , on peut supposer que π de´termine pour tout e´le´ment
de x s’il est rouge ou blanc. Alors, si xR est le sous-uplet de x qui est force´
d’eˆtre rouge par πR0 , et si aR ⊆ a est le sous-uplet correspondant, il suﬃt de
poser L := acl1(Ka) et R
L := acl0(R
KaR). La ve´riﬁcation est standard et on
omet les de´tails.
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Soient K ⊆ L,M dans C˜. On dit que N ∈ C˜ contenant L et M est un
amalgame libre de L et M au-dessus de K si L |⌣
1
K
M et N est controˆle´ par
LM . A` l’aide du Lemme 4.2.4, on montre que les amalgames libres existent.
Le Lemme d’amalgamation 2.1.10 est vrai sans changement dans le contexte
bicolore. De plus, il y a une seule L-expansion de acl1(∅) qui est dans C˜0 (un
e´le´ment a de acl1(∅) est rouge si et seulement si a ∈ acl0(∅), puisque tout R
M
est acl0-clos). Avec les arguments usuels, cela e´tablit
Lemme 4.2.5. La classe (C˜0,≤) est connexe et a la proprie´te´ d’amalgamation
(AP).
Les structures riches pour (C0,≤) existent dans C˜0 : toute structure bicolore
A ∈ C˜0 se plonge fortement dans une structure bicolore riche de cardinalite´
≤ 2|A|+ℵ0 . Deux structures riches sont L∞,ω-e´quivalentes.
On de´ﬁnit les extensions parasites et primitives comme dans 2.2.1. Par
contre, au niveau des extensions ge´ne´riques, il y a un petit changement a` faire
en comparaison avec la fusion libre, car il y en a de deux sortes. Soit K ≤ L une
extension ﬁniment engendre´e dans C˜0.
– L/K est ge´ne´rique blanche si RL = RK et L = acl1(Ka) pour un (tout)
a ∈ L \K. On a d(L/K) = d(a/K) = 2, et l’e´le´ment a est ge´ne´rique blanc
au-dessus de K.
– L/K est ge´ne´rique rouge s’il existe un e´le´ment rouge a ∈ L \ K tel que
RL = acl0(R
Ka) et L = acl1(Ka). On a d(L/K) = d(a/K) = 1, et
l’e´le´ment a est ge´ne´rique rouge au-dessus de K.
La notion d’une extension premie`re B ≤ A pour des sous-ensembles acl0-
clos B ⊆ A d’une structure bicolore dans C˜0 est exactement celle de 2.2.3 : on
demande que d0(A/B) soit ﬁni et ≥ 2, δ(A/B) = 0 et δ(A
′/B) > 0 pour tout
B ( A′ = acl0(A′) ( A.
Pour des ensembles acl0-clos B
′ ⊆ B avec RB = RB
′
, on a trivialement
δ(B/B′) ≥ 0. Donc, si A/B est une extension premie`re, il existe force´ment une
L0-base rouge de A au-dessus de B. De plus, on en de´duit que pour une extension
K ≤ L dans C˜0 et A := acl0(KR
L), on a L/K primitive si et seulement si A/K
est premie`re. Si L/K est primitive, l’ensemble A est alors le plus petit ensemble
acl0-clos contenant K qui controˆle L (comparer avec le Lemme 2.2.14).
Comme une extension premie`re a une L0-base rouge, une le´ge`re variation de
la preuve de 2.2.4 nous donne le re´sultat suivant.
Lemme 4.2.6. Soit A/B une extension premie`re (au sein de K∗), et soit B ⊆
B′ ⊆ K∗ avec B′ acl0-clos. On pose A
′ := acl0(AB
′). Alors on a :
(1) Si B′ |⌣
1
B
A, alors A′/B′ est premie`re et B′ |⌣
0
B
A.
(2) δ(A/B′) = δ(A′/B′) ≤ 0, et on a e´galite´ ssi ou bien A ⊆ B′ ou bien A′/B′
est premie`re.
(3) Si B′ = cl0(B
′), alors A ⊆ B′ ou A′/B′ est premie`re.
Une extension parasite se de´compose en une tour ﬁnie d’extensions primi-
tives, et la longueur d’une telle de´composition ne de´pend pas de la de´composition
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choisie. Le Lemme de de´composition 2.2.11 dans le contexte bicolore prend la
forme suivante :
Lemme 4.2.7. Soit K ≤ L une extension finiment engendre´e dans C˜0 avec
d(L/K) = d. Alors, il y a une de´composition K = K0 ≤ K1 ≤ . . . ≤ Km = L, ou`
Ki/Ki−1 est ge´ne´rique rouge pour i ≤ m0, ge´ne´rique blanche pour m0 < i ≤ m1
et primitive pour m1 < i ≤ m. De plus, 2m1 −m0 = d.
Esquisse de preuve. Comme L/K est ﬁniment engendre´e, d0(R
L/K) est ﬁni. On
choisit d’abord une d-base r1, . . . , rm0 de R
L sur K. Cela fournit la suite des ex-
tensions ge´ne´riques rouges, pour Ki := acl1(Kr1 . . . ri). Comme d(R
L/Km0) =
0, tout b ∈ L avec d(b/K) > 0 est force´ment ge´ne´rique blanc. On peut donc in-
ductivement choisir des extensions ge´ne´riques blanches Km0 ≤ Km0+1 ≤ . . . ≤
Km1 jusqu’a` ce que d(L/Km1) = 0. Enﬁn, la de´composition d’une extension pa-
rasite en une tour d’extensions primitives est facile dans le contexte bicolore.
Soit Tω la L-the´orie des structures bicolores riches (une the´orie comple`te par
4.2.5). Comme dans les cas pre´ce´dents, nous voulons axiomatiser cette the´orie
et montrer ensuite qu’elle est supersimple avec une notion de de´viation bien
concre`te. Nous commenc¸ons par un lemme analogue a` 2.3.3. La preuve est si-
milaire et utilise 4.2.6.
Lemme 4.2.8. Soient a/b une extension premie`re et ϕR0 (x, z) une L0(R)-
formule sans quanteurs isolant tpTP0
(ab). Puis, soit ϕ1(x, z) une L1-formule
rang-comple`te (cf. 2.3.1) telle que tp1(a/b) soit ge´ne´rique dans ϕ1(x, b).
Alors pour tout a′, b
′
∈ K ′ ∈ C˜0 avec K
′ |= ϕR0 (a
′, b
′
) ∧ ϕ1(a
′, b
′
) on a
– ou bien a′ ∈ cl0(b
′
),
– ou bien a′/b
′
est une extension premie`re.
Notons que l’on peut toujours trouver une L0(R)-formule sans quanteurs
isolant tpTP0
(ab) par le Fait 4.2.3, car a ⊇ b est acl0-clos. Une formule ϕ(x, z) :=
ϕR0 (x, z)∧ϕ1(x, z) comme dans le Lemme 4.2.8 est appele´e une famille premie`re.
Pour une telle famille premie`re ϕ, on pose θϕ(z) := ∃xϕ
R
0 (x, z)∧ ∃xϕ1(x, z), ou`
l’interpre´tation de ∃xϕR0 (x, z) se fait dans T
P
0 . Cette formule e´tant e´quivalente
a` une L0(R)-formule sans quanteurs (b est acl0-clos !) il n’y a pas d’ambigu¨ıte´.
Nous avons tout ce qu’il faut pour pouvoir donner une axiomatisation de
Tω dans le contexte bicolore. Soit T
′
ω la L-the´orie donne´e par (les L-formules
existentielles a` quantiﬁcation borne´es sont de´ﬁnies pre´cise´ment comme dans la
fusion libre, voir 2.3.4) :
T ′ω(1) : Th(C˜0)
T ′ω(2) : T1
T ′ω(3) : Pour toute famille premie`re ϕ(x, z) := ϕ
R
0 (x
′, z) ∧ ϕ1(x, z) l’axiome
∀z∃x[θϕ(z)→ ϕ(x, z)].
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T ′ω(4) : Soient ϕ1(x, z) une L1-formule et χϕ1(z) := ∃
∞xϕ1(x, z). Puis, soit τ(x, z)
une L-formule existentielle a` quantiﬁcation borne´e, telle que K |= τ(a, b)
implique d(a/b) = 0. Pour ϕ1 et τ , on met l’axiome
∀z∃x[χϕ1(z)→ x ∈ R ∧ ϕ1(x, z) ∧ ¬τ(x, z)].
T ′ω(5) : Soient ϕ1(x, z), χϕ1(z) et τ(x, z) comme dans (4). Pour ϕ1 et τ , on met
l’axiome
∀z∃x[χϕ1(z)→ x 6∈ R ∧ ϕ1(x, z) ∧ ¬τ(x, z)].
La preuve du re´sultat suivant ainsi que celle du Corollaire 4.2.10 se fait
comme dans le cas de la fusion libre. Nous nous contentons donc d’une esquisse
de preuve du premier et nous omettons la preuve du dernier.
Proposition 4.2.9. Les mode`les ℵǫ-sature´s de Tω sont exactement les struc-
tures bicolores riches dans C˜0. En particulier, on a T
′
ω = Tω.
Esquisse de preuve. D’abord, on montre comme dans la preuve de 2.3.14 qu’une
structure riche est un mode`le de T ′ω.
Puis, en utilisant le Lemme 4.2.8 et le Lemme de de´composition 4.2.7, on
montre que le Lemme 2.3.5 reste vrai dans le contexte bicolore sans changement.
On en de´duit qu’il y a suﬃsamment de formules existentielles a` quantiﬁcation
borne´e dans le contexte bicolore. A` l’aide de cela, on e´tablit que tout mode`le
ℵ1-sature´ de T
′
ω est riche (le sche´ma d’axiomes T
′
ω(3) nous garantit que l’on
peut traiter les extensions primitives, tandis que T ′ω(4) et T
′
ω(5) fournissent des
approximations pour des plongements forts d’extensions ge´ne´riques rouges et
blanches, respectivement).
On en de´duit que toute structure bicolore riche est ℵ0-sature´e.
Enﬁn, l’e´galite´ “riche=ℵǫ-sature´” se montre comme la Remarque 2.3.15, dont
nous n’avons pas donne´ la preuve parce qu’elle est tre`s facile.
Corollaire 4.2.10. (0) La cloˆture alge´brique dans Tω est donne´e par la cloˆ-
ture autosuffisante clω.
(1) Soient Ai ⊆ Mi |= Tω pour i = 1, 2. Alors tpω(A1) = tpω(A2) ssi
clK10 (A1)
∼=L cl
K2
0 (A2) ssi cl
K1
ω (A1)
∼=L cl
K2
ω (A2).
(2) Soit L∗ l’expansion par de´finitions de L donne´e par l’ensemble des L-
formules existentielles a` quantification borne´e, et soit T ∗ω la L
∗-the´orie
obtenue en ajoutant les de´finitions des nouveaux pre´dicats Rτ . Alors T
∗
ω
e´limine les quanteurs.
(3) La L-the´orie Tω est presque mode`le-comple`te.
Un e´nonce´ plus ﬁn est possible, car contrairement a` la fusion libre on a un
bon controˆle sans hypothe`se supple´mentaire, et cela meˆme si la the´orie T1 n’est
pas fortement minimale :
Lemme 4.2.11. Soit (T0, T1) un contexte bicolore.
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(1) Soient A ⊆ K ∈ C˜ et A′ ⊆ K ′ ∈ C˜ tels que A controˆle K et A′ controˆle
K ′. Alors, tout L-isomorphisme ι : A ∼= A′ s’e´tend en un L-isomorphisme
ι˜ : K ∼= K ′.
(2) Soient A,A′ ≤ K∗ |= Tω. Alors qftpL(A) = qftpL(A
′) entraˆıne tpω(A) =
tpω(A
′).
Preuve. Dans la situation de (1), soit ι : A ∼= A′ un L-isomorphisme. Comme
K = acl1(A) et K
′ = acl1(K
′), on trouve un L1-isomorphisme ι˜ : K ∼= K
′
e´tendant ι. A ≤ K entraˆıne RK = acl0(R
A), et similairement RK
′
= acl0(R
A′).
Puisque acl0 est invariant par L1-isomorphisme, ι˜ doit pre´server R aussi. C’est
donc un L-isomorphisme.
La partie (2) est une conse´quence de (1), par le Corollaire 4.2.10(1).
Nous ﬁxons la meˆme notion d’inde´pendance que dans la fusion libre :
De´finition 4.2.12. Soient A,B,C ⊆ K, ou` K |= Tω. On pose A |⌣
∗
B
C si et
seulement si
(i) clω(BA) ∩ clω(BC) = clω(B) et
(ii) A |⌣
d
B
C.
Lemme 4.2.13. Soient B ⊆ A,C ⊆ K des sous-ensembles clω-clos de K |= Tω.
Alors sont e´quivalents :
(1) A |⌣
∗
B
C.
(2) A |⌣
1
B
C et AC ≤ K.
(3) D := acl1(AC) est un amalgame libre de A et C au-dessus de B, et D ≤ K.
Preuve. La preuve est similaire a` celle de la Remarque 2.4.2. Nous montrons
uniquement (1)⇒(2), les autres implications e´tant plus faciles.
Soit a ∈ A ﬁni tel que Ba ≤ A. En particulier, Racl0(Ba) = acl0(R
Ba). En
utilisant la modularite´ de T0 et A∩C = B, on obtient d0(R
a/RC) = d0(R
a/RB).
Comme Ba ≤ A = clω(A), on a donc
d(a/C) ≤ δ(acl0(Ca)/C) = 2 d1(a/C)− d0(R
acl0(Ca)/RC)
≤ 2 d1(a/B)− d0(R
acl0(Ca)/RC) ≤ 2 d1(a/B)− d0(R
a/RC)
= 2 d1(a/B)− d0(acl0(R
a)/RB) = δ(a/B) = d(a/B).
Comme A |⌣
d
B
C, on a e´galite´ partout. Cela montre (dans l’ordre des ine´ga-
lite´s de gauche a` droite) : acl0(Ca) ≤ K, A |⌣
1
B
C et Ca ≤ acl0(Ca). On en
de´duit (2).
Lemme 4.2.14. Soient K ≤ A0, A1, A2 des structures bicolores dans C˜0, avec
K |= T1. Supposons donne´s A{0,1}, A{0,2} et A{1,2} dans C˜0 ainsi que des K-
plongements forts ιwk : Ak →֒ Aw de`s que k ∈ w, tels que A{i,j} soit un amalgame
libre des images de Ai et Aj sous les plongements en question.
Alors il existe K ≤ A ∈ C˜0 et des K-plongements forts ιw : Aw →֒ A
satisfaisant
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(1) ιw ◦ ι
w
k = ιw′ ◦ ι
w′
k si k ∈ w ∩ w
′ (ce plongement est note´ ιk),
(2) ι0(A0), ι1(A1), ι2(A2) est une suite |⌣
∗
-inde´pendante au-dessus de K.
Preuve. La preuve est similaire a` celle donne´e pour la courbe ge´ne´rique (Lemme
4.1.10). Pour i 6= j, on a A{i,j} = acl1(AiAj) = clω(AiAj). Par le the´ore`me
d’inde´pendance dans T1, on trouve donc des L1-plongements ι
′
w : Aw →֒ M
′ |=
T1 satisfaisant la condition (1) ainsi que (posant ι
′
k := ι
′
w ◦ ι
w
k )
(2′) ι′0(A0), ι
′
1(A1), ι
′
2(A2) est une suite |⌣
1
-inde´pendante au-dessus de K.
On pose A′i := ι
′
i(Ai) ⊆ M
′ et A′w := ι
′
w(Aw), et on conside`re A
′ :=
acl1(A
′
0A
′
1A
′
2) = acl1(
⋃
w A
′
w). Puis, on de´ﬁnit une L-expansion A de A
′ comme
suit : RA := acl0(
⋃
w ι
′
w(R
Aw)).
En utilisant la proprie´te´ de compatibilite´ (1) pour les plongements ι′w, on
ve´riﬁe que les applications ι′i ainsi que ι
′
w sont des L-plongements avec cette
de´ﬁnition (on les notera ιi et ιw, respectivement). Par construction, la structure
A est (par exemple) un amalgame libre de ι0(A0) et ι{1,2}(A{1,2}) au-dessus de
K, ce qui e´tablit (2).
The´ore`me 4.2.15. Dans le contexte bicolore, la the´orie Tω est supersimple, et
la relation de non-de´viation dans Tω est donne´e par |⌣
∗
.
Soit K ≤ L ≤ K∗ |= Tω avec L/K parasite. Alors SU(L/K) est e´gal
a` la longueur d’une de´composition de L/K en extensions primitives. De plus,
SU(r/K) ≤ ω pour tout e´le´ment r qui est ge´ne´rique rouge au-dessus de K, et
SU(b/K) ≤ ω · 2 pour tout e´le´ment b qui est ge´ne´rique blanc au-dessus de K.
Preuve. Comme dans les preuves pre´ce´dentes, nous utilisons le The´ore`me de
Kim-Pillay pour obtenir la (super-)simplicite´ de Tω ainsi que |⌣ = |⌣
∗
. Comme
avant, la seule diﬃculte´ e´ventuelle est le the´ore`me d’inde´pendance. Or, le re´sul-
tat ne´cessaire d’amalgamation est montre´ dans le Lemme 4.2.14.
Nous calculons le rang SU d’une extension parasite a` l’aide des ine´galite´s de
Lascar. Puis, pour r ge´ne´rique rouge au-dessus de K = clω(K), toute exten-
sion de´viante de tpω(r/K) a` L = clω(L) ⊇ K devient parasite (dans le sens ou`
clω(Lr)/L est une extension parasite), d’ou` SU(r/K) ≤ ω. Finalement, conside´-
rons b ge´ne´rique blanc au-dessus de K, et soit L = clω(L) ⊇ K tel que tpω(b/L)
de´vie au-dessus de K. D’apre`s la de´ﬁnition de |⌣
∗
, on a alors d(b/L) ≤ 1. Dans
une de´composition de L ≤ clω(La) comme dans le Lemme de de´composition
4.2.7, ne ﬁgurent donc que des extensions primitives et au plus une extension
ge´ne´rique rouge. Par les ine´galite´s de Lascar (Fait 1.1.5), on de´duit des rangs
calcule´s ante´rieurement que SU(b/L) < ω · 2, d’ou` SU(b/K) ≤ ω · 2.
Corollaire 4.2.16. Tout type parasite est monobase´.
Preuve. On raisonne comme dans le cas de la fusion libre (Proposition 2.4.14).
Soit donc K ≤ L une extension parasite, et K ≤ M ≤ K∗ |= Tω une extension
quelconque. Alors, L |⌣K M si et seulement si L∩M = K. Cela suit directement
de la de´ﬁnition de |⌣
∗
(et du The´ore`me 4.2.15), car d(L/K) = 0 et L |⌣
d
K
M
est donc toujours vrai.
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Comme dans la fusion libre (voir le Corollaire 2.5.11), on peut montrer le
re´sultat suivant :
Remarque 4.2.17. Dans le contexte bicolore, Tω a la wnfcp.
4.2.2 En ω-stable
Dans cette sous-section, nous e´tudions en plus de de´tails les contextes bico-
lores dans le cas ou` T1 est fortement minimale. En particulier, nous eﬀectuons
des calculs de rang, et nous donnons un re´sultat de coordinatisation (Proposi-
tion 4.2.30). Les hypothe`ses donne´es aux de´but de la Sous-section 4.2.1 restent
en vigueur, et nous demandons de plus :
– La the´orie T1 est fortement minimale.
– L’expansion T1 ⊇ T0 renforce la pre´ge´ome´trie, c’est a` dire pour tout A ⊆
M |= T1 et tout a ∈M avec d1(a/A) = 1 on a acl0(Aa) ( acl1(Aa).
Si les hypothe`ses ci-dessus sont satisfaites pour l’expansion T1 ⊇ T0, on dit
que (T0, T1) est un contexte bicolore fortement minimal .
Comme dans le cas de la fusion libre ω-stable (Chapitre 3), la dernie`re hypo-
the`se sert uniquement a` exclure des cas de´ge´ne´re´s. Ainsi, on e´vite des distinctions
de cas ininte´ressants par la suite.
D’abord, dans le contexte bicolore fortement minimal, on voit que les ana-
logues des re´sultats de la Section 3.1 sont vrais sans hypothe`se supple´mentaire,
car on a un bon controˆle dans tout contexte bicolore d’apre`s le Lemme 4.2.11.
Toute structure bicolore L ∈ C˜0 e´tant un mode`le de T1 (on rappelle que acl1(∅)
est inﬁni par hypothe`se), on a l’unicite´ de l’amalgame libre dans (C˜0,≤) par sta-
tionarite´ des L1-types au-dessus d’un tel L. Comme toute structure k ∈ C0 est
controˆle´e par un uplet ﬁni, la classe (C0,≤) est de´nombrable, ainsi que la classe
des k ≤ l ∈ C0 pour k ﬁxe´, a` k-isomorphisme pre`s. Il existe donc une unique
structure bicolore riche et de´nombrable Kω : la limite de Fra¨ısse´ de (C0,≤). On
voit e´galement que les structures bicolores riches sont exactement les mode`les
ω-sature´s de Tω. L’analogue du Lemme 3.1.6 dans le contexte bicolore fortement
minimal devient :
Lemme 4.2.18. Soient a,B ⊆ K∗ |= Tω avec d(a/B) = 0. On suppose que
k := clω(B) est finiment engendre´e (c’est e´quivalent a` d1(B) < ∞). Alors
tpω(a/B) est isole´.
Preuve. On peut supposer que B = clω(B) = k et (quitte a` agrandir a) que
δ(a/k) = 0. Soit b = cl0(b) ≤ k ﬁni tel que δ(a/b) = 0. On montre d’abord :
(∗) tpω(a/b) est isole´.
Pour prouver (∗), notons que comme δ(a/b) = 0 et b ≤ K∗, on a auto-
matiquement ab ≤ K∗. A fortiori, acl0(R
ba) = Racl0(ba) (ainsi que acl0(R
b) =
Racl0(b)), et qftpL(a/b) de´termine tpω(a/b) (par 4.2.11(2)). On choisit une L0(R)-
formule ϕR0 (x, b) isolant qftpL0(R)(a/b) et une L1-formule ϕ1(x, b) telle que
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tpT1(a/b) soit l’unique type ge´ne´rique dans ϕ1(x, b) au-dessus de b. Posons
ϕ(x, b) := ϕR0 (x, b) ∧ ϕ1(x, b).
Si K∗ |= ϕ(a′, b), on calcule
0 ≤ δ(a′/b) = 2 d1(a
′/b)− d0(R
acl0(a
′b)/Rb)
≤ 2 d1(a
′/b)− d0(R
a′/Rb) ≤ 2RM1(ϕ1(x, b))− d0(R
a′/Rb)
= 2 d1(a/b)− d0(R
a/Rb) = δ(a/b) = 0.
On a donc e´galite´ partout. De gauche a` droite, cela montre δ(a′/b) = 0, a′b ≤
acl0(a
′b) et tpT1(a
′/b) = tpT1(a/b). Par conse´quent, qftpL(a
′/b) = qftpL(a/b)
et donc tpω(a
′/b) = tpω(a/b) par 4.2.11. Cela montre (∗).
Ensuite, il suﬃt de choisir un uplet ﬁni b = cl0(b) controˆlant k tel que
CbT1(a/k) ∈ b et acl0(ab)∩k = b, puis, appliquant (∗), une L-formule ϕ(x, b) qui
isole tpω(a/b). Pour tout a
′ |= ϕ(x, b) on a a′ |⌣
0
b
k, car k = acl1(b), tpT1(a
′/b) =
tpT1(a/b) et a |⌣
0
b
k. Comme tpT1(a/k) est la seule extension non-de´viante de
sa restriction a` b par le choix de b, on conclut par 4.2.11(2), car ka′ ≤ K∗ pour
tout a′ |= ϕ(x, b).
Comme T1 est fortement minimale, le type ge´ne´rique rouge est unique (par le
re´sultat d’e´limination des quanteurs 4.2.11(2)). On le note gr. De meˆme, l’unique
type ge´ne´rique blanc est note´ gb.
The´ore`me 4.2.19. Dans un contexte bicolore fortement minimal, Tω est ω-
stable et comple`te.
Le rang de Lascar d’une extension parasite est e´gal au rang de Morley et
vaut la longueur d’une de´composition en extension primitives (en particulier, il
est fini). On a U(gr) ≤ RM(gr) ≤ ω et U(gb) ≤ RM(gb) ≤ ω · 2.
Preuve. La preuve est similaire a` celle du The´ore`me 3.1.9, a` part le calcul de
rang des deux ge´ne´riques. C’est donc cette partie que nous allons de´montrer.
D’abord, si r est un e´le´ment rouge et d(r/B) = 0, alors on a RM(r/B) =
U(r/B) < ω. Comme gr est le seul 1-type rouge qui reste, on en de´duit que
U(gr) ≤ RM(gr) ≤ ω. Puis, on montre par induction sur n ∈ N :
(ρn) Soit d(a/b) = 1 et k := clω(b) ≤ l0 ≤ l1 ≤ . . . ≤ ln = clω(ab) une
de´composition telle que l0/k soit ge´ne´rique rouge et li/li−1 primitive pour
i = 1, . . . , n. Alors RM(a/b) ≤ ω + n.
Pour n = 0, cela suit de RM(gr) ≤ ω. Soit donc n ≥ 1. On peut supposer
que b ≤ ab ≤ ln. Quitte a` agrandir b ⊆ k, on trouve une L-formule ϕ(x, b) qui
isole l’extension non-de´viante (globale) p de tpω(a/b) parmi toutes les extensions
non-de´viantes des types de la forme tpω(a
′/k′), ou` b ∈ k′ ≤ K∗, d(a′/k′) = 1 et
k′ ≤ l′ := clω(k
′a′) a une de´composition k′ ≤ l′0 ≤ . . . l
′
n′ avec l
′
0/k
′ ge´ne´rique
rouge, l′i/l
′
i−1 primitive pour i = 1, . . . , n
′ et n′ ≥ n. Le soin de trouver une
formule convenable est laisse´ au lecteur (essentiellement, il suﬃt d’utiliser les
Lemmes 4.2.8 et 4.2.11(2)). Inductivement, on sait que tous les types dans ϕ(x, b)
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qui sont diﬀe´rents de tpω(a/b) sont d’un rang de Morley ≤ ω+n−1. A fortiori,
RM(a/b) ≤ ω + n et (ρn) est prouve´.
L’ensemble des (ρn) (plus le fait que RM(a/b) < ω si d(a/b) = 0) implique
RM(p) < ω · 2 pour tout 1-type p diﬀe´rent du type ge´ne´rique blanc gb. On en
de´duit que RM(gb) ≤ ω · 2.
Les calculs de rangs que nous pouvons eﬀectuer ne sont pas entie`rement
satisfaisants, surtout en comparaison avec le re´sultat sur la dichotomie des rangs
dans la fusion libre (Proposition 3.1.17). Or, comme l’existence de structures
d’un certain rang e´tait a` l’origine des structures bicolores (les corps noirs de
[Po99] sont un contre-exemple a` la conjecture de Berline-Lascar mentionne´e
dans l’introduction de la Section 4.2), nous e´nonc¸ons quand-meˆme les re´sultats
partiels que nous avons obtenus.
Proposition 4.2.20 (Calculs de rang).
(1) Si T1 est triviale (donc T0 aussi), alors
U(gr) = 1 ≤ RM(gr) ≤ 2 et U(gb) = 1 ≤ RM(gb) ≤ 3.
En particulier, gb est re´gulier et gb ⊥ gr.
(2) Si T1 n’est pas triviale, on a toujours gb 6⊥ gr et U(gr) ≥ 2. De plus :
(I) Si U(gr) n’est pas fini, alors
U(gr) = RM(gr) = ω et U(gb) = RM(gb) = ω · 2.
C’est le cas par exemple si T0 est triviale.
(II) Si 2 ≤ U(gr) = n < ω, alors U(gb) = 2U(gr)− 1 > U(gr).
Preuve. La preuve de (1) est facile (et pas vraiment inte´ressante). Notons que
si T1 est triviale, acl1 = clω se montre sans peine. Tout s’en de´duit.
Pour prouver (2), on observe d’abord que la strate´gie que nous avons utilise´e
pour montrer le re´sultat analogue dans la fusion libre (Proposition 3.1.17) ne
peut pas fonctionner ici. Clairement, pour α |= gr|k avec k = clω(k), on ne
peut pas trouver d’e´le´ment α′ ∈ clω(kα) tel que U(α/kα
′) > 0, car clω(kα) =
acl1(kα). Pour e´tablir U(gr) ≥ ω, il faudrait donc construire, pour tout n ∈ N,
une extension de´viante de gr de rang ≥ n.
Comme l’expansion T1 ⊇ T0 renforce la pre´ge´ome´trie, elle n’est pas relative-
ment triviale (pour la De´ﬁnition voir 3.1.14) par la Remarque 3.1.15(4).
Montrons d’abord que U(gr) ≥ 2. Soit k ∈ C˜0 avec d1(k) ≫ 0. Comme
T0 ⊆ T1 n’est pas relativement triviale, on peut trouver, par le Lemme 3.1.16(2) :
(∗) r, s, r′ ∈ K1 <L1 k satisfasiant :
– d1(rs/k) = 2 et
– r′ ∈ acl1(krs) \
(⋃
α∈acl0(krs)
acl1(kα)
)
.
Soit l := acl1(krs) (l contient r
′). On en fait une L-structure (une extension
autosuﬃsante de k) en posant Rl := acl0(krsr
′). Le choix (∗) de r, s et r′
implique : acl1(kr
′)∩acl0(krs) = k, et k ≤ k
′ := acl1(kr
′) est donc une extension
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ge´ne´rique rouge, et k′ ≤ l est une extension primitive (acl0(k
′rs)/k′ e´tant une
extension premie`re). En particulier, U(r/k′) = 1 et d(r/k′) = 0. Par ailleurs,
r |= gr|k, car l/ acl1(kr) est une extension primitive (c’est une conse´quence de
(∗) aussi). Donc, gr a une extension de´viante non-alge´brique, d’ou` U(gr) ≥ 2.
Maintenant, nous traitons le ge´ne´rique blanc gb. Soit k ≤ K
∗ comme avant,
avec d1(k)≫ 0. Conside´rons une paire (r1, r2) |= g
(2)
r |k, et soit b ∈ acl1(kr1r2)\⋃
α∈acl0(kr1r2)
acl1(kα). Comme kr1r2 ≤ K
∗, l’e´le´ment b est blanc. Le choix de
b entraˆıne d1(r1r2/kb) = 1 = d1(r/kb) pour tout r ∈ acl0(kr1r2) \ k. En parti-
culier, Racl1(kb) = Rk. Si on pose B := acl1(kb), l’extension B ≤ acl0(Br1r2) est
donc premie`re et B ≤ K∗. Par conse´quent, d(b/k) = 2 et b |= gb|k.
Les ine´galite´s de Lascar montrent :
– Si U(gr) < ω, alors 2U(gr) = U(r1r2/k) = U(r1r2b/k) = U(b/k) +
U(r1r2/k) = U(gb) + 1.
– Si U(gr) = ω, alors ω ·2 = U(r1r2b/k) ≤ U(r1r2/kb)⊕U(b/k) = 1⊕U(gb).
Donc, U(gb) = ω · 2 par le The´ore`me 4.2.19.
Il nous reste a` montrer que si T0 est triviale (et T1 non-triviale), alors U(gr) =
ω. C’est le contenu de 4.2.23(3), voir ci-dessous.
E´nonc¸ons un re´sultat de notre preuve de 4.2.20 :
Lemme 4.2.21. Supposons que T1 est non-triviale et que k est une structure
bicolore avec d1(k)≫ 0. Alors pour tout (r1, r2) |= g
(2)
r |k il existe b ∈ acl1(kr1r2)
avec d(b/k) = 2, c’est a` dire b |= gb|k.
Remarque 4.2.22. Dans le cas (2) de la Proposition 4.2.20, on a d(a/b) =
wgr (a/b), ou` wp(a/b) := wp(stp(a/b)) de´signe le p-poids par rapport a` un type
re´gulier p (voir [Pi96, Ch. 7] pour la de´finition de wp).
Lemme 4.2.23. Supposons T0 triviale et T1 non-triviale, et soit B = cl0(B) ≤
K∗ tel que d1(B)≫ 0.
(1) Soit m ∈ N. Alors il existe am avec les proprie´te´s suivantes :
– d(am/B) = 0 (clω(B) ≤ clω(Bam) est parasite) et am est rouge.
– U(am/B) = m.
(2) Si B′ ≤ acl0(B
′r) = B avec r |= gr|B
′, alors l’e´le´ment am que l’on trouve
dans (1) peut eˆtre choisi de manie`re a` ce que am |= gr|B
′.
(3) On a U(gr) = ω.
Preuve. Nous montrons d’abord (1). Soit B ≤ A1 une extension premie`re quel-
conque et a1 ∈ R
A1 \ B. Comme T0 ⊆ T1 n’est pas relativement triviale
et d1(B) ≫ 0, il existe a, a
′ avec d1(aa
′/B) = 2, a1 ∈ acl1(Baa
′) et a1 /∈⋃
α∈acl0(Baa′)
acl1(Bα), par 3.1.16(2). On les choisit tels que aa
′ |⌣
1
Ba1
A1. On
de´ﬁnit une extension de A1 par A2 := acl0(A1aa
′) et RA2 := acl0(R
A1aa′).
On voit que A1 ≤ A2 est une extension premie`re, car δ(A2/A1) = 0 et
δ(acl0(A1a2)/A1) = 1 pour tout a2 ∈ acl0(Baa
′) \ B = A2 \ A1 (car T0 est
triviale). En utilisant la trivialite´ de T0, on ve´riﬁe que si B ( A˜ ( A2 et
A˜ = cl0(A˜), alors A˜ = A1. Puis, on continue en construisant une extension
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premie`re A2 ≤ A3 telle que si A1 ( A˜ ( A3 et A˜ = cl0(A˜), alors A˜ = A2. Ainsi,
on obtient une chaˆıne d’extensions premie`res
A0 := B ≤ A1 ≤ . . . ≤ Am
telle que si A0 ⊆ A˜ = cl0(A˜) ⊆ Am, alors A˜ = Ai pour un i ∈ {0, . . . ,m}.
Pour am ∈ Am \Am−1 rouge (d’ailleurs, tout e´le´ment de Am \B est rouge par
trivialite´ de T0) on a donc ne´cessairement cl0(Bam) = Am, ce qui donne les
proprie´te´s requises dans (1).
Quant a` (2), conside´rons B′ ≤ B = acl0(B
′r) pour r |= gr|B
′. On raisonne
comme dans la preuve de la Proposition 4.2.20 (l’argument qui donne U(gr) ≥ 2)
pour construire une extension premie`re B ≤ A1 telle que d(a1/B
′) > 0 pour tout
a1 ∈ A1 \B
′. Il n’est pas diﬃcile de voir que d(a/B′) = 1 pour tout a ∈ Am \B
′,
ou` A1 ≤ A2 ≤ . . . ≤ Am est la construction ci-dessus. En particulier, on a
d(am/B
′) = 1 pour am ∈ Am \Am−1. Cela montre (2).
Finalement, (3) est une conse´quence de (2).
Corollaire 4.2.24. Supposons T0 triviale et T1 non-triviale. Alors, on a :
(1) Toute extension ge´ne´rique rouge est approxime´e par des extensions para-
sites.
(2) La the´orie Tω est axiomatise´e par T
′
ω(1, 2, 3) (voir page 113).
Preuve. Soit k = clω(k) et m ∈ N. On peut supposer que d1(k)≫ 0. On choisit
am comme dans le Lemme 4.2.23(1), pour B := k. Alors, lm := clω(kam) est
une extension parasite de k, avec kam ≤2m−1 K
∗, car d0(cl0(kam)/k) ≥ 2m.
(On rappelle que B ≤n A si et seulement si δ(a/B) ≥ 0 pour tout uplet a ∈ A
de longueur au plus n.) Comme qftpL(am/k) = qftpL(r/k), ou` r |= gr|k, cela
montre que gr|k est approxime´ par les types tpω(am/k), d’ou` (1).
Quant a` (2), il suﬃt de montrer que tout mode`le ω-sature´ K ′ |= T ′ω(1, 2, 3)
est riche pour la classe (C0,≤). Or, pour k ≤ l primitive dans C0 et k ≤ K
′, un k-
plongement (fort) de l dans K ′ existe par les axiomes (1,2,3). Cela est e´galement
vrai dans le cas d’une extension parasite l/k. Puis, par (1) et ω-saturation de
K ′, on peut traiter le cas ou` l/k est ge´ne´rique rouge. Finalement, par le Lemme
4.2.21, on sait qu’il suﬃt de plonger une tour de deux extensions ge´ne´riques
rouges pour traiter le cas d’une extension ge´ne´rique blanche aussi.
Exemples 4.2.25. (1) T0 = EVFq ⊆ T1 = EVFq2 , ou` on nomme dans L1 le
mode`le premier de T1 par des constantes. Comme d0(a/B) ≤ 2 d1(a/B) si
B = acl1(B), on a acl1 = clω, et toute extension premie`re est de longueur
2. On peut ve´riﬁer alors a` la main que RM(gr) = U(gr) = 2 et RM(gb) =
U(gb) = 3.
(2) T0 = EVFq comme dans (1), puis, pour un corps (gauche) inﬁni F1 ⊇ Fq,
soit T1 = EVF1 avec un mode`le premier de T1 nomme´ par des constantes.
Comme gb est stabilise´ par tout e´le´ment de K
∗ |= Tω (cela se montre
par un δ-calcul), gb est le type ge´ne´rique de notre groupe (et c’est le
seul). Nous allons montrer qu’il existe une chaˆıne inﬁnie (Hi)i∈N de sous-
groupes de´ﬁnissables de K∗, telle que [Hi+1 : Hi] =∞ pour tout i. Il suit
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que U(Hi+1) > U(Hi) pour tout i, d’ou` U(gb) ≥ ω, et enﬁn U(gr) = ω,
U(gb) = ω · 2 par 4.2.20(2).
Pour construire cette suite, il suﬃt de montrer que si V ( V ′ sont des Fq-
sous-espaces vectoriels ﬁnis de F1, alors le groupe (de´ﬁnissable) V · R :=
{v ·r | v ∈ V, r ∈ R} est un sous-groupe d’indice inﬁni dans V ′ ·R. En eﬀet,
comme F1 est inﬁni, il contient une chaˆıne inﬁnie strictement croissante
(Vi)i∈N de Fq-sous-espaces vectoriels ﬁnis. PosantHi := Vi·R nous donnera
le re´sultat.
Soient donc V ( V ′ des Fq-sous-espaces vectoriels ﬁnis de F1. Pour sim-
pliﬁer l’exposition nous supposerons que 1 ∈ V ′ \ V (on peut toujours se
ramener a` ce cas, en conside´rant cV ( cV ′ pour c−1 ∈ V ′ \ V ). Donc
Fq ⊆ V ′ et Fq ∩ V = (0).
Si [V ′·R : V ·R] e´tait ﬁni, on trouverait un Fq-sous-espace vectoriel A ⊆ K∗
ﬁni (engendre´ par a = (a1, . . . , an) ∈ K
∗) tel que V ′ ·R ⊆ V ·R+A. Soient
k := clω(a) et r
′ |= gr|k, donc r
′ = 1 · r′ ∈ V ′ ·R. Comme r′ ∈ V ·R+A,
il existe a ∈ A ⊆ k, λ ∈ V \ {0} et r ∈ R tels que r′ = a + λ · r. Comme
r′ 6∈ k et k est un F1-espace vectoriel, nous avons F1r
′∩k = F1r∩k = (0).
En particulier,
acl0(r, λ · r) ∩ k = (0).
Par modularite´ de T0 et puisque λ 6∈ Fq, nous obtenons
2 = d0(r, λ · r/∅) = d0(r, λ · r/k) = d0(r, r
′/k).
On en de´duit que δ(r, r′/k) = 0, en contradiction avec d(r/k) = 1.
(3) Soient T0 la the´orie d’un ensemble inﬁni sans structure et T1 = ACFp
pour p = 0 ou premier. C’est le contexte des corps noirs de Poizat [Po99].
Par la Proposition 4.2.20(2.I), on a U(gb) = RM(gb) = ω · 2 et U(gr) =
RM(gr) = ω, ce qui e´tait de´ja` montre´ dans [Po99].
(4) Soient T0 = EVFp ⊆ T1 = ACFp pour p premier. C’est le contexte des
corps rouges de Poizat en caracte´ristique positive. Dans [Po01], il est mon-
tre´ qu’on est dans le cas (2.I), ce qu’on peut aussi montrer par une variation
de la preuve donne´e dans l’exemple (2).
Avant de discuter le collapse dans un contexte bicolore fortement minimal,
nous adaptons les re´sultats de la Section 3.2 au cadre actuel.
De´finition 4.2.26. Dans le contexte bicolore, un type admissible est donne´ par
(la classe de paralle´lisme de) tp(a/k), ou` k ≤ K∗ |= Tω et a est une L0-base
rouge d’une extension premie`re k ≤ A.
Pour les meˆmes raisons que dans la fusion libre, on peut re´duire les questions
de non-orthogonalite´ des types qui sont orthogonaux aux ge´ne´riques aux types
admissibles : tout type admissible est fortement minimal (The´ore`me 4.2.19) ;
par le Lemme de de´composition 4.2.7, tout type re´el et orthogonal aux types
ge´ne´riques est analysable par des types admissibles, et si de plus un tel type p
est fortement minimal, il existe un type admissible non presque orthogonal a` p.
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Soit (T0, T1) un contexte bicolore fortement minimal. On dit qu’on est dans
le cas noir si T0 est la the´orie d’un ensemble inﬁni sans structure, et dans le
cas rouge si T0 est “essentiellement” la the´orie EVFq (voir 4.2.28 ci-dessous).
Le Lemme 3.2.3 s’adapte parfaitement au contexte bicolore fortement minimal.
Notons que par modularite´ de T0, si un uplet rouge b est L0-alge´brique au-dessus
de ka, avec a rouge, alors b ∈ acl0(R
ka).
Lemme 4.2.27. Soient p, q ∈ S(k) admissibles (k = clω(k)). Sont e´quivalents :
(1) p 6⊥ak q,
(2) Il existe a |= p et b |= q tels que a et b sont inter-L0-alge´briques au-dessus
de k (de manie`re e´quivalente : inter-L0-alge´briques au-dessus de R
k).
En particulier, si p 6⊥ q, alors p et q ont la meˆme longueur (disons n), et :
(N) Dans le cas noir, p 6⊥ak q si et seulement si q = σ(p) pour un σ ∈ Sn.
(R) Si T0 est une expansion inessentielle et ω-cate´gorique de la the´orie d’un
Fq-espace vectoriel (le cas rouge), alors p 6⊥ak q si et seulement si q =
Γ · p+ b, pour un Γ ∈ GLn(Fq) et un n-uplet b ∈ Rk.
Le cas noir e´tant ininte´ressant (et facile) en ce qui concerne ⊥ et ⊥(a), et
avec les re´ductions futures en teˆte, nous nous restreignons au cas rouge dans la
suite.
Convention 4.2.28. A` partir de maintenant et jusqu’a` la ﬁn de la Sous-section
4.2.2, on suppose que l’on se trouve dans le cas rouge, ou` T0 est une expansion
inessentielle et ω-cate´gorique de EVFq .
Pour p ∈ Sn(k) admissible, on de´ﬁnit ∆p ainsi que TstabΓ(p) (pour Γ ∈
Gln(Fq)) comme dans la fusion libre, c’est a` dire ∆p := tpω(a1 − a2/k), ou`
(a1, a2) |= p
(2)|k, et
TstabΓ(p) := {c | Pour a |= p|kc on a a
′ := Γ · a+ c |= p|kc}.
Avec ces de´ﬁnitions, le Lemme 3.2.8 ainsi que le Fait 3.2.9 restent vrais, et
cela sans changement. En particulier, si p est localement projectif, p est le type
ge´ne´rique d’une cosette de´ﬁnissable de stab(p) (un groupe fortement minimal),
et ∆p est un type admissible (c’est le ge´ne´rique de stab(p)).
Le type de la pre´ge´ome´trie d’un type admissible se voit aise´ment. En eﬀet,
on montre qu’un type admissible p ∈ Sn(k) est un cosette type si et seulement
si p ↾L1 est un cosette type (la preuve suit les meˆmes lignes que 3.2.10), ce qui
e´tablit le re´sultat suivant :
Lemme 4.2.29. Soit p admissible et p1 := p ↾L1 . Alors, p est non-trivial si et
seulement si p1 est un cosette type.
On utilise les Lemmes 4.2.29 et 3.2.7 pour montrer l’analogue du The´ore`me
3.2.13 dans le contexte bicolore (nous notons que la Proposition 4.2.30 est meˆme
vraie dans tout contexte bicolore fortement minimal, non seulement dans le cas
rouge) :
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Proposition 4.2.30. Supposons que T1 a la DMP. Alors il existe une suite
(ϕi(xi, zi), θi(zi))i∈N, ou` ϕi et θi sont des L-formules sans parame`tres, avec les
proprie´te´s suivantes :
(I) Pour tout i et tout b |= θi(zi), la formule ϕi(xi, b) est fortement minimale
et localement finie.
(II) (Uniformite´ du type de ge´ome´trie) Pour tout i ∈ N, si ϕi(xi, b) a une
pre´ge´ome´trie triviale (localement projective) pour un b |= θi(zi), alors
ϕi(xi, b
′
) a une pre´ge´ome´trie triviale (respectivement : localement projec-
tive) pour tout b
′
|= θi(zi).
(III) (De´ﬁnissabilite´ de l’orthogonalite´) Pour tout i ∈ N il existe une L-formule
χi(zi, z
′
i) telle que pour tout b, b
′
avec |= θi(b) ∧ θi(b
′
) on ait ϕi(xi, b) 6⊥
ϕi(xi, b
′
) si et seulement si |= χi(b, b
′
).
De plus, pour tout i 6= j et tout (b, b
′
) avec |= θi(b)∧θj(b
′
) on a ϕi(xi, b) ⊥
ϕj(xj , b
′
).
(IV) (Coordinatisation du monde parasite) Si p := tpω(a/B) est un type pa-
rasite, alors il existe α¯0, . . . α¯m ∈ clω(Ba) avec a ∈ clω(Bα¯o, . . . , α¯m) tels
que, posant Bi := Bα¯0 . . . α¯i−1 pour i = 0, . . .m, on a ou bien α¯i ∈ clω(Bi)
ou bien tpω(α¯i/Bi) est ge´ne´rique dans ϕj(x, b) pour un j ∈ N et b ∈ Bi.
Comme dans la fusion au-dessus d’un sous-langage, ce re´sultat (en fait une
version le´ge`rement plus forte de ce re´sultat) devait eˆtre le point de de´part d’une
strate´gie de collapse dans le contexte bicolore (voir [HH06, Appendix B] pour
des de´tails).
Cependant, il ne nous e´tait pas possible de surmonter une diﬃculte´ combi-
natoire lie´e au lemme d’amalgamation dans une classe restreinte de structures
bicolores, de´ﬁnie a` l’aide d’une coordinatisation dans le style de 4.2.30. Comme
dans la fusion au-dessus d’un Fq-espace vectoriel, la notion d’une suite aux dif-
fe´rences est l’outil crucial pour re´soudre ces diﬃculte´s combinatoires. Ainsi,
Baudisch, Martin-Pizarro et Ziegler obtiennent dans [BMZ05b] le collapse des
corps rouges, de manie`re comple`tement analogue au collapse dans le cas de la
fusion au-dessus d’un Fq-espace vectoriel.
Nous discutererons a` la ﬁn de la Sous-section 4.2.3 comment on peut utiliser
leur re´sultat pour montrer un collapse dans un cadre plus ge´ne´ral meˆme. Tout
d’abord, nous traitons un contexte bien particulier, dans lequel nous obtenons
un collapse inde´pendamment de [BMZ05b]. Pour mettre ce cas particulier dans
un contexte ge´ne´ral, nous utiliserons les enveloppes affines admissibles de´ﬁnies
exactement comme dans la fusion libre (cf. 3.3.16).
Remarque 4.2.31. Le Lemme 3.3.15 est vrai dans notre contexte bicolore sans
changement. En particulier, travaillant dans la sorte des re´els, on rentre dans
le cadre de 3.3.1 en prenant pour Σ la famille des types parasites, et pour Σ0 la
famille des types admissibles.
Par conse´quent, le Lemme 3.3.17 est vrai dans le contexte bicolore :
(1) (Existence) Pour tout ensemble A ⊆ K |= Tω, il existe A ⊆ E ⊆ K, tel
que E soit une enveloppe affine admissible de A.
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(2) Soit E une enveloppe affine admissible pour A, et soit A ⊆ B ⊆ E. Alors
E est une enveloppe affine admissible pour B. De plus, tout type admissible
p ∈ S(B) qui est re´alise´ dans E est non-modulaire.
(3) (Homoge´ne´ite´) Soient A ⊆ Bi ⊆ Ei pour i = 1, 2, ou` E1 et E2 sont deux
enveloppes affines admissibles de A. Puis, soit f : B1 → B2 une applica-
tion L(A)-e´le´mentaire. Alors f s’e´tend en une application L-e´le´mentaire
f˜ de E1 sur E2.
(4) Soit (G,X) un espace homoge`ne (re´el) de´finissable au-dessus de A, tel
que le type ge´ne´rique de X soit parasite. Puis, soit E une enveloppe affine
admissible de A. Alors X a un point dans E.
De´finition-Proposition 4.2.32. Soit E ⊆ C˜0 la classe des structures bicolores
telle que si L ≤ K∗ |= Tω, alors L ∈ E si et seulement si tout type admissible
au-dessus de L est modulaire.
Alors, E est une classe e´le´mentaire.
Preuve. On peut refaire plus ou moins la preuve de 3.3.19, graˆce au Lemme
4.2.29. Pour simpliﬁer, on suppose dans la preuve que T1 a la DMP (le re´sultat
est vrai sans cette hypothe`se). On indique brie`vement les changements qu’il faut
faire dans la preuve de 3.3.19.
On conside`re un type admissible projectif q = ∆q ∈ Sn(k), et on pose
q1 := q ↾ L1 . Puis, on choisit des L1-formules ϕ1(x, z), θ1(z) et G1(x, z) telles
que si l’on pose ϕ(x, z) := ϕ1(x, z) ∧
∧n
i=1R(xi), les proprie´te´s suivantes sont
satisfaites :
(i) Si b
′
|= θ1(z), alors ϕ1(x, b
′
) est non-vide de degre´ de Morley 1, et le
stabilisateur du type L1-ge´ne´rique de ϕ1(x, b
′
) est donne´ par G1(x, b
′
).
(ii) Pour tout b
′
|= θ1(z), la formule ϕ(x, b
′
) est fortement minimale, et
son unique type ge´ne´rique qb′ est admissible. De plus, qb′ ↾ L1 est le type
ge´ne´rique de ϕ1(x, b
′
).
(iii) q est code´ par (ϕ, θ1), c’est a` dire il existe b |= θ1 tel que q|K
∗ = qb|K
∗.
(iv) Si |= θ1(b
′
), alors RMT1(ϕ1(x, b
′
)∆G1(x, b
′
)) < RMT1(ϕ1(x, b
′
)), c’est a`
dire ϕ1(x, b
′
) et G1(x, b
′
) co¨ıncident ge´ne´riquement.
Pour tout (ϕ1, θ1, G1) satisfaisant (i–iv) ci-dessus, on met l’axiome
(ǫ) ∀z∀y∃x{θ1(z)→ G1(x− y) ∧
∧n
i=1R(xi)}.
A` partir de la`, on peut continuer la preuve comme dans 3.3.19, montrant que
tous les axiomes de la forme (ǫ) donnent une axiomatisation de la classe E .
Le re´sultat suivant se montre comme dans la fusion libre (on combine 3.2.19
et 3.2.21).
Lemme 4.2.33. Dans un contexte bicolore (fortement minimal, cas rouge),
sont e´quivalents :
(i) Tω est monobase´e.
(ii) T1 est monobase´e.
126 CHAPITRE 4. VARIATIONS SUR LA FUSION
Si les conditions e´quivalentes (i) et (ii) sont satisfaites, on dit qu’on est dans
le contexte bicolore abe´lien, et on a alors :
(1) Tω est non-multidimensionnelle.
(2) Aucun type admissible dans Tω n’est trivial.
4.2.3 Re´sultats de collapse
Dans cette sous-section, nous regroupons des re´sultats de collapse que l’on
peut obtenir dans le contexte bicolore fortement minimal. Comme dans la fu-
sion libre, nous traitons d’abord le contexte bicolore abe´lien, un cas bien plus
e´le´mentaire que le cas ge´ne´ral, car Tω est alors une the´orie dimensionnelle par
4.2.33.
Supposons donc que T0 est une expansion inessentielle et ω-cate´gorique de
EVFq , et que T1 ⊇ T0 est une expansion fortement minimale monobase´e. Les
autres hypothe`ses de la Sous-section 4.2.2 restent en vigueur (acl1(∅) est inﬁni et
T0 ⊆ T1 renforce la pre´ge´ome´trie). De plus, pour faciliter l’exposition, on suppose
que dcli(∅) = acli(∅) pour i = 0, 1 (il suﬃt d’ajouter quelques constantes).
Soit p = ∆p un type admissible dans Tω. Donc, p = p(x1, . . . , xnp) est base´
sur ∅ et, par le Lemme 4.2.29, p1 := p↾L1 est le type ge´ne´rique d’un sous-groupe
L1(∅)-de´ﬁnissable connexe G1 de (V0,+)
np , ou` (V0,+) est le groupe additif du
Fq-espace vectoriel L0-de´ﬁnissable sous-jacent. Le groupe G1 ∩ Rnp est alors
fortement minimal (et localement ﬁni) avec type ge´ne´rique p, et on peut isoler
p(x) par la L-formule sans quanteurs
G1(x) ∧
np∧
i=1
R(xi) ∧ pd0(x) = npq.
Soit D′ la classe des types admissibles de cette forme (D′ est borne´, car tous
ces e´le´ments sont sur ∅).
Comme il s’agit de ge´ne´riques de groupes, on a p 6⊥ q pour p, q ∈ D′ si et
seulement si p = Γ · q pour un Γ ∈ GLnp(Fq). Soit D ⊆ D
′ un syste`me de
repre´sentants des classes de non-orthogonalite´ dans D′. Puis, on conside`re une
fonction
µ : D → N,
et on pose
C˜µ0 := {M ∈ C˜0 | dimM (p) ≤ µ(p) pour tout p ∈ D}.
Rappelons que dans le contexte de fusion abe´lien, nous avons d’abord consi-
de´re´ des fonctions µ : D → N ∪ {∞}, et c’e´tait uniquement pour obtenir une
the´orie fortement minimale qu’il fallait que la fonction µ soit a` valeurs dans N.
Nous pourrions faire la meˆme chose ici, mais pour simpliﬁer l’exposition, nous
nous restreignons cette fois-ci de`s le de´part aux fonctions µ a` valeurs dans N.
La classe C˜µ0 est e´le´mentaire, et nous posons C
µ
0 := C˜
µ
0 ∩ C0.
Nous proce´dons comme dans le collapse dans le contexte de fusion abe´lien,
dans la mesure ou` nous construisons directement une structure bicolore Mµ ∈
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C˜µ0 , telle que l’aˆge fort de M
µ soit e´gal a` Cµ0 et telle que M
µ soit riche pour la
classe (Cµ0 ,≤).
Nous travaillons dans une structure bicolore M∗ qui est un mode`le ω-sature´
de Tω, et nous construisons M
µ comme sous-structure autosuﬃsante de M∗.
Dans M∗, on choisit :
– pour tout p ∈ D : une suite de Morley (b
p
i )0≤i<µ(p) dans p, puis Bp :=⋃
i<µ(p) b
p
i ,
– une suite de Morley (bgri )i<ω dans gr, puis Bgr , l’ensemble de tous ces b
gr
i .
Comme les types dans D∪ {gr} sont 2 a` 2 orthogonaux, les composantes de
toutes ces suites forment un syste`me inde´pendant, c’est a` dire⋃
q∈D∪{gr}
Bq |=
(⊗
p∈D
p(µ(p))
)
⊗
⊗
g(ω)r .
Soit B := clω(
⋃
q∈D∪{gr}
Bq), et soit ﬁnalement M
µ ≤ M∗ une enveloppe
aﬃne admissible de B.
Lemme 4.2.34. Avec les notations ci-dessus, on a :
(1) Mµ ∈ C˜µ0 ; plus pre´cise´ment, pour p ∈ D on a dimMµ(p) = µ(p). De plus,
d(Mµ) = ℵ0.
(2) Soit k ≤Mµ et k ≤ l ∈ Cµ0 . Alors il existe un k-plongement fort de l dans
Mµ.
(3) L’ aˆge fort de Mµ, c’est a` dire l’ensemble des structures bicolores finiment
engendre´es et autosuffisantes dans Mµ, est e´gale a` Cµ0 .
(4) La classe (Cµ0 ,≤) a la proprie´te´ d’amalgamation et est connexe, et M
µ est
la limite de Fra¨ısse´ de (Cµ0 ,≤).
Preuve. La preuve de (1),(3) et (4) se fait comme celle de 3.4.2. La de´mons-
tration de (2) est plus complique´e ici, et nous la donnons. Soient k ≤ l ∈ Cµ0
et k ≤ Mµ. Les cas l/k primitive ou ge´ne´rique rouge se font comme dans la
preuve de 3.4.2, et c’est donc une extension ge´ne´rique blanche que nous devons
conside´rer, c’est a` dire le cas ou` l = acl1(kb) pour un b ∈ l avec d(b/k) = 2.
Pour k-plonger fortement l dansMµ, il suﬃt de trouver b′ ∈Mµ avec b′ |= gb|k.
Or, on peut supposer que d1(k) >> 0, quitte a` remplacer k par k
′ telle que
k ≤ k′ ≤ Mµ, ou` k′/k est une tour suﬃsamment large d’extensions ge´ne´riques
rouges, et il existe donc un b′ ∈ Mµ avec b′ |= gb|k
′, par le Lemme 4.2.21. A
fortiori, b′ |= gb|k.
Soit Tµ := ThL(M
µ). Puis, soit T ′µ la L-the´orie suivante :
T ′µ(1) : Th(C˜0)
T ′µ(2) : dim(p) = µ(p) pour tout p ∈ D
T ′µ(3) : Une structure bicolore L est mode`le de T ′µ(3) si et seulement si L ∈ E .
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T ′µ(4) : Soit ϕ1(x, z) une L1-formule et χϕ1(z) := ∃
∞xϕ1(x, z). Puis, soit τ(x, z)
une L-formule existentielle a` quantiﬁcation borne´e, telle que K |= τ(a, b)
implique d(a/b) = 0. Pour ϕ1 et τ , on met l’axiome
∀z∃x[χϕ1(z)→ x ∈ R ∧ ϕ1(x, z) ∧ ¬τ(x, z)].
Notons que T ′µ(3) est de premier ordre par 4.2.32.
Les re´sultats contenus dans le lemme suivant se montrent comme leurs ana-
logues dans le contexte de fusion abe´lien (cf. 3.4.3, 3.4.4 et 3.4.6).
Lemme 4.2.35. (1) Les structures bicolores dans C˜µ0 qui sont riches pour
(Cµ0 ,≤) sont pre´cise´ment les mode`les ω-sature´s de T
′µ. En particulier,
T ′µ = Tµ, et c’est une the´orie comple`te.
(2) Pour i = 1, 2, soient Ai ≤ Mi |= T
µ. Alors, tpTµ(A1) = tpTµ(A2) si et
seulment si qftpL(A1) = qftpL(A2).
(3) Dans Tµ, la cloˆture alge´brique est donne´e par cld.
The´ore`me 4.2.36. La the´orie Tµ est comple`te et presque fortement minimale
(donc ℵ1-cate´gorique). De plus, on a :
(1) Le pre´dicat R de´finit un ensemble fortement minimal dans Tµ.
(2) Pour tout a,B ⊆M ′ |= Tµ on a
RM(a/B) = U(a/B) = d(a/B).
En particulier, RDM(Tµ) = (2, 1) avec gb comme unique type ge´ne´rique.
Preuve. Dans le Lemme 4.2.40 ci-dessous, nous donnerons une preuve abstraite
incorporant le The´ore`me 4.2.36.
Remarque 4.2.37. Dans un contexte bicolore abe´lien ainsi que dans un con-
texte de fusion abe´lien, nos preuves de collapse ne de´pendent pas du fait que
les langages Li soient de´nombrables. Les re´sultats de collapse correspondants (le
The´ore`me 3.4.7 ainsi que le The´ore`me 4.2.36) restent alors vrais pour des Li
arbitraires.
Nous donnons maintenant une formalisation de la notion de collapse dans
le contexte bicolore fortement minimal, aﬁn d’aborder le proble`me d’existence
d’un collapse dans un contexte bicolore quelconque.
De´finition 4.2.38. Soit (T0, T1) un contexte bicolore fortement minimal. Un
collapse pour (T0, T1) est la donne´e d’une classe e´le´mentaire (non-vide) de L-
structures C˜c0 ⊆ C˜0 qui satisfait aux proprie´te´s suivantes :
(i) C˜c0 est “clos par sous-structure bicolore”, c’est a` dire si K ⊆ L ∈ C˜
c
0 pour
une structure bicolore K ∈ C˜0, alors K ∈ C˜
c
0.
(ii) Si k ≤ K ∈ C˜c0, et k ≤ l ∈ C0 est une extension primitive, alors il existe
n ∈ N tel que l(n) ne se k-plonge pas dans K, ou` l(n) := l ⊗k l . . . l ⊗k l︸ ︷︷ ︸
n fois
.
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(iii) (C˜c0,≤) a la proprie´te´ d’amalgamation (la proprie´te´ du plongement com-
mun en de´coule par (i)).
(iv) Si T c est la L-the´orie des structures bicolores dans C˜c0 qui sont riches pour
la classe (Cc0,≤), alors tout mode`le ω-sature´ de T
c est riche pour (Cc0,≤).
Ici, Cc0 de´note la classe des structures bicolores ﬁniment engendre´es qui
sont dans C˜c0.
(v) SoientK ∈ C˜c0 et L/K une extension ge´ne´rique rouge ou ge´ne´rique blanche.
Alors L ∈ C˜c0.
Si b est un uplet ﬁni de parame`tres et (Cc,≤) un collapse pour le contexte bi-
colore (T0(b), T1(b)), on dira e´galement que (C
c,≤) est un collapse pour (T0, T1).
La de´ﬁnition (abstraite) d’un collapse dans le contexte bicolore est presque
la meˆme que dans le cas de la fusion (cf. la De´ﬁnition 3.5.1). Ne´anmoins, il faut
ajouter la proprie´te´ (v) qui garantit que dans un mode`le ω-sature´ de la the´o-
rie collapse´e T c, au-dessus de tout ensemble de parame`tres ﬁni, les ge´ne´riques
rouges et blanc soient re´alise´s. Dans la fusion, la proprie´te´ analogue e´tait une
conse´quence de (i-iv).
Remarque 4.2.39. Dans le contexte bicolore abe´lien, la classe (C˜µ0 ≤) est un
collapse au sens de 4.2.38.
Preuve. Il suﬃt de combiner 4.2.34 et 4.2.35.
Lemme 4.2.40. Soit C˜c0 un collapse pour le contexte bicolore fortement minimal
(T0, T1) (au sens de 4.2.38). Puis, soit T
c la L-the´orie des structures bicolores
riches dans C˜c0 pour la classe (C
c
0,≤). Alors T
c est comple`te, et pour M c |= T c
on a :
(1) Si a ≤M c, alors tpT c(a) est de´termine´ par qftpL(a).
(2) Pour A ⊆M c on a aclT c(A) = cld(A).
(3) Le pre´dicat R de´finit un ensemble fortement minimal dans T c.
(4a) Si T1 est triviale, T
c est de rang de Morley ≤ 2 et deux-dimensionnelle ;
les classes de non-orthogonalite´ de types re´guliers sont donne´es par gr et
gb.
(4b) Si T1 n’est pas triviale, T
c est presque fortement minimale (donc ℵ1-
cate´gorique), et pour tout a,B ⊆M c on a
RM(a/B) = U(a/B) = d(a/B).
En particulier, RDM(T c) = (2, 1) avec gb comme unique type ge´ne´rique.
Preuve. C’est similaire a` 3.5.2, mais un peu plus complique´. D’abord, (1) est une
conse´quence plus ou moins directe de (iii) et (iv). Quant a` (2), aclT c(A) ⊆ cld(A)
suit de (ii) et (1), tandis que (v) et (1) entraˆınent cld(A) ⊆ aclT c(A).
Puis, pour montrer (3), soit r ∈ M ′ < M c un e´le´ment rouge quelconque. Si
d(r/M c) = 0, alors r ∈ M c par (2). Sinon, r est ge´ne´rique rouge au-dessus de
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M c. Or, dans T c il y a un seul type d’e´le´ment ge´ne´rique rouge par (1), ce qui
montre (3).
La partie (4a) est facile. Montrons enﬁn (4b). Si T1 n’est pas triviale, et si a
est un uplet ﬁni tel que pour k = clω(a) on a d1(k)≫ 0, alors pour toute paire
(r1, r2) |= g
(2)
r |k il existe b ∈ acl1(kr1r2) tel que b soit ge´ne´rique blanc au-dessus
de k, par 4.2.21.
Montrons que aclT c(aR
Mc) = M c. Soit α ∈ M c quelconque. Si d(α/k) ≤ 1,
il est facile de voir que α ∈ aclT c(aR
Mc), en utilisant (2). Conside´rons α tel
que d(α/k) = 2, et soient r1, r2 et b comme dans le paragraphe pre´ce´dent.
Alors, tpT c(α/k) = tpT c(b/k) et b ∈ aclT c(kr1r2) = aclT c(ar1r2). On en de´-
duit qu’il existe e´galement r′1, r
′
2 rouges tels que α ∈ aclT c(ar
′
1r
′
2), montrant
aclT c(aR
Mc) =M c.
La the´orie T c est donc presque fortement minimale et en particulier ℵ1-
cate´gorique.
Pour montrer d(a/B) = U(a/B) = RM(a/B) pour tout uplet ﬁni a et tout
B ⊆ M c, il suﬃt de montrer que d(a/B) = U(a/B) pour tout singleton a, car
U(a/B) = RM(a/B) < ω dans toute the´orie ℵ1-cate´gorique et d ainsi que U
sont additifs. Si d(a/B) = 0, alors a est alge´brique au-dessus de B par (2), d’ou`
U(a/B) = 0. Puis, si d(a/B) = 1, on voit facilement que a est interalge´brique
(au sens de T c) avec un e´le´ment ge´ne´rique rouge. Donc, U(a/B) = 1 par (3).
Finalement, si d(a/B) = 2, l’argument que nous avons donne´ ci-dessus montre
que a est interalge´brique avec une paire (r1, r2) d’e´le´ments ge´ne´riques rouges
(inde´pendants). A fortiori, U(a/B) = U(r1r2/B) = 2.
Le re´sultat suivant se montre comme son analogue dans la fusion (Proposi-
tion 3.5.3).
Proposition 4.2.41. Soit (T0, T1) un contexte bicolore fortement minimal, et
soit D′0 un ensemble fortement minimal (∅-)interpre´table dans T0. Pour i = 0, 1,
soit T ′i la morleyise´e de la the´orie de D
′
0 avec toute la structure induite par Ti.
On suppose :
– T ′0 est modulaire,
– T ′i est fortement minimale pour i = 0, 1,
– il existe un collapse pour le contexte bicolore (T ′0, T
′
1).
Alors il existe un collapse pour (T0, T1) aussi. Plus pre´cise´ment, si C˜
′c
0 est
un collapse pour (T ′0, T
′
1), avec T
′c la the´orie des riches dans C˜′c0 , alors
C˜c0 := {K ∈ C˜0 |D
′
0(K) ∈ C˜
′c
0 }
donne un collapse pour (T0, T1), et K |= T
c ssi K ∈ C˜0 et D
′
0(K) |= T
′c. Ici, si
K ∈ C˜0, l’ensemble des points rouges R
′K′ dans K ′ := D′0(K) est de´fini comme
R′K
′
:= acleq0 (R
K) ∩K ′.
Fait 4.2.42 ([BH00]). Supposons que T1 a la DMP et que T0 est la the´orie d’un
ensemble infini sans structure (le cas noir). Alors il existe un collapse pour le
contexte bicolore (T0, T1).
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Notons que dans leur preuve de l’existence d’un collapse des corps noirs
[BH00], Baldwin et Holland remarquent que l’on pourrait remplacer la the´orie
ACFp par n’importe quelle the´orie fortement minimale T1 (dans un langage
de´nombrable) ayant la DMP et telle que T1 e´limine les imaginaires. Or, on peut
se passer de l’hypothe`se sur l’e´limination des imaginaires, comme le montre par
exemple la preuve simpliﬁe´e du collapse des corps noirs donne´e dans [BMZ06].
Fait 4.2.43 ([BMZ05b]). Il y a un collapse pour les corps rouges en caracte´ris-
tique positive, c’est a` dire dans le contexte bicolore ou` T1 = ACFp et T0 = EVFp .
En inspectant la preuve du Fait 4.2.43 donne´e par Baudisch, Martin-Pizarro
et Ziegler, on voit qu’elle se ge´ne´ralise sans proble`me au re´sultat suivant. Le seul
changement a` faire concerne l’axiomatisation de la the´orie des structures riches
du collapse. Dans un contexte quelconque, on est oblige´ d’ajouter des axiomes
qui garantissent l’existence d’e´le´ments ge´ne´riques (rouges et blancs) au-dessus
de tout ensemble ﬁni de parame`tres. Cela se fait (voir les axiomes T ′ω(4, 5) sur
la page 114).
Fait 4.2.44. Supposons que T1 a la DMP et que T0 est essentiellement donne´e
par EVFq (le cas rouge). Alors il existe un collapse pour le contexte bicolore
(T0, T1).
The´ore`me 4.2.45. Soit (T0, T1) un contexte bicolore fortement minimal. On
suppose que T1 a la DMP. Alors il existe un collapse pour (T0, T1). En parti-
culier, si T1 n’est pas triviale, il existe une L-structure (M,R
M ) avec M |= T1
et RM 4L0 M , telle que (M,R
M ) soit presque fortement minimale (avec un
unique type ge´ne´rique de rang 2) et telle que RM soit fortement minimal.
Preuve. On utilise le Lemme 3.2.4 et la Proposition 4.2.41 pour re´duire le pro-
ble`me de l’existence d’un collapse aux cas rouge et noir.
Le cas noir se collapse par le Fait 4.2.42, tandis que le cas rouge se collapse
par le Fait 4.2.44.
Remarque 4.2.46. Si T1 est triviale, on peut aussi donner un collapse “a` la
main”. On de´finit une classe C˜c0 ⊆ C˜0 comme suit : une structure bicolore K est
dans C˜c0 si et seulement si pour tout a, b avec b ∈ acl1(a) et a, b ∈ R on a a = b.
Ce sont exactement les L-structures de la forme (M,RM ), avec M |= T1 telle
qu’il y a au plus un point rouge sur chaque ensemble de la forme acl1(a) (ou`
a ∈M est un singleton), et telle que aucun point rouge ne soit dans acl1(∅). La
classe C˜c0 est un collapse, comme on voit facilement.
Ce collapse explicite correspond d’ailleurs a` une classe C˜µ0 pour µ ≡ 0, de´finie
de manie`re analogue que dans le contexte bicolore abe´lien. On ve´rifie que Tω est
dimensionnelle dans ce cas, n’ayant que des types admissibles base´s sur ∅ (tous
de longueur 2). Comme il n’y a que des types admissibles triviales dans ce cas,
l’argument est bien plus e´le´mentaire que dans un contexte bicolore abe´lien, car
les types admissibles non-modulaires sont les plus durs a` maˆıtriser.
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Chapitre 5
Automorphismes ge´ne´riques
et amalgames
Soit T une the´orie dans un langage L, et soit Lσ = L ∪ {σ}, ou` σ est un
nouveau symbole de fonction unaire, et conside´rons la Lσ-the´orie Tσ qui est
obtenue en ajoutant a` T des axiomes exprimant que σ est un automorphisme
du mode`le de T . On suppose que T est mode`le-comple`te. Cela entraˆıne que
Tσ est une the´orie inductive, et elle a une mode`le-compagne (note´e TA, si elle
existe) si et seulement si la classe des mode`les existentiellement clos de Tσ est
une classe e´le´mentaire. Si c’est le cas, on dira que l’automorphisme ge´ne´rique
est axiomatisable, ou encore que TA existe.
Si la the´orie T du de´part n’est pas mode`le-comple`te, nous dirons que l’auto-
morphisme ge´ne´rique est axiomatisable, s’il est axiomatisable pour une expan-
sion par de´ﬁnition T ∗ de T qui est mode`le-comple`te.
Si T a la proprie´te´ de l’ordre stricte, on sait que TA n’existe pas [KS02], et on
ne connaˆıt aucune the´orie instable T pour laquelle TA existe. Nous supposerons
donc dans la suite que T est stable.
Si TA existe, alors toutes ses comple´tions sont simples [CP98] (supersimple si
T est superstable), et en ge´ne´ral instables. L’e´tude de TA (paradigmatiquement
celle de ACFA dans [CH99]) s’est ave´re´e extreˆmement importante pour les
applications de la the´orie des mode`les en ge´ome´trie alge´brique et en the´orie des
nombres [Hr01, Sc02, Hr04].
Dans ce chapitre, nous allons donner un crite`re simple garantissant l’axio-
matisabilite´ de l’automorphisme ge´ne´rique, pour des the´ories T stables et com-
ple`tes. Nous ve´riﬁons ensuite que ce crite`re est satisfait par plusieurs des the´ories
que nous avons conside´re´es dans cette the`se, ainsi que par d’autres the´ories ob-
tenues par la me´thode d’amalgamation de Hrushovski sans collapse. Avant de
pre´ciser les contextes, pour e´viter des re´pe´titions, nous ﬁxons quelques nota-
tions : Les the´ories T1 et T2 sont des expansions fortement minimales de la
the´orie T0. La the´orie T0 est totalement cate´gorique et modulaire, et les the´ories
T1 et T2 ont la DMP.
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Seront inclus dans la suite :
(A) L’exemple “ab initio” de Hrushovski avant collapse [Hr93] (cf. 1.4.12(1)).
(B) La the´orie Tω de la fusion libre de T1 et T2 au-dessus de T0, issue d’un
contexte de fusion fortement minimal (T0, T1, T2) (cf. 3.1.1).
(C) La the´orie Tω issue du contexte bicolore fortement minimal (T0, T1), trai-
te´e dans la Sous-section 4.2.2 (en particulier les corps noirs de Poizat en
toute caracte´ristique [Po99], ainsi que les corps rouges de Poizat en carac-
te´ristique positive [Po01]).
(D) La the´orie d’une courbe plane ge´ne´rique dans T1, traite´e dans la Sec-
tion 4.1 (en particulier la courbe plane ge´ne´rique dans ACF e´tudie´e dans
[CHKP02]).
(E) Les corps verts en caracte´ristique 0 (voir [Po01]).
Remarque. Les contextes (A-E) se collapsent. Par ailleurs, les the´ories col-
lapse´es ont toutes un rang de Morley fini et additif, et elles ont la DMP. On
sait alors axiomatiser l’automorphisme ge´ne´rique pour les versions collapse´es,
par des re´sultats de [CP98].
5.1 Un crite`re simple
Le cadre que nous pre´sontons dans cette section et dans lequel on sait axio-
matiser l’automorphisme ge´ne´rique permet une uniﬁcation de plusieurs preuves
existantes (dans des contextes ou` on sait e´galement axiomatiser). C’est plutoˆt un
principe ge´ne´ral pour organiser de telles preuves. Quand on le compare avec la
caracte´risation des the´ories stables et comple`tes dans lesquelles l’automorphisme
ge´ne´rique est axiomatisable donne´e dans [BS01], ou encore avec la reformulation
de cette caracte´risation dans [Pi02], le crite`re que nous pre´sentons est de nature
plus “ge´ome´trique”, car il met en jeu des conside´rations globales.
De´finition 5.1.1. Soit T une the´orie stable et comple`te. On suppose qu’on a
une relation de ge´ne´ricite´ Rg de´ﬁnie sur les paires de la forme (p(x), ϕ(x)) ou`
p(x) ∈ S(B) est un type fort et ϕ(x, b) ∈ p une formule a` parame`tres dans B.
Si (p, ϕ) est dans Rg, on dit que p est ge´ne´rique dans ϕ. Si a est un uplet
satisfaisant une formule ϕ a` parame`tres dans B, on dit que a est ge´ne´rique dans
ϕ au-dessus de B si p := stp(a/B) est ge´ne´rique dans ϕ (c’est a` dire si (p, ϕ)
est dans Rg).
Une formule (sans parame`tres) ψ(x, z) est jolie si pour tout b tel que ψ(x, b) 6=
∅ et pour tout mode`le M contenant b il y a un unique type p ∈ S(M) qui est
ge´ne´rique dans ψ(x, b). Puis, on dit que ψ(x, b) 6= ∅ est jolie si ψ(x, z) l’est.
Un type p ∈ S(M) (ou` M est un mode`le) est joli si l’ensemble J(p) de´ﬁni
ci-dessous est coﬁnal dans p (c’est a` dire si J(p) ⊢ p) :
J(p) := {ψ(x, b) jolie | p ge´ne´rique dans ψ(x, b), b ∈M}.
Une relation Rg comme ci-dessus est une bonne notion partielle de ge´ne´ricite´
(pour T ) si elle satisfait aux proprie´te´s suivantes :
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(1) Rg est invariante par automorphismes et permutations de variables.
(2) Supposons que |= ϕ(a, b) et a |⌣bB. Alors a est ge´ne´rique dans ϕ(x, b)
au-dessus de b ssi a est ge´ne´rique dans ϕ(x, b) au-dessus de Bb.
(3) Il y a suﬃsamment de types jolis, dans le sens que pour tout n-type p0
au-dessus d’un mode`le M , il existe (pour un certain m) un type joli p ∈
Sn+m(M) tel que π(p) = p0, π e´tant la projection naturelle S
n+m(M)→
Sn(M).
(4) Soit x = (x1, x2), et soient ψ(x, b) et ϕ(x1, b1) des formules jolies, avec
types ge´ne´riques p(x) et p1(x1) dans S(B), respectivement (B contenant
b et b1), et telles que b1 ⊆ b et |= ψ(x, z)→ ϕ(x1, z1). Alors, si π1(p) = p1,
il existe θ(z) ∈ tp(b/∅) telle que pour tout b
′
|= θ(z), on ait ψ(x, b
′
) 6= ∅,
et l’unique type ge´ne´rique p′ dans ψ(x, b
′
) se projette sur l’unique type
ge´ne´rique p′1 de ϕ(x1, b
′
1).
Proposition 5.1.2. Soit T une the´orie stable, comple`te et mode`le-comple`te.
Supposons que T admet une bonne notion partielle de ge´ne´ricite´. Alors la the´orie
TA existe.
Preuve. Soient (M,σ) |= Tσ et p˜(x, x
′, xr) ∈ S
2n+k(M) un type joli se proje-
tant sur des types jolis p(x) et p′(x′) dans Sn(M) tels que p′ = σ(p). Soient
ψ(x, x′, xr, b˜) ∈ J(p˜), puis ϕ(x, b) ∈ J(p) et donc ϕ(x
′, σ(b)) ∈ J(p′) telles que
b˜ ⊇ bσ(b) (c’est a` dire z˜ ⊇ zz′) et |= ψ(x, x′, xk, z˜) → ϕ(x, z) ∧ ϕ(x
′, z′). Puis,
soient θ(z˜) et θ′(z˜) donne´es par la proprie´te´ (4) pour les paires de formules
(ψ(x, x′, xr, b˜), ϕ(x, b)) et (ψ(x, x
′, xk, b˜), ϕ(x
′, σ(b))). Posons Θ(z˜) := θ(z˜) ∧
θ′(z˜) ∧ σ(z) = z′. Pour une telle situation, on met l’axiome suivant :
∀z˜∃xxr[Θ(z˜)→ ψ(x, σ(x), xr, z˜)].
Maintenant, on montre que les mode`les existentiellement clos de Tσ sont
exactement les mode`les de Tσ qui satisfont tous les axiomes du type de´crit.
Soit (M,σ) un mode`le existentiellement clos de Tσ. Supposons que (M,σ) |=
Θ(b˜) pour un b˜ ∈ M , ou` Θ(z˜) est associe´e aux formules jolies ψ(x, x′, xr, z˜) et
ϕ(x, z). Cela veut dire que l’unique type ge´ne´rique p˜ de ψ(x, x′, xr, b˜) se projette
sur les uniques types ge´ne´riques p et p′ = pσ de ϕ(x, b) et ϕ(x′, σ(b)) respecti-
vement. Notons que l’e´galite´ p′ = σ(p) utilise l’unicite´ d’un type ge´ne´rique dans
une formule jolie ainsi que l’invariance par automorphisme de la notion de ge´ne´-
ricite´. On choisit une solution a˜ = (a, a′, ar) |= p˜|M . Par conse´quent, on a a |=
p|M et a′ |= (p|M)σ, et il y a doncM 4 N contenant a˜ et σ∗ ∈ Aut(N) e´tendant
σ satisfaisant σ∗(a) = a′, d’ou` (N,σ∗) |= ∃xxrψ(x, σ(x), xr, b˜). Comme (M,σ)
est existentiellement clos, une telle solution existe de´ja` dans M . L’axiome cor-
respondant a` ψ et ϕ est donc satisfait par (M,σ). En particulier, les axiomes que
nous avons donne´s sonts consistants puisque Tσ a des mode`les existentiellement
clos (c’est une the´orie inductive).
Re´ciproquement, soit (M,σ) |= Tσ un mode`le des axiomes ci-dessus. Soient
(M,σ) ⊆ (N,σ) |= Tσ et a0 ∈ N , satisfaisant une certaine Lσ-formule sans quan-
teurs a` parame`tres dans M . Par une re´duction standard, on peut supposer que
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cette formule est de la forme χ(x0, σ(x0), b0), ou` χ(x0, x
′
0, z0) est une L-formule
sans quanteurs. On pose p0 := tpL(a0/M) et p
′
0 = p
σ
0 := tpL(σ(a0)/M) ∈
Sn(M). Par la condition (3) dans la De´ﬁnition 5.1.1, on peut choisir un type joli
p ∈ Sn+m(M) qui se projette sur p0. Quitte a` remplacer (N,σ) par une extension
(N˜ , σ˜), on peut supposer qu’il existe un uplet a ∈ N contenant a0 avecN |= p(a).
Alors σ(a) contient σ(a0). Ensuite, on choisit un type joli p˜(x, x
′, xr) ∈ S(M)
dont les restrictions sont p et p′ = pσ, respectivement. Pour cela, il suﬃt d’appli-
quer (3) au type tpL(a, σ(a)/M). Soient ϕ(x, b) ∈ J(p) et ψ(x, x
′, xr, b˜) ∈ J(p˜)
telles que ψ(x, x′, xr, b˜) implique χ(x0, x
′
0, b0)∧ϕ(x, b)∧ϕ(x
′, σ(b)) (c’est possible
car J(p˜) ⊢ p˜).
Or, comme (M,σ) |= Θ(b˜), l’axiome correspondant nous fournit des uplets
α, αr ∈M tels que M |= ψ(α, σ(α), αr, b˜). A fortiori, (M,σ) |= χ(α0, σ(α0), b0)
pour le sous-uplet correspondant α0 de α. Donc, (M,σ) est existentiellement
clos.
Remarque 5.1.3. Voici quelques contextes dans lesquels on sait axiomatiser
l’automorphisme ge´ne´rique et ou` les preuves sont juste des instances de (la
preuve de) la Proposition 5.1.2. (1) et (2) sont donne´s dans [CP98], et (3)
est dans [Bu06].
(1) T de rang de Morley fini satisfaisant
– RM est additif : pour tout a, b et C on a RM(ab/C) = RM(a/bC) +
RM(b/C).
– T a la DMP : si RDM(ϕ(x, b)) = (n, d) pour une formule ϕ(x, z) et un
uplet b, il existe θ(z) ∈ tp(b) telle que RDM(ϕ(x, b
′
)) = (n, d) pour tout
b
′
|= θ(z)).
Dans une telle the´orie, il suffit de conside´rer la notion de ge´ne´ricite´ donne´e
par le rang de Morley. Cette notion satisfait clairement les proprie´te´s (1–
2) dans la De´finition 5.1.1. Quant a` (3), c’est une conse´quence de la DMP.
Finalement, (4) suit de l’additivite´ du rang combine´e avec la DMP.
(2) Soit T une the´orie comple`te de modules totalement transcendante, ou plus
ge´ne´ralement une the´orie comple`te d’un groupe monobase´ qui est tota-
lement transcendante. Toute formule est e´quivalente a` une combinaison
boole´enne de cosettes de´finissables (dont les sous-groupes associe´s sont
acleq(∅)-de´finissables), par le Fait 3.2.18. Un type fort p est toujours le
type ge´ne´rique d’une cosette de´finissable de stab(p) (un groupe connexe).
On conside`re la notion de ge´ne´ricite´ suivante : Soit G un groupe (de´fi-
nissable et) connexe, et soient H1, . . . ,Hn ( G des sous-groupes propres
(de´finissables). On conside`re des formules ϕ(x, z) de la forme x ∈ z0 ·G \
(
⋃n
i=1 zi ·Hi) et on dit que p est ge´ne´rique dans ϕ(x, b) si et seulement si
p est le type ge´ne´rique de la cosette b0 ·G (au sens d’un groupe stable ou
au sens du rang de Morley, c’est la meˆme chose). On ve´rifie sans peine
que cela de´finit une bonne notion partielle de ge´ne´ricite´.
(3) Soit DCF0 la the´orie des corps diffe´rentiellement clos de caracte´ristique 0.
Dans [Bu06], il est montre´ que la notion de D-ge´ne´ricite´ pour la topologie
de Kolchin est une bonne notion partielle de ge´ne´ricite´.
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5.2 Application aux amalgames
Nous revenons aux amalgames. Voila` le re´sultat promis :
The´ore`me 5.2.1. Dans les contextes (A-E), la the´orie TA existe et admet une
axiomatisation naturelle.
Pour prouver le The´ore`me 5.2.1, par 5.1.2, il suﬃt de trouver une bonne
notion partielle de ge´ne´ricite´ Rg dans ces contextes (A-E). L’existence d’une telle
relation Rg se montre de fac¸on tre`s similaire dans chacun des cinq contextes, et
nous ne donnerons la construction explicite que dans les cas les plus complique´s :
la fusion libre (B) et la the´orie des corps verts non-collapse´s en caracte´ristique
0 (E).
Preuve de 5.2.1 dans le contexte (B). Soit (T0, T1, T2) un contexte de fusion for-
tement minimal, et ou` les the´ories Ti ont la DMP. On est donc dans le cadre de
la Section 3.1, et la the´orie de la fusion libre Tω est ω-stable (The´ore`me 3.1.9).
De plus, pour L := L1 ∪ L2, le L-type (dans la the´orie Tω) d’un uplet fort est
de´termine´ par son L-type sans quanteurs (The´ore`me 3.1.5). On travaille dans
une expansion par de´ﬁnitions L∗ ⊇ L convenable dans laquelle Tω e´limine les
quanteurs, et on e´crit T au lieu de T ∗ω .
Les seuls types (forts) qui peuvent e´ventuellement eˆtre ge´ne´riques dans une
formule seront dans la classe de paralle´lisme d’un type p(x) = tpT (a/M0), ou`
M0 4 M |= T et M0 ⊆ M0a ≤ M . Notons les similarite´s avec l’axiomatisation
de Tω dans la Section 2.3. Or, ici on peut forcer l’unicite´ des types ge´ne´riques
au niveau des langages Li, en utilisant la DMP. Soit pi(x) := p(x) ↾ Li et soit
b ≤M0 ﬁni contenant les bases canoniques de pi pour i = 0, 1, 2. En particulier,
on a di(a/M0) = di(a/b) et donc δ(a/b) = δ(a/M0) = d(a/M0) = e. Graˆce a` la
DMP, on trouve des formules ϕi(x, b) ∈ pi satisfaisant :
(I) Le type tp0(a, b) est isole´ par ϕ0(x, z).
(II) Ti ⊢ ϕi → ϕ0 pour i = 1, 2.
(III) Pour i = 1, 2, la formule ϕi(x, z) est rang-comple`te par rapport a` tpi(a/b).
De plus, si ϕi(x, b
′
) 6= ∅, on a DMi(ϕi(x, b
′
)) = 1.
On pose ϕ(x, z) := ϕ1(x, z) ∧ ϕ2(x, b) et θϕ(z) := ∃xϕ1(x, z) ∧ ∃xϕ2(x, z)
En utilisant (I–III), on obtient
(∗) Si |= ϕ(a′, b
′
) et b
′
⊆ B′ avec a′ |⌣
0
b
′ B′, alors δ(a′/B′) ≤ e. De plus si
b
′
|= θϕ(z) et b
′
⊆ B′, alors il existe un unique L-type sans quanteurs
π(x) au-dessus de B′ contenant ϕ(x, b
′
) tel que a′′ |= π si et seulement si
a′′ |⌣
0
b
′ B′ et δ(a′′/b
′
) = e.
On dit qu’une telle L-formule ϕ est de dimension e.
Les formules ϕi(x, b) satisfaisant (II-III) sont coﬁnales dans tpi(a/b), pour
i = 1, 2. On en de´duit :
(∗∗) Les formules de la forme ϕ(x, b) sont coﬁnales dans qftp(a/M0).
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Ensuite, on se permet d’enlever une partie “petite” (c’est a` dire de dimension
< e) d’une formule ϕ(x, z) de dimension e. Pour cela, on conside`re une L-
formule existentielle τ(x, z) a` quantiﬁcation borne´e, telle que |= τ(a′, b
′
) implique
d(a′/b
′
) < e. Maintenant, il suﬃt de de´ﬁnir Rg comme suit :
Ge´ne´ricite´ Soient ϕ(x, z) :=
∧2
i=0 ϕi(x, z) et τ(x, z) comme ci-dessus et a
′ un
uplet satisfaisant ϕ(x, b
′
)∧¬τ(x, b
′
). Alors, a′ est ge´ne´rique dans ϕ(x, b
′
)∧
¬τ(x, b
′
) au-dessus de B′ ⊇ b
′
si et seulement si clω(B
′)a′ est fort (dans
l’univers) et a′ est Li-ge´ne´rique dans ϕi(x, b
′
) au-dessus de clω(B
′) pour
i = 0, 1, 2.
Ce sont les seules formules et types forts pour lesquels la ge´ne´ricite´ est de´ﬁnie.
Montrons que cela de´ﬁnit une bonne notion partielle de ge´ne´ricite´, c’est a`
dire qui satisfait aux proprie´te´s (1-4) donne´es dans la De´ﬁnition 5.1.1.
Pour (1), c’est e´vident. On montre (2) en utilisant les amalgames libres et la
Remarque 2.4.2. Quant a` (3), montrons d’abord que tout type p := tp(a/M0)
avec M0a ≤ M est joli. Par construction, les formules ϕ(x, z) ∧ ¬τ(x, z) de
la forme conside´re´e sont toutes jolies, car par le The´ore`me 3.1.5 le type p est
de´termine´ par qftpL(a/M0) plus le fait que M0a soit fort. Le type p est donc le
seul type ge´ne´rique dans ϕ(x, b) ∧ ¬τ(x, b) au-dessus de M0, par (∗). Le meˆme
raisonnement montre que si |= θϕ(b
′
) pour b
′
∈ M ′0 |= T , alors il y a un unique
type ge´ne´rique p′ dans ϕ(x, b
′
) ∧ ¬τ(x, b
′
) au-dessus de M0.
Pour voir que les formules de la forme ϕ(x, b) ∧ ¬τ(x, b) sont coﬁnales dans
p, il suﬃt de combiner le The´ore`me 3.1.5 avec le Lemme 2.3.5 et (∗∗).
Maintenant, si p0 = tp(a0/M0) ∈ S
n
T (M0) est est un type quelconque (pour
M0 |= T ), on sait que d0(cl0(M0a0)/M0) est ﬁni, et on trouve alors a0 ⊆ a ⊆ω
cl0(M0a0) avec M0a fort. Par le paragraphe pre´ce´dent, le type p := tp(a/M0) ∈
Sn+m(M0) est joli. Comme p e´tend p0, on termine la preuve de (3).
Reste a` ve´riﬁer la proprie´te´ (4). On se donne ψ(x, b) = ψ(x1, x2, b) et
ψ1(x1, b1), des formules jolies, avec b1 ⊆ b ⊆ B. On suppose que p(x) ∈ S(B) est
l’unique type ge´ne´rique dans ψ(x, b), de meˆme p1(x1) ∈ S(B) dans ψ(x1, b1).
De plus, on suppose que π1(p) = p1 et |= ψ(x, z) → ψ1(x1, z1). On sait que
ψ(x, z) =
∧2
i=0 ϕi(x, z) ∧ ¬τ(x, z) et ψ1(x1, z1) =
∧2
i=0 ϕ
′
i(x1, z1) ∧ ¬τ
′(x1, z1)
pour des formules convenables. Les formules τ et τ ′ ne jouant aucun roˆle dans
cette discussion, il suﬃt de controˆler ce qui se passe au niveau des langages
Li. Ansi, on de´ﬁnit θi(z) comme l’ensemble des z pour lesquels ∃x2ϕi(x, z) est
Li-ge´ne´rique dans ϕ
′
i(x1, z1) et on pose θ(z) :=
∧2
i=0 θi(z)∧ θϕ(z)∧ θϕ′(z1). Par
construction, |= θ(b) et pour tout b
′
|= θ(z) l’unique type ge´ne´rique de ψ(x, b
′
)
se projette sur l’unique type ge´ne´rique de ψ1(x1, b
′
1).
Le contexte (E), la the´orie d’un corps vert non-collapse´, est issu d’une amal-
gamation de Hrushovski qui sort des cadres axiomatiques traite´s dans cette
the`se. Ne´anmoins, il est similaire a` un contexte bicolore ou` le re´duit en ques-
tion n’est pas ω-cate´gorique. Cela rend le traitement plus complique´ et exige
5.2. APPLICATION AUX AMALGAMES 139
des the´ore`mes profonds de´ja` pour montrer par exemple que la classe C˜0 dans
laquelle on amalgame est une classe e´le´mentaire.
Nous expliquons brie`vement la construction des corps verts en caracte´ristique
0, due a` Poizat [Po01]. Pour cela, nous proce´dons comme dans [BHMW06], ou`
le collapse de la the´orie de ces corps verts est eﬀectue´ et ou` est donc construit
un mauvais corps de caracte´ristique 0.
Soit L := Lrings ∪ {U¨}, ou` Lrings est le langage des anneaux et U¨ un nou-
veau pre´dicat unaire (ce pre´dicat est utilise´ dans [BHMW06], tandis que Poi-
zat le nomme V dans [Po01]). On conside`re des L-structures (K, U¨(K)) avec
K |= ACF0 et U¨(K) ⊆ K
∗ un sous-groupe divisible sans torsion du groupe
multiplicatif du corps K. L’ensemble U¨(K) est donc un Q-espace vectoriel (e´crit
multiplicativement) ; sa dimension line´aire (et plus ge´ne´ralement la Q-dimension
line´aire dans le groupe multiplicatif modulo torsion) est de´note´e par l.dimQ.
Pour A ⊆ K on e´crit U¨(A) := U¨(K) ∩ A. Puis, on note env(A) l’union de l’en-
veloppe divisible de A∗ := A ∩ K∗ dans (K∗, ·) et {0}. Si A = env(A) avec
deg. tr(A) et l.dimQ(U¨(A)) ﬁnis, on pose
δ(A) := 2 deg. tr(A)− l.dimQ(U¨(A)).
De meˆme, si a, b ∈ K, on pose
δ(a) := δ(env(a)) et δ(a/b)) := δ(env(ab))− δ(env(b)).
Comme d’habitude, on e´tudie la classe C˜0 des L-structures (K, U¨(K)) comme
ci-dessus avec δ(a) ≥ 0 pour tout a ∈ K, et on de´ﬁnit l’autosuﬃsance ≤ ainsi
que la fonction de dimension d de la manie`re usuelle. Ensuite, soit C0 la classe
des (K, U¨(K)) dans C˜0 avec deg. tr(K) <∞. On montre sans peine que (C˜0,≤)
est connexe et a la proprie´te´ d’amalgamation. De plus, C0 est de´nombrable. Soit
Mω la limite de Fra¨ısse´ de (C0,≤). En utilisant des re´sultats d’Ax en alge`bre
diﬀe´rentielle, Poizat montre dans [Po01] que C˜0 est une classe e´le´mentaire ainsi
que le re´sultat suivant :
Fait 5.2.2. Soit Tω := ThL(Mω). Alors Mω est un mode`le ω-sature´ de Tω, et
cette the´orie est ω-stable de rang de Morley ω · 2. De plus, RM(U¨) = ω.
Comme dans les autres contextes d’amalgamation“a` la Hrushovski”que nous
avons conside´re´s, le L-type d’un uplet fort dans Tω est de´termine´ par son type
sans quanteurs. Pour la construction d’une relation de ge´ne´ricite´ Rg dans Tω,
on a besoin d’un re´sultat supple´mentaire :
Lemme 5.2.3 ([BHMW06, Lemma 10.3]). Soient B = env(B) ≤ M ∈ C˜0,
a ∈M et supposons que d(a/B) = e. Alors il existe une L-formule existentielle
τd(x, z) et un uplet b ∈ B avec les proprie´te´s suivantes :
– |= τd(a, b),
– pour tout a′, b
′
∈M ′ ∈ C˜0 avec |= τd(a
′, b
′
) on a d(a′/b
′
) ≤ e.
Preuve de 5.2.1 dans le contexte (E). Cette fois, nous travaillons dans la mor-
leyise´e T de Tω (dans le langage L
∗ ⊇ L). On exhibe une relation de ge´ne´ricite´
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Rg pratiquement comme dans le cas de la fusion libre. Seuls les L
∗-types de la
forme p := tpT (a/M0) pour a ∈ M < M0 |= T avec M0a ≤ M seront possible-
ment ge´ne´riques quelque part. Ici, par M0a ≤M nous entendons le suivant :
A := env(M0a) ≤M et a contient une Q-base de U¨(A) modulo U¨(M0).
Un tel type p = tpT (a/M0) est de´termine´ par qftpL(a/M0) plus le fait que
M0a soit fort.
Soit b ∈M0 tel que
– b contient la base canonique de p↾Lrings = tpACF0(a/M0) et
– l.dimQ(a/M0) = l.dimQ(a/b).
En particulier, d(a/b) = δ(a/b) = δ(a/M0) = d(a/M0) pour un tel b.
Prenons ϕU¨(x, z), une formule de´crivant le diagramme sans quanteurs de
a, b dans le langage {U¨} et soit ϕc(x, z) une Lrings-formule avec les proprie´te´s
suivantes :
(I) Le type p↾Lrings est ge´ne´rique dans ϕc(x, b), et pour tout b
′
avec ϕc(x, b
′
) 6=
∅, on a RDMACF0(ϕc(x, b
′
)) = (k, 1), ou` k = deg. tr(a/M0).
(II) Pour tout a′ ge´ne´rique dans ϕc(x, b
′
) au-dessus d’un corps alge´brique-
ment clos K ′ contenant b
′
on a a′ ∩ K ′ = a′ ∩ b
′
et l.dimQ(a
′/K ′) =
l.dimQ(a/M0). Si c¯ est un sous-uplet de a et c¯
′ est le sous-uplet de a′
correspondant, alors l.dimQ(c¯
′/K ′) = l.dimQ(c¯/M0).
(III) Soit b
′
∈ M ′0 |= T avec M
′
0 |= ∃xϕU¨(x, b
′
) ∧ ∃xϕc(x, b
′
) et soit a′ Lrings-
ge´ne´rique dans ϕc(x, b
′
) au-dessus de M ′0. Alors, si l’on peint les e´le´ments
de a′ en vert ou non selon la formule ϕU¨(x, b
′
), il existe A′ ≤ M ′ tel que
M ′0 ≤ A
′ = env(M ′0a
′) et tel que a′ contienne une Q-base de U¨(A′) modulo
U¨(M ′0) (c’est a` dire a
′ engendre une extension autosuﬃsante de M ′0).
Une telle formule ϕc existe : La the´orie ACF0 a la DMP, et on peut donc
satisfaire a` (I). C’est une conse´quence de [Po01, Cor. 3.8] qu’on peut satisfaire a`
(II). Finalement, la discussion dans [Po01, p. 1675-76] montre que (III) est fai-
sable aussi. Les formules de la forme ϕ(x, b) := ϕU¨(x, b)∧ϕc(x, b) sont meˆme co-
ﬁnales dans qftpL(a/M0). Soient k = deg. tr(a/M0) et n = l.dimQ(U¨(a)/M0) =
l.dimQ(U¨(a)/U¨(M0)). Posons e := 2k − n ≥ 0, et soit M
′
0 |= T tel que M
′
0 |=
∃xϕU¨(x, b
′
) ∧ ∃xϕc(x, b
′
). Par (III), il existe une extension autosuﬃsante M ′0 ≤
A′ = env(M ′0a
′), engendre´e au-dessus de M ′0 par a
′ |= ϕ(x, b
′
), et ou` a′ est ge´-
ne´rique dans ϕc(x, b
′
) au-dessus de M ′0. Alors, en utilisant (II) et (III), on voit
que δ(a′/M ′0) vaut e´galement 2k−n = e. Par conse´quent, on dit que ϕ(x, z) est
de dimension e.
Par ailleurs, on conside`re une L-formule existentielle τ(x, z) telle que
(IV) |= τ(a′, b
′
) implique d(a′/b
′
) < e.
Maintenant, on peut de´ﬁnir Rg comme suit :
Ge´ne´ricite´ Soient ϕ(x, z) := ϕc(x, z) ∧ ϕU¨(x, z) et τ(x, z) comme ci-dessus
satisfaisant (I-IV) et soit a′ |= ϕc(x, b
′
) ∧ ¬τ(x, b
′
). Alors a′ est ge´ne´rique
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dans ϕc(x, b
′
) ∧ ¬τ(x, b
′
) au-dessus de B′ ⊇ b
′
si et seulement si clω(B
′)a′
est fort et a′ est Lrings-ge´ne´rique dans ϕc(x, b
′
) au-dessus de clω(B
′).
Ce sont les seules formules et types forts pour lesquels la ge´ne´ricite´ est de´ﬁnie.
La ve´riﬁcation que la relation Rg ainsi de´ﬁnie est une bonne notion partielle
de ge´ne´ricite´ est plus ou moins la meˆme qu’avant : on montre d’abord que les
formules de la forme ϕ(x, z)∧¬τ(x, z) sont jolies ; puis, on utilise le Lemme 5.2.3
pour montrer que les formules jolies sont coﬁnales dans des types p en question ;
quant a` la proprie´te´ (4) de la De´ﬁntion 5.1.1, elle se montre par une re´duction
au langage Lrings, ou` la proprie´te´ correspondante est claire.
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