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Abstract
Stereo vision is a method of depth perception, in which depth information is inferred from two
(or more) images of a scene, taken from dierent perspectives. Applications for stereo vision
include aerial photogrammetry, autonomous vehicle guidance, robotics, industrial automation
and stereomicroscopy.
A key issue in stereo vision is that of image matching, or identifying corresponding points in
a stereo pair. The dierence in the positions of corresponding points in image coordinates
is termed the parallax or disparity. When the orientation of the two cameras is known,
corresponding points may be projected back to nd the location of the original object point
in world coordinates.
Matching techniques are typically categorised according to the nature of the matching prim-
itives they use and the matching strategy they employ. This report provides a detailed tax-
onomy of image matching techniques, including area based, transform based, feature based,
phase based, hybrid, relaxation based, dynamic programming and object space methods.
A number of area based matching metrics as well as the rank and census transforms were
implemented, in order to investigate their suitability for a real-time stereo sensor for mining
automation applications. The requirements of this sensor were speed, robustness, and the
ability to produce a dense depth map. The Sum of Absolute Dierences matching metric was
the least computationally expensive, however, this metric was the most sensitive to radiomet-
ric distortion. Metrics such as Zero Mean Sum of Absolute Dierences and Normalised Cross
Correlation were more robust to this type of distortion but introduced additional computa-
tional complexity. The rank and census transforms were found to be robust to radiometric
distortion, in addition to having low computational complexity. They are therefore prime
candidates for a matching algorithm for a stereo sensor for real-time mining applications.
A number of issues came to light during this investigation which may merit further work.
These include devising a means to evaluate and compare disparity results of dierent matching
algorithms, and nding a method of assigning a level of condence to a match. Another
issue of interest is the possibility of statistically combining the results of dierent matching
algorithms, in order to improve robustness.
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Chapter 1
Introduction
Stereo vision is a method of depth perception, in which depth information is inferred from
two (or more) images of a scene, taken from dierent perspectives. The human ability to
perform stereo vision was rst observed by Wheatstone[83], and it has been investigated
from the standpoint of computational vision[36, 57]. The human visual system perceives
depth and 3-D spatial relationships routinely and with apparent ease. However, computerised
solutions for stereo vision fall far short of the human ability, particularly where natural
images are concerned[11]. Algorithmic solutions for articial stereo vision are therefore highly
optimised for a particular application area. Applications for stereo vision include, but are
not limited to: aerial photogrammetry[47], autonomous vehicle guidance[34, 60], robotics,
industrial automation and stereomicroscopy.
Stereo vision is one of a number of techniques used to discern the three dimensional informa-
tion of a scene. Other techniques which can be used instead of, or complementary to stereo
vision, include[50]:
Active range nding methods in which a controlled energy beam is applied to the
scene and reected energy detected. These techniques, although well suited to static
scenes and situations where there is little ambient light, are too slow for real-time
applications[19].
Structured lighting approaches which include striped, grid and patterned lighting.
These tend to be useful in tightly controlled domains such as industrial automation,
and usually are not useful for more general environments[11].
Monocular image based techniques which use information from a single image, and
include depth from focus, shape from shading, depth from occlusion cues and depth
from texture gradient[81]. Depth and object orientation are typically inferred from
statistical assumptions.
Both range nding and structured lighting methods fall into the category of active methods,
which require an external light or energy source to be applied to the scene. In contrast, both
stereo and monocular techniques are known as passive techniques, which require only the
6
 
 


P
Right Image
Left Image
2x
1x
I1
I2
y
2C
1
1
y2
C
Figure 1.1: Two camera system for stereo vision.[10]
presence of ambient light. This report is primarily concerned with stereo vision. A simple
two camera system for stereo vision is shown in Figure 1.1. A point P will be projected into
the left image as I
1
and the right image as I
2
. The dierence in the positions of I
1
and I
2
in image coordinates is termed the parallax or disparity. When the orientation of the two
cameras is known, rays C
1
I
1
and C
2
I
2
may be projected back to nd the location of the
object point P in world coordinates. The issue of identifying corresponding points in two
images is known as the image matching or correspondence problem. Chapter 2 introduces the
generalised matching paradigm, and discusses some of the problems encountered by matching
algorithms. Chapter 3 then provides a survey of existing matching techniques. Finally,
Chapter 4 investigates a number of matching techniques suitable for mining automation
applications, and presents some preliminary results.
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Chapter 2
The Matching Paradigm
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left
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Figure 2.1: The generalised matching paradigm.
The generalised matching paradigm is shown in Figure 2.1. It is comprised of a number of
steps:
Orientation Camera orientation[4, 5] is comprised of two main components: interior and
exterior. Interior orientation refers to the internal geometric conguration of the cam-
era. The parameters of interior orientation include the focal length, the position of
the principal point, and the distortion characteristics of the lens system. The exterior
orientation characterises the position of the camera during the image event. It consists
of the position of the optical centre, and the direction of the optical axis.
Preprocessing This consists of any pre-processing of the images which takes place prior to
matching. Some examples of pre-processing which may be required are:
1. Rectication: The images are geometrically transformed so that the epipolar lines
are co-incident with horizontal scan-lines[5]. Camera orientation information is
required in order to perform image rectication.
8
2. Transformation: The pixel values, which essentially comprise a 2-D array, are
transformed into another form, which is also a 2-D array. Examples include the
sign representation, and non-parametric transforms, described in Section 3.2.1
and 3.2.2.
3. Feature Extraction: Features to be matched, such as edges, are extracted from the
images. This step is required for feature-based methods, described in Section 3.3.
Matching The matching process consists of locating corresponding points in the stereo pair.
Various matching techniques are described in detail in Chapter 3.
Reconstruction A depth map is computed using the disparity results obtained from the
matching process and the parameters of camera orientation. For rectied images, depth
may be computed from[46]
z =
Bf
d
(2.1)
where z = depth, B = stereo baseline length, f = focal length, and d = disparity or
x-parallax. The reconstructed depth map is often referred to as a 2
1
2
D representation
rather than a full 3D representation, since depth information can only be discerned for
visible surfaces. No information can be deduced about the extent and shape of objects
behind the visible surfaces.
2.1 Matching Constraints
In the stereo vision setup of Figure 1.1, a point in image 1 could arbitrarily be matched to
any point in image 2. In order to select the correct match and hence successfully solve the
matching problem, matching constraints are used. These constraints are based on assump-
tions made about the scene and the imaging geometry, and may not necessarily be valid in
all situations. The types of constraints used in a particular situation are dependent on scene
domain and on the application. Some commonly used constraints are[22]:
Uniqueness An image point can only have one match. This assumption is valid for opaque
surfaces.
Epipolar Constraint Epipolar geometry is shown in Figure 2.2. An epipolar plane is de-
ned by an object point and the stereo baseline[5]. There are an innite number of
epipolar planes. The intersection of an epipolar plane with the image plane is called
an epipolar line. The epipolar constraint states that if a point P projects onto a image
point which lies on an epipolar line in one image, the corresponding image point must
lie somewhere on the corresponding epipolar line. Therefore the search for a match-
ing point can be constrained along the one dimensional epipolar line. In addition, the
complexity of matching algorithms may be reduced by ensuring that epipolar lines are
co-incident with the horizontal scan-lines of the image. This situation is almost impossi-
ble to obtain in practice, since the cameras would need to be precisely aligned. However,
after camera orientation has been performed, it is possible to rectify the images so that
the epipolar lines are horizontal.
9
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Continuity This constraint assumes that disparity varies gradually. Such a constraint is
valid for smooth scenes, eg, rolling terrain. Alternatively, it could be assumed that
abrupt disparity changes correspond to depth discontinuities.
Ordering constraints Points must fall in the same order along conjugate epipolar lines.
This is illustrated in Figure 2.3(a), where an object point M projects onto the epipolar
lines as m
1
and m
2
. Assuming the scene consists of a single opaque object, a second
object point N cannot be visible in both images if it falls within the cross-hatched
area. For this reason, the cross-hatched area is known as the forbidden zone. Moving
along the epipolar lines from left to right, the points M and N will project in the order
(n
1
; m
1
) and (n
2
; m
2
). The ordering constraint fails in the case where M and N come
from dierent objects, as shown in Figure 2.3(b).
Illumination model constraints A widely used illumination model is the Lambertian
model, which assumes surfaces reect light equally in all directions, and therefore ap-
pear the same viewed from any direction.
10
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Figure 2.3: (a) The ordering constraint and the forbidden zone. (b) Failure of the
ordering constraint.
2.2 Hierarchical methods
Hierarchical approaches are widely used in stereo matching, and involve sub-sampling of the
stereo images so that a \pyramid" of images at dierent resolutions is obtained. A three level
image pyramid depicting epipolar constrained coarse-to-ne matching is shown in Figure 2.4.
Matching begins with the most coarsely sampled image. The disparity result is rst computed
for the coarsest resolution level. This result is then propagated to the next ner level as an
initial disparity approximation. In this manner, an initial disparity estimate is rened using
successively ner levels of the image pyramid. The matching process is complete when the
nest resolution level in the hierarchy is reached.
The coarse-to-ne strategy allows a much greater candidate space to be searched for a given
amount of computation. Also, since every candidate match match does not need to be
examined at the highest level of resolution, the susceptibility to false matches may be reduced.
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Figure 2.4: A coarse-to-ne image pyramid[54], showing the propagation of matching
information from the coarsest resolution image to the nest resolution image.
2.3 Matching Problems
Matching algorithms must deal with at least the following problems:
Occlusions caused by portions of a scene being visible in only one image. This is illustrated
in Figure 2.5, where point B is visible in image 1, however it is obscured from view in
image 2.
Repetitive patterns which can deceive the matching algorithm into choosing an incorrect
match. In Figure 2.6 the correct match for A in image 1 is in fact A
0
in image 2.
However, A could also be erroneously be matched to B
0
, C
0
or D
0
.
Bland regions which do not contain enough information for matching, eg, a featureless
wall. This is shown in Figure 2.7 where region A in the featureless background of
image 1 could be matched to anywhere in the background of image 2.
Perspective distortion which occurs as the shape of objects change when they are viewed
from dierent vantage points.
Radiometric distortion which may result in a constant oset between pixel values in
the two images, and/or pixel intensities in one image being multiplied by a gain factor
12
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Figure 2.5: The occlusion problem.
DCDCBA BA
Figure 2.6: Repetitive patterns can result in invalid matches.
A
image 2image 1
Figure 2.7: Bland regions can be dicult to match.
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with respect to the other image. These eects are caused by dierences in camera
parameters, such as gain, bias and gamma factor.
Specular reection caused by the reectance properties of the object. Matching algo-
rithms usually assume Lambertian reection model, in which an object reects light
equally in all directions. It is therefore assumed that a particular point will have the
same intensity regardless of the direction from which it is viewed. However, this is
often not the case, with specular reection being the most dramatic departure from the
Lambertian case.
Noise which is introduced by the image acquisition and digitisation process.
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Chapter 3
Image Matching Techniques
A wide variety of algorithmic solutions to the matching problem exist. Figure 3.1 shows a
taxonomy of image matching techniques. Table 3.1 provides a more detailed taxonomy, along
with the corresponding sections of this chapter and relevant references.
Matching
Image 
RelaxationHybrid
Methods
Based
Feature
Based
Transform
Based
Area
Phase
Object Space
Programming
Dynamic 
Measurements
Comb. Indep.
Based
Figure 3.1: Taxonomy of matching techniques.
3.1 Area Based Techniques
Area-based techniques are distinguished by the fact that the matching primitives consist of
regions of actual pixel values. The advantages of these algorithms lie in their simplicity and
straightforward implementation, as well as their amenability to hardware realisation, while
their main disadvantage is their sensitivity to perspective distortion.
3.1.1 Simple Matching Measures
The information contained in a single pixel is not sucient for unambiguous matching, there-
fore regularly sized pixel neighbourhoods are compared to nd the optimum match. A point
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Section Matching Technique Sub-topics
References
3.1
Area Based
Simple matching measures, based
on the SAD, SSD and NCC
[3, 41]
Validation of matches: value of cor-
relation score, shape of correlation
peak, left-right checking.
[23, 29, 44]
Hierarchical methods
[29, 45, 54]
Adaptive Window methods [52]
Sparse Point Matching [43, 44, 45]
Dense Matching [29, 23]
Symmetric Multi Window [32]
Unmanned Ground Vehicle Imple-
mentation
[60, 61]
Least Squares Techniques [27, 2, 38, 39]
Multiple Baseline methods [51, 68, 69]
3.2 Transform Based Sign Representation [65, 66]
Non-Parametric Transforms: rank
transform, census transform, rank
permutation.
[15, 86, 87]
3.3
Feature Based
Matching Zero crossing locations [37]
Edge matching: minimum dieren-
tial disparity algorithm, graph de-
scriptions, polygon representations,
 {s representation.
[6, 35, 62, 78]
Patch Matching [1]
Relational Matching [79]
3.4
Hybrid (Area and Fea-
ture Based)
[18]
3.5
Phase Based
[24, 25]
3.6
Combining Independent
Measurements
[53]
3.7
Relaxation
Cooperative algorithm [57]
Relaxation Labeling [76, 12, 48, 75]
3.8 Dynamic Programming Viterbi algorithm [7]
Intra- and inter-scanline search
[67]
Disparity space image [49]
3.9 Object Space
Combining matching and surface re-
construction
[17]
Object Space Models: triangulated
meshes, oriented particles.
[30, 31]
Table 3.1: Detailed taxonomy of image matching techniques, as explored by this chapter.
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Table 3.2: Area based matching measures[3]. In all cases, I
1
denotes the template
window, I
2
is the candidate window, and
P
(u;v)2W
indicates summation over the
window.
to be matched essentially becomes the centre of a small window of points, and this window
is compared with similarly sized regions in the other image. Matching measures are used to
provide a computational measure of the similarity between a window of pixels in one image
and a window in another image, and hence are used to determine the optimum match. Some
simple measures are listed in Table 3.2. All these measures use a square window of pixels as
the basis for comparison.
The SAD and the SSD are intuitively the simplest, and computationally the least expensive
of all the matching measures. Two areas which consist of exactly the same pixel values would
yield a score of zero. However, if there is an constant oset between the pixel intensities in
the two images, these measures will no longer yield the correct results. The ZSAD and the
ZSSD have been devised to deal with this problem, by subtracting the mean of the match
area from each intensity value. In addition, another problem occurs in the case where the
pixel intensities in one image are equal to the intensities in the other image multiplied by a
gain factor. The LSAD and LSSD measures attempt to correct for this situation, by scaling
the pixel intensities in one image. However, the improved performance of the ZSAD, ZSSD,
LSAD and LSSD over the SAD and SSD is oset by increased computational complexity.
As discussed by Hannah[41], the NCC measure deals with a possible gain factor by dividing
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template window shifting candiate window
Figure 3.2: Simple epipolar constrained area based matching.
by the variances of each window, while the ZNCC measure additionally deals with the oset
problem by rst subtracting the mean from each pixel value. For grey level images, these
metrics will have a value ranging from 0 to 1, where 1 represents the best match. Area based
techniques perform well on highly textured scenes, however, tend to fail when the areas to
be correlated do not contain enough grey level variation to ascertain a match.
The principle of epipolar constrained area-based matching is illustrated in Figure 3.2. The
value of a matching metric is computed using a xed template window in the rst image
and a shifting candidate window in the second image. This shifting window is moved in
integer increments along the epipolar line, where the amount of shift is the test disparity.
The disparity having the optimum value for the matching metric is then chosen.
3.1.2 Validation Techniques
Once a match is selected using a matching metric, there are a number of techniques which
can be used to recognise incorrect matches, and/or assign condence values to matches.
Value of correlation score
The simplest condence metric of all is the value of the score obtained using the matching
measures of Table 3.2. A score obtained in this manner may be compared with respect to
either an absolute threshold or an autocorrelation threshold[44]. Matches whose score is too
low (in the case of the NCC based measures) or too high (in the case of the SAD and SSD
based measures) will be considered unreliable. The inherent disadvantage of this method is
that the choice of threshold is arbitrary and dicult to choose in practice[29].
Shape and Uniqueness of correlation peak
The correlation scores obtained for each test disparity along an epipolar line may be plotted
versus the test disparity, as shown in Figure 3.3. The presence of more than one peak of
approximately the same height indicates a high probability of choosing the wrong peak. A
situation may occur where the correct peak is only slightly lower than a spurious incorrect
one, causing the incorrect disparity to be chosen. It may therefore be advantageous to assign
18
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Figure 3.3: Ambiguity when correlation peaks are approximately the same height.
I1 I1
I
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scanline
?
scanline
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Figure 3.4: Consistent vs inconsistent matches. The match on the left is consistent,
while the match on the right is inconsistent[29].
a condence measure to the chosen disparity, which is proportional to the height dierence
between the two peaks[23].
In addition, the width of the main peak gives an indication of the precision of the result.
The width of the peak may be estimated given the maxima, and a point on either side. The
narrower the main peak, the more precise the result. Disparity values obtained from narrow
peaks may therefore be assigned higher condence values.
Left-Right Consistency checking
This popular validation technique involves reversing the roles of the two images and perform-
ing matching a second time. This is illustrated in Figure 3.4. Firstly, epipolar constrained
matching is carried out using a template window centred on I
1
, and as a consequence, the
point I
2
, which is the best match for I
1
, is found. Matching is then performed again, this
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time using a template window centred on I
2
. If this match leads back to the original point
I
1
, then the match is consistent, otherwise, it is agged as inconsistent. This validity test
is likely to detect invalid matches which may result from an occlusion. This is because the
pixels which comprise an occluded area are likely to match, more or less at random, with
locations in the other image. However, these locations in the other image are unlikely to
match back to the pixels in the occlusion area, rather, they are more likely to match with
their own corresponding points.
This validation technique can be fooled by repetitive patterns[29].
3.1.3 Adaptive Window Techniques
Selection of an appropriate window size is a central problem in techniques based on matching
metrics. The window must be large enough to include sucient information for matching, but
small enough to avoid the eects of projective distortion[11]. An adaptive window technique
presented by Kanade and Okutomi[52] allows window size to be selected adaptively depending
on local variations in intensity and disparity.
This method employs a statistical model of the disparity variation within a window. Two
stereo images are denoted by I
1
(x; y) and I
2
(x; y). Assuming that the two images are epipolar,
the relationship between them is:
I
1
(x; y) = I
2
(x+ d
r
(x; y); y) + n(x; y) (3.1)
where d
r
(x; y) is the disparity function and n(x; y) is Gaussian noise, such that
n(x; y)  N(0; 2
2
n
) (3.2)
The value 
2
n
is the power of the noise per image. In equation (3.2), 2
2
n
is used to indicate
that it accounts for noise added to both I
1
and I
2
.
The following statistical model for disparity d
r
(; ) within a window is used:
d
r
(; )  d
r
(0; 0)  N(0; 
d
q

2
+ 
2
) (3.3)
where 
d
represents the amount of disparity uctuation within the window. This model
assumes that the dierence in disparity between a point (; ) in a window and the centre
point (0; 0) has a zero mean Gaussian distribution with variance proportional to the distance
between these points.
The dierence in intensity between I
1
and I
2
can be approximated as:
I
1
(; )  I
2
( + d
r
(0; 0); ) (d
r
(; )  d
r
(0; 0))


I
2
(+ d
r
(0; 0); )+ n(; ) (3.4)
where (; ) are the window coordinates, d
r
(0; 0) is the disparity of the centre pixel and
n(; ) is the noise component. The following statistical model for the intensity variation of
equation (3.4) is used:
n
s
(; )  I
1
(; )  I
2
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r
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20
where n
s
(; ) is the right hand side of equation (3.4), and 
f
represents the amount of
intensity uctuation within the window.
The two parameters, 
d
and 
f
are estimated as:
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whereN
w
is the number of samples within the window,
P
i;j2W
represents summation over the
window, and d
0
(; ) is the current estimate of disparities within the window. The estimated
values of 
d
and 
f
change as the size and shape of the window change. The disparity
increment with maximum likelihood, 4d, and its uncertainty, 
2
4d
, are computed as:
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Equations (3.6. . . 3.9) are used to iteratively compute the dimensions of the matching window
to be used. The strategy is basically one of sequential search by maximum descent, starting
with the smallest window. The algorithm is outlined as follows:
1. The initial set of disparity estimates, d
0
(x; y) is computed using a measure such as the
SSD.
2. For each point (x,y), a window is chosen which provides an estimate of disparity in-
crement, 4d, with the lowest uncertainty. The disparity estimate is then updated by
d
i+1
(x; y) = d
i
(x; y)+4d(x; y). The window is rectangular in shape, and its width and
height can be controlled in four directions, as shown in Figure 3.5. Window selection
proceeds as follows:
(a) A 3  3 window is centred at the pixel, and the disparity increment 4d and the
uncertainty in the disparity, 
2
4d
are computed using equations (3.6. . . 3.9).
(b) The window is expanded by one pixel in one direction, and the uncertainty for the
expanded window computed. If the expansion increases the uncertainty, then the
direction is agged as being prohibited from further expansions. The process is
repeated for all directions not already agged as prohibited.
(c) The direction which resulted in the lowest increase in uncertainty is chosen.
(d) The window is expanded by one pixel in the chosen direction.
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Figure 3.5: Adaptive window expansion[52].
(e) Steps (a). . . (d) are iterated until all directions become prohibited from expansion
or until the window size reaches a pre-dened limit.
3. The process is iterated until the disparity estimate converges, or a maximum number
of iterations is reached.
3.1.4 Sparse Point Matching
The SRI system discussed by Hannah[43, 44, 45] was designed for aerial stereo imagery. It
rst of all passes a statistical operator (or interest operator) over the image[42], which nds
preferred locations to attempt the matching process, often termed interesting points. The
underlying strategy used is to begin matching with the points which are most likely to be
correctly matched, based on the value of the interest operator. Points with successively lower
\interest" scores are then matched, using information from the previous matches to constrain
the search.
Image hierarchies, described in Section 2.2 are also used. An image hierarchy is produced by
rst convolving an image with a Gaussian, then sub-sampling, so that each successive image
is reduced in size by a factor of 2. The algorithm makes use of the epipolar information if it
is known, otherwise a 2-dimensional spiral search followed by a hill-climbing search is used.
The optimum match is selected based on the ZNCC measure. Matches whose correlation
score is too low are rejected as unreliable. In addition left-right consistency checking (here
termed \back matching") is used.
This system was submitted to ISPRS
1
Working Group III/4 Test A on Image Matching[40],
where it was found to be the most accurate of all algorithms participating in the test[45].
However, the algorithm tends to match only a small portion, typically less than 1%, of the
image points[29].
1
International Society for Photogrammetry and Remote Sensing
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Figure 3.6: Obtaining sub-pixel accuracy by interpolation.
3.1.5 Dense Matching
With modern hardware architectures and massively parallel computers, a matching algo-
rithm could potentially yield disparity results for all image pixels. One such scheme is the
SRI/INRIA system discussed by Fua[28, 29], which consists of a correlation phase followed
by interpolation. The correlation score
s = max(0; 1  c) (3.10)
where
c =
P
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(3.11)
is used, where I
1
and I
2
are the left and right image intensities, I
1
and I
2
are the average pixel
values over the correlation window and dx and dy are the displacements along the epipolar
line. For rectied images, dy = 0. The measure of equation (3.11) consists of the ZSSD as
the numerator and a normalising factor as the denominator. Equation (3.10) is designed to
return a maximum value at the optimum match.
Epipolar constrained matching using the metric of equation (3.10) is used. Disparity is
computed with sub-pixel accuracy by tting a curve to the correlation scores in the vicinity
of the maximum, and the optimal disparity is computed by interpolation. This is illustrated
in Figure 3.6. The validity of the match is established using consistency checking, and
inconsistent matches removed from the disparity map. Also, isolated matches are removed
based on the heuristic that these matches were likely to be incorrect.
To increase the density of the disparity map, a hierarchical approach is used, where matching
is performed at several levels of resolution using windows of a xed size. The matching
proceeds independently at each level of resolution, which diers from the approach outlined
in Section 2.2, where the results from a coarser match are used to guide the next ner match.
The latter method assumes that the low resolution results are reliable enough to guide the
search at the next higher resolution, an assumption which may not always hold, particularly in
the presence of occlusions. The disparity maps obtained for each resolution level are merged,
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Figure 3.7: Merging of disparity maps obtained for dierent resolutions.
by selecting, for each pixel, the highest resolution for which a valid disparity has been found.
This is illustrated in Figure 3.7, where a disparity value in the nest resolution disparity map,
a
3
, is chosen in preference to values a
2
and a
1
in the medium and coarse resolution disparity
maps. Similarly b
2
is chosen over b
1
. Finally, the disparity map is converted to a depth map.
Next, an interpolation scheme is used to improve the depth map. The depth information
must be propagated across featureless areas, in which the disparity map will typically be
sparse. In addition, depth discontinuities must be preserved. The world is modeled as
smooth surfaces separated by depth discontinuities. It is also assumed that these depth
discontinuities produce changes in grey level intensities. The rationale behind this approach
has its basis in regularisation theory[74]. A depth image could be computed by minimising
the criterion
C =
Z
s(w   w
0
)
2
+ 
x

w
x

2
+ 
y

w
y

2
(3.12)
s = 1 if w
0
has been measured, 0 otherwise

x
= 0 if horizontal discontinuity, c
x
otherwise

y
= 0 if vertical discontinuity, c
y
otherwise
where w is the depth, w
0
is the true depth (if known), and c
x
and c
y
are two numbers which
control the amount of smoothing. When a valid disparity exists, it is used to compute w
0
, and
also s in equation (3.12) is interpreted as a weighting factor and replaced by the correlation
score of equation (3.10). In addition, the 
x
and 
y
of equation (3.12) are replaced by terms
which vary monotonically with image gradients in the x and y directions

x
= c
x
Normalise

I
x

(3.13)
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y
= c
y
Normalise

I
y

(3.14)
where Normalise is the piecewise linear function dened by
Normalise(x) =
8
>
<
>
:
1 if x < x
0
x
1
 x
x
1
 x
0
if x
0
< x < x
1
0 otherwise
(3.15)
x
0
and x
1
being two constants, chosen as the median and maximum values of x respectively.
For featureless areas, the rst term of equation (3.12) will usually be zero, since w
0
is largely
unknown. Also, for featureless areas,
I
x
and
I
y
are small, therefore, from equation (3.15),
the values of 
x
and 
y
will be large, and the second and third terms of equation (3.12) will
have maximum inuence. Depth will therefore be propagated across sparse areas so that
depth variation is kept to a minimum.
At a depth discontinuity, it is assumed that the intensity gradient is high, ie,
I
x
and
I
y
are
large. Therefore from equation (3.15), 
x
and 
y
will be small, and the smoothing eect of
the second and third terms of equation (3.12) will become negligible. Depth discontinuities
were found to be well preserved where the intensity gradient is high, but became blurred
where the depth discontinuities had low contrast. To take depth discontinuities explicitly
into account, the interpolation scheme was amended as follows:
1. Perform interpolation using the 
x
and 
y
dened in equation (3.14).
2. iterate the following
(a) recompute 
x
and 
y
using

x
= Normalise

I
x

w
x


(3.16)

y
= Normalise

I
y

w
y


(3.17)
where  is a constant equal to 2. These are functions of both the intensity gradient
and the depth gradient of the interpolated image.
(b) Interpolate using the new 
x
and 
y
The algorithm converges in a few iterations, resulting in a much sharper depth map.
The INRIA report by Faugeras et al[23], describes a matching algorithm similar to the correla-
tion phase of the Fua algorithm described previously. As with the Fua algorithm, correlation
is performed over all image points using epipolar constrained matching, and only matches
which pass the left-right consistency check are retained. An image hierarchy is used to in-
crease the density of the disparity map, as shown in Figure 3.7. Sub-pixel accuracy is again
obtained by tting a curve to the correlation scores and then interpolating, as shown in
Figure 3.6.
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Figure 3.8: Nine asymmetric correlation windows[32]. The pixel for which disparity
is computed is highlighted.
The following matching measures were tested:
NSSD
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NCC
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ZNSSD
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(3.20)
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(3.21)
where I
1
and I
2
are the two windows and d is the test disparity. These metrics assume rectied
images, so there is no y oset between the windows. Equations (3.19) and (3.21) are equivalent
to the the NCC and ZNCC metrics dened in Table 3.2 which are designed to produce a
maximum at the optimum match. On the other hand, equations (3.18) and (3.20) resemble
the SSD and the ZSSD metrics of Table 3.2, divided by a normalising factor. They have
been named Normalised SSD (NSSD) and Zero Mean Normalised SSD (ZNSSD) respectively.
These will exhibit a minimum at the optimum match. The ZNSSD and the ZNCC metrics
proved to be the most invariant to radiometric dierences between the images.
3.1.6 Symmetric Multi Window Technique
The Symmetric Multi-Window(SMW) algorithm[32] is also based on epipolar constrained
area-based matching, making use of the NSSD measure of equation (3.18). Sub-pixel accuracy
is again achieved by interpolation. In addition, this algorithm makes use of an adaptive
window scheme, which is a simplied form of that described in Section 3.1.3. For each pixel,
the matching metric is computed with nine 7 7 windows, shown in Figure 3.8. The NSSD
measure is computed for all candidate disparity positions with each test window and the
disparity with the optimum measure selected. The motivation behind this is that a window
yielding a smaller SSD error is more likely to cover a constant depth region, so the disparity
prole itself drives the selection of an appropriate window.
The left-right consistency constraint is used to distinguish occlusions. A disparity is assigned
heuristically to these occluded regions. When an occluded area occurs between two planes
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at dierent depths, it will assume the disparity of the deeper plane
2
In addition, disparities
are assigned an uncertainty measure equal to the variance of disparity values obtained from
the dierent windows. For occluded regions, the disparity is assigned innite uncertainty.
3.1.7 Unmanned Ground Vehicle Implementation
An Unmanned Ground Vehicle (UGV) system developed at JPL, is discussed by Matthies[60,
61]. This vision system is installed on a roboticised HMMWV(High Mobility Multipurpose
Wheeled Vehicle) as a testbed. The HMMWV was able to be driven at 5-10km/h over gentle,
but not barren terrain. The stereo algorithm consists of the following steps
1. Digitise elds of the stereo image pairs.
2. Rectify the images.
3. Compute image pyramids by a Dierence-of-Gaussian image pyramid transformation.
4. Estimate disparity by nding the SSD minimum.
5. Filter out incorrect matches using what is termed the LRLOS(Left-Right Line of Sight)
consistency check. This is equivalent to the consistency checking of Figure 3.4.
6. Estimate sub-pixel disparity by tting parabolas to the 3 SSD values surrounding the
minimum. This is similar to Figure 3.6 except here we seek to nd the minimum, rather
than the maximum as for NCC.
7. Smooth the disparity map with a 33 low pass lter to reduce noise and artifacts from
the sub-pixel estimation process.
8. Filter out small regions likely to be incorrect matches by applying a blob lter.
9. Triangulate to produce the x, y, z coordinates at each pixel.
10. Detect \positive" obstacles (ie, obstacles higher than the ground) by thresholding a
simple slope operator applied to the range image.
Extensions to this work include forward looking infra-red cameras (FLIR) for night vision,
and detecting negative obstacles (ie, holes which dip below the ground plane).
3.1.8 Multiple baseline techniques
Multiple baseline techniques, described by Okutomi and Kanade[69], involve the use of mul-
tiple stereo pairs with dierent baselines. The basic conguration is shown in Figure 3.9, in
which cameras are located at positions P
0
. . .P
n
, resulting in stereo pairs with baselines B
0
. . .B
n
. When the baseline is short, depth estimation will be imprecise due to narrow triangu-
lation. For longer baselines, depth estimation will be more precise, however, a longer baseline
2
for collision avoidance applications, it may be safer to assume the nearer plane.
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Figure 3.9: Camera positions for multiple baseline stereo[68].
means that a larger disparity range must be searched to nd a match, which increases the
possibility of an incorrect match. Also, with longer baselines, problems such as perspective
distortion and occlusion become more pronounced.
The purpose of using dierent baselines is to combine the advantages of using short baselines
and long baselines, in order to remove false matches and increase precision. In particu-
lar, multiple baseline techniques have been found to remove ambiguity caused by repetitive
structures, an issue which is explored in detail in the following mathematical analysis.
Mathematical Analysis
Given the camera conguration of Figure 3.9, and assuming scanlines are co-incident with
epipolar lines, the image intensity functions I
0
and I
i
for the image pair at positions P
0
and
P
i
can be expressed as
I
0
(x; y) = I(x; y) + n
0
(x; y)
I
i
(x; y) = I(x  d
r(i)
; y) + n
i
(x; y) (3.22)
where d
r(i)
is the correct disparity between the two images, and n
0
and n
i
are independent
Gaussian noise such that
n
0
(x); n
i
(x)  N(0; 
2
n
): (3.23)
This method makes use of the SSD matching metric
X
j2W
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0
(x+ j; y)  I
i
(x+ d
(i)
+ j; y))
2
(3.24)
where d
(i)
is the candidate disparity and
P
j2W
denotes summation over the window. Using
the expectation operator, E, and substituting equations (3.22) into (3.24) the expected value
of the SSD measure becomes
E
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(3.25)
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where N
w
is the number of points within the window. It is assumed that d
r(i)
is constant
over the window. The SSD function is expected to have a minimum at d
(i)
= d
r(i)
, ie, at the
correct disparity.
An ambiguity can arise when the image intensity has the same pattern at x and x+ a, ie,
I(x+ j) = I(x+ a + j): (3.26)
Such an ambiguity would typically arise when periodic patterns are present in the image. By
substituting the equation (3.26) into (3.25) it can be seen that a minimum SSD value will
occur at both d
r(i)
and d
r(i)
+a. In such a situation, it is impossible to determine the correct
disparity.
To disambiguate the situation, a new variable, inverse depth, is introduced. For parallel
cameras, it can be proved that[46]
d
r(i)
=
Bf
z
(3.27)
where d
r(i)
is the disparity, B is the baseline length, f is the focal length and z is the depth.
Using the inverse depth, ,
 =
1
z
; (3.28)
equation (3.27) may be re-arranged to derive expressions for d
r(i)
and d
(i)
as
d
r(i)
= B
i
f
r
d
(i)
= B
i
f (3.29)
where 
r
and  are the correct and candidate inverse depth respectively. Substituting equa-
tions (3.29) into (3.25), the expected value of the SSD with respect to inverse depth becomes
X
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I(   
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+ 2N
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
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(3.30)
A new function, known as the Sum of SSDs (SSSD) is now dened. This function sums the
SSD function of equation (3.30) for each stereo pair. The expected value of this function is
n
X
i=1
X
j2W
(I(x+ j; y)  I(x+B
i
I(   
r
) + j; y))
2
+ 2N
w

2
n
(3.31)
which will have a minimum at  = 
r
, the correct inverse depth. If the image function has
the same intensity at x and x+a, then from equation (3.29), equation (3.30) will have a false
minimum at  = 
r
+
a
B
i
f
. However, the false inverse depth is dierent for each baseline,
B
i
, while the correct inverse depth, 
r
remains constant. Therefore, the Sum of SSDs in
equation (3.31) will show a minimum at only one value of inverse depth, that is, at  = 
r
.
This is illustrated in Figure 3.10, which shows a number of SSD functions and the SSSD
function plotted versus inverse depth.
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Figure 3.10: SSD and SSSD functions versus inverse depth[51].
Multiple Baseline Implementation
A video rate stereo machine using the multiple baseline concept has been implemented at
CMU by Kanade et al[51]. The stereo sensor is able to make use of 2 to 6 cameras, and
produces a dense depth map 256  240 pixels in size, at a frame rate of 30 frames/sec. A
disparity range of 60 pixels is searched. For high speed hardware implementation, the Sum
of SADs has been used instead of the Sum of SSDs.
The algorithm consists of the following steps
1. Laplacian of Gaussian ltering of input images.
2. Computation of SAD values for each stereo pair, and their summation to produce the
Sum of SADs (SSAD) function.
3. Identication of SSAD minimum and inverse depth at this minimum. The uncertainty
associated with the SSAD minimum is evaluated by analysing the curvature of the
SSAD function at the minimum.
3.1.9 Least Squares Matching
Least squares techniques are well established mathematical techniques for adjusting observa-
tions containing random errors[84]. Their application to image matching was rst suggested
by Forstner[27], and Ackermann[2]. Least squares techniques for image matching have been
designed to alleviate the problems of perspective and radiometric distortions by incorporating
geometric and radiometric transforms in the window matching process. The optimum match
is dened as the transform from one array to another which minimises the remaining grey
value dierences.
Though least-squares matching techniques can provide improved results they are not without
their problems. Their main drawback is increased complexity. Also, it is possible to encounter
situations where convergence is slow or the system converges to a local minimum. Such
conditions need to be accounted for, which leads to further complexity.
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Adaptive Least Squares Correlation
This section outlines the basic principle of Adaptive Least Squares matching, as outlined
by Grun[38, 39]. It is assumed that two image regions are dened by the two discrete
functions f(x; y) and g(x; y), which correspond to conjugate regions in the left and right
images respectively. The function f(x; y) is often called the \template", whereas g(x; y) is
often called the \picture". An ideal match is attained if
f(x; y) = g(x; y): (3.32)
However, equation (3.32) is not consistent, due to the presence of noise. Therefore, an error
vector is added, resulting in
f(x; y)  e(x; y) = g(x; y) (3.33)
where e(x; y) is the error. The objective is to nd the function g(x; y) which yields the best
match. In the least squares context, equation (3.33) is considered as a non-linear observation
equation. In order to use the least squares approach, this equation must be linearised. This
yields
f(x; y)  e(x; y) = g
o
(x; y) +
g
o
(x; y)
x
dx+
g
o
(x; y)
y
dy; (3.34)
dx =
x
p
i
dp
i
; dy =
y
p
i
dp
i
; (3.35)
where g
o
(x; y) is the initial approximation to the conjugate region g(x; y), and p
i
are transfor-
mation parameters. These parameters consist of image shaping and radiometric parameters.
The image shaping is accomplished by applying a geometrical transformation to g
o
(x; y).
This transformation may be formalised as
x = t
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(3.36)
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and with parameter matrices
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where x
o
, y
o
are the coordinates of g
o
(x; y). This transformation may be approximated by
an ane transform, which results in A and B being dened as
A =
"
a
11
a
12
a
21
0
#
; B =
"
b
11
b
12
b
21
0
#
; (3.41)
31
which leads to
x = a
11
+ a
12
x
o
+ a
21
y
o
y = b
11
+ b
12
x
o
+ b
21
y
o
(3.42)
Parameters a
11
and b
11
are for image shift, while a
12
, a
21
, b
12
and b
21
are for image distortion.
Dierentiating equations (3.42) with respect to x and y,
dx = da
11
+ x
o
da
12
+ y
o
da
21
;
dy = db
11
+ x
o
db
12
+ y
o
db
21
: (3.43)
In addition to the image shaping parameters of equation (3.41), the radiometric parameters
r
s
(for zero level shift) and r
t
(a brightness scale factor) are also included in the system.
Equation (3.34) therefore becomes
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Combining the parameters in a parameter vector x,
x
T
= ( da
11
da
12
da
21
db
11
db
12
db
21
r
s
r
t
); (3.45)
their coecients in the design matrix A, the dierence f(x; y)  g
o
(x; y) in the vector l, and
e(x; y) in the vector e, the above observation equations become
l  e = Ax (3.46)
which is the standard matrix formulation for least squares problems. With the statistical
expectation operator E and the assumptions
E(e) = 0; E(ee
t
) = 
2
o
P
 1
(3.47)
where P is a weight matrix, the system of equations (3.46) and (3.47) becomes a Gauss-
Markov estimation model. This estimation model leads to the following
x^ = (A
t
PA)
 1
A
t
Pl; (solution vector) (3.48)
^
2
o
=
1
r
v
t
Pv; (variance vector) (3.49)
v = Ax^  l; (residual vector) (3.50)
r = n  u; (3.51)
where u is the number of transformation parameters (in this case 8), n is the number of
observations (depends on the patch size) and r = n  u is the redundancy.
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The residuals v
i
may be interpreted as the dierences in grey values between the estimated
picture patch and the template patch,
v
i
= g^(x; y)
i
  f(x; y)
i
; i = 1   n; (3.52)
where g^(x; y) denotes the estimated picture patch.
Due to the non-linearity of equation (3.33), the original observation equation, the solution
must be obtained iteratively. The parameters are initially set as
a
o
11
= b
o
11
= a
o
21
= b
o
21
= 0; a
o
12
= b
o
12
= 1 (3.53)
(r
s
and r
t
are linear by denition)
The design matrix A is evaluated, and the solution vector computed from equation (3.48).
Equations (3.42) and (3.43) are then used to transform the window g
o
(x; y), and the design
matrix is re-evaluated. The process is repeated until each element of the solution vector x^
falls below a certain threshold.
The model used in this analysis consists of parameters which model both the geometrical
distortion and the radiometric anomalies. A model should contain enough parameters in
order to be able to model the distortion as completely as possible, however, this increases
the risk or over-parameterisation. Under certain conditions, some parameters may not be
determinable, which impairs the estimation model and adversely aects the quality of the
match. Therefore, a least-squares matching algorithm should include a test procedure for
parameters which can check if parameters are non-determinable. An algorithm with such a
capability is termed adaptive. The adaptive capability is incorporated into the iteration steps.
The parameter set is updated automatically, depending on the signal content. In addition,
parameters may be assigned weights.
3.2 Transform Based Techniques
In these techniques the two-dimensional array of pixel values is transformed into another
two-dimensional array prior to matching. This section outlines two such approaches: the
sign representation, and methods based on non-parametric transforms.
3.2.1 Sign Representation
In this method, matching is preceded by a preprocessing step in which the stereo images are
converted into the sign representation.
Zero Crossing Theory
This method has its roots in the computational theory of stereo matching[58, 73], in which
zero crossings in the second derivative are the primitives used for matching. These zero cross-
ings correspond to large intensity changes, as shown in Figure 3.11. The second derivative
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Figure 3.11: Successive derivatives of a grey-level image, illustrating how intensity
changes result in zero crossings of the second derivative[73].
alone, however, is a high pass operator, therefore the zero crossings would be correlated with
the ne details of the image. Information about more important edges would be lost amongst
the ne detail. Therefore, a two-dimensional Gaussian lter,
G(x; y) =
1
2
exp
 
x
2
+y
2
2
2
(3.54)
is rst used to smooth the high frequency detail before application of the second derivative.
The two operations can be combined into one lter, known as the Laplacian of Gaussian
(LOG):
r
2
G(x; y) =
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2
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2
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2
!
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2
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(3.55)
A cross section through a LOG operator is shown in Figure 3.12. Convolving an image I(x; y)
with the LOG, the convolved image
C(x; y) = r
2
G(x; y)  I(x; y) (3.56)
is obtained. Zero crossings are dened as locations where C(x; y) = 0. An image may be
convolved with r
2
G lters of dierent sizes to produce convolved images at dierent scales
of resolution, as shown in Figure 3.13.
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Figure 3.12: Cross section through a LOG operator. The width of the central lobe,
w = 2
p
2, determines the degree of smoothing[78].
The PRISM System
The sign representation consists of the sign of the Laplacian of Gaussian ltered image. An
example is shown in Figure 3.14. This is a dual of the zero crossing information. The sign
representation, however, is considered to have greater stability in the presence of noise[65].
Noise causes zero crossing points to move proportionally to noise amplitude. If the spacing
between zero crossings is relatively large compared with this movement, the region of constant
sign is more or less stable, and provides a more reliable basis for matching than the zero
crossing locations.
The sign representation is used in the Practical Real-Time Imaging Stereo Matcher(PRISM)
system described by Nishihara[65]. This system is illustrated in Figure 3.15. The left and
right images are digitised, and each is ltered to extract image information at three scales
of resolution by convolution with the two-dimensional Laplacian of Gaussian r
2
G opera-
tors(with diameters of 32, 20 and 10 pixels). The sign of these convolved images is stored in
a binary image termed the sign representation. Next, the sign representations at each scale
are matched using a correlation based technique to produce coarse, medium and ne scale
disparity maps. The matching at the three scales is loosely coupled, with the location of a
match at a coarser scale being used as a starting point for the search at the next ner scale.
Finally, the ne scale disparity map is converted into a depth map.
Unmanned Ground Vehicle Implementation
Work done by Teleos Research towards an Unmanned Ground Vehicle (UGV) system, based
on correlation of the sign representation, is described in the report by Nishihara et al[66].
One feature of this system is the use of a skewed correlation window, to compensate for
disparity variation within a correlation window. For an UGV, a stereo pair would typically
be taken with cameras pointing at the ground as shown in Figure 3.16. In such a case, the
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(a) (b)
(c) (d)
Figure 3.13: Zero crossings resulting from convolving the ROCK image of (a) with
r
2
G operators of width (b) w = 5, (c) w = 10, and (d) w = 20 pixels
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(a) (b)
(c) (d)
Figure 3.14: Sign representation resulting from convolving the ROCK image of (a)
with r
2
G operators of width (b) w = 5, (c) w = 10, and w = 20
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Figure 3.15: Flow of computation in the PRISM system[65].
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Figure 3.16: Application of skewed correlation windows. The pixels at the bottom
of a square window correspond to ground locations which are closer to the camera
than pixels at the top of the window. Pixels at the bottom of the window therefore
have a greater disparity.
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Figure 3.17: (a) Normal square window (b) Window skewed to compensate for the
disparity gradient[66].
disparity of pixels near the bottom of a square correlation window will be greater than the
disparity of pixels near the top of the window. \Skewing" one correlation window as shown
in Figure 3.17 so that disparity becomes uniform over the window can greatly improve the
height and distinctness of the correlation peak.
3.2.2 Non-Parametric Techniques
In these techniques, non-parametric transforms are applied to the images prior to matching.
Non-parametric transforms rely on the relative ordering of pixel intensities within a window,
rather than the intensity values themselves. These transforms are tolerant to a small number
of outliers within a pixel window, therefore they are unaected by small amounts of random
noise. In addition, their reliance on the relative ordering of pixels means they tend to be
robust with respect to dierences in camera parameters such as gain and bias. However, they
are sensitive to specular reection, which causes intensity to vary with viewing direction. In
such cases, the ordering of pixels in corresponding windows may be drastically aected.
Rank and Census Transforms
These transforms have been designed with a view to improve matching in the vicinity of
discontinuities in disparity. Near such discontinuities, the pixels in a window represent scene
elements from at least two distinct populations. Some of the pixels come from the object,
others from other parts of the scene. The matching measures discussed so far are based on
standard statistical methods and are best suited to a single population. Parametric measures,
such as mean or variance, are sensitive to the presence of distinct sub-populations, a problem
which has been termed factionalism.
Two non-parametric transforms designed to tolerate factionalism have been dened by Zabih[86,
87]:
rank transform This is dened as the number of pixels in the window whose value is less
than the centre pixel. For example, the 3 3 pixel window:
27 26 18
19 23 29
17 21 25
(3.57)
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would have a rank transform of 4, since there are 4 elements in the window which are
less than the centre pixel. A pair of stereo images transformed using the rank transform
would then be matched using one of the previously discussed metrics, such as the SAD
or SSD.
census transform This maps the window surrounding the centre pixel to a bit string. If
a particular pixel's value is less than the centre pixel then the corresponding position
in the bit string will be set to 1, otherwise it is set to zero. Starting at the top left-
hand corner and moving in a clockwise direction, the pixel window above would census
transform to f0; 0; 1; 0; 0; 1; 1; 1g. Two census transformed images would be compared
using a similarity metric based on the Hamming distance, ie, the number of bits that
dier in the two bit strings. The Hamming distance is summed over the window, ie,
X
(u;v)2W
Hamming(I
0
1
(u; v); I
0
2
(x+ u; y + v)) (3.58)
where I
0
1
and I
0
2
represent the census transforms of I
1
and I
2
. Two hardware imple-
mentations of this scheme are discussed in [21, 85].
Rank Permutation and Ordinal Measures
A variant on the rank transform described above is the rank permutation, discussed by Bhat
and Nayar[15]. This takes two windows which are candidates for matching, then within each
window, numbers the pixel intensities in ascending order. For example, the pixel window
shown previously would result in the rank matrix:
8 7 2
3 5 9
1 4 6
Ordinal Measures are then used to evaluate how well the two windows match. One such
measure denoted by , is computed by:
 = 1 
2d(
1
; 
2
)
M
(3.59)
where d(
1
; 
2
) is a distance measure between two rank matrices, 
1
and 
2
, and M is the
maximum possible value of d(
1
; 
2
). The resultant value of  will lie in the range [ 1; 1],
where larger values signify a better match. The maximum distance, M , will occur when two
rank matrices are the reverses of each other. One possible distance measure is the Hamming
distance, d
H
:
d
H
(
1
; 
2
) =
X
i
(



sgn(
i
1
  
i
2
)



) (3.60)
where sgn(x) =
x
jxj
, if x 6= 0 and 0 otherwise. This basically returns the number of elements
of two rank matrices which are dierent.
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A second distance measure is now dened. Given two pixel windows, I
1
and I
2
, an vector s is
dened, where s(j) is the rank of the pixel in I
2
which is at the same window position as the
pixel with rank j in I
1
. If I
1
and I
2
are exactly the same, then s is the identity permutation
given by u = (1; 2; : : : ; n), where n is the number of pixels in the window. A distance vector,
d
m
is now dened as
d
m
(i) =
i
X
j=1
J(s
j
> i) (3.61)
where J(B) is function which is 1 when B is true and 0 otherwise. Each d
m
(i) is the number
of elements whose rank is  i in I
1
but > i in I
2
. Disordered elements whose rank is less
than i are not counted. This diers from the Hamming distance of equation (3.60), in which
all out of order elements are counted. An example of computation of the distance vector, d
m
follows. Given the rank permutations:

1
= Rank(I
1
) =
8 7 2
3 5 9
1 4 6

2
= Rank(I
2
) =
8 7 2
6 4 9
1 5 3
the values of d
m
(i) for each i are:
i 1 2 3 4 5 6 7 8 9
d
m
(i) 0 0 1 2 1 0 0 0 0
If the rank matrices are exactly the same, then d
m
= (0; 0; : : :0). The distance measure is
dened as the maximum value of the distance vector, ie, max(d
m
(i)); i= 1 : : :n. The largest
value for the distance measure will occur when two rank matrices are the exact opposite of
each other. In this case, the distance measure will be b
n
2
c. From equation (3.59), an ordinal
measure,  may be dened
(I
1
; I
2
) = 1 
2max
n
i=1
d
m
(i)
b
n
2
c
(3.62)
The value of  will range from [-1 . . . 1], where -1 represents the worst case (when the rank
matrices of I
1
and I
2
are the opposite of each other), and 1 represents the best case (when
the rank matrices of I
1
and I
2
are the same). The issue of how to rank equal pixel values
within a window also needs to be addressed. Such values are typically ranked so that the
spatial ordering between them is preserved. This ensures that when two window correspond,
the rankings are consistent.
The main advantage of using  as an ordinal matching measure is its robustness with respect
to specular reection, as the distance measure d
m
will not be drastically aected by a few out
of order elements. This measure becomes less sensitive to specular reection as window size
is increased. However, this increase in statistical robustness is oset by greater complexity
and reduced eciency of implementation.
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3.3 Symbolic Feature Based Techniques
Symbolic feature based techniques are characterised by the use of image features such as
edges, vertices and contours as the matching primitives. These methods rely on feature
extraction. The representations of these features are then compared to nd the best match.
Feature-based methods have the following advantages:
 They are faster than area-based methods, since only a small subset of pixels are used.
 Matching is more accurate since features may be located with sub-pixel precision.
 They are less sensitive to photometric distortions.
However, feature-based methods typically yield very sparse depth maps, since matching only
takes place at image locations where features occur, and results for intermediate points must
be obtained by interpolation. Also, problems can occur at occlusions, where edges visible in
only one image are often spuriously matched by edge based algorithms.
3.3.1 Zero Crossing Matching
An algorithm which uses zero-crossing locations as the matching primitives is described by
Grimson[37]. This is based on the feature point based computational model of human stere-
opsis proposed by Marr and Poggio[59]. The left and right images are convolved with LOG
operators with widths of w = 9, 18, 36 and 72 pixels each (see equation (3.55)). Assuming
the images have been rectied, the positions of the zero crossings along the scanlines are
recorded. In addition to the location, other attributes which are recorded are the direction
of sign change and an approximate estimate of local orientation of the zero crossing contour.
Given that the central width of the LOG lter is w
c
(see Figure 3.12), and the estimate of
disparity in a local region of the image is d
i
, the search for a matching zero crossing will be
constrained to the region:
x+ d
i
  w
c
 x
0
 x+ d
i
+ w
c
(3.63)
where x is the position of the zero-crossing in the rst image, and x
0
is the search range for
the matching zero crossing in the second image. A pair of matching zero-crossings must have
the same direction of sign change and approximately the same contour orientation.
Given a set of zero-crossing representations at dierent scales, matching proceeds in a coarse-
to-ne manner. In this process, coarser resolution matches are used to constrain the matching
of ner detailed representations. In cases where more than one possible match exists, conti-
nuity of zero crossing contours is used to resolve the ambiguity.
3.3.2 Edge Matching
These algorithms use edges as the matching primitives. First of all, edges are extracted from
the images using standard edge detection and linking techniques[8, 14]. The extracted edges
may be represented by a small number of parameters, which may include, but are not limited
to:
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 end point coordinates,
 length,
 orientation,
 edge strength (contrast with respect to background),
 dierence between grey levels on either side.
A suitable method for comparing edge representations also needs to be dened. Such methods
are based on similarities between the above parameters. This section outlines several edge
matching techniques, including the minimum dierential disparity algorithm, matching graph
descriptions, matching polygon representations, and matching  |s representations.
Minimum Dierential Disparity Algorithm
The minimum dierential disparity algorithm discussed by Medioni and Nevatia[62] uses
straight-line segments as matching primitives, then applies the minimal dierential disparity
criterion for global matching. The line segments are derived using the method outlined
by Nevatia and Babu[64]. This method consists of detecting local edges using step masks
in various orientations, then thinning and linking the edges, and nally tting piecewise
linear segments to these curved edges. These segments are dened by end point coordinates,
orientation and edge strength.
The algorithm assumes epipolar lines are aligned with horizontal scan lines. In addition, an
important concept to note is that a segment in one image can actually match to more than
one segment in the other image. This accounts for the case where the corresponding segment
is fragmented.
The algorithm begins with A = fa
i
g, the set of segments in the left image and B = fb
i
g, the
set of segments in the right image. For each segment a
i
in the left image, a window w(a
i
)
is dened, in which corresponding segments in the right image must lie. Similarly, for each
segment b
j
in the right image, a window w(b
j
) is dened in which corresponding segments
in the left image must lie. The shape of this window is shown in Figure 3.18. The sides
of the window are dened by the match segment a
i
, and the width is given by 2  maxd
where maxd is the search disparity range. The concept of overlapping of two segments is
now dened. Two segments u and v are said to overlap if, by sliding one of them parallel
to the epipolar lines, they would intersect. This is denoted by the notation u $ v. Two
segments are considered for matching only if they overlap. Further, a segment is allowed to
match more than one segment in the other image provided that candidate segments do not
overlap. The candidates are therefore viewed as fragments of a longer segment.
A boolean function p(i; j) indicates whether two segments are potential matches, ie, p(i; j) is
true if and only if
 b
i
$ a
i
 a
i
and b
i
have \similar" contrast
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Figure 3.18: Example of window construction[62].
 a
i
and b
i
have \similar" orientation
Two segments are dened to have similar contrast if the absolute value of the dierence
between the contrasts is less than 20% of the larger one. Similarity in orientation is a
function of segment length, being 25

for long segments and up to 90

for short segments. To
each pair (i; j) such that p(i; j) is true (ie, every potential match), a disparity d
ij
is assigned,
which is the average of the disparity between the two segments a
i
and b
j
along the length of
their overlap.
Two sets, S
p
and S
p
are dened as
S
p
(a
i
) = fj j b
j
in w(a
i
) AND p(i; j) is trueg
S
p
(a
i
) = fj j b
j
in w(a
i
) AND p(i; j) is falseg (3.64)
ie, S
p
(a
i
) is a set of potential matches for a
i
which lie within the window w(a
i
), and S
p
(a
i
)
are segments which lie within the window w(a
i
) which are not potential matches. The total
number of segments in the window w(a
i
) is denoted Card(a
i
), ie
Card(a
i
) = number of segments in the set S
p
(a
i
) [ S
p
(a
i
)
= number of segments in window w(a
i
)
In order to compute unambiguous matches, sets of matches are considered together. For each
possible match (i; j), an evaluation function v(i; j) is computed, which measures how well the
disparities of other line segment matches in the neighbourhoods of i and j compare with d
ij
.
The matches with the lowest values of v(i; j) are selected, the algorithm is therefore named
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the \minimum dierential disparity" algorithm. The function v(i; j) is computed iteratively
as follows:
v
t+1
(i; j) =
X
a
h
in w(b
j
)
min
b
k
veries C
1
(a
h
)

ijhk
jd
hk
  d
ij
j
,
Card(b
j
)
+
X
b
k
in w(a
i
)
min
a
h
veries C
2
(b
k
)

ijhk
jd
hk
  d
ij
j
,
Card(a
i
) (3.65)
where t indicates the iteration number which is 0 for the rst iteration, and 
ijhk
is the
smaller of the overlap lengths for the match pairs (a
i
; b
j
) and (a
h
; b
k
).
The rst term of equation (3.65) is described as follows. For each segment a
h
, in the neigh-
bourhood of j, the match b
k
is selected which veries the condition C
1
(a
h
) and also minimises
jd
hk
  d
ij
j. It is asserted that segment b
k
veries C
1
(a
h
) if:
1. b
k
is in Q
t
(a
h
) if Q
t
(a
h
) 6= ;, otherwise b
k
is in S
p
(a
h
)
2. either b
k
6= b
j
, or a
h
and a
i
do not overlap
where Q
t
(a
h
) denotes the set of preferred matches for segment a
h
at iteration t, and S
p
(a
h
)
are the potential matches for a
h
, as dened in equation (3.64). For every segment, the initial
set of preferred matches, Q
0
, is equal to ; (the empty set). Therefore, for the rst iteration,
according to restriction 1 above, all b
k
in the set of potential matches, S
p
(a
h
) are considered
for possible comparison with match (i; j). However, for subsequent iterations, all b
k
in the
set of preferred matches, Q
t
(a
h
) are considered. The set Q for each segment is updated in
the process of each iteration. A match (i; j) is a member of the set of preferred matches at
iteration t if the following conditions hold:
8k in S
p
(a
i
) such that b
k
$ b
j
; v
t
(i; j)< v
t
(i; k)
8h in S
p
(b
j
) such that a
h
$ a
i
; v
t
(i; j)< v
t
(h; j) (3.66)
ie, the match which yields the lowest v(i; j) is selected as the preferred match. A segment
may in fact have more than one preferred match, to accommodate the case of fragmented
segments. In equations (3.66), the minimum v(i; j) will be selected for each overlapping group
of segments, thus yielding more than one v(i; j) where segments do not overlap. Restriction 2
above normally removes the match a
h
, b
j
from comparison with a
i
, b
j
, unless a
h
and a
i
do not
overlap, in which case the match a
h
, b
j
may still be considered. For example, in Figure 3.19,
h
0
may match only k, but h may match either k or j, as i and h do not overlap.
The second term of equation (3.65) may be described in a similar manner. For each segment
b
k
in the neighbourhood of i, the match a
h
is selected which veries the condition C
2
(b
k
) and
minimises jd
hk
  d
ij
j. It is said that a
h
veries C
2
(b
k
) if:
1. a
h
is in Q
t
(b
k
) if Q
t
(b
k
) 6= ;, otherwise a
h
is in S
p
(b
k
)
2. either a
h
6= a
i
, or b
k
and b
j
do not overlap
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Figure 3.19: A multiple segment match case[62].
As described previously, S
p
(b
k
) are the potential matches for b
k
, and Q
t
(b
k
) are the set of
preferred matches for b
k
.
Finally, the quantities 
ijhk
, Card(b
j
) and Card(a
i
) in equation (3.65) are normalisation
factors which are included to compensate for the eects of segment length and number of
segments in a window.
One possible condition for termination of the algorithm could be when v
t+1
(i; j) = v
t
(i; j),
for all (i; j). However, it cannot be guaranteed that the algorithm will always converge, and
it may oscillate between a number of alternatives. In practice, it has been found that three
iterations are sucient, after which the preferred set of matches are considered as valid.
Matching Graph Descriptions of Edges
The approach described by Ayache and Faverjon[6] makes use of a graph based description
of the images. First of all, chains of edges are extracted from the images using any suitable
method. Two methods which have been successfully used are zero crossing extraction and
an edge detector described by Deriche in [20]. This process results in a set of connected
edge chains, which are then approximated by linear segments. This process may be achieved
using a number of techniques. One simple technique consists of polygonal approximation by
successive splits[72]. Each edge segment is characterised by the following attributes:
 an integer index which identies the segment.
 coordinates of the segment midpoint, x and y.
 length of the segment
 orientation angle
It is also possible to include additional properties such as a measure of the average intensity,
or a measure of texture computed on each side of the segment.
Next, the neighbourhood relationships between segments are computed. The image is rst of
all partitioned into square windows, W
i
, each of which is associated with a list of segments
46
fS
j
g which intersect it. In addition each segment S
k
is associated with a list of windows
fW
i
g which it intersects. For each segment, S
k
, the list of windows fW
i
g which it intersects
is computed. The segment S
k
is added to the segment list for each window W
i
. After all
segments have been considered, the following results are obtained:
1. Each segment S
k
has a list of windows fW
i
g which it intersects.
2. Each window W
i
has a list of segments fS
j
g which intersect it.
An example is shown in Figure 3.20. In this case, the segment and window lists are as follows:
Lists of windows intersected by each segment:
S
1
: fW
13
;W
12
;W
22
;W
21
;W
31
g;
S
2
: fW
13
;W
23
;W
33
;W
43
;W
53
g;
S
3
: fW
13
;W
14
;W
24
;W
34
;W
35
;W
45
g;
S
4
: fW
45
;W
44
;W
54
;W
53
g;
S
5
: fW
53
;W
52
;W
42
;W
41
;W
31
g;
Non-empty lists of segments which intersect windows:
W
13
: fS
1
; S
2
; S
3
g;
W
12
: fS
1
g; W
22
: fS
1
g; W
21
: fS
1
g;
W
31
: fS
1
; S
5
g;
W
23
: fS
2
g; W
33
: fS
2
g; W
43
: fS
2
g;
W
53
: fS
2
; S
4
; S
5
g;
W
14
: fS
3
g; W
24
: fS
3
g; W
34
: fS
3
g; W
35
: fS
3
g;
W
45
: fS
3
; S
4
g;
W
44
: fS
4
g; W
54
: fS
4
g;
W
52
: fS
5
g; W
42
: fS
5
g; W
41
: fS
5
g;
Neighbouring segments are dened as segments which intersect a common window. A list of
neighbours for each segment S
k
is obtained as the union of all segment lists for all windows
in the window list of S
k
. In the above example, the neighbour lists become:
S
1
: fS
2
; S
3
; S
5
g;
S
2
: fS
1
; S
3
; S
4
; S
5
g;
S
3
: fS
1
; S
2
; S
4
g;
S
4
: fS
2
; S
3
; S
5
g;
S
5
: fS
1
; S
2
; S
4
g;
The image description resulting from this process is an adjacency graph whose nodes are
segments with the attributes listed above, and whose edges dene neighbourhood relationships
between segments. Figure 3.21 shows the image description graph for the above example.
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Figure 3.20: Computation of segment and window lists. S
k
denote segments, W
ij
denote windows.
The matching scheme employs a number of global constraints including the continuity con-
straint, and the uniqueness constraint, described in Section 2.1. Disparity information is
stored in the form of a disparity graph, whose nodes consist of potential match pairs (L;R),
and whose edges connect nodes (L;R), (L
0
; R
0
) such that L
0
and R
0
are respective neighbours
of L and R in the image description graph. The disparity dierence between neighbour-
ing nodes must be less than a locally computed limit known as the disparity gradient limit.
Therefore a group of connected nodes in the disparity graph represents a subset of 3-D points
which belong to a smooth surface patch.
The algorithm consists of two phases, known as prediction and propagation. The prediction
phase involves generating a list of potential (L;R) matches. A pair of line segments are
considered for matching if their midpoints satisfy the epipolar constraint, and if they sat-
isfy geometric similarity constraints with respect to their length and orientation attributes.
Length is a relatively unstable feature, due to the lack of robustness of the polygonal ap-
proximation scheme. Therefore a length ratio of up to 1.5 is tolerated for the prediction
phase. Orientation angle is robust with respect to the polygonal approximation scheme,
therefore dierences in angle between two corresponding segments is primarily due to per-
spective distortion. For stereo pairs whose baseline is narrow with respect to the object
distance, perspective distortion will be minimal. Therefore, a tight threshold of 15 degrees
is used for the dierence in segment orientation. To reduce the number of false matches,
segments which are too short or too long are not considered for matching. The former are
considered to give a poor estimation of orientation, the latter are likely to be broken in the
other image. Also, segments too closely aligned with the epipolar lines are not considered,
since their intersection with the epipolar line is prone to be imprecise.
The prediction phase results in a number of potential matches, each of which corresponds
to a node in the disparity graph. The propagation phase consists of a recursive exploration
of the image description graph structure in order to construct links between disparity graph
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Figure 3.21: Image description graph.
nodes which have a similar disparity. An arbitrary disparity node is initially selected. The
neighbours of this node are then recursively examined. Nodes are added to the disparity
graph if their predicted disparity lies within a certain range. An illustrative example is
shown in Figure 3.22. In this case, the left and right images shown in (a) correspond to the
image description graphs of (b). The resulting disparity graph is shown in (c). This consists
of three connected regions, each with a dierent predicted disparity. The rst consists of the
correct matching of the two rectangles, ie, f(S
1
; S
0
1
); (S
2
; S
0
2
); : : : ; (S
8
; S
0
8
)g. The other two
in fact correspond to incorrect disparity predictions, caused by a rectangle matching to the
wrong rectangle in the other image.
To enforce the uniqueness constraint, each node in the image description graph must corre-
spond to only one node in the disparity graph, ie, a segment can only have one disparity.
In the case of conicting predictions, such as in the example of Figure 3.22, the disparity
with the largest number of nodes is retained. All other conicting nodes are discarded. In
Figure 3.22, connected graph component A is retained while B and C are discarded. This
is an eective procedure for removing erroneous disparities caused by repetitive structures.
However, some false matches which do not conict with existing matches may still remain.
Since it has been observed that false matches usually correspond to isolated 3-D segments,
the accuracy of the disparity graph may be improved by removing nodes with less than a
minimum number of neighbours.
Comparison of Polygon Representations
Comparison of polygon representations is described by Greenfeld and Schenk[35]. In this
technique, edges are dened as zero crossings of the images convolved with the LOG op-
erator described in Section 3.2.1. The zero crossings are then converted to the chain code
representation[8, 13]. The chain code consists of a sequence of integers between 0 and 7 or
(0 and 3) indicating the direction of the next pixel on the curve, as shown in Figure 3.23.
49
62
(S   , S   )73
(S   , S   )
(S   , S   )51
right image description graph
S1
S 3
S
7
left image description graph
S2 S8
S
4 S9 S 6
S5
(S   , S   )
disparity graph(c)
(b)
B C
A
(S   , S   )15
84 (S   , S   )48(S   , S   )26
(S   , S   )37
2
S 3
S4S
(S   , S   )2 2
S1
S8
S 7
6
S9
S5
S
1
(S   , S   )8 8
(S   , S   )7
6(S   , S   )9 9 (S   , S   )6
7
(S   , S   )3 3
(S  , S   )1
4
(S   , S   )5 5
(S   , S   )4
S
5
S 6
S 3
S
S9
S 7
S8S2 4
9
S8
S 7
S 6
S
4
S1
S2
S 3
S
left image right image
(a)
S1
S
5
Figure 3.22: Example of disparity graph construction.
50
2
1
0
7
6
3
4
5
3
0
(a)
Chain code: 1 0 1 1 0 0 3 0 3 2 3 2 2 2
(b)
2
Chain code: 2 1 2 0 0 7 6 4 6 3 5 4
(c)
(d)
1
Figure 3.23: Chain code representation (a) direction numbers for 4-connected re-
gions (b) 4-connected example (c) direction numbers for 8-connected regions (d)
8-connected example.
The polygon approximation process involves breaking a curve into segments. To ensure that
the structural and shape characteristics of the curve are maintained, break points are chosen
at points of maximum local curvature. The curvature is dened as the rate of change of the
slope as a function of arc length. For a function y = f(x), the curvature is
y
00
q
(1 + (y
0
)
2
)
3
(3.67)
where y is the curve function, and y
0
, y
00
are the rst and second derivatives of y, respectively.
For a curve represented as a chain code, y
0
and y
00
can be computed as the rst and second
dierences of the chain code. Other methods for computing curvature are:
1. A cosine measure CS
pk
, based on the dot product of two vectors,
CS
pk
=
a
p( k)
 b
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(3.68)
where a
p( k)
is the vector from point p to point (p   k) and b
p(+k)
is the vector from
point p to point (p+ k).
2. A curvature measure CR
pk
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=
1
k
 1
X
j= k
f
p j
 
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f
p j
(3.69)
where f
p j
is the integer chain code value of point (p  k).
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In both cases the parameter k denes the extent of the region of support. Large values of
k will result in ne, but important details being ignored, while small values of k may cause
local insignicant uctuations to be selected as break points. It is required to select suitable
break points independent of the choice of k. One method involves rst detecting curvature
points with a small value of k, then applying a geometric thresholding algorithm to eliminate
points which do not represent signicant change in the orientation of the curve.
After all edges have been extracted and converted to the polygon representation, each edge
is compared with all the edges in the other image, in order to nd the best match. First,
an initial list of matches is established based on the similarities in the characteristics of the
edges. Similarity between polygon representations is determined by comparing the following
properties:
 Angle at the vertices, ie, angles between segments.
 Orientation of the vertex, which is the orientation angle of the bisector of each vertex.
 Strength, which is the steepness of the zero crossing.
 Direction of zero crossing sign change, ie, whether the sign of the LOG changes from
positive to negative or from negative to positive.
Next, consistency checks between neighbouring matches are used to eliminate erroneous
matches and to resolve ambiguous matches.
Comparison of  {s Representation
This technique, outlined by Schenk et al[78] and Greenfeld and Schenk[35], matches edges
in the  {s space. As with the polygon approximation method, edges are dened as zero
crossings of the images convolved with the LOG operator. These zero crossing curves are
then converted to the chain code representation.
The chain code representations of the zero crossing curves are then transformed into the  {s
domain[8]. In this representation, the vertical axis,  , represents the cumulative orientation
changes along the curve, while the horizontal axis, s, represents the length of the curve. For
the chain code implementation, s is the number of pixels in the curve, and  is the sum of
the dierence between all neighbouring chain codes up to position s, ie,
 
i
=
i
X
j=1
(f
j 1
  f
j
)
s
i
= i (3.70)
An example of lines and curves transformed to the  {s domain is shown in Figure 3.24. The
 {s representation has the following properties, which are advantageous for edge matching:
 The representation is invariant with respect to the original position of the edge in the
image. It is also invariant to rotation.
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Figure 3.24: The  {s representation. Lines and curves are shown (a) in the image
coordinate system and (b) in the  {s representation[78].
 The degree of the original curve is reduced by one, eg, straight lines become horizontal
straight lines, and 2nd degree curves become straight lines.
 Vertices of straight lines cause discontinuities in the  {s curve.
 The  {s curve is symmetrical in the case that the sequence of the original curve is
reversed.
The most important advantage of the  {s domain is that the search for a matching edge in
two dimensional image space is now reduced to a one-dimensional search in  {s space.
The edges represented in the  {s domain are approximated by segments, in a similar manner
to the polygon approximation procedure outlined previously. Vertices in the  {s domain cor-
respond to changes of curvature in the original curve. Edges of similar shape are characterised
by having similar vertices. Therefore, the matching process focuses on nding  {s represen-
tations with similar vertices. Vertices are compared using their angle (angle between the
segments) and orientation (orientation of the bisector). In the initial phase of the matching
process, a set of candidate matches are found for each vertex. The following considerations
govern the next stage of the matching process:
1. For every vertex there exists only one correct match.
2. The disparities in the x and y direction must lie within certain limits.
3. In the case of several plausible matches, the one with the maximum line consistency is
chosen. This checks for consistency with neighbouring vertices on the edge.
3.3.3 Patch Matching
A method known as patch matching, in which uniform patches are identied and matched, is
described by Abbasi-Dezfouli and Freeman[1]. First of all, patches of almost uniform colour
which are larger than 3 3 pixels in size are found. Next, shape, size and relative geometry
are used to distinguish correctly matching patches. This technique has been applied to aerial
images, and was found have most the success when the patch size is large. Ambiguities
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and false matches tend to occur more frequently when there are several small patches close
together, or when there are areas of low contrast, resulting in patches being incorrectly
identied.
3.3.4 Relational Matching
Relational matching, as discussed by Shappiro and Haralick[79], is a high-level vision pro-
cess which involves matching relational descriptions of objects. This is in contrast to the
previously discussed area and feature-based techniques which use much lower level matching
primitives. Relational descriptions would typically be stored in graph structures, and the
matching problem would then be reduced to the problem of matching these graph structures.
However, extracting object descriptions from the original image is a non-trivial problem,
which tends to be highly dependent on the application.
3.4 Hybrid Techniques
Hybrid techniques make use of both area based and feature based matching primitives, the
objective being to combine the advantages of each. Feature based matching is used to accu-
rately locate edges, while area based matching is used to provide a dense disparity map.
3.4.1 Cross Correlation Combined with Edge Information
The scheme outlined by Cochran and Medioni[18] uses edge information to improve the
disparity map produced using cross correlation. The stereo images are rst rectied, then an
image pyramid of three image pairs is formed by successively convolving with a Gaussian and
sub-sampling by a factor of two. The ow of control through this stereo algorithm is shown
in Figure 3.25. The area and feature based processes proceed independently to yield a set of
edges in the left and right images and a dense disparity estimate with respect to each image.
These are then combined to produce a dense disparity map with improved accuracy at depth
discontinuities. The area based processing block is further expanded in Figure 3.26.
An estimate of the local variation of image texture is dened as:
V
x;y
=
m=2
X
j= m=2
1 
x
j
q
(
n 1
n
)
2
j
+ x
2
j
(3.71)
where the mean x
j
and the variance 
2
j
are calculated along each row of an nm window. The
estimate of variation, V
x;y
returns a small value when there is little matchable texture. This
is used to ag areas for which no match will be generated in the initial disparity estimation
process. Equation (3.71) is summed over each row rather than the whole window at once so
that a pattern of horizontal stripes will return a small value, and will therefore be treated as
an unmatchable region.
The correlation process involves computing the NCC measure for each candidate match be-
tween the two intensity images. The result is a three-dimensional array of NCC scores, the
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Figure 3.25: A hybrid matching algorithm[18].
55
Correlation
Pair from image pyramidestimate from coarser level
disparity maps
Select peaks
disparity maps
disparity maps
Interpolation
Initial disparity estimate
zoomed 
array
Correlation 
Constraints
disparity maps
interpolated
Correlation
measures
local variation
array
  
  


Local variationZoom estimate
 
 


  
  


  
Figure 3.26: Area based processing for the hybrid matching algorithm[18].
56
N0
    
    


0
zero disparity line
disparity
left scanline N
  
  


scanline
right
Figure 3.27: Array of correlation scores[18]
dimensions of this array being the left image width  the right image width  the number
of rows. A slice of this array is shown in Figure 3.27. Correlation scores are computed for
the eligible disparity range, shown as a diagonal band in Figure 3.27. A horizontal line in
Figure 3.27 corresponds to a xed window on the right scanline being compared with a mov-
ing window in the left image, while a vertical line corresponds to a xed window in the left
image being compared with a shifting window in the right image.
It is desired to locate peaks in the correlation score, which indicate potential matches. Peaks
are identied using the following criterion:
1. Each peak has a value greater than or equal to its 4-connected neighbours in the un-
compressed correlation array.
2. Each peak must have a value greater than or equal to half the value of the strongest
peak along each horizontal and vertical line in Figure 3.27. This removes relatively
weak peaks from the set of possible matches.
An initial disparity estimate is computed with respect to each image, based on the location
of peaks in the NCC value. If a disparity estimate from a coarser level is known, this can
be used to guide the selection of the appropriate peak. For example, a weaker peak whose
location is closer to a coarser level estimate may be given preference over a stronger peak
which is further away. For locations whose local variation (computed from equation (3.71))
is not sucient, initial disparity estimates are not computed.
Once an initial set of matches are found, a number of constraints are then applied in order
to remove unlikely matches. These constraints are:
1. The left-right consistency criterion, as described in Section 3.1.2.
2. The ordering of points along corresponding scanlines is preserved. This is equivalent to
the ordering constraint of Section 2.1. Points whose order is reversed from one image
to the other are removed from the set of valid matches.
57
3. Isolated matches are considered to be unreliable and are therefore removed from the
set of valid matches. Isolated matches are dened as those whose disparity diers by
more than 2.5 from the average disparity of the surrounding 55 window. In addition,
matches where fewer than 6 of the 24 neighbours are agged as matchable are also
removed.
Finally, an interpolation process is used to estimate the disparity in areas where no match has
been found. In the rst pass of this process, only matches which exactly satisfy constraint 1
are allowed. In the second pass, small dierences in disparity are allowed, to account for
one-to-many matches which may arise due to variation in surface gradient. The third pass
involves lling \holes" of up to six pixels in extent in the disparity surface with a median
value.
The results obtained from the area based matching process tend to be \blurry" around the
edges due to the smoothing introduced by cross correlation. The accuracy of the disparity
map may therefore be improved using edge information. Edges may be extracted using the
edge detection algorithm of Nevatia and Babu[64]. The edges extracted from the left and
right images are then associated with the left and right disparity images obtained from the
area based process. Assuming that edges correspond to discontinuities, the disparity map
is smoothed, while keeping the disparity at the edges xed[77]. This removes the \blurred
fringe" around the edges.
3.5 Phase-Based Techniques
In phase-based techniques, discussed by Fleet et al[25], local bandpass lters are applied to
the stereo images as a preprocessing step. Disparity is computed from the phase dierence
between the ltered images. One choice of lter for the pre-ltering stage is the Gabor
lter[33]. Gabor phase has been shown to be robust with respect to scale perturbations
and smooth contrast variations[25]. The main advantage of local, phase-based approaches
is that disparity estimates are obtained with subpixel accuracy, without requiring the sub-
pixel interpolation of correlation-based methods, and without requiring the subpixel feature
detection of feature-based methods.
The left and right images are convolved with the Gabor kernel
Gabor(x; ; k
0
) = e
jxk
0
G(x; ) (3.72)
where G(x; ) is a Gaussian window with standard deviation , and k
0
is the peak tuning
frequency to which the lter responds maximally. The results of this convolution for the left
and right images are denoted R
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) respectively. These may be written as
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where (x) and (x) = [k
0
x+  (x)] represent the amplitude and phase components of the
response. The problem of computing disparity is formulated in terms of phase matching, ie,
58
determining the shift required so that the phases of the left and right signals become equal.
The disparity is dened as the shift d(x) such that

l

x 
d(x)
2

= 
r

x 
d(x)
2

(3.74)
Due to the periodicity of the phase, this approach will only work for disparities of up to one
wavelength. If the disparity is too large, the computed phase dierence can be wrong by a
multiple of 2, resulting in an incorrect disparity measurement. To use lters tuned to higher
frequencies with relatively large disparities, a coarse to ne approach is necessary. One such
scheme is discussed in [71], in which the Complex Discrete Wavelet Transform[56, 70] is used
to produce a hierarchy of subimages, which are then used for multiresolution phase-based
matching.
3.6 Combining Independent Measurements
The methodology for combining independent measurements was proposed by Kass[53]. In-
stead of using only a single matching measure, this technique relies on the unanimity among
a number of independent measurements. The technique is reported to exhibit noise immunity
and to work reliably in the presence of occlusions.
In this analysis, I
1
(x; y) and I
2
(x; y) are the pixel intensity functions of the two images, and
D(x; y) is the true disparity between the images relative to I
1
. For all points p which are
visible in both images, I
1
(p) and I
2
(p+D(p)) are projections of the same physical point. The
problem is to recover D from I
1
and I
2
.
Firstly, a representation of the local intensity variation at every point in the image is com-
puted. These local representations are then compared and their similarity evaluated. In the
general case, this representation consists of a set f
i
(p; I); 1 < i < n of dierent image func-
tionals. In the case of edge based matching, these functionals could detect dierent sorts of
edges, while for correlation approaches they would measure weighted pixel intensities. These
functionals should be both numerous and statistically independent. At each point, the values
of the functionals can be combined into a vector,
F (p; I) = (f
1
(p; I); f
2
(p; I); : : : ; f
n
(p; I)) (3.75)
where I is an image and p is a point in that image. If points p
1
and p
2
correspond, then
every component of the vector
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should be small. However, if p
1
and p
2
do not correspond, then it is likely that the vector
result of equation (3.76) has at least one large component. This is dened algebraically as
follows: the predicate matchp
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Figure 3.28: Network of nodes for the cooperative algorithm[57].
where (x) denotes the square root of the expected value of x
2
and k
i
is a constant. The
predicateMATCHP (p
1
; p
2
) is then true if and only if for all i 2 f1; 2; : : : ; ng; matchp
i
(p
i
; p
2
),
ie, MATCHP is true if each element of equation (3.76) is below a threshold.
In order to make full use of the power of statistical combination, the functionals f
i
need to be
numerous and independent. Typical sets of edge based functionals are insucient in number,
and correlation based functionals are not independent, so neither of these sets are adequate.
In order to derive the properties of MATCHP , the existence of a set of independent, linear
shift invariant functionals whose values are loosely preserved between views is assumed.
3.7 Relaxation Techniques
Relaxation algorithms[48, 75, 76] are used in stereo matching to resolve ambiguities. In these
algorithms, disambiguating constraints are used to iteratively rene an initial solution set
until an optimum solution is found. A relaxation based matching scheme for aerial images is
presented in [55].
3.7.1 Cooperative Algorithm
The cooperative algorithm[57] has its roots in computational vision. In this algorithm, a two
dimensional interconnected network of nodes is set up, for each scanline pair, as shown in
Figure 3.28. In Figure 3.28, L
x
and R
x
represent positions of feature points in the left and
right images. The continuous vertical and horizontal lines represent lines of sight from the
left and right eye, and the intersections of these lines correspond to potential disparity values.
The dashed diagonal lines represent constant disparity.
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An initial network of nodes is constructed, with the nodes connected as shown in Figure 3.28.
The solid line connections represent inhibitory interactions, ie, all nodes along each horizontal
(or vertical) line inhibit each other, so that eventually only one match remains on each
horizontal or vertical line. This is equivalent to the uniqueness constraint. The dashed
diagonal lines are excitatory, ie, they favour neighbouring matches which have a similar
disparity. This is equivalent to the continuity constraint. The overall idea is that a network
of nodes be allowed to interact with each other in order to arrive at an optimal solution.
3.7.2 Relaxation Labeling
The relaxation labeling paradigm was initially proposed by Rosenfeld[76]. A set of nodes
(feature points) are identied in each image. The problem consists of assigning unique labels
(or matches) to each node, from a list of possible labels. Probabilities are assigned to the
set of possible labels for each node, and these probabilities are iteratively updated until a set
of optimal matches is obtained. This iterative process makes use of global constraints which
relate the disparity of a feature point to that of neighbouring points.
The algorithm outlined by Barnard and Thompson[12] rst of all extracts feature points
using the Moravec interest operator[63]. This operator selects points at which the grey-level
variance is high in four directions (horizontal, vertical, and both diagonals) over a small area,
eg, a 5  5 window. A point will have a high \interest" score if the variance is high in
all directions. This eliminates points which lie along a straight line from being selected as
matching candidates, since the variance along the direction of the line is low. Such points
would be poor matching candidates, since they would not be easily distinguished from their
neighbours along the line.
After sets of candidate points are found in both images, a set of potential matches is con-
structed by pairing every candidate point in one image with every candidate point in the
other image, within a certain distance from the location of the original point. A probability
is then associated with every potential match, based on the SSD matching measure. Each
point is also assigned a probability for the case that there is no valid match.
The initial probability estimates are then iteratively rened in order to impose global con-
sistency. For a point a
i
, the probability for a particular match will be increased if matches
of neighbouring points have similar disparity. This is essentially equivalent to the continuity
constraint. After ten iterations, matches having a probability of 0.7 or greater are considered
to be matched.
3.8 Dynamic Programming
Dynamic programming involves formulating the matching problem as the problem of nding
the optimal path in a 2-dimensional plane, as shown in Figure 3.29. In Figure 3.29, the
horizontal and vertical axes represent the right and left scan-lines respectively. It is assumed
the images have been rectied.
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Figure 3.29: Concept of dynamic programming[80].
3.8.1 Viterbi Algorithm
The approach of Baker and Binford[7], rst of all extracts edges from the stereo images,
then uses the Viterbi algorithm[26] to match the edges intersecting each pair of epipolar
lines. The Viterbi algorithm is a dynamic programming technique which is distinguished
by the fact that it partitions the original problem into two sub-problems so that the task
now becomes that of optimally solving the sub-problems. In a recursive manner, each of
the sub-problems may then be divided and the solution process repeated. This partitioning
process introduces the constraint of monotonicity of edge ordering, ie, a left-right ordering
of edges along the epipolar line in one image cannot correspond to a right-left ordering along
the epipolar line in the other image. As a result, scenes containing narrow foreground objects
which may result in an ordering reversal are unsuitable for this type of analysis.
The algorithm is applied to the matching of two epipolar lines as follows. A set of edges
intersecting each epipolar line is found. A edge on one epipolar line is then tentatively
paired with an edge on the other epipolar line. This match partitions the problem into two
sub-problems | that of matching edges to the left and to the right of the tentative match.
Problem sub-division continues until all edges have been processed. In order to select the
optimally matching edge from the search space, an edge is paired with a set of possible
matches, including the case of no valid match. The probability of each correspondence is
determined using edge characteristics such as orientation and intensities on either side of the
edge.
Next, the global constraint of edge connectivity is used to identify and remove from the set
of valid matches, surface contours which are not continuous in disparity. This is done by
tracking disparities along connected edges on adjacent lines. Finally, in order to yield a dense
depth map, a Viterbi process is used to match the intensity values between matched edges.
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Figure 3.30: Intra-scanline path nding problem.
3.8.2 Intra and Inter-Scanline Search
In the algorithm outlined above, each pair of scanlines is matched independently using a
dynamic programming search. An edge connectivity constraint is then employed as a post-
processing stage to enforce global consistency across successive scanlines. In contrast, the
algorithm of Ohta and Kanade[67] uses a dynamic programming approach to integrate the
intra-scanline search, which matches a scanline pair, and the inter-scanline search, which
enforces consistency between scanlines.
The method assumes rectied images and is edge based: edges are extracted from the images
by dierentiating the intensity prole along a scanline. A linking process is then used to link
edge positions into connected edges.
The intra-scanline problem is formulated as a path nding problem in a 2-D plane whose axes
are the left and right scanlines. This is shown in Figure 3.30. Vertical and horizontal lines
show the positions of edges on the left and right scanlines. The intersections of these lines are
referred to as nodes. Nodes correspond to stages in the dynamic programming process where
decisions need to be made regarding the selection of the optimal path. The path nding
process must proceed from left to right along each scanline, ie, when the correspondence of
an edge pair is examined, edges to the left of the candidate edges on each scanline must
have already been processed. This ordering constraint means that, like the Viterbi based
algorithm described previously, this algorithm is unsuitable for narrow foreground objects
which can result in position reversals of edges on corresponding scanlines.
The cost of a path is the sum of the cost of its primitive paths, where a primitive path is
represented by a straight line segment in Figure 3.30, and actually represents the matching of
the interval between two edges. The objective is to minimise the total cost of the path from
node (0; 0) to node (M;N) in Figure 3.30. This is achieved by minimising a cost function:
D(m) =
min
i
fd(m;m  i) +D(m  i)g
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Figure 3.31: Inter-scanline path nding problem.
D(0) = 0 (3.78)
whereD(m) the cost of the path from node m to the origin (0; 0), and d(m; k) is the cost of the
primitive path from node m to node k. Selection of an optimum path is an iterative process
starting at m = (0; 0). At each node the primitive path i which results in the minimum cost
is noted. The results of this process consist of the optimal sequence of primitive paths.
The cost of a primitive path is dened as the similarity between the intervals delimited by
edges on the same scanline of the left and right images. If a
1
: : :a
k
and b
1
: : : b
l
are the
intensities of the pixels in these intervals, then the variance of all pixels in the two intervals
is given by:
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The cost of a primitive path which matches these intervals is:
C
p
= 
2
p
k
2
+ l
2
(3.80)
This measure is based on the assumption that if the pixels in the two intervals do in fact come
from the same population then the variance  should be small. However, such a measure is
not robust to radiometric and specular distortion.
The problem of nding the optimal correspondence between edges by applying inter-scanline
consistency constraints can be viewed as a path nding problem in 3-D space, which consists
of a stack of 2-D intra-scanline search planes. This is illustrated in Figure 3.31. The side
faces of this space correspond to the left and right images of the stereo pair. A 2-D node in
an intra-scanline search plane represents the optimum match between edges on a scanline.
An edge spanning several scanlines is known as a connected edge. A pair of connected edges
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will match to a set of 2-D nodes in 3-D space, which are collectively referred to as a single
3-D node. The optimal 3-D node is selected via a dynamic programming procedure.
A 3-D node is comprised of a set of 2-D nodes, and the cost at a 3-D node is based on
the intra-scanline cost of each component 2-D node. This leads to the following ordering
constraint: when two connected edges are examined for correspondence, connected edges to
the left of the candidate edges must already have been processed. The cost C(u) of the path
to the 3-D node u is computed as follows:
C(u) =
min
i
e(u)
X
t=s(u)
fD(I(u; t); I(u  i(t); t); t+ C(u  i(i); t)g
C(0) = 0 (3.81)
where t is the scanline, and s(u) and e(u) specify the start and end scanlines in which the 3-D
node exists. A 3-D primitive path is a path between two 3-D nodes not containing any vertices
belonging to another 3-D node. In addition, a 3-D primitive path is actually comprised of
a chain of 2-D primitive paths, there being one 2-D primitive path per component scanline.
The 3-D node u   i(t) is the start node of the 3-D primitive path, and C(u   i(t); t) is the
contribution of scanline t to the cost of this start node. D(m; k; t) is the cost of the optimal
2-D primitive path from node k to m, on the 2-D plane at scanline t. This is computed using
equation (3.78). The function I(u; t) returns the index of the 2-D node belonging to the 3-D
node u at scanline t. The inter-scanline constraint is represented by i(t).
The iterative process starts with u = (0; 0) and computes C(u) for each 3-D node in left-right
order order along the scanlines. The process results in a set of optimal 3-D primitive paths,
which are in turn comprised of optimal 2-D primitive paths. The inter-scanline algorithm of
equation (3.81) in fact completely contains the intra-scanline algorithm of equation (3.78),
the complete algorithm therefore produces optimum results with respect to both intra- and
inter-scanline constraints.
3.8.3 Disparity Space Image
A dynamic programming algorithm which which nds matches and occlusions simultaneously
is described by Intille and Bobick[49]. This method makes use of a data structure known as
the Disparity Space Image(DSI). The DSI is generated as follows. The ith scanline of the left
and right images, s
L
i
and s
R
i
respectively, are selected, and slid across one another one pixel
at a time. At each step, the scanlines are subtracted and the result is entered as the next line
in the DSI. The DSI consists of a 2-dimensional space with the horizontal axis being the x
coordinate of the images and the vertical axis being the disparity. Potentially two disparity
space images may be generated, the right DSI, where the left scanline is subtracted from
the right, and the left DSI, where the right scanline is subtracted from the left. These two
disparity space images are skewed, negated forms of each other, as shown in Figure 3.32. The
\correct path" through this (x; disparity) space is a black line, this corresponds to locations
where the subtraction of the scanlines is zero. An number of constraints apply to the direction
this path may take. First of all, it is observed that an occlusion situation results in a vertical
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(a)
(b)
Figure 3.32: Example of (a) left and (b) right disparity space images.
disparity discontinuity in the path. A disparity discontinuity with a horizontal gap, labeled
region A in Figure 3.32, corresponds to pixels which are occluded and therefore have no
match. Such a horizontal gap in the left DSI will correspond to a vertical disparity jump,
labeled region B in the right DSI. Similarly, a horizontal gap in the right DSI corresponds
to a vertical jump in the left DSI. An occlusion constraint is used, in which if an occluded
region is proposed, the recovered path is forced to have the appropriate horizontal or vertical
jump, depending on whether the left or right DSI is being used, and the current stage of the
path. The ordering constraint is also used, which assumes objects will have the same order
in both scanlines. As a result, when moving from left to right in the left DSI, horizontal gaps
can only cause the path to jump forward and down, and vertical jumps can only jump up.
Also, when moving from left to right in the right DSI, vertical jumps can only jump down,
while horizontal gaps can only cause the path to jump forward and up.
Traversal of the (x; disparity) space is considered in a state-like manner. Any portion of the
path can be in one of three states: match, vertical occlusion (a vertical disparity jump), and
diagonal occlusion (horizontal gap and vertical disparity jump). The previously described
constraints are used to specify the valid transitions between states. A cost is assigned to
each pixel in the path depending on the current state. The objective is to then nd the path
through (x; disparity) space having the minimum total cost, which is formulated and solved
as a dynamic programming problem.
3.9 Object Space Techniques
The matching algorithms discussed so far have concentrated on the determination of the
disparity map. The traditional stereo matching paradigm assumes 3-D reconstruction is a
post-processing stage which is carried out after matching is complete. In contrast, object
space techniques involve 3-D reconstruction as part of the matching process.
3.9.1 Combining Matching and Surface Reconstruction
This technique involves iteration of the matching and reconstruction phases, the objective
being to disambiguate matches. A system which implements this concept is outlined by Boult
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and Chen[17]. This implementation uses zero-crossing locations as the matching primitives.
As with the zero-crossing method of Section 3.3.1, the direction of sign change and the local
orientation of the zero crossing are used as a basis for matching. Two zero crossings are only
considered for matching if they have the same direction of sign change and if their orientation
is within 30 deg.
After the rst pass of processing, all unique matches are converted into three-dimensional
points. In order to accomplish this, the camera orientation parameters must be known[4, 5].
Surface contours may then be approximated by splines. The reconstructed surface is then used
to disambiguate the remaining matches. For each ambiguous match, the three dimensional
coordinates are computed for each matching candidate. The potential match which yields
the three dimensional point \closest" to the surface is considered to be the correct match.
This point is then added to the reconstructed world surface.
3.9.2 Object Space Models
Object space models present a unied framework for surface reconstruction which allows
multiple sources of information | such as stereo and shape from shading | to be combined.
In these methods, a 3-D representation of the surface is deformed so as to minimise an
objective function. These 3-D representations allow images of the surface to be generated
from arbitrary vantage points, taking eects such as self occlusion and self shadowing into
account. Two such representations are 3-D meshes, and oriented particle systems[30].
Triangulated Meshes
A surface representation using a triangulated mesh is described in detail by Fua and Leclerc[31].
The surface S is comprised of a set of vertices V = fv
1
; v
2
; : : : ; v
n
g called a mesh. The posi-
tion of each vertex v
j
is specied by its Cartesian coordinates (x
j
; y
j
; z
j
). Each vertex which
is not at the edge of the object model has six neighbours, while edge vertices may have from
two to ve neighbours. The surface is also organised into triangular surface elements known
as facets, denoted by F = ff
1
; f
2
; : : : ; f
n
g.
The process begins with an initial estimate of the mesh, which is derived from conventional
disparity results from stereo pairs, such as the algorithm of Fua[29]. The mesh is then
iteratively recomputed so as to minimise the objective function
"(S) = 
D
"
D
(S) + 
C
"
C
(S) + 
S
"
S
(S) (3.82)
where "
D
(S) is a measure of the deformation of the surface from a nominal shape, in this case
a plane, "
C
(S) depends on the correlation between multiple images, and "
S
(S) depends on the
shading of the surface. The  terms assign relative weights to these three components, and
these vary according to surface topology. For example, the correlation component is weighted
more strongly where the surface projects onto highly textured areas in the images, and less
strongly otherwise. The free variables of the objective function are the coordinates of the
vertices of the mesh. The correlation term is calculated by projecting facets onto the image
plane, and correlating these with the original image intensity. The shading term depends on
the dierence in albedo of a facet, which is the ratio of outgoing to incoming light intensity,
and that of its neighbours.
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Oriented Particles
The triangulated mesh approach assumes that the scene contains only one object and one
surface of interest, an assumption which may not always hold. More complex scenes would
typically contain a number of objects, which may be spheroid or which may contain holes. To
successfully model such scenes, a set of oriented particles [82] is used. These oriented particles
are comprised of local surface elements which interact with each other. The surface elements
are discs, whose geometry is dened by the positions of their centres, the orientations of their
normals and their radii. The forces between particles have been likened to \breakable springs"
that tend to align the particles with each other, but may break if the particles become too
far out of alignment.
Object model construction consists of the following steps
1. Initialisation
The process begins with the original stereo images, and corresponding disparity maps.
Each valid disparity is used to compute a point in 3-D space. These points typically
form a noisy and irregular sampling of the \true" 3-D surfaces. An initial set of particles
is then generated from these 3-D points.
2. Clustering
The particles are clustered into more global entities using a \same surface" relation,
which is based on the distance between particles. Spurious particles that are weakly
linked to legitimate clusters are eliminated by removing all points which have less than
a minimum number of neighbours.
3. Renement
Each disc in 3-D space is projected back onto the image plane, and correlated with
the original image. The particles are allowed to interact with each other and rearrange
themselves to minimise the energy term
"
T
= "
St
+ 
D
"
D
(3.83)
where "
St
is an intensity correlation term, "
D
is a deformation term which enforces
consistency between neighbouring particles, and 
D
is a weighting coecient which is
dynamically adjusted according to the scene content.
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Chapter 4
Experimental Results
A number of matching techniques were implemented in software, in order to investigate their
suitability for a stereo sensor for mining automation applications[9]. This sensor should pro-
duce a dense depth map within real-time constraints. It is also desired that the system be
robust, ie, in the case of an invalid match, an answer of NO MATCH should be returned,
rather than an erroneous result. However, a high level of accuracy is not of foremost impor-
tance for this application, since it is desired to obtain information concerning the presence and
overall extent of obstacles, for example, rather than the precise location of their boundaries.
The preliminary investigation was centred on area-based techniques, for the following reasons:
1. Scenes comprised of rocks usually have a large amount of surface texture, and are
therefore well suited to area based matching.
2. They have the potential to yield a dense depth map.
3. They are amenable to fast hardware implementation.
Non-parametric techniques, in particular, the rank and census transformswere also tested. All
implementations accept a rectied stereo pair as input and output disparity maps with respect
to each image. Either of the result disparity maps may then be used for 3-D reconstruction.
4.1 Method of Implementation
4.1.1 Area-Based Matching Metrics
The overall algorithm used to test various area-based matching metrics is shown in the block
diagram of Figure 4.1. The left and right images are input to the matching stage, which
uses one of the metrics from Table 3.2 to determine the initial disparity maps with respect
to each image. The left-right consistency criterion, in addition to ltering to remove isolated
matches, are then applied, in order to remove invalid matches.
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Figure 4.1: Overall matching process using area-based matching metrics.
image
rank
image
right
rank
SAD
left
disp.
left
image
Rectified
rightright
image
left
disp.
Images
Disparity
Maps
Rank transformed
images
Rank
Transform
Rank
Transform
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4.1.2 Non-Parametric Transforms
The steps involved in matching using the rank and census transforms are shown in Figure 4.2
and Figure 4.3 respectively. The rank transformed stereo images are matched using the SAD
metric, while the census transformed images are matched using the Hamming measure of
equation (3.58). In each case, the disparity maps output from the matcher may then be
input to the validity checking stage of Figure 4.1.
4.2 Results
The disparity results obtained for the rock stereo pair of Figure 4.4 using a number of match-
ing metrics, the rank transform, and the census transform, are shown in Figure 4.5 and
Figure 4.6. In each case, the disparity map with respect to the right image is shown. Lighter
regions in the result disparity maps correspond to larger disparities. A matching window size
of 11 11 was used for each metric. The census transform was performed using windows of
size 5 5, however, the matching process used windows of size 11 11.
The test stereo pairs, IROCKS1, J1 and K1, are shown in Figure 4.7, 4.10 and 4.13 respec-
tively. These test pairs were used in the JISCT stereo evaluation[16], and are all aected by
radiometric distortion, one image being brighter than the other in each case. The disparity
maps obtained for these stereo pairs are shown in Figure 4.8, 4.11 and 4.14, while the results
obtained using the rank and census transforms are shown in Figure 4.9, 4.12 and 4.15.
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Figure 4.4: Rock stereo pair.
For each of the test images, the proportion of matches remaining after validity checking for
each metric are shown in Table 4.1.
4.3 Discussion
It can be seen from Figure 4.8, 4.11 and 4.14 that the SAD and the SSD are clearly not robust
with respect to radiometric distortion. These metrics have performed particularly poorly in
the case of the IROCKS1 pair, in which the left image is approximately 28% brighter than
the right. These metrics also performed quite poorly in the case of the J1 and K1 pairs,
in which the right image is approximately 13% and 14% brighter than the left, respectively.
Use of the ZSAD, ZSSD, NCC and ZNCC resulted in improved robustness and consequently
a higher proportion of valid matches, as shown in Table 4.1. However, these metrics result
in increased computational complexity, since they consist of oating point operations. The
NCC and ZNCC are particularly computationally expensive due to the presence of oating
point multiplication, division and square root operations.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.5: Disparity of ROCK stereo pair, produced using (a) SAD, (b) ZSAD,
(c) SSD, (d) ZSSD, (e) NCC and (f) ZNCC metric. The ZSAD, ZSSD, NCC and
ZNCC metrics result in the highest proportion of valid matches, however, these
metrics have a signicantly higher computational overhead than the SAD and SSD.
72
(a) (b)
Figure 4.6: Disparity of ROCK stereo pair, produced using (a) Rank transform
followed by SAD and (b) Census transform followed by the Hamming metric. The
rank and census methods result in a higher proportion of valid matches than the
SAD and SSD, and in addition, they do not introduce the computational overhead
of the ZSAD, ZSSD, NCC and ZNCC.
SAD ZSAD SSD ZSSD NCC ZNCC RANK+SAD CENSUS
ROCK 0.48 0.65 0.49 0.65 0.65 0.65 0.52 0.61
IROCKS1 0.22 0.71 0.22 0.71 0.69 0.55 0.71 0.77
J1 0.40 0.75 0.46 0.75 0.76 0.72 0.77 0.81
K1 0.47 0.72 0.51 0.71 0.73 0.68 0.79 0.83
Table 4.1: Proportion of matched pixels for each matching metric, for each test
stereo pair.
The proportion of matched pixels as shown in Table 4.1 is highly dependent on the content of
the images. For example, the ROCK pair contains a large area of pixels which are only visible
in one image. This results in an unmatched area on the right hand side of each disparity map
in Figure 4.5 and 4.6, which in turn leads to a lower proportion of matched pixels for this
pair. However, Table 4.1 shows that the SAD and the SSD are consistently out-performed by
all the other matching metrics tested, as well as the rank and census transform techniques.
Two matching algorithms based on non-parametric transforms have been tested | the rank
transform followed by matching with the SAD metric, and the census transform followed
by matching with the Hamming metric. Both were found to be robust with respect to
radiometric distortion, as shown by Figure 4.9, 4.12 and 4.15. As shown in Table 4.1, both
algorithms produced disparity maps with a high proportion of valid matches. An additional
advantage of both these algorithms is their amenability to fast hardware implementation.
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Figure 4.7: IROCKS1 stereo pair. Note the radiometric distortion, ie, the left image
is approximately 28% brighter than the right.
Consequently, they are prime candidates for a real-time, robust stereo matching system for
mining automation applications.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.8: Disparity of IROCKS1 stereo pair, produced using (a) SAD, (b) ZSAD,
(c) SSD, (d) ZSSD, (e) NCC and (f) ZNCC metric. Note the poor performance of the
SAD and the SSD, due to radiometric distortion. The ZSAD, ZSSD, NCC and ZNCC
result in improved robustness, however, they introduce additional computational
complexity.
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(a) (b)
Figure 4.9: Disparity of IROCKS1 stereo pair, produced using (a) Rank transform
followed by SAD and (b) Census transform followed by the Hamming metric. The
improvement of these results over the SAD and SSD results of Figure 4.8 clearly
illustrates the robustness of the rank and census transforms to radiometric distor-
tion. An additional advantage of the rank and census methods is that they do not
introduce the computational overhead of the ZSAD, ZSSD, NCC and ZNCC.
Figure 4.10: J1 stereo pair. The right image is approximately 13% brighter than
the left.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.11: Disparity of J1 stereo pair, produced using (a) SAD, (b) ZSAD, (c) SSD,
(d) ZSSD, (e) NCC and (f) ZNCC metric. As with Figure 4.8, the poor performance
of the SAD and the SSD is due to radiometric distortion. The ZSAD, ZSSD, NCC
and ZNCC result in improved robustness, however, they introduce additional com-
putational complexity.
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(a) (b)
Figure 4.12: Disparity of J1 stereo pair, produced using (a) Rank transform followed
by SAD and (h) Census transform followed by the Hamming metric. As with Fig-
ure 4.9, the rank and census transforms result in improved robustness in the case
of radiometric distortion, without introducing the computational complexity of the
ZSAD, ZSSD, NCC and ZNCC.
Figure 4.13: K1 stereo pair. The right image is approximately 14% brighter than
the left.
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(a) (b)
(c) (d)
(e) (f)
Figure 4.14: Disparity of K1 stereo pair, produced using (a) SAD, (b) ZSAD,
(c) SSD, (d) ZSSD, (e) NCC and (f) ZNCC metric. As with Figure 4.8 and 4.11,
the poor performance of the SAD and the SSD is due to radiometric distortion.
The ZSAD, ZSSD, NCC and ZNCC result in improved robustness, however, they
introduce additional computational complexity.
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(a) (b)
Figure 4.15: Disparity of K1 stereo pair, produced using (a) Rank transform followed
by SAD and (b) Census transform followed by the Hamming metric. As with Fig-
ure 4.9 and 4.12, the rank and census transforms result in improved robustness in the
case of radiometric distortion, without introducing the computational complexity of
the ZSAD, ZSSD, NCC and ZNCC.
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Chapter 5
Conclusion
Image matching is a central issue in stereo vision. A wide variety of solutions exist for the
stereo problem, a number of which have been outlined in this report. It is apparent that there
is no single matching method which can be regarded as the optimal solution in all situations.
Selection of an appropriate matching algorithm depends not only on scene domain, but on
user requirements of speed, accuracy and robustness.
This report has also outlined an initial investigation into a matching algorithm suitable for a
real-time stereo sensor for mining automation applications. The requirements of this sensor
were speed, robustness, and the ability to produce a dense depth map. Area based matching
metrics were selected for preliminary investigation, as they are suited to textured objects such
as rocks, are capable of producing a dense depth map, and are amenable to fast hardware
implementation. Out of all the matching metrics tested, the Sum of Absolute Dierences
(SAD) was the least computationally expensive, however, was the most sensitive to radio-
metric distortion. Other metrics such as Zero Mean Sum of Absolute Dierences (ZSAD)
and Normalised Cross Correlation (NCC) were more robust to this type of distortion but
introduced additional computational complexity. As a result, a class of techniques known
as non-parametric transforms, in particular, the rank and census transforms, were also in-
vestigated. The rank and census transforms resulted in improved robustness to radiometric
distortion, in addition to having low computational complexity. These techniques are there-
fore prime candidates for a real-time matching algorithm for mining automation applications.
An important issue which became evident during this investigation was that of nding a
suitable means to evaluate and compare the disparity results of various algorithms. To date,
comparison of disparity maps has been largely qualitative, ie, by visually comparing the
appearance of dierent disparity maps. Ideally, a quantitative measure of the performance
of dierent algorithms could be achieved by computing the dierence between each disparity
map and a \ground truth" disparity map. This ground truth map would consist of the correct
disparity results. However, such a ground truth map is dicult to obtain in practice.
Another alternative for comparison of dierent matching algorithms is to distort one image in
order to reect a particular type of distortion, for example, Gaussian noise, salt and pepper
noise, blurring or rotation. The distorted image would then be matched with the original. In
such a case, it is known that the correct disparity is always zero, therefore incorrect matches
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could be easily identied. The details of using such a method to quantitatively compare
dierent matching algorithms still need to be determined.
Yet another issue to be addressed is that of assigning a level of condence to a match. This
condence level could be based on a number of criterion. For example, pixel regions which
represent textured surfaces could be considered to have a high probability of being matched
by an area based algorithm. The shape of the correlation function could also be analysed.
A precise peak in the correlation function would lend support to a match, whereas a fairly
at correlation function or the presence of multiple peaks would reduce the probability of a
match being correct. In such a scheme, the problem then becomes that of devising a scheme
to combine these criterion.
Furthermore, the concept of combining sources of information can be extended to that of
combining the results of dierent matching algorithms, in order to select an optimal result.
For example, it may be feasible to combine the results of phase based and/or edge detection
with area based techniques. The precise mechanism of how this would be accomplished is
yet to be determined, though it is possible that statistical method may be applied.
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