This paper considers the finite time stability of stochastic hybrid systems, which has both Markovian switching and impulsive effect. First, the concept of finite time stability is extended to stochastic hybrid systems. Then, by using common Lyapunov function and multiple Lyapunov functions theory, two sufficient conditions for finite time stability of stochastic hybrid systems are presented. Furthermore, a new notion called stochastic minimum dwell time is proposed and then, combining it with the method of multiple Lyapunov functions, a sufficient condition for finite time stability of stochastic hybrid systems is given. Finally, a numerical example is provided to illustrate the theoretical results.
Introduction
Nowadays, stochastic modeling, control, and optimization have played a crucial role in many applications especially in the areas of controlling science and communication technology [1, 2] . In practical application, many stochastic systems exhibit impulsive and switching behaviors due to abrupt changes and switches of states at certain instants during the dynamical processes; that is, the systems switch with impulsive effects [3] [4] [5] [6] . Moreover, impulsive and switching phenomena can be found in the fields of physics, biology, engineering, and information science. Many sudden and sharp changes occur instantaneously, in the form of impulses and switches, which cannot be well described by using pure continuous or pure discrete models. Therefore, it is important and, in fact, necessary to study hybrid impulsive and switching stochastic systems.
In many applications, it is desirable that the stochastic system possesses the property that trajectories which converge to a Lyapunov stable equilibrium state must do so in finite time rather than infinite time. Hence, the concept of finite time stability for stochastic systems arises naturally in stochastic control problems. For the deterministic case, finite time stability for continuous time systems was studied in [7] using Hölder continuous Lyapunov functions. Its improvements and extensions have been given by [8] [9] [10] for continuous systems satisfying uniqueness of solutions in forward time, for nonautonomous continuous systems, and for functional differential equations, respectively. In [11] , the notion of finite time input-to-state stability is introduced for continuous systems with locally essentially bounded input. The problem of finite time stabilization for deterministic nonlinear systems has been accordingly studied in the literature. Numerous theoretical control design methods, including backstepping, sliding mode, control Lyapunov function, input-to-state stability, and small-gain techniques, were presented and developed for various types of nonlinear systems over the last two decades [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] . For the stochastic case, the notion of stochastically finite time attractiveness is introduced for a class of stochastic nonlinear systems and a theorem established on finite time attractiveness for such systems based on Lyapunov functions [19] . In [20] , the notion of finite time stability is extended to stochastic nonlinear systems, and the Lyapunov theorems are established on finite time stability and finite time instability for stochastic nonlinear systems. It is worth noting that these works just discussed the single stochastic system and did not take the switching and impulsive parts into account.
In this paper, we will study the finite time stability of stochastic hybrid systems, which has both Markovian switching and impulsive effect. The main contributions of this paper include the following: (i) extend the concept of finite time stability to stochastic hybrid systems, (ii) present two sufficient conditions for finite time stability of stochastic hybrid systems by using common Lyapunov function and multiple Lyapunov functions theory, (iii) introduce a new notion called stochastic minimum dwell time (SMDT), and (iv) propose a sufficient condition for finite time stability of stochastic hybrid systems by combining SMDT with the method of multiple Lyapunov functions.
The organization of the paper is as follows. In Section 2, we present some preliminary materials and a formulation of problems to be considered in this paper. In Section 3, the finite time stability of stochastic hybrid systems is studied and several sufficient conditions are presented. A numerical example is provided in Section 4. Finally, concluding remarks are given in Section 5.
Problem Statement and Preliminaries
Throughout this paper, we let denote the -dimensional Euclidean space, + denote all nonnegative real numbers, and × denote the space of × matrices with real entries. Let (Ω, , { } ≥0 , ) be a complete probability space with a filtration { } ≥0 satisfying the usual conditions (i.e., it is right continuous and 0 contains all -null sets). Let ( ) = ( 1 ( ), . . . , ( ))
T be an -dimensional Brownian motion defined on the probability space. Let ‖⋅‖ denote the Euclidean norm in . If is a vector or matrix, its transpose is denoted by T . If is a matrix, its trace form is denoted by | | = √ trace( T ). ∧ means the minimum of and , while ∨ means the maximum. Let { ( ), ≥ 0} be a Markov chain on the probability space taking values in a finite state space = {1, 2, . . . , } with generator Γ = ( ) × given by 
In this paper, we will consider a stochastic hybrid system with modes described by { ( ), ≥ 0} and suppose that the dynamics is described by the following forms:
for ≥ 0 = 0 with initial value ( 0 ) = 0 ∈ , where ( ) ∈ is the state vector and : × → , : × → × , 
. , ( ))
T is an -dimensional Brownian motion defined on the underlying probability space and independent of ( ), ≥ 0.
+ ) = ( ), which implies that the solution of the system (2) is right continuous. At the switching times, there exists an impulse described by the second equation of (2) .
To ensure the existence and uniqueness of solutions for (2) we impose the following hypothesis.
Assumption 1. Assume that for any ( ) = ∈ functions
( , ) and ( , ) satisfy all conditions of Lemma 2.1 in Yin et al. [20] ; that is, functions ( , ) and ( , ) are all continuous in . Further, for each = 1, 2, . . ., and each 0 ≤ < ∞, the following conditions hold:
where ( ) and ( ), ∈ , are nonnegative functions such that ∫ 0 ( ) < ∞ and ∫ 0 ( ) < ∞; ( ) ≥ 0, as ≥ 0, is nonrandom, strictly increasing, continuous, and concave
Assumption 2. Assume that, for any ( ) = and ( − ) = , , ∈ , functions , ( , ) satisfy the global Lipschitz condition; that is, there exist constants , , , ∈ , such that for arbitrary ≥ 0 and arbitrary 1 , 2 ∈ ,
Remark 3. Under Assumptions 1 and 2, by using the similar analysis of [21, Theorem 170] , one can ensure the existence of a unique solution to (2).
Remark 4.
It is known that the existence of a unique solution to (2) is ensured if functions ( , ) and ( , ) satisfy the usual conditions (i.e., the local Lipschitz condition and the linear growth condition), and , ( ) satisfy the global Lipschitz condition. However, in this paper, we assume that functions ( , ) and ( , ) only satisfy the conditions of Assumption 1, rather than the usual conditions. This is because (1) the conditions of the former have less conservation than that of the latter; (2) it is impossible to discuss the finite time stability in probability for (2) if functions ( , ) and ( , ) satisfy the local Lipschitz condition. Therefore, in this paper, we assume that functions ( , ), ( , ), and , ( ) satisfy the conditions of Assumptions 1 and 2.
Remark 5. In mathematics, we need that functions ( , ) and ( , ) satisfy the non-Lipschitz condition. The aim of this requirement is to ensure the finite time stability of industry systems considered. In other words, if functions ( , ) and ( , ) of the industry system satisfy the Lipschitz condition, then this industry system can not be finite time stable.
Next, we will extend the concept of finite time stability to the stochastic hybrid system (2).
Definition 6. The trivial solution of (2) is said to be finite time stable in probability with respect to ( ), if the system (2) admits a unique solution for any initial data 0 ∈ and a given Markov chain ( ) ∈ , denoted by ( ; 0 , ( )). Moreover, the following statements hold.
(i) Finite time attractiveness in probability: For every initial value 0 ∈ \{0} and a given Markov chain ( ) ∈ , the first hitting time ( 0 , ( )) = inf{ ; ( ; 0 , ( )) = 0}, which is called the stochastic settling time, is finite almost surely; that is, ( ( 0 , ( )) < ∞) = 1.
(ii) Stability in probability: for every pair of ∈ (0, 1) and > 0, there exists a ( , , ( )) > 0 such that
whenever ‖ 0 ‖ < .
Remark 7.
In [20] , the research object was just a single stochastic system and did not consider the influence of switching part and impulsive effects. Therefore, our definition is an extension of [20] . Let 2 ( × ; + ) denote the family of all nonnegative functions ( , ) on × which are continuously twice differentiable in . If ( , ) ∈ 2 ( × ; + ), define an operator from × to by
where
For the convenience of the reader we cite the generalized Itô formula established by [22] as a lemma.
Lemma 8 (generalized Itô formula [22]). If ( , ( )) ∈
2 ( × ; + ), then for any switching times 0 ≤ 1 ≤ 2 < +∞,
as long as the integrations involved exist and are finite.
We will show next how finite time stability can be indirectly determined by studying the probability associated with a function ( , ( )) defined for the stochastic hybrid system.
Finite Time Stability Analysis
In this section, we will extend the existing results to study the finite time stability for the stochastic hybrid system (2); several sufficient conditions will be given. First, we need the following lemma. 
Proof. Let 0 = inf{ ≥ 0; ℎ( ) = 0}. Note that ℎ(0) > 0 and ℎ( ) ≥ 0 for all > 0; we have 0 < 0 ≤ +∞. Now define a continuous function
It is not hard to verify that
for any 0 ≤ ≤ ∈ [0,̃0], wherẽ0 = 0 ∧(ℎ(0) 1− / (1− )).
Note that (0) = ℎ(0) and ( ) ≥ 0 as ∈ [0,̃0]. This is because
Then by the definition of ( ), we obtain
and hence ( ) ≥ 0 as ∈ [0,̃0]. Let = { | ∈ [0,̃0] and ℎ( ) > ( )}. If = 0, then the required assertion follows by taking =̃0. Suppose that there exists a ∈ . This means that 0 < ≤̃0 and ℎ( ) > ( ) ≥ 0. Let = inf{ < ; ∀ ∈ ( , ], ℎ( ) > ( )}; we claim that ̸ = for some , where is such that ℎ( ) < ℎ( − ). In fact, if = with ℎ( ) < ℎ( − ), then by the continuity of ( ) and ℎ( ), ∈ [ −1 , ), there exists a constant > 0 such that ℎ( ) > ( ) for any ∈ ( − , ). However, this contradicts the definition of .
Therefore, we have that ∈ ( −1 , ) or = with ℎ( ) = ℎ( − ) for some . That is, ℎ is continuous at .
Combining the continuity of , we have that ℎ( ) = ( ), and thus ℎ( ) > ( ) > 0 for any ∈ ( , ). Let̂= min{ , { ; ∈ ( , )}}, and by condition (2) we have that ℎ( ) ≤ ( ) for all ∈ [ ,̂], where
Note that ℎ( ) is continuous on time interval [ ,̂], so the integral term of (11) is derivable with respect to . Now, for any ∈ [ ,̂], we have that
That is, ( )/ ( ) is an increasing function as ∈ [ ,̂]. Since ( )/ ( ) = ℎ( )/ ( ) = 1, we immediately obtain that ( ) ≥ ( ), ∈ [ ,̂]. By this, (9), and (11), we have
which implies that there exists at least a ∈ ( ,̂) such that ℎ( ) ≤ ( ); however, this contradicts the assumption that ℎ( ) > ( ) for any ∈ ( ,̂). The proof is complete.
Remark 10. In Lemma 9, the function ℎ is only piecewise continuous, rather than continuous. Thus, Lemma 9 is an extension of [20, Lemma 3.1]. Moreover, by (7) and the definition of 0 , we have that can be chosen as = 0 ≤ ℎ(0) 1− / (1 − ).
Remark 11.
In mathematics, we allow that the function ℎ is piecewise continuous, rather than continuous. This is an advantage for practical application. Because it allows that the system has discontinuous dynamics, such as optimal control systems, nonsmooth mechanics systems, and robotic manipulation systems. In addition, it follows from = 0 ≤ ℎ(0) 1− / (1 − ) that we can adjust the time by using the actual initial value ℎ(0) of systems, which leads to greater flexibility in practical application.
Theorem 12. Consider the system (2); if there exist a function
( ( )) ∈ 2 ( ; + ), ∞ class functions and , and positive real numbers > 0 and 0 < < 1, such that for all ∈ , ≥ 0, and a given Markov chain ( ),
then the trivial solution of (2) is finite time stable in probability with respect to ( ).
Proof. The proof follows the same line of the proof of [20, Theorem 3.1].
Remark 13. If all conditions of Theorem 12 hold for arbitrary Markov chain ( ), then we will obtain the sufficient condition for finite time stability of stochastic hybrid system (2) under arbitrary Markovian switching.
Theorem 12 gives us a sufficient condition for finite time stability of stochastic hybrid system (2) by using common Lyapunov function technique. Next, we will give another sufficient condition by using multiple Lyapunov functions technique.
Let : + → be a piecewise constant function with a strictly increasing sequence of switching times { ; = 1, 2, . . . , }, where ≤ ∞, and ( ) is a constant as ∈ [ −1 , ), = 1, 2, . . . , . Before giving the next sufficient condition, we need the following lemma.
Lemma 14.
Assume that there exist a constant ∈ (0, 1) and a scalar switching function ℎ( , ( )) :
, (14) where ( ) > 0, ( ) ∈ (0, 1), and ( ) ∈ . Then there exists a real number > 0 such that
Proof. Using similar arguments of Lemma 9, we can obtain the desired conclusion.
Remark 15. Lemma 14 is an extension of Lemma 9. Moreover, from the analysis of Lemma 14, we have that
where = 1/((1 − max )(1 − max )). It implies that 0 ≤ ⋅ (ℎ max / min ), where 0 = inf{ ≥ 0; ℎ( , ( )) = 0}. By this, the real number in Lemma 14 can be chosen as
Let denote the th switching times of the Markov chain ( ), where = 1, 2, . . . , , and ≤ ∞. By Lemma 14, we have the following theorem.
Theorem 16. Consider the system (2); if there exist a function
( ( ), ( )) ∈ 2 ( × ; + ), ∞ class functions and , and positive real numbers ( ) > 0, 0 < ( ) < 1, ( ) ∈ , such that for all ∈ , ≥ 0, and a given Markov chain ( ),
where 0 < < 1 and ( ( 0 ), ( 0 )) = ( 0 , (0)), then the trivial solution of (2) is finite time stable in probability with respect to ( ).
Proof. By combining Lemma 14 with Theorem 12, we can obtain the desired conclusions.
Based on Theorem 16, we will further give another sufficient condition for finite time stability of system (2) by combining the stochastic minimum dwell time technique.
Before giving this sufficient condition, we need the following definition and lemma.
Definition 17. For a given Markov chain ( ), let denote its th switching times, where = 1, 2, . . . , , and ≤ ∞. If
holds for > 0, then is called stochastic minimum dwell time of the Markov chain ( ).
Lemma 18. For a given Markov chain ( ) and any ≥ 0, the following inequality holds:
where = 1, 2, . . . , , and ≤ ∞.
Proof. Using Definition 17 and definitions of and , we can obtain the desired conclusion.
We now state another sufficient condition for finite time stability of system (2).
Theorem 19. Consider the system (2); if there exist a function
( ( ), ( )) ∈ 2 ( × ; + ), ∞ class functions and , and positive real numbers ( ) > 0, 0 < ( ) < 1, ( ) ∈ , such that for all ∈ , ≥ 0,
where ≥ 1 and ( ( 0 ), ( 0 )) = ( 0 , 0 ), then the trivial solution of (2) is finite time stable in probability with respect to arbitrary Markov chain ( ) with stochastic minimum dwell time satisfying
where 0 < < 1 and
Proof. By combining Theorem 16 with Lemma 18, we can obtain the desired conclusion.
Remark 20. In Theorem 19, if 0 < < 1, then, by similar arguments as proof of [20, Theorem 3 .1], we can deduce that the trivial solution of (2) is finite time stable in probability with respect to arbitrary Markov chain ( ). Therefore, Theorem 19 always holds for any > 0.
Remark 21. The mathematical conclusion of Theorem 19 proposes a method to compute the stochastic minimum dwell time, which ensures the finite time stability of practical systems. Furthermore, it follows from (22) that we can adjust the stochastic minimum dwell time by using the actual initial value ( 0 , 0 ) of systems, which leads to greater flexibility in practical application.
Numerical Example
In this section, we will present an example to illustrate the theoretical results.
Example 1. Consider a three-dimensional stochastic hybrid system of the form
where 
and ( ) is a three-dimensional Brownian motion defined on the underlying probability space and independent of ( ), ≥ 0.
It is not hard to verify that all conditions in Assumption 1 are satisfied. In addition, it is also easy to verify that ( ), ( − ) satisfy Assumption 2 with 1,2 = 2,1 = 2. So the system (23) admits a unique solution. By using a Lyapunov function ( ( ), ( )) = 
Simulations have been carried out for system (23) with the Markov chain ( ), which satisfies the condition ( − −1 ≥ 0.6) = 1, = 1, 2, . . .. Figure 1 shows that the state of (23) converges to zero in finite time. The Markov chain ( ) of (23) is shown in Figure 2 . It is worth noting that, although each subsystem of (23) is finite time stable in probability, the entire system (23) still may be not finite time stable in probability when the stochastic minimum dwell time of systems is too small. Figure 3 shows the state of (23) and 50∼70 minutes, respectively, while the accuracy and simulation time of our algorithm are 10 −5 and 36 minutes, respectively.
Conclusions
The issues of finite time stability for stochastic hybrid systems have been studied and corresponding results have been presented. Based on common Lyapunov function and multiple Lyapunov functions theory, two sufficient conditions for finite time stability of systems have been derived. Furthermore, a new notion called stochastic minimum dwell time has been proposed. A sufficient condition for finite time stability of systems has also been given by combining the method of multiple Lyapunov functions with the stochastic minimum dwell time.
Future research directions include the research for more relaxed conditions for finite time stability and the applications of the results presented here to packet-dropping problems in network control systems and time-delayed systems.
