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Earth observation through satellite sensors, models and in situ measurements provides a
way to monitor our planet with unprecedented spatial and temporal resolution. The amount
and diversity of the data which is recorded and made available is ever-increasing. This data
allows us to perform crop yield prediction, track land-use change such as deforestation,
monitor and respond to natural disasters and predict and mitigate climate change.
The last two decades have seen a large increase in the application of machine learning
algorithms in Earth observation in order to make efficient use of the growing data-stream.
Machine learning algorithms, however, are typically model agnostic and too flexible and
so end up not respecting fundamental laws of physics. On the other hand there has, in
recent years, been an increase in research attempting to embed physics knowledge in
machine learning algorithms in order to obtain interpretable and physically meaningful
solutions. The main objective of this thesis is to explore different ways of encoding
physical knowledge to provide machine learning methods tailored for specific problems in
remote sensing.
Ways of expressing expert knowledge about the relevant physical systems in remote
sensing abound, ranging from simple relations between reflectance indices and biophysical
parameters to complex models that compute the radiative transfer of electromagnetic
radiation through our atmosphere, and differential equations that explain the dynamics of
key parameters.
This thesis focuses on inversion problems, emulation of radiative transfer models, and
incorporation of the above-mentioned domain knowledge in machine learning algorithms
for remote sensing applications. We explore new methods that can optimally model
simulated and in-situ data jointly, incorporate differential equations in machine learning
algorithms, handle more complex inversion problems and large-scale data, obtain accurate
and computationally efficient emulators that are consistent with physical models, and that
efficiently perform approximate Bayesian inversion over radiative transfer models.

RESUM
L’observació de la Terra a partir de les dades proporcionades per sensors abord de satèl·lits,
així com les proporcionades per models de transferència radiativa o climàtics, juntament
amb les mesures in situ proporcionen una manera sense precedents de monitorar el nostre
planeta amb millors resolucions espacials i temporals. La riquesa, quantitat i diversitat de
les dades adquirides i posades a disposició també augmenta molt ràpidament. Aquestes
dades ens permeten predir el rendiment dels cultius, fer un seguiment del canvi d’ús del
sòl com ara la desforestació, supervisar i respondre als desastres naturals, i predir i mitigar
el canvi climàtic.
Per tal de fer front a tots aquests reptes, les dues darreres dècades han evidenciat un
gran augment en l’aplicació d’algorismes d’aprenentatge automàtic en l’observació de
la Terra. Amb l’anomenat ‘machine learning’ es pot fer un ús eficient del flux de dades
creixent en quantitat i diversitat. Els algorismes d’aprenentatge màquina, però, solen ser
models agnòstics i massa flexibles i, per tant, acaben per no respectar les lleis fonamentals
de la física. D’altra banda, en els darrers anys s’ha produït un augment de la investigació
que intenta integrar el coneixement de física en algorismes d’aprenentatge, amb la finalitat
d’obtenir solucions interpretables i que tinguin sentit físic.
L’objectiu principal d’aquesta tesi és dissenyar diferents maneres de codificar el coneix-
ement físic per proporcionar mètodes d’aprenentatge automàtic adaptats a problemes
específics en teledetecció. Introduïm nous mètodes que poden fusionar de manera òptima
fonts de dades heterogènies, explotar les regularitats de dades, incorporar equacions difer-
encials, obtenir models precisos que emulen, i per tant són coherents amb models físics, i
models que aprenen parametrizacions del sistema combinant models i simulacions.

RESUMEN
La observación de la Tierra a partir de los datos proporcionados por sensores abordo de
satélites, por modelos de transferencia radiativa o climáticos, junto con las medidas in
situ proporcionan una manera sin precedentes de monitorizar nuestro planeta con mejores
resoluciones espaciales y temporales. La riqueza, cantidad y diversidad de los datos
adquiridos y puestos a disposición también aumenta muy rápidamente. Estos datos nos
permiten predecir el rendimiento de los cultivos, hacer un seguimiento del cambio de uso
del suelo como la deforestación, supervisar y responder a los desastres naturales, y predecir
y mitigar el cambio climático.
Con el fin de hacer frente a todos estos retos, las dos últimas décadas han evidenciado un
gran aumento en la aplicación de algoritmos de aprendizaje automático en la observación
de la Tierra. Con el llamado ‘machine learning’ se puede hacer un uso eficiente del flujo
de datos que crece constantemente en cantidad y diversidad. Los algoritmos de aprendizaje
máquina, sin embargo, suelen ser modelos agnósticos y demasiado flexibles y, por tanto,
acaban por no respetar las leyes fundamentales de la física. Por otra parte, en los últimos
años se ha producido un aumento de la investigación que intenta integrar el conocimiento
de física en algoritmos de aprendizaje, con el fin de obtener soluciones interpretables y
que tengan sentido físico.
El objetivo principal de esta tesis es diseñar diferentes maneras de codificar el conoci-
miento físico para proporcionar métodos de aprendizaje automático adaptados a problemas
específicos en teledetección. Introducimos nuevos métodos que pueden fusionar de manera
óptima fuentes de datos heterogéneas, explotar las regularidades en los datos, incorporar y
respetar ecuaciones diferenciales, obtener modelos precisos que emulan y son coherentes




This thesis is concerned with the incorporation of domain knowledge in machine learning
models in order to improve biophysical parameter retrieval using remote sensing data
- both from observations and simulations from radiative transfer models. This chapter
provides the reader with a brief introduction to remote sensing for biophysical parameter
retrieval and the general approaches applied in the field. Subsequently, the machine
learning algorithms used for parameter retrieval are discussed, as well as the ways in which
expert knowledge can improve such algorithms. Finally the main research objectives, and
the methods used to address them, are described.
1.1 Introduction to remote sensing
In its most literal sense, remote sensing (RS) refers to all information acquisition about an
object from afar, and thus includes the use of handheld sensors as well as those based on
aircrafts and satellites. It is in particular the satellite-based remote sensing systems that
have allowed us to monitor ocean, land and atmosphere at a global scale and derive key
insights about the climate.
Dependent on the radiation source involved in the data acquisition, remote sensing
imaging instruments are partitioned into two categories: passive sensors, which rely on
solar radiation as the illumination source (Ustin, 2004; Liang, 2004), and active sensors,
where the energy is emitted by an antenna towards the Earth’s surface and the energy
scattered back to the satellite is measured (Mott, 2007; Wang, 2008). Some examples of
passive sensors are infrared, charge-coupled devices, radiometers, passive microwave, and
multi and hyperspectral sensors (Shaw & Manolakis, 2002). On the other hand, Radar
systems, such as Real Aperture Radar (RAR) and Synthetic Aperture Radar (SAR), are
examples of systems for active remote sensing. The data used in this thesis are derived
from optical multispectral, infrared sounder and passive microwave sensors. Nevertheless,
we will mainly focus on optical satellite sensors and simulations thereof.
Optical sensors record data in different bands at different wavelengths of incoming
photons. If a sensor has 3-20 relatively wide bands it is said to be multispectral, while
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Figure 1.1: Remote sensing of the Earth’s surface from a satellite sensor. The light of the sun
interacts with the different layers of the atmosphere and the vegetation of the planet. Depending
on their molecular structure, they absorb and scatter light at certain wavelengths which leaves a
“spectral fringerprint” in the observed reflectance that can be used to make inference about the
physical state of the earth.
sensors with hundreds of narrower bands is said to be hyperspectral. The electromagnetic
radiation that leaves the Earth, measured at a high spectral resolution, is a rich source
of information about the various processes that take place on the planet, and has a long
list of applications. Among these applications we find 1) Waterbody monitoring: Sea
surface salinity estimation (Lagerloef et al., 1995), water quality assessment (Ruescas
et al., 2018) and sea ice monitoring (Spreen et al., 2008), 2) Land monitoring: Crop yield
prediction (Mateo-Sanchis et al., 2019), drought detection (Kogan, 1995) and estimation of
vegetation-based carbon uptake (Alton et al., 2007), and 3) Monitoring the constituents of
the atmosphere: CO2 emission and absorption (Tramontana et al., 2016), cloud detection
(Mateo-García et al., 2017) and ozone monitoring (Kondratyev & Varotsos, 2002).
Earth observation through remote sensing data is a multi-disciplinary field incorporat-
ing, among others, physics, chemistry, geology, biology and computer science. Studying
how electromagnetic radiation is reflected, absorbed, and emitted by different gasses,
liquids and solids allows us to make inference about the material composition of the scene
that we have acquired spectral information about. One of the tools that have emerged
from such studies and served to advance them further is the Radiative Transfer Model
(RTM), which simulates the transfer of electromagnetic radiation through our planetary
atmosphere.
1.1.1 Radiative transfer models (RTMs)
RTMs describe the complex interactions of scattering and absorption of radiation with
the constituents of the atmosphere, water, vegetation and soils. RTMs are useful because
they allow us to translate (map) a set of parameter values describing the state of soil, leaf,
canopy and atmosphere to at-sensor reflectance or radiance. Such simulations allow for
modelling, understanding, and predicting parameters related to the state of the land cover,
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water bodies and atmosphere.
Throughout this thesis we have made use of the specific RTM called PROSAIL. It is
the combination of leaf optical properties model PROSPECT and canopy bi-directional
reflectance model SAIL (Baret et al., 1992). PROSAIL is the most widely used RTM in the
last twenty years in remote sensing studies (Jacquemoud et al., 2009). It mimics canopy
reflectance using the turbid medium assumption (i.e., assuming the canopy as a turbid
medium for which leaves are randomly distributed), which is particularly well suited for
homogeneous canopies. PROSAIL simulates reflectance at wavelengths between 400 and
2500 nm with a 1 nm spectral resolution as a function of several parameters that account
for the biochemistry and structure of the canopy, its leaves, the background soil reflectance
and the sun-sensor geometry. In particular:
1. Leaf optical properties, given by the mesophyll structural parameter (N) and leaf
chlorophyll (Chl), dry matter (Cm), water (Cw), carotenoid (Car) and brown pigment
(Cbr) contents.
2. Canopy level characteristics, determined by leaf area index (LAI), the average leaf
angle inclination (ALA) and the hot-spot parameter (Hotspot). System geometry
is described by the solar zenith angle (θs), view zenith angle (θν ), and the relative
azimuth angle between both angles (∆Θ).
Using the spectral response function of a given satellite-sensor, the PROSAIL output can
be projected onto a lower-dimensional space in order to simulate how the satellite-sensor
would record the reflectance.
RTMs encode the forward direction of the remote sensing problem, i.e. predicting
the observed reflectance given the underlying state of the physical system. A key task of
remote sensing is to solve the inversion problems of trying to predict the physical state,






Figure 1.2: The forward problem in Earth observation involves taking the physical state of the
system as input, defined by representative biophysical parameters (e.g. vegetation canopy or leaf
characteristics), then propagating the solar radiation through the atmosphere medium and producing
a simulated at-sensor reflectance. The inverse problem involves performing inference over the
forward model f which is an RTM in this case. In other words predicting the underlying physical
state parameters x, given the observed reflectance y. Both the forward RTM f and the inverse
retrieval model ĝ are complex nonlinear functions defined by their parameters φ and θ.
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1.1.2 Biophysical parameter retrieval
As previously mentioned, remotely sensed data are applied in many subfields of Earth
observation. One of the most central problems is that of biogeophysical parameter estima-
tion which is the type of problem we are mainly concerned with in the present work. This
refers to leaf- and canopy-level parameters of vegetation such as Chlorophyll content and
leaf area index (LAI) respectively, meteorological variables such as air temperature and
humidity and soil moisture, or ocean colour variables such as coloured dissolved organic
matter (CDOM) and inorganic suspended matter (ISM).
The types of algorithms first used for parameter retrieval were algorithms based on
expert knowledge of the physics behind the processes taking place in remote sensing. An
example of this is the vegetation indices based on the fact that healthy green leaves with
high levels of chlorophyll absorb visible light and reflects near infrared light strongly1.
RTMs encode the equations we believe govern the physical system, and parameter retrieval
has therefore also been referred to as inverting RTMs. A commonly used method for model
inversion is to use an RTM to generate a representative database of input-output pairs, a
so-called look-up table (LUT), and match a recorded spectrum with the closest one in the
LUT according to some metric.
In the last two decades, another paradigm which has grown very popular is the use
of data-intensive methods which are largely model agnostic. These machine learning
methods rely on having adequate amounts of sufficiently high-quality data in order to learn
a mapping from biophysical variable to observed spectrum. While there are vast amounts
of satellite data available, labeled data is scarce. This has popularized the use of RTM to
generate the datasets necessary to train the statistical models.
1.2 Machine learning for biophysical parameter retrieval
The earliest approaches to mapping observed reflectances to biophysical parameters were
based on vegetation indices. A vegetation index is a transformation of bands of a satellite
measurement based on knowledge about the interaction between photons and vegetation.
These indices were used in conjunction with linear regression to monitor vegetation as early
as 50 years ago (Jordan, 1969). Some of the most effective vegetation indices are based
on simple normalized differences between bands (Rouse et al., 1974) and are still widely
used in many remote sensing applications. The next step was to take as much spectral
information into account as possible. Approaches based on calculating both derivatives
(Peñuelas et al., 1994) and integrals (Broge & Leblanc, 2001) of specific spectral regions
were proposed. Other approaches simply used all bands in an observed reflectance and
applied step-wise multiple linear regression in order to remove bands with weak correlation
from the regression (Faurtyot & Baret, 1997). The number of dimensions can be prohibitive
for learning when using all bands, especially in the case of hyperspectral measurements,
which led to the widespread use of principal component analysis (PCA) regression (Wold
et al., 1987).
It has been shown that the relation between biophysical parameters and satellite spectra
is non-linear (Camps-Valls et al., 2011). Therefore, unless you have perfectly handcrafted
features, e.g. vegetation indices, you cannot find a linear combination of input variables
that predict your output variable well. It is impossible to engineer features which will
1The most popular example of this is the normalized difference vegetation index (NDVI), see (Rouse et al., 1974).
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linearize every problem for every sensor. Therefore, in the last two decades, the main focus
in the field of parameter retrieval has been to use machine learning to perform a non-linear
mapping from the observed reflectance to the parameter of interest. Below we provide a
non-exhaustive summary of some of the most popular approaches.
Neural network methods are commonly used ML algorithms in the remote sensing
literature, especially in recent years (Zhu et al., 2017). They scale well to large datasets
(O(n) where n is the number of training data) and are able to model complex functions.
These algorithms have enjoyed widespread popularity in the field of machine learning
since the early 90s, leading to breakthroughs which have subsequently been used in the
field of remote sensing. The most obvious example is the convolutional neural network
whose unique characteristics makes it highly suitable for processing multiband remote
sensing image data (Malmgren-Hansen et al., 2019). These algorithms, however, need
a substantial amount of training data in order to avoid overfitting which is not always
available in remote sensing problems.
Another well-studied algorithm in the machine learning literature is that of random
forest regression (RFR), popular for its robustness and its ability to handle different data
modalities and missing values. For these reasons, and the fact that they scale linearly
with the amount of training data as well, RFR has been used in many parameter retrieval
scenarios (Adam et al., 2014; Li et al., 2014; Tramontana et al., 2016; Moreno-Martinez
et al., 2018). They furthermore have a way to rank data features which is very useful when
trying to select the most important features for prediction.
Different from the two above-mentioned methods, a Gaussian Process (GP) is a proba-
bilistic model which makes inference by maximizing the marginal likelihood, and which
results in a predictive distribution (Rasmussen, 2003). This has made GPs very attractive in
remote sensing applications as they provide not only predictions on biophysical parameters
but also uncertainty estimates, allowing users to assess the quality of a prediction. GPs
are good at handling small datasets with high dimensionality without overfitting, which
is a typical scenario in remote sensing. Recent developments, however, have removed
this barrier, allowing them to train on large datasets (Salimbeni & Deisenroth, 2017) as
we will show later for temperature and moisture retrieval problems. Like RFR, there are
ways of performing feature ranking with GPs which, together with the above reasons, have
made them one of the most used ML algorithms in remote sensing (Camps-Valls et al.,
2016). While Gaussian processes model the output values as stochastic, it is also possible
to assume a random distribution over the input variables. Using the Bayes rule you can
then derive a posterior distribution over your biophysical variables which usually has to be
sampled from using Monte Carlo sampling methods, such as the popular Markov chain
Monte Carlo (MCMC) algorithms (Martino & Elvira, 2017; Martino et al., 2018; Robert &
Casella, 2013). The advantage of this type of modelling is the ability to model multi-modal
posterior distributions. This corresponds to the case when different configurations of
biophysical parameters result in the same observed reflectance spectrum which is common
in remote sensing (Gómez-Dans et al., 2016).
1.3 Incorporating physics in machine learning
The last decade has seen a large increase in papers published in the cross-field of physics
based modelling and machine learning (Willard et al., 2020). The various lines of research
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implied include using ML to solve partial differential equations (Geneva & Zabaras, 2020),
discovering governing equations (Raissi et al., 2017) and physics-guided data-generation
(Yang et al., 2019). Particularly relevant for parameter retrieval in remote sensing, however,
are the research topics of 1) improving machine learning regression by encoding physics
knowledge, and 2) emulation of physics-based computer models. The methods presented
in this thesis fall into these two categories, described below in more detail.
Improving machine learning regression by encoding physics knowledge
Machine learning methods are able to learn complex relationships from data, but have no
concepts of physically meaningful output values, energy balances or boundary conditions.
Encoding such knowledge in a regression method has been shown to improve predictions
(Svendsen et al., 2017; Willard et al., 2020), especially outside domains of ample training
data. Furthermore, depending on how the physics knowledge is encoded in the ML model,
increased interpretability of learned parameters can be achieved.
One approach is to select an existing ML method and modify the cost function which is
optimized in the learning process. An example of this is the physics-guided neural network
(Karpatne et al., 2017), which apart from the standard error- and regularization-terms adds
a term which penalizes deviations between NN predictions and predictions of a simple, yet
robust and physically meaningful model. An example of this type of regression algorithm
is presented in Sec. 3.1.
As opposed to designing a cost function that enforces coherence with principles of
physics, other approaches build the ML model itself around the governing equations of
a system. An example of this is the latent force model (LFM) (Alvarez et al., 2009),
which assumes that the forcing in an ordinary differential equation (ODE) is governed
by a Gaussian process, which in turn leads to GP solution to the ODE. Learning the
hyperparameters of said GP corresponds to learning the parameters of the ODE as well as
more physically consistent model predictions. An application of this method is presented
in Sec. 3.2.
There are other frameworks that can be used to encode domain knowledge in ML
regression, based on neural networks, that will not be considered in this thesis. Nevertheless,
they constitute a very interesting research direction. One approach is to perform pre-
training of a network on simulated data followed by a fine-tuning of parameters using real
data (Jia et al., 2019). Another approach, presented in (Daw et al., 2020), is to build a
constraint of monotonous increase in the modelled physical quantity into the recurrent
NN architecture. It has also been shown that expert knowledge can be used to search for
optimal NN architectures (Ba et al., 2019). For a review of such methods, see (Willard
et al., 2020).
Emulation of physics-based computer models
Computer code simulations which act as convenient approximations to reality are ubiq-
uitous in physics, brain, social, Earth and climate sciences. Such simulations allow us to
model, understand, and predict parameters of interest. They do, however, often come with
drawbacks such as a high computational cost and mathematical intractability of derivatives
and integrals (Rivera et al., 2015; Gustau Camps-Valls, 2019). Training an ML algorithm
on data generated by a simulator can ameliorate these shortcomings, resulting in an em-
ulator which is faster to run, and, depending on the ML algorithm, differentiable. The
increased computational speed allows otherwise prohibitively expensive sensitivity analy-
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sis (Sobol, 1993) and the construction of arbitrarily large simulated datasets. The property
of differentiability enables uncertainty propagation as well as the use of the emulator in
cost functions of other ML methods. Section 4.1 presents work on the improvement on
state-of-the-art emulation methods.
1.4 Research objectives
We propound that in order to truly advance the field of remote sensing data analysis it is
necessary to combine physics and domain knowledge with advanced data-driven machine
learning models. We therefore define the following goal:
“The overarching goal of this thesis is to explore new ways of improving data-driven
algorithms by incorporating expert knowledge in order to solve forward and inverse
modelling problems in remote sensing.”
This goal is pursued by exploring the interaction between ML and physics in Earth
observation along two research directions. On the one hand, incorporating physical
knowledge in machine learning regression algorithms to improve performance, consistency
and interpretability. On the other hand, improving the quality of emulators of complex and
often mathematically intractable physical models. These directions of research are both
timely and challenging.
Why is the topic important?
The machine learning literature consists mainly of model-agnostic algorithms which are
built to be as flexible as possible. This flexibility can lead to predictions which are not
consistent with expert knowledge and may not respect the fundamental laws of physics,
such as energy and mass conservation, or can even lead to meaningless predictions, e.g.
negative estimates of strictly positive variables. By incorporating physical knowledge in
machine learning regression it is possible to tailor a method to the particular problem at
hand, making it more effective/consistent and credible. Emulators of physical models
are important because they allow faster and more thorough exploration of the physical
system in question. They also facilitate the use of physical models when building machine
learning cost functions.
How do we plan to address it?
We propose probabilistic modelling, e.g. Gaussian processes and approximate Bayesian
inference, as the appropriate framework for tackling forward and inverse problems in
remote sensing. Several developed approaches will be introduced.
We show how to improve performance and interpretability for inversion in different
ways: 1) combining observational data and simulations synergistically in GP regression, 2)
using GP kernels derived from specific ODEs enforcing physical consistency, 3) performing
approximate bayesian inference over radiative transfer models allowing us to recover
probability distributions over physical parameters, and 4) learning faster and more flexible
inversion models with deep GPs. In order to build more effective emulators we apply GPs
in an active learning scheme that makes use of geometry and diversity information learned
from the data thus leading to more compact and efficient emulators of physical simulators.
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We will showcase the performance of the explored methods in various challenging
remote sensing problems, involving a wide variety of satellite sensors (both optical and in-
frared sounder), biophysical parameters (leaf area index, chlorophyll content, soil moisture,
or dissolved organic matter), Earth spheres (land/vegetation, ocean and the atmosphere),
model simulations (from leaf-canopy and atmospheric models) and observational data
(both remotely-sensed and in-situ). Each chapter provides a critical assessment of the
method presented and a discussion of its relevance for forward and inverse problems in
remote sensing.
1.5 Outline
The remainder of the thesis is organized as follows:
Chapter 2 reviews Gaussian processes, specifically for regression. The deep Gaussian
process regression model is then presented for biophysical parameter retrieval, showing
improved performance compared to existing models.
Chapter 3 describes two ways of encoding physics knowledge in Gaussian process re-
gression: Firstly, one that jointly models in-situ and simulated data, improving regression
on the in-situ data especially in scenarios of extrapolation. Secondly, one that models the
data as the solution to an ODE with a Gaussian process forcing, allowing for physical
interpretation of the fitted model.
Chapter 4 presents an active learning framework for emulating an RTM. We see how an
effective emulator can be built with a minimum number of evaluations of the RTM.
Chapter 5 reviews the variational autoencoder and the Monte Carlo expectation maxi-
mization algorithms. It then shows how to use each method to perform inference over an
RTM model in order to derive probability distributions over biophysical parameters and
compares strengths and weaknesses of the two approaches.
Chapter 6 summarizes the contributions of this thesis, discusses the main conclusions,
and provides a list of related publications that resulted from the work performed during
this PhD thesis.
Chapter 7 provides an overview of the thesis in Valencian.
We end the document with an Appendix section that contains the peer-reviewed scientific
publications directly related to the work conducted in this thesis.
2. Non-linear regression with Gaussian
processes
As explained in Sec. 1.2 the relation between biophysical parameters and satellite spectra
is non-linear. Non-linear regression is therefore a key part of parameter retrieval. The
methods in this thesis are largely based on Gaussian process regression. This is due to
the fact that it is a flexible probabilistic regression model which offers intuitive ways
to encode prior knowledge. This section provides an introduction to the GP regression
method which is already widely used for parameter retrieval in RS settings (Camps-Valls
et al., 2016). We furthermore present the use of deep Gaussian process regression, first
developed by (Damianou & Lawrence, 2013), for improved parameter retrieval. Consistent
with the machine learning literature we use letters x and y to refer to input and output
respectively. Thus, when dealing with inverse problems, we will use x for reflectances and
y for biophysical parameters.
This chapter is partly based on the publication:
1. Svendsen, D.H., Morales-Álvarez, P., Ruescas, A.B., Molina, R. and Camps-Valls, G., 2020. Deep
Gaussian processes for biogeophysical parameter retrieval and model inversion. ISPRS Journal of
Photogrammetry and Remote Sensing, 166, pp.68-81.
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2.1 Gaussian process regression
In machine learning, regression is a supervised learning problem where we try to find a
mapping from input space X to output space Y . We shall, for now, concern ourselves
with single dimensional output values so that X = RD, D ∈ Z+ and Y = R. We therefore
consider a set of input-output datapairs D = {(xi,yi)}ni=1 and the corresponding input
data matrix X = [x>1 ,x
>
2 , . . . ,x
>
n ] and output data vector y = [y1,y2, . . . ,yn]>. This dataset,
coupled with some inference scheme, can then be used to fit the parameters of a non-linear
regression algorithm, in this case Gaussian process regression.
A Gaussian process is a probability distribution over functions. As opposed to a
Gaussian distribution over a random variable, being defined by its constant mean vector
and covariance matrix, a GP is determined by its mean and covariance functions:
m(x) = E[ f (x)]
k(x,x′) = E[( f (x)−m(x))( f (x′)−m(x′))]
and we write a function f determined by a Gaussian process as
f (x)∼ GP(m(x), k(x,x′)). (2.1)
Now, while the mean and covariance functions of a GP are actually defined everywhere in
input space X = Rd , the useful properties of a GP really emerge when considering a finite
number of evaluations of f :
“A Gaussian process is a collection of random variables, any finite number of which
have a joint Gaussian distribution” (Rasmussen, 2003)
This means that the vector of evaluations of f in our n training-inputs f = f (X) =
[ f (x1), f (x2), . . . , f (xn)]> follows a multivariate normal distribution
f (X)∼N (m, K) (2.2)
with mean vector m = m(X) = [m(x1),m(x2), . . . ,m(xn)]> and covariance matrix K =
k(X,X) with elements Ki j = k(xi,x j). The covariance function k(x,x′), which will be
described in more detail in Section 2.1.1, is a function that encodes the similarity between
values of f . If we know, for example, that the function is periodic, this can be reflected
in the covariance, or kernel, function. The choice of the form of k(x,x′) is the most
important choice when modelling data with GPs and training the model amounts to fitting
the hyperparameters of the covariance function θ and the noise variance σ2. The mean
function m(x) can be used to encode prior information about the behaviour of f but is
often assumed to be zero if no such information is available. In the following we will
assume m = 0.
Since the prior over latent function values is Gaussian (see Eq. (2.2)) we know that if we
assume a Gaussian likelihood model
y = f (X)+ e , e∼N (0,σ2I), (2.3)
then we can easily compute the marginal likelihood (see (Bishop, 2006) Eq. (2.115)) which




p(y|f)p(f)df =N (0,K+σ2I). (2.4)
We can maximize the log of the marginal likelihood with respect to the hyperparameters θ
and σ using gradient descent, which is the standard way of training GPs.
Now, what we are really interested in is regression, that is, in predicting an output value
y∗ given an observed input x∗. The GP framework handles this by considering the joint













where k∗ = [k(x∗,x1), . . . ,k(x∗,xn)]> is an n×1 vector. Using standard manipulation of
joint normally distributed variables (see (Bishop, 2006) Eq. (2.96-97)), we can obtain the
distribution over y∗ conditioned on the training data y, i.e.,
p(y∗|y) =N (µGP,σ2GP).
This is a Gaussian distribution with predictive mean and variance given by






The fact that the GP not only provides predictions µGP for a given input but also has a
natural way of assessing the uncertainty of a prediction through σ2GP has made it a very
popular method in remote sensing (Camps-Valls et al., 2016).
2.1.1 Covariance functions
The covariance function k : X ×X → R+ maps two points in the input space onto the
real line. It encodes knowledge about the function we are trying to model in that it
describes how similar two outputs y and y′ should be, given their corresponding inputs x
and x′. A valid covariance function, or kernel function as it also called, always results in a
positive definite covariance matrix with elements Ki j = k(xi,x j), constructed from any set
{xi}ni=1 ∀ xi ∈ X . Below are some examples of commonly used covariance functions.






where λ is the lengthscale of the function. The closer two points are in input-space,
the stronger the covariance of their corresponding outputs. The EQ kernel results in an
infinitely differentiable predictive function.
Matérn: This is a family of kernels (for the general formula see, e.g., (Schölkopf et al.,
2002)) that are used to model less smooth functions that are not infinitely differentiable.
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where λ is the lengthscale. This kernel function is once-differentiable and is useful for
modelling non-smooth functions.
Periodic: The periodic kernel, as derived by D. MacKay (MacKay, 1998), is useful when





where p is the period. There are variants which allow for the period and amplitude to
change across the input space. Figure 2.1 visualizes the different kernel functions and
shows examples of function values sampled from the GP priors that the above kernel
functions give rise to.
The above-mentioned kernels are all examples of so-called stationary kernels, namely
kernels that are functions only of the distance between inputs d = ‖x−x′‖. This translation
invariance is not always a good assumption to make, in fact non-stationary kernels have
been shown to work better for various remote sensing problems (Gewali et al., 2019).
Nevertheless, simple kernel functions such as the EQ-kernel are usually quite expressive
and very useful for developing new algorithms. When the number of training data is
sufficiently high, the EQ-kernel can approximate any function arbitrarily well (Rasmussen,
2003).
2.2 Improving GP regression for parameter retrieval with deep GPs
Gaussian processes are widely used in remote sensing (Camps-Valls et al., 2016), among
other reasons, due to their ability to quantify predictive uncertainty and model non-linear
data without needing big datasets. Classic GP regression, however, has two important
drawbacks: On the one hand, the training cost scales cubically O(n3) with the number of
training samples n, which makes the method prohibitively expensive for larger dataset1.
On the other hand, when it comes to inverting an RTM with a complex and hierarchical
structure, a single layer GP with a fixed kernel form is not always able to model the data.
Deep Gaussian processes, first proposed in (Damianou & Lawrence, 2013), have proven
able to model more complex data than their shallow counterparts while possible to train at
a cost that scales linearly with the number of training samples (Salimbeni & Deisenroth,
2017). The following explains the doubly stochastic variational inference scheme for
DGPs and presents a comparison of DGPs with single layers GPs for parameter retrieval
tasks.
1Datasets larger than 10 000 datapoints are usually considered too large for classic GP regression.
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Figure 2.1: The left column visualizes different kernel functions as a function of distance for
different values of lengthscale λ . From top to bottom the kernels are the Exponentiated Quadratic,
the Matérn 3/2 and the Periodic kernel. The right column shows samples from the GP priors that
the kernels on the left give rise to. The colors of the samples correspond to the those of the kernel
function on the left.
2.2.1 Sparse Gaussian processes
Before the advent of DGPs, a wide range of approximations have been presented in the GP
literature in order to overcome the above-mentioned drawback of a high computational cost
(Snelson & Ghahramani, 2006; Hensman et al., 2013; Bauer et al., 2016; Morales-Alvarez
et al., 2017). Most approximations rely somehow on a set of inducing points which are a
reduced set of m n of latent variables. These inducing points u = (u1, . . . ,um) are GP
realizations at the inducing locations Z = {z1, . . . ,zm} ⊂ Rd , in the same way that the GP
realizations in f are at the inputs X = {x1, . . . ,xn}.
Bauer et al. make a succinct partitioning of all these methods based on whether the
approximation takes place in the model definition or in the inference procedure (Bauer
et al., 2016). The Fully Independent Training Conditional (FITC) (Snelson & Ghahramani,
2006) is the most popular example of the former approach. It assumes an approximate
GP model by introducing the inducing points and then marginalizes them out using exact
inference. On the other hand, the Scalable Variational Gaussian Process (SVGP) is
the most popular example of the approaches which maintain the exact GP model. The
SVGP introduces the inducing points as parameters of a variational distribution, making an
approximation in the inference scheme. This variational inference scheme has proven very
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useful for DGPs since the posterior is analytically intractable as will be explained below.
In fact, the inference scheme used here for the DGP reduces to that of the SVGP when the
depth of the DGP is L = 1. The experiments of Sec. 2.2.4 compare the performance of the
DGP with the FITC and the SVGP, which both have linear training costs, as well as the
standard GP for parameter retrieval. For more details on the FITC method, see (Svendsen
et al., 2020b) or (Snelson & Ghahramani, 2006).
Table 2.1: Summary of the main differences between the four GP-based models used in (Svendsen
et al., 2020b). VI = Variational Inference, D = dimension of each layer, nb = minibatch size.
GP FITC DGP (L = 1) DGP (L > 1)
References 2003 2006 2013; 2017 2017
Model Exact Approx. Exact Exact
Inference Exact Exact Approx. (VI) Approx. (VI)
Depth Shallow Shallow Shallow Deep





2.2.2 Deep Gaussian process model
When applying standard (single-layer) GP regression, the GP output is directly used
to model the response variable y. This output could, however, be used to define the
input position of another GP. Performing this stacking a total of L times yields a Deep
Gaussian Process of L layers. Intuitively, this implies a richer generative model than that
of the standard GP, able to capture more complex patterns in the data. Figure 2.2 shows
samples drawn from a single-layer GP as well as from 2- and 3-layer DGPs. The bottom
subfigure shows that the DGP is able to model functions exhibiting different lengthscales
of variability in the same region as well as varying lengthscales across the input space.
For a standard GP, the Gaussian prior p(f) is conjugate to the Gaussian likelihood
model p(y|f). This means that one can integrate out f and compute the marginal likelihood
p(y) and the posterior p(f|y) in closed form (parameters are omitted for simplicity). For
the DGP model, where latent values to be integrated out appear as inputs in the subsequent
layer (i.e. they appear inside a complex covariance matrix), exact inference is intractable.
For this reason, we introduce m inducing points ul at inducing locations zl−1 at each layer
l. The assumed form of the variational posterior over {fl}Ll=1 and the inducing output
{ul}Ll=1 is what leads to tractability and a training cost that scales linearly with the number
of training data. The rightmost plot in Fig. 2.3 shows a graphical representation of the
described model. For notational simplicity, in the following, the dimensions of the hidden
layers will be fixed to one (this can be generalized straightforwardly, see both (Damianou







Here, f0 = X, and each factor in the product is the joint distribution over (fl,ul) of a GP
in the inputs (fl−1,zl−1), but rewritten with the conditional probability given ul . Notice
that a semicolon is used to specify the inputs of the GP. We will now see how to use the
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Figure 2.2: Five random samples from a 1-dimensional DGP with one (standard GP), two and three
layers and one hidden unit per layer. Each function sample uses the function of the same color in
the previous plot as input, except the function samples of the top plot (L = 1) which use the actual
values of x as input. Every layer is endowed with a standard EQ kernel. This produces very smooth
functions in the first layer (i.e. a shallow GP, top plot). However, the concatenation of such simple
GPs produces increasingly complex functions (middle and bottom plots). In particular, notice that
the 3-layer DGP captures sophisticated patterns that combine flat regions with high-variability ones,
which cannot be described by stationary kernels.
inducing variables in a variational inference scheme for the DGP model.
2.2.3 Doubly stochastic variational inference
Variational inference (VI) is a widely applied approach in probabilistic modelling when
computation of the posterior is intractable. It works by introducing a parametric family of
candidate posterior distributions within which one seeks the optimal distribution. Since
finding the analytical posterior involves a complicated process of integrating latent values
out, it is said that VI transforms the integration problem to an optimization one. The




Figure 2.3: Graphical representation of the four GP-based models used in this work. The color
indicates whether a variable is observed or must be estimated. In the latter case, the intensity of the
color represents the type of estimation: either through a posterior distribution (light), or a point
value (dark).






where the set notation ranges from l = 1 to l = L. Notice here that the first term is
conditional distribution of latent function values fl given ul of the original DGP prior. The
second term is a Gaussian over the inducing outputs with mean ml and full covariance
Sl (which are variational parameters of the parametric family, to be estimated). In VI,
the variational posterior is introduced in the expression of a lower bound to the evidence
(or marginal likelihood) and is then optimized in order to find the best candidate of the
















Due to the proposed variational posterior (2.7) the conditional of fl given ul cancels out
and after some re-arranging and using the fact that probability distributions integrate to 1,
the above result is obtained. The Kullback-Leibler divergence between two Gaussians is
easy to compute analytically, but this is not the case for the expected value with respect to
the marginals of the posterior at the last layer q( f Li ). The idea here, then, is to sample from
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the marginals and approximate the expected value. This is possible since the variational











where the vector µ̃l is a function [µ̃l]i = µml ,zl−1( f
l−1





j ). The explicit expression for the functions µml ,zl−1 and ΣSl ,zl−1 can be
found in (Salimbeni & Deisenroth, 2017, Eqs. (7-8)). The key point here is to observe that,
although the distribution in Eq. (2.9) is fully coupled between layers (and thus the posterior
in the last layer is analytically intractable), the i-th marginal at each layerN ( f li |[µ̃l]i, [Σ̃l]ii)
only depends on the corresponding i-th input of the previous layer. This allows one to
recursively sample f̂ 1i → f̂ 2i → ··· → f̂ Li from all the layers up to the last one by means
of just univariate Gaussians. Specifically, ε li ∼ N (0,1) is first sampled and then for
l = 1, . . . ,L:











The fact that we sample from q( f Li ) in order to obtain an estimation of the expected value
in the ELBO is the first source of stochasticity. And seeing as the ELBO factorizes over the
training points allows us to obtain scalability by sub-sampling data in mini-batches which
is the second source of stochasticity. Together, these methods motivate the name doubly
stochastic variational inference. The ELBO is maximized with respect to the variational
parameters ml,Sl , the inducing locations zl , and the kernel and likelihood hyperparameters
θl (which, to alleviate the notation, have not been included in the equations). Notice that
the complexity to evaluate the ELBO and its gradients is O
(
nbm2(D1 + · · ·+DL)
)
, where
nb is the size of the mini-batch used, and Dl is the number of hidden units in each layer
(which were set to one in this section).
In order to predict in a new function value at x∗, Eq. (2.10) is used to sample S times2
from the posterior up to the (L−1)-th layer using the test location as initial input. This
yields a set { f L−1∗ (s)}Ss=1 of S samples. Then, the density over f L∗ is given by the Gaussian
mixture (recall that all the terms in Eq. (2.9) are Gaussians):






q( f L∗ |mL,SL; f L−1∗ (s),zL−1). (2.11)
2.2.4 Experimental results
We now turn to the evaluation the model performance on a challenging remote sensing
problem. The accurate estimation of atmospheric temperature and water vapour is essential
for climate and weather forecasting studies. The Infrared Atmospheric Sounding Inter-
2This S is related to the first source of stochasticity and, theoretically, the higher the better. In practice, results become
stable after a few samples.
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Figure 2.4: Performance of the compared methods as a function of the training set size for the
surface dew point temperature (top) and temperature (bottom) variables. The RMSE of the Deep
Gaussian Processes decreases with increasing depth. The deep models outperform the shallow ones
which, only if given enough data, are able to outperform the GP-10K.
ferometer (IASI)3 sensor implemented on the MetOp satellite series collects rich spectral
information to derive temperature and moisture (Tournier et al., 2002). The temperature
and moisture values are derived from the European Center for Medium-Range Weather
Forecasts (ECMWF)4 model. For details on data collection and preprocessing see (Svend-
sen et al., 2020b). We compare the following GP regression methods for retrieval of surface
level temperature and dew point temperature (moisture):
3 www.eumetsat.int/website/home/Satellites/CurrentSatellites/Metop/MetopDesign/IASI
4https://www.ecmwf.int/
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DGP1-4: Doubly stochastic variational inference DGP with 1-4 layers and 300 induc-
ing inputs per layer. The number of hidden units per layer is 5. Recall that DGP1
is equivalent to the sparse GP method SVGP, and the computational cost of DGP is
O
(
nbm2(D1 + · · ·+DL)
)
.
FITC: Along with SVGP, it is the most popular sparse GP approximation. The EQ kernel
is used, and the code is taken from GPflow5. The cost of training scales like O(nm2), and
the number inducing points is 300.
GP-10K: A standard GP using 10 000 training points is provided as a baseline. Recall
that this is the limit of a standard GP in practice, since it scales like O(n3). Again, the EQ
kernel and the GPflow library are used.
The different methods are trained using datasets of sizes 10 000, 50 000, 140 000, and
250 000, and a testing set of 20 000. The accuracy in terms of root mean squared error
(RMSE) shown in Fig. 2.4 is the average over five repetitions of the experiment.
What immediately stands out is the difference between the shallow (GP-10K, FITC,
DGP1) and the deep models (DGP2-4). As intuitively expected, the performance of all
models improves as they are allowed to leverage more training data. As the DGP1 and
FITC models are only approximations of the standard GP, it is to be expected that they
perform worse when training on the same amount of data, i.e. 10 000. Nevertheless, when
allowed to leverage more data, their fit improves and outperforms the GP-10K. It is not
clear which of the two approximations is superior, as it varies with the number of training
data. This agrees well with the literature, where this has been shown to depend on the data
at hand (Bauer et al., 2016). The fact that single-layer approximations can outperform a
standard GP when given enough training data underlines the importance of a model which
is able to handle large-scale data. We can see from the results that the DGP both handles
large datasets but also allows for higher model complexity and thus a better fit of the data.
From observing the performance of DGPs with different numbers of layers, we can see
that DGPs take advantage of their hierarchical structure and achieve lower RMSE with
increasing depth.
One of the most attractive properties of the GP regression is the natural estimate of
predictive uncertainty given by the variance of the predictive distribution. The following
provides a way to assess the quality of both the predictive mean and variance: According
to the Gaussian predictive distribution, scaling the residuals of the predictive mean by the
predictive standard deviation we obtain a variable ζ ∗ = µ(x
∗)−y∗
σ(x∗) which should follow a
N (0,1). We can therefore plot the empirical densities of the scaled residual of each model
and compare them to a N (0,1) distribution function. Figure 2.5 shows this plot using 106
test points to generate the empirical distributions for a DGP3 and FITC model both trained
on 250 000 data-points and a GP trained on 10 000. Simply put, wide tails are the result
of big residuals divided by small number (underestimation of predictive variance) while
narrow distributions are the result of scaling by values that are too large (overestimation of
predictive variance). We see that the scaled residuals of the DGP3 model best follow the
N (0,1) distribution while the residuals of the FITC are skewed towards negative values
and those of the standard GP are distributed very narrowly. These results indicate that the
ability of the DGP to model more complex data leads to not only better predictive means,
5https://github.com/GPflow
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Figure 2.5: KDE of residuals normalized by predictive standard deviation, which according to the
model should be standard normal distributed. The 3-layer DGP avoids the underestimation seen in
the other models, and provides better estimates of predictive uncertainty.
but also predictive uncertainties.
2.3 Concluding remarks
Gaussian process regression is a flexible, probabilistic model, and is one of the most
popular algorithms for biophysical parameter retrieval (Camps-Valls et al., 2016). This
chapter provided an introduction to GP regression as well as its extension: deep GP
regression. We saw that DGPs are able to model more complex data-structures, and that
they scale well to large numbers of data points. This ability to handle big and complex
data while maintaining many of the properties of the single-layer GP such as predictive
uncertainty estimation makes it a natural choice for parameter retrieval in remote sensing
applications. In (Svendsen et al., 2020b) we also show how the DGP compares favorably
to a deep neural network method for water-body monitoring applications.
The DGP model has demonstrated excellent performance in terms of accuracy and
scalability, but future improvement is still needed. While the training cost of DGPs scale
linearly with the number of training points, it is important to keep in mind that neural
networks currently still maintain an edge when it comes to training speed. This is not
surprising as the DGP is learning a predictive distribution instead of a single point estimate.
Furthermore, when there is a clear spatial structure, convolutional neural networks are
likely to be more effective (Malmgren-Hansen et al., 2019; Mateo-García et al., 2019),
although there are some efforts in the direction of convolutional GPs (Van der Wilk et al.,
2017).
In summary, GPs are widely used both for inversion and emulation of radiative transfer
models (Camps-Valls et al., 2020), and DGPs are likely to improve performance on these
important tasks in the field of remote sensing. This chapter has focused on improving non-
linear regression with Gaussian processes in a remote sensing setting, which is a machine
learning problem. The remaining chapters, however, will deal with the intersection between
physical models and machine learning.
3. Incorporating physics knowledge in GP
regression
There are different ways that one can improve regression algorithms through the incorpo-
rating physics knowledge (Willard et al., 2020). One approach is to incorporate simulated
data from a physical model in the learning scheme of the ML algorithm. This can lead
to improved performance but does not necessarily yield much physical insight. Another
approach is to build an ML model based on knowledge of the governing equations of the
system at hand. This tailors the regression method to the particular data and allows us to
learn physical parameters in the training process of the ML model. The downside is that
the assumptions of the model can be too strong, making it less flexible.
In this chapter, we shall see an example of each approach and how the incorporation
of physics knowledge can lead to i) improved regression, and in particular extrapolation,
and ii) insight into the underlying physical system at hand. In Sec. 3.1 we developed a GP
framework that jointly models in-situ and simulated data and weighs training points based
on the data source. In Sec. 3.2 we use the work on latent force models by (Alvarez et al.,
2009) to tailor GP regression to the dynamics of remotely sensed soil moisture estimates. In
doing so we learn a latent forcing that corresponds well with the (independently recorded)
precipitation measured at the relevant site.
This chapter is partly based on the following publications:
1. Svendsen, D.H., Martino, L., Campos-Taberner, M., García-Haro, F.J. and Camps-Valls, G., 2017.
Joint Gaussian processes for biophysical parameter retrieval. IEEE Transactions on Geoscience and
Remote Sensing, 56(3), pp.1718-1727.
2. Camps-Valls, G., Martino, L., Svendsen, D.H., Campos-Taberner, M., Muñoz-Marí, J., Laparra,
V., Luengo, D. and García-Haro, F.J., 2018. Physics-aware Gaussian processes in remote sensing.
Applied Soft Computing, 68, pp.69-82.
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3.1 Joint Gaussian processes retrieval with in-situ and simulated data
Real in-situ measurements of biophysical parameters, which are matched with satellite
data to yield the data-pairs we need to train machine learning models, are the result of
expensive field campaigns. Due to the prohibitive cost and speed at which such data is
gathered, there is a shortage of this type of data. On the other hand, simulations provide a
fast and cheap way to obtain input-output pairs. We know, however, that the predictive
distributions of real and simulated data tend to differ, because no physical model perfectly
reflects the reality of the underlying physical system. It is important to model the real data
because it reflects a real use-case, including possible regional and sensor-specific biases.
The simulated data can be seen as an ideal, and thus less realistic, data-source which is
easier to procure.
The model described here is designed to improve the regression on the real data by
drawing predictive power from simulated data without learning undesirable aspects of the
simulated dataset. It can be interpreted as a type of multitask Gaussian Process (Bonilla
et al., 2008) which focuses on the primary task.
3.1.1 Model formulation
Let us now assume that the dataset D is formed by two disjoint sets: one set of r real
reflectance-parameter pairs,Dr = {(xi,yi)}ri=1, and one set of s RTM-simulated pairsDs =
{(xi,yi)}ni=r+1, so that n = r+ s and D = Dr ∪Ds. In matrix form, we have Xr ∈ Rr×D,
yr ∈ Rr×1, Xs ∈ Rs×D and ys ∈ Rs×1. Finally, the n×1 vector y contains all the n outputs,
sorted with the real data first, followed by the simulated data.
In order to improve prediction, one might consider pooling together the data into one
dataset. This is a rather naive approach, however, as simulated and in-situ data tend not
to follow the same distribution. As we shall see, this will often confuse a model rather
than improve it. It is therefore important to incorporate a way to distinguish between the
two datasets. Figure 3.1 shows a scenario where we have access to simulated data over
the entire input space, which is often the case, and only access to real data in a limited
range. Both datasets are generated from a damped exponential buried in white noise but
the simulated data has a bias, reflecting the inability of computer-simulations to capture
the behaviour of in-situ data. While the model that is trained on the smaller "in-situ"
dataset performs poorly outside the region of data-availability the model following the
naive approach of pooling the datasets indiscriminatively assigns too much importance to
the simulated data-points. The model presented here prioritizes data from the main source,
when available, and leverages data from the auxiliary dataset otherwise.
In order to distinguish the datasets we add a hyperparameter with respect to the standard
Gaussian process, modelling noise of the simulated data relative to that of the real data
yi = f (xi)+ ei, ei ∼N
(
0, σ
2 if i≤ r
σ2/γ if i > r
)
. (3.1)
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Figure 3.1: Toy experiment illustrating the Joint GP method compared to a GP using only the real
data (GPr) and a GP using the simulated data by pooling real and simulated data together GPr+s. In
the regions where there is no in-situ (real) training data, the GPr tends to its mean function (0 in
this case) and the GPr+s assigns too much importance to the simulated data which is slightly biased
with respect to the real data.
The resulting predictive mean and variance then takes the form




JGP(x∗) = c∗−k>∗ (K+σ2V)−1k∗, (3.2b)
where V = diag(1, ...,1︸ ︷︷ ︸
r
,γ−1, ...,γ−1︸ ︷︷ ︸
s
).
When γ , which we shall call the trust parameter is low, and thus the lower diagonal of V
high, the contribution to the predictive mean of the simulated data-points is minimized,
and vice versa. We shall now discuss how to fit γ in such a way that it improves prediction
on real data-points.
3.1.2 Hyperparameter optimization
Maximizing the likelihood of all data sources simultaneously, as done in the Gaussian
process framework of Bonilla et al. (Bonilla et al., 2008), can lead to a phenomenon known
as negative transfer (see, e.g., Rosenstein et al. (Rosenstein et al., 2005)). This means that
the auxiliary data differs sufficiently from the data that one wishes to model, resulting in a
poorer predictive model than would have resulted from not making use of it.
In order to avoid negative transfer, we only maximize the likelihood of the real data.
We accomplish this by using the leave-one-out (LOO) likelihood which considers the
likelihood of each data-point given the rest, thus incorporating the simulated data, but we
only sum over the real data-points. This is reminiscent of the work in (Leen et al., 2012),
who construct a focused model, whereas we in this work perform focused inference. This
work is also related to multi-kernel learning (Melkumyan & Ramos, 2011) which attempts
to add sufficient model flexibility to model each signal adequately and thus avoid negative
transfer.
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Leave-one-out likelihood:
The predictive probability of a single training data point conditioned on the remaining data
is a normal distribution determined by Eq. (2.5), using all data points but the i’th. Thus,








From this we can construct the LOO likelihood by summing over each data point and fit
the hyperparameters to maximize it. We modify this approach here, by only summing over






In computing r different predictive means and variances, it appears that we have to invert r
slightly different covariance matrices. Luckily, there is a way around this computationally
very inefficient approach, which involves simply computing the inverse of the complete
covariance matrix (Sundarajan & Keerthi, 2001). Instead of using Eq. (2.5) a total of r








where [ · ]i denotes the i’th element of a vector, and [ · ]ii is the i’th diagonal element of a
matrix.
3.1.3 Improved prediction and extrapolation
The joint Gaussian process leverages data from the PROSAIL RTM described in Sec. 1.1.1.
For details on the sampling scheme for the parameters used to generate the simulated data,
see (Svendsen et al., 2017). Fitting the hyperparameters of the model as described above
we are able to determine a measure of how much trust to put in the simulated data. This
makes the incorporation of simulated data less likely to negatively affect the prediction
on the real data. In (Svendsen et al., 2017) we use PROSAIL simulated data to aid the
prediction of LAI from Landsat-8 spectra on rice fields. We show that for 10-fold cross
validation, the JGP method either does not change the performance, or slightly improves it.
This stands in contrast to the methods which only model simulated data, or which pool
real and simulated data together (referred to as GPs and GPr+s respectively) and weigh
the simulated data too high. The true advantage of the method, however, becomes evident
when considering extrapolation cases, i.e. when the test data lies outside the region of the
training data.
Table 3.1 shows the performance of the different approaches to using simulated data to
improve regression including the baseline of only modelling the real data (GPr). In order
to simulate an extrapolation scenario we split the training and test data by the intensity of
the green light band, so that the training data will contain little green light and the testing
set will contain more green light. For each of the six datasets (collected from three sites
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Table 3.1: Performance in terms of RMSE of the GPr, GPr+s, GPs and JGP methods when dividing
the real data so that test and training data are well-separated domains. The top and the bottom
rows (seperated by bold horizontal line) hold results from the 50-50 and 75-25 partition schemes
respectively.
Dataset GPr GPr+s GPs JGP
50-50 Spain 2015 3.78 1.26 1.28 3.12
Greece 2015 3.05 1.30 2.41 2.28
Italy 2015 1.82 1.63 1.50 1.56
Spain 2016 4.31 1.65 1.50 2.92
Greece 2016 2.90 1.78 1.87 2.69
Italy 2016 1.91 1.36 1.70 0.77
75-25 Spain 2015 2.30 0.914 1.29 1.72
Greece 2015 1.80 1.29 2.85 1.31
Italy 2015 1.16 1.18 1.77 0.961
Spain 2016 2.44 0.94 1.59 2.43
Greece 2016 3.33 1.89 1.73 2.83
Italy 2016 1.193 1.64 2.22 0.77
over two years) the JGP method is the only one which consistently performs better than the
baseline. While other methods manage to improve more on the baseline than the JGP at
times, they also perform worse than the baseline in other scenarios due to negative transfer.
3.2 Latent force models for soil moisture modelling
The method presented above shows how the physics knowledge encoded in simulated data
can be used to improve the predictions of a GP model, especially in cases of extrapolation.
In the following, we present a soil moisture (SM) prediction application of a GP model
which is derived directly from the governing equations of the problem at hand. This implies
strong model assumptions, but also results in model hyperparameters that have a clear
physical interpretation, which is a strong advantage of this type of model.
In their paper about latent force models (LFMs) (Alvarez et al., 2009), Alvarez et
al. assume that the observations in a set of time series are governed by an underlying
ordinary differential equation (ODE) with a GP forcing. They show that the solution to
this ODE is itself a Gaussian process over the outputs with a multi-output kernel which
contains parameters of the underlying ODE. The following sections explain and derive the
model as well as present an application to SM modelling, allowing us to reconstruct the
precipitation.
3.2.1 First order ODE latent force model
A first order ODE is a useful model for soil moisture data dynamics (Delworth & Manabe,
1988), capturing the exponential decay behaviour exhibited in SM data1. Following
1Note that more sophisticated approaches exist which model SM losses in terms of drainage, runoff and evapotranspi-
ration as a piecewise linear function of SM (Laio et al., 2001). This results in a non-linear differential equation, breaking
the LFM model assumptions. Nevertheless, modelling the SM system as an ODE is a good approximation which proves
effective and informative as seen in Sec. 3.2.2.
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(Alvarez et al., 2009) we therefore consider an inhomogenous ODE of the form
dyq(t)
dt





where fr is a forcing on the system such as rain, adding moisture, or radiation, evaporating
it. Bq is a parameter mainly related to soil hydraulic properties while Dq is the decay rate.
The decay rate is the inverse of the so-called e-folding time which is typically used as a
measure of soil moisture persistence. This ODE can be solved, e.g. as the convolution of














is a linear operator. Since applying a linear operator to a Gaussian process result in
another Gaussian process yq(t) (Bishop, 2006), we can perform inference if we can find an
expression for the corresponding kernel- or covariance-function
kypyq(t, t
′) = cov(yp(t),yq(t ′)). (3.7)
Without loss of generality let us assume that the number of latent forces is R = 1. Inserting
(3.6) into (3.7), and using the properties of the covariance and the fact that integration is a
linear operation we get
kypyq(t, t







fr(τ ′)exp(Dqτ ′)dτ ′
)






exp(Dqτ ′)Cov( f (τ), f (τ ′))dτ ′dτ. (3.8)
Whether an analytical solution is available to this double integral will depend on the
covariance function which the latent function GP is assumed to have Cov( f (τ), f (τ ′)) =
k f f (τ,τ ′). Under the assumption that each latent force GP is independent and has an
EQ covariance function, the resulting multi-output kernel does in fact have an analytical










[hqp(t ′, t)+hpq(t, t ′)], (3.9)
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where

































in which erf(x) is the real valued error function and νrq = lrDq/2.
With a multi-ouput kernel encoding the covariance between all the observations from
different sources we can write up the log marginal likelihood of all the data, as described
in 2.1, and optimize it with respect to kernel hyperparameters. Automatic differentiation
is employed using the python package autograd2 and optimized with the adam algorithm
(Kingma & Ba, 2015). This is very interesting because it means we can perform inference
about the parameters of the underlying system of differential equations and thus learn
something about the decay rates of the different signals. Furthermore, we can also derive























This means that we can perform prediction on and visualize the latent forces which, as we
will see below, have a clear physical interpretation.
3.2.2 Modelling Soil Moisture with LFM
Soil moisture is a key hydrologic state variable, important to the understanding of various
climatological and meteorological processes (Babaeian et al., 2019). The monitoring
of SM has many applications, such as drought prediction, agricultural yield prediction,
and forest-fire and flood prevention to name a few. We consider three satellites for
SM estimation: The Soil Moisture Ocean Salinity (SMOS) from ESA, the Advanced
SCATterometer (ASCAT) from EUMETSAT and the Advanced Microwave Scanning
Radiometer 2 (AMSR2) from NASA. The measurements are taken over an in-situ SM
network in Spain named REMEDHUS (17 in-situ sensors (Sanchez et al., 2012)).
We consider 6 years of SM-estimates from the three satellites, from July 2010 to July
2016. The AMSR2 satellite has only produced data from its launch date in May 18, 2012,
as shown in Fig. 3.2. Multioutput GPs like the LFM learn the covariances not only between
function values of the same signal, but also between signals. This makes them extremely
useful for gap-filling (Alvarez et al., 2011). In Fig. 3.2 we see the fit of a LFM with
3 latent functions fitted to the above-mentioned dataset. We see that the first two years
(pre-launch) of SM-estimates using AMSR2 data have been reconstructed, capturing the
peaks also found in the other time-series, yet following the characteristics of the sensor
aboard AMSR2. The in-situ SM measurements taken at the REMEDHUS site can be
2Code at https://github.com/HIPS/autograd
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Figure 3.2: Results of application of an LFM to soil moisture time series at the REMEDHUS
network using three latent forces. Top: layout of the 18 selected soil moisture stations and the 4
weather stations within the REMEDHUS validation site, located at the central part of the Duero
river basin, Spain. Bottom: time series of in-situ (average of 18 stations), and satellite-based soil
moisture estimates (m3·m−3) from SMOS, ASCAT and AMSR2 (blue dots denote the training data
and purple lines and shaded regions represent the LFM predictions and confidence intervals).
used to assess the reconstruction AMSR2-estimates by comparing the correlation between
in-situ SM measurements and SM-estimates derived from measurements by the SMOS
and ASCAT satellites as well as the reconstructed AMSR2 time series:
Satellite SMOS ASCAT Recon. AMSR2
R 0.867 0.828 0.868
The Pearson’s correlation coefficient of the in-situ SM measurements with the recon-
structed AMSR2 time series shows the effectiveness of this multi-output GP approach for
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gap-filling.
The simplest mechanism of this system is that of water being added to the soil bringing
SM up, after which it undergoes exponential decay, bringing it back down. The forcing,
adding this moisture, is naturally that of precipitation, which matches very well with latent
forces derived from fitting the LFM. Using the cross-covariance function between the
observations and the (unobserved) latent forces in Eq. (3.11), we can reconstruct the latent
forces. These are plotted in figure 3.4 along with the precipitation measured in-situ at
the REMEDHUS site. We can apply the latent force for the classification problem of
predicting rain-events. The area under curve (AUC) score for four different scenarios is
shown in Fig. 3.3. The best prediction capabilities are obtained in terms of correlation
coefficient and AUC when the three latent functions are considered in the LFM.
Figure 3.3: ROC curves for the classification of rain-events using the latent force which is most
predictive of precipitation, for each of the three considered LFM models. Four scenarios were
considered where a day was labeled as rainy if more than 1, 5, 10 and 25 mm of precipitation was
measured. This corresponds to 417, 145, 48 and 5 rainy days respectively in the 6-year study period.
We see that the classification performance for rain-events of higher than 1mm·day−1, as measured
by area under curve (AUC), increases with model complexity.
Table 3.2 shows the performance of the three models that use 1, 2 and 3 latent forces
respectively. We see that, for model using 3 latent forces, the fitted e-folding time (inverse
decay rate) fits better with the literature (Piles et al., 2018) and a latent force is found that
matches the true percipitation better both in terms of correlation coefficient and AUC.
Precipitation estimation is important to the development of a proper understanding
of the hydrologic cycle as water passes through the ocean, land, and atmosphere. It is
therefore very interesting that the latent forces obtained from fitting an LFM to the soil
moisture data correlate well with the in-situ precipitation. The LFM has different local
minima which makes it difficult to find the exact coupling constant of the latent forces.
Therefore, a scaling has been applied in the figures 3.4 to illustrate the correlation better.
We remove negative values of the latent forces, as done in publications that attempt to
model the precipitation in more direct ways (Brocca et al., 2013).
Figure 3.4 shows the first latent force which exhibits peaks that match well with the
in-situ precipitation but has a lengthscale that varies too slowly to capture the spiky nature
of the actual rainfall. The second latent force, however, captures the narrow peaks of the
precipitation but also suffers more false positives, i.e. claims that moisture was added to
the ground when no rain was recorded. The third latent force shown in Fig. 3.4 (bottom)
captures the general trend of the soil moisture. Using three latent forces allows the model
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1 latent function
σ τ R AUC
SMOS 1.14×10−3 67.18
ASCAT 3.61×10−3 69.54 0.517 0.811
AMSR2 1.40×10−3 125.71
2 latent function
σ τ R AUC
SMOS 1.15×10−3 23.27
ASCAT 1.51×10−3 19.79 0.521 0.829
AMSR2 0.44×10−3 47.79
3 latent function
σ τ R AUC
SMOS 0.89×10−3 16.21
ASCAT 1.26×10−3 11.04 0.549 0.851
AMSR2 0.51×10−3 16.27
Table 3.2: Results of application of LFM models to satellite-based soil moisture time series over the
REMEDHUS network using 1, 2, and 3 latent forces. The estimated input noise σ and e-folding
time τ (days) obtained per each satellite are reported. The latent force which is more predictive
of precipitation in each case is used to calculate: i) the Pearson correlation R of the obtained LF
with in-situ precipitation measurements, and ii) the area under the curve (AUC) performance metric
for classification of rain-events, in which a measured in-situ precipitation higher than 1 mm is
considered a rain event (see Fig. 3.3 for more results).
to fit the data better in terms of marginal likelihood, but the third latent force cannot be
interpreted as an actual physical phenomenon.
3.3 Concluding remarks
In this chapter we presented the GP framework developed in (Svendsen et al., 2017)
which jointly models in-situ data and RTM-simulated data. By using LOO likelihood
maximization over the in-situ data only, we arrive at a predicive model which does not
overfit the simulated data. This allows us to safely incorporate simulated data when
in-situ measurements are scarce. We saw that this framework was particularly good for
extrapolation. As explained in (Svendsen et al., 2017), the JGP can be derived from a
kernel ridge regression perspective, where the simulated data appear in an extra mean
squared error-term in the loss function. In that sense, it is similar to the physics-guided
regression methods which rely on physics based loss-functions (Karpatne et al., 2017). It
is also worth noting that the JGP framework can be extended to multiple data sources, as
described in (Svendsen et al., 2017), fitting a trust-parameter for each source.
Secondly, following the work of Alvarez et al. (Alvarez et al., 2009), we saw that one
can derive a GP from an ODE by assuming a GP forcing on the differential equation system.
This lead to a physically interpretable latent force which matched the (independently
measured) rainfall at the site. Having learned the covariances between signals, the method
also proved useful for gap-filling.
While including simulated data when performing regression on in-situ data lead to
improved performance, it does not necessarily yield much insight, apart from an idea of
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Figure 3.4: Inferred latent forces associated to the satellite soil moisture time series over REMED-
HUS. Top: first (left) and second (right) estimated latent forces, plotted alongside in-situ precipita-
tion measurements (mm·day−1). To better illustrate the comparison, the negative values of the LFs
are set to zero and a scaling factor is applied. Bottom: third estimated latent force, which may be
related to the annual trend or seasonality inherent to Earth system processes.
how much to trust the simulated data. On the other hand, building an ML model based
on governing equations of the system at hand, can lead to physics insight. The downside
is that the assumptions of the model can make the it less flexible. The relevant example
here, is that if gap-filling was our only goal, we could have explored a wide range of more
flexible multioutput GP models (Alvarez et al., 2011).

4. Improving emulation of RTMs
with active learning
Many scientific fields make use of computer code simulations to analyze systems of interest.
Such simulators act as convenient approximations to reality, allowing us to study how
diseases spread across a population, how force distributes on a load-carrying beam or how
light interacts with the atmosphere of the Earth to name a few applications. There are,
however, two important limitations associated with simulators:
• Computational cost: In an attempt to capture the true mechanics of the system of
interest, numerical implementations of the relevant governing equations can become
computationally cumbersome. This is undesirable as it hampers the ability to perform
exhaustive simulations and sensitivity analysis (Sobol, 1993).
• Mathematical tractability: Computer codes often rely on decades of iterative
development making use of various heuristics that improve accuracy but make the
models less mathematically tractable and transparent. It is especially useful to be able
to access an estimate of the derivative of the model. This is necessary for studying
the propagation of uncertainty through the model, but is also essential when training
machine learning methods that incorporate physical simulators in their likelihood
function, such as the method presented in Sec. 5.
It is possible to obtain a computationally efficient and differentiable emulator of a computer
code by generating a representative set of simulated input-output data pairs and using it
to train a machine learning model. The question of how to generate such a dataset while
running the simulator as few times as possible is addressed in this chapter.
This chapter is partly based on the publication:
1. Svendsen, D.H., Martino, L. and Camps-Valls, G., 2020. Active emulation of computer codes with
Gaussian processes–Application to remote sensing. Pattern Recognition, 100, p.107103.
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4.1 Active multi-output Gaussian process emulator
In order to build a computationally efficient and differentiable emulator, we need a dataset
of simulated input-output pairs generated by the computer code of interest. Computer
codes are often slow to run, thus we want to evaluate them as few times as possible.
Furthermore, the computational cost of some regression algorithms such as GPs, which
are popular for emulation due to their uncertainty estimates (O’Hagan, 2006), rise with the
number of training points. It is therefore important to choose a small, yet representative set
of input-points at which to evaluate the computer code in question. A common approach
to this problem is the Latin Hypercube sampling (LHS) scheme (Audze, 1977) or simply
performing random sampling according to a physically meaningful distribution. These
approaches, however, do not take into account the knowledge of the function behaviour
that can be learned from fitting a regression model to the simulated data. In (Svendsen
et al., 2020a), we provide an overview of the different methods developed in order to solve
the sampling problem. We present an active learning (AL) (Settles, 2009) algorithm for
solving said problem. Other approaches for designing adaptive RTM emulators can be
found in (Vicent et al., 2019, 2020).
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Figure 4.1: The presented method optimizes the selection of the most informative points (selected
points are shown as black dots) to approximate an arbitrary multidimensional function iteratively.
The example shows the first four iterations in a one-dimensional scenario. Starting from 4 points, a
GP interpolator is built from which valuable information is derived (the predictive variance -green-
and the gradient -red-) and then combined in an acquisition function (blue) that proposes the next
point to sample (blue dot). The acquisition function admits many general forms and trades off
geometry and diversity terms to account for attractiveness in the sample space.
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4.1.1 Sequential and non-sequential sampling
It is important to remark that the emulation procedure presented in this work is intrinsically
a sequential technique. This means that the method chooses an optimal point based on the
already existing dataset of points, according to some criterion. Non-sequential techniques
such as LHS, on the other hand, attempt to provide a set of input-points that cover in
input-space in which to run the simulator. This implies knowing the number of training
points needed in order to construct a good emulator beforehand. Should one decide to
add a point to the training-data, the locations of the remaining points would have to be
re-calculated.
This scenario can be avoided by sequentially adding simulated data-points. We also
show that by using information learned from the simulated data, fewer evaluations of the
potentially complex simulator are needed to construct an accurate emulator. In this sense,
the emulation procedure is a parsimonious technique that applies, at each iteration, all
previously obtained information about the underlying function.
4.1.2 Products of the algorithm
The active emulation procedure proposed in this work is a methodology that delivers: (a)
an accurate GP emulator while evaluating the computer code as little as possible, (b) a
final set of data-pairs {(xk,yk)}mtk=1 as a Lookup Table (LUT; other regression methods can
be applied using the obtained set of points), and (c) useful statistical information about the
model f, such as predictive variance and gradients of the learned function, which can be
further used for model inversion and error propagation analyses.
4.1.3 General framework
Consider a D-dimensional bounded input space X , i.e., x ∈ X ⊂ RD. Furthermore, let
f(x) : X → RP denote a complex system with P outputs. Finally, t ∈ N denotes the index
of the AL algorithm, and mt the number of data points {(xk,yk)}mtk=1 used by the algorithm
at iteration t, where
yk = f(xk), (4.1)
yk = [y1,k, . . . ,yP,k]ᵀ and k= 1, . . . ,mt . At each iteration t, given the data points {(xk,yk)}mtk=1,
the AL method constructs regression function f̂t(x). Note that we are treating the for-
ward problem and thus the regression function maps vectors of physical parameters into
reflectances. Based on this function, an acquisition function At(x) : X → R is made in
order to suggest which regions of the space require additional data points. That is, an
optimization step is performed for obtaining the next input xmt+1:
xmt+1 = argmaxx∈X
At(x). (4.2)
Then, we compute ymt+1 = f(xmt+1) and add this datapair to the dataset. The acquisition
function reflects the knowledge contained in the regression function about where in the
input space it would be most beneficial to evaluate the simulator code to obtain more
information.
In (Svendsen et al., 2020a) we argue that At(x) should consist of two terms: One
diversity term taking high values in regions of the input space where data is scarce, and
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Table 4.1: Generic Active Emulator.
1. Set t = 0, select initial points {(xk,yk)}m0k=1, and maximum number of simulated data M.
2. While mt < M:
(a) Given {(xk,yk)}mtk=1, build function f̂t(x).
(b) Build the acquisition function At(x) from f̂t , and obtain the new input
xmt+1 = argmaxx∈X
At(x). (4.4)
(c) Obtain outputs ymt+1 = f(xmt+1).
(d) Update dataset {(xk,yk)}mt+1k=1 .
(e) Set mt+1 = mt +1 and t← t +1.
3. Build the interpolating function f̂t(x).
4. Return final set of optimal nodes {(xk,yk)}mtk=1 as a Look-up Table (LUT), as well as
the gradient and the predictive variance of the predictive model f̂t(x).
one geometric term which takes high values in regions of high variability of the function
f(x). We consider acquisition functions obtained by the multiplication of the geometry
term Gt(x) and the diversity term Dt(x), i.e. functions of the form:
At(x) = Gt(x)Dt(x). (4.3)
We found that At(x) has many local maxima, and thus using pure gradient-based optimiza-
tion is not optimal. We start optimization with a random search and perform gradient
ascent initialized in the best candidate point. We refer to this active learning approach for
constructing emulators as active emulation, and an overview of the generic algorithm is
given in Table 4.1. Figure 4.1 shows an illustrative example of the building blocks of the
active emulation methodology presented.
4.1.4 Specific implementation
The section above raises the question of what forms the diversity and geometry terms
take. In order to answer this we must first select a regression algorithm, which in this
work will be a multi-output Gaussian process (MOGP) method. There are many MOGP
methods to choose from (for a review, see (Alvarez et al., 2011)) and any of them could be
applied with our active learning algorithm, but in (Svendsen et al., 2020a) we make use of
a particularly simple scheme of fitting P single-output GPs.
Diversity term
The predictive distribution of a GP is defined by its predictive mean and variance (see Eq.
(2.5)). The variance at a given input vector x∗ is an expression of the predictive uncertainty
and is a function of how different (as measured by the kernel function) x∗ is from the
input vectors of the training dataset. It is therefore a useful metric for diversity, taking on
large values in regions of X where training data is scarce. Denoting the MOGP predictive
variance at iteration t corresponding to the p’th output as σ2p,t(x), we define the diversity
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term as
Dt(x) := σ21,t(x)σ22,t(x)σ23,t(x)...σ2P,t(x), (4.5)
where  represents a generic mathematical operation such as sum (+) or multiplication
(×).
Geometry term
With the right choice of kernel function, the GP predictive mean is differentiable. This
allows us to define the function that computes the L2-norm of the gradient vector, corre-




This is descriptive of how much variability the underlying function is exhibiting at a given
x∗. Since regions of high function variability are more difficult for the regression algorithm
to successfully represent, and thus require more training points, we use the following
geometry term:
Gt(x) := Gr1,t(x)Gr2,t(x)Gr3,t(x)...GrP,t(x). (4.7)
With these building blocks, it is possible to construct different types of acquisition
functions which emphasize data sampling in regions of data scarcity and high function
variability. Table 4.2 shows the different combinations of diversity and geometry terms
used in the experimental section.


































This section presents experimental results of the our AE framework in synthetic and real
(Earth-observation) systems. The described active MOGP emulation (AMOGAPE)1
1Code available at https://github.com/dhsvendsen/AMOGAPE
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method is compared to standard algorithms in the literature, namely random explo-
ration/sampling and most notably Sobol’s sampling (Bratley & Fox, 1988) and the Latin
Hypercube Sampling method (McKay et al., 1979). Algorithms are compared in terms of
accuracy and convergence rates in problems of different input and output dimensionality.
4.2.1 Toy Experiment: Unidimensional multi-output emulation
We consider a multi-output toy example with scalar inputs x ∈ R where we can easily
compare the achieved approximation f̂t(x) with the underlying function f(x). In this way,
we can exactly check the true accuracy of the obtained approximation using different
schemes. For the sake of simplicity, we consider the following multi-output mapping
f(x) = [log(x),0.5log(3x)], x ∈ (0,10], (4.8)
then D= 1 and P= 2 (two outputs). Even in this simple scenario, the procedure used for se-
lecting new points is relevant. We start with m0 = 4 support points, X0 = [0.1,3.4,6.7,10],
apply an independent GP per output, and for AMOGAPE we use the acquisition function
denoted as ΠD×ΠG in Table 4.2.
Comparison among sequential methods
It is important to remark that the active emulators presented in this work are intrinsically
sequential techniques. This means that the nodes in Xt−1 all always contained in Xt , where
Xt is the matrix of input-points at iteration t. Therefore, for a fair comparison we have
to consider other sequential algorithms. We sequentially add 20 additional points to Xt ,
using different sampling strategies: AMOGAPE, uniform points randomly generated in
(0,10], a sequential Sobol sequence, and a sequential version of the Latin Hypercube
Sampling procedure (Seq-LHS). Seq-LHS simply generates 20 nodes following the LHS
procedure and then adds one to Xt at each iteration (without replacement). Note that, at
each run, the results can vary even for the deterministic procedure due to the optimization
of the hyperparameters. We average all the results over 500 independent runs. For model
comparison, we compute the root mean square error (RMSE) between f̂t(x) and f(x) at
each iteration, and show the evolution of the (averaged) RMSE versus the number of
support points mt (that is mt = t +m0) in Figure 4.2. We can observe that the AMOGAPE
scheme outperforms the other methods, providing the smallest RMSEs between f(x) and
f̂t(x).
Comparison with non-sequential methods
In order to provide an exhaustive numerical analysis we also compare AMOGAPE with
non-sequential techniques where the input matrix Xt can be completely different from Xt−1
(whereas, in AMOGAPE, the nodes in Xt−1 all always contained in Xt). This approach
would not be used in practice, but serves as an interesting comparison of AMOGAPE with
one-shot space-filling algorithms. More specifically, we consider:
• Deterministic grid: at each step, we consider an equal-spaced set of points (deter-
ministically chosen). Clearly, at each step, all the points in Xt−1 are not considered,
replaced by new nodes.
• Standard LHS: also in this case, at each iteration all the previous points are changed.
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Figure 4.2: RMSE (in log-scale) between f(x) and f̂t(x) versus the number of nodes mt , that is
mt = t +4 in this example (D = 1 and P = 2). (a) Comparison with sequential methods (i.e., fair
comparison, with the same computational cost). (b) Comparison with two non-sequential methods
(number of evaluation of f(x) is ∑Tt=1 mt =
mT (mT+1)
2 ), and AMOGAPE (number of evaluation of
f(x) is mT ).
Clearly, these two schemes at each iteration evaluate the underlying function in mt
new nodes. Therefore, they are more costly than AMOGAPE. The total number of
evaluations of f(x) for AMOGAPE is mT whereas, for the non-sequential schemes above,
is ∑Tt=1 mt = (m
2
T +mT )/2. However, even in this unfair comparison for our method,
Figure 4.2(b) shows that AMOGAPE is able to provide the smallest error when more
than 12 new points are incorporated. This illustrates that the gradient term encoded in the
AMOGAPE adds useful information to the active learning scheme.
4.2.2 Application to remote sensing: Emulating a radiative transfer model
We now apply the AMOGAPE algorithm to the PROSAIL radiative transfer model. We vary
two of the most important input parameters, namely leaf area index (LAI) and chlorophyll
content (Chl)2, and project the output using the Landsat-8 spectral response function.
Seeing as this satellite has 9 bands, this problem has input and output dimensionalities
D = 2 and P = 9 respectively. For details on what values we set for the remaining
parameters, see (Svendsen et al., 2020a).
We compare the different acquisition functions shown in Table 4.2 with the random
sampling strategy, using a truncated GaussianNT (Chl,LAI) - a physically meaningful prior
used in the work of Campos et al. (Campos-Taberner et al., 2016). Each method starts with
m0 = 30 points sampled from the same prior and updates according to active emulation
algorithm, except the random sampling method. For each iteration, the performance of the
emulator trained on the simulated dataset generated by each algorithm is shown in Fig. 4.3.
The performance is measured in terms of RMSE, averaged over the 9 output dimensions,
on a test dataset of 5×104 points. The results are averaged over 15 runs.
We see that it is possible to perform better using the AMOGAPE approach on our test-
set than by sampling randomly from NT (Chl,LAI). It is interesting to note that methods
using ΣD×ΣG and ΣD perform similarly, implying that the ΣD term is governing the
acquisition function. Similarly, methods using ΠD and ΠD×ΣG perform equally well,
showing that ΠD is the most influential term. The acquisition function ΣD×ΠG, which
2The remaining input parameters are kept constant as explained in (Svendsen et al., 2020a).
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penalizes a zero-gradient in any of the output dimension, relies too much on geometric
information and performs the worst. It seems that the information source which is included
in product form governs A(x). The ΠD×ΠG method manages to strike a balance between
the two sources of information. All in all, the best performing methods are ΣD and
ΣD×ΣG. This hints at the idea that the product form is too restrictive, i.e. considering
a point uninteresting if the predictive variance is close to zero in only one of the output-
dimensions.
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Figure 4.3: Function approximation errors by different acquisition functions, cf. Table 4.2, and
for different numbers of selected nodes mt in a bidimensional PROSAIL problem. Only the best
performing acquisition functions are compared here to random sampling.
In (Svendsen et al., 2020a), more exhaustive experiments are carried out on toy data, as
well as on a 3-dimensional PROSAIL problem.
4.3 Concluding remarks
Simulators are often computationally expensive and mathematically opaque. Through
emulation it is possible to speed up computation greatly and to evaluate gradients and
higher order derivatives of the model. In order to build an emulator, one needs to evaluate
the simulator in a set of inputs to build a training dataset, especially in regions where
the behaviour of the simulator is complex. It can be tempting to generate a very dense
grid of simulated data in order to capture all such regions, but that is often prohibitively
expensive. We have shown that we can use what the regression model learns about the
gradient of a radiative transfer model, combined with the predictive variance, to generate
an efficient active learning scheme. This results in an accurate emulator which requires
fewer evaluations of the RTM.
While the integration of computer codes such as RTMs in a machine learning cost
function is an effective way to penalize deviation from physically meaningful predictions,
it can be hard to implement if the physical model is not analytically tractable. Apart from
penalizing the deviation of a regression model f from the true output: ‖ f (x)− y‖ one can
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discourage the deviation from a prediction of a physical model φ : X →Y evaluated in the
sample input: ‖ f (x)−φ(x)‖ as done in (Karpatne et al., 2017). One might, however, wish
to pass the prediction through a physical model that maps in the opposite direction of the
regression ψ : Y →X and compare with the original input: ‖ψ( f (x))−x‖. This requires
access to the gradient ψ , which can be obtained with an emulator. In this way emulation
enables other ML algorithms to incorporate physics knowledge.

5. Inference over RTMs using variational
and expectation maximization methods
Radiative transfer models encode the forward direction of the parameter retrieval problem
that we have been studying. We have seen how such a forward model is useful for
direct inversion by generating simulated training data to train a regression algorithm for
mapping in the inverse direction. A forward model can also, however, be used to define a
likelihood model of a probabilistic approach. In other words, given some vector of physical
parameters x (atmospheric or canopy properties), the forward RTM model induces a
likelihood function p(y|x), which links physical parameters with the observed reflectances
y. This interpretation opens up new options for inference of, e.g., a prior distribution over
physical parameters.
In this chapter we address a general problem: Learning the distribution of the physical
parameters, instead of only providing a point-wise estimation of these parameters. Provided
a dataset of observed reflectances y′, our goal is twofold: learning the marginal density
p(x) and obtaining an approximation of the posterior distribution p(x|y′). Note that the
posterior represents a probabilistic inverse model, i.e., given y′ we can obtain a prediction
of the causes x and related uncertainty measures. Here, we propose and compare two
different approaches which allows us to infer physical parameters using an RTM forward
model. One approach is based on Variational Autoencoders (VAEs) (Kingma & Welling,
2013) and the other is based on Monte Carlo expectation maximization (MCEM) (Wei
& Tanner, 1990). We will show that each approach has different pros and cons. While
the MCEM approach is mathematically elegant and flexible and has good convergence
properties, its application in practice is computationally demanding. On the other hand
the proposal based on VAEs obtains good results and is fast, yet it is not able to describe
multimodal distributions. We illustrate these properties in several toy examples of varying
sample sizes and complexity, as well as with the PROSAIL RTM.
This chapter is largely based on the following scientific paper:
• Svendsen, D.H., Hernández-Lobato, D., Martino, L., Laparra, V. and Camps-Valls, G. “Inference over
Radiative Transfer Models using Variational and Expectation Maximization Methods”. (submitted)
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5.1 Problem setting
Notationally, we consider the reflectance vector y ∈ RP and physical parameter vector
x ∈ X ⊆ RD. An RTM model represents the underlying mapping from x to y, that we
denote as f(x) : RD→ RP. The complete observation model is given by
y = f(x)+ e, e∼N (e|0,σ2I), (5.1)
where I is a unit P×P matrix. The observation model defines the likelihood function as
p(y|x) =N (y|f(x),σ2I). (5.2)
Note that by fixing x, the conditional probability p(y|x) is Gaussian, but as a function of x
the likelihood is a highly non-linear function due to the dependence on the RTM with the
causes, i.e. f(x). We assume a Gaussian prior over x’s,
p(x) =N (x|m,S) , (5.3)
where m ∈ RD and the D×D covariance matrix S are considered unknown. The posterior
density given the observed data y over the causes can be expressed as
p(x|y) ∝ p(y|x)p(x) =N (y|f(x),σ2I)N (x|m,S) (5.4)
Our goals are: (a) To learn the prior parameters, vector m and matrix S, and (b) to obtain
an approximation of the posterior p(x|y), which serves as an inverse probabilistic mapping
from y to x. We assume that some set of data y is given. The two main ways of approaching
this problem are a variational inference (VI) scheme on the one hand, and an expectation
maximization method on the other.
5.2 Variational inference method
As described in Sec. 2.2.2, the idea of variational inference is to optimize the parameters of
a variational posterior in order to come as close as possible to the true posterior. Following
the approach of Kingma and Welling (Kingma & Welling, 2013) we choose a Gaussian
variational posterior,
q(x|y) =N (x|µNN(y),ΣNN(y)), (5.5)
where µNN(y) and ΣNN(y) are parametrized by a Neural Network (NN) with parameters
φ. These parameters φ are the variational parameters of this problem. As in the variational
inference scheme for DGPs, we tune the parameters, both those of the neural network and














We can split the ELBO into two terms: the first one represents the expected log-likelihood
with respect to the variational posterior, and the second one is the KL divergence between
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= Eq(x|y) [log p(y|x)]−KL [q(x|y)‖p(x)] . (5.6)
The variational auto-encoder of Kingma and Welling (Kingma & Welling, 2013) is an
unsupervised method which places another neural network in the likelihood to model the
forward direction. The big difference is that we place a radiative transfer model in the
likelihood, fixing a low value of noise variance, thus forcing the forward mapping to follow
the physical principles encoded in the RTM. A very similar approach was first reported
in (McCarthy et al., 2017). The first term of the ELBO is not analytically tractable since
taking the expected value of the likelihood involves integrating over the highly complex
RTM. In stead, we perform a Monte Carlo estimation of the expected value (i.e, the first
term) (Robert & Casella, 2013). The second term does have a simple analytical form as it
is the KL divergence between two Gaussians.
It can easily be shown that maximizing the ELBO corresponds to minimizing the
Kullback-Leibler divergence between the variational and the true posterior:










q(x|y) − log p(y)
]
= −L+ log p(y). (5.7)
Therefore, maximizing L with respect to φ should make KL [q(x|y)‖p(x|y)] fairly
small and hence L≈ log p(y). The maximization of L with respect to the prior parameters,
θ = {m,S}, is hence expected to maximize log p(y), which is the maximum likelihood
principle for parameter estimation. In practice, we maximize L simultaneously with respect
to θ and φ.
The previous approach can be easily extended to the case of having several observed
data instances {yi}ni=1. In that case the objective is simply the sum of Li, for i = 1, . . . ,n,
where Li is the lower bound corresponding to yi, i.e., the i-th data instance. This sum can be
approximated using mini-batches and optimized using stochastic optimization techniques
such as the ADAM algorithm (Kingma & Ba, 2015). In the experiments presented here,
we use a mini-batch size of 1 for all experiments. Since we use the actual PROSAIL RTM,
and not a differentiable emulator, we have to use finite differences in order to compute the
gradient of the RTM. For a proof of convergence of stochastic optimization see (Robbins
& Monro, 1951). The variational approach is expected to find reasonable values for the
prior parameters θ, using approximate maximum likelihood estimation, and to provide a
recognition model q(x|y) that can be used to infer the potential values of x given y.
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5.3 Monte Carlo expectation maximization
Another method which can be used to address the learning goals described in Section 5.1,
i.e. to infer the prior parameters from the observed data, and to generate samples from
the posterior distribution p(x|y), is the Monte Carlo expectation maximization (MCEM)
method (Wei & Tanner, 1990).
We begin by briefly describing the expectation maximization (EM) algorithm, which
can be used to maximize the likelihood function in models that involve latent variables
(Dempster et al., 1977). This is precisely the scenario considered in Section 5.1. Namely,











as a function of the prior parameters θ= {m,S}. Direct optimization of (5.8) is intractable,
since we cannot marginalize the latent variables xi. The EM algorithm uses the fact that
the complete likelihood function p(yi,xi|θ) = p(yi|xi)p(xi|θ) is tractable. Consider the



































qi(xi) log p(yi|θ)dxi = log p(yi|θ).
Note that (5.11) is the Kullback Leibler divergence between qi and the exact posterior
p(xi|yi,θ) for the instance yi.
The EM algorithm maximizes (5.9) in a two stage iterative process. Assume the current
parameter vector is θold. In the E step, the lower bound ∑ni=1L(qi,θold) is maximized with
respect to each qi, assuming θold to be fixed. Because ∑ni=1 log p(yi|θ) does not depend on
each qi, the solution to this problem consists in setting each qi(xi) equal to p(xi|yi,θold),
minimizing KL(qi‖pi) in consequence. In the subsequent M step, each qi(xi) is held fixed,
and ∑ni=1L(qi,θold) is maximized with respect to θ, to give new prior parameters θnew.
This will cause the lower bound ∑ni=1L(qi,θold) to increase, which will in turn increase
the log-likelihood ∑ni=1 log p(yi|θ). Critically, qi(xi) will be computed in this step using
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qi(xi) log p(xi|θ)dxi + const. (5.12)
A difficulty, however, is that the posterior p(xi|yi,θold) is intractable, which makes comput-
ing qi and hence the integral in (5.12) challenging. Monte Carlo EM (MCEM), provides a
solution to this problem (Wei & Tanner, 1990). The intractable integral in (5.12) is simply







log p(xsi |θ)+ const. , (5.13)
where xsi has been generated from qi and S is the number of generated samples. The
convergence properties of MCEM are analyzed in (Neath, 2013).
Recall that the approximate distribution qi is targeting the exact posterior p(xi|yi,θold).
So ideally, we should generate the samples xsi from the exact posterior. For this, we use
Hamilton Monte Carlo (HMC) (Neal et al., 2011) as in (Kingma & Welling, 2013). HMC
is a Markov chain Monte Carlo (MCMC) method that can be used to generate (correlated)
samples from some target distribution (Martino & Elvira, 2017). More specifically, a
Markov chain is generated whose stationary distribution coincides with the target distribu-
tion. By running the Markov chain for a sufficiently large number of steps one can obtain
an approximate independent sample from p(xi|yi,θold). HMC has the advantage that,
when well-tuned, it substantially reduces the correlation among samples (Martino & Elvira,
2017). In order to do this, it simulates a dynamical system that uses information about the
gradient of the posterior, i.e., ∇xi log p(xi|yi,θold), to sample from regions of high posterior
probability. In our implementation of MCEM, the HMC procedure consists of 20 leapfrog
steps with small step-size (i.e., 5×10−4) which guarantees a sufficiently high acceptance
rate. In practice, we only use just one sample to approximate (5.13). Each time, the
Markov chain is initialized at the mode of the posterior distribution, which is found using
quasi-newton optimization methods (i.e., L-BFGS). Of course, after optimizing the prior
parameters θ using MCEM, HMC can be used to generate samples from the approximate
posterior distribution p̂(x|y,θ) ∝ p(y|x)p̂θ(x).
5.4 Considerations for method choice
Note that both, the variational and MCEM methods, provide an estimation of the parameters
θ of the prior. Thus, we obtain a Gaussian approximation of the prior, which is denoted
here as p̂θ(x). Therefore, both techniques provide the following posterior approximation
p̂(x|y,θ) ∝ p(y|x)p̂θ(x). (5.14)
The variational algorithm, however, provides another posterior approximation given in
Eq.(5.5), i.e.,
q(x|y) =N (x|µNN(y),ΣNN(y)), (5.15)
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which yields an important advantage with respect the previous one: given an observation
y, using q(x|y) we can easily, and at low computational cost, produce a predictive mean
µNN(y) and covariance ΣNN(y). The approximation p̂(x|y,θ) on the other hand would
require the use of additional Monte Carlo schemes for obtaining a predictive mean and
variance, for each new observation vector y. Another advantage of the variational approach
is the computational cost of training compared to the MCEM method. The MCEM scheme,
however, is able to handle more practical scenarios (e.g., problems involving multiple
posterior modes, heavy tailed distributions, etc.), leading to better performance in terms of
smaller error in the parameter estimation of the prior. The variational approach described
here would require a different and more general derivation for addressing these scenarios,
see e.g. (Mescheder et al., 2017). These features of each method are confirmed by the
results obtained in our experiments.
5.5 Experiments
We illustrate the strengths and weaknesses of the two approaches, first by means of
informative toy experiments: One that studies the computational efficiency of the respective
methods, and another which analyzes their ability to handle forward models leading to
multimodal posteriors. Following this, we show how these approaches can be used to
perform inference over biophysical parameters using an RTM as the forward model.
5.5.1 Marginal likelihood estimation by reverse importance sampling
In order to evaluate the performance of the methods described in the sections below, we use
an estimator of marginal likelihood on a test-dataset. More precisely, we use the Reverse
Importance Sampling (RIS) estimator (Llorente et al., 2020) described below:
1. Sample L values {xl}Ll=1 from the posterior with an MCMC-method. We use Hamil-
tonian Monte Carlo.
2. Fit at density estimator q(x) to the samples {xl}Ll=1. In this work we fit a Gaussian
mixture model, doing cross validation in order to find the best number of components.












where xm ∼ p(x|y).
For the proof and more details, see (Llorente et al., 2020). It is important to remark that
the function q(x) must be a valid probability density for which there are several possible
choices. If one chooses q(x) = p(x), RIS becomes the so-called harmonic mean estimator
(this name is due to the fact that the corresponding estimator is the harmonic mean of the
likelihood values). However, it has been shown that this does not lead to a good estimator.
It is possible to show that, in order to ensure finite variance of the resulting estimator,
the density q(x) should have equal or lighter tails than the posterior p(x|y) (e.g., see first
numerical example in (Llorente et al., 2020)). Gaussian mixture approximations and kernel
density estimators of p(x|y) are suitable choices for q(x). Different alternative estimators
of the marginal likelihood are possible mixing MCMC and importance sampling schemes
(see (Llorente et al., 2020; Martino et al., 2017)).
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Figure 5.1: Marginal log-likelihood of test dataset as a function of training time for different
inference methods. The MCEM algorithm may be parallelised which speeds up computational
speed considerably. Four different sizes of training datasets are used, showing that the VI method is
computationally more efficient than the MCEM method for larger datasets.
5.5.2 On the computational efficiency
In order to analyze the computational efficiency of the two approaches, we consider a
simple forward model (with x = [x1,x2])
f(x) = f (x1,x2) = [2x1,2x2],
for which both approaches converge to the true values of the parameters of the prior. We












and pass it through the mapping f in order to generate the training data {yi}ni=1. Datasets
of several sizes n = {50,500,1000,2000} are used for training the models. The model
likelihood noise is in all experiments fixed at a negligible value, with σ2 = 10−7, in order
to reflect the trust in the knowledge encoded in the RTMs.
In Fig. 5.1 we plot an estimate of the average log marginal likelihood of each method
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on a test dataset as a function of training time (averaged over 40 repetitions). The marginal
likelihood is computed using the estimator described in Sec. 5.5.1. Observing the test
log-likelihood, which is computed after each epoch, we see that the MCEM method
convergences after 1 epoch (one iteration of the E and M steps). With a training dataset of
50 points, each epoch of training is sufficiently fast that a parallelized version of the MCEM
method (in which each E step is done in parallel) converges faster than the VI method.
For the non-parallelized algorithm, this is not the case. For larger datasets, however, VI
converges before the completion of 1 epoch of the MCEM algorithm. Since this is a
simple toy problem, larger learning rates can be used in the VI method, leading to earlier
convergence (just after 1 epoch) for datasets of 1 000 and 2 000 points. We can conclude
from these experiments that the VI approach (as a consequence of stochastic optimization)
has a better scaling properties with respect to the dataset size than MCEM.
5.5.3 Dealing with multimodal posteriors
We have seen that when faced with sufficiently large amounts of training data, variational
inference performs faster than Monte Carlo sampling methods. However, since the form of
the variational posterior assumed in Eq. (5.5) is unimodal, we cannot expect it to be able to
capture any multimodality in the true posterior. Consider for instance the forward mapping
f(x) = [x21,x1x2].
For a given observed y= [y1,y2]≥ [0,0] there will always be two possible solutions, namely
x(1) = [√y1,y2/
√




y1 ], making the posterior inherently
multimodal. As stated in the previous sections, we consider a low noise value e ∼












from which 500 samples are drawn and passed through f to generate the training dataset.
In the process of maximizing the ELBO, the expected log-likelihood with respect
to the variational posterior is computed. We can see from Fig. 5.2, however, that the
variational posterior, upon convergence, only captures the positive mode at x′ = [2, 2]>
of the true posterior given the observation y′ = [4, 4]>. On the other hand, the MCEM
algorithm computes the expected complete log-likelihood with respect to the true posterior
as approximated with HMC. As opposed to the variational posterior, HMC does manage to
capture both the modes of the true posterior as shown in Fig. 5.2. The learning algorithm
of the MCEM method is therefore more likely to converge to the true parameters of the
prior if the posterior is multimodal.
We can see the inability of the variational method to capture the multimodality of
the problem from the results of the converged methods given in Table 5.1. The fitted
parameters of the prior are far from the true ones when compared to the results of the
MCEM method which is also reflected in the KL divergence between the fitted and true
prior distributions. Multimodality such as this is likely to exist in the remote sensing
experiment below, as it has been remarked before that different configurations of inputs
can lead to the same output making it an ill-posed inversion problem (Gómez-Dans et al.,
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Figure 5.2: Contour plots of samples from the true posterior conditioned on the observation
y = [4, 4]>. HMC samples using the prior parameters learned by the MCEM method shown in blue,
and samples from the learned variational posterior in orange. The density (left) is so sharply peaked




















Table 5.1: Comparison of methods for inference on a forward model which leads to a bimodal
posterior. The first and second rows show the estimated mean vector and covariance matrix of the
prior. The third row shows the KL divergence between the fitted and the true prior.
5.5.4 PROSAIL experiment
We now turn to inference in a remote sensing setting using one of the most widely used
RTMs over the last two decades in the field (Jacquemoud et al., 2009) as our physical
forward model. We consider PROSAIL for simulating Landsat-8 spectra. Landsat-8’s
Operational Land Imager (OLI) includes nine spectral bands with wavelengths ranging
from 0.433 µm to 1.390 µm, leaving us with an output-dimension of P = 9 for our problem.
In our experimental setup, we have chosen to work with the most relevant leaf-level
parameters to monitor vegetation status and functioning included in PROSAIL, namely
water content (Cw), dry matter content (Cm) and chlorophyll content (Chl), resulting in
an input dimension of D = 3. The remaining parameters were set constant during our
experiments and their values were obtained from previous studies to be representative of
52 Inference over RTMs using VI and MCEM
realistic cases. For details see (Svendsen et al., 2020a).
Figure 5.3: Results of the variational approach to inference over PROSAIL. The blue points are
x’s from the training set, while the green points are draws from the fitted prior. The orange points
are draws from the variational posterior conditioned on the training y’s. The diagonal shows KDE
plots of x using samples from the ground truth prior (blue), the variatonal posterior conditioned on
training data (orange) and the fitted prior (green).
Constraining the radiative transfer models with realistic and representative distributions
of their inputs is a key part of the RTM inversion process. To facilitate this, in this work
we relied on the largest global plant traits database available, the TRY database (Kattge
et al., 2011; Kattge et al.), which contains thousands of leaf data records measured at
unprecedented spatial and climatological coverage. Using these data we computed the
following empirical mean vector and covariance matrix which was then used to sample
2 000 values of x and pass them through PROSAIL to generate the training data. The


















The units of the parameters are g/cm2 for Cm and Cw, and µg/cm2 for Chl respectively.
Note that the ground truth prior estimated from the TRY database has some probability
density in the negative region of parameter space. This is not physically meaningful,
but serves the point of illustrating the capabilities of the inference methods. We alter
PROSAIL so that it sets every negative parameter to 0 before mapping into spectral space
which actually implies a modified likelihood that will lead to more multimodality (since all


































Table 5.2: Comparison of methods for inference on biophysical parameters using a radiative
transfer forward model. The first and second columns show the mean vector and covariance matrix
respectively of the true and the estimated prior over the causes, using E notation for space. The
third column shows the Kullback-Leibler divergence between the fitted and the true prior.
The results of the variational approach to inference over PROSAIL are summarized in
Fig. 5.3. We see that the parameters of the prior are fitted well, which can also be confirmed
in Table 5.5.4 quantitatively, even though the variational posterior is not able to produce
predictive means in the negative domain. It is interesting to note that the modification of
PROSAIL to truncate negative data, which leads to multimodality, does not prevent the
variational approach from estimating the parameters of the prior well.
Nevertheless, the MCEM method is somewhat more accurate than the VI method,
obtaining a KL divergence with to the true prior of 1.23×10−2 compared to 2.08×10−2
obtained using the VI approach. This is to be expected since, as we have seen, the MCEM
approach handles multimodality better. We especially foresee a clear difference in results
in future work the LAI variable which is difficult to estimate due to its multimodal posterior
distribution as has been pointed out in the literature (Gómez-Dans et al., 2016).
Once the VI method has converged, the neural network which parameterizes the
variational posterior can be used as a fast inverse model that maps from observed satellite
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spectra to biophysical variables. Using the mean outputs that model the mean value of the
variational posterior we can obtain good predictive accuracy on a test set as shown in the
scatter plots of Fig. 5.4. Despite the promising results, it is very important to note that we
run our experiments using a simplified PROSAIL configuration, keeping some of the input
parameters static, and that results can vary greatly in more realistic modelling scenarios.
Figure 5.4: True values of RTM parameters in test dataset versus mean of variational posterior
conditioned on spectra in test dataset. The trained encoder network can thus be used as an effective
predictive model
5.6 Concluding remarks
In this chapter we have approached the inverse problem of estimating biophysical parame-
ters from observational reflectances, focusing not only on parameter point estimates but on
their full multivariate distribution. Probabilistic inverse modelling, although not so widely
used in remote sensing applications, has proven to be a powerful tool, providing more
general (and hence potentially more valuable) solutions than point-wise approaches, and
can help in better understanding the problem itself (Zhang et al., 2005; Coccia et al., 2015;
Ma et al., 2017). We evaluated two different approximations that include an RTM forward
model to enforce the inverse estimations to be physically consistent.
Both of the applied techniques have different advantages and shortcomings which we
illustrated with toy examples and with simulations from the PROSAIL RTM. The MCEM-
based approach admits more flexible models while the VI method is computationally more
efficient. For instance, while MCEM deals easily with multimodal distributions, this is a
challenge for VI. On the other hand, the convergence time of the VI approach is several
orders of magnitude faster, depending on the problem. Moreover, the VI scheme provides a
posterior approximation, with a predictive mean and a covariance matrix, implicitly defined
by the trained neural network that can be readily evaluated. The experiment involving
PROSAIL shows that, while the accuracy of the VI and MCEM methods are deemed
similar, the computational simplicity of the VI approach is critical in this problem. Note
that including the PROSAIL RTM in the forward-inverse modelling loop increases the time
of computation, and combining it with MCEM makes it unfeasible, especially for large
data sets. This can be helped by using an emulator as described in the previous chapter.
These are not only faster to evaluate but differentiable, removing the need for using finite
differences.
6. Conclusion and Discussion
This thesis has presented different ways of applying probabilistic models in conjunction
with physics knowledge in order to develop machine learning algorithms tailored to specific
remote sensing problems. One of the main tendencies in the machine learning literature
is to develop model-agnostic algorithms that learn patterns purely from data. Although
such algorithms are trained on large datasets, they can still produce predictions which are
inconsistent with the laws of physics. On the other hand, there is a growing interest in
the intersection between the fields of physics and machine learning (Willard et al., 2020)
and how methods from one can be used to improve methods from the other. Among the
different directions of research within this intersection, this thesis has focused on improving
inverse modelling by encoding physical knowledge in machine learning regression, and on
improved emulation of simulators.
On inverse modelling with Gaussian process models
We started off by showing how the inverse problem of parameter retrieval from satellite-
observed reflectances, which is often approached using GP regression (Camps-Valls et al.,
2016), can be tackled more efficiently using deep GP regression. GPs are frequently
used in remote sensing for a variety of reasons. They constitute a probabilistic treatment
of regression problems leading to an analytical expression for the predictive uncertainty
which is an attractive feature (Verrelst et al., 2013; Schneider et al., 2014). This also
allows for effective error propagation from the inputs to the outputs as has recently been
shown in (Johnson et al., 2019). Furthermore, GPs are not pure black box models because,
through the use and design of appropriate covariance functions, one can include prior
knowledge about the signal characteristics (e.g. nonstationarity, heteroscedasticity, etc.).
Gaussian process regression does, however, have two big drawbacks in their poor
scaling to large datasets and the inability to model complex hierarchical structure using
standard kernels (such as those described in Sec. 2). The problem of computational cost is
ameliorated through the use of sparse GPs which enjoy training costs that scale linearly
with the number of data-points. The doubly stochastic variational inference deep GP
algorithm applied in this work also boasts a linear training cost and is able to model more
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complex data. For the problem of biophysical parameter retrieval from infrared sounder
data, we showed that the DGP model outperforms sparse and full GP models in terms of
predictive accuracy and quality of uncertainty estimates. The full paper (Svendsen et al.,
2020b), which may be found in the Appendix, also shows how DGPs favorably compare
with the state-of-the-art neural network method of (Hieronymi et al., 2017) for ocean color
parameter retrieval using Sentinel-3 satellite data.
As hybrid systems are developed where the output of machine learning models are
passed to physical models, improved uncertainty estimation become more important in
order to perform correct error propagation. Furthermore, the increasing stream of available
remote sensing data calls for scalable machine learning algorithms. For these reasons we
foresee an increased use of DGP regression in the field of biophysical parameter retrieval
in the future.
On encoding physics knowledge in Gaussian process regression
We first developed a GP framework for jointly modelling in-situ and simulated data without
impairing the predictive performance on the in-situ data. This was accomplished through
the introduction of a trust parameter which modelled the relative noise-variance between
the data-sources. Fitting the hyperparameters by maximizing the leave-one-out likelihood
over the in-situ data in particular ensured that the method did not overfit to the simulated
data. The resulting scheme was both simple and robust, and improved the predictive
performance on the in-situ data, especially in scenarios of extrapolation. The framework
extends to arbitrarily many datasources and can be used on data generated with different
sensors or with different simulators.
We then studied the latent force models of (Alvarez et al., 2009) for modelling the
dynamics of remotely sensed soil moisture data. This was a conceptually different way
of encoding expert knowledge as it builds the GP model around a set of assumptions
about the physical system at hand. More precisely, that the outputs are governed by a first
order ODE, the forcings of which are Gaussian processes. From this assumption a multi-
output kernel is derived with physically meaningful hyperparameters. We showed how the
latent forces that are fitted during the training phase match well with the independently
measured precipitation timeseries. This is a promising result as the ability to monitor
rainfall from satellite measurements would help in the understanding of the hydrological
cycle of water passing through ocean, land, and atmosphere. Furthermore, applications
within any physical system that can be measured with remote sensing can benefit from this
type of modelling if the dynamics are sufficiently well described by an ordinary differential
equation.
On active learning for emulation of RTMs
Simulators of physical processes are usually computationally expensive, often to the extent
that it makes applications such as sensitivity analysis impossible. Furthermore, simulator
codes are typically full of heuristics and logic statements that make analysis of derivatives
intractable. This makes it hard to use such models in loss functions that one tries to
optimize, e.g. the one seen in Sec. 5.2. Emulators provide a solution to these problems as
predictions of machine learning methods often consist of fast operations such as matrix
multiplications and are differentiable, depending on the model.
We presented an active learning approach which included information about the gradient
of the underlying function in the acquisition function. This targets not only regions with
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few data-points, but also regions of high function variability. We showed that our method
builds a more accurate emulator of a simplified PROSAIL RTM using fewer runs of the
simulator than when using random sampling from a physically meaningful prior. We
also compared our sampling scheme to Sobol sequence and Latin hypercube sampling
(currently used in many applications), showing improved performance.
Among the existing radiative transfer models, PROSAIL is not the most computation-
ally expensive. Our method is especially useful when each run of the simulator takes a
considerable amount of time, as is the case for the MODTRAN RTM (Berk et al., 1987).
In such cases it becomes crucial to use information learned about the RTM in order to
evaluate it a minimum number of times.
On performing approximate inference over RTMs
In the final chapter we took an approximate Bayesian approach to the inversion problem.
Approximate in the sense that we, along with a likelihood function, define a family of
priors in stead of a specific prior which is usually the case in Bayesian inference. We fit
the parameters of the proposed prior (Gaussian in this case) and thus learn about joint prior
distribution over the physical parameters of interest. The likelihood is assumed a Gaussian
with low noise, centered around the output of the PROSAIL RTM. This means that the
posterior acts as a sort of inverse model, taking observed reflectances and outputting a
distribution over physical parameters.
Since the PROSAIL RTM is non-linear, simple marginal likelihood inference is unfea-
sible. We presented two ways of performing approximate inference in stead, each with
their own strengths and weaknesses. The first is based on the variational autoencoder
(Kingma & Welling, 2013), where the decoder network is replaced with the PROSAIL
RTM. We showed that this variational inference scheme is quicker to train. Furthermore,
once trained the variational posterior, parameterized by a neural network, is very fast
to evaluate, serving as a swift inverse model. This inference scheme, however, is at a
loss when the true posterior is multimodal, as we illustrated in a toy example. This does
not end up being a big problem when performing inference over the RTM. The second
inference scheme used was that of Monte Carlo expectation maximization. The training
phase involves sampling from the true posterior with the Hamilton Monte Carlo method,
making the method slower. Evaluating the predictive posterior for new observed data also
involves Monte Carlo sampling and is therefore much slower than the VI alternative. The
MCEM approach, however, can model multimodality in the true posterior leading to better
convergence of the algorithm when this is the case. Therefore, this inference method leads
to slightly better estimates of the true prior in the experiment of performing inference over
PROSAIL.
Inversion problems are ubiquitous in Earth observation, and there are many different
forward models which express domain knowledge of various physical systems. A proba-
bilistic approach to such problems can be extremely useful. It allows us to encode expert
knowledge in the likelihood function and to choose meaningful families of priors. As
opposed to only providing a point estimate, this type of framework describes the joint
distribution over physical parameters. It is important to note that there is work in the
literature on speeding up Monte Carlo sampling methods and allowing the VI approach to
model multimodal posteriors (Martino & Elvira, 2017; Mescheder et al., 2017).
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Future work
In the course of this thesis, a range of new and interesting multi-fidelity machine learning
models have been published (Pilania et al., 2017; Perdikaris et al., 2017). This framework
presents an ideal way of combining real and simulated data, as done with the presented
JGP. This makes it very useful for inversion problems in remote sensing where little in-situ
data exists, but where the physical processes in the forward directions are well-described
by RTMs. We foresee many applications of this type in the remote sensing literature.
The joint GP and the GP active learning scheme presented here are both examples
of methods where other types of GP models could be used. As we have seen, the DGP
outperforms the shallow GP on some important parameters, and one could imagine using
the relatively simple JGP framework for modelling simulated and in-situ presented here
in conjunction with DGPs. With regards to active emulation, we plan to provide a survey
describing the different schemes proposed in the vast fields of sequential experimental
design and Bayesian optimization.
For the variational scheme presented for inference over RTMs, there are improvements
that can be made. A mixture of Gaussians would serve as a much more flexible and realistic
prior over the physical parameters compared to the simplified Gaussian model assumed in
this work. Furthermore, there are improvements to the VAE approach first presented in
(Kingma & Welling, 2013) which allows the handling of multimodal posteriors (Mescheder
et al., 2017). The inversion over RTMs can often lead to this kind of multimodality and it
is therefore an important line of future work.
While the focus of this thesis has been on problems in the field of remote sensing, there
are many applications outside RS where the presented methods would be useful. Most
natural sciences use simulator codes in order to analyze various systems of interest. These
simulators can be used to specify likelihood models and perform Bayesian inference, as
shown in this work, or to generate simulated data to improve the regression on in-situ data.
If the codes are computationally expensive, as is often the case, they could benefit from
parsimonious emulation schemes as the one presented here. The work presented in this
thesis therefore has relevance in many other fields of science.
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7. Summary in Valencian
7.1 Motivació i objectius
La teledetecció és un ampli camp de la ciència què ens permet monitorar i controlar a
escala global els oceans, la terra i l’atmosfera, i obtenir informació clau sobre el clima.
Els sistemes òptics emprats a bord de satèl·lit o avió permeten mesurar la radiació elec-
tromagnètica reflexada per la superfície de la Terra en una alta resolució espectral, és una
rica font d’informació sobre els diversos processos que tenen lloc al nostre planeta i té
una llarga llista d’aplicacions. Entre aquestes aplicacions trobem aplicacions en aigües i
oceans com ara l’estimació de la salinitat de la superfície del mar (Lagerloef et al., 1995),
de la qualitat de l’aigua (Ruescas et al., 2018) i el control del gel marí (Spreen et al.,
2008); en el sol i la vegetació com ara la predicció del rendiment del cultiu (Mateo-Sanchis
et al., 2019), detecció de sequeres (Kogan, 1995) i l’estimació de la captació de carboni
de la vegetació (Alton et al., 2007), així com també el monitoratge dels constituents de
l’atmosfera com son la emissió i absorció de CO2 (Tramontana et al., 2016), detecció de
núvols (Mateo-García et al., 2017) i estimació de la concentració de gasos traça com l’ozó
(Kondratyev & Varotsos, 2002).
Les dues darreres dècades han experimentat un gran augment en l’aplicació d’algorismes
d’aprenentatge automàtic en l’observació de la Terra per fer un ús eficient de l’elevat flux de
dades de teledetecció. Els algorismes d’aprenentatge estadístic o automàtic (més conegut
com machine learning, ML), però, solen ser models agnòstics i massa flexibles i, per tant,
acaben per no respectar les lleis fonamentals de la física. D’altra banda, en els darrers anys,
hi ha hagut un augment de la investigació orientada a incorporar els coneixements de física
en algorismes d’aprenentatge estadístic per obtenir solucions interpretables, consistents, i
que tinguin sentit físic.
L’objectiu principal d’aquesta tesi és, en línia amb aquesta recent branca d’investigació,
explorar diferents maneres de codificar el coneixement físic per proporcionar mètodes
d’aprenentatge automàtic adaptats a problemes específics en teledetecció. En esta Tesi
Doctoral, aquest objectiu es persegueix explorant la interacció entre el ML i l’observació
de la Terra a través de dues direccions d’investigació. D’una banda, incorporar coneixe-
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ment físic en algorismes de regressió per tal de millorar el rendiment, la coherència i la
interpretabilitat. D’altra banda, es millorarà la qualitat dels emuladors de models físics
complexos i sovint matemàticament intractables.
En este treball mostrem com millorar el rendiment i la interpretabilitat per a la inversió
de models físics i estimació de paràmetres biofísics de diferents maneres: 1) combinanant
dades observacionals i simulacions de forma sinèrgica en la regressió basada en processos
gaussians (GPs), 2) utilitzant nuclis derivats a partir d’equacions diferencials ordinàries
(EDOs) específics que apliquen consistència física en GPs, 3) realitzant una inferència
aproximada bayesiana sobre models de transferència radiativa que ens permeten recuperar
les distribucions de probabilitats sobre els paràmetres físics, i 4) aprendre models d’inversió
més ràpids i flexibles amb GPs profunds. A més a més, i per tal de construir emuladors més
efectius, incorporem els GPs a un esquema d’aprenentatge actiu que fa ús de la informació
de geometria i diversitat apresa de les dades, aconseguint així emuladors més compactes i
eficients de simuladors físics.
7.2 Regressió no lineal amb processos gaussians
La relació entre els paràmetres d’estat del sistema que observem (paràmetres biofísics al
nostre cas) i els espectres obtinguts per les observacions (espectres adquirits pels sensors
satel·itals) s’ha demostrat que és clarament no lineal (Camps-Valls et al., 2011). Per tant, la
regressió no lineal és una part clau de la recuperació de paràmetres. Els mètodes d’aquesta
tesi es basen en gran mesura en la regressió basada en processos gaussians. Això es deu al
fet que son models de regressió probabilística bastant flexibles i que ofereixen maneres
intuïtives de codificar coneixements a-priori. Aquesta Tesi proporciona una introducció al
mètode de regressió de GPs que ja s’utilitza àmpliament per a la recuperació de paràmetres
en teledetecció (Camps-Valls et al., 2016). A més, presentem l’ús d’una extensió profunda
(deep) dels processos gaussians (Damianou & Lawrence, 2013) per millorar la recuperació
de paràmetres
7.2.1 Regressió del procés gaussià
Un procés gaussià és una distribució de probabilitat sobre funcions. Al contrari que una
distribució gaussiana sobre una variable aleatòria, que es defineix pels seus valors de
mitjana i covariància, un GP es determina per que la mitjana i covariància son funcions.
La funció de covariància codifica la similitud entre valors de la funció que estem intentant
modelar. Quan es considera un nombre finit de valors de la funció, tindran una distribució
gaussiana conjunta determinada per les funcions de mitjana i de covariància.
Si a més escollim un model de probabilitat gaussiana, aleshores és fàcil calcular la
probabilitat marginal i optimitzar-la per als paràmetres de les funcions de mitjana i de
covariància. Utilitzant la manipulació estàndard de gaussianes (vegeu (Bishop, 2006)
Eq. (2.96-97)) també podem obtenir la distribució predictiva d’un nou valor de sortida
donat l’entrada. Aquesta serà una altra distribució gaussiana amb una predicció mitjana i
la seua variació corresponent. El fet que el model GP no només ofereix prediccions per
a un input determinat, sinó que també té una forma natural de valorar la incertesa d’una
predicció mitjançant la variància predictiva ha convertit els GPs en mètodes molt populars
en la teledetecció (Camps-Valls et al., 2016).
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7.2.2 Regressió de processos gaussians profunds
Si bé els GPs s’utilitzen àmpliament en la teledetecció, pateixen dos inconvenients im-
portants. En primer lloc, el cost de l’entrenament escala cúbicament amb el nombre de
mostres d’entrenament, cosa que fa que el mètode siga prohibitiu per un conjunt de dades
gran o inclús moderat. En segon lloc, quan es tracta d’invertir un model de transferència
radiativa (RTM), què per construcció té una estructura complexa i jeràrquica, un GP bàsic
(amb una única capa i una covariància fixa) no sempre és capaç de modelar les dades.
Els processos gaussians profunds (DGPs), proposats per primera vegada a (Damianou &
Lawrence, 2013), han demostrat ser capaços de modelar dades més complexes i que es
poden entrenar amb un cost computacional lineal amb el nombre de mostres (Salimbeni &
Deisenroth, 2017).
Quan s’aplica la regressió basada en GPs d’una sola capa, la sortida s’utilitza directa-
ment per modelar la variable resposta. Aquesta sortida, però, es podria utilitzar per definir
la posició d’entrada d’un altre GP. Si es realitza aquesta aplicació, un total de L vegades, es
dóna lloc a un Deep Gaussian Process de L capes. Per a un GP estàndard, el prior gaussià és
combinat amb el model de probabilitat gaussià. Això significa que es pot integrar i calcular
la probabilitat marginal i la posterior de forma analítica. Per al model DGP, on els valors
latents que s’han d’integrar apareixen com a entrades a la capa següent (és a dir, apareixen
dins d’una matriu de covariància complexa), la inferència exacta és intractable. Per aquesta
raó, utilitzarem el mètode d’inferència variacional (Salimbeni & Deisenroth, 2017).
La inferència variacional (variational inference, VI) és un enfocament àmpliament
aplicat en la modelització probabilística quan el càlcul del posterior és intractable. Funciona
introduint una família paramètrica de distribucions posteriors candidates dins les quals
es busca la distribució òptima. Com que trobar el posterior analític implica un procés
complicat d’integració de valors latents, es diu que VI transforma el problema d’integració
en un d’optimització. Per obtenir més informació sobre l’esquema VI, vegeu (Svendsen
et al., 2020b).
7.2.3 Millora de la recuperació de paràmetres amb DGP
En esta primera part experimental, demostrem el funcionamient dels GPs i els DGPs per a la
recuperació de paràmetres atmosfèrics a partir d’informació espectral que recopila el sensor
Infrared Atmospheric Sounding Interferometer (IASI) abord de la sèrie de la constel·lació de
satèl·lits MetOp. En concret ens hem centrat en fer models de predicció de temperatura i
humitat relativa. Hem comparat els mètodes de GP més utilitzats:
• GP estàndard: regressió de GP d’una sola capa explicada anteriorment. Té un cost
computacional molt elevat amb el nombre de dades.
• GP sparse: es tracta d’aproximacions a la regressió estàndard del GP on el cost és
línial. Concretament, utilitzem les aproximacions fully independent training conditional
(FITC) i la scalable variational gaussian process (SVGP).
• Deep GP: el model de GP profund anterior amb un màxim de 4 capes.
Hem comparat les precisions en predicció de diferents conjunts i problemes de teledetecció.
La regressió estàndard GP només va ser capaç d’utilitzar 10 000 punts pel seu elevat cost.
Quan s’utilitza la mateixa quantitat de dades, els mètodes sparse de GP van produir pitjor
resultats que els GP estàndard. Tot i això, quan es va permetre aprofitar més dades, van
poder superar-los. Els models Deep GP van superar de forma constant els altres. A més, la
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precisió predictiu va augmentar significativament amb la creixent profunditat del DGP fins
a afegir la quarta capa. També vam demostrar que la variança predictiva del model DGP
estava millor calibrada que la dels altres models.
7.3 Incorporació de coneixements de física en la regressió del GP
Hi ha diferents maneres de millorar els algorismes de regressió mitjançant la incorporació
del coneixement físic (Willard et al., 2020). Un dels mètodes és incorporar dades simulades
d’un model físic en l’esquema d’aprenentatge de l’algorisme. Això pot conduir a un millor
rendiment, però no necessàriament aporta millor comprensió del problema. Un altre
enfocament és crear un model de ML basat en el coneixement de les equacions que
governen el sistema a estudiar. Aquesta aproximació pot aconseguir una certa adaptació
del mètode de regressió a les dades particulars i ens permet aprendre paràmetres físics
en el procés d’entrenament del model ML. L’inconvenient és que els supòsits del model
poden ser massa forts, fent-lo menys flexible i molt probablement no tan precís.
Mostrem un exemple de cada enfocament i com la incorporació del coneixement físic
pot conduir a (i) una millora de la regressió en particular en règims d’extrapolació, i (ii)
una millor comprensió del sistema físic subjacent. Desenvolupem un marc de GPs que
modelitza conjuntament dades in-situ i simulades, i pesa els punts d’entrenament en funció
de l’origen i rellevància de les dades. Un segon desenvolupament que fem en aquesta
tesi fa servir el models de força latent de (Alvarez et al., 2009) per adaptar la regressió
del GP a la dinàmica de les estimacions de la humitat del sòl amb detecció remota. En
fer-ho, aprenem un forçament latent que es correspon molt fidelment amb la precipitació
(enregistrada independentment) mesurada al lloc rellevant.
7.3.1 Processos gaussians conjunts
Les mesures reals in situ de paràmetres biofísics, que es combinen amb les dades de satèl·lit
per obtenir els parells de dades que necessitem per formar models d’aprenentatge estadístic,
són el resultat de campanyes de camp costoses, en recursos i personal. A causa del cost i
la velocitat prohibitius amb què es recopilen aquestes dades, hi ha una escassetat d’aquest
tipus de dades. D’altra banda, les simulacions proporcionen una forma ràpida i barata
d’obtenir parells d’entrada-sortida. Tanmateix, simplement agrupar dades reals i simulades
indiscriminadament pot comportar que el model s’ajuste a les dades simulades al estar
lliures de soroll. Això pot comportar un pitjor rendiment sobre les dades reals, ja que
normalment hi ha una discrepància en la distribució de les dues fonts de dades. Això també
es coneix com a transferència negativa.
Per modelar conjuntament les dues fonts de dades, introduïm un hiperparàmetre que
expressa el soroll relatiu entre elles. Això permet al GP assignar més o menys pes a un punt
de dades en realitzar una regressió basada en la seva font. Per tal d’evitar la transferència
negativa, quan s’ajusten als hiperparàmetres només maximitzem la probabilitat de les
dades reals. Aquest procés es tradueix en un model que només utilitza les dades simulades
si es consideren útils per predir les dades reals.
7.3.2 Millora de la regressió i l’extrapolació
En primer lloc, mostrem la eficàcia d’aquests mètodes per a la predicció de l’índex
d’àrea foliar (Leaf Area Index, LAI) a partir d’espectres de Landsat-8 en camps d’arròs
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de l’Albufera de València. En este cas podem utilitzar dades simulades del model de
transferència radiativa PROSAIL per millorar la regressió amb el nostre GP compost.
Comparem amb mètodes que només utilitzen dades simulades o només les dades reals, o
agrupant les dades conjuntament de manera indiscriminada. El nostre mètode millora els
resultats de regressió, especialment quan es divideixen les dades de manera que el model
de regressió haja de fer l’extrapolació a les regions on no hi ha dades in situ d’entrenament.
7.3.3 Inferint les forces latents de la humitat del sòl
En segon lloc presentem un nou model GP derivat directament de les equacions diferencials
que governen el sistema i per tant les que generen les observacions. Ens plantegem el
problema de modelar sèries de temps d’humitat del sòl (soil moisture, SM) derivades a partir
de sensors passius de microones. La humitat del sòl és una variable d’estat hidrològic
clau, important per a la comprensió de diversos processos climatològics i meteorològics
(Babaeian et al., 2019).
S’ha demostrat que una ODE de primer ordre és un model útil per a modelar la
dinàmica de la humitat del sòl (Delworth & Manabe, 1988), capturant el comportament de
descomposició exponencial que presenten les dades SM. Suposem que les observacions es
regeixen per una equació diferencial ordinària de primer ordre amb un forçament de GP.
En aquest treball emprem models de força latent (latent force models, LFMs) (Alvarez et al.,
2009) que mostren que la solució d’aquest ODE és en si mateixa un procés gaussià sobre
les sortides amb un nucli multi-sortida que conté paràmetres de l’ODO subjacent.
En la part experimental, hem modelat conjuntament la sèrie de temps SM estimada
mitjançant tres satèl·lits diferents: Soil Moisture Ocean Salinity (SMOS), Advanced
SCATterometer (ASCAT) i Advanced Microanning Scanning Radiometer 2 (AMSR2), i
hem demostrar que el marc LFM és molt eficaç per omplir buits, però també que les forces
latents derivades tenen una interpretació física diferent. Les forces latents inferides per
encaixar el model es correlacionen bé amb les mesures independents de precipitació in situ.
Això té molt sentit, ja que és, de fet, el contribuent dominant de SM en el sistema.
7.4 Millorar l’emulació de les RTM amb aprenentatge actiu
Molts camps científics utilitzen simulacions de codis informàtics per analitzar sistemes
d’interès. Els simuladors actuen com a aproximacions convenients a la realitat, permetent-
nos estudiar com es distribueixen les malalties entre una població, com es reparteixen
les mercaderies en una cadena de distribució, o com interactua la llum amb l’atmosfera
de la Terra, per anomenar algunes aplicacions. Hi ha, però, dues limitacions importants
associades als simuladors:
• Cost computacional: En un intent de captar la veritable mecànica del sistema d’interès,
les implementacions numèriques de les equacions que governen el sistema poden
arribar a ser complicades, tant de definir com d’implementar computacionalment.
Això no és desitjable, ja que dificulta la capacitat de realitzar simulacions exhaustives
i anàlisis de sensibilitat (Sobol, 1993).
• Tractabilitat matemàtica: els codis informàtics sovint es basen en dècades de desen-
volupament iteratiu fent ús de diverses heurístiques que milloren la precisió però
fan que els models siguin menys matemàticament tractables i transparents. És espe-
cialment útil poder accedir a les derivades i jacobians del model perquè això permet
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estudiar la propagació de la incertesa a través del model. Però també és essencial a
l’hora d’entrenar mètodes d’aprenentatge estadístic que incorporen simuladors físics
en la seva funció de versemblança.
És possible obtenir un emulador eficaç i diferenciable mitjançant la generació d’un
conjunt representatiu de parells de dades d’entrada-sortida simulats i utilitzar-los per
formar un model d’aprenentatge estadístic. En aquest punt, abordem la qüestió de com
es pot generar un conjunt de dades mentre s’executa el simulador el màxim de vegades
possible.
7.4.1 Emulació activa
Per tal de construir un emulador eficient i computable de manera eficient, necessitem un
conjunt de dades de parells d’entrada-sortida generades pel codi d’interès, al nostre cas
el codi de transferència radiativa. El principal problema és que volem avaluar aquests
models i generar simulacions el màxim nombre de vegades possible. A banda de que les
simulacions poden ser costosos computacionalment, els algorismes basats en GPs poden,
què són populars per emulació (O’Hagan, 2006), son molt ineficients computacionalment
amb el nombre de punts d’entrenament. Per això, és important triar un conjunt reduït
i representatiu de punts per tal d’avaluar el model en qüestió. Un enfocament comú
a aquest problema és l’esquema de mostreig d’hipercub llatí (Latin Hypercube Sampling,
LHS) (Audze, 1977) o simplement realitzant mostrejos aleatoris segons una distribució
amb sentit físic. Aquests plantejaments, però, no tenen en compte el coneixement del
comportament de la funció que es vol aprendre. A (Svendsen et al., 2020a), proporcionem
una visió general de diferents mètodes desenvolupats per resoldre el problema de mostreig.
En aquest treball proposem un mètode d’aprenentatge actiu (active learning, AL) (Settles,
2009) per resoldre aquest problema.
A partir d’un petit conjunt de dades de parells d’entrada-sortida simulada s’entrena un
algorisme de regressió basat en GP, que es pot pensar com una versió inicial de l’emulador.
Mitjançant l’estructura apresa per aquest emulador, es crea una funció d’adquisició que es
pot optimitzar per trobar el punt més informatiu per tal d’avaluar el simulador. El nou punt
s’afegeix al conjunt de dades i s’actualitza la funció de regressió, donant lloc a una nova
funció d’adquisició. Aquest procediment es pot repetir fins a assolir un cost computacional
màxim. Es tracta d’un mètode seqüencial que significa que utilitza els punts de dades
generats anteriorment. Això contrasta amb mètodes no seqüencials com LHS, que calculen
totes les ubicacions d’entrada en què executar el simulador una única volta. Utilitzar aquest
mètode implica haver de conèixer prèviament la quantitat de punts necessaris per construir
l’emulador i a més a més no es pot utilitzar conjuntament amb un conjunt de dades simulat
ja existent.
7.4.2 Emulador actiu de processos gaussians multi-sortida
A (Svendsen et al., 2020a) argumentem que per trobar el punt d’entrada més informatiu
per avaluar el model físic, la funció d’adquisició ha de combinar dos termes: 1) un terme
de diversitat què, basat en nodes anteriors, reflecteix com és de buit l’espai d’entrada
en un punt donat de l’espai, i 2) un terme de geometria que expressa la variabilitat de la
funció subjacent en un punt determinat de l’espai. Argumentem que aquestes quantitats es
deriven fàcilment d’una funció de regressió del GP com a 1) la variància predictiva i 2)
el gradient de la mitjana predictiva, ambdós analítics. Per tant, basem el nostre esquema
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d’aprenentatge actiu en processos gaussians amb múltiples eixides, construint maneres
diferents de combinar les dues fonts d’informació sobre la funció subjacent.
7.4.3 Emulació activa d’un model de transferència radiativa
L’algorisme l’hem anomenat Active multi-output Gaussian process emulator (AMOGAPE)
i l’hem aplicat en problemes sintètics i reals. En primer lloc hem fet una comparació
exhaustiva del marc AMOGAPE amb un conjunt de mètodes d’última generació en
un exemple joguina. Es van fer comparacions, tant amb mètodes seqüencials com ara
mostreig aleatori, mostreig de seqüències de Sobol i un esquema de mostreig de mostreig
LHS seqüencial, i mètodes no seqüencials com LHS i una graella determinista. Vam
demostrar que AMOGAPE va ser capaç d’aprofitar la informació apresa de l’ajust de la
funció subjacent per aconseguir una millor precisió utilitzant menys punts que els altres
algorismes de mostreig.
Com a aplicació real, hem considerat el model de transferència radiativa PROSAIL.
Variem dos dels paràmetres d’entrada més importants, a saber, l’índex d’àrea de les fulles
(LAI) i el contingut de clorofil·la (Chl). Els paràmetres d’entrada restants es mantenen
constants tal com s’explica a (Svendsen et al., 2020a). Hem comparat diferents funcions
d’adquisició, basades en termes de diversitat i geometria, amb mostreig aleatori, provant els
emuladors resultants en un conjunt de test de 50 000 punts simulats amb PROSAIL. Trobem
que AMOGAPE supera el mostreig aleatori, necessitant menys punts d’entrenament per
assolir una precisió predictiva millor.
7.5 Inferència amb maximització variacional i de l’esperança
Els models de transferència radiativa codifiquen el problema de recuperació del paràmetre
en la direcció directa, forward direction, què hem estat estudiant. Hem vist com aquest
model és útil per a la inversió directa mitjançant la generació de dades d’entrenament
simulades per entrenar un algorisme de regressió per al mapejat en sentit invers. Un model
forward també es pot utilitzar, però, per definir un model de probabilitat d’un enfocament
probabilístic. En altres paraules, donat un vector de paràmetres físics, el model directe
implementat pel codi RTM indueix una funció de versemblança, que vincula els paràmetres
físics amb les reflexions observades. Aquesta interpretació obre noves opcions per incloure,
per exemple, una distribució prèvia sobre paràmetres físics.
En aquest punt, abordem un problema general: volem aprendre la distribució dels
paràmetres físics en lloc de proporcionar només una estimació puntual d’aquests paràme-
tres. Proporcionant un conjunt de dades de reflectàncies observades, el nostre objectiu és
doble: aprendre la densitat marginal sobre paràmetres físics i obtenir una aproximació de
la distribució posterior. Hem de tenir en compte que el a-posteriori representa un model
invers probabilístic, és a dir, donada una reflectància, podem obtenir una predicció dels
paràmetres i les mesures d’incertesa relacionades. A continuació, proposem i comparem
dos enfocaments diferents que ens permet inferir paràmetres físics mitjançant un model
de transferència. Un enfocament es basa en variational autoencoders (VAEs) (Kingma &
Welling, 2013) i l’altre es basa en el Monte Carlo expectation maximization (MCEM) (Wei &
Tanner, 1990). Mostrem que cada enfocament té pros i contres diferents.
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7.5.1 Mètode d’inferència variacional
Els mètodes d’inferència variacional VAEs són algorismes d’aprenentatge no supervisat
molt populars en la literatura de machine learning. Suposem un a-priori gaussià sobre
un conjunt de variables latents i una probabilitat gaussiana on la mitjana i la covariància
estan parametritzades per una xarxa neuronal (neural network, NN). Això fa que el a-
posteriori siga intractable, un problema què es pot abordar amb la inferència variacional.
El posterior variacional suposat és una altra gaussiana on la mitjana i la covariància
estan parametritzades per una NN. Això permet una fàcil optimització de una fita de
l’evidència respecte dels paràmetres NN que dona lloc a un codificador, el mapejat des de
les observacions fins a valors latents i un descodificador que actua en sentit contrari. En la
nostra aproximació substituïm la xarxa de descodificadors per un model de transferència
radiativa de manera que el mapejat de la variable latent a l’observació esdevingui físicament
significatiu. D’aquesta manera es produeix un a-priori sobre els paràmetres físics i un
model invers format per la xarxa descodificadora.
7.5.2 Mètode de maximització de les expectatives de Monte Carlo
El mètode de maximització de l’esperança (expectation maximization, EM) és un mètode
molt conegut per trobar iterativament estimacions (locals) de versemblances màximes.
Funciona optimitzant el valor esperat de la funció log-likelihood dels paràmetres, respecte
al posterior, mantenint els paràmetres fixats en l’expressió del posterior. D’aquesta manera
s’obté un nou conjunt de paràmetres amb els quals es pot construir la log-likelihood, i així
es continua fins a la convergència. Monte Carlo EM (MCEM) és el nom del mètode que
utilitza el mostreig MC per estimar el valor esperat quan el veritable posterior és intractable
com és el cas ací.
7.5.3 Resultats experimentals
Hem utilitzat diversos models avançats, experiment sintètics, així com el RTM PROSAIL.
També hem demostrat que el mètode MCEM és més exigent computacionalment que
l’enfocament VI. D’altra banda, el mètode VI proposat no pot tractar els a-posterioris
multimodals. No obstant això, quan es realitza una inferència sobre el RTM PROSAIL,
els mètodes han funcionat bé en general. El mètode MCEM va aconseguir obtenir una
estimació lleugerament millor del veritable prior sobre les variables físiques.
7.6 Conclusions
Aquesta tesi ha presentat diferents maneres d’aplicar models probabilístics conjunta-
ment amb coneixements de la física del problema per tal de desenvolupar algorismes
d’aprenentatge automàtic adaptats a problemes específics de teledetecció. Una de les
principals tendències de la literatura d’aprenentatge automàtic és desenvolupar algorismes
que son agnòstics i només aprenen els patrons purament a partir de dades. Tot i que aquests
algorismes donen bons resultats de predicció en general, poden produir prediccions que no
siguen compatibles amb les lleis de la física. D’altra banda, hi ha un interès creixent en la
intersecció entre els camps de la física i l’aprenentatge automàtic (Willard et al., 2020) i
com es poden utilitzar mètodes d’un per millorar mètodes de l’altre. Entre les diferents
direccions d’investigació en aquesta intersecció, aquesta tesi s’ha centrat a millorar la
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modelització inversa codificant el coneixement a-priori en la regressió de l’aprenentatge
automàtic i en la modelització directa amb l’emulació millorada de simuladors.
7.6.1 Sobre el modelatge invers amb processos gaussians
Hem començat mostrant com el problema invers de recuperació de paràmetres a partir de
reflectàncies observades per satèl·lit, que sovint s’aborda amb la regressió GP (Camps-Valls
et al., 2016), es pot afrontar de manera més eficient mitjançant una regressió profunda
de GP. Els GP són freqüentment utilitzats en la teledetecció per diversos motius: es
tracta d’una aproximació probabilística als problemes de regressió que condueixen a una
expressió analítica de la predicció i la incertesa (Verrelst et al., 2013; Schneider et al.,
2014). Això també permet la propagació eficaç d’errors des de les entrades a les sortides,
com s’ha mostrat recentment a (Johnson et al., 2019).
Tanmateix, la regressió del procés gaussià té dos greus inconvenients: un pel que
fa la impossibilitat d’aplicació a grans conjunts de dades, i per l’altra la incapacitat de
modelar una estructura jeràrquica complexa mitjançant funcions de covariància estàndard.
L’algorisme de GP d’inferència profundament estocàstica aplicat en aquest soluciona
ambdós problemes; proporciona un cost lineal amb el nombre de dades d’entrenament i és
capaç de modelar dades més complexes. Per al problema de recuperació de paràmetres
biofísics a partir de dades de sensors infrarojos, hem demostrar que el model DGP supera
els models sparse i estàndard de GP en termes de precisió predictiva i de qualitat de les
estimacions d’incertesa. Al document complet (Svendsen et al., 2020b) també es mostra
com els DGP es comparen favorablement amb les xarxes neurals d’última generació
(Hieronymi et al., 2017) per a la recuperació de paràmetres de color de l’oceà mitjançant
les dades òptiques del satèl·lit Sentinel-3.
A mesura que es desenvolupen sistemes híbrids que combinen models d’aprenentatge
estadístic amb models físics, la millora de l’estimació de la incertesa esdevé més important
per tal de realitzar una correcta propagació d’errors. A més, el flux creixent de dades
de teledetecció disponibles requereix comptar amb algorismes d’aprenentatge automàtic
escalables. Per aquestes raons, preveiem un futur augment de la regressió DGP en el camp
de la recuperació de paràmetres biofísics.
7.6.2 Sobre la codificació del coneixement físic als procés gaussians
Primer hem desenvolupat un marc de GP per modelar conjuntament dades in situ i sim-
ulades sense deteriorar el rendiment predictiu de les dades in situ. Això s’ha aconseguit
mitjançant la introducció d’un paràmetre de confiança que modela la variació relativa del
soroll entre les fonts de dades. El fet d’ajustar els hiperparàmetres maximitzant la leave-
one-out likelihood sobre les dades in situ garantia especialment que el mètode no s’ajustés
massa a les dades simulades. L’esquema resultant va ser senzill i robust, i va millorar el
rendiment predictiu de les dades in situ, especialment en els escenaris d’extrapolació. El
marc s’ha estès a moltes fonts de dades i es pot utilitzar en dades generades amb diferents
sensors o amb diferents simuladors.
A continuació, es van estudiar els models de força latent (Alvarez et al., 2009) per
modelar la dinàmica de dades de humitat del sòl amb teledetecció basada en sensors
de microones passives. Aquesta era una forma conceptualment diferent de codificar el
coneixement expert ja que construeix el model de GP al voltant d’un conjunt d’assumpcions
sobre el sistema físic actual. Més exactament, que les sortides es regeixen per una ODE
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de primer ordre, els forçaments dels quals són processos gaussians. D’aquesta suposició
es deriva un nucli de múltiples sortides amb hiperparàmetres amb sentit físic. Vam veure
com les forces latents que s’aprenen durant la fase d’entrenament semblen els intervals
de precipitació mesurats de forma independent. Aquest és un resultat prometedor, ja que
la capacitat de monitorar l’impacte de les precipitacions en la humitat del sòl a partir de
les mesures dels satèl·lits ajudaria a comprendre el cicle hidrològic de l’aigua. A més, les
aplicacions dins de qualsevol sistema físic que es pugui mesurar amb teledetecció podria
beneficiar-se d’aquest tipus de modelat si la dinàmica està prou descrita per una equació
diferencial ordinària.
7.6.3 Sobre l’aprenentatge actiu per a l’emulació de RTMs
Els simuladors de processos físics solen ser costosos computacionalment, sovint en la
mesura que impossibiliten aplicacions com l’anàlisi de sensibilitat. A més, els codis
simuladors solen estar plens d’heurístics per fixar paràmetres interns de funcionament i
d’operacions lògiques que fan que l’anàlisi de derivades sigui intractable matemàticament.
Això fa que sigui difícil utilitzar aquests models en funcions de pèrdua que es tracten
d’optimitzar. Els emuladors proporcionen una solució alternativa a aquests problemes,
ja que les prediccions dels mètodes d’aprenentatge automàtic sovint consisteixen en
operacions ràpides com les multiplicacions de matrius i es poden diferenciar fàcilment en
el cas d’emprar GPs.
S’ha presentat en aquesta Tesi un enfocament d’aprenentatge actiu que incloïa infor-
mació sobre el gradient de la funció subjacent en la funció d’adquisició. La intuïció ha
estat la de guiar el mostreig (o simulació) amb un criteri combinat que cerque regions poc
explorades però alhora amb una alta variabilitat de funcions. Vam demostrar que el nostre
mètode genera un emulador més precís per a PROSAIL que amb mètodes estàndard en la
literatura. També vam comparar el nostre esquema de mostreig amb la seqüència Sobol
i el mostreig llatí d’hipercubs (actualment utilitzat en moltes aplicacions), mostrant un
rendiment millorat.
Entre els models de transferència radiativa existents, PROSAIL no és el més car
computacionalment. El nostre mètode és especialment útil quan cada simulació requereix
un temps considerable, com és el cas del MODTRAN RTM (Berk et al., 1987). En aquests
casos, és crucial utilitzar la informació apresa sobre el RTM per avaluar-lo un mínim
nombre de vegades.
7.6.4 Sobre la inferència aproximada dels RTM
Finalment, la Tesi ha abordat el problema de la inferència de les distribucions dels paràme-
tres amb una aproximació bayesiana aproximada al problema de la inversió. Aproximada-
ment en el sentit que, juntament amb una funció de versemblança, definim un família de
priors en lloc d’un prior específic que sol ser el cas de la inferència bayesiana. Fitem
els paràmetres del a-priori (gaussià en aquest cas) i aprenem així la distribució conjunta
del a-priori sobre els paràmetres físics d’interès. Se suposa que la versemblança és una
gaussiana amb soroll baix, centrada al voltant de la sortida del PROSAIL, la qual cosa
significa que el a posteriori actua com una mena de model invers, prenent reflectàncies
observades i produint una distribució plausible de paràmetres biofísics.
Atès que el PROSAIL no és lineal, la inferència de la marginal likelihood és inviable.
És per això que hem introduït dues maneres de realitzar una inferència aproximada de
Resum 71
manera estable, cadascuna amb els seus punts forts i febles. La primera està basada en
l’autoencoder variacional (Kingma & Welling, 2013), on la xarxa de descodificadors es
substitueix pel PROSAIL. Hem demostrat que aquest esquema d’inferència variacional
és més ràpid d’entrenar. A més, una vegada aprés el posterior variacional, parametritzat
per una xarxa neuronal, és molt ràpid d’avaluar, servint com a model invers ràpid. Aquest
esquema d’inferència, però, no és adequat quan el posterior vertader és multimodal. Això
no acaba sent un gran problema quan es realitza una inferència sobre el RTM.
El segon esquema d’inferència utilitzat va ser el de Monte Carlo expectation maximization.
La fase d’entrenament consisteix en el mostreig del veritable posterior amb el mètode
Hamilton Monte Carlo, fent que el mètode sigui més lent. Avaluar el posterior predictiu de
les noves dades observades també implica el mostreig de Monte Carlo i, per tant, és molt
més lent que l’alternativa VI. L’enfocament MCEM, però, pot modelar la multimodalitat
en el vertader posterior que condueix a una millor convergència de l’algorisme quan aquest
és el cas. Per tant, aquest mètode d’inferència condueix a estimacions lleugerament millors
del veritable prior, com hem demostrat al fer inferència sobre PROSAIL.
Els problemes d’inversió són omnipresents en l’observació de la Terra, i hi ha molts
models directes (forward) diferents que expressen el coneixement del domini de diversos
sistemes físics. Una aproximació probabilística a aquests problemes de modelat directe i
invers pot ser extremadament útil. Ens permet codificar coneixement expert en la funció
de versemblança i escollir famílies plausibles de a-prioris. A diferència de aproximacions
estàndard del ML en les que només es proporciona una estimació puntual, aquest tipus de
marc descriu la distribució conjunta per paràmetres físics. És important assenyalar que hi
ha literatura sobre l’acceleració dels mètodes de mostreig de Monte Carlo i mètodes que
permeten aproximacions VI per modelar els posteriors multimodals (Martino & Elvira,
2017; Mescheder et al., 2017).
7.6.5 Treball futur
En el transcurs d’aquesta tesi, s’han publicat una sèrie de models d’aprenentatge estadístic
de multi-fidelitat a la literatura (Pilania et al., 2017; Perdikaris et al., 2017). Aquest marc
presenta una forma ideal de combinar dades reals i simulades, com es fa amb el JGP
presentat en esta Tesi. Es preveuen moltes aplicacions d’aquest tipus de models a la
literatura de teledetecció. L’esquema d’aprenentatge actiu amb GPs i el model de GP
conjunt (JGP) presentats ací són dos exemples de mètodes on es podrien utilitzar altres
tipus de models de GP. Com hem vist, el DGP supera els GP estàndard per a la estimació
d’alguns paràmetres importants, i es podria pensar en utilitzar-lo al marc de JGP per a la
modelització combinada.
Si bé aquesta tesi s’ha centrat en problemes en el camp de la teledetecció, hi ha molts
camps de la ciència i l’enginyeria on els mètodes presentats serien útils. La majoria
de ciències naturals utilitzen codis simuladors per analitzar diversos sistemes d’interès.
Aquests simuladors es poden utilitzar per especificar models de probabilitat i realitzar
inferències bayesianes, tal com s’ha mostrat en aquest treball, o per generar dades simulades
per millorar la regressió de les dades in situ. Si els codis són costosos computacionalment,
com sol passar, podrien beneficiar-se d’esquemes d’emulació parsimonioses com la que
s’ha presentat ací. El treball presentat en aquesta tesi té, per tant, rellevància en molts
altres camps de la ciència.
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Abstract— Solving inverse problems is central in geosciences
and remote sensing. The radiative transfer models (RTMs)
represent mathematically the physical laws that rule the phe-
nomena in remote sensing applications (forward models). The
numerical inversion of the RTM equations is a challenging and
computationally demanding problem. For this reason, often the
application of a simpler statistical regression is preferred. In
general, the regression models predict the biophysical parameter
of interest from the corresponding received radiance, learning
a mapping from in situ data. However, this approach does
not employ the physical information encoded in the RTMs.
An alternative strategy, which attempts to include the physical
knowledge, consists in learning a regression model trained using
simulated data by an RTM code. In this paper, we introduce
a nonlinear nonparametric regression model that combines the
benefits of the two aforementioned approaches. The inversion is
performed considering jointly both real observations and RTM-
simulated data. The proposed joint Gaussian process (JGP)
provides a solid framework for exploiting the regularities between
the two types of data, in order to perform inverse modeling. The
JGP automatically detects the relative quality of the simulated
and real data, and combines them properly. This occurs by
learning an additional hyperparameter with respect to a standard
Gaussian process model, so that the novel scheme is at the same
time simple and robust, i.e., capable of adapting to different
scenarios. The advantages of the JGP method compared with
benchmark strategies are shown considering synthetic and real
data in different experiments. Specifically, we consider leaf area
index retrieval from Landsat data combined with simulated data
generated by the PROSAIL model.
Index Terms— Gaussian process (GP) regression, inverse mod-
eling, kernel methods, multitask learning, PROSAIL, radiative
transfer model (RTM), vegetation monitoring.
I. INTRODUCTION
SOLVING forward and inverse problems lies at the heartof research in geoscience, remote sensing, and physics
in general. The forward modeling problem consists mainly in
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determining the physical laws that govern complex phenomena
(e.g., modeling the response of a sensor to different physical
inputs). Then, the designed model is implemented and tested
in different scenarios in order to study the ability to explain
the observed physical phenomena. These forward mechanistic
models are also used to generate artificial measurements [1].
In this paper, we focus on radiative transfer models (RTMs),
which play the role of forward models in remote sensing
applications of biophysical parameter estimation.
The aim of the inverse problem is to determine the under-
lying physical conditions that correspond to a given set of real
obtained measurements. That is, it attempts to make an infer-
ence about the physical parameters from sensory data. A very
relevant problem is that of estimating vegetation properties
from remote sensing observations. Accurate inverse models
help determine the phenological stage and health status (e.g.,
development, productivity, and stress) of crops and forests [2],
which has important societal, environmental, and economical
implications, given the evergrowing demand for biofuel and
food. Leaf chlorophyll content (Chl), leaf area index (LAI),
biomass, and fractional vegetation cover are among the most
important vegetation parameters [3], [4].
RTMs are typically used to implement the forward
direction [5], [6]. However, inverting RTMs directly is very
complex, because the number of unknowns is generally larger
than the number of independent radiometric information [7].
In addition, estimating physical parameters from RTMs is
hampered by the presence of high levels of uncertainty and
noise, primarily associated with atmospheric conditions and
sensor calibration, sun angle, and viewing geometry, as well
as the poor sampling of the parameter space in most of
the applications. This translates into inverse problems where
spectra deemed similar may correspond to diverse solutions.
This gives rise to nondetermination and ill-posed problems.
Methods for solving the inverse problems (i.e., parameter
retrieval) can be classified in three main families: statistical,
physical (also known as numerical), and hybrid inversion
methods [8]. The statistical inversion approach consists in
applying a regression method in order to predict a biogeo-
physical parameter of interest such as LAI, given observa-
tions obtained by the satellite. The regression models are
trained using a collected data set with data pairs formed
by measurements obtained by the satellite (as input, e.g.,
reflectances) and from the corresponding parameter of interest
(as output, e.g., LAI) measured in situ. Note that this approach
0196-2892 © 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
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is purely statistical, since no physical information is employed
for parameter retrieval.
Perhaps the most widely used approach in remote sensing
is the physical or numerical inversion, which uses the infor-
mation provided by the physical laws in parameter retrieval.
Given a measured spectrum (e.g., from a satellite) and a
suitable forward model, the idea is to compare with RTM-
generated spectra in order to find the corresponding parameter
of interest. This intuitive approach for the inversion of RTMs
is based on searching for similar spectra in a lookup table,
based on some similarity measure, and assigning the closest
parameter [8], [9]. Alternatively, more sophisticated strategies
have been considered, for instance, the use of computational
algorithms based on Bayesian schemes [8], [10]. Compared
with statistical inversion, the physical inversion is more com-
putationally costly in general, but, it can yield more physically
meaningful predictions for the parameters of interest. RTMs
vary in complexity, based on the simplifications and assump-
tions made about the underlying physical phenomena. The
cost of a more sophisticated physical model is computational
complexity.
Finally, the last approach combines both the statistical and
physical inversion. The hybrid inversion applies a statistical
regression model learning from the artificial data generated
by RTM simulations. That is, the hybrid inversion is similar
to the statistical inversion but using simulated data only,
instead of real data, for training the regression model [9],
[11]–[14]. The rationale behind this approach is clear: exploit
the flexibility and speed of statistical learning algorithms
trained on physically meaningful data generated by an RTM.
The advantage with respect to the statistical inversion is that
larger data sets can be used for training (instead of a few,
possibly not representative, real in situ measurements) and
the physical knowledge encoded in the RTMs is indirectly
employed. However, the quality of the inversion again depends
dramatically on the quality of the artificial data generated,
i.e., the ability of the RTMs to mimic real data in different
scenarios.
Hybrid inversion is very powerful and practical when no
in situ data are available. Indeed, hybrid inversion is currently
an active field [11], [15], and is replacing physical inversion
in many real applications and processing chains at local and
global scale [16], [17]. However, it seems intuitive to let
predictions be guided by actual measurements whenever they
are present. The aim of this paper is to combine the statis-
tical and hybrid inversions keeping the benefits of both the
approaches. One trivial possible solution consists in training
the regression model considering a single data set composed
of the real and artificial data. However, when only a very few
real in situ measurements are available, the method can be very
sensitive to the incorporation of simulated data from RTMs.
The reason being that this naive approach does not consider
the differences between the statistical properties of the two
types of data, and learns from both data sources without dis-
tinguishing them. As a consequence, the performance can be
really poor and especially biased, depending on the quality of
the RTM-simulated data. Another more sophisticated strategy
consists in combining two different predictions obtained by
independent regression models dedicated to each particular
data set (or piece of information), thus performing a sort
of model combination [18]–[21], [22, Ch. 8]. However, in
this approach, the different data sets are analyzed separately;
hence, the two regression models do not process all the
available information, and may eventually lead to inconsistent
(contradictory) predictions.
In this paper, we extend the hybrid inversion framework,
proposing a statistical method, which performs nonlinear and
nonparametric inversion blending both the real and simulated
data with a suitable statistical approach. Our statistical model
for parameter estimation is a Bayesian nonparametric approach
known as Gaussian processes (GPs) [22]. GPs have yielded
convincing results in recent years in many remote sensing and
geoscience problems [23]–[25]. GPs provide the state-of-the-
art prediction accuracy results and confidence intervals for the
predictions, and allow model specification and interpretation
in solid probabilistic terms (for an up-to-date review of GPs in
remote sensing, see [14]). The proposed method in this paper,
called a joint Gaussian process (JGP) exploits the information
contained in both the data sets, and provides a solid framework
for incorporating physical knowledge in GPs. It is particularly
useful when the amount of in situ data is scarce and the
simulated data are able to “fill in the gaps” of the input space,
which incidentally is often the case in terrestrial campaigns.
The JGP model is capable of automatically discovering the
quality (noise, uncertainty) of each data set, and including
this information in the regression model to balance their
trustworthiness.
The remainder of this paper is organized as follows. Section
II fixes notation, briefly reviews the GP framework, and
introduces the JGP. We illustrate the performance of the JGP
in a simple toy example, and comment on predictive mean
in problems with multisource data sets. The JGP exploits the
regularities between them, and provides a solid framework for
incorporating physical knowledge in GP regression. Section III
describes thoroughly the data used in the experiments. We rely
on the retrieval of LAI from Landsat observations and PRO-
SAIL simulated data. Both the real in situ measurements
and the simulations were targeted to rice crop monitoring
in three top-producing areas in Europe, but the scheme and
model are general enough to be extended to other cases.
We give empirical evidence of performance in Section IV.
We performed exhaustive experiments and comparisons in
terms of accuracy and robustness, and discuss on the elusive
concepts of hyperparameter tuning and extrapolation when
uneven uncertainty levels and data scarcity are involved.
We conclude in Section V with some remarks and an outline
of future work.
II. JOINT GAUSSIAN PROCESSES
Model inversion through regression is an old, largely studied
problem in statistics and machine learning, as well as in
remote sensing and geosciences. A large class of regression
models are available in the literature, such as random forests,
neural networks, and kernel machines [8], [26], [27]. However,
in the last decade, GPs have emerged as a solid framework to
This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.
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tackle prediction problems in general and in remote sensing
in particular [11], [14], [25], [28]. In this section, we first fix
the notation, review the theory behind GPs, and propose the
joint GP model.
A. Gaussian Process Regression
Let us consider a data set of n pairs of measurements,
Dn := {(xi , yi )}ni=1. The input data pairs used to fit the inverse
machine learning model f (·) might come from either in situ
field campaign data (statistical approach) or simulations by
means of an RTM (hybrid approach). Either way, let us assume
a model of the form





where f (x) is an unknown latent function, x ∈ Rd ,
and σ 2e is the noise variance. Now, if we define the vectors
y = [y1, . . . , yn]T and f = [ f (x1), . . . , f (xn)]T , the condi-
tional distribution of y given f becomes p(y|f) = N (f, σ 2e I),
where I is the n × n identity matrix. At the heart of the GP
approach is the assumption that f follows an n-dimensional
Gaussian distribution, in this case with zero-mean f ∼
N (0, K). The covariance matrix K, which defines the GP, is
determined by a kernel function Ki j = k(xi , x j ), encoding
the similarity between the input points [22]. The intuition
here is the following: the more similar the inputs i and j
are, according to some metric, the more correlated the output
values i and j ought to be. The most common kernel function
to account for such a similarity between points is the squared
exponential (SE) k(xi , x j ) = exp(−‖xi − x j‖2/(2σ 2)), which
has some advantages: it is a universal kernel function, contains
only one parameter that controls smoothness, and works in
many diverse areas of application.
It can be easily verified that the marginal distribution of y
can be written as
p(y) =
∫
p(y|f)p(f)df = N (0, Cn)
where Cn = K+σ 2e I. Now, what we are really interested in is
regression, that is, in predicting a new output value y∗ given
an input x∗. The GP framework handles this by constructing












where k∗ = [k(x∗, x1), . . . , k(x∗, xn)]T is an n × 1 vector
and c∗ = k(x∗, x∗) + σ 2e . Using standard manipulation of
joint normally distributed variables [29], we can arrive at a
distribution over y∗ conditioned on the training data. This is a
normal distribution with predictive mean and variance given by
μGP(x∗) = kT∗ (K + σ 2e In)−1y, (2a)
σ 2GP(x∗) = c∗ − kT∗ (K + σ 2e In)−1k∗. (2b)
We see that GPs, apart from providing predictions μGP∗ for
a given test input, also have a natural way of assessing the
uncertainty of said predictions through the predictive variance
(error bars) σ 2GP∗. The hyperparameters θ = [σ, σe] to be tuned
in the GP determine the width of the SE kernel function and
the model noise parameter. There are various ways to learn or
infer the hyperparameters, including marginal log-likelihood
maximization [22], simple grid search for least squares min-
imization, or even recent combined strategies [30]. In this
paper, we learn θ using the so-called pseudolikelihood [22],
the motivation and details of which will be explained in the
following.
B. Joint Gaussian Process Regression
Let us now assume that the data set Dn is formed by two
disjoint sets: one set of r real data pairs, Dr = {(xi , yi )}ri=1,
and one set of s RTM-simulated pairs Ds = {(xi , yi )}ni=r+1, so
that n = r +s and Dn = Dr ∪Ds . In the matrix form, we have
Xr ∈ Rr×d , yr ∈ Rr×1, Xs ∈ Rs×d , and ys ∈ Rs×1, containing
all the inputs and outputs of Dr and Ds , respectively. Finally,
the n × 1 vector y contains all the n outputs, sorted with the
real data first, followed by the simulated data.
A naive approach to incorporating the information of the
RTM would be to simply train a regular GP on the data
set Dn , not allowing the model to differentiate between data
sources. This would accomplish our objective that prediction
ought to be guided by simulated data in the regions where
real data are scarce.1 We know, however, that the distributions
of the two data sets probably are not identical, and since we
aim to predict points belonging to the “real” distribution, we
suffer the problem that the auxiliary data might confuse our
predictions in regions where we actually possess sufficient real
data.
In order to address this problem, a hyperparameter is added
to the model, which controls how much the simulated data
contribute to prediction. The altered covariance function takes
the following form:
Cn = K + σ 2e V, V = diag
(
1, . . . , 1︸ ︷︷ ︸
r




where K is now an (r + s) × (r + s) matrix, similar to the
formulation of Bonilla et al. [31], where we shall call γ the
trust parameter. It has the straightforward interpretation that it
represents the modeled noise-variance in the simulated data,
relative to that of the real data, e.g., a model of the form
[see (1)]
yi = f (xi ) + ei , ei ∼ N
(
0,
σ 2e if i ≤ r
σ 2e /γ if i > r
)
. (4)
We can also consider (2a) written on the kernel smoother
form, μGP(x∗) = kT∗ α. A low trust parameter quenches the
components of α pertaining to the simulated data points, thus
damping their influence on prediction. We derive a discrimi-
native alternative formulation to this probabilistic perspective
of JGP in Appendix A and a multisource formulation to deal
with multiple data sets in Appendix B.
C. Learning the Hyperparameters
In this paper, we want to make predictions with respect to
the distribution of the real data, so inferring hyperparameters
must be done in accordance with this. The common scheme of
1This is due to the covariance function defined by the SE kernel, resulting
in a high covariance of points that are close in input space.
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marginal likelihood maximization [29] is not effective, because
it attempts to maximize the likelihood of all data points simul-
taneously. We, therefore, propose to maximize the leave-one-
out (LOO) likelihood, also known as pseudolikelihood [22],
allowing us to maximize the likelihood of all data points
but the simulated ones. This is reminiscent of the work by
Leen et al. [32], who construct a focused model, where we,
in this paper, perform focused inference.
The predictive probability of a single training data point
conditioned on the remaining data is a normal distribution
determined by (2), using all data points but the i th. Thus, the
predictive log-likelihood leaving out training point i can be
expressed as
log p(yi |X−i , y−i , θ) = −1
2
log 2πσ 2i −
(yi − μi )2
σ 2i
.
From this, we can construct the LOO likelihood by summing
over each data point and fit the hyperparameters to maximize
it. We modify this approach here, by only summing over the
real data points
LLOO(X, y, θ) =
r∑
i=1
log p(yi |X−i , y−i , θ). (5)
In computing r different predictive means and variances,
it appears that we have to invert r slightly different covariance
matrices. Luckily, there is a way around this very computa-
tionally inefficient approach, which involves simply computing
the inverse of the complete covariance matrix [33]. Instead of
using (2) a total of r times to evaluate the likelihood function,
the following equations may be used:







where [·]i denotes the i th element of a vector and [·]ii is the
i th diagonal element of a matrix.
D. Joint Gaussian Processes Exemplified
Let us illustrate the solution of the JGP with a toy example.
In Fig. 1, we include an illustrative example with real training
points (subscript r ) covering the range [−0.6,+0.4], and
simulated training points (subscript s) in the range [−1,+1].
Data were generated from the latent function in black
f (x) = b + exp(−x) sin(2πx) + ε (7)
and buried in noise ε ∼ N (0, σ 2), where σ = 0.3. We show
the predictive mean of three GP models: one model trained
on real data (red curve) and one using real and simulated
data together indiscriminitavely (green curve)—these models
will be referred to as GPr and GPr+s , respectively—and
finally, the JGP, also using both the data types (magenta
curve). We assumed an SE covariance function and learned
the optimal hyperparameters with the proposed LOO scheme.
We observe three different regions in the figure. Below
x = −0.6, we do not have real measurements; hence, the
GPr provides poor estimates, while both the GPr+s and the
JGP model provide better fits to the generating function.
At the center, [−0.6,+0.4], we have a very accurate view
Fig. 1. Example of a JGP in practice.
of the latent function by all methods. For x > 0.4, we
do not have real training samples neither, so we observe
the same behavior as for low values: the GPr performs
poorly revealing a strong bias, and the JGP model fits the
observations better than GPr+s ; the latter does not weigh the
real data points sufficiently high in the overall solution. As
commented before, the JGP can distinguish between real and
simulated data, and weighs their information differently. This
is especially convenient when predicting outside a data-rich,
well-represented region, and can be intuitively seen as an
“extrapolation” capability of the method.
III. DATA COLLECTION
This section is devoted to describing the data used in
the experiments. We describe the ground (in situ) data set,
the remote sensing images acquired over the study areas,
and the simulations conducted using PROSAIL.
A. Remote Sensing and Ground Data
The remote sensing and ground data used in this paper
were obtained in the framework of the ERMES project [17].
ERMES has developed an agromonitoring system based on
the assimilation of Earth observation and in situ data for crop
modeling solutions for rice monitoring. In this framework,
nondestructive ground LAI data were acquired within rice
fields in Spain, Italy, and Greece (see Fig. 2) during the
2015 and 2016 European rice seasons. The field campaigns
were conducted from the very beginning of rice emergence
(early June) up to the maximum rice green LAI develop-
ment (mid-August), and the temporal frequency of the mea-
surements was approximately ten days. This allowed for a
multitemporal database of in situ LAI data covering the main
phenological rice stages. The sampling was achieved selecting
elementary sampling units (ESUs) with different rice varieties
and sowing dates in order to cover as much as possible the
variability of the study areas, and the locations of the ESUs
were far from the field borders. The same sampling scheme
was adopted over each ESU, following the guidelines and
recommendations of the Validation of Land European Remote
sensing Instruments protocol. In addition, the center of the
ESU was geolocated to associate the mean LAI measurement
with the corresponding satellite spectra.
LAI estimates were acquired in all three countries with
smartphones using a dedicated smartphone app called Pock-
etLAI [34], which was previously used in combination with
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Fig. 2. Study areas: Landsat 8 OLI surface reflectance RGB composites of (Left) Spanish, (Middle) Italian, and (Right) Greek study areas acquired on
August 3, 2015, July 18, 2016, and August 25, 2016, respectively.
GPs [28]. PocketLAI uses both the smartphone’s accelerome-
ter and camera to acquire images at 57.5◦ below the canopy
and computes LAI through an internal segmentation algo-
rithm [34]. Specifically, over rice fields, we have recently
shown that LAI measurements taken with PocketLAI align
well with other traditional acquisition instrumentation, such as
plant canopy analyzers and digital cameras for hemispherical
photography [28], [35]. A range of 18–24 measurements was
taken over every ESU in order obtain a statistically significant
mean LAI estimate per ESU.
Besides the aforementioned ground data, in this paper,
we used Landsat-8 Operational Land Imager (OLI) and
Landsat-7 Enhanced Thematic Mapper (ETM+) surface
reflectance imagery. The images were downloaded through
the United States Geological Survey, Earth Resources Obser-
vation and Science and Center Science Processing Architec-
ture during the 2015 and 2016 rice seasons over the three
study areas. The provisional Landsat-8 Surface Reflectance
(LaSRC) [36] and the Landsat-7 ETM+ Landsat Ecosystem
Disturbance Adaptive Processing System products (at 30-m
spatial resolution) were used as inputs to retrieve Landsat-7/8
LAI estimates. The Landsat-7 Surface Reflectance/LaSRC
spectral channels were filtered to relate only the blue (B),
green (G), red (R), near infrared (NIR), and the two short-wave
infrared (SWIR1 and SWIR2) bands with the ground LAI
measurements in the retrieval process. Images were available
every 16 days in Italy and Greece. On the other hand, since
the Spanish rice area lies in two Landsat paths within the same
row, the temporal resolution of the images is increased up to
seven and nine days.
B. RTM Simulations
In this paper, we simulated surface reflectance data of the
selected study sites with the PROSAIL RTM. PROSAIL is the
most widely used RTM in the last 20 years in remote sensing
studies [37]. PROSAIL mimics canopy reflectance using the
turbid medium assumption (i.e., assuming the canopy as a
turbid medium for which leaves are randomly distributed),
which is particularly well suited for homogeneous canopies
like rice [38], [39]. PROSAIL simulates leaf reflectance from
400 to 2500 nm with a 1-nm spectral resolution as a function
of biochemistry and structure of the canopy, its leaves, the
background soil reflectance, and the sun-sensor geometry.
Leaf optical properties are given by the mesophyll structural
parameter (N), leaf chlorophyll (Cab), dry matter (Cm ), and
water (Cw) contents. The water content was tied to the dry
matter content (Cw = Cm × CwREL/(1 − CwREL)) assuming
that green leaves have a relative water content (CwREL) varying
within a relatively small range [16]. At the canopy level,
PROSAIL is characterized by the LAI, the average leaf angle
(ALA) inclination and the hotspot parameter (Hotspot). In our
experiments, the PROSAIL was run in the forward mode
for building a simulated data set (2000 pairs of Landsat-7/8
spectra and associated LAI), which was used for training pur-
poses. In addition, a multiplicative brightness parameter (βs)
was applied to spectral rice background signatures (flooded
and dry soil) to represent different background reflectance
types [16], [40]. The system geometry was described by the
solar zenith angle (θs), view zenith angle (θv), and the relative
azimuth angle between both the angles (	). The distributions
for the system geometry were randomly generated based on
information in imagery metadata.
It is worth mentioning that in the case of simulating rice
crops at high-resolution, subpixel nonvegetated areas located
in the borders of rice fields, patches of bare/flooded soil,
small water stripes, and channels must be represented in the
PROSAIL simulation [39]. Hence, in order to account for these
mixed conditions, we represented the pixels as a linear mixture
of vegetation (vCover ) and bare/flooded soil (1 − vCover )
spectra. A linear spectral mixing model was assumed for the
sake of simplicity.
The leaf and canopy variables, as well as the soil brightness
and the vCover parameter were randomly generated following
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TABLE I
DISTRIBUTION OF THE CANOPY, LEAF, AND SOIL PARAMETERS USED
IN THIS PAPER FOR SIMULATION WITH THE PROSAIL RTM
the parametrization in [39] and [41] in order to constrain
the behavior of the model to Mediterranean rice areas (see
Table I). In particular, a spectral library of underlying rice
background (flooded and dry) signatures was used to obtain
multitemporal LAI retrievals robust against changes in the
background condition related to water management.
C. On the Data Distributions
Blending in situ and simulated data requires a careful
evaluation of the representativity of the data. When the
distribution of the RTM-simulated data does not match the
characteristics observed in real data, models using simulated
data can be prone to error, because learning good hyperpara-
meters becomes a difficult task. Intuitively, the JGP model
tries to learn the relative relevance of both the sources of
information, which is impossible when data sets do not follow
the same (or a similar) distribution. In this case, the model
is most likely to disregard the information of the simulated
data completely. It is important to remember that generating
simulated data, through choosing sensible parameter ranges in
PROSAIL that is difficult, requires expert knowledge, and is
scenario-dependent. Scatterplots in Fig. 3 show the distribu-
tions represented in the space of NDVI-vs-LAI for all sites and
acquisition campaigns. These joint distributions suggest that
the simulated points (in blue) cover regions of the greenness-
LAI space efficiently for Spain and Italy, but cannot match
the wide noise levels and variance observed in the real Greece
data distributions, regardless the campaign. As described in
Section IV, this has implications in the obtained results.
IV. EXPERIMENTAL RESULTS
This section presents the experimental results obtained with
the JGP model. We first evaluate the important issues of
bias and noise variance in synthetic data distributions, and
how the JGP deals with them. Then, the empirical evidence
of performance in two real experiments is given. First, we
evaluate LAI prediction from Landsat images in all three
sites and the two campaigns, and finally, we analyze the
performance in an extrapolation scenario.
A. Robustness to Bias and Noise
We use the same generating function as in Section II-D to
illustrate the capabilities of the JGP to deal with systematic
bias, and varying noise regimes [respectively, b and σ in (7)].
In particular, we generated “real” data sets on the restricted
interval shown in Fig. 1, and “simulated” data sets on the
wider interval of [−1; 1] with different levels of white noise
variance σ 2sim and values of an added bias bsim . The test
data were generated in the same way as the real training
data, but over the entire interval [−1; 1], imitating a case of
extrapolation where real data are unavailable in some domains,
but simulated data of varying quality can be obtained across
the whole representation space. We compare the performance
of the JGP with the naive approach of training a regular GP on
the combined data sets (GPr+s ), as well as that of a GP trained
only on simulated (GPs) or real data only (GPr ). The JGP
hyperparameters are found by optimizing pseudolikelihood
over the real data, as described in Section II-C. The other
methods also maximize pseudolikelihood, however, over all
their data, for optimal comparison. These models might as
well use standard marginal likelihood [29] maximization.
From Fig. 4, we can see the obvious result that if the
simulated data are perfect, i.e., just points from the underlying
damped sine, all methods that use the simulated data are
performing better than the GP trained only on real data.
Conversely, if the simulated data are very dissimilar to the
real, it is better not to use it at all. Depending on how the
distribution of the two data sets diverges, there is a risk that
the simulated data confuse the regression. We see that the
JGP is the approach to incorporating simulated data, which,
roughly speaking, best handles a deterioration in the quality
of these data points, be it through noisy regimes or systematic
bias. The main takeaway here is that, as it is uncertain to know
in advance how helpful and realistic simulations are, the JGP
presents a safe way to incorporate physical knowledge about
the inverse problem at hand.
B. LAI Retrieval From Landsat Images
In this section, we assess the performance of the JGP and
compare it with other ways of including simulated data when
attempting to solve the inversion problem: the GPr+s and the
GPs approach. To this end, we use each of the six data sets
collected through the campaigns in the respective countries
(Spain, Greece, and Italy) and years (2015 and 2016). Root
mean squared error (RMSE) is computed using a tenfold cross-
validation scheme. During each fold, the amount of simulated
data used by the JGP and GPr+s is gradually increased in order
to study how the ratio of simulated-to-real data points, call it p,
affects method’s performance. The full 2000 simulated points
are used for the GPs , since they are generated by PROSAIL
to represent the target area as well as possible. Finally, the
experiment is repeated 50 times to get stable results.
The averaged RMSE as a function of the included simulated
data is shown in Fig. 5. We observed rather different behaviors
for the different data sets and scenarios. There are cases where
γ is fitted to a value close to 0, i.e., the JGP ignores the
added data and simply follows the GPs baseline. For the data
sets where this is not the case, we observe that relatively a
little simulated data are needed (p ∼ 0.5) to produce an effect.
This is worth noting as the inversion of the kernel matrix,
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Fig. 3. Scatterplots in the NDVI-LAI representation space of the real and RTM-simulated data for all sites and acquisition campaigns (2015 and 2016).
Fig. 4. Performance of different schemes for including simulated data in a
toy example where the quality of the secondary data source is varied.
needed to train the JGP, scales in time complexity with the
number of samples cubed, O(n3) = O((r + s)3). This is
equally true of the different methods used, regardless of the
likelihood used. Furthermore, for predicting m new points, we
have O((r + s)m).
In the case of Greece 2015, an average increase in RMSE
is observed, whose percentagewise is around ∼1%. In Spain
2015 and Greece 2016, a decrease in the RMSE of around
∼5% can be observed. Interestingly, we see that the naive
inclusion of simulated data (the GPr+s scheme) results in a
general increase in error, except for the case of Greece 2016.
This might be explained through the results shown in Fig. 4,
where GPr+s performs slightly better than the JGP approach
when the simulated data are of high quality.
The approach of using only simulated data for predicting
LAI, although it has been shown to aptly capture the temporal
evolution of vegetation [39], shows considerable predictive
error, visually distorting the results of Fig. 5. The performance
of the GPs method is, therefore, instead given in Table II.
Comparing with the baseline of Fig. 5, we see that it suffers
TABLE II
PERFORMANCE OF GPs METHOD
from a constant increase in RMSE of at least 25%. This under-
lines the point that, although RTM-simulated data reflects the
physical relation between the input and the output (spectrum
and LAI), it struggles to mimic in situ data.
C. LAI Retrieval in Extrapolation Scenario
In this last experiment, we demonstrate the “far extrap-
olation use-case” for the JGP method. The experiment in
Section IV-B, in practice, creates small “holes” in the real
data distribution by removing a tenth for testing according
to the tenfold cross-validation scheme. These holes in the
representation space might then be filled with simulated data.
The natural use, however, is the one where extrapolation
is necessary for a region where no training data exist, but
where a physical model might generate physically meaningful
data points. Such scenarios might come about due to cloud
coverage, unsystematic sampling in through growing seasons,
erroneous in situ measurements, and so on.
A way to imitate such a scenario is to locate the green band
median x̃G of the in situ data and split it 50–50 such that the
training and test data, respectively, have low and high values in
the green band. This corresponds to the rather unrealistic case,
where sampling takes place only in the beginning of the year.
We also used the upper quartile of the green band to perform
a 75–25 split of training-test data. A p of 1 was chosen for
the JGP and GPr+s , while the GPs was trained on all 2000
RTM-simulated data points as before. The gain in performance
in such a scenario is shown in Table III, showing generally
large RMSE reductions for all methods compared with GPr ,
although the baseline is unreasonably high. In this experiment,
the JGP does the best when it during the training phase fits
a high trust parameter, i.e., it deems that the RTM-data are
predictive of the real data. In Spain, this does not appear to
be occurring. It is, however, the only method that does not
perform worse than GPr on any data set.
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Fig. 5. Performance comparison (RMSE) for different ways of including simulated data. The JGP and the regular GP, trained on a data set of real and
simulated data pooled together, are compared with the base line of the GP trained exclusively on real data. RMSE is shown for the different sites, campaign
dates, and simulated-to-real data ratios. As the scale is constant over the plots for better comparison, it was omitted from the plot in Italy 2016 how the
GPr+s RMSE monotonically increases and reaches 0.85 for p = 8.
TABLE III
PERFORMANCE OF THE GPr , GPr+s , GPs , AND JGP METHODS WHEN DIVIDING THE REAL DATA SO THAT TEST AND TRAINING DATA
ARE WELL-SEPARATED DOMAINS. (TOP AND BOTTOM ROWS) RESULTS FROM THE 50–50 AND 75–25 PARTITION SCHEMES,
RESPECTIVELY (SEPARATED BY THICK HORIZONTAL LINE)
V. CONCLUSION
This paper introduced a method based on GPs for biophys-
ical parameter retrieval. To the best of our knowledge, this
is the first statistical nonparametric model blending in situ
measurements and RTM-simulations. The model allows for
the combination of in situ data and simulated data generated
by an RTM code. The formulation of JGP only incorporates
one additional tradeoff hyperparameter that learns the relative
importance of real and simulated data, and is related to the
specific noise variance in each data set. In the training phase,
pseudolikelihood is maximized with respect to the real data
only, which was shown to be a safe way of including simulated
data. We studied the model in terms of accuracy, robustness
to bias, and noise regimes, and performed simulations in high
missing data regimes.
We illustrated the performance in the particular case of
estimating LAI using Landsat images and simulated data from
PROSAIL. Noticeable gains in accuracy were obtained in
general. The model exploits the space coverage of RTMs in
regions where real data scarcity hampers performance, while at
the same time respecting the information provided by real data.
Given the wide applicability of the JGP model, we foresee
applications of the model in domains other than vegetation
monitoring where a few real data can be acquired yet a
mechanistic model is available. It is also worth noting that
incorporation of RTM-simulated data is not restricted to GPs,
i.e., other regression methods could benefit from this as well.
Future work is tied to study the capabilities of the model
for transportability across space and time simultaneously. For
that, we plan to incorporate anisotropic and invariant kernels.
In this sense, manifold alignment could benefit the model, for
example, by projecting simulated data distributions into the
real one before doing the regression. This in principle should
reduce the problems of mismatching and representativity of
the simulations. Finally, it is worth noting that the JGP model
is easily extended to deal with multiset scenarios, as shown in
Appendix B. Therefore, different campaigns, sites, and teams
could receive different trust hyperparameters in the model.
This actually relates to the field of multitask learning, which
has received a little attention in remote sensing data processing
and for classification problems only.
APPENDIX A
LEAST SQUARES JGP FORMULATION
Let us derive a discriminative alternative formulation to
the probabilistic perspective of JGP presented in Section II.
We will follow the same rationale as in standard least squares
regression with kernel methods [27]. We are given input data
matrices Xr ∈ Rr×d , Xs ∈ Rs×d , and the corresponding target
vectors yr and ys . We can define the collectively grouped
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data as Xn ∈ Rn×d and yn . Let us now define two kernel
feature mappings φr and φs that map real and simulated data,
respectively, to a Hilbert feature space, H, which may be in
principle of higher (possibly infinite) dimensionality than d ,
i.e., H = dim(H) 	 d . We indicate the mapped data matrices
as r ∈ Rr×H and s ∈ Rs×H .
Now let us define the following cost function L that trades
off the prediction errors using real or simulated data, and the
standard regularization parameter:
L = ‖yr − r w‖2 + λ1‖ys − sw‖2 + λ2‖w‖2.




r r + λ1
s s + λ2I
)
w = 
r yr + λ1
s ys .
Now, by applying the following representer’s theorem [42],
w = [
r 
s ]α = nα, and premultiplying from the left by




r r + λ1
s s + λ2I
)

n α = n
(

r yr + λ1
s ys
)
which can be expressed solely in terms of kernel matrices as
(Knr Krn + λ1KnsKsn + λ2Knn)α = [Knr yr λ1Knsys]
and then the solution comes in a closed form as
α = (Knr Krn + λ2KnsKsn + λ1Knn)−1 [Knr yr λ1Knsys]
where the subscripts of the kernel matrices, which come
about from the interpretation that the kernel function defines
the inner product on the space H, indicate their sizes and
the samples involved in their calculation. Note that when
λ1 = 0, the standard kernel ridge regression (or equivalently
the predictive mean for the standard GP) is obtained; other-
wise, λ1 acts as an extra regularization term accounting for the
relative importance of the real and the simulated data points.
Note that by convenient term grouping, by defining the diag-
onal matrix V = diag(1, . . . , 1, λ1, . . . , λ1), and by identifying
the regularization term as the noise term in the probabilistic
view of GPs (i.e., λ2 = σ 2e ), we reach the equivalent JGP
model in Section II-B, which yields the simpler solution of
the predictive mean with α = (Knn + σ 2e V)−1y. Unfortu-
nately, with a pure discriminative approach, one misses the
probabilistic interpretation of the model and hyperparameters,
and restricts oneself to mean predictions only.
APPENDIX B
MULTISOURCE JGP FORMULATION
The JGP formulation as presented in this paper assumes
access to two data sets only: one coming from a “main”
distribution according to which we wish to make predictions
(real in situ data in our experiments), and one coming from
an “auxiliary” distribution (simulated data from an physical
RTM model in our case). We could also generalize the
formulation and assume that we access m such auxiliary data
sets {D1,D2, . . . ,Dm}, each holding a different number of
data points {s1, s2, . . . , sm}. The JGP can easily be extended
to this multisource scenario by fitting a trust parameter to each
data set. The V matrix of the covariance function in (3) simply
becomes
V = diag( 1, . . . , 1︸ ︷︷ ︸
r








and the same solution applies. Note the relation of this multi-
source JGP to multitask formulations previously presented in
remote sensing data classification [43].
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a b s t r a c t 
Many fields of science and engineering rely on running simulations with complex and computationally 
expensive models to understand the involved processes in the system of interest. Nevertheless, the high 
cost involved hamper reliable and exhaustive simulations. Very often such codes incorporate heuris- 
tics that ironically make them less tractable and transparent. This paper introduces an active learning 
methodology for adaptively constructing surrogate models, i.e. emulators , of such costly computer codes 
in a multi-output setting. The proposed technique is sequential and adaptive, and is based on the opti- 
mization of a suitable acquisition function. It aims to achieve accurate approximations, model tractabil- 
ity, as well as compact and expressive simulated datasets. In order to achieve this, the proposed Active 
Multi-Output Gaussian Process Emulator (AMOGAPE) combines the predictive capacity of Gaussian Pro- 
cesses (GPs) with the design of an acquisition function that favors sampling in low density and fluctu- 
ating regions of the approximation functions. Comparing different acquisition functions, we illustrate the 
promising performance of the method for the construction of emulators with toy examples, as well as 
for a widely used remote sensing transfer code. 
© 2019 Elsevier Ltd. All rights reserved. 
1. Introduction 
In many areas of science and engineering, systems are ana- 
lyzed by running computer code simulations which act as conve- 
nient approximations of reality. They allow us to simulate many 
different systems of interest and characterize the involved pro- 
cesses, such as turbulence or energy transfer, and their interac- 
tions and relevance. Depending on the body of literature, they are 
known as physics-based or mechanistic models, or simply simula- 
tors [1,2] . Two important limitation are associated with simulators. 
The first, and perhaps the most important problem of these com- 
puter codes, is their often high computational cost, which hampers 
reliable and exhaustive simulations. This limits the representativ- 
ity of the simulations, which in turn makes numerical or statistical 
inversion a hard problem. Secondly, since computer codes rely on 
decades of intensive development and parametrizations, they often 
include heuristics that improve accuracy but ironically make them 
less mathematically tractable and transparent. 
∗ Corresponding author. 
E-mail addresses: daniel.svendsen@uv.es (D.H. Svendsen), lmartino@ing.uc3m.es 
(L. Martino), gustau.camps@uv.es (G. Camps-Valls). 
1.1. Emulation for forward models 
In the last decade, a field collectively known as surrogate mod- 
eling or emulation has emerged as an efficient alternative: emu- 
lators try to mimic costly computer codes with machine learning 
models. The field of emulation has received attention from sub- 
fields of statistical signal processing and machine learning [3–7] . 
In order to construct an emulator, we need a simulated dataset 
which is made by evaluating the computer code in different input 
points. The problem of choosing these points, for which this pa- 
per presents an active learning algorithm [8,9] , is treated in differ- 
ent parts of the statistics and machine learning literature. A non- 
exhaustive overview is given below. 
1.2. Related work 
The problem at hand is closely related to that of Design of Ex- 
periments (DOE), where one seeks a set of input values which best 
allows one to determine the relationship between inputs and out- 
puts. Between the algorithms that will be reviewed in this section, 
there are key some differences between types of algorithms that it 
would be beneficial to clarify first: 
• Sequential vs. non-sequential refers to whether the algorithm 
needs to know a priori how many input points to choose. Non- 
https://doi.org/10.1016/j.patcog.2019.107103 
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sequential or one-shot algorithms need this information, while 
sequential algorithms can simply run until some time limit or 
accuracy criteria is met, which is a favourable property. Be- 
tween the two approaches lie the batch-sequential algorithms. 
• Continuous vs. discrete sampling refers to whether an algorithm 
aims to either choose input points in a continuous space or 
choose among a finite set of points. A large part of the liter- 
ature deals with the latter problem, and relies on greedy and 
MCMC algorithms to choose points according to some criterion. 
Many of the methods proposed in the literature can be easily 
adapted from continuous to discrete sampling and vice versa. 
Among the most popular criteria are maximum entropy [10] , 
maximizing distance to nearest neighbour [11] , and minimizing in- 
tegrated root mean squared error [12] . These criteria have been 
implemented for construction of GP emulators in both a sequen- 
tial and batch-sequential way [13] . An interesting approach in this 
field is the Bayesian Experimental Design (BED) which assumes a 
probabilistic model of the observed data and defines a so-called 
utility function based on the posterior of the model parameters. 
The approach then aims to maximize the mean of the utility. Re- 
cent relevant work can be found in [14,15] . A great deal of DOE 
methods, even the sequential ones, do not assume the ability to 
query a system, due to the way experiments are carried out. 
The field of Active Learning (AL), on the other hand, builds on 
the premise that we can query a system and thus learn something 
about it in each iteration [16,17] . Building an emulator sequentially 
is a problem that fits directly into this category. The algorithms 
in the AL literature concerned with GP regression often employ 
criteria based on predictive variance [18] and entropy [19] . Other 
algorithms are based on triangulation of the input space [20] or 
gridding [21] , followed by a ranking of each triangle or cell. Greed- 
ily searching for candidate points which have maximum distance 
to their nearest neighbours [22] has also proven effective. Further- 
more, when the input set is comprised of finite discrete values, in- 
teresting criteria like mutual information have been employed with 
success [23] . 
1.3. Our contribution: active emulation as a step forward 
In this paper, we introduce a methodology for developing effi- 
cient machine learning emulators of costly physical models based 
on active emulation. An active learning framework is developed 
that sequentially chooses informative input points, learning about 
the underlying function as the algorithm progresses. This active 
emulation methodology is based on the notion of an acquisition 
function which can be optimized through gradient-based tech- 
niques, mirroring approaches in Bayesian Optimization [24] . The 
goal is to construct an accurate emulator with as few runs of the 
computer code as possible. 
Given a set of initial datapoints, the emulator is built through 
the online addition of new nodes 1 , maximizing the acquisition 
function at each iteration. The acquisition function is constructed 
to incorporate (a) geometric information of the costly, analytically 
intractable function f , and (b) information about the distribution of 
the current nodes. By using Gaussian processes we can derive both 
terms analytically, and for multiple outputs at once. The reasoning 
is that areas of high variability in f ( x ) requires the addition of more 
information, as has also been noted in [21] . In [25] the predictive 
variance of the gradient norm of a GP is used as a sampling cri- 
teria, which is a less straightforward approach than just using the 
gradient directly as done here. Similarly, regions with a small con- 
centration of nodes requires the introduction of new nodes in or- 
der to fill the space (simple exploration, space filling without tak- 
1 In the following, the words node and datapoint will be used interchangeably. 
ing into account the geometrical features of f ( x )). We show how to 
define such an acquisition function in a multi-output setting. Fig. 1 
shows an illustrative example of the building blocks of the active 
emulation methodology presented here. 
The developed methodology of constructing emulators is se- 
quential and searches a continuous input-space, leading to emu- 
lators that are accurate , so they can be taken as a faithful rep- 
resentation of the physical models and codes, compact , and par- 
simonious , as a minimal number of informative points is selected, 
and general-purpose since it is based on properties of Gaussian pro- 
cesses like uncertainty and gradients that can be obtained for any 
differentiable covariance function. This paper builds on of the pre- 
liminary work in [26] , extending it in several directions. A gen- 
eral framework is provided before describing some specific imple- 
mentations, extending the study proposing the use of a range of 
different acquisition functions. A theoretical demonstration of the 
utility of a gradient term in active sampling and emulation is also 
given (see Appendix A , for instance). Finally, more thorough exper- 
imental results are provided, with more examples and challenging 
model comparisons, and a more advanced use case. 
1.4. Structure of the paper 
The remainder of the paper is organized as follows. We first 
define active emulation and establish the notation in Section 2 . 
Then, the GP-based active emulation framework is presented in 
Section 3 . The framework defines a general-purpose acquisition 
function built on optimal search of diversity and uncertainty cri- 
teria. Experimental results in synthetic and challenging real prob- 
lems illustrate the capabilities in Section 4 . We will pay special 
attention to the field of remote sensing, where computer codes, 
called radiative transfer models (RTMs), are widely used and pose 
challenges to the design of accurate and compact emulators. Hav- 
ing access to an exhaustive ground truth allows us to analyze per- 
formance in terms of convergence and accuracy. We conclude in 
Section 5 with some remarks and an outline of future work. 
2. Active emulation 
In this section we describe the generic active emulation (AE) 
method for a complex system denoted as f ( x ), e.g., an expensive 
RTM model. We first fix the notation, then present the process- 
ing scheme. Consider a D -dimensional bounded input space X , i.e., 
x ∈ X ⊂ R D . Furthermore, let f (x ) : X → R P denote a complex sys- 
tem with P outputs. Finally, t ∈ N denotes the index of the AE al- 
gorithm, and m t the number of datapoints { x k , y k } m t k =1 used by the 
algorithm at iteration t , where 
y k = f (x k ) , (1) 
where y k = [ y 1 ,k , . . . , y P,k ] T and k = 1 , . . . , m t . Thus, given an in- 
put matrix of nodes, X t = [ x 1 , · · · , x m t ] of dimension D × m t , we 
have a P × m t matrix of outputs, Y t = [ y 1 , . . . , y m t ] . At each iteration 
t , given the datapoints { x k , y k } m t k =1 , the AE method constructs an 
interpolating function ̂  f t (x ) . Then, an acquisition function A t (x ) : 
R D → R is built in order to suggest which regions of the space re- 
quire additional nodes. That is, an optimization step is performed 
for obtaining the next input x m t +1 : 
x m t +1 = arg max 
x ∈X 
A t (x ) . (2) 
The dataset is updated accordingly, X t+1 = [ X t , x m t +1 ] , Y t+1 = 
[ Y t , y m t +1 = f (x m t +1 )] adding a new node, and we set m t+1 = m t + 
1 and t ← t + 1 . The procedure is repeated until a stopping con- 
dition is met. One possibility is to stop the algorithm when a 
pre-established maximum number of points M (determined by the 
available computational resources) has been included. Theoreti- 
cally, the user could stop the algorithm when a least a precision 
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Fig. 1. The presented method optimizes the selection of most informative points to approximate an arbitrary multidimensional function iteratively. The example shows the 
first four iterations in a 1D case. Starting from 4 points, a GP interpolator is built from which some valuable information is derived (the predictive variance -green- and the 
gradient -red-) and then combined in an acquisition function (blue) that proposes the next point to sample (blue dot). The acquisition function admits many general forms 
and trades off geometry and diversity terms to account for attractiveness in the sample space. (For interpretation of the references to colour in this figure legend, the reader 
is referred to the web version of this article.) 
Table 1 
Main notation of the work. 
t ∈ N Iteration index of the active emulator. 
m t Number of data points at the t th iteration. 
{ x k , y k } m tk =1 Data points at the t th iteration. 
x = [ x 1 , . . . , x D ] T ∈ X ⊂ R D Input variable. 
y = [ y 1 , . . . , y P ] T Outputs. 
X t = [ x 1 , · · · , x m t ] D × m t input matrix. 
Y t = [ y 1 , . . . , y m t ] P × m t output matrix. 
y = f (x ) : X → R P Unknown function/forward model linking x with y . ̂ y = ̂  f t (x ) : X → R P Interpolator the t th iteration using { x k , y k } m tk =1 . 
A t (x ) : X → R Acquisition function at the t th iteration. 
k (x , z ) : X × X → R kernel function. 
K m t × m t kernel matrix. 
k x = [ k (x , x 1 ) , . . . , k (x , x m t )] T m t × 1 vector. 
error ε > 0 is achieved, ‖ f (x ) −̂ f t (x ) ‖ ≤ ε. However, since f ( x ) is 
costly and analytically intractable in general 2 , one cannot evaluate 
and/or approximate the associated error ‖ f (x ) −̂ f t (x ) ‖ . A practical 
alternative is to stop the AE method when ‖ ̂  f t (x ) −̂ f t−1 (x ) ‖ ≤ ε′ 
for some ε′ > 0. Fig. 1 shows a graphical representation of a generic 
AE procedure. Table 1 summarizes the main notation of the work. 
Table 2 shows in details the steps of a generic AE algorithm. Note 
that the goal is either to sequentially construct an emulator able 
to obtain a pre-established error in approximation with the small- 
est number of nodes possible or, more commonly, the best possible 
emulator built with a pre-established maximum number of nodes 
(given some starting points). The constructed emulator will be 
used for further applications for the interested users, researchers 
2 The system y = f (x ) is a black-box mapping, linking the inputs x with the out- 
puts y . At each new input x ′ , the system returns y ′ = f (x ′ ) , but does so by way of a 
computer code which is too complex and slow to lend itself to exhaustive analysis 
across the input space. 
and practitioners. We do not consider time or computational re- 
strictions in the construction stage. Furthermore, our approach is 
particularly useful when the underlying function is very costly, i.e. 
when the cost of evaluating this function is significantly greater 
than the application of one iteration of the proposed algorithm. 
2.1. Acquisition function 
We consider acquisition functions A t (x ) : X → R obtained by 
the multiplication of a geometry term G t ( x ) and a diversity factor 
D t ( x ), i.e. functions of the form: 
A t (x ) = [ G t (x ) ] βt D t (x ) , (3) 
where β t ∈ [0, 1] is a positive non-decreasing function of t , with 
lim 
t→∞ 
βt = 1 . The function G t ( x ) encodes the geometrical informa- 
tion in f ( x ), while function D t ( x ) depends on the distribution of 
the points in the current vector X t . More specifically, D t ( x ) takes 
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Table 2 
Generic active emulator. 
1. Set t = 0 , select initial points X 0 = [ x 1 , · · · , x m 0 ] , and Y 0 = [ y 1 , . . . , y m 0 ] , and maximum number of nodes M . 
2. While m t < M : 
(a) Given X t = [ x 1 , · · · , x m t ] and Y t = [ y 1 , . . . , y m t ] , build function ̂  f t (x ) . 
(b) Build the acquisition function A t ( x ) from ̂  f t , and obtain the new input 
x m t +1 = arg max x ∈X A t (x ) . (5) 
(c) Obtain outputs y m t +1 = f (x m t +1 ) . 
(d)Update X t+1 = [ X t , x m t +1 ] , Y t+1 = [ Y t , y m t +1 ] . 
(e) Set m t+1 = m t + 1 and t ← t + 1 . 
3. Build the interpolating function ̂  f t (x ) . 
4. Return final set of optimal nodes { x k , y k } m tk =1 as a Look-up Table (LUT), as well as the gradient and the predictive variance of the predictive model ̂  f t (x ) . 
greater values around empty areas in X , whereas D t ( x ) will be ap- 
proximately zero close to the nodes and exactly zero at the nodes 3 , 
i.e., D t (x i ) = 0 , for i = 1 , . . . , m t and ∀ t ∈ N . As a consequence, we 
have 
A t (x i ) = 0 ∀ i, t. (4) 
Generally, since f ( x ) is analytically intractable, the function G t ( x ) 
can only be derived from information acquired in advance or by 
considering the approximation ̂  f t (x ) . The tempering parameter, β t , 
helps to down-weight the likely less informative estimates of the 
gradient in the very first iterations. For instance, if βt = 0 , we ig- 
nore G t ( x ) and A t (x ) = D t (x ) , i.e., only the exploration term is con- 
sidered. Whereas, if βt = 1 , we have A t (x ) = G t (x ) D t (x ) . 
2.2. Specific implementation 
The AE algorithm introduced is completely defined by the 
choice of the interpolator providing the approximation ̂  f t (x ) , and 
the functions G t ( x ), D t ( x ), and β t . Moreover, the initial set of nodes 
{ x k , y k } m 0 k =1 and the stopping condition could be considered as ad- 
ditional elements. It is important to note that, in order to choose 
the interpolating function, we have to take into account the ease of 
application in high dimensional spaces and the possibility of com- 
puting the gradient and other differential geometric measures of ̂ f t analytically. Different designs of these four elements give rise to 
different AE techniques. In Section 3 , we provide some specific ex- 
amples of the choice of { ̂  f t , G t , D t , βt } . 
2.3. Parsimonious sequential approach 
It is also important to remark that the active emulation proce- 
dure presented in this work is intrinsically a sequential technique. 
This means that the nodes in X t−1 are always contained in X t , i.e. 
the locations of previous nodes are not changed. This solution min- 
imizes the number of evaluations of the complex system f . In this 
sense, the active emulation procedure is a parsimonious sequential 
technique that applies, at each iteration, all previously obtained in- 
formation about the underlying function f . Namely, all the previous 
evaluations of f are used, and only one additional evaluation of f is 
required at each iteration. 
2.4. Products of the algorithm 
The active emulation procedure proposed in this work is a 
methodology that delivers: (a) an accurate GP emulator (consider- 
ing a specific choice of the interpolator) while evaluating the com- 
puter code as little as possible, (b) a final set of nodes { x k , y k } m t k =1 
3 Note that this is the case only for an interpolator (no output-noise assumed) 
while for a regressor the value of D t ( x ) will just be very small around already 
placed nodes. 
as a Lookup Table (LUT; other interpolation procedures can be ap- 
plied using the obtained set of points), and (c) useful statistical in- 
formation about the model f , such as predictive variance and gradi- 
ents of the learned function, which can be further used for model 
inversion and error propagation analyses. 
3. Active multi-output Gaussian process emulator (AMOGAPE) 
An active emulator is completely defined by the choice of the 
predictive, model ̂  f (x ) and the acquisition function A t ( x ). In this 
work, we consider a GP interpolator, as well as the regression for- 
mulation [27] , which has been successfully used in remote sensing 
applications recently [28] . 
3.1. The Gaussian process interpolator 
For the sake of simplicity, let us first start considering the GP 
solution for the scalar output case, i.e., P = 1 . Hence, in this case 
the vectorial function y = f (x ) is a simple function y = f (x ) , and 
the matrix Y t = [ y 1 , 1 , . . . , y 1 ,m t ] , becomes a 1 × m t vector. Given 
a generic test input x , GPs provide a Gaussian predictive density 
p(y | x ) = N (y | μ(x ) , σ 2 (x )) with predictive mean μ( x ) and vari- 
ance σ 2 ( x ). The predictive mean gives us the interpolating function 
and is given by ̂ f t (x ) = μt (x ) = k T  x K −1 Y T  t , (6) 
where we defined a kernel function k (x , z ) : X × X → R , the cor- 
responding kernel matrix [ K ] ij := k ( x i , x j ) of dimension m t × m t 
containing all kernel entries, and the kernel vector k x = 
[ k (x , x 1 ) , . . . , k (x , x m t )] T
 of dimension m t × 1. The interpolat- 
ing function can be simply expressed as a linear combina- 
tion of ˆ f t (x ) = k T x α = 
∑ m t 
i =1 αi k (x , x i ) , where the weights α = 
[ α1 , . . . , αm t ] T
 are α = K −1 Y T t . The GP formulation also provides an 
expression for the predictive variance 
σ 2 t (x ) = k (x , x ) − k T  x K −1 k x . (7) 
An example is the exponentiated quadratic kernel function, 
k (x , z ) = exp 
(





where ‖ · ‖ is the  2 -norm, and δ > 0 is a positive scalar hyper- 
parameter. Note that the norm of the gradient of the interpolating 
function ̂ f t w.r.t. the input data x can be easily computed, 
Gr t (x ) = 
∥∥∇ x ̂  f t (x ) ∥∥ = ∥∥∥∥∥ m t ∑ 
i =1 
αi ∇ x k (x , x i ) 
∥∥∥∥∥. (9) 
The gradient vector of k ( x, x i ) with x = [ x 1 , . . . , x D ] T and x i = 
[ x 1 ,i , . . . , x D,i ] T
 , is 
∇ x k (x , x i ) = −k (x , x i ) δ2 [(x 1 − x 1 ,i ) , . . . , (x D − x D,i )] T
 , (10) 
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which can be easily computed analytically, and by automatic dif- 
ferentiation software. At this point an intuitive choice of acqui- 
sition function of Eq. (3) presents itself. The predictive variance 
which describes the uncertainty of the GP prediction, and which 
largely depends on distance to nearby training points, is a natural 
choice for the diversity term D t (x ) = σ 2 t (x ) . Furthermore, since the 
emulator is differentiable, we can use the gradient as a measure 
of function variation and choose the geometry term as G t (x ) = 
Gr t (x ) . 
3.2. Multi-output GP interpolator 
Several multi-output GP schemes have been proposed with the 
aim of exploiting the correlation among the output variables [29–
34] . These models are especially well suited for multitask problems 
where little data is available or for gap filling, which is not the 
scenario of this work [30] . We do not face such problems in our 
particular remote sensing application since the RTMs provide all 
vector components when executed in forward mode. We adopt a 
simpler yet highly effective approach, simply treating each output 
independently. For simplicity, we consider an isotopic case where 
to each input x k we have P different outputs, [ y 1 ,k , . . . y P,k ] T
 ; see 
the descrption of isotopic and heterotopic models in [30] . We also 
define the p th row of the matrix Y t as ̃  yp,t = [ y p, 1 , . . . , y p,m t ] , with 
p = 1 , . . . , P, so that Y t is matrix of dimension P × m t . Here, for the 
sake of simplicity, we apply one GP interpolator for each output 
independently, i.e., 
̂ f t (x ) = 
⎧ ⎪ ⎪ ⎨ ⎪ ⎪ ⎩ 
̂ f 1 ,t (x ) = k T  x, 1 K −1 1 ˜ yᵀ 1 ,t 
. . . ̂ f P,t (x ) = k T  x,P K −1 P ˜ yᵀ P,t 
, (11) 
where the vectors k x,p have all dimension m t × 1 and the matrices 
K p have dimension m t × m t . The subindex p in the kernel vector 
k x,p and the kernel matrix K p denotes the dependence to a differ- 
ent hyper-parameter δp (we learn one for each output). More gen- 
erally, we can consider a different kernel for each output which 
allows for much model flexibility. Hence, for each output, we have 
a different variance 
σ 2 p,t (x ) = k p (x , x ) − k T  x,p K −1 p k x,p . (12) 
Similarly, we have one gradient norm for each interpolating func- 
tion Gr p,t (x ) . It is important to note here that any multi-output GP 
framework will fit in the AMOGAPE method as long as it provides 
a differentiable predictive variance and gradient, which for most 
commonly used kernels is the case. 
3.3. The acquisition function 
Note that σ 2 p (x i ) = 0 for all i = 1 , . . . , m t and all p , and each 
σ 2 p (x ) depends on the distance among the support points x t , the 
chosen kernel function k , and the value of the corresponding 
hyper-parameter δp . For this reason, it is reasonable to consider as 
diversity term the following function that combines them all: 
D t (x ) := σ 2 1 ,t (x )  σ 2 2 ,t (x )  σ 2 3 ,t (x ) . . .  σ 2 P,t (x ) , (13) 
where  represents a generic mathematical operation such as sum 
( + ) or multiplication ( × ). We wish to use the geometric informa- 
tion term to sample where the norm of the gradient is high and 
thus define similarly 
G t (x ) := Gr 1 ,t (x )  Gr 2 ,t (x )  Gr 3 ,t (x ) . . .  Gr P,t (x ) . (14) 
The intuition behind this choice is that wavy regions of f (es- 
timated by ̂  f t ) require more support points than flat regions. In 
Appendix A we demonstrate the importance of the gradient term 
using the simple example of a piecewise-constant interpolator. As 
previously mentioned, we define the acquisition function as 
A t (x ) = [ G t (x ) ] βt D t (x ) . (15) 
Table 3 shows several combinations that generate different acqui- 
sition functions according to the choice of the operator . 
3.3.1. Optimization approaches 
The maximization of Eq. (15) can be performed by using dif- 
ferent optimization algorithms, e.g., gradient ascent or simulated 
annealing. As can be seen in the simple 1-D example of Fig. 1 , the 
acquisition function has many local optima. Thus, while it is useful 
to have access to the gradient of Eq. 15 , we find that it is important 
to incorporate stochasticity in the optimization. This can be done, 
for example by performing a number of random searches and then 
performing gradient ascent, initialized at the best candidate point. 
3.3.2. Tempering of the geometric information 
The parameter β t ∈ [0, 1] indicates how the acquisition func- 
tion should “trust” the provided geometric information and must 
be an non-decreasing function of t . Indeed, recall that the geo- 
metric information is given by analyzing the interpolating func- 
tion ̂  f , instead of the complex system f , since it is analytically in- 
tractable. Clearly, β t must be an increasing function with respect to 
t , since at each iteration the interpolating function ̂  f is improved 
and becomes step-by-step more reliable. One possible choice is 
βt = 1 − exp (−γ t) , where γ ≥ 0 is a positive scalar established by 
the user or, alternatively, βt = 1 − 1 t , for instance. 
3.4. From interpolation to regression 
So far we have described the emulation as an interpolation 
problem since RTMs are deterministic models: running the code 
multiple times will always return identical answers. Hence, we 
have assumed an observation equation of type y = f (x ) 4 However, 
in some cases, it is preferable to consider an observation equa- 
tion of type y = f (x ) + ε where ε ∼ N (0 , υ2 ) represents a Gaus- 
sian noise perturbation with zero mean and variance υ2 . There 
are three main reasons, both theoretical and practical, for consid- 
ering noisy outputs: (a) the system to emulate actually contains 
stochastic elements (i.e., it is not a completely deterministic sys- 
tem), (b) to increase the prediction power of the emulator function ̂ f t (x ) providing more flexibility to the GP model, and (c) in order to 
avoid numerical problems, increasing also the stability of the com- 
putation. This last point is due to the fact that the noise variance 
ν2 plays the role of a regularization term which is added to the 
diagonal of the kernel matrix (also called a nugget in kriging liter- 
ature). Indeed, when noisy outputs are assumed and by denoting 
the m t × m t identity matrix as I , then the GP regression equations 
become ̂ f t (x ) = k T  x (K + υ2 I ) −1 Y T  t , (16) 
σ 2 t (x ) = υ2 + k (x , x ) − k T  x (K + υ2 I ) −1 k x . (17) 
Note that, if we set again D t (x ) = σ 2 t (x ) (with σ 2 t (x ) defined 
above), then A t ( x ) does not fulfil Eq. (4) . However, A t ( x ) still 
takes greater values far from nodes x i , and smaller values close 
to points x i . If the application strictly requires that the condition 
in Eq. (4) must be satisfied, then we can simply define D t (x ) = 
k (x , x ) − k T x K −1 k x , i.e., σ 2 ( x ) without the noise term. With this 
definition, we have again A t (x i ) = 0 . This means that the noise 
4 In this section, we assumed only one output in the equation, just for the sake 
of simplicity. Clearly, the same considerations are valid for the multi-output case. 
6 D.H. Svendsen, L. Martino and G. Camps-Valls / Pattern Recognition 100 (2020) 107103 
term is only used in the GP equations and not for the construc- 
tion of the acquisition function. Finally, note that, if a regressor is 
applied instead of an interpolator, then two hyperparameters must 
be tuned, δ and υ, instead of just only δ, assuming the kernel in 
Eq. (8) . The user might also wish to decide a value of υ2 in ad- 
vance instead of learning it, using it as a regularization term in 
order to guarantee the numerical stability of the method. Hyper- 
parameter tuning can be performed with standard Cross Valida- 
tion (CV) procedures, or maximizing the marginal likelihood func- 
tion by gradient ascent or other optimization techniques [35,36] . 
In the interpolation case or when υ2 is decided in advance by the 
user, another interesting approach is to find the maximum value of 
bandwidth δ which still allows the numeric inversion of the matrix 
K (imposing a upper bound for its condition number). 
4. Experimental results 
This section presents experimental results of the our AE frame- 
work in synthetic and real (Earth-observation) systems. The AMO- 
GAPE 5 method is compared to standard algorithms in the lit- 
erature, namely random exploration/sampling and most notably 
Sobol’s sampling [37] and the Latin Hypercube Sampling (LHS) 
method [38] . Algorithms are compared in terms of accuracy and 
convergence rates in problems of different input and output di- 
mensionality. The real experiments involve a widely used code that 
models the relation between vegetation parameters and the corre- 
sponding reflectance signal. 
4.1. Toy experiment 1: example of unidimensional multi-output 
emulation 
We consider a multi-output toy example with scalar inputs 
x ∈ R where we can easily compare the achieved approxima- 
tion ̂ f t (x ) = [ ̂  f 1 (x ) , ̂  f 2 (x )] with the underlying function f (x ) = 
[ f 1 (x ) , f 2 (x )] . In this way, we can exactly check the true accuracy 
of the obtained approximation using different schemes. For the 
sake of simplicity, we consider the following multi-output mapping 
f (x ) = [ log (x ) , 0 . 5 log (3 x )] , x ∈ (0 , 10] , (18) 
then D = 1 and P = 2 (two outputs). Even in this simple scenario, 
the procedure used for selecting new points is relevant. We start 
with m 0 = 4 support points, X 0 = [0 . 1 , 3 . 4 , 6 . 7 , 10] , apply an inde- 
pendent GP per output, and for AMOGAPE we use the acquisition 
function denoted as D ×G in Table 3 with the tempering func- 
tion βt = 1 − 1 t . We also set υ2 = 0 . 02 as a regularization term, in 
order to avoid numerical issues. 
4.1.1. Comparison among sequential methods 
It is important to remark that all the active emulators presented 
in this work are intrinsically sequential techniques. This means 
that the nodes in X t−1 are always contained in X t , i.e., the previous 
configuration of points is always kept. Therefore, for a fair compar- 
ison we have to consider other sequential algorithms. We add to X t 
sequentially 20 additional points, using different sampling strate- 
gies: AMOGAPE, uniform points randomly generated in (0,10], a se- 
quential Sobol sequence, and a sequential version of the Latin Hy- 
percube Sampling procedure (Seq-LHS). Seq-LHS simply generates 
20 nodes following the LHS procedure and then adds one to X t at 
each iteration (without replacement). Note that, at each run, the 
results can vary even for the deterministic procedure due to the 
optimization of the hyperparameters. We use simulated annealing, 
which is a stochastic optimization technique [35,36] , both for hy- 
perparameter and acquisition function optimization. We average all 
5 Code available at https://github.com/dhsvendsen/AMOGAPE. 
Fig. 2. RMSE (in log-scale) between f ( x ) and ̂  f t (x ) versus the number of nodes m t , 
that is m t = t + 4 in this example ( D = 1 and P = 2 ). Sequential methods, which 
are more comparable as they utilize m T evaluations of f ( x ), are shown with dashed 
lines. The comparison with two non-sequential methods, using 
∑ T 
t=1 m t = m 
2 
T + m T 
2 
evaluations of f ( x ), are shown with solid lines. 
the results over 500 independent runs. For model comparison, we 
compute the root mean square error (RMSE) between ̂  f t (x ) and f ( x ) 
at each iteration, and show the evolution of the (averaged) RMSE 
versus the number of support points m t (that is m t = t + m 0 ) in 
Fig. 2 . We can observe that the AMOGAPE scheme outperforms 
the other methods, providing the smallest RMSEs between f ( x ) and ̂ f t (x ) . 
4.1.2. Comparison with non-sequential methods 
In order to provide an exhaustive numerical analysis we also 
compare AMOGAPE with non-sequential techniques where the in- 
put matrix X t can be completely different from X t−1 (whereas, in 
AMOGAPE, the nodes in X t−1 are all always contained in X t ). This 
approach would not be used in practice, but serves as an inter- 
esting comparison of AMOGAPE with one-shot space-filling algo- 
rithms. More specifically, we consider: 
• Deterministic grid: at each step, we consider an equal-spaced 
set of points (deterministically chosen). Thus, at each step, all 
the points in the previous timestep X t−1 are not considered but 
replaced by new nodes. 
• Standard LHS: also in this case, at each iteration all the previous 
points are changed. 
Clearly, these two schemes evaluate the underlying function 
in m t new nodes at each iteration and are therefore more costly 
than AMOGAPE. The total number of evaluations of f ( x ) for AMO- 
GAPE is m T whereas, for the non-sequential schemes above is ∑ T 
t=1 m t = (m 2 T + m T ) / 2 . However, even in this unfair comparison 
for our method, Fig. 2 shows that AMOGAPE is able to provide the 
smallest error when more than 12 new points are incorporated. 
This illustrates that the gradient term encoded in the AMOGAPE 
adds useful information to the active learning scheme. 
4.2. Toy experiment 2: example of bidimensional multi-output 
emulation 
In this section, we extend the previous example to consider 
multi-input and multi-output problems, i.e. D = P = 2 . More specif- 
ically, we consider 
f (x ) = [ log ( | x | ) , 0 . 5 log (3 | x | )] , x ∈ (0 , 10] × (0 , 10] . (19) 
We start with m 0 = 25 starting nodes in the input matrix, 
X 0 = [ x 1 , . . . , x m 0 =25 ] where x i = [ x i, 1 , x i, 2 ] T , with i = 1 , . . . , 25 , dis- 
tributed as shown in Fig. 3 (a) with black circles. In order to evalu- 
ate the approximation RMSE obtained with the emulators, we con- 
sider a thin grid in the square (0, 10] × (0, 10] (with step 0.3). 
The starting nodes in the input matrix, X 0 (black points), and the 
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Fig. 3. (a) The starting points in the input matrix X 0 are shown with black points, whereas the points in the thin test grid are depicted with green squares. (b) RMSE (in 
log-scale) between f ( x ) and ̂  f t (x ) versus the number of the number of support points m t , that is m t = . . . . in this example ( D = 2 and P = 2 ). Note that the number of initial 
points is m 0 = 25 . (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
Fig. 4. Kernel Density Estimation plot of the final configuration of points in the emulation of Eq. (19) , showing the (a) AMOGAPE, (b) Sobol and (c) Sequential LHS algorithms 
respectively. 
thin test grid (green dots) are shown in Fig. 3 (a). We apply again 
one independent GP for each output and, as in the previous ex- 
ample. For AMOGAPE, we apply the acquisition function denoted 
as D ×G in Table 3 and we use again the tempering func- 
tion βt = 1 − 1 t and set υ2 = 0 . 02 as a regularization term, only for 
avoiding numerical issues. We compare different sampling strate- 
gies : AMOGAPE, a sequential Sobol sequence, and sequential LHS. 
We add 30 additional points to X 0 in the first two sequential ap- 
proaches. In LHS all the previous points change at each iteration. 
The results (averaged over 500 independent runs) are shown in 
Fig. 3 (b), which show a considerable gain in accuracy and conver- 
gence rates by the presented algorithms. 
The distributions in input-space of the final 55 nodes - 25 on a 
grid and 30 subsequently chosen with a sampling algorithm - are 
shown as a Kernel Density Estimation (KDE) plot for each of the 
methods in Fig. 4 . We can observe that AMOGAPE adds points in 
the border and in a left-bottom corner where the gradient is com- 
paratively high. It makes sense that these points are deemed the 
most useful since the initial 25 nodes points are well-located. The 
sampling method using the Sobol algorithm and the sequential LHS 
algorithms incorporate new points that fill out the input-space but 
do not pay particular attention to the behaviour of the underlying 
function. 
4.3. Application to remote sensing: Emulating a radiative transfer 
model 
Our method is assessed for the emulation of the leaf-canopy 
PROSAIL RTM, which is the most widely used RTM over the last 
two decades in remote sensing studies [39] . PROSAIL simulates re- 
flectance as a function of: 
1. Leaf optical properties , given by the mesophyll structural param- 
eter (N), leaf chlorophyll (Chl), dry matter (Cm), water (Cw), 
carotenoid (Car) and brown pigment (Cbr) contents. 
2. Canopy level characteristics , determined by leaf area index (LAI), 
the average leaf angle inclination (ALA) and the hot-spot pa- 
rameter (Hotspot). System geometry is described by the solar 
zenith angle ( θ s ), view zenith angle ( θν ), and the relative az- 
imuth angle between both angles ( ). 
We consider PROSAIL for simulating Landsat-8 spectra, a satel- 
lite sensor widely used for land cover applications in general and 
vegetation monitoring in particular. Therefore, the generated, even- 
tually optimized, look-up tables are used for inversion and thus re- 
trieve vegetation parameters with the Landsat-8 satellite imagery. 
This leaves us with an output-dimension of P = 9 for our problem, 
i.e. the number of spectral bands of the satellite. Now, depending 
on the parameters of interest the input dimensionality D may vary. 
4.3.1. Sampling a 2-dimensional space for PROSAIL emulation 
In this experiment, we chose the most important variables at 
leaf and canopy-level respectively, namely Chl and LAI, and kept 
the rest fixed. Table 4 shows the values for the remaining param- 
eters which are set for simulation of rice crops [40] . When gen- 
erating look-up tables with RTMs it is common practice to use 
expert knowledge to determine distributions over the biophysi- 
cal parameters which constitute the RTM input [41] . The desired 
amount of samples are then drawn, and the model is evaluated in 
each of these points. A commonly used distribution is the trun- 
cated Gaussian N T (x | μ, σ, min , max ) . Indeed, the truncated Gaus- 
sians N T (Chl|45, 30, 20, 90) and N T (LAI|3.5, 4.5, 0, 10) for Chl and 
LAI, respectively, have proven effective for crop reflectance model- 
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Fig. 5. Function approximation errors by different acquisition functions, cf. Table 3 , and for different number of selected nodes m t in a bidimensional PROSAIL problem. Only 
the best performing acquisition functions are compared here to random sampling. 
Table 3 
Acquisition functions for a multi-output em- 
ulator and their shorthand notation used in 
Section 4 . 
A t ( x ) Shorthand ∑ P 
p=1 σ
2 
p,t (x ) D ∏ P 
p=1 σ
2 
p,t (x ) D ∑ P 
p=1 σ
2 
p,t (x ) 
∑ P 
p=1 Gr p,t (x ) D ×G ∑ P 
p=1 σ
2 
p,t (x ) 
∏ P 
p=1 Gr p,t (x ) D ×G ∏ P 
p=1 σ
2 
p,t (x ) 
∑ P 
p=1 Gr p,t (x ) D ×G ∏ P 
p=1 σ
2 
p,t (x ) 
∏ P 
p=1 Gr p,t (x ) D ×G 
ing [40] . We denote their joint distribution, which has no covari- 
ance between the variables, as N T (Chl,LAI). 
In summary, we are emulating a function f( x ) where x = [Chl, 
LAI] mapping from an input space of dimension D = 2 to the 
output space of dimension P = 9 . The search space is restricted 
to physically meaningful values of Chl ∈ [20; 90] μg/cm 2 and LAI 
∈ [0; 10]. In order to gain insight into the relative importance of 
the Diversity and Geometric terms, an array of different acquisition 
functions shown in Table 3 are applied. The AMOGAPE sampling 
schemes are compared with sampling randomly from N T (Chl, LAI). 
This distribution encodes knowledge about the physically feasible 
region to sample in, which is also encoded in the AMOGAPE, sim- 
ply by multiplying the truncated density function ψ(Chl, LAI) onto 
the acquisition functions. We set βt = 1 ∀ t in order to simplify the 
experiments. 
Evaluation of which sampling method leads to the best emula- 
tor is done by computing the test approximation error on a test- 
set of 50 0 0 points, sampled from the above-mentioned truncated 
Gaussian distributions. We initialize with 30 points drawn from 
N T (Chl,LAI). The multi-output RMSE for the M = 50 0 0 test points 











(y p,i − ̂ y p,i ) 2 . (20) 
The results are averaged over 15 runs. In order to speed up the 
experiment, hyperparameter and acquisition function optimization 
are performed through an initial random search of 10 D points, fol- 
lowed by gradient ascent. Results are shown in Fig. 5 . We see 
that it is possible to perform better using the AMOGAPE approach 
on our test-set than by sampling randomly from N T (Chl,LAI). It 
Table 4 
Characteristics of the simulation used in the PROSAIL model. 
Leaf level N Cm Cw Car Cbr 
1.5 0.01 μg/cm 2 0.01 μg/cm 2 8 g/cm 2 0 
Canopy level ALA Hotspot θ s θν 
Spherical 0.01 30 ◦ 10 ◦ 0 
is interesting to note that methods using D ×G and D per- 
form similarly, implying that the D term is governing the acqui- 
sition function. Similarly, methods using D and D ×G per- 
form equally well, showing that D is the most influential term. 
The acquisition function D ×G, which penalizes a zero-gradient 
in any of the output dimension, relies too much on geometric in- 
formation and performs the worst. It seems that the information 
source which is included in product form governs A ( x ). It seems 
that the D ×G method manages to strike a balance between 
the two sources of information. All in all, the best performing 
methods are D and D ×G. This hints at the idea that the 
product form is too restrictive, i.e. considering a point uninterest- 
ing if the predictive variance is close to zero in only one of the 
output-dimensions. 
4.3.2. Sampling a 3-dimensional space for PROSAIL emulation 
We conduct a similar experiment, including now another cru- 
cial biophysical parameter in the search space, namely dry mat- 
ter content (Cm), which is an important parameter to monitor key 
properties and processes in vegetation and the wider ecosystem. 
The associated truncated Gaussian used is N T (Cm|0.0 05, 0.0 05, 
0.003, 0.011). We use a test set of 50,0 0 0 points generated from 
the joint truncated Gaussian N T (Chl, LAI, Cm). 
We saw earlier that the acquisition function which performs the 
best was also the most simple, namely D. The acquisition func- 
tion D ×G, being formulated only in product form, manages 
not to be dominated by either term and is interesting because it 
is very selective: It discourages a gradient or predictive variance 
which is close to zero in any output dimension. For these reasons, 
along with computational burden, the aforementioned acquisition 
functions are used for the 3-dimensional experiment. The average 
results after running the experiment 10 times are shown in Fig. 6 . 
Again, we see that the 1) the two variants of AMOGAPE acquisi- 
tion functions outperform random sampling, 2) that the acquisition 
functions behave quite similarly, and 3) that simple acquisitions 
perform as well as more complicated ones. Note however, that 
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Fig. 6. Function approximation errors by different acquisition functions and for different number of selected nodes m t in the three-dimensional PROSAIL problem. 
using a different tempering function than βt = 1 ∀ t would likely 
make performances diverge. 
5. Conclusions 
We introduced a simple framework for active construction of 
emulators for costly physical models used in Earth observation. The 
proposed framework does not only provide an effective approx- 
imating function, but also a compact LUT and some very useful 
by-products for practitioners, namely confidence intervals for the 
estimates and information about the gradients. 
The methodology iteratively incorporates new sample points 
that meet both diversity and geometry criteria, thus sampling in 
low-density and more ‘complex’ regions. This is accomplished by 
building an acquisition function that takes into account the pre- 
dictive variance and the norm of the gradient of the GP function 
used for emulation. The combination of the geometric and diver- 
sity sampling criteria was possible because both the GP predictive 
variance and the gradient of the GP predictive mean are analytic 
expressions. 
We illustrated the promising capabilities of the method through 
emulation of a popular radiative transfer model. Comparison to es- 
tablished methods in the literature illustrated the favourable per- 
formance of the proposed methods. The proposed family of cri- 
teria for defining the acquisition functions in emulation allows 
smart sampling of the input space thus leading to compact and 
expressive look-up-tables, which can be readily used for model 
inversion in either statistical or numerical frameworks. The pro- 
posed methodology is very general and modular. Alternative ac- 
quisition functions, kernel functions and quality measures adapted 
to the problem are interesting pathways to explore. In our future 
work we plan to explore the use of Matérn kernels when func- 
tion smoothness is not a strict (or even realistic) requirement in a 
given RTM. Besides, other quality measures other than RMSE could 
be more interesting for evaluating emulator quality. The informa- 
tion content of the added samples in each iteration by computing 
maximum differential of entropies in similar ways to the approach 
in [42] . 
We anticipate adoption of these methods in the Earth sciences 
and also in unrelated disciplines where process-based models are 
widely adopted as well, from econometrics to industry or health 
sciences. Our future work is centered around speeding up other 
more complex codes, such as the atmosphere MODTRAN model, 
as well as to extend the framework to deal with dynamic models. 
The framework introduced here constitutes the first step towards 
the ambitious goal of large scale active statistical models that learn 
Physics models. 
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Appendix A. Importance of a gradient term in the acquisition 
function 
Let us consider the problem of approximating the function y = 
f (x ) , x ∈ D ⊆ R L , where D = [ a 1 , b 1 ] × [ a 2 , b 2 ] × . . . × [ a L , b L ] . For 
the sake of simplicity, we consider one dimensional problems, i.e. 
L = 1 , with D bounded a i , b i < ∞ . Moreover, let us consider a set 
of nodes { x 1 , x 2 , . . . , x M } ∈ D and the corresponding values of the 
function y m = f (x m ) . We use the pairs { x m , y m } M m =1 to perform an 
interpolation. 
Given the set of nodes { x m } M m =1 , we denote a piecewise con- 
stant interpolation (PCI) of the function f ( x ) as ̂ y = φ(x | x 1: M ) = φ(x ) . (A.1) 
In order to measure the discrepancy between function and emu- 
lator we introduce a cost function C( f, φ) = C 
(
f (x ) , φ( x ) 
)
≥ 0 . The 
equality C( f, φ) = 0 must hold only if φ(x ) = f (x ) . Here, we con- 
sider the L p family of cost functions 
C p ( f, φ) = || f (x ) − φ(x ) || p = 
(∫ 
D 




Note that C ∞ ( f, φ) = lim p→∞ C p ( f, φ) = max 
x ∈D | f (x ) − φ(x ) | . 
One node ( M = 1 ), infinity norm cost functions p = ∞ 
Let us consider y = f (x ) , x ∈ [ a, b] ⊆ R . For simplicity, we as- 
sume f ( x ) to be strictly monotonic, more specifically increasing. We 
consider a piecewise constant approximation with M = 1 point x 1 
within x 1 , i.e. 
φ(x ) = 
{
f (a ) x ≤ x 1 
f (x 1 ) x > x 1 
(A.3) 
Let us consider the L ∞ distance (i.e., p = ∞ ), 
C ∞ (x 1 ) = max 
x ∈ [ a,b] 
| f (x ) − φ0 (x ) | 
= max 
x ∈ [ a,b] 
[ | f (x 1 ) − f (a ) | , | f (x 1 ) − f (b) | ] , 
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Fig. A.1. (a) Optimal piecewise constant approximation φ( x ) with M = 1 node. (b) The cost function C ∞ ( x 1 ) and its minimum at x ∗1 . 
Fig. A.2. (a) Optimal piecewise constant approximation φ0 ( x ) with M = 2 nodes. (b) The cost function C ∞ ( x 1 , x 2 ) and its minimum at (x ∗1 , x ∗2 ) . Note that C ∞ ( x 1 , x 2 ) is defined 
within the simplex such that x 1 ≤ x 2 , by definition; it can be also considered that C ∞ (x 1 , x 2 ) = C ∞ (x 2 , x 1 ) . 
= max 
x ∈ [ a,b] 
[ f (x 1 ) − f (a ) , f (b) − f (x 1 ) ] (A.4) 





= arg min C ∞ (x 1 ) . This optimal point x ∗1 will then satisfy the 
condition 
f (x ∗1 ) − f (a ) = f (b) − f (x ∗1 ) . (A.5) 
This is because c a ≡ | f (x 1 ) − f (a ) | will decrease as c b ≡ | f (x 1 ) −
f (b) | increases, and vice versa, due to the monotonicity of f ( x ). 
Since we are taking the max between the two, the lowest value 
that C ∞ can take is the point where they are equal c a = c b (see 
Fig. A.1 ), as any divergence from that would lead to one of the 
terms being higher. 
Using Eq. (A.5) , since we are assuming that f is monotonic (thus 
invertible), we can also write 
f (x ∗1 ) = 
f (b) + f (a ) 
2 
, (A.6) 
and, since we have assumed that f ( x ) is monotonic, thus invertible, 
we have 
x ∗1 = f −1 
(




Fig. A.1 illustrates the above reasoning. Note that, if f ( x ) is non- 
linear, x ∗
1 
 = a + b 2 (as a space filling/Latin hypercube strategy might 
suggest). The expression of x ∗1 is an extended mean, which takes 
into account information regarding the non-linearity f ( x ). 
A1. Generic number of nodes ( M > 1) 
Let us assume now that we may place M nodes x 1 , x 2 , . . . , x M in 
order to achieve an optimal emulator of f with respect to the C ∞ 
norm. The optimal nodes x ∗1 , x 
∗
2 , . . . , x 
∗
M will then satisfy the condi- 
tion 
f (x ∗1 ) − f (a ) = f (x ∗2 ) − f (x ∗1 ) = . . . f (x ∗M−1 ) − f (x ∗M−2 ) 
= f (b) − f (x ∗M−1 ) . (A.8) 
The point (x ∗1 , x 
∗
2 , . . . , x 
∗
M ) is a minimum for C ∞ (x 1 , x 2 , . . . , x M ) and 
is unique. In order to see this, let us define d 1 = f (x 1 ) − f (a ) , 
d 2 = f (x 2 ) − f (x 1 ) , . . . , d m = f (x m ) − f (x m −1 ) , . . . , d M = f (x M ) −
f (x M−1 ) , and d M+1 = f (b) − f (x M ) . With this definition we reach 
the minimum for C ∞ (x 1 , x 2 , . . . , x M ) when all distances { d m } M m =1 
are equal to f (b) − f (a ) divided by M + 1 : 
d ∗1 = d ∗2 = . . . = d ∗M+1 = 
f (b) − f (a ) 
M + 1 ≡ c MIN (A.9) 
This can be seen from the fact that the distances satisfy d m ≥ 0 for 




d m = f (b) − f (a ) (A.10) 
Thus if one d m decreases, one or all other have to increase. This 
implies that any configuration of x 1 , x 2 , . . . , x M resulting in d j < 
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Fig. A.3. Illustration of function and optimal location of nodes (top) and density proportional to gradient (bottom). For (a)-(d) the number of nodes are 2, 4, 10 and 20 
respectively. 
c MIN for some j , will lead d k > c MIN for one or more k . Therefore, 
the configuration of corresponding to (A.9) is optimal. 
Following the above logic, the optimal locations of M nodes, 
{ x 1 , . . . , x M } , can be obtained by: 
1. Dividing with a uniform grid formed by M points the interval 
[ f ( a ), f ( b )] (image of [ a, b ]), 
y m = f (a ) + m f (b) − f (a ) 
M + 1 , m = 1 , . . . , M, T (A.11) 
2. Finding the x m such that f (x m ) = y m , i.e., since we assume that 
f ( x ) is invertible, 
x m = f −1 (y m ) , m = 1 , . . . , M. (A.12) 
See Fig. A.2 for an example with M = 2 nodes. 
A2. Distributions of nodes 
We have seen that the auxiliary points y m are obtained using a 
uniform grid in the interval [ f ( a ), f ( b )] (image of [ a, b ]). Therefore, 
y 1 , . . . , y M is a quasi-Monte Carlo sequence distributed uniformly 
in [ f ( a ), f ( b )], i.e., 
y m ∼ U([ f (a ) , f (b)]) , m = 1 , . . . , M, (A.13) 
Following Eq. (A.12) , we can find the distribution of the nodes x m 
since they are obtained by transforming the points y m through the 
function f −1 (·) . Hence, following the expression of the transforma- 
tion of a random variable, we have 
x m ∼ p X (x ) = p Y ( f (x )) 
∣∣∣∣ df dx 
∣∣∣∣ (A.14) 
∝ 
∣∣∣∣ df dx 
∣∣∣∣, m = 1 , . . . , M, (A.15) 
Therefore, the set of nodes x 1 , . . . , x M is a quasi-Monte Carlo se- 
quence with density p X (x ) ∝ 
∣∣∣ df dx ∣∣∣ and if f is increasing, we can 
write p X (x ) ∝ df dx . See Fig. A.3 for an illustration of this. For higher 
input dimension than 1 we have 
x m ∼ p X (x ) ∝ | ∇ f (x ) | . (A.16) 
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