We report an efficient method to detect functional RNAs. The approach, which combines comparative sequence analysis and structure prediction, yields excellent results already for a small number of aligned sequences and is suitable for large scale-genomic screens. It consists of two basic components: (1) a novel measure for RNA secondary structure conservation based on computing a consensus secondary structure, and (2) a measure for thermodynamic stability, which -in the spirit of a zscore -is normalized w.r.t. both sequence length and base composition but can be calculated without sampling from shuffled sequences. Functional RNA secondary structures can be identified in multiple sequence alignments with high sensitivity and high specificity. We demonstrate that this approach is not only much more accurate than previous methods but also significantly faster. The method is implemented in the program RNAz, which can be downloaded from http://www.tbi.univie.ac.at/ wash/RNAz/. As a first application we screened all alignments of length N ≥ 50 in the CORG database, which compiles conserved non-coding elements in upstream regions of orthologous genes from human, mouse, rat fugu and zebrafish. We recovered all of the known non-coding RNAs and cis-acting elements with high significance and found compelling evidence for many other conserved RNA secondary structures not described so far.
Introduction
Traditionally, the role of RNA in the cell was considered mostly in the context to protein gene expression, limiting RNA to its function as mRNA, tRNA, and rRNA. The discovery of a diverse array of transcripts that are not translated to proteins but rather function as RNAs has changed this view profoundly [1, 2, 3] . Non-coding RNAs (ncRNAs) are involved in a large variety of processes, including gene regulation [4] , maturation of mRNAs, rRNAs, and tRNAs, or X-chromosome inactivation in mammals [5] . In fact, a large fraction of the mouse transcriptome consists of non-coding RNAs [6] , and about half of the transcripts from Human chromosomes 21 and 22 are non-coding [7, 8] . Structured RNA motifs furthermore function as cis-acting regulatory elements within protein coding genes. Also here, new intriguing mechanisms are being discovered [9] .
Hence, a comprehensive understanding of cellular processes is impossible without considering RNAs as key players. Efficient identification of functional RNAs (ncRNAs as well as cis-acting elements) in genomic sequences is, therefore, one of the major goals of current bioinformatics. Notwithstanding its utmost biological relevance, de novo prediction is still a largely unsolved issue. Unlike protein coding genes, functional RNAs lack in their primary sequence common statistical signals that could be exploited for reliable detection algorithms. Many functional RNAs, however, depend on a defined secondary structure. In particular, evolutionary conservation of secondary structures serves as compelling evidence for biologically relevant RNA function. Comparative studies therefore seem to be most promising approach. To date, complete genomic sequences of related species have been sequenced for almost all genetic model organisms as for example bacteria [10, 11] , yeasts [12] , nematodes [13, 14] and even mammals [15, 16, 17] . Several studies identified a large collection of evolutionary conserved non-coding elements in mammalian (or, more generally, vertebrate) genomes and it must be expected that a significant fraction of them are functional RNAs [18, 19, 20, 21] .
Possible candidates, however, were identified only sporadically so far [19, 21] , simply because there are no reliable tools to scan multiple sequence alignments for functional RNAs. The most widely used program QRNA [22] , which has been successfully used to identify ncRNAs in bacteria [23] and yeast [24] , is not suitable for screens of large genomes: QRNA is limited to pairwise alignments and its reliability is low especially if the evolutionary distance of the two sequences lies outside the optimal range. An alternative approach, ddbRNA [25] , suffers from similar problems and so far has not been used in a real-life application. MSARi [26] , on the other hand, gains its drastically enhanced accuracy from the large amount of information contained in large multiple sequence alignments of 10-15 sequences with high sequence diversity. At present, however, data-sets of this kind are simple not available at a genome-wide scale at least for multicellular organisms.
In this contribution we address the problem using an alternative approach: We combine a measure for thermodynamic stability with a novel measure for structure conservation. Using a combination of both scores we are able to efficiently detect functional RNAs in multiple sequence alignments of only a few sequences. Our method is substantially more accurate than QRNA or ddbRNA and performs better on on pairwise alignments than MSARi does on alignments with 15 sequences. On the large diverse alignments used for testing MSARi in ref. [26] , our RNAz program achieves 100% sensitivity at 100% specificity.
Results

The structure conservation index
In a recent contribution [27] we have demonstrated that the program RNAalifold (which was originally developed for prediction of secondary structure in aligned sequences [28] ) can also be used for detection of evolutionarily conserved secondary structure. RNAalifold implements a consensus folding algorithm generalizing the standard dynamic programming algorithms for RNA secondary structure prediction algorithms [29] by adding sequence covariation terms to the folding energy model [30, 31] . More precisely, a consensus minimum free energy (MFE) is computed for an alignment that is composed of an energy term averaging the energy contributions of the single sequences and a covariance term rewarding compensatory and consistent mutations [28] . As this consensus MFE is difficult to interpret in absolute terms, we previously used a time-consuming random sampling method to assess its significance [27] . This approach would require massive computational effort even for small-sized genomes and it does not seem practicable for large genomes as for example the human genome.
A much more efficient normalization can be achieved, however, by comparing the consensus MFE with the MFEs of each individual sequence in the alignment. To this end, we fold the alignment and calculate the consensus MFE E A of the alignment using RNAalifold. If the sequences in the alignment fold into a conserved common structure, the averageĒ of the individual MFEs will be close to the MFE of the alignment, E A ≈Ē. Otherwise, the MFE of the alignment will be much higher (indicating a less stable structure) than the average of the individual sequences, E A Ē . We therefore define the structure conservation index (SCI) as
An SCI close to zero indicates that RNAalifold does not find a consensus structure while a set of perfectly conserved structures has SCI ≈ 1. A SCI larger than 1 indicates a perfectly conserved secondary structure which is in addition supported by compensatory and/or consistent mutations, which contribute a covariance score to E A .
A normalized measure for thermodynamic stability
It is widely believed that MFE-predictions cannot be used for detection of functional RNAs after an in-depth study on the subject [32] . Although thermodynamic stability is not significant alone, it still can be used as valuable diagnostic feature since functional RNAs are indeed more stable than random sequences to some degree [32, 27] . This effect is particularly dramatic in the case of microRNA precursors [33] . The significance of a calculated MFE value m is assessed by comparison with a large sample of random sequences. This approach was introduced 16 years ago [34] and it is still widely used today [35, 18, 19] . Typically, the normalized z-score z = m−µ σ is used, where µ and σ are the mean and standard deviations, resp., of a large number of random sequences of the same length and same base or dinucleotide composition.
The parameters µ and σ are, by construction, functions of length and base composition. In the case of RNA molecules we found that they can be computed very accurately from a relatively simple regression model which we obtained by means of a standard implementation of a support vector machine (SVM) [36] regression algorithm (see Methods for details). In order to calibrate the model we used 1000 random sequences for each of approximately 10000 points evenly spaced in the variable space spanned by chain length and base composition. Independent SVMs were trained for µ and σ.
The accuracy of the SVM regression model is verified by comparing z-scores from the SVM approach with z-scores obtained by sampling, Fig. 1 . We find that the correlation between sampled values and SVM values is as good as the correlation between two independently sampled z-scores for the same test sequence at a sample size of 1000. We can therefore replace the time-consuming sampling procedure by the SVM estimate without a significant loss of accuracy, while saving about a factor of 1000 in CPU time.
Classification based on both scores
In order to to classify alignments as a "functional RNA" or "other" we have to determine the separatrix between "functional RNAs" and "other sequences" in the SCI/zscore plane. Again, this is a typical application for SVMs; we therefore trained a binary classification SVM on test sets encompassing all major known classes of ncRNAs:
We generated test alignments using ClustalW of 12 well known ncRNA classes from Rfam [37] as well as random controls for which any native secondary structure is removed by shuffling the alignment positions (see Methods), and computed z-score and SCI. Fig. 2 illustrates the results for a test set of tRNAs and 5S-rRNAs. Supplementary  Fig. 1 shows the results for the other ncRNA classes. We find that the combination of both scores reliably separate the native alignments from the randomized controls in two dimensions.
In order to improve the performance of the binary classification SVM we use not only z-score and SCI but also the mean pairwise identity and the number of sequences in the alignment as input parameters. In essence, this teaches the SVM to interpret the information contained in the numerical value of the SCI depending on the sequence variation in the alignment. This is necessary because the information content of a multiple alignment strongly depends on these parameters: in the extreme case, an alignment of identical sequences has SCI = 1 but does not contain any information about structural conservation at all. Since we use a randomized control which has the same number of sequences and the same pairwise sequence conservation together with each positive example, the calibration process is not biased by these additional variables.
The class probability p estimated by the SVM provides a convenient significance measure. Tab. 1 shows the sensitivity and specificity for detecting different ncRNA classes at different probability cutoffs. We used alignments with mean pairwise sequence identities between 60% and 100% and 2-4 sequences per alignment. At a cutoff of p = 0.9, we can detect on average 75.27% at a specificity of 98.93%.
The accuracy of the classification depends quite strongly on the type of the ncRNA. We can find most RNA classes with high sensitivities in the range of 80%-100%. Only two of the twelve classes in out test set (U70 snoRNA and tmRNA) are difficult to detect. The scatter-plots ( Supplementary Fig. 1 ) show that the U70 is quite stable but not very well conserved, whereas the tmRNA has a conserved secondary structure that is obviously not very stable and moreover contains pseudo-knots. Alignments with more sequences are needed to detect also these two RNA classes quantitatively.
We emphasize that, although we use here a machine learning approach for classification, we do not train the SVM on specific sequences, sequence patterns, structure motifs, conservation patterns, or base-compositions. We use the SVM solely as a guide to interpret the SCI and z-score which represent two diagnostic features that do not contain any information that is specific for a particular class of ncRNAs. In fact, it would be interesting to replace the SVM by a direct statistical model. In order to demonstrate that our classification procedure is generally applicable and not biased towards ncRNA classes of the training set, we trained the SVM excluding particular classes of ncRNAs and used those models to classify the excluded ncRNAs and their randomized controls. The sensitivities summarized in Tab. 1 can therefore also be expected for novel classes of structured ncRNAs.
Comparison to other methods
RNAseP and SRP RNAs have repeatedly been used for benchmarking ncRNA detection algorithms [22, 26] . We therefore use these datasets here as well. For the comparison to QRNA and ddbRNA we used pairwise and three-way alignments with mean pairwise identities between 60% and 90%, respectively. In contrast to the previous section we exclude alignments with identities higher than 90% since both QRNA and ddbRNA are known to perform poorly on such input data. We used a cut-off of p = 0.9 for RNAz and chose the cut-offs for the other programs in a way that the specificity is at least 90%. Results are summarized in Tab. 2. We find that RNAz is substantially more sensitive on both pairwise and three-way alignments than QRNA and ddbRNA and at the same time has a larger specificity. Results for alignments with 2-4 sequences and mean pairwise identities between 60% and 100% are shown. N is the number of alignments in the test set. For each native alignment, one randomized alignment was produced, and randomized alignments classififed as ncRNA were counted as false positives. Sensitivity and specificity are shown in percent for three cutoffs of the RNA class probability predicted by the SVM. Absolute numbers of true positives and false negatives are shown in brackets. We also tested our method on larger alignments with 10 sequences as used for benchmarking MSARi. We generated 150 alignments which had mean pairwise identities between 50% and 70%. Our SVM classification model is currently trained only for up to six sequences so we did not use it for the classification of this test set. It turns out, however, that the simple rule SCI ≥ 0.3 and z ≤ −1.5 perfectly separates the native alignments from the controls with 100% sensitivity and 100% specificity using either of the two scores without help of a SVM. Although the alignments produced by ClustalW are, at this level of sequence similarity, structurally not perfectly correct, our consensus folding algorithm still finds the correct common structure and the SCI is still significant, albeit at lower levels.
As of writing this paper, no executable version of MSARi was available so we can only compare RNAz with the published results: according to [26] MSARi achieves at best a sensitivity of 56% at 100% specificity for ClustalW alignments of N = 10 RNAseP or SRP sequences.
Implementation and run-time
The method described above was implemented in RNAz using the C-programming language. The time complexity of our method is O(N × n 3 ), where N is the number of sequences and n is the length of the alignment. Tab. 3 compares the runtime for pairwise alignments of different lengths between RNAz and the alternative methods: RNAz is not only more accurate but also significantly faster than the other methods. (A comparison with MSARi was not possible since no implementation is publicly available. It should have similar run times as RNAz, however, since it also uses the RNA folding routines of the Vienna RNA Package as the rate limiting step.)
Screening the CORG database for functional RNA structures
The CORG (COmparative Regulatory Genomics) database is a collection of conserved sequence elements in non-coding, genomic DNA [38] . The release 2.0 contains multiple sequence alignments of conserved elements in the upstream regions (up to 15 kb from the translation start) of orthologous protein-coding genes from human, mouse, rat, fugu and zebrafish. We focus here on the 4263 conserved non-coding blocks (CNBs) that are longer than 50 nucleotides.
We scanned the alignments using RNAz; after clustering overlapping and redundant CNBs we found 89 distinct regions are predicted as structural RNA with P > 0.5. Of these, 28 score with P > 0.9, see Tab.4. Among the predicted RNAs we can find all known ncRNAs from Rfam [37] and the miRNA registry [39] that are located in the upstream regions of known protein-coding genes. We identified six micro RNAs with P > 0.99 and the snoRNA U93 with P = 0.72. Furthermore, we also could reliably (P > 0.98) detect known structural cis-acting elements [40] , in particular we encountered 4 internal ribosome entry sites (IRES) [41] and one iron response element (IRE) [42] .
Thus only 11 of the 89 RNAz-hits are known ncRNAs or cis-acting structures. This leaves us with 78 candidates, 17 of which have RNAz probabilities above P = 0.9. We estimated the specificity in this screen by scoring random controls and found that the p = 0.5 and p = 0.9 cut-offs have associated specificities of 99.2% and 99.9%, respectively. This is even higher than in the test examples; we are therefore confident that most of these hits are true positives.
Tab. 4 lists the top hits and their genomic context. We found several hits in 5'-untranslated regions of protein coding genes, as for example in NFAT5, the only known transcription factor involved in the osmoregulation in mammalian cells. NFAT5 has a spliced 5'-UTR and in one exon we found a stable and conserved stem-loop structure (CNB-405712). Interestingly, several splice variants of this mRNA exist, some of which have this exon while others do not. We suspect that CNB-405712 is an important regulatory module of the NFAT5 mRNA.
Significant hits were also found in introns, even though introns are not systematically covered in the current release of CORG. For example, CNB-284325 is a structurally highly conserved element supported by many compensatory mutations in the intron of a muscle specific LIM domain protein. This structure is probably part of a ncRNA.
Some other hits are not directly related to any known protein coding genes. CNB-134297 is an exceptionally large (appr. 1800 nucleotides) conserved region without any annotation or predicted coding capacity. We scanned alignments >300 in sliding windows of size 300 and slide 50. In this special case, significant RNA structures were predicted in several independent windows. Also this region is thus a strong candidate for a novel ncRNA.
The CORG database sporadically contains alignments of coding regions and we also found significant secondary structures in some of them (e.g. CNB-453969: P = 0.999). In some instances we could only detect a signal in the reverse complement strand compared to the mRNA, possibly indicating structured antisense transcripts. For some hits, this prediction is additionally supported by EST data. We routinely scanned the reverse complement for all alignments, because RNAz scores are generally higher if the RNA in question is provided in the correct orientation. The snoRNA U93 found in CNB-470004 is a good example demonstrating the remarkable sensitivity of RNAz. It is predicted as RNA with P = 0.72 in its correct orientation while there is no significant signal in the reverse complement strand (P = 0.06).
A detailed description of all 89 hits can be found online under www.tbi.univie. ac.at/papers/SUPPLEMENTS/RNAz/, where we provide links to the UCSC genome browser [43] allowing a detailed study of the genomic context for all hits (annotation, mRNA structure, ESTs etc.). Unlike other methods, RNAz does not only predict the existence of a functional RNA element it also predicts an accurate model of the consensus structure. These can also be found in the on-line material together with the annotation of compensatory mutations.
Discussion
We have described here a novel, versatile method for detecting functional RNAs in genomic screens. This approach can reliably detect a surprisingly wide variety of different ncRNAs and cis-acting RNA elements using only evolutionary conservation and thermodynamic stability as characteristic signal. Although conceptually simple, the structure conservation index proved to be a convenient and effective measure of structural conservation. Our stability measure, on the other hand, shows that contrary to common belief thermodynamic stability can be useful for ncRNA detection. As a consensus of several independent sequences in an alignment, stability can be a significant measure. Furthermore, we have demonstrated that a properly normalized stability measure can be directly calculated without the need for time consuming sampling of shuffled sequences or alignments. Our results show that RNAz is suitable for large scale genomic annotation whenever alignments can be obtained.
Since a wealth of genomic data together with new methods for generating high quality alignments [44] are already available, we are currently preparing genome-wide screens for various organisms including human. Aided by visualization tools [43] , we aim to draw genome wide-maps of significant RNA structures. This approach of "computational RNomics" opens a completely new perspective which, as we hope, will result in the discovery of new terrain in the expanding RNA world of cellular mechanisms.
Methods
Calculation of the SCI
For minimum free energy RNA folding we used the C-libraries of the Vienna RNA package version 1.5 [45] . We used RNAfold for folding single sequence and RNAalifold [28] for consensus folding of aligned sequences. The same folding parameters were used for both algorithms to ensure that the obtained MFE values are comparable. For the covariation part of RNAalifold we used default parameters. Gaps were removed for single sequence folding.
Calculation of z-scores using support vector machine regression
To calculate z-scores by regression analysis we used the following procedure: We generated synthetic sequences of different length and base composition. The length of the test sequences ranged from 50 to 400 nucleotides in steps of 50. To quantify base composition, we used the GC/AT, A/T and G/C ratios of the sequences and chose values for all ratios ranging from 0.25 to 0.75 in steps of 0.05. This resulted in 10648 points in a 4 dimensional space of the independent variables. For each of the points we calculated the mean and standard deviation of the MFE of 1000 random sequences, representing the dependent variables in our regression. We used the support vector machine library LIBSVM [46] to train two regression models for mean and standard deviation. Input data for the SVM were scaled to mean of 0 and standard deviation of 1.
We chose the ν variant of regression and a radial basis function (RBF) kernel. We optimized the parameters and found ν = 0.5, γ = 1 and C = 5 to yield the best results. Finally, we obtained two models for the mean and standard deviation we used for z-score calculation described in the main text.
The traditional sampling of z-scores depends on the randomization of the native sequence by shuffling the positions. In this context it was pointed out by Workman & Krogh [47] that a correct randomization procedure should conserve dinucleotide content because of the energy contributions of stacked base pairs in the energy model. In principle, the regression model could be extended to use dinucleotide frequencies. The good results with the simple model, however, allow us to neglect this effect.
Generation of the test alignments
Sequences for the test alignments were taken from the Rfam database [37] with the exception of the SRP and RNaseP test sets which were taken from other sources [48, 49] in order to use the same data as previous studies [22, 26] . We used the procedure as previously described [27] to generate test sets consisting of a reasonable number of non-redundant alignments of different size, with a defined range of mean pairwise identities and in which all are sequences approximately equally represented.
Randomization of the test alignments
The program shuffle-aln.pl [27] was used to generate the randomized controls for alignments with up to N = 6 sequences. In brief, this program implements a randomization algorithm that takes care not to introduce randomization artifacts and produces random alignments of the same length, the same base composition, the same overall conservation, the same local conservation pattern, and the same gap pattern at the input alignment. For the large alignments (N = 10) we employed the same procedure as in ref. [26] : We completely shuffled all columns and re-aligned the alignment afterwards using ClustalW.
Support vector machine classification
A binary classification support vector machine again using LIBSVM was trained to classify alignments as "RNA" or "other sequence". Input parameters are the MFE zscores of the individual sequences in the alignments (without gaps), the SCI of the alignment, the mean pairwise identity and the number of sequences in the alignment. For the final calibration of the SVM in the current implementation of RNAz we used all classes of ncRNA with the exception of tmRNAs and U70 snoRNAs. For the tests on known families presented in this paper, we generated models from all classes, leaving out one class at a time. In all cases, we used alignments with mean pairwise identities between appr. 50% and 100% and 2-6 sequences per alignment. For each native alignment we included one randomized version in the training set. All parameters were scaled linearly from −1 to 1. We used an RBF-kernel and the parameters γ = 2 and C = 32 to train the models. The probability estimation option was used to obtain a model with probability information.
Test of other programs
We used QRNA version 1.2b and ddbRNA as available from the author 1 (version of July 2004). For the tests shown in Tab. 2, we chose the cutoffs log-odd= 15 for QRNA and K = 1.5 ddbRNA, respectively. For RNAz we used a cutoff of p = 0.9 and customized models for the SVM that excluded both SRP and RNAseP from the training set. Separation of native alignments (green) from random controls (red) for various classes of ncRNAs. The test sets are the same as used in Table 1 with mean pairwise identities between 60% and 100% and 2-4 sequences per alignment.
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