The goal of image compression is to remove the redundancies for minimizing the number of bits required to represent an image while any type of compression like DWT,DCT,DFT, steganography works by embedding the secret data in redundancies of the image in invisibility manner. In this paper we increase image compression is done by hybrid (DCT+DWT) transform. MATLAB programs were written for DCT,DWT and DCT+DWT techniques and concluded based on the results obtained that DCT+DWT algorithm performs much better than the standalone JPEG-based DCT,DWT algorithm in term of peak signal to noise ratio (PSNR),as well as visual perception at higher compression ratio. Finally, the results of the proposed method are compared with basic compression methods like DCT and DWT using three quality parameters. Simulation results demonstrate, that hybrid (DWT-DCT) along with steganography performs superior than individual JPEG-based DCT and DWT algorithms. The three quality metrics are: Peak Signal to Noise Ratio (PSNR), Compression Ratio (CR) and Storage Saving (SS). These metrics are used to measure the quality and quantity of compression results.
are taken. The color image is a combination of Red, Green, and Blue. So, the color image is 24 bits. Conclude that, the total number of possible color is 224. But all the color combination is not perceived by the human eye. That means the human vision is not differentiated so many colors. Firstly, RGB is extracted from a color image. Then each part is compressed separately. Finally, all parts are combined. All simulation works have been done on MATLAB.
II. NEED OF COMPRESSION
An uncompressed image occupies large amount of memory in storage media, and it takes more time to transfer from one device to another. So if we want to transfer or store digital image then we has to compress it first for fast speed of transfer and to store in a less space. Hence compression is very essential for modern, ulti media application.
III. COMPRESSION TECHNIQUE: Image compression classified two categories A. Lossless technique B. Lossy technique

A.LOSSLESS COMPRESSION TECHNIQUE
In lossless compression technique the original data can be recovered exactly from the compressed data...it is used for discrete data such as computer generated data, text and certain kinds of image and video information. It can achieve only a modest amount of compression of the data and hence it is not useful for sufficiently high compression ratios. Lossless compression is preferred for artificial images such as drawing, comics etc.
There are some techniques of lossless compression 1. Run length encoding 2. LZW coding 3. Huffman coding 4. Area coding
1.RUN LENGTH ENCODING
The one and the simplest image compression technique is Run length encoding. This consists of changing a sequence of identical symbols by a pair containing the symbol and run length. Run length encoding is a very simple compression technique used for the sequential data. It is helpful in case of repetitive data. For a gray scale image this code is represented by a series of {Vi, Ri} in which Vi is the pixel intensity and Ri is the number of consecutive pixels with the intensity Vi. If both Vi and Ri are represented by one byte, than span of 12 pixels is coded by using eight bytes yielding in a compression ratio of 1: 5.
HUFFMAN ENCODING
The principle of Huffman coding is to use a lower number of bits to encode the data that occurs more frequently. It is based on the occurrence of frequency of data item and codes are saved in a code book. It is constructed for a set of image and every image. This technique is used for coding symbols based on their probabilities or frequencies. These pixels are called symbols.
LZW CODING
LZW (Lempel-Ziv -Welch) is a technique which is based on dictionary. This algorithm is working based on the occurrence of variety of character sequences in the string to be encoded in different patterns. The main principal patterns substituting with index code. This dictionary is started with the 256 values of the ASCII table. The compressed file is split into number of string of bytes. Every string is compared with the dictionary table if some strings are found then these are added. On the other hand, encoding process, the algorithm takes the stream of information. After that these information is coding in it. In the dictionary string has always longest then it is transmitted that large words. In decoding, such algorithms reconstruct the dictionary in another direction because it has no need to preserve it. This type of coding can be changed or unchanged like static or dynamic. In dynamic method, the dictionary is updated on fly. LZW is broadly used in computer industry and is implemented for compression. 
4.AREA CODING
Area coding is improved method of run length coding. It is two dimensional character of images. It is major advance and significant method of all lossless methods. For coding an image it does not make too much sense to interpret it as a sequential stream, as it is in fact an array of sequences, building up a 2-D object. This algorithms are trying to find the same characteristics with rectangular regions. These regions are coded in a descriptive form. In this form each element has two points and a definite structure. This is very highly effective but it creates the problem of a nonlinear method. This method cannot be implemented in the hardware
B. LOSSY COMPRESSION TECHNIQUE
In Lossy Technique, the resulted image is not same as the original image. Lossy schemes provide much higher compression ratios than lossless schemes. In the lossy compression the original image is selected and applies image compression methods on it. It losses some information. Lossy schemes are generally used until the quality of the reconstructed images is adequate for most applications. By this scheme, the decompressed image is not matching to the original image, but logically very near to it .
TRANSFORM CODING
In the transform coding Discrete Fourier Transform and Discrete Cosine Transform are used to change the pixels in the initial image into frequency domain coefficients. These coefficients have attractive properties. The main advantage is the energy compaction property that results in most of the energy of the original data being concentrated in only a few of the significant transform coefficients. Only few significant coefficients are selected and other are removed. The chosen coefficients are considered for quantization and entropy encoding. Discrete Cosine Transform coding has been simple approach to transform coding.
BLOCK TRUNCATION CODING
For grayscale images block truncation coding technique is used. In this image is divided into number of blocks and quantizer is used to reduce the number of grey levels in each block. These blocks maintain the same mean and standard deviation. In BTC the image is divided into non-overlapping blocks of pixels. Every block has threshold and reconstruction values. The threshold finds the mean of the pixel values in the block. Due to this a bitmap of the block is derived by replacing all pixels whose values are greater than or equal to the threshold by a 1 (0). Then for each segment in the bitmap, the reconstruction value is determined. This is the average of the values of the corresponding pixels in the original block and compressed block and finds the constructed or destructed values of it.
SUB BAND CODING
Sub-band Coding is a method to split up the frequency band of a signal. These bands are code each subband using a coder and bit rate accurately matched to the statistics of the band. In this method the image is analyzed to produce the components containing frequencies in sub bands. Quantization and coding method is applied to every band. The main advantage of this method is that the quantization and coding well suited for each of the sub bands and this can be designed separately.
VECTOR QUANTIZATION
This technique is to develop a dictionary of fixed-size vectors. These vectors are called code vectors. A vector is a block of pixel values. In this image is then partitioned into vectors or non-overlapping blocks called image vectors. Each in the dictionary is determined and its index in the dictionary is used as the encoding of the original image vector.
FRACTAL COMPRESSION
The main idea of fractal compression is to decompose the image into different segments. For decomposition standard image processing techniques like separation of color, edge detection and analysis of textures. Then every segment is searched for library of fractals. Library contains codes which are called iterated function system codes. These codes are compact sets of numbers. The systematic procedure has a set of codes for a given images are determined. This method is highly effective for compressing images that has similarity. DCT has the property that, for a typical image most of the visually significant information about an image is concentrated in just few coefficients of dct.after the computation of Dct coefficients; they are normalized according to a quantization table with different scales provided by the JPEG standard computed by psycho visual evidence.
IV. DISCRETE COSINE TRANSFORM (DCT)
COMPRESSION STEPS
• Original image is divided into blocks of 8x8.
• Pixel values of a black and white image range from 0-2550but DCT is designed to work on pixel values ranging from-128 to 127.therefore each block is modified to work in the range.
• DCT is applied to each block by multiplying the modified block with DCT matrix on the left and transpose of DCT matrix on its right. • Each block is then composed through quantization.
• Quantized matrix is then entropy encoded.
• Compressed image is reconstructed through reverse process.
• Inverse DCT is used for decompression V. DISCRETE WAVELET COMPRESSION Wavelet techniques are very helpful in the compression, processing and enhance of signals, in various areas like medical imaging, where degradation in image is not accepted. Wavelet techniques can be employed in order to reduce noise from the image. Wavelets are statistical functions, which are employed to transform one illustration into another one. Wavelet transform carry out multi-resolution implies synchronous illustration of an image at different levels. Wavelets represent an image as aggregate of wavelets functions, with different area and scales.
In 2D transform, the image is consideration to be a grid having N rows and M columns and decomposition of an image into wavelets includes a couple of waveforms at every level.
1. To characterize high frequency components related to the detailed part of image.
for low frequency or smooth parts of an image
COMPRESSION STEPS IN DWT
DWT can be used to reduce the image size without losing much of the resolution. For a given image, you can compute the DWT of, say each row, and discard all values in the DWT that are less than a certain threshold. We then save only those DWT coefficients that are above the threshold for each row and when we need to reconstruct the original image, we simply pad each row, with as many zeros as the number of discarded coefficients, and use the inverse DWT to reconstruct each row of the original image. We can also analyze the image at different frequency bands, and reconstruct the original image by using only the coefficients that are of a particular band. The steps needed to compress an image are as follows: STEP 1. THRESHOLDING Many of the wavelet coefficients are close or equal to zero. Through a method called threshold, these coefficients may be modified so that the so sequence of wavelet coefficients contains long strings of zeros. Through a type of compression known as entropy coding these long strings may be stored and sent electronically in much less space. There are different types of threshold. In hard threshold, a tolerance is selected. Any wavelet whose absolute value falls below the tolerance is set to zero with the goal to introduce many zeros without losing a great amount of detail. There is not a straight forward easy way to choose the threshold. Although the larger the threshold that is chosen the more error that is introduced into the process. Another type of threshold is soft threshold. Once again a tolerance, h, is selected. If the absolute value of an entry is less than the tolerance, than that entry is set to zero. A third type of threshold is quartile threshold. In this method a percentage p of entries to be eliminated are selected.
STEP 2.QUANTIZATION
The fourth step of the process, known as Quantization, converts a sequence of floating numbers w' to a sequence of integers q. The simplest form is to round to the nearest integer. Another option is to multiply each number in by a constant k, and then round to the nearest integer. In FT, the kernel function, allows us to obtain perfect frequency resolution. Because the kernel itself is a window of infinite length. If we use a window of infinite length, we get the FT we have to have a short enough window in which the signal is stationary.
STEP 3. ENTROPY CODING
Wavelets and threshold help process the signal but up until this point, no compression has yet occurred. One method to compress the data is Huffman entropy coding. With this method, and integer sequence, q, is changed into a shorter sequence, e, with the numbers in e being 8 bit integers. An entropy-coding table makes the conversion. Strings of zeros are coded by the numbers I through 100, 105, and 106, while the non-zero integers in q are coded by 101 through 104 and 107 through 254. In Huffman entropy coding, the idea is to use two or three numbers for coding, with the first being a signal that a large number or long zero sequence is coming.
VI. CONCLUSION
DCTis used for transformation in JPEG standard.DCT performs efficiently at medium bit rates. A disadvantage with DCT is that only spatial correlation of the pixels inside the single 2-D block is considered and the correlation from the pixels of the neighboring blocks is neglected. Blocks cannot be decorrelated at their boundaries using DCT. DWT is used as basis for transformation in JPEG 2000 standard.DWT provides high quality compression at low bit rates. The use of large DWT basis functions or wavelet filters produces blurring near edges in images. DWT performs better than DCT in the context that it avoids blocking artifacts which degrade reconstructed images. However DWT provides lower quality than JPEG at low compression rates.DWT requires longer compression times.
