Abstract. Let I be a union of finitely many closed intervals in [-1,0). Let I ~ be a single interval of the form [-1, -a] chosen to have the same logarithmic length as I. Let D be the unit disc. Then, Benrling [8] has shown that the harmonic measure of the circle 0D at the origin in the slit disc D\I is increased if I is replaced by I ~. We prove a number of cognate results and extensions. For instance, we show that Beurling's result remains true if the intervals in I are not just one-dimensional, but if they in fact constitute polar rectangles centred on the negative real axis and having some fixed constant angular width. In doing this, we obtain a new proof of Beurling's result. We also discuss a conjecture of Matheson and Pruss [25] and some other open problems.
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On the other hand, we can obtain a few positive results. Recall that a polar rectangle of angular width 00 centred on the negative real axis is a set of the form The following result then generalizes Beurling's shove theorem. In fact, the shove theorem is the special case 00=0 of this result. 
wl(D) ~ w~(O*).
A more general result will be given as Corollary 7.1 in Section 7.2, below, and will provide a new proof of Beurling's shove theorem. Note that according to the referee, the weaker inequality wl(D)<(const.)Wl(D*) under the conditions of Theorem 2.1 follows from [13] .
The following result is not a generalization of Beurling's shove theorem because Beurling's theorem does not appear to follow from it, but it is very much in the same spirit. The proof will be given in Section 8.1 as a consequence of a more general result, and will proceed by the method of Haliste [17, Proof of Theorem 4.1]. An alternate description of F~ is that it is the value at 0 of the solution to the Dirich]et problem in D with boundary values ~(Iz]). These kinds of functionals were studied by, e.g., Burkholder [9] , Ess6n, Haliste, Lewis and Shea [16] , Sakai [32] , and Ess6n [14] .
Least harmonic majorants
We then have the following result of the same type as the shove theorem. Then, it is easy to see that /3(z)<1 for every zeT(~)\{-~} and that fl(z)=0 for every zE (-89189 On the other hand a(z)=l for each zCW( 89 and again for fE~. For some concrete functions ~, these As funetionals on ~ have been studied to various degrees by Beurling [8] , Chang and Marshall [10] (see also [23] ), Andreev and Matheson [2] , and Cima and Matheson [IIJ. For more general classes of functions ~, the functionals have been studied by Matheson and Pruss [25] .
Consequences of conjectures
Remark 5.1. A crucial and well-known result (Ess~n [14] gives it in a concrete case) connecting the Fs and Ar functionals is that if ~E5 r, then
and that equality holds if f is univalent (see the discussion following Open Problem 1
in [25]).
Now recall the following conjecture. This conjecture is still open, too. It is weaker first of all because any starshaped domain is necessarily simply connected (but the converse is obviously false), and secondly because the domain D is allowed to depend on ~.
A slightly stronger version of Conjecture 5.2 would be to require this D to also be star-shaped (but continuing to allow it to depend on q)). There is actually some indirect evidence for ~his slightly stronger version. Star-shapedness is the same thing as radial convexity for a domain containing the origin, where we say that a domain D is radially convex if the line segment joining z with w lies inside D whenever z and w are in D and lie on the same ray from the origin. Note that Fs was defined as the value at 0 of the least harmonic majorant of a subharmonic function q~(lz[) which changes only radially. Suppose we wanted to look at least harmonic majorants of subharmonic functions which change only horizontally. These last would be functions of the form ~b(Rez) for a convex ~b on R. We could then define F~~ to be the value at 0 of the least harmonic majorant of qS(Re z) on D. The analogue of our slightly stronger version of Conjecture 5.2 would be that for a domain D of finite area and any given convex ~b on R, there exists a horizontally convex domain/~ of no bigger area than D and such that F~~176
In fact this analogue is true [30, Theorem 3.1] . (Here, a domain D is said to be horizontally convex if given any two points z and w in D which lie on the same horizontal line, the line segment joining z and w is contained in D.) The correspondence between F~ and radial convexity on the one hand and U~ ~ and horizontal convexity on the other hand then provides some evidence for our slightly stronger version of Conjecture 5.2, and in a very indirect way for the much stronger Conjecture 4.1.
Let 13 be the set of all domains of area at most 7r which contain 0. 
where g is a Riemann map from D onto /) with g(0)=0. But Area/~<Tr so that gc~3 (using the univalence of g) and hence Ar162
By (5.1) we then have a~(f)<Fm(U), and so
for all DC13. Hence F~ attains its maximum over 13 at U. Moreover, if it attains this maximum at U, it likewise attains it at U and hence there exists an extremal simply connected domain. [] Sakai [32] Kobayashi [20] for another proof). (More precisely, the AlexanderTaylor-Ullman inequality is the case p=2, and, as Sakai [32] notes, the case p<2 follows from H6lder's inequality.)
The case p~ (2, 4] follows from Conjecture 5.2 and the fact that the inequality is valid for simply connected domains D. To see the validity for simply connected domains, it suffices to use Remark 5.1 and the fact that Aep(f)_<Ae~(Id) for pE [0, 4] , where Id is the identity function on D and f is any function in ~3. This latter inequality has been proved by Matheson [24[ . Professor Makoto Sakai has kindly informed the author that the desired inequality in the simply connected case was also obtained by Professors N. Suita aa~d S. Kobayashi . [] The inequality in the above proposition was conjectured for pE (2, 4] by Sakai [32] . Hence, an affirmative answer to Conjecture 5.2 would imply an affirmative answer to yet another conjecture of Sakal. It would also simplify the proof of the Alexander Taylor-Ullman inequality, since the inequality A~p (f)<A% (Id) for fE~ is quite easy to prove for p~[0, 2] using the fact that ~ consists precisely of the functions of the form/(z)=~=l a~z ~ where 2~__1 nla~l~<l. Finally, we note that if Conjecture 5.2 were to hold, then the Ess6n inequality [14] sup re(D) < oc, DEN where ~(t)=e t~ , would follow from the Chang-Marshall inequality [10] (see also Marshall [23] ) which says that sup A~ (f) < oo, also with ~(t)=e t2. Indeed, it would follow from the Chang-Marshall inequality for univalent functions f. Since the proof of the Chang Marshall inequality given by Marshall [23] is simpler than the proof of Ess6n's inequality [14] and since the proof in [23] itself simplifies in the univalent case, we see that an affirmative answer to Conjecture 5.2 would imply simpler proofs of the Ess6n and Chan~Marshall inequalities. Actually, Conjecture 4.2, despite being weaker than Conjecture 4.1, is also interesting in connection with the Ess6n inequality, because Ess~n's proof [14] would also be greatly simplified if one could prove that for any domain D there is a simply connected domain/9 such that wr(L))>w~(D) for all r>0 and area/9<AreaD. Since u~ is a positive measure, it follows from (6.1) and (6.2) that if (b) holds then (a) must likewise hold.
Green's functions and least harmonic majorants
Conversely, if (a) holds then we may fix r and let 02(t)=max(O, log t-log r). (See [31] for some generalizations of this fact.) By Theorem 2.2, then, in the simply connected circularly symmetric case (assuming D C_ D (r)) we know that we do have the correct inequality between g(', 0; D) and g(., 0; D*) near T(r) and near 0; for general domains we only know that we have it near 0. Finally, it is easy to see that Cut(D; rl, r2) will be circularly symmetric whenever D is circularly symmetric. In general the set Cut(D; rz, r2) may be disconnected even if D is connected. This will be the case, for instance, if D is as on the left-hand side of Figure 2 .1, while rl is the outermost radius of the inner hole and r2 is the innermost radius of the outer hole. In the same example we would have wr(Cut (D; rl, r2) 
)=O<wr(D).
However, if D is circularly symmetric and connected, then it easily follows that Cut(D; rx, r2) nmst be connected. The infimum is finite since D is bounded. Because of circular symmetry, it is easy to see that n-1 is equal to the number of components of (-r2, 0]\D. Since n> 1 it follows that (-r2, 0] cannot be contained inside D. Let rl = l inf{x:x~D, -r~ <x<0}l.
We then have 0<rl <r2 <oo and the interval (-r2, -rl) is contained in D. Circular symmetry implies that the whole annulus D(r2)\D(rl) must be contained in D so that 
w~.((D')*) > w,-(D')
by the induction hypothesis. If Conjecture 7.2 is true, then Let B as before denote all domains of area at most 7r which contain the origin. Let S be the subclass of all domains from B which are circularly symmetric and simply connected. Finally, let B1 be the collection of all domains U in B which are circularly symmetric and for which C\U has finitely many components. Because circular symmetrization increases the F~ and because one may approximate an arbitrary circularly symmetric domain in 13 by ones in 131, we have sup F~(U): sup F~(U),
UGB UC131
The above-mentioned construction of D~CS given DC131 shows (7.4) whenever q~ E5 r. 
Note that Ae does attain its maximum over t/if ~(t)--o(e t2),
as t--~cc. This is so because in that case A~ is weak upper semicontinuous on ~3 by [25, Corollary 2] together with the Chang-Marshall inequality [10] , while ~ is weakly compact and tlU{0} is weakly closed by a normal families argument since weak convergence in ~ implies uniform convergence on compact subsets of D (this last fact follows from a much more general result of Cima and Matheson [11] ).
If ~5(t) is not of the form o(e t~) then a careful and somewhat involved approximation argument is needed. Such an argument is given in a rather similar setting in [30] .
A partial result on the cutting procedure
We are able to prove the following partial result. (D; rl, r2) ) ~ rqb(D), (7.7) and for any r>O we have (7.8) wr
(Cut(D; rl, r2) ) > w~( D).
The proof will be given in Section 8.2. We now note that Theorems 2.1 and 3.1 follow from Theorem 7.1. In fact, we shall inductively prove a somewhat more general result which is a corollary of Theorem 7.1. (r. 11) and for any r>0 we have (7.12) D(r0) _< U 1 {rei~ : r0 <_ r < le-=l _< ZOo} C_ D\U.
Then for any ~EJ z we have
F~(D*) _> P~ (D),
Letting U=D and r0=l, Theorems 2.1 and a.1 follow fi-om this result. The proof of the corollary uses the methods of Remark 7.2.
Proof of Corollary 7.1. Without loss of generality we can assume HGD(ro), since otherwise we may replace H by HnD(ro) and this will not change U\H in light of (7.10).
Let n be the number of components in H. If n=0 then D=U is star-shaped so that D*=D and the result is trivial. Proceed by induction, assuming that n>0 and that the result has been proved for n-1. Let r2=ro. Let rl = ( inf{x : x c (-oo, 0]NH}I. This is finite as n>0. Then the annulus D(r2)\D(rl) is contained in D so that (7.13) Cut(D; rl, r2)* = D* by Remark 7.1. Moreover, (7.7) and (7.8) hold by Theorem 7.1. Let H1 be the component of H containing -rt and let H2=H\H1. We then have
where U'=U\AH1 and A=r2/rl. Note that by (7.10), since H1 is a polar rectangle of angular width 00 centred on the negative real axis and containing the point -rl, it follows that U' is star-shaped. Moreover, if U satisfies (7.9) and (7.10), then U' will likewise also satisfy them with
in place of r0. Moreover, AH2 has n 1 components so that
by the induction hypothesis and by (7.13) and (7.14), where ~Cb ~. But by (7.7) and (7.14) we have re(D) _< Fr (Cut(D; 7"1, r2) ) --Fr (U'\AH2). By (7.15) we then obtain (7.11). The proof of (7.12) is analogous. [] Now we proceed to the proof of Theorem 8.1. First however we need some background results so that we can use a special case of a quite general result of Baernstein [5] . The reader interested in the many different kinds of rearrangements which all yield analogous results is referred to [5] . Let I be the interval (-Tr, ~r], and let F be a positive Lipschitz function on I xR. Recall that the Steiner symmetr'ization about the real axis S ~ of a set SCIxR was defined by The integrals in the theorem are taken with respect to Lebesgue area measure on R 2. For ~(t)=t 2, they are known as Dirichlet integrals. These kinds of isoperimetric inequalities go back to Pdlya and Szeg5 [27] .
As a corollary, we obtain the following modified version of a result of Marcus [ 2) it suffices to show that equality holds when we intersect both sides with a ray starting from the origin, and to do this one needs to note that the logarithmic metric defining radial rearrangement precisely corresponds to the composition with -i log z in the definition of f,.
We now proceed to the proof of our Proof of Theorem 8.1. Without loss of generality set r= 1. As usual, by an internal exhaustion like the one in [3, Proof of Theorem 7] we may assume that all our domains have nice boundaries. We shall assume for now that a=0 and at the end of the proof we discuss the minor modifications necessary to take care of the case a<0. We now use the method of Haliste [17] . Let U be any subdomain of D such that [0, 1)cU while U is symmetric under reflection in the real axis. Let E be a symmetric arc about 1 in T•OU. Let f be the (unique) holomorphic map of U onto the disc D with /(0)=0 and f'(0)>0. Then f(E) is a symmetric arc of T centred about 1, and its harmonic measure at 0 in D equals its normalized Lebesgue measure. By conformal invariance, this normalized harmonic measure also equals co(0, E; U). Now, as in [17] (but for convenience with reversed boundary values so that Theorem 8.3 would work better), let u=uE,u be the solution of the following mixed Dirichlet Neumann problem on D\[0, 1): Then, gluing two copies of D together along the arc f(E) to form a Riemann surface, and applying the Dirichlet and maximum principles on it, we easily see that qS(E, U) must be strictly decreasing with respect to the length of the arc f(E). But since the length of this arc is proportional to ca(0, 6; U), there must be a strictly decreasing function ~b: [0, oo)--+[0, oc) such that for all E and U as described above we have (s.4) 6; u)) = r u).
Haliste [17, equation (3.6) ] gives an explicit expression for ~b in terms of elliptic integrals. Now, by conformal invariance and the fact that f sends 0 to 0, E onto f(E) and [0, 1) onto [0, 1) (the last assertion being due to the reflection symmetry def of U), it follows that we may instead consider the function sz,g = uE,g of on U and we will have (s.5) r u) --/s IvsE,vl 2 , ) while moreover the function s=sE,u will be the solution to the following mixed Diriehlet Neumann problem on U\[0, 1): If a<0 then we proceed just as above, the main difference being that the map f, instead of taking 0 to 0, is now required to take c~ to 0 (note that the condition if(0)>0 is equivalent to the condition f'(a)>0 since f is to be univalent and our domains are symmetric under reflection in the real axis). Then, instead of considering the solution s=sE,v to (8.6a) (8.6d), we now consider the solution s s~,E,u to the mixed Dirichlet-Neumann problem (8.6a') (8.6d') obtained from 
The partial result on the cutting procedure
Here we shall supply the proof of Theorem 7.1. Our proof depends on the following elementary lemma together with a result of Baernstein [6] . Recall that v~ was defined by (4.5). -oo<t<0) re-sorted left-to-right in decreasing order of one-dimensional measure. Then, Conjecture 4.2 (for DC_D and r=l, which by scaling and Remark 4.1 is the only case that need be considered) is equivalent to the conjecture that if D is circularly symmetric then this sorting of cross-sections ({t} x T)Nf [D] in decreasing order of one-dimensional measure will increase the probability that a Brownian motion started at -oo arrives in {0} x T before touching any other part of the complement of f [D] .
The one-dimensional measure of ({t} • T)A f [D] can be very roughly intuitively thought of as a measure of the likelihood that a Brownian particle crossing the ring {t} xT does not touch the complement of f [D] . Hence we can take these measures to be analogous to the survival probabilities sn of the random walk in [29] , and [29, Theorem 1] will be analogous to Conjecture 4.2, and will indeed intuitively provide some support for our conjecture.
For further discussion of related matters, see [31] .
