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Traditional wireless sensor networks (WSNs) are assumed to employ fixed
spectrum allocation over crowded unlicensed bands which are also used by
other devices. Due to proliferation of wireless devices, communication over
the crowded spectrum bands is becoming increasingly difficult and energy
consuming. Therefore, a need arises to find alternate means to communicate
data for sensor nodes, which are already characterized by resource constraints
and limited communication and processing capabilities.
Cognitive radio (CR) technology can be exploited by WSNs to address the
stated issue. CRs are capable to sense spectrum for vacant bands and access
them by dynamically changing their operating parameters. Moreover, CRs can
operate on both licensed and unlicensed bands in a similar manner. Therefore,
sensor nodes enabled with cognitive radio can opportunistically access multiple
alternate channels to alleviate the associated potential challenges. The use
of cognitive radio networks (CRN) in wireless sensor networks has led to the
emergence of cognitive radio sensor networks (CRSN).
However, the merger of CRNs and WSNs also introduces a new set of
challenges that directly impacts the power consumption level and interference
faced by the sensor nodes. By introducing an additional constraint of restricted
spectrum access, designing energy efficient and spectrum aware protocols for
each layer of the communication protocol stack of CRSN becomes a challenging
iv
task.
The aim of this thesis is to identify and rectify the issues inherent in the
multiple layers of the communication protocol stack. Firstly, an energy efficient
and spectrum aware multi-channel medium access control (MAC) protocol for
cognitive radio sensor networks is proposed. The performance of the MAC layer
is further improved by optimizing MAC layer parameters, namely packet size and
channel selection, to enhance the performance of the proposed MAC protocol.
In the next part, a decentralized cross-layer resource allocation problem is
explored for a cognitive radio sensor network. The proposed algorithm evaluates
the optimal power and rate to maintain their quality of service (QoS) and
quality of information (QoI). The measure for QoS includes interference, bit
error rate (BER), and minimum rate requirement, whereas QoI measures the
error probability in detecting an event.
Lastly, a framework for data aggregation in cognitive radio based wireless
mesh sensor network is proposed. The energy, transmission latency, and data
accuracy tradeoff is addressed by proposing a cross-layer optimization framework
that controls the power, link access, routing, and rate parameters such that the
optimum balance between network lifetime and other QoI and QoS metrics is
obtained.
Overall, this thesis explores the interconnection between several layers of
the CRSN framework. The interconnection is exploited to not only mitigate
the issues inherent in CRSN, but it also further enhances the performance by
optimizing parameters over the layers. Since CRSN is still a relatively new
domain, the findings of this thesis pave way for further research on several other
v
open research issues in this area.
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In the recent past, automation and surveillance applications are becoming
increasingly popular. Many such applications can be enabled by employing
wireless sensor networks (WSNs) [1]–[5] as they provide viable means to perform
the required tasks. Sensor nodes are deployed to sense the environment which
upon occurrence of an event generate and forward reports over the network to
be received by a sink node. Such nodes are equipped with wireless transceivers
that enables them to communicate with each other. Due to the small size
of the devices and the ability to communicate in a wireless manner, such a
network provides a highly practical framework for environment monitoring and
automated systems [6].
Due to these characteristics, WSNs are increasingly being employed by
applications for remote sensing, industrial automation, defense applications,
and utility metering [7], [8]. For example, some famous defense applications are
monitoring friendly forces, battlefield surveillance [9], battle damage assessment,
and nuclear, biological, and chemical attack detection. Environmental
applications of WSNs include chemical and biological detection as well as
tracking the movement of birds, animals, and insects [10], [11]. A wide variety of
1
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home and commercial applications are also available, such as home automation
and environmental and traffic monitoring [12].
However, the realization of sensor networks needs to cope with constraints
introduced by factors such as link connectivity, limited bandwidth, and
processing capability. Moreover, spectrum bands are mostly allocated to fixed
services. But it is shown in [13], [14] that some portions of the bands allocated
to fixed services have become very crowded while other portions of the band
remain vacant. Furthermore, the event-driven nature of communication in WSNs
generally yields a bursty type of traffic, which results in under-utilization of the
transmission medium. This underutilization of the resources generates a need to
allocate the available resources more efficiently. Frequency re-use in the form of
spectrum sharing can help mitigate the issues such as interference and congestion
in bands allocated to fixed services. Research on these issues has led to the
development of cognitive radio (CR) [15]–[17].
Cognition refers to the process or the ability to discern by perceiving and
reasoning with the information available from the environment. Cognition in
wireless communications, termed as cognitive radio networks (CRN), enables
the cognitive device to process the available spectrum information to manage
the resources more intelligently. Cognitive radio is a relatively new frequency
agile technique and is considered a cognizant resource management approach.
Cognitive radio networks generally comprise primary users (PUs) and
secondary users (SUs). The PUs have a valid license to use the band and are
given priority over the SUs, which do not have a license to use the band. CR is
a technique which senses the spectrum, determines the vacant bands and makes
2
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use of the available bands to transmit data. They can operate in both licensed
and unlicensed spectrum. In the licensed bands, a SU (also called CR user) is
given access only when they are not occupied by the PU, and it can access the
band as long as they do not interfere with the PUs.
Although the licensed spectrum is in constant demand and is a rather
expensive resource, it is mostly underutilized. As indicated in [18], some
portions of the spectrum may be fully utilized, even causing congestion, but
most of the channels in the spectrum are rarely used. The unused spectrum
holes can therefore be utilized by the unlicensed users, thereby improving the
performance compared to the overcrowded fixed spectrum allocation. Also,
since cognitive radios dynamically access the available bands and adapt to the
spectrum allocation, it results in better spectrum utilization compared to fixed
spectrum allocation.
In order to mitigate the limitations of the existing WSN architecture,
cognition and artificial intelligence are being increasingly employed in the WSNs.
With cognitive communication in perspective, many limitations of the WSNs can
be overcome. As indicated in [19] and [20], enabling sensor nodes with cognitive
communication can help improve the end-to-end performance of the network
by improving reliability, reducing maintenance cost, and increasing the network
lifetime. The use of cognition in WSNs has led to the emergence of cognitive
radio sensor networks (CRSNs) [21], [22], which is an attempt to combine the
favorable characteristics of WSNs and CRNs.
A typical CRSN scenario is depicted in Fig. 1.1. The network comprises
licensed users, also known as primary users (PU), secondary users (SU) also
3
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Figure 1.1: A CRSN comprising primary users (PUs), secondary users (SUs),
base station and sink node.
referred to as CRSN nodes, base station, sink node, and a common control
channel. The SUs avail the spectrum opportunity to communicate the sensor
information with each other. However, the SUs vacate the licensed channel as
soon as PU presence is detected on it.
As depicted in Fig. 1.2, the CRSN node, unlike typical wireless sensor node,
consists of a CR transceiver. The CR transceiver enables the sensor node to
dynamically change its communication parameters to utilize the idle licensed
channels.
Despite having an advantage over WSNs, cognitive radio enabled wireless
sensor networks have their own limitations [23]. The shortcomings of cognitive
radios can be mostly attributed to the dynamic spectrum access in CRNs.
Moreover, the performance of CRNs is highly dependent on the certain
regulatory constraints that ensure the protection of primary users.
Furthermore, leveraging the dominant characteristics of cognitive radio
4
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Figure 1.2: Cognitive radio sensor node hardware
networks in wireless sensor networks is not as simple as several issues are not
accounted for. For instance, sensor nodes are ill-equipped to carry out successful
dynamic spectrum access. Moreover, cognitive radio networks generally are not
concerned about energy efficiency. The existing physical, MAC, routing and
higher layer schemes can not simply be employed in CRSNs, as they do not
cater to the combined software and hardware requirements of CRNs and WSNs.
Since the research on CRSN is still in rudimentary stages, the challenges
and limitations of the individual components are inherent in the cognitive radio
sensor networks. For instance, energy efficiency is a major concern for the
resource constrained sensor devices. Therefore, the schemes designed for CRSNs
should also be energy efficient and sensitive to the resource limitations of the




In this chapter, based on the premise, the thesis structure will be motivated by
discussing some of the open research issues and the possible solution approaches.
1.2.1 Spectrum Sensing
Spectrum sensing and management is the discerning feature of CRSN as
compared to the WSN. Traditional sensor nodes are not equipped with cognitive
capability and hence are unable to sense and manage the spectrum resource.
CRSN nodes, on the other hand, sense the spectrum for idle channels and grasp
any opportunity to transmit the sensor readings. However, the gains brought
about by spectrum sensing are not without any cost. For instance, spectrum
sensing may increase the transmission opportunities but spectrum sensing and
subsequent results distribution is an energy intensive operation.
The existing spectrum sensing schemes are only designed for cognitive radio
networks [23]–[25]. These schemes cannot be applied to CRSNs as they do not
take into considerations the design requirements of the sensor nodes:
• Hardware Constraints: The CRSN nodes have limited energy and
processing resources which makes the computationally extensive tasks
difficult for the CRSN nodes. The existing cognitive radio techniques
process complicated tasks which cannot be done on the resource
constrained cognitive radio sensor networks.
• Sensing Duration and Reliability: Spectrum sensing is an energy intensive
task [26]. For the devices which are marred by the energy limitations,
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spectrum sensing can prove to be a difficult task. Energy consumed is
directly proportional to the sensing duration, i.e. longer the duration,
the more energy it consumes. Therefore there exists a tradeoff in sensing
duration and accuracy.
In light of the aforementioned tradeoffs, there is a need to devise a new and
improved spectrum sensing paradigm for cognitive radio sensor networks. In
order to reduce the complexity of the existing CRN schemes, techniques such as
hybrid, cooperative, and collaborative spectrum sensing can be utilized. In the
hybrid technique, CRSN nodes first sense the broader spectrum and based on
its results focus on the channels that are more promising. On the other hand,
nodes may also cooperate with each other by sensing and sharing their sensing
results [27].
1.2.2 MAC
Medium access control (MAC) protocols facilitate the wireless devices to access
the communication media [28]–[30]. Numerous MAC protocols exist that take
into account the specific requirements of each network type. For instance, in
wireless sensor networks the MAC is designed with focus on energy efficiency.
Similarly, cognitive radio enabled sensor nodes have certain hardware and
software requirements which cannot be satisfied by the existing schemes. In
order to access the channel, the sensor nodes may need to negotiate and
communicate the control information over one of the available channels before
data transmission. Hence, there is a requirement to design a MAC protocol
appropriate for cognitive radio sensor networks that caters to the design issues
7
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such as silent spectrum sensing periods temporarily inhibiting transmission,
implementation of network wide common-channel, and the means to disseminate
spectrum sensing and decision results.
There exist many MAC protocols for both wireless sensor networks [31]–[33]
and cognitive radio networks [34], [35]. However, the existing schemes cannot
simply be utilized by CRSNs as they do not satisfy the requirements of
CRSN. For instance, the protocols for the CRNs require multiple transceivers
and network wide synchronization, but these requirements contradict with the
characteristics defining the WSNs. Furthermore, they perform poorly under
bursty traffic in densely deployed networks. Therefore, new MAC protocol
schemes are required that can resolve some of the open issues, such as, designing
spectrum aware and energy efficient protocols with minimal control overhead.
1.2.3 Routing
The existing routing schemes in the cognitive radio networks [36]–[38] are more
focused on spectrum efficiency. On the contrary, routing protocols designed
for WSNs are [39]–[41] energy efficient but they are incapable to handle
dynamic spectrum access. Moreover, the existing schemes do not take into
account spectrum mobility, channel switching delay, and rerouting information
dissemination. Therefore, an energy efficient, spectrum aware, and QoS aware





Application layer protocols for the WSNs generally deal with data collection,
fusion, and processing the received sensor readings to extract useful information.
However, the existing schemes are not applicable to the cognitive radio enabled
sensor network as they do not satisfy the requirements of the CRSN framework.
One of the open research issues with respect to application layer is processing
of data received from the sensor nodes in order to detect the event [42]–[45].
Spectrum availability and assignment plays an important role in successful data
transmission and subsequent event detection at the sink node. Therefore, event
detection in consort with spectrum decisions based on the availability should be
investigated as it may enhance the performance of the existing protocols.
Similarly, data aggregation and fusion techniques are of great interest in
WSNs as they help bring about a significant reduction in the communication
cost [46],[47]. Since prevalent studies do not account for the hardware limitations
of the CRSN framework, they cannot be applied on CRSNs. For instance, the
sensor node is incapable of hearing all the data transmissions as the transceivers
may be tuned to different channels; therefore, it may miss out on an aggregation
opportunity.
1.2.5 Cross-Layer Approach
Performance of the existing network designs can be further improved by jointly
designing multiple protocol layers. One or more layers in the protocol stack
take into account the information extracted from the other layers in the stack.
The obtained information helps the layers to adapt their operating parameters.
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For instance, the rate at the transport layer can be adapted based on the link
condition, which is a physical layer parameter. Incorporating cross-layer design
gives the existing network design much needed flexibility which, in turn, results
in improved end-to-end performance. The design concepts are particularly useful
for the energy constrained sensor nodes in WSNs.
As compared to the layered architecture, the interaction between the layers
increases the complexity of the cross-layer architecture. Therefore, for the sake
of simplicity, it would be appropriate if a middle ground between layered and
cross-layered architecture is designed. Such a design may aid in achieving the
optimum performance of the network under consideration. In such a framework,
the key parameter defining the individual layer may be exchanged with the other
layers. Based on the parameter received, the layers may fine tune the operating
parameters local to that layer such that optimum results are obtained.
Existing cross-layer approaches in the WSNs and the CRNs cannot be
directly employed by the CRSN framework as neither of them is equipped with
the hardware or software requirements of the other. For instance, the cross-layer
approach in WSNs may be more focused on increasing the energy efficiency of
the system taking into consideration the limited resources of the sensor nodes.
However, the more pressing issue in the CRNs is efficient and dynamic spectrum
access. Therefore, it would be appropriate to design a cross-layer framework for
the CRSN that takes into account the unique requirements of both, the WSNs
and CRNs. For instance, the physical layer is responsible for sensing the licensed
channels for PU activity. Based on the sensing results, BER, interference,
and energy constraints, it decides on the physical layer parameters which may
10
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maximize the system performance. Similarly, based on the information gathered
from other layers, each layer regulates parameters local to them. For example,
MAC layer may select best transmission channel based on the information from
physical and network layer.
Based on the above analysis, it can be concluded that cross-layer design is
imperative for cognitive radio sensor networks.
1.3 Thesis Goals
The aims of this thesis can be succinctly summarized as follows:
• To identify and provide a solution approach for open research issues
in multiple layers of the cognitive radio sensor network communication
protocol stack.
• Explore the interconnection between the several layers of the CRSN
framework, and use the interconnection to mitigate the issues inherent
in CRSN.
• To address the multiple, conflicting objectives in the CRSN. In particular,
reach an optimum solution for network lifetime, latency, and accuracy
tradeoff in CRSN.
• To harness recent advances in protocol layer architecture that allows more




Figure 1.3: Cognitive radio sensor network protocol stack
1.4 Research Contribution
In this thesis, the parameters from different layer are either jointly or separately
optimized to improve the system performance.
• Since access scheme in CRNs and WSNs are very different and cannot
be used by a unified CRSN framework, an appropriate MAC is proposed
that takes into account different design requirements of both the WSNs
and the CRNs. The proposed MAC protocol uses a single transceiver and
adopts asynchronous duty cycle which makes it suitable for the CRSN.
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Moreover, it adapts the duration of periodic sensing interval during data
transmission to ensure PU protection. Based on the PU related variable
maintained by each user, the nodes select the channel which is least likely
to be interrupted by the PU. It not only ensures PU protection but also
maintains QoS by adapting periodic sensing intervals.
• The results obtained from the MAC protocol suggests that the packet
size effect the performance of the system. Therefore, in order to assess
the effect of packet size on system performance, a distributed joint channel
selection and dynamic packet size optimization scheme specific to cognitive
radio sensor network framework is proposed. The optimization problem is
modeled as a constrained Markov decision process (CMDP). The aim is to
achieve energy efficiency by tuning MAC layer parameters, namely, packet
size and channel selection, such that quality of service (QoS) constraints
are also satisfied.
• Next, a cross-layered architecture is incorporated in the CRSN framework
to exploit the flexible nature of the layered architecture. A cross-layer
framework is proposed to optimize transmission power and rate allocation
such that quality of information (QoI) and quality of service (QoS)
constraints are met.
• The proposed system is further extended to aggregate data on a mesh
based backbone network. Data aggregation has been widely studied in
WSNs but very few algorithms seek to resolve the challenges posed by
cognition. The data aggregation problem is tackled by jointly addressing
13
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the issues of WSNs and CRNs.
• Since efficient aggregation is a complex task, a cross-layer framework is
further atomized to cover link access and network layers.
Overall, the thesis contributions with respect to each layer are as follows (see
Fig. 1.3): physical layer parameters are regulated to ensure that BER is kept
in check and interference experienced by the PUs does not exceed the allowable
threshold. Similarly, MAC layer parameters are optimized to improve energy
efficiency and mitigate contention delays caused by collisions between SUs and
PUs.
Thirdly, next hop decision is taken at the network layer. Routing cost for
different routes is first evaluated based on the information collected from several
layers. Next hop on the least cost route is then selected for transmission.
Flow is controlled at the transport layer by adapting the rate in accordance
with certain QoI and QoS constraints. Finally, application layer is responsible
for topology formation, aggregation, and communicating QoI requirements to
the layers below it.
1.5 Organization
Figure 1.4 depicts the organization of this thesis. A study of related works is
important to provide an understanding of the impact of this research. This is
presented in Chapter 2. Summary of concepts is presented in Chapter 3.
The main contributions of this thesis are divided into two parts: (a) medium
access layer for cognitive radio sensor network comprising Chapters 4-5, and (b)
cross-layer optimization framework for cognitive radio sensor networks consisting
14
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Figure 1.4: Thesis Organization
of Chapters 6-7.
Chapter 4 presents an energy efficient MAC protocol for cognitive radio
sensor networks. In Chapter 5, parameters of the proposed MAC layer are
optimized to further enhance the performance of the CRSN framework.
While optimizing MAC layer parameters, the factors influencing physical
layer are also taken into account. Even though the parameters of the two
layers are not jointly optimized, decision on MAC parameters is made such
that physical layer constraints are met. For instance, it is made sure that MAC
layer parameter should be selected such that the bit error rate (BER) does not
exceed the threshold. This problem is not a cross-layer optimization problem
per se, but by using this framework it was possible to control the parameters
15
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on one layer to satisfy the constraints on the other. This motivated us to use
cross-layer framework to investigate the affect of jointly optimizing parameters
over different layers of the protocol stack.
Based on the premise, a quality of information (QoI) and service (QoS) aware
cross-layer resource allocation problem is explored in the framework proposed
in Chapter 6. The proposed cross-layer resource allocation framework is further
studied for efficient data aggregation in Chapter 7.





A brief overview of the recent advances in the field of cognitive radio sensor
networks is presented in this chapter.
It should be noted that the current research in CRSN mostly focuses on
designing a conceptual framework for CRSNs. In [19] and [48], a CRSN
framework along with its advantages and potential issues is discussed. Energy
efficiency and QoS provisioning in CRSNs is studied in [49], [50], [51] and [52].
However, little work has been done on designing energy efficient and spectrum
aware cross-layer schemes for CRSNs. For instance, in [53], a cross-layer QoS
aware communication framework in cognitive radio sensor networks is proposed
for smart grid applications.
Next, the progress made on the MAC layer of the protocol stack is reviewed.
The literature on exploitation of MAC layer parameters for performance
improvement is reviewed subsequently.
2.1 Medium Access Control Protocols
The MAC protocols for CRSN are very similar to multi-channel MAC protocols
for wireless sensor networks [54]–[57]. These multi-channel protocols can
dynamically assign multiple channels to nodes so that multiple communication
links can be used for simultaneous transmissions in the same region.
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However, the existing multichannel MAC protocols for the WSNs do not cater
to the two aspects that are indispensable to CRSN: (a) preventing a SU from
interfering with the licensed channel PUs, and (b) dynamic spectrum access.
There exist a few state-of-the art protocols for CR networks which have
hardware and energy efficiency considerations. Since multiple transceivers are
not feasible for a sensor node, only single transceiver MAC protocols will be
discussed.
In [58], SRAC is proposed which is single radio adaptive channel algorithm
for wireless ad hoc networks. This scheme adaptively increases or decreases the
transmission bandwidth in order to meet data requirements. But the drawback
of such a scheme is that sensing and negotiation of two different bands incurs a
very high overhead. Moreover, it does not consider the energy efficiency in its
operation.
Hardware constrained MAC (HC-MAC) is proposed in [59], it takes
hardware, sensing and transmission constraints for a cognitive radio networks.
It assumes a common control channel and a single transceiver. HC-MAC models
the sensing process as an optimal stopping problem to limit the sensing for
efficient spectrum sensing and does not require synchronization. However, the
number of control messages is significant and may saturate the control channel
earlier than classical RTS-CTS based MAC protocols. In addition, nodes are
always assumed to be awake which is not suitable for a CRSN network. Since
HC-MAC is an asynchronous protocol, it will be difficult to implement it for a
CRSN where the duty cycles of the nodes are not synchronized.
In [60], OS-MAC is proposed where clusters are formed during the
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initialization phase. Following which, the nodes in the cluster choose a delegate
node chooses the spectrum band for the group and communicates to cluster
members. Data is communicated by the cluster members while the delegate
node listens to the CCC for collection of information on spectrum environment
and updates the members in case there is a change. However, there are two
shortcomings: (1) a huge overhead is incurred while communicating cluster
information to the SUs so they can decide which cluster to join, and (2) delegates
of other clusters do not communicate with each other for efficient spectrum
sensing.
In general, the existing CR protocols do not implement duty cycle for
the nodes to conserve energy dissipated in idle listening, which is compulsory
for sensor networks. There exist only few studies on the CRNs which take
energy efficiency into account [34]. Most of the research deals with bandwidth
efficiency without taking into account the energy costs. Few instances of energy
efficient CR-MAC are MMAC-CR [61] and OSA-MAC [62]. MMAC-CR is
multichannel MAC protocol for cognitive radio networks which uses dedicated
common control channel to synchronize the nodes. The MAC is divided into
two phases: synchronization and sensing phase and data transmission phase.
The node saves energy by entering doze state when node is idle. Similarly,
OSA-MAC is also single transceiver MAC which requires strict synchronization
between nodes. The nodes sense the channels and begin transmission if the
channel is sensed to be idle. If none of the channels are available, node pair goes
to sleep. While, MMAC-CR and OSA-MAC have the advantage to be energy
efficient, they require tight synchronization within the CR network. Moreover,
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MMAC-CR requires multiple transceivers to operate which makes it unsuitable
for CRSN.
In short, existing schemes for cognitive radio networks have several
shortcomings such as idle listening, requirement for multiple transceivers,
dependence on network-wide synchronization, and poor performance under
bursty traffic in densely deployed networks that render them impractical for
CRSNs.
Moreover, relatively less work has been done on designing energy efficient
and spectrum aware MAC protocol for CRSNs [63]–[65]. In [63], authors present
a MAC protocol for CR-WSN without a dedicated control channel. Even though
the proposed scheme achieves better goodput compared to existing CR and
WSN schemes, it fails to improve energy efficiency. Furthermore, nodes are
required to have two transceivers operating synchronously, which results in more
energy consumption. Since the existing CR schemes cannot be employed due to
hardware and energy constraints, these schemes are not applicable to the CSN
framework.
In [64], an optimal energy efficient channel subset selection scheme has been
proposed. The authors also proposed an algorithm for data channel and backup
channel assignment that increases the probability of successful data transmission.
Similarly, in [65], authors proposed a quality of service (QoS) aware MAC
protocol for cluster-based CRSNs. The cluster head allocates data channel and
backup channel to the cluster member such that the QoS constraints are satisfied.
However, the authors do not consider inter-cluster interferences of the assigned
channels and hidden and exposed terminal problems. Furthermore, problems
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associated with channel sensing have not been considered in the cited schemes.
The MAC protocol, CR-WSN MAC, proposed in this thesis uses a single
transceiver and adopts asynchronous duty cycle which makes it suitable for
the CRSN. Moreover, it adapts the duration of periodic sensing interval during
data transmission to ensure PU protection. Based on the PU related variable
maintained by each user, the nodes select the channel which is least likely to
be interrupted by the PU. It not only ensures PU protection but also maintains
QoS by adapting periodic sensing intervals.
2.2 Dynamic Packet Length Control (DPLC)
The material on MAC layer exploitation to control various parameters such as
packet length and channel selection is reviewed here.
(1) Packet Size Optimization: There exist several studies on the packet size
optimization in wireless networks, WSNs and CRNs. For instance, [66]–[70]
investigated the effect of dynamic packet size on 802.11 based wireless systems.
In [66], authors proposed a dynamic packet sizing scheme and show that the
adaptive frame length control can be exploited to improve energy efficiency.
Similarly, in [67] a dynamic packet fragmentation was proposed which matched
channel failure characteristics. On the other hand, the impact of packet size on
metrics, such as throughput and bit error rate (BER) has been explained in [68]
and [69].
In [71], an optimal and energy efficient packet size for the WSNs was
considered. In [72], authors proposed a lightweight dynamic packet optimization
scheme for the WSNs. Furthermore, packet length adaptation scheme employing
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the error estimating codes for low power sensor networks was proposed in [73].
Nonetheless, these schemes are not appropriate for a CRSN framework, as they
do not factor in the PU activity and varying channel conditions.
On the other hand, authors in [74], [75], proposed a dynamic packet
optimization scheme for cognitive radio networks. Performance in terms of
throughput is compared for exponentially distributed and fixed packet sizes
in [76]. However, these optimization schemes cannot be applied to CRSN as
they do not cater to either sensor network or cognitive radio aspect of CRSNs.
Existing adaptive packet size schemes for the WSNs cannot be used in CRSNs
as they do not cater to the issues caused by CR functionalities and specific
requirements of dynamic spectrum access (DSA). Similarly, the existing CRN
packet size schemes cannot be adopted in a CRSN network as they do not
consider the inherent challenges and objective of sensor networks such as energy
efficiency and reliable event detection.
There exists only one packet size optimization scheme for CRSNs [77].
Nonetheless, this approach employs fixed packet length during transmission,
and the packet length selection is dependent only on energy efficiency. The
work presented in Chapter 5 is different as a dynamic scheme is proposed that
selects the best available channel based on channel characteristic, such as the
mean idle time of the channel, and then optimizes the packet length accordingly.
Proposed methodology not only improves the transmission efficiency, but also
the spectrum utilization which, in turn, reduces end-to-end delay and further
improves the energy efficiency.
(2) Channel Selection: Extensive studies have been conducted to investigate
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the effect of channel selection on network performance. In [78]–[83], channel
selection schemes have been proposed with the focus on performance metrics
such as throughput, energy efficiency, and etc.
Authors in [78] and [79] proposed a distributed best fit channel (BFC)
selection scheme, which accounts both the primary channel traffic activity and
the SU activity in the channel selection. In the proposed scheme, the SUs select
the licensed channel which best fits its transmission duration requirements.
In [80], Niyato et al. formulate an optimization problem to determine an
optimal channel selection policy for the secondary user. The SU selects a channel
based on the energy level in its battery and the number of packets in its data
queue.
In [81], based on the PU activity history authors predicted the availability
times of different channels to select the best channels for control and data
transmission.
Similarly, in [83] authors proposed a channel selection framework for the
CRN. The proposed scheme prefers the channel which maximizes probability of
successful transmission, and hence reducing the channel switching delay.
In light of the limitations of existing schemes, an adaptive MAC layer scheme
capable of making informed decision about channel selection and packet size is
investigated in Chapter 5.
Next, literature on cross-layer resource allocation in wireless networks is
reviewed. The review further highlights the need of an appropriate cross-layer
resource allocation framework for cognitive radio sensor networks.
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2.3 Cross-Layer Resource Allocation in Cognitive Radio Sensor
Networks
There exist several resource allocation schemes for the WSNs such as [84]–[88].
The authors in [84] propose a joint optimal design of the physical, medium access
control (MAC), and routing layers to maximize the lifetime of energy constrained
WSNs. However, QoS and QoI are not taken into consideration. In [85], the
authors design a framework to study the affects of jointly optimizing network
lifetime and rate allocation on system performance and energy consumption.
Authors in [87] improve the throughput of the sensor network by cross-layer
power optimization. Similarly, in [88], authors design a cooperative cross-layer
framework comprising routing, MAC, and physical layers with an objective to
minimize the power with constraints on packet error rate. Even though these
schemes propose a cross-layer optimization approach to maximize the network
utility, none of the schemes are QoI aware, i.e., they are unaware of the quality
of data transmitted.
Similarly, there exist many cross-layer resource allocation schemes for wireless
and cognitive radio networks, such as, [89]–[95]. In [89] and [90], the authors
present a distributed cross-layer optimization approach for power and rate
allocation with QoS constraints. Authors in [90] propose cross-layer routing and
dynamic spectrum allocation in cognitive radio ad hoc networks with bounds on
BER. The proposed framework ensures fairness by maximizing the weighted sum
of differential backlogs. Similarly, variations of joint power and rate allocation
schemes are considered in [93]–[95].
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NETWORKS
There are several schemes which take QoI into consideration while allocating
resources. In [96], a QoI aware rate control is proposed for sensor networks,
whereas, in [97], a QoI aware least cost routing tree is proposed. However, none
of the schemes allocate resources in a distributed manner. Centralized schemes
involve extensive control signaling and is difficult to implement in practice as
information from all the nodes is required at the fusion center/sink node.
2.4 Data Aggregation in Cognitive Radio Wireless Mesh Sensor
Networks
In this section, the related work on energy efficient data aggregation in cognitive
radio and wireless mesh sensor networks is reviewed.
There exists extensive literature on wireless mesh sensor networks. However,
very little work has been done on data aggregation in wireless mesh sensor
networks. For instance, in [98], authors propose a data aggregation scheme
that aims to improve the system performance in terms of network delay. In [99],
Tang et al. propose a routing architecture for wireless mesh sensor networks
(WMSN). Similarly, cognitive mesh networks has been studied in [100] and [101],
but schemes facilitating aggregation have not been thoroughly investigated. The
difficulty in aggregating data in cognitive radio networks lies in the fact that the
system also needs to take into account the PU activity while aggregating data.
Data aggregation in wireless sensor networks has been extensively studied.
In [102], a greedy data aggregation algorithm is proposed that increases path
sharing and reduces energy consumption. In [103], a power efficient data
gathering and aggregation protocol is proposed. In [104], an energy efficient data
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aggregation problem through cooperative communication for power constrained
networks is studied. In [105], Li et al. propose partial data aggregation as
an energy saving technique. The tradeoffs among communication delay, energy
consumption and data accuracy of the partial data aggregation technique is
also discussed. However, the proposed schemes do not solve the problem of
dynamically controlling the parameters to obtain the balance between tradeoffs.
In [106], Xiang et al. propose a joint routing and compressed data aggregation
scheme with the objective to minimize network energy consumption. Cross-layer
protocols have also been introduced for data gathering and aggregation. In [107],
He et al. proposed a scheme called JRPRA that solved an optimization problem
to increase network lifetime involving routing, power control and link access
layers. The solution approach decomposed the problem into independent convex
sub-problems for power control, link access and routing.
These schemes cannot simply be used as: (a) they do not cater to specific
requirements of CR-WMSN, e.g. licensed user protection, and (b) aggregation
tradeoff is not addressed.
Furthermore, unlike existing schemes, the scheme proposed in Chapter 7
assumes that the gateway nodes and routers, which form the backbone network,
are resource constrained. Secondly, the data aggregation architecture catering to
the requirements of cognitive radios, wireless sensor networks, and mesh networks
is proposed. Lastly, a cross-layer optimization algorithm is designed that aims to




CRSN Model and Analysis Framework
This chapter summarizes concepts and models that are referred to extensively
throughout this thesis. The algorithms and protocols presented in this thesis
deals with the same network type, i.e., cognitive radio sensor networks.
Therefore, a description of the network and channel model is presented in this
chapter.
3.1 Network Model
A cognitive radio sensor network (CRSN) is depicted in Fig. 3.1. Such a network
consists of the primary users (PUs), base stations, CRSN nodes, and a sink node.
3.1.1 Primary Users
The PUs are the licensed users, and they operate on the allocated spectrum band.
The PU access can only be altered by the base station, and ideally the PU activity
should not be disturbed by the unlicensed users. The overlapping circular regions
in the figure depict the coverage area of each PU, and hence the SUs in those
regions can discover the respective PUs. Moreover, it is assumed that there are
M PUs, and each PU represents a licensed data channel. Therefore, there are
the same number of data channels as there are PUs.
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Figure 3.1: A CRSN scenario comprising primary users (PUs), secondary users
(SUs) which are the sensor, base stations and a sink node. The SUs access the
licensed channel when it is not occupied by the PUs.
3.1.2 Base stations
The base station is a network component which possesses the spectrum license.
Especially, in a cognitive radio network, it acts as a coordinator between primary
user network and the secondary user network.
3.1.3 CRSN Node
The CRSN nodes are the sensor nodes enabled with cognitive radio technology.
Hereafter, CRSN nodes will be referred to as the secondary users (SU). The SUs
in the CRSN, has a dual function, namely, (a) sense the environment, and (b)
sense the spectrum for a transmission opportunity. It is assumed that there are
N SUs in a network. Each node k ∈ N is static and knows its position that is
denoted as (Xk, Yk). Two nodes can communicate with each other if and only




At a given instant of time, the SUs can transmit or receive on a channel only if
it is not occupied by the PU, i.e., the overlay spectrum sharing approach is used.
Moreover, SUs are equipped with half-duplex transceivers that switch among
licensed data channels and a common control channel (CCC). The SUs can either
receive or transmit on the data channel but cannot do both simultaneously.
Furthermore, the SUs can transmit or receive on only one data channel at a
particular time. Therefore, the SU cannot sense or transmit/receive on another
channel if it is currently sensing or transmitting/receiving on a different channel.
Additionally,
3.1.4 Common Control Channel
The proposed protocol employs a dedicated channel for common control channel
(CCC) as the rendezvous where the SUs exchange the control packets for
multi-channel resource reservation. The control channel can be either statically
assigned or dynamically selected. Under the static case, the control channel can
use either the dedicated channel licensed to the SUs or the unlicensed spectrum
band. On the other hand, for the dynamic case, the control channel can select the
most reliable one from the unused channels which are licensed to the PUs [108].
Performance studies [109] reveal that dedicating a common control channel for
the SUs enhances their aggregated bandwidth approximately five times through
the possibility of concurrent transmissions on different channels and reduces
the packet delay significantly. Moreover, it was shown in [110] that the CCC
bottleneck problem can be avoided if the MAC protocol is carefully designed.
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In this thesis, energy detection is employed to discern the PU signal from
noise. The detector measures the energy on the licensed channel during the
sensing phase and decides that the channel is idle if the measured energy is less
than the threshold, and busy otherwise. However, a SU may incorrectly sense
the channel to be idle or busy leading to false alarms and miss-detections. In
the next section, channel sensing model is discussed.
3.2 Channel Sensing Model
Before evaluating the relevant expressions for the channel model, the
probabilities of false alarm and miss-detection are computed. The probability
of false alarm, whereas the channel is sensed to be busy but is in fact idle, is
denoted by α. Similarly, the probability of miss-detection, whereby the channel
is busy but is sensed to be idle, is denoted by β. These values will be used later
to evaluate the expressions for the state transition probabilities.
During the spectrum sensing phase, a SU senses the channels to detect the
PU activity on the licensed channels. The signal on the ith channel, as seen by
the SU, can be written as follows:
yi =

wi + si, if channel is busy (H1)
wi, if channel is idle (H0) ,
(3.1)
where si is the signal strength and wi ∼ N (0, σ2w) is noise described by the
normal distribution with mean 0 and variance σ2.




follows the chi-square distribution. If the sample size n is sufficiently large, then
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Yˆ can be represented as a normal variable. Using the form [111], output of the
energy detector is expressed as follows :
Yˆ =

N (n(σ2w + σ2s), 2n(σw + σs)2), if channel is busy (H1)
N (nσ2w, 2nσ4w), if channel is idle (H0) ,
(3.2)
where σs and σw denote the standard deviation observed for signal and noise
strength respectively. It is to be noted that n is the sample size and can be
written in terms of bandwidth B and sampling time Ts.
Probability of false alarm α can then be evaluated as follows:






Similarly, probability of miss-detection β can be expressed as:
P (Yˆ < YˆT|H1) = 1−Q
(







where YˆT is the signal detection threshold, and Q(.) is the tail probability of the
standard normal distribution.
Next, the primary user and the secondary user activity on the channel will
be modeled. Modeling a channel accurately is indispensable for two reasons:
(a) it protects the primary users from the unauthorized users, and (b) collisions
between the PUs and the SUs can be avoided, which works in the benefit of
the SUs as the number of retransmissions decrease with a decrease in number of
collisions.
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Figure 3.2: Primary user activity on the ith licensed channel.
3.3 Channel Model
Like entities in other electronic and computing systems, the behavior of primary
users may be statistically random. For instance, in cellular voice spectrum,
primary users are driven by human users with predictable patterns in their
actions. The most commonly used model for such primary users is the alternative
exponential ON-OFF model as studies have shown that it approximates the
spectrum usage pattern [112]. The two-state Markov channel is a standard model
used in cognitive radio networks [113], [114], where the arrival and departure
times of the primary users are not known to the secondary users.
The activity of PUs on licensed channels is modeled as Markovian arrival
process (MAP) that alternates between ON (busy) and OFF (idle) periods.
These ON and OFF periods are assumed to be independent and identically
distributed (i.i.d). The duration of ON and OFF periods is exponentially
distributed with mean ON-OFF rate θ and OFF-ON rate φ. For instance, Fig.
3.2 depicts the activity of a PU on ith data channel. The PU activity on the
channel is labeled as PU ON and PU OFF , and the duration of each segment
is dependent on the rates θi and φi.
Since the channel is also used by the SUs, these parameters alone cannot
describe the state of the channel. Therefore, average time it takes for a successful
transmission E[Tsuc] and an unsuccessful transmission E[Tfail] between a SU pair
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is also taken into account while evaluating channel related expressions. Average
time the channel is busy can be expressed as E[Tsuc] +E[Tfail] + 1/θi. Similarly,
average idle time can be written as 1/φi − E[Tsuc]− E[Tfail].
Fig. 3.3 depicts the transitions between channel states. Channel can either be
occupied by a PU or a SU, or it may remain idle. The channel remains occupied
with probability 1 − ξ, and it transitions from busy to idle with probability
ξ. From the idle state, the channel can change state to being occupied with
probability η or it may remain idle with probability 1− η.
Let PONi =
η
η+ξ denote the probability of i
th channel being occupied, and
POFFi =
ξ
η+ξ the probability of channel being idle. Data transmission for a SU
is successful only if channel i is idle 1 − PONi and sensed to be idle 1 − α, and
the PU does not disrupt the ongoing SU transmission. Therefore, E[Tsucc] and
E[Tfail] can be expressed as follows:





= (1− PONi )(1− α)(Tde−θiTd), (3.5)











where Td is the time taken to transmit a packet and Tde
−φiTd is the expected
time the packet from SU spends on the data channel if transmission is successful.
For unsuccessful transmission, the expected time the packet spends on the data
channel is evaluated by integrating over t the probability density function of PU
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Figure 3.3: Data channel model.
activity φie
−tφi . Since transmission is corrupted if a PU appears between the
time transmission starts at t = 0 and transmission ends at t = Td, integral is
evaluated between 0 ≤ t ≤ Td.
Also, if the nodes limit the amount of time a node pair spends in transmitting
data (denoted by Tmax) then E[Tsuc] and E[Tfail] can be expressed in terms of
an inequality E[Tsuc] + E[Tfail] ≤ Tmax. This inequality together with E[Tsuc]
and E[Tfail] can be used to evaluate the channel state transitions (η and ξ) and
subsequently PONi and P
OFF









ON-OFF rate of the channel. Using renewal theory, the channel state transition
is written as follows [114]:
C =
 HΞ+H + ΞΞ+He−(Ξ+H) ΞΞ+H − ΞΞ+He−(Ξ+H)
H
Ξ+H − HΞ+He−(Ξ+H) ΞΞ+H + HΞ+He−(Ξ+H)
 . (3.7)
C0,1 is the probability of transition for the channel to change from idle to busy
state η, whereas C1,0 is the probability of transition from busy to idle state ξ.
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Therefore, PONi and P
OFF












1/φi − E[Tsuc]− E[Tfail]
1/φi + 1/θi
. (3.9)
As stated earlier, owing to the channel sensing error, the sensed state of the
channel may be different from the actual state of the channel. The presence of
one or more PU or SU may be miss-detected i.e. the channel is sensed to be idle,
but in fact it is occupied by one or more PU or SU. Similarly, the channel may
be sensed to be busy but is idle. As mentioned above, for channel sensing, the
miss-detection probability is denoted by β, while the probability of false alarm
is denoted by α. The expression relating actual states with sensed states is
computed using the form in [115]. The transition of the joint actual and sensed
channel is expressed as follows:
Cs =

C0,0(1− α) C0,1β C0,0α C0,1(1− β)
C1,0(1− α) C1,1β C1,0α C1,1(1− β)
C0,0(1− α) C0,1β C0,0α C0,1(1− β)
C1,0(1− α) C1,1β C1,0α C1,1(1− β)

. (3.10)
The first row of the matrix Cs is for the case that the channel is idle and is sensed
to be idle. The second row is for the case that the channels is occupied but is
sensed to be idle. The third row, on the other hand, is for the case that the
channel is idle but is sensed to be occupied. Lastly, the fourth row is for the case
that the channel is occupied and is sensed to be occupied.
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The steady state probability vector is computed by solving a set of equations
involving Cs. Let −→C denote the steady state probability vector of the actual and
sensed channel state transition matrix Cs. This vector is obtained by solving
−→
C TCs = −→C T and −→C T−→1 = 1. Then the transition of the sensed channel state
can be expressed as follows:
Cas (0, 0) =
C(1)(C0,0(1− α) + C0,1β) + C(2)C1,0((1− α) + C1,1β)
C(1) + C(2)
,
Cas (0, 1) =
C(1)(C0,0α+ C0,1(1− β)) + C(2)(C1,0α+ C1,1(1− β))
C(1) + C(2)
,
Cas (1, 0) =
C(3)(C0,0(1− α) + C0,1β) + C(4)(C1,0(1− α) + C1,1β)
C(3) + C(4)
, (3.11)
Cas (1, 1) =
C(3)(C0,0α+ C0,1(1− β)) + C(4)(C1,0α+ C1,1(1− β))
C(3) + C(4)
.
The expressions for channel transition probabilities are used to evaluate
performance metric such as throughput, delay and network lifetime in later
chapters.
3.4 Modulation and Signal Fading Model
In the subsequent chapters, metrics such as bit error rate (BER) will be
evaluated. Therefore, it would be appropriate to describe the channel fading
and modulation model used for the CRSN framework.
3.4.1 Rayleigh Fading
The term fading is referred to as the attenuation of the signal as it propagates
through the medium. In this work Rayleigh fading channel is considered, where
a signal attenuates such that it follows Rayleigh distribution.
If a variance σ2k is assumed for the received signal then for a Rayleigh fading
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2/(2σ2k), x ≥ 0, (3.12)
where Pˆr = 2σ
2
k is the average received signal power of the signal, i.e. the
received power based on path loss and shadowing. Thus, the received signal
power is exponentially distributed with mean 2σ2k
It is realistic to assume Rayleigh fading channel for communication over
long distance. Similarly, it is reasonable to assume AWGN channel model for
communications over short-distances. However, if the sensors are located in a
dense scattered environment even the short-range communications may best be
modeled by a fading channel. Rayleigh fading channel provides a more realistic
model when there are many objects in the environment that scatter the radio
signal before it arrives at the receiver. Therefore, it is appropriate to use a fading
channel even for short-range communications.
3.4.2 Binary Non-coherent Frequency Shift Keying (FSK)
Receiver functions employ techniques to estimate signal-to-noise ratio (SNR).
The objective of such functions is to decode the signal sent by the transmitter
and estimate the range of the source. Furthermore, non-coherent demodulation
is used to reduce circuit consumption of energy, which is an appropriate
demodulation scheme for the resource constrained sensor nodes [117]. Therefore,
in this thesis, the Rayleigh fading channel is assumed, which employs frequency
shift keying (FSK) non-coherent demodulation to estimate the received SNR.
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3.4.3 Evaluation of Bit Error Rate (BER)
The average probability of error is used as a performance metric. The averaged
probability of error is computed by integrating the error probability in Rayleigh





where γ is the received SNR, p(γ) = 12e
− γa
2 is the BER for non-fading channel
FSK [118], and pe(γ) is the probability of symbol error in Rayleigh fading channel
with SNR γ. The probability of symbol error pe(γ) is evaluated in the later
chapters.
These expressions are used in the optimization problems discussed in




A MAC Protocol for Cognitive Radio Sensor Networks
In this chapter, a medium access control (MAC) protocol is proposed, which
addresses the pertinent issues in the realization of access schemes in CRSNs. The
need for an appropriate access scheme in CRSNs is first highlighted, followed by
the details of proposed MAC scheme.
4.1 Motivation
The literature survey conducted in Chapter 2 suggests that the existing schemes
cannot be utilized by the cognitive radio sensor network (CRSN) framework.
The major reason being that none of the schemes jointly consider the specific
requirements of the WSNs and CRNs.
Traditional MAC protocols for WSNs are dependent on the parameters
obtained from the carrier sensing done at physical layer. However, in case
of CRSNs, a holistic knowledge of spectrum availability is required to make
informed decisions.
Moreover, as compared to the WSN schemes, CRSN nodes are supposed
to determine the cause of collision, i.e., whether the packet collided with a
PU, or a SU [119], [120]. In case the collision is caused by the emergence of
the PUs, the CRSN nodes are required to vacate the channel immediately. In
short, the existing WSN MAC protocols cannot simply be used as the CRSN
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node must now handle additional aspects such as broadcast over a network-wide
common channel, methods to determine the cause of the collision, and the need
for a high-priority access mechanism for the distribution of spectrum sensing and
decision results.
Sensor nodes cannot function as a software-defined radio (SDR) equipped
SU nodes because of the power, computation, sensing, and accessing constraints
inherent in WSNs. Hence, hardware constraints and energy considerations
inhibit the exploitation of existing CR based schemes in CRSNs [121].
Hence, it is necessary to propose a MAC protocol which satisfies the specific
requirements of the constituent domains, namely, CRNs and WSNs.
4.2 Objectives and Contributions of CR-WSN MAC
In this chapter, a spectrum aware and energy efficient MAC protocol for cognitive
radio sensor network is proposed. The means to reduce energy dissipation
mainly include minimizing the control overhead, decreasing the duty cycle, and
employing efficient collision avoidance mechanism. The details of the cognitive
radio wireless sensor network MAC (CR-WSN MAC) are presented in the
following sections.
The main contributions of this work are stated as follows:
• An asynchronous MAC for cognitive radio sensor networks is proposed that
satisfies the requirements of both cognitive radio and sensor network.
• The spectrum sensing and result dissemination process is proposed for the
CRSN framework. Moreover, the means to determine the cause of collision
in CRSN is also discussed. This feature is imperative for the successful
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Figure 4.1: Cognitive radio sensor node sleep/awake cycle
retransmission in case of a collision.
• An analytical framework for CR-WSN MAC protocol for CRSNs is
formulated.
• The performance of the protocol is evaluated in terms of throughput,
energy, and packet transmission delay. The expressions for the performance
metrics are evaluated using the stationary probabilities.
4.3 CRSN MAC Protocol Design
In this section, an energy efficient and spectrum aware MAC protocol for
CRSN (CR-WSN MAC) is presented. The objective of the proposed protocol
is to provide an energy efficient communication environment for the resource
constrained sensor nodes. Following two methods are employed to improve
energy efficiency of the network: (a) duty-cycle, and (b) asynchronous
communications amongst nodes.
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4.3.1 Duty Cycle
Duty-cycle is the percentage of one period or cycle in which a SU is active. A
cycle is the time it takes for a node to complete an asleep-awake cycle. In this
way, it is ensured that the sensor nodes save energy by going back to sleep when
it is idle.
4.3.2 Asynchronous Communication
The cycles of the nodes are not synchronized, i.e., the nodes may not be asleep
or awake at the same times. Asynchronous communication avoids the overhead
involved in synchronizing the cycles of all the sensor nodes. The overhead
becomes particularly large as the size of the network increases.
Therefore, a duty-cycle based energy efficient asynchronous multi-channel
MAC for the underlying sensor network is proposed. The duty-cycled approach
is similar to [122] and [123], which avoids the synchronization overhead.
Additionally, the proposed protocol sends a series of short preamble packets
on the CCC instead of an extended preamble like B-MAC. The short preamble
packets carry the address information of the destination node along with channel
sensing results. Consequently, non-destination nodes can go to sleep as soon as
they hear the first short preamble, instead of remaining awake until the extended
preamble ends. Moreover, the destination node can reply with an ACK and
channel ID in between two successive short preambles to stop the preamble and
start the data transfer on the indicated data channel.
As depicted in Fig. 4.1, each sensor node follows a sleep/awake cycle. The
cycle length T is fixed, however, the duration of sleep/awake phase may vary
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Figure 4.2: MAC for cognitive radio sensor network.
every cycle. For instance, if T is fixed at 200ms and duration of awake phase in
one particular cycle is 105ms then the duration of sleep phase will be 95ms.
Furthermore, the awake period is further divided into three phases: (a)
spectrum sensing phase, (b) channel negotiation phase, and (c) data transmission
phase respectively.
4.3.3 Spectrum Sensing Phase
During the spectrum sensing phase, the SU senses the channels to detect the PU
activity on the licensed channels. Primary signal is typically much higher than
the secondary signal. The coverage area of a PU spans from several miles to tens
of miles, and its transmission power ranges between hundreds and thousands of
Watts [124], [125].
Secondary users, on the other hand, are cognitive radio enabled wireless
sensor networks. Each sensor node is assumed to have a transmission range of
a few hundred meters and a transmission power ranging between a few hundred
milliwatts to a few watts. Therefore it is fairly simple to distinguish the SU
signal from the PU signal.
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Figure 4.3: Comparison of expected channel negotiation time (TCN ) for different
number of subsets (msub).
At the start of the sensing phase, the SU senses a subset of the channels and
maintains the status of each channel in the subset in a vector. The total number
of data channels is divided into msub unique subsets where each subset has equal
number of channels, and all the subsets have different channels. Data channels
are sensed in a particular order such that the order of the sensed data channels
in channel vector prepared by each SU is the same. The information regarding
the number of subsets msub and the elements comprising the subsets is known
by the SUs a priori.
After sensing the first subset, the SU sets a timer Tactive, and listens to CCC
for a transmission request from other nodes until the timer expires. If no request
is received, and the node has no internal data to transmit to other nodes, it sets
a sleep timer Tasleep and goes to sleep. In this scenario, the node directly enters
the sleep phase and duration of both channel negotiation and data transmission
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phase is zero time units.
It is to be noted that the most important and unresolved issue in spectrum
sensing is a receiver uncertainty problem [17], [126]. This situation arises
when the SU is out of range of the PU transmitter but is within the range
of the PU receiver. With the local observation, cognitive radio (CR) users
cannot avoid the interference to the primary receivers due to lack of location
information. Generally a cooperative sensing scheme method is known to be
more effective in mitigating the receiver uncertainty problem. In this thesis, the
receiver uncertainty problem is not solved directly. However, a network wide
common control channel (CCC) is used by sensor nodes to communicate control
information with other nodes. The preamble messages contain the destination
ID and the list of sensed channels, any awake node listening to the CCC can
hear the preamble messages and update the local sensing vector with the results
of the one broadcasted on the CCC. This increases the probability of correctly
identifying the primary receiver. However, this scheme does not ensure that the
receiver will not be affected altogether.
4.3.4 Channel Negotiation Phase
A different set of actions are followed if the node receives a data request
(preamble) from another node before the timer expires (see Fig. 4.2). It is to be
noted that the preamble packets consist of destination ID and channel availability
vector with the respective channel weights. Upon receipt of the preamble packet,
receiver chooses one of the data channels common to both transmitter and
receiver. Receiving node resets the timer and informs transmitter of the decision
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by sending an acknowledgment (ACK) over the CCC. The ACK message also
contains the ID of the data channel to be used. The data transmission therefore
begins on the selected data channel.
However, if the receiver finds that there is no common data channel between
the sender and the receiver, it informs the sender by sending an acknowledgment
with no channel ID (ANC) over the CCC . Upon sending/receiving an ANC, both
the receiver and the sender scan and prepare the channel availability vector
for the second subset of data channels. Once the scan is complete, sender
transmits the channel vector to the receiver over CCC. The receiver compares
the two channel vectors and sends an ACK on the CCC if a common channel is
found. Otherwise, the receiver sends ANC and same steps are followed until a
common channel is found. In case there are multiple common channels available,
receiver node selects the best channel for data transmission. The channel quality
is characterized in terms of number of successful transmissions on it and the
periodic sensing interval TPS .
Assuming that the time required to sense all the data channels is Ts, and the
control overhead involved in every transmitter-receiver negotiation is COH then






Ts + (msub − 1)COH . (4.1)









msub − 1 . (4.2)
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Figure 4.4: Timing diagram of CRSN MAC.
Therefore, as depicted in Fig. 4.3, if the condition in (4.2) is met then the
proposed method of channel sensing will perform better than the schemes which
incorporate the channel sensing of all the data channels at the same time.
4.3.5 Data Transmission Phase
Transmission on data channel is broken down into intervals of packet
transmission and channel sensing. Periodic channel sensing is required to
minimize the interference between the PU and the SUs. If presence of PU is
detected by both the sender and the receiver, the transmission on the particular
data channel is terminated, and the packet is re-transmitted following the same
steps.
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Finally, the end of transmission (ENDd) is broadcasted over the CCC, and
all other nodes listening to the CCC will update their channel state vector
accordingly. ENDd is broadcasted on the CCC irrespective of whether the
transmission was successful or not. However, ENDd contains an identifier
which indicates the latest sensing information obtained by the node pair during
transmission on the data channel. Fig. 4.4 depicts communication flow between
node A and node B.
In this particular example, there are four data channels and the number of
subset msub is 2. Upon wake-up, node A senses the first subset, i.e. channels 1
and 2, and starts sending the preamble messages to node B over the CCC. As
soon as node B wakes up, it too senses the channels in the first subset following
which it listens to the CCC for data request. Upon receiving a preamble message
from node A, node B compares the two channel availability vectors to decide on
a common data channel. However, in this case, node B does not find a common
channel so it sends ANC to node A over CCC. Upon receipt of the ANC, both
node A and node B sense the channels in the second subset. Node A then sends
a preamble message with new sensing results to node B over CCC. Node B
compares the two vectors and sends the ID of the common data channel in an
ACK. Both node A and node B tune their transceivers accordingly, and the data
transmission begins on the selected data channel. The end of data transmission
ENDd is broadcasted over the CCC.
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4.3.6 Periodic Channel Sensing and Channel Switching
Periodic sensing during data transmission not only consumes energy but also
increases the data transmission delay. However, it ensures that the interference
with PU is minimized. Hence, there exists a trade-off between network
performance and PU interference protection. Since the PU inter-arrival is
different for each channel, a need is felt to optimize the periodic sensing
interval. For instance, if the SUs collide with PUs more often then the interval
between each channel sensing task should be decreased so as to cause minimum
interference to the PU. On the other hand, if channel does not encounter collision
very often, the periodic sensing interval can be increased, thereby reducing the
transmission delay and energy consumed during the data transmission phase.
Every time there is a successful transmission, the node pair notes the channel
and increases the periodic sensing interval by a fixed value. Let U be the number
of times channel is sensed during data transmission. If the data transmission is
successful then Ui for the i
th channel is updated by decrementing a small step
size δ.
Ui = min[0, Ui − δ] (4.3)
The node remembers the updated periodic sensing interval for future use.
However, in case of a collision, node pair decrement the periodic sensing interval
49
CHAPTER 4. A MAC PROTOCOL FOR COGNITIVE RADIO SENSOR
NETWORKS
by increasing Ui.
Ui = Ui + δ (4.4)
Therefore, the periodic sensing interval TPSi of the i






where Td denotes the time taken to transmit data on the channel.
In case of a collision, the sender-receiver pair chooses the second best channel
to continue the data transmission. The nodes sense the selected channel and
transmit the data if the channel is sensed to be idle.
4.4 Analytical Performance of MAC
In this section, the theoretical analysis of CR-WSN MAC protocol is presented.
A two-dimensional Markov model for changing channel conditions and queues of
duty-cycled nodes with a fixed cycle length is proposed.
Before further details on the analytical model are provided, the basics of
Markov chains and the feasibility of using it as an analytical tool is discussed:
4.4.1 Markov Chain as an Analytical Tool
A sequence of random variables Xˆ1, Xˆ2, ..., Xˆn over time is termed as a process.
Such a process is termed as Markov chain if it adheres to the Markovian property,
that is, the past, present, and the future states that the random variables take
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are independent of each other. It is mathematically expressed as follows:
P [Xˆn+1 = j|Xˆn = i, Xˆn−1 = in−1,...,Xˆ0=i0 ],
= P [Xˆn+1 = j|Xˆn = i].
The set of values that random variable Xˆi can take is countable and is referred
to as the state space S of the chain.
Generally, Markov chains are represented as a directed graph, where each
vertex denotes the state a random variable can take, and they are connected via
weighted edges. The weight of each edge is the probability of transition from one
state to another. A state j can be accessed from state i only if the edge weight
connecting the two states is greater than 0.
If the transition probabilities do not change over time then the Markov chain
is referred to as time-homogeneous. In this case, the transition probabilities
between different states is represented as a single, time independent transition
probability matrix T . The stationary distribution of such a matrix is denoted
by a vector pi and it satisfies the following:
0 ≤ pij ≤ 1, (4.6)∑
j∈S





where pij is the probability of transition from state i to sate j.
The analytical model to investigate the performance of CR-WSN MAC is
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based on the Markov chain model described above. The metrics considered to
guage the performance are throughput, delay, and energy consumption. The
metrics are all dependent on the successful packet transmission rate, which in
turn is evaluated using queue dynamics and channel activity.
In literature, both queue dynamics and channel activity have been modeled
using the Markov chains [127], [128] to evaluate the performance metrics of the
proposed schemes. Therefore, in the subsequent section, the queue dynamics
and channel activity are evaluated using the basics of Markov chains.
4.4.2 2-Dimensional Markov Chain Model
The proposed model assumes that:
• packet arrival process at each node is independent and identically
distributed.
• each node has a finite queue.
• the node can transmit only once per cycle.
• every node has a constant probability of transmitting a data packet in a
cycle regardless of any node’s queue length.
The proposed Markov model has finite number of states, each of which represents
a different status of the node, i.e. queue and the data channels, as seen by the
sensor node when it wakes up.
The state space of the 2-D Markov chain comprises the number of available
channels and the number of packets in the queue as observed by the sensor node
at the beginning of each cycle. Each state s is described by a tuple s = {M,Q}
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Figure 4.5: State transition diagram.
where M ∈ (0, 1, ..,M) is the number of available channels and Q ∈ (0, 1, ..., Q)
is the number of packets in the node’s queue.
The model has (M+ 1)×(Q+ 1) states, where M is the maximum number
of available data channels and Q is the maximum queue length of the node. Fig.
4.5 shows the possible transitions from one state to another state.
4.4.3 Markov Chain Analysis
When the queue is not empty and at least one data channel is idle; a node
will attempt to access the media to transmit preamble and eventually DATA
packet. A DATA packet is removed from the queue either when it is transmitted
successfully, or when a maximum number of retransmissions has been reached.
Also, a DATA packet is dropped when the queue overflows. Next, the expressions
for transition probabilities will be evaluated. These expressions will be used later
to analyze the system performance.
Before evaluating the transition probability matrix T , the individual
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Figure 4.6: Transition probabilities for the number of observed busy and idle
channel in each cycle.
transition probabilities of queues and channels are evaluated.
First, the transition probabilities for the number of idle and busy channels as
sensed by the node is evaluated. Transition of an individual channel has already
been discussed in Section 3.3. Transition probability matrix of sensed channel
states Cas (3.11) will be used to evaluate state transition matrix. Let ηˆ denote
Cas (0, 1) the transition of sensed channel from idle to busy, and ξˆ denote Cas (1, 0)
the transition of sensed channel from busy to idle.
Eq. 4.9 defines the probability of h channels leaving the pool of F busy
channels, which are occupied by either PUs or SUs (see Fig. 4.6).






Eq. (4.10), on the other hand, evaluates the probability of h channels leaving the
pool of G available channels. Such a scenario arises when the node under analysis
has a packet to send, and it either transmits the packet in the current cycle with
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probability pˆ or it defers the transmission till next cycle with probability 1− pˆ.










× (ηˆ)h−1(1− ηˆ)G−h (4.10)
Using Eq. 4.9 and Eq. 4.10, the transition probabilities from one state to another
can be described as follows:




for j ≥ i, i = 0, 1, ..., Q (4.11)
Eq. 4.11 defines the transition probability of j − i packets arriving while all
the data channels are busy, therefore, inhibiting packet transmission. It is to be
noted that packet arrival is a Poisson process with mean Λ.
Eq. (4.12) is the transition probability of z − k data channels becoming idle
and j− i packet arrivals in the current cycle. If the number of available channels
in the next cycle is greater than the current cycle then the transition probability
is computed as follows:












l − z + k
)
ηˆl−z+k(1− ηˆ)z−l + pˆ
(
k − 1
l − z + k − 1
)
ηˆl−z+k−1
× (1− ηˆ)z−l Λ
j − i+ 1
)
,
for j ≥ i, i = 0, 1, ..., Q, k = 0, 1, ...,M, z = k, k + 1, ...,M− 1. (4.12)
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However, if the number of available channels in the next cycle is smaller than
the current cycle then the transition probability is computed as follows:












for j ≥ i, i = 0, 1, ..., Q, k = 0, ...,M, z < k. (4.13)
Both, Eq. 4.12 and Eq. 4.13, take into account three possible scenarios
responsible for change in state: (a) some channels leave the pool of busy channels
(Eq. 4.9), (b) some channels leave the pool of idle channels (Eq. 4.10), and (c)
the node under analysis may or may not utilize the channel for transmission.
For instance, in Eq. 4.12, either exactly z−k channels become idle and the node
decides not to transmit any packet, or (a) l channels leave the busy channel
pool, (b) l − z + k channels leave the idle channel pool, and (c) out of l − z + k
channels, one channel may be utilized for transmission by the node under analysis
and l − z + k − 1 channels enter the busy pool or all l − z + k enter the busy
pool after being occupied by either PUs or other SUs.
In case, there is no packet arrival and the node decides to transmit a packet
in the current cycle, the state of buffer changes from i to i−1. Eq. 4.14 evaluates
the probability of buffer transition from i to i− 1 and z − k channels becoming
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idle.










for j = i− 1, i = 0, 1, ..., Q, k = 0, 1, ...,M, z = k, k + 1, ...,M− 1. (4.14)
On the other hand, Eq. 4.15 evaluates the probability of buffer transition from
i to i− 1 when z is smaller than k.










l − k + z
)
× ξˆl−k+z(1− ξˆ)M−l−z,
for j = i− 1, i = 0, 1, ..., Q, k = 0, ...,M, z < k. (4.15)
Since the node can transmit at most one packet in a cycle, the probability of
buffer length reducing by more than one packet in a cycle is as follows:
P(k,i) → P(z,j) = 0, if j < i− 1 (4.16)
P(M,i) → P(M,j) =
Λj−i
(j − i)!e
−Λ(1− pˆ)(1− ηˆ)M. (4.17)
Lastly, Eq. 4.17 evaluates the probability when all the channels, in the current
and subsequent cycle, are available i.e k = z = M. Since channel state does
not change, the node does not transmit any packet. Therefore, in this case,
P(M,i) → P(M,i−1) = 0.
Fig. 4.7 depicts the cumulative probability distribution for the transition
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Figure 4.7: Cumulative distribution function of the stationary distribution.
from one state to another. In this case,M was set to 6 and buffer size Q was set
to 10. Hence, the total number of states, in this case, is (6 + 1)× (10 + 1) = 77.
Markov model has a unique stationary distribution pi = (pi0,0, pi0,1, . . . , pii,j ,
. . . , piM,Q). Since the Markov model is irreducible and aperiodic, the stationary











pik,i = 1. (4.19)
The stationary distribution will be used in the subsequent sections to compute
performance measures of the proposed protocol.
The expressions evaluated for the system performance are partially based
on the performance analysis of X-MAC [123], an asynchronous preamble based
MAC, in [129].
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Throughput Analysis
The transmission is successful if:
• node does not collide with other contending nodes;
• CCC is free;
• at-least one data channel is available for transmission;
• data transmission is not interrupted by the PU.
Let N be the number of SUs in the system, T be the cycle length, Td be the
length of useful data, Tactive be the time node is awake, and (1 −
∑M
i=0 pii,0 −∑M
j=1 pi0,j) be the probability that the node’s queue is non-empty or at-least one
of the data channel is available. The probability of successful contention of CCC,
Pno-coll, is computed first.
Pno-coll is the probability that the node wins the contention of CCC and
sends preamble messages to the intended node until it receives an ACK. At node
wake-up, if a node has packets in its queue and the channel is free then the node
can successfully transmit preamble messages on the CCC if: (a) no other node
in the network wake up at the same time, or (b) some nodes wake up at the
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In addition to that, the probability of CCC being free is also computed,
PfreeC. It can be evaluated as a ratio of expected length of time CCC is free




In order to calculate EfreeC, the average time between the preambles of
two successive transmissions should be computed. The duration between the
preambles of two successive messages may span a certain number of cycles, say
n cycles. In the (n + 1)th cycle, some node(s) may start to transmit at time
instant t. The duration of such an event can be expressed as nT + t, and the
probability of this event, PfreeC(n, t), can be obtained as:









































(nT + t)PfreeC(n, t)dt. (4.22)
Similarly, if the channel is free for n cycles and t time units, the probability that
a transmission is successful is P sucbusy(n, t), and the probability that a collision
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occurs is P colbusy(n, t) and is expressed using the form in [129]
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In this case, the average busy interval between two successive control
transmissions on the CCC is denoted by EbusyC. It is calculated as a sum of the
average length of a successful control transmission TCN times the probability of
a successful control transmission, and the length of a colliding transmission T














the probability of successful packet transmission Psucc is computed
Psucc = PfreeC × Pno-coll × (1− e−θiTd). (4.26)
The throughput is defined as the amount of data successfully transmitted, and
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Delay Analysis
Packet delay of the proposed protocol can be expressed in terms of queuing and
contention delay. Queuing delay is the time a packet has to wait in the queue
DQ whereas the contention delay DC is the time it takes for the node to contend
for the channel and transmit a packet. Therefore, packet transmission delay can
be expressed as


















The energy consumed in each cycle is the aggregate of energy consumed in
receiving a packet, sending a packet, spectrum sensing, and overhearing by a
non-destination node. In this section, the average energy consumed by nodes in
a cycle of length T is evaluated.
If a node has packet to send it will first sense the spectrum for available
channels, if atleast one channel is free the node will then contend for the CCC
and send a packet with probability pˆ. It first sends a preamble for time Tpre
and then listens to the media for a response from the destination node for Tack
units of time. For an asynchronous duty-cycled MAC, the average time for
successful transmission is T/2 + Td [129], [130], and for colliding packet it takes
T for the sender to communicate data. Therefore, for successful transmission,
62
4.4. ANALYTICAL PERFORMANCE OF MAC




used for transmitting the preamble message, whereas TackTpre+Tack of T/2 is used in
listening for an ACK from the receiver.
Let er and et be the energy consumed in receiving and transmitting data,
and esense be the energy consumed in sensing the channels. The energy
consumed in channel negotiation phase is sum of channel sensing and channel





. The energy expression for
successful transmission is computed as follows:
E1 = esense + Psucc
(












In case of unsuccessful transmission,
Tpre
Tpre+Tack
of T time units is spent in
sending preambles and TackTpre+Tack of T time units is used in listening for an ACK.
In addition to that, energy is also consumed in transmitting the data packet
which is interrupted by the PU arrival. During packet transmission, the channel
is sensed periodically for PU activity and transmission between secondary users
is terminated if PU activity is detected.
Let δˆ denote the interval after which channel is sensed by the SUs and U
be the number of times channel is sensed during data transmission then energy
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consumed in unsuccessful transmission can be computed as follows:




















On the other hand, after waking up, the receiver will first sense the spectrum
and the listen to the CCC for preamble. The receiver may start listening to
CCC when the sender is either sending the preamble or waiting for an ACK. The
receiver therefore, on average, waits for
Tpre+Tack
2 time units before it receives the
preamble. Data packet is sent only if at-least one data channel is available and
there is no collision on the CCC. The energy consumed in successful reception
can be evaluated as follows:




































Lastly, upon wake-up, a node may find the CCC free. It then waits for time
Tactive for a transmission request. A node goes back to sleep if it does not receive
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a request in Tactive time units or it hears un-intended preamble. In this case, the
average energy consumed is as follows:



















The total energy consumed every cycle is therefore computed as follows:
E = E1 + E2 + E3 + E4 + E5. (4.36)
4.5 Simulation Setup
The cognitive radio sensor network constitutes primary users, cognitive radio
enabled sensor nodes, and base station. A deployment area of 200x200m is
assumed. The coverage area of each CRSN node is of radius 10m, whereas,
the coverage area of PU base station is of radius 50m. All the network devices
are assigned random positions during the initialization phase of the simulations.
Based on the assigned locations, each node evaluates a set of nodes within in its
transmission range.
The CRSN is simulated in MATLAB [131], where each node is connected
with the nodes within its transmission range. The sender may randomly select
a destination node. Packet arrival is modeled as a Poisson arrival process with
arrival rate Λ = 1 per cycle. Details of simulation setup can be found in Table
4.1.
In order to improve the accuracy of the obtained results and achieve values
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Table 4.1: CR-WSN MAC Simulation setup.
Parameter Value
# of PUs M 6
# of CRSN nodes N 100
# of events per cycle Λ 1
Cycle length T 200 ms [129]
Packet length 100 bytes
PU OFF-ON rate θ 0.08
PU ON-OFF rate φ 1.4
Packet transmission probability P 0.9
er, et and esense 10,15 and 40 mJ
Time taken to transmit 1 byte 0.5 µs
Preamble length 5 bytes
ACK length 10 bytes
(a) Theoretical and simulation results for
throughput for varying cycle lengths for SU=20.
(b) Simulation results for throughput for
varying cycle lengths and network sizes.
Figure 4.8: Throughput for varying cycle length.
within 95% confidence interval, the simulation is run 30 times, each time with
different initial CRSN and PU positions and then averaged the results of each
iteration.
In order to validate the theoretical performance of the proposed MAC scheme,
the theoretical results are compared with simulation results.
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(a) Theoretical and simulation results for
throughput for varying packet sizes for SU=20.
(b) Simulation results for throughput for
varying packet sizes and network sizes.
Figure 4.9: Throughput for varying packet size.
4.6 Performance Analysis and Discussion
Figs. 4.8-4.11 depict the effect of varying cycle length T and packet size Td
on throughput, delay, and energy of the proposed system. Fig. 4.13, on the
other hand, compares the performance of CR-WSN, in terms of throughput
and energy, with a multi-channel MAC for WSN (MCMAC) [56] and CSMA
based MAC protocol for CRSNs [109]. MCMAC was chosen as a reference
as it is also a multi-channel protocol which requires only one transceiver per
node. Moreover, MCMAC has the ability to dynamically assign channel for
transmission to a sensor node, which allows multiple nodes to access multiple
channels simultaneously in the same region. Therefore, MCMAC serves as a
good benchmark for performance comparison. On the other hand, CSMA MAC
is a MAC designed for cognitive radio sensor networks which relies on dedicated
CCC for communication of control information. One of the drawbacks of this
scheme is that it does not incorporate duty cycle to conserve energy during idle
listening.
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4.6.1 Throughput Performance
Fig. 4.8 shows the throughput of the system for varying cycle length T . It is
observed that the throughput of the system per cycle decreases with an increase
in cycle length. This trend can be explained by the fact that since the node
transmits at most one packet per cycle, the useful information per cycle decreases
with an increase in cycle length. It can be also be seen in this figure that the
system with smaller cycle length performs better when the network size is large,
and the performance degrades with a decrease in network size. However, the
difference in performance of different networks becomes smaller with an increase
in cycle length. It is to be noted that when cycle length is small, more nodes are
awake and have more data to send. Therefore, with an increase in network size,
more nodes have data to send which increases overall throughput of the system.
On the other hand, for a similar sized network, more nodes are asleep when cycle
length is bigger. Since less nodes participate in data transmission, the effective
throughput per cycle is reduced for a network with a bigger cycle length.
Fig. 4.9 depicts the throughput for varying packet size with fixed cycle
length. As shown in the figure, the throughput initially increases for first few
values of the packet size, but it then decreases with an increase in packet size.
An increase in throughput initially is due to an increase in useful information
per cycle. However, a drop in throughput is observed when packet size is further
increased. As the packet length increments, the chances of a PU interrupting the
ongoing SU-SU transmission increase, which, in turn, reduces the throughput of
the network.
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(a) Theoretical results for packet
transmission delay for different cycle lengths.
(b) Simulation results for packet transmission
delay for different cycle lengths.
Figure 4.10: Transmission delay for varying cycle length.
In this figure too, it is observed that larger networks perform better than the
smaller networks. As the network size increases, more nodes have data to send
which increases the aggregate throughput of the system.
4.6.2 Delay Performance
Fig. 4.10 depicts the delay performance of the system with respect to increasing
cycle length. It can be seen that the delay increases with an increase in the
cycle length. As the cycle length increases, both the queuing and contention
delays also increase. Hence, the packet has to wait longer, which causes an
overall increase in packet transmission delay. Also, increase in network size
causes the transmission delay to increase. As the network size increases, more
nodes compete for the transmission medium, thereby increasing the contention
delay.
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(a) Theoretical results for energy
dissipation for different cycle lengths.
(b) Simulation results for energy dissipation for
different cycle lengths.
Figure 4.11: Energy dissipation per second for varying cycle length.
(a) Theoretical results for energy
dissipation for different packet sizes.
(b) Simulation results for energy dissipation for
different packet sizes.
Figure 4.12: Energy dissipation per second for varying packet size.
4.6.3 Energy Performance
Fig. 4.11 shows the performance of the system in terms of energy per second
for varying cycle length. It can be seen that the energy dissipation decreases
with an increase in cycle length. Even though energy consumed in data
transmission increases with an increase in cycle length, more energy is saved by
non-destination nodes which now sleep for a longer time. Since node can transmit
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at most one packet per cycle, it is interesting to see that while throughput and
delay are inversely affected when cycle length is increased; more energy is saved
as more nodes are inactive for longer period. Hence, there exists a performance
tradeoff as cycle length is varied. Therefore, when nodes are low on energy it
may switch to longer cycle lengths to conserve energy.
This figure also depicts the energy dissipation over time for different values of
msub. It can be seen that the system with msub = 2 outperforms other systems
as it saves energy by sensing a subset. However, msub = 1 outperforms the
system with msub = 6 because the control overhead incurred in this case is more
than the reduction in sensing overhead.
Fig. 4.12 shows the energy dissipated per second for different packet sizes.
As seen from the figure, energy dissipation increases with an increase in the
packet size. This is due to an increase in data transmission per cycle. In this
figure too, it can be seen that the system with 2 subsets outperform the systems
with 1 and 6 subsets.
4.6.4 Comparative Study
Fig. 4.13a compares the performance in terms of throughput of CR-WSN
MAC against MCMAC and CSMA MAC for CRSN [109]. The performance of
MCMAC and CSMA MAC degrades compared to CR-WSN MAC as the number
of constituent network elements increase. Since more nodes have data packets
to send, the performance improvement per step decreases in MCMAC due to
congestion, packet loss and unavailability of the data channels. On the other
hand, with an increase in network size, the throughput performance of CR-WSN
71
CHAPTER 4. A MAC PROTOCOL FOR COGNITIVE RADIO SENSOR
NETWORKS
(a) Throughput vs network size. (b) Energy vs network size.
Figure 4.13: Performance comparison of CR-WSN MAC with MCMAC.
MAC improves as the use of CRs in the WSN helps to reduce congestion and
excessive packet loss. The performance degradation of CSMA MAC is because it
does not implement duty cycle to conserve energy. As nodes are always awake,
they transmit as soon they have a packet to transmit which results in higher
contention delays and inversely affects the throughput.
Lastly, Fig. 4.13b depicts the performance comparison in terms of energy
dissipation between CR-WSN MAC, MCMAC and CSMA MAC. It is observed
that the aggregated energy increases as the network size increases. However,
CR-WSN MAC performs better than MCMAC as more energy is spent in
MCMAC during the synchronization phase of the protocol. Both CR-WSN
MAC and MCMAC perform better than CSMA MAC as more energy is spent
during idle listening period in CSMA MAC.
4.6.5 Remarks
As depicted in Figs. 4.9b-4.12b, adaptive periodic sensing outperforms the
scheme employing fixed sensing scheme. The adaptive periodic sensing during
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data transmission phase results in a higher throughput compared to the fixed
sensing scheme. If a channel is not frequently used by the PU, the node pair
reduces the channel sensing frequency during data transmission phase resulting
in a higher transmission rate. Similarly, the adaptive scheme also improves the
system performance in terms of energy consumption and data transmission delay.
Figs. 4.8-4.12 also compare the analytical results with simulation results. It
can be seen from the figures that the results obtained through analysis and
simulations are very similar. Therefore, the results are consistent with the
assumptions made in the theoretical analysis of the proposed scheme.
4.7 Concluding Remarks
In this chapter, an energy efficient and spectrum aware MAC protocol for
CRSNs was proposed, namely, CR-WSN MAC. This scheme achieved most of
the objectives discussed in earlier sections and chapters.
The performance of the proposed scheme was analyzed by deriving theoretical
expressions and was compared against the simulations. The comparative results
supported the assumptions made in the theoretical analysis of the proposed
scheme. Also, the performance of CR-WSN MAC was compared with MCMAC
and it was observed that the proposed protocol outperforms MCMAC.
Nonetheless, a question arises that whether a MAC scheme is the most
efficient mechanism to provide access to the energy constrained nodes, or can
the parameters in this scheme be optimized to further improve the performance?
For instance, in Fig. 4.9, it was observed that the packet size affects the
performance of the system. Since the packet size is a MAC layer parameter,
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it would be interesting to see how is the performance of the system altered by
changing it.
In the next chapter, this aspect is investigated with the objective to further
enhance the performance of CR-WSN MAC.
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Chapter 5
Quality of Service Aware MAC Layer Optimization
In this chapter, the parameters of the proposed CR-WSN MAC layer are
optimized for performance improvement.
5.1 Motivation
Since packet is the smallest unit for communication in a network, all the
communication between the elements of cognitive radio sensor network (CRSN)
comprises the transmission of packets from one node to another. Therefore,
any change in parameters defining the packet directly affects the communication
within these network.
Also, it was seen in CR-WSN MAC (Chapter 4) that the packet length is
correlated with the performance of the system. For instance, long packet size
assists in maintaining quality of information (QoI) metrics by transmitting large
amount of data in short time. But the gains in QoI are achieved at the expense
of increased interference with PU and probability of packet loss.
Similarly, even though short packet size performs better under changing
channel condition, it suffers from increased energy consumption due to additional
control overhead incurred by transmitting more header and trailers.
Since there exists a tradeoff between short and long packet size for CRSN,
performance gains in term of energy efficiency can be achieved if packet size
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Figure 5.1: Correlation between the channel and packet size.
is carefully selected. Performance can be further improved if packet size is
optimized taking into account the channel selected for data transmission.
Channel selection plays a pivotal role in the performance of CRNs [132],[133].
For instance, if the secondary users (SUs) select a channel which has high
availability, coverage, and infrequent PU activity then longer packets can
be safely transmitted. However, if the channel information at SUs suggests
otherwise then smaller packets should be transmitted. This may assist in
avoiding unnecessary collision with the PUs. Therefore, changing packet length
with respect to the available channels may bring about a reduction in the
interference between the colliding transmission pairs and, in the case of CRNs,
the PUs.
Fig. 5.1 depicts one such scenario where transmission over three licensed
channels is possible. However, the PU activity over each channel varies. As can
be seen, channel 2 is the best channel for SU data transmission as larger packets
can be transmitted on this channel due to infrequent PU activity. While on the
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other channels, collisions can be avoided if smaller packet lengths are used.
5.2 Objectives and Contributions
The main objectives considered when determining the optimal packet size and
channel selection are as follows:
• Transmission efficiency : By dynamically adapting packet size according
to the selected channel, the possibility of a collision with a primary
user decreases, which in turn reduces the energy wastage caused by
retransmissions, thus improving the transmission efficiency, i.e. the ratio of
energy consumed in transmitting a packet successfully to energy consumed
in transmitting a packet.
• Energy efficiency : Since packet size and channel selection are jointly
optimized with the common objective of increasing the energy efficiency
metric, the proposed algorithm ensures that the optimal packet length is
selected. This also reduces the possibility of a collision with a primary user.
Therefore, it increases energy efficiency by avoiding the control overhead
incurred due to collisions. Energy efficiency will be treated as the reward,
and forms the objective function of the optimization problem. The reward
metric is defined as a ratio of energy required to transmit a packet to
the total energy required to transmit a packet together with the control
overhead. Since every node strives to select the optimal packet size and
channel whenever a transmission opportunity arises, the network lifetime
increases.
• Spectrum usage: Since packet length is adapted by taking into account
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the licensed channel activity model, the spectrum is used more efficiently,
and this also allows more nodes to be active simultaneously. Consequently,
the proposed scheme provides more transmission opportunities compared
to packet size adaptation schemes that do not take channel selection into
account.
• End-to-end delay : For event-driven sensor networks, it is important to
reduce the transmission latency as much as possible. For time sensitive
applications of sensor networks, such as fire detection and healthcare, it
is very important for the packets to be delivered to the sink node in as
little time as possible. Hence, by choosing the best available channel
and appropriate packet size, collisions are reduced and transmission
opportunities are increased which reduces the end-to-end delay.
• Primary user interference: Since the protection of primary users is
a necessary requirement for cognitive radio networks, in the proposed
scheme, we will also ensure that the interference caused by the secondary
users does not exceed the maximum allowable threshold.
The aim in this work is to determine the best available channel and the
optimal packet size for the selected channel. The contributions of this chapter
are listed as follows:
• A distributed joint channel selection and dynamic packet size optimization
for cognitive radio sensor networks is proposed
• The optimization problem is modeled as a constrained Markov decision
process (CMDP). The aim is to achieve energy efficiency by tuning MAC
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layer parameters such that quality of service (QoS) constraints are also
satisfied.
• The complexity of the algorithm is analyzed, and the performance of the
proposed scheme is compared against existing packet control schemes in
WSNs and CRSNs
5.3 Assumptions
The network under consideration is similar to the one explained in Chapter 3.
Also, the MAC protocol employed in this scheme is similar to CR-WSN MAC
proposed in Chapter 4 except that the packet size is now varied in each cycle
depending on the available channel.
In this chapter, the PU interference and packet latency are used as measures
to indicate quality of service (QoS). It is also assumed that a one bit error1
causes a packet loss, therefore, BER is evaluated as a packet loss measure, and
therefore BER will be used as a packet loss measure.
The goal is to maximize the energy efficiency of the system, and also maintain
the QoS. A distributed approach is proposed for maximizing the energy efficiency,
where each node maximizes the local utility by changing the packet size and
selecting the most suitable channel.
This section formulates the proposed dynamic packet size optimization and
channel selection (DyPSOCS) protocol.
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Figure 5.2: Dynamic packet size optimization and channel selection (DyPSOCS)
timing diagram.
5.4 Protocol Design
The packet size optimization and channel selection algorithm is run on the MAC
layer proposed in Chapter 4. The optimization algorithm is run on the receiver
side during the negotiation phase of the CR-WSN MAC. For instance, in Fig.
5.2, the receiver node B runs the algorithm during the negotiation phase and
informs the transmitter node about the selected packet size and the channel for
data transmission.
5.5 Markovian Representation of Cognitive Radio Enabled
Sensor Node
5.5.1 Overview of Constrained Markov Decision Process (CMDP)
The Markov decision process (MDP) is described by a tuple (S,A, T ,R), where S
is the state space, A is the action space, T is the transition matrix for transition
from state s to state s′ when action a is taken, and R is the reward matrix.
The MDP is a mathematical tool to model decision making where outcomes are
either random or are under the influence of the decision maker. For instance, if
at a particular time instant, MDP is in state s and the decision maker chooses
1We do not consider forward error correction (FEC)
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any action in state s then in the next time step the state will change to state s′
depending on the transition probability T (s′|s, a)
Hence, the state in the next step is influenced by the action taken in the
previous state. Moreover, given state s and action a, the state in next step s′ is
independent of all the actions and states. Therefore, MDP satisfies the Markov
property.
For each action taken in state s, reward R(s, a) is given to the decision
maker. The objective of MDP is to find a policy for decision maker such that it
maximizes the aggregate reward over time.
Constrained Markov decision process (CMDP) is an extension of MDP. In
this case, in addition to maximizing the reward over time, the policy should also
adhere to constrains where other costs are kept below some given bounds.
Hence, CMDP provides a feasible approach to select MAC layer parameters
such that energy efficiency increases and other costs which are described by QoS
constraints are kept under the threshold. The details of the formulation are
presented in the following section.
5.5.2 Dynamic Packet Size Optimization and Channel Selection
DyPSOCS is responsible for optimizing the energy efficiency E(lks , CHi), a
function of packet size and selected channel, by jointly selecting the channel
CHi and deciding on the packet size l
k
s within latency, BER, and interference
bounds.
The maximization problem is tackled by formulating a constrained Markov
decision process (CMDP) model that is solved for each SU transmitter and
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receiver pair. The state space and the action space are defined, and the transition
probability matrix is derived. Subsequently, the objective and the constraints of
the CMDP formulation are stated. Then the optimal policy for channel access
is determined. With this optimal policy, the decision parameters lks and CHi
are obtained for each SU pair. Let set Ls = [l
1
s , ...., l
max
s ] denote different packet
values, while CH = [CH1, .., CHM] denote the set of channels.
5.5.3 State Space
The state of the system S, as seen by the node, is recorded in each cycle. It
comprises the node state NS. The node state NS comprises five different states
NS = [asleep, idle, sense, transmit, receive]. At any time instant, the state of the
node is denoted as NSi where i ∈ (0, 4), and this subscript corresponds to the
states in set NS.
5.5.4 Action Space
Action space A = (k ∈ Ls, i ∈ CH) denotes that the kth packet size is selected
from the set Ls and the i
th channel is selected from the set CH. The channel
characteristics of the ith data channel is denoted as (θ, φ)i, where θ is the mean
ON-OFF rate and φ is the mean OFF-ON rate (see Section 3.3).
5.5.5 Transition Matrix
This section evaluates the transition matrix T that is used to solve the CMDP
algorithm. The transition probability for the states in S is dependent on the
action in A. In order to derive the transition matrix, transitions between
elements of the state space should first be derived.
Fig. 5.3 depicts the transition between different states in NS. Transition
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Figure 5.3: Node state transition diagram.
from asleep to idle occurs with probability P0,1 = 1 − Dx, where Dx is the
desired duty cycle of the node. Therefore, the node stays in the sleep state with
probability P0,0 = Dx.
On the other hand, the transition from idle to asleep occurs with probability
P1,0. The node changes state only if: (a) the local queue is empty (with
probability P (empty)), and (b) it is not a recipient of any transmission (with
probability P (no pkt to rcv)). If the cycle length is T , then P (empty) can be
expressed in terms of Λ (rate of packet arrival) and T . On the other hand,
probability P (no pkt to rcv) takes into account two scenarios: (a) no other node
has data to transmit, or (b) all other nodes with non-empty queues do not
transmit data to the node. Therefore, P1,0 can be evaluated as follows:
P (empty) = e−ΛT , (5.1)







(e−ΛT )N−1−j(1− e−ΛT )j(1− 1
N − 1)
j , (5.2)
P1,0 = P (empty)× P (no pkt to rcv). (5.3)
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Since the investigated node is not the recipient of any of the transmissions
involving the remaining N − 1 nodes, N − 1 is used instead of N − 2 to evaluate
Eq. 5.2.
The node transitions from idle to sense state only if: (a) the node has data
to send but no data to receive, (b) the node has no data to send but has data
to receive, or (c) the node has both data to send and receive. Probability of
transition from idle to sense, P1,2, therefore can be expressed as P1,2 = 1−P1,0.
If there is no channel available for data transmission, node goes back to sleep
after the sensing phase. The probability P2,0 can be expressed as follows:
P2,0 =
( Cas (1, 0)
Cas (1, 0) + Cas (0, 1)
)M
. (5.4)
This equation evaluates the stationary probability when all the channels are
sensed to be busy. Stationary distribution of the sensed channel state is evaluated
using the transition probabilities evaluated in (3.11) in Chapter 3: (a) sensed
channel transitions from busy to idle Cas (1, 0), and (b) sensed channel transitions
from idle to busy Cas (0, 1).
However, if there are channels available for transmission, the node pair will
choose the ith data channel for the subsequent data transmission. In case the
node has data to transmit, the node changes state from sense to transmit with
probability P2,3, which can be evaluated as follows:
P2,3 =
(
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It is to be noted that the node will receive data only if it does not have any data
to transmit. If the node is at the receiving end of the transmission (and has no
packet to transmit), node changes state from sense to receive with probability







where a = P (empty) and b = P (no pkt to rcv)
The node transitions from transmit or receive to idle state if data
transmission is successful. The data transmission is successful only if (a) the
state of PU was correctly detected during the sensing phase, and (b) PU does
not appear during the ongoing transmission between the node pair.
For the perfect channel case, probabilities P3,1, P3,3, P4,1 and P4,4 can be
evaluated as follows:
P3,1 = P4,1 = psucc = (1− α)(1− PONi )(1− τ), (5.7)
P3,3 = P4,4 = 1− P3,1, (5.8)
where τ = 1 − eφitks denotes the probability of collision between PU and SUs
on the ith channel, and tks is the time taken to transmit the data packet and
corresponds to lks ∈ Ls, which is also a decision variable and belongs to set Ls.
In case of noisy channel, the average BER pber(l
k
s , CHi) is taken into
account to compute the transition probabilities, and probability of successful
transmission is denoted as psucc = 1 − pber(lks , CHi). It is to be noted that
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pber(l
k
s , CHi) is a function of packet size l
k
s , selected channel (CHi), and receiver
SNR (γ). The transition probabilities can therefore be evaluated as follows:
P4,1 = (1− pber(lks , CHi))(1− α)(1− PONi )(1− τ),
P4,4 = 1− P4,1. (5.9)
The proposed Markov model has a unique stationary distribution pii (i ∈
(0, 1, 2, 3, 4)). Since the Markov model is irreducible and aperiodic, the stationary
distribution for NS can be computed by solving a set of simultaneous equations:
pii(l
k










s , CHi) = 1. The
stationary distribution will be used in the subsequent sections to compute
performance measures of the proposed protocol.
Evaluation of QoS Constraints
This section evaluates the expressions for the three metrics defining QoS, namely:
(a) BER, (b) PU interference, and (c) packet latency.
(a) Interference: There are two scenarios which may result in a collision
between a PU and SUs on the ith channel: (a) the presence of PU was not
detected on the channel (Fig. 5.4a), and (b) PU appears during an ongoing
transmission (5.4b). For the first scenario, the average interference duration is
dependent on the time when the PU appears on the channel during SU data
transmission, i.e. changes state from OFF to ON. This can be expressed as∫ tks
0 (t
k
s−t)φie−φitdt. On the other hand, interference caused due to miss-detection
depends on when the PU leaves the channel, i.e. changes state from ON to OFF
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(a) Interference caused to PU due to miss-detection.
(b) Interference caused to PU when PU appears during an ongoing SU
transmission.
Figure 5.4: Various scenarios which causes interference to PU.
The ratio of average interference time over the average transmission time of
PU is used as a measure to ensure PU protection and will now be computed.
The average time PU spends on channel can be expressed in term of ON-OFF
rate θ and OFF-ON rate φ as 1/θ1/θ+1/φT . The interference ratio constraint can
therefore be written as follows:
Iavg(l
k
s , CHi) =











(b) Delay: The packet transmission delay can be expressed as a sum of time
(a) packet has to wait in the queue when the node is asleep upon its arrival∫ pi0T
0 (pi0T − t)Λe−Λtdt, where pi0T is the amount of time node is asleep, (b) the
time spent in communicating control information E[Tc] on CCC, and (c) the time
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tdt+ E[Tc] + pi3T ≤ Dmax, (5.11)
where pi3 is the stationary probability of node being in transmit state, and pi3T
denotes the average time spent in data transmission during each cycle.
(c) BER: This section computes the BER of the proposed scheme. BER, in
this case, can be because of the following:
• Channel is correctly sensed to be idle with probability (1− α)(1− PONi ),




• Channel has been correctly identified to be idle but PU appears during the
ongoing SU transmission. Since channel is correctly identified to be idle,
at first transmission is affected by channel noise but after PU emerges on
the channel, it is affected by both interference and channel noise.
• Packet is corrupted due to miss-detection, interference and channel noise.
The term following miss-detection probability PONi β in Eq. 5.12 shows the
duration of packet which is affected by noise and interference. Since PU
activity on the channel is miss-detected, packet is first affected by channel
noise and interference, but later when the PU leaves it is affected only by
the channel noise.
As explained in Chapter 3, it is reasonable to assume CRSN node employs
noncoherent frequency shift keying (FSK) modulation on a Rayleigh fading
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channel. The BER for such a channel can be expressed as Γ(γ) = 12e
−γ/2 where
γ is the received signal-to-noise ratio (SNR).
Lets assume that the received SNR is denoted as γa,0. In case there is
interference, signal-to-interference (SINR) is denoted as γa,Nint where Nint is
the number of interfering sources. Using the BER of the Rayleigh channel Γ(γ),
the duration of the interference experienced by the packet in the three scenarios
discussed earlier will be used to compute BER as follows:
pe(l
k





























With regard to the above equation, BER must be averaged over the
probability density functions of γa,0 and γa,Nint . Average BER pber can be
calculated as follows (see Eq. 3.13):
pber(l
k





s , CHi)p(γa,0)p(γa,Nint)dγa,0dγa,Nint , (5.13)
where p(γa,0) and p(γa,Nint) are the probability distribution for γa,0 and γa,Nint .
For Rayleigh fading channel, p(γa,0) and p(γa,Nint) follow chi-square











γa,0 and γa,Nint are the average received SNR and SINR.
The SNR γa,0 and SINR γa,Nint are a function of transmitter power Pt,
interference power Pint, transmitter gain Gt, average noise W , and receiver
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gain, Gr. Therefore, γa,0 can be expressed as γa,0 =
Prcv






, where Prcv =
PtGtGr ζˆ
(4pid)2
(ζˆ is signal wavelength, d is distance
between transmitter and receiver).
The BER constraint is expressed as pber(l
k
s , CHi) ≤ pthber.
Energy Efficiency: This section evaluates the expression for energy efficiency,
which will be used as an objective function for the optimization problem.
pi3(l
k
s , CHi) is the steady state probability of the node being in transmit
phase. If the probability of successful transmission is denoted as psucc (see eq.
5.7) and energy consumed in transmitting a successful packet is denoted as Epkt,
then the reward is evaluated in terms of the energy efficiency metric R(lks , CHi).
Energy efficiency is defined as the ratio of actual one packet transmission energy
over the total expended energy to transmit or receive a packet can be expressed
as:








s ) is the energy incurred in transmitting control information, and is
a monotonically decreasing function of the packet size.
5.5.6 Channel Selection and Packet Size Optimization
Using the transition probabilities, constraints, and objective function, the CMDP
can be resolved into a linear program (LP) to provide solution for the optimal
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(i, j) = 1, (5.20)
(i, j) ≥ 0. (5.21)
The objective is to maximize the energy efficiency while keeping the pber, Davg
and Iavg under the respective thresholds.
In Eq. 5.15, (i, j) is a randomized policy, and it denotes the steady state
probability that action j is taken when state is i. The optimal policy ∗policy(i, j)
can be uniquely mapped from the solution of the LP problem (see Algorithm 1).
It is to be noted that Algorithm 1 is a distributed algorithm. Each receiver node
executes DyPSOCS independently whenever it receives a preamble message from
the sender node.
The complexity of the proposed packet size optimization and channel
selection scheme can be measured in terms of the number of decision variables of
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Algorithm 1 DyPSOCS: A distributed algorithm for each SU transmission pair
Require: Ls and CH
for t=0 till end do
1) Evaluate transition probability matrix T .
2) Evaluate Iavg, Davg, pber and R using Eqs. (5.10)-(5.14).
3) Obtain the optimal solution ∗(i, j) by solving the LP problem defined
in Eqs. (5.15)-(5.21) given CH∗(t− 1) and l∗s(t− 1).
4) Obtain optimal policy ∗policy(i, j), and decide on packet size, l
∗
s(t) and
channel selection, CH∗(t). The optimal policy is a randomized policy which
is mapped from the optimal solution, ∗(i, j), of the LP problem:





the equivalent LP problem. The number of decision variables in the equivalent
LP is (M + 1)|Ls| where M is the number of channels and |Ls| is the size of
set Ls. The equivalent linear program can be solved efficiently using standard
models (e.g., simplex algorithm).
The overhead complexity of the proposed scheme is analyzed and compared
against the baseline approach, a fixed packet size scheme for cognitive radio
sensor networks [77]. If the transmission is unsuccessful then the sender continues
to retransmit until the retransmission limit is reached. Control transmission
is associated with each transmission attempt. Let the number of maximum
retransmissions be denoted by RT , and the control overhead associated with
each transmission be COH. If probability of successful transmission, Psuc, is




Control overhead COH comprises the preambles messages, acknowledgment
(ACK), negative acknowledgment (ANC), and end of transmission (ENDd).
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Each preamble message is 1 byte long but each sender node may transmit
multiple preamble messages in one cycle. If a maximum of m such messages
are allowed to be transmitted in one cycle, then according to [129], the
average number of preamble messages sent before the receiver responds is m/2.
Therefore, average COH per cycle is sum of lengths of average preamble, ACK,
ANC and ENDd messages and can be expressed as a sum, m2 + LACK(1 −
M∏
i=1
POFFi ) + LANC
M∏
i=1
POFFi + LENDd bytes, where ACK, ANC and ENDd are
LACK,LANC and LENDd bytes long. A receivers sends an ACK only if there
is atleast one channel available for transmission. On the other hand, ANC is
transmitted only if all the channels are sensed to be busy.
The complexity of the proposed algorithm can be further reduced by
introducing lookup tables. If all the channels are known to the CRSN nodes and
given the allowed packet sizes, optimization could be carried out once for each
packet size and channel. Based on the optimization results, a lookup table can
be created which lists the packet size for the corresponding channels. Thereafter,
in subsequent iterations, the lookup table can be referred to instead of running
the algorithm.
5.6 Simulation Setup
The CRSN is simulated in MATLAB [131], where each node is connected with
every node and for each packet, the sender may randomly select a destination
node. Details of simulation setup can be found in Table 5.1.
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Table 5.1: DYPSOCS Simulation setup.
Parameter Description Value
M number of PUs 3
N number of CRSN nodes 100
Λ number of events per cycle 1
T Cycle length 200 ms [129]
lks Packet length 100 to 1000 bytes
θ1, θ2 and θ3 average PU ON-OFF rate 1.4, 1.5 and 2 (per cycle)
φ1, φ2 and φ3 average PU OFF-ON rate 0.06, 0.07 and 0.09 (per cycle)
Dmax delay thresholds 250 ms
BERmax BER thresholds 0.01




Ttmt Transmit power 25dBm
COH Control overhead 20 bytes [122], [134]
5.7 Performance Study
The parameters were varied to obtain simulation results for energy efficiency,
throughput, BER and latency. Furthermore, the obtained results were compared
with a baseline approach [77], in which optimum packet size is evaluated only
once in the beginning of the simulation. The performance of DyPSOCS was also
compared with DPLC [135], which is a dynamic packet size optimization scheme
designed for WSNs. In order to strengthen the performance comparison, DPLC
was suitably modified to account for cognitive radio.
Fig. 5.5 depicts the effect of varying packet size lks and different channel
conditions CHi on energy efficiency, interference, latency, and BER for three
different channels. Figs. 5.6-5.7, on the other hand, show the frequency of
each action taken over the period of time under strict and relaxed constraints.




(a) Reward for different actions, which is also an
energy efficiency metric.
(b) Interference for different actions.
(c) Delay for different actions. (d) BER for different actions.
Figure 5.5: QoS trend with respect to policies.
Parameters describing the three channels can be found in Table 5.1. It is
to be noted that when φ increases, the PU OFF duration decreases, which in
turn decreases the mean channel idle time. Whereas, on the other hand, when
θ increases, the mean time channel is occupied by the PU decreases.
Fig. 5.5a shows the normalized reward, also referred to as energy efficiency, of
the system with respect to increasing packet size. It is to be noted that values for
rewards were obtained for the three channels. The absolute values were divided
by the maximum value obtained for the reward to get normalized reward. It can
be seen that the system does not perform well for small and large packet sizes.
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(a) Strict Constraint (b) Relaxed Constraint
Figure 5.6: Packet size policy for strict and relaxed constraints
(a) Strict Constraint (b) Relaxed Constraint
Figure 5.7: Channel selection policy for strict and relaxed constraints
Transmissions which involve smaller packets are not energy efficient because
of the control overhead. Also, the energy efficiency decreases as the packet size
increases because of increase in number of retransmissions as packets collide more
often. The trend observed for three channels differ mostly because of channel
characteristics. Fig. 5.5b shows the PU-interference trend with respect to packet
size for three different channels. It can be seen that interference increases with
an increase in packet size. As packet size increases, the chances of PU colliding
with the ongoing SU transmission increases. Fig. 5.5c illustrates the packet
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(a) Energy dissipation vs network size (b) Throughput vs network size
Figure 5.8: QoS performance comparison between DyPSOCS, baseline and
DPLC approaches with respect to network size.
transmission delay for increasing packet size. Transmission delay increases with
an increase in packet size due to increased number of collisions and subsequent
retransmissions. Fig. 5.5d depicts the trend observed for BER with increase
in packet size. It can be seen in Fig. 5.5 that regardless of channel used,
interference, delay and BER increase with an increase in packet size. However,
when constraints are relaxed, both small and large packet sizes are used.
Fig. 5.6 depicts the policy frequency for strict and relaxed constraints. For
strict constraints, smaller packet sizes are used as they meet the constraint
requirements.
In addition, the channel selection policy is depicted in Fig. 5.7. When the
constraints are strict, channel 1 is used most of the times, as the other channels
do not meet the constraint requirements. When none of the channels meet the
constraint requirement, transmission is deferred to the next cycle, and this is
represented by a bar at channel zero in the figure. However when constraints are
relaxed, channels and packet sizes are optimized such that reward is maximized.
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(a) Delay vs throughput (b) BER vs throughput
Figure 5.9: QoS performance comparison between DyPSOCS, baseline and
DPLC approaches with respect to throughput.
(a) Control overhead with respect to network size. (b) Goodput with respect to control overhead.
Figure 5.10: Control overhead for the proposed, baseline and DPLC approaches.
Fig. 5.8 compares the performance of DyPSOCS with the baseline approach
[77] and DPLC [72]. Fig. 5.8a compares the performance of the systems in
terms of energy dissipation. It can be seen that the proposed scheme performs
better than the other schemes. Since packet size is dynamically changed, PU-SU
collisions decrease, which reduces the number of retransmissions. It is also
observed that the energy dissipation initially decreases, but it increases as the
network size grows. This trend is due to a decrease in effective throughput of
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the system as the network becomes congested with an increase in network size,
therefore, more energy per bit is expended to transmit data. Furthermore, it also
implies that the energy expended due to control overhead and retransmissions
in the proposed scheme is less the comparative schemes.
On the other hand, Fig. 5.8b compares the performance in terms of
throughput. Since DyPSOCS dynamically optimizes the packet size for the
available channels, it manages to deliver more useful information as compared
to the comparative schemes. Even though DPLC is a dynamic packet size
optimization scheme, but since packet is not adapted with respect to the selected
channel, it results in more PU-SU collisions compared to DyPSOCS. Thus,
DyPSOCS performs better as compared to the baseline approach and DPLC. It is
also observed that the throughput initially increases with an increase in network
size, but it becomes constant if the network size is increased beyond a certain
value. Since network congestion increases with network size, the throughput
ceases to increase and does not change further even if network size is increased.
Furthermore, Fig. 5.9 depicts the performance comparison between
DyPSOCS, DPLC and the baseline approaches. Fig. 5.9a shows the delay
performance of the two approaches with respect to throughput of the system. It
is to be noted that the values for delay and throughput were observed for different
network sizes. It is seen that the proposed scheme performs better than the other
schemes. Since packet size is dynamically changed for the proposed scheme,
PU-SU collisions decrease, therefore, reducing the number of retransmissions
and the delay. Both, delay and throughput, initially increase linearly with an
increase in network size. However, after a certain point, throughput becomes
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invariant to a further increase in network size, which results in an almost vertical
trend for the last few values.
Similarly, BER performance is compared in Fig. 5.9b. In this case too, the
values of BER and throughput were observed for different network size. It can
be seen from the figure that throughput increases with a decrease in BER. In the
case of the baseline approach and DPLC, the packets collide with PU more often,
therefore the proposed scheme performs better than the baseline approach.
Lastly, Fig. 5.10 illustrates the control overhead with respect to network
size and goodput ratio of the system. The overhead incurred due to control
communication increases with an increase in network size. This trend can be
observed in Fig. 5.10a. It is also observed that the baseline approach and DPLC
performs better than the DyPSOCS as more control information, packet size
and channel details, is transmitted by the latter. However, the difference in
control overhead of the two schemes is not substantial. This may be due to
the correlation of probability of successful packet transmission Psuc and control
overhead. As stated earlier, one bit error is assumed to cause a packet to drop
i.e. Psuc = 1 − pber(lks , CHi). As seen in Fig. 5.9b, DyPSOCS always performs
better in terms of BER. Higher BER causes more retransmission, which in turn
increases the control overhead of the baseline approach. Hence, the difference in
control overhead is not significant.
On the other hand, Fig 5.10b depicts that the goodput ratio of the system
decreases with an increase in network size as the control overhead increases.
Here the term goodput ratio refers to the ratio of amount of useful information
transmitted to the amount of total information transmitted over the data
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channels. For example, if the packet length is lks and the overhead involved in




Since, DyPSOCS communicates extra information, it results in a higher control
overhead. However, the goodput ratio, the ratio of useful information and the
total number of bits received, is still better than the baseline approach and
DPLC.
5.8 Remarks
In this chapter, a QoS aware dynamic packet size optimization and channel
selection scheme for cognitive radio sensor networks, DyPSOCS, was proposed.
The performance of the proposed scheme was analyzed by simulations and
also compared against the baseline approach. It was observed that both
packet size and channel affect the performance of system. Also, the simulation
results revealed improvement in QoS performance as well as energy efficiency as
compared to other schemes in the literature.
In this chapter, CR-WSN MAC parameters were changed to investigate
the affect on system performance. It would be interesting to investigate how
a CRSN framework reacts when parameters from multiple layers are involved
in the optimization. This problem is investigated in the next chapter where a
cross-layer framework is proposed.
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Cross-Layer Resource Allocation in Cognitive Radio
Sensor Networks
Previous chapters dealt with MAC layer optimization with the focus on energy
efficiency. On the contrary, this and the following chapter exploit the cross-layer
architecture to optimize the performance metric by jointly regulating parameters
over multiple layers.
6.1 Motivation
In order to motivate the problem, the following questions need to be answered:
(a) what is the objective of the problem, (b) which layer can contribute to
achieve the objective, and (c) how does resource allocation contribute towards
the solution?
As mentioned in the earlier chapters, most of the WSN schemes are focused
on energy efficiency owing to the resource constrained sensor node. Naturally,
one of the objectives is to improve the energy efficiency. One way to improve
energy efficiency is by minimizing the transmission power of the nodes.
In addition to achieving energy efficiency, certain Quality of service (QoS)
and information (QoI) constraints should also be considered.
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6.1.1 QoS in Cognitive Radio Sensor Networks
Quality of service (QoS) is defined as the overall performance of a wireless
network, and it is widely used to maintain transport of traffic in wireless networks
with special requirements.
QoS is measured in terms of metrics affecting the network service, such as,
bit error rate (BER), SU-PU interference, throughput, transmission delay, rate
requirement, and etc.
6.1.2 QoI in Cognitive Radio Sensor Networks
Specifically for sensor networks, QoI is considered a crucial measure to gauge
the performance of the system. Traditionally, only QoS is deemed as sufficient
means to evaluate the performance of the system. However, the importance of
the data should be associated not only with a source but also with the quality
of data produced by it.
Nonetheless, evaluating QoI of a system is rather difficult as it is influenced
by multiple factors such as its location, its sensing hardware, physical noise
levels, sensing channel conditions, and physical process dynamics, all of which
may vary with respect to time.
QoI, in this work, is defined in terms of probability of error in detecting an
event. Event is a phenomenon of interest which is detected at the sink node. For
instance, in fire detection scenario the sensor nodes sense the temperature of the
environment and send the reports to the sink if recorded temperature is higher
than the threshold. The objective in this case is to detect the fire as accurately
as possible.
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It was proven in [96] that the transmission rate of the nodes affect the QoI
of system, i.e. higher the transmission rates lower the error probability. Hence,
the second objective is to maximize the transmission rates of the transmitting
nodes.
In order to jointly facilitate QoS and QoI in CRSN, a cross-layer framework
is proposed that maximizes energy efficiency by regulating rate and power
parameters while also satisfying the QoI and QoS constraints.
6.2 Problem Definition
The problem can be succinctly summarized as follows: a distributed framework
for optimal power (physical layer) and rate allocation (transport layer) is
proposed with constraints on QoS and QoI. The QoS metric is defined by
interference with the PU, bit error rate (BER) and the rate requirements,
whereas the QoI measure includes probability of error of event detection. The
allocation problem is solved by using a solution approach which employs a
QoS and QoI constrained bi-objective optimization function. In this case, the
bi-objective function minimizes the transmit power and maximizes the rate.
At first a centralized framework for computing QoI at the fusion center is
proposed. The measure of QoI includes probability of error while detecting
an event. In the existing literature, the QoI is a network wide metric, i.e., it
is evaluated by the information from the entire network. However, collecting
information at the fusion center involves heavy control information being
communicated between the node and the fusion center. Hence, the control
overhead involved in the centralized schemes render them infeasible for the
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resource constrained sensor nodes.
In the later part of this chapter, QoI is approximated by decentralizing the
evaluation of QoI to reduce the control overhead.
6.3 Cross-Layer Resource Allocation Framework
In this section, the proposed framework for power and rate allocation is
described. A system of M PUs, N SUs and a common control channel is
considered.
A centralized architecture for the resource allocation is first proposed. In
the centralized scheme, in every iteration, decision is made on the information
gathered at the sink node. For instance, event detection is a centralized task,
and it requires a lot of communication between nodes and the sink.
Since the centralized scheme requires a lot more computation than the
corresponding distributed scheme, it is more viable to design a decentralized
framework. Therefore, the metrics dependent on the information from all
the CRSN nodes are approximated, such as QoI, so that it can be evaluated
independently at each node, hence, decentralizing the allocation problem.
6.3.1 Centralized Approach
In the centralized scheme, each CRSN node evaluates the power and rate of the
subsequent transmission on the data channel. Both, power and rate are bounded
by minimum and maximum threshold constraints. Additionally, the node also
has to satisfy a number of QoS and QoI constraints. Interference with PU and
BER are used to quantify the QoS, whereas probability of error in detecting an
event is used as a QoI measure.
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k denote the power and rate allocated by the k
th user on the
ith channel. Rate R
(i)
k is bounded by the maximum allowable rate which is
expressed as a function of allocated power as R
(i)max
k = PsuccB log2(1 + γ
(i)
k ),







is the signal-to-noise ratio
(SNR), and Psucc is the probability of successful transmission. The k
th node can
transmit only on one channel at a time with power and rate ranging between
0 ≤ P (i)k ≤ P (i)maxk and 0 ≤ R(i)k ≤ R(i)maxk . Similarly, the transmissions on each
channel is bounded by maximum aggregate power and rate constraints. The
objective of the cross-layer optimization problem is to maximize the allocated
rate and minimize the transmission power subject to the constraints. Therefore,








































k ) ≤ Ith,
C7:pber(R
(i)
k ) ≤ pthber, C8:
N∑
k=1
ψ2(Rk) ≤ (2Q−1(P the ))2.
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(i)max is the maximum aggregate rate and power allowable
on the ith channel. Similarly, Ith denotes the interference ratio threshold on the
ith channel. pber(R
(i)
k ) is the BER when the transmission rate for the k
th node
on the ith channel is R
(i)
k , and P
th
ber is the BER threshold. Lastly, ψ
2(Rk) is the
SNR of the kth CRSN node as received by the fusion center/sink node, and P the
is the error probability threshold for detecting an event.
P1 maximizes the transmission rate of the SUs, whereas P2 minimizes the
power expended in transmitting the packets over the M channels by N users.
The maximization problem is subject to QoI and QoS constraints. Constraint
C1 bounds the minimum and maximum transmission power for the kth user
over the ith channel. C2, on the other hand, describes the allowable limits
for the transmission rate for each SU over the channel. C3 describes the
maximum allowable rate on each channel. The fourth constraint C4 assures
that the SU accesses only one channel at the same time. This constraint also
takes into account the hardware considerations of the CRSN node, which has
only one transceiver, and therefore, cannot transmit on more than one channel
simultaneously. Constraint C5 regulates the maximum transmission power on
each channel. Constraints C6-C8, deal with QoI and QoS requirements of the
system. Constraints (C6-C7) set limits on the maximum allowable PU-SU
interference and the bit error rate, whereas QoI constraint constitutes the
probability of error of event detection (C8).
Constraints C6 and C7 are evaluated in a similar manner as Chapter 5 in
(5.10) and (5.13). Only difference is that the term tks is replaced by ls/R
(i)
k where
ls is the packet size. In this case, packet size is fixed, and therefore both the
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expressions are evaluated in terms of allocated rate R
(i)
k .
Lastly, C8 evaluates the QoI constraint. In sensor networks, in addition to
QoS metrics, probability of event detection is also considered a key performance
metric. In the detection scenario, probability of false alarms and miss-detections
are of prime interest. In this case, probability of false alarm and miss-detection
refer to the event being erroneously detected. Minimizing the error probability,
union of false alarms and miss-detections, would help optimize the performance
of the system. It is known that the error probability can be affected by the
amount of information received by the sink node. Therefore, a relation between
the error probability Pe and transmission rate for each node is evaluated.
The fusion center makes a binary hypothesis decision on the data collected
from the constituent elements of the network, CRSN nodes. In every iteration,
each sensor node k transmits Jk samples of Rs bits to the fusion center within
an epoch of time ∆t at an average bit rate Rk = RsJk/∆t. R = [R1, ..., RJ ]
T
denotes the rate of allocation vector. The fusion center performs a likelihood
ratio test over the received data, which helps it to decide on the presence H1 or
absence H0 of an event. The hypothesis can be expressed as:
H0 : r = n and H1 : r = s + n,
where, r = (r1, ..., rL)
T is the L-length sample vector sensed by N sensors
collectively and transmitted to the fusion center, L =
N∑
k=1
Jk. Lastly, s =
(s1, ..., sL)
T denotes the values sensed by the N sensors.
The fusion center detects the presence of an event, s, in presence of additive
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white Gaussian noise (AWGN) n ∼ N (0,Σ). The likelihood ratio test can thus





fr ≡ log(η) + 1
2
ψ2, (6.1)
where η = κ0κ1 , κi denotes the probability of hypotheses and are known a priori.
The term ψ2 = sTΣ−1s is the average signal-to-noise ratio (SNR) received at the
fusion center. Based on the received SNR (Eq. 6.1), the fusion center performs
the likelihood test and asserts the presence of an event, H1, if fl ≥ fr. However,
if fl < fr, the fusion center declares the absence of an event, H0.
Using the form in [136], the probability of detection of an event Pd, and the
probability of false alarm Pf can be evaluated as follows:

















where Q(.) is the complementary cumulative distributive function (CDF) of a
Gaussian random variable. The probability of error Pe is given by:
Pe = κ0Pf + κ1(1− Pd). (6.4)
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It is assumed that the noise is independent across samples and sensor, the noise
variance of n, Σ can then be represented as a diagonal matrix of the form:
Σ = diag(σ21IJ1 , ..., σ
2
NIJN ),
where σ2k is the noise variance at sensor k. The system SNR can then be written
as:












where ski is the i
th sample from the kth sensor in s. The received SNR can














where ψk(Rk) is SNR of the k
th sensor, which contributed to the system level
SNR.
For the sake of simplicity, it is assumed κ0 = κ1 which makes log(ηˆ)ψ equal to
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Figure 6.1: Cross-Layer optimization decomposition.









≤ P the . (6.8)
Solution Approach
Next, the approach employed to solve the optimization problem is elaborated.
In this chapter, the dual decomposition method is utilized to exploit the layered
anatomy of the proposed framework.
Layering as Optimization Decomposition
As mentioned earlier, the objective is to maximize the allocated rate while
minimizing the power consumption subject to QoS and QoI constraints. It
can be seen that all the network elements are involved in this optimization
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problem. However, solving a centralized problem is rendered infeasible due to
the control overhead involved in reaching the optimum solution. Therefore,
methods like layering decomposition can be used to decentralize the problem,
which significantly reduces the control overhead. As illustrated in Fig. 6.1, the
main problem can be decomposed horizontally and vertically. All the nodes
solve the optimization problem locally when the main problem is decomposed
horizontally. Similarly, the local problem is further decomposed vertically to
optimize parameters over the layers of the communication stack of each node.
The description of the solution approach is presented in the subsequent
section.
Primal-Dual Decomposition
In this particular scenario, the transmission power P
(k)
i and rate R
(k)
i variables
are coupled through total rate (C3), QoI (C5), interference (C6) and total power
(C8) constraints. In order to solve the cross-layer dual problem, Lagrange
multipliers are introduced specifically for the coupling constraints. Using the
Lagrangian variables for the coupled-constraints, the optimization problem can
easily be decomposed into N subproblems, i.e. the rate and power is allocated
for each user separately.
The objective of each subproblem is to maximize the rate and minimize the
transmission power. Therefore, the objective function can be expressed in terms










k . The Lagrangian of
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the optimization problem can be written as follows:

































































k − P (i)max
)
, (6.9)
where P = [P
(1)
1 , ..., P
(M)
1 , ..., P
(M)
N ] is the transmission power of all the users
across the channels. Similarly, R = [R
(1)
1 , ..., R
(M)
1 , ..., R
(M)
j ] is the rate of all
the users across the channel. λj = [λ
(1), ..., λ(M)] (j ∈ {1, 3, 4}) denotes the
dual variables across the channels for each coupled constraint, and λ2 is the
common/shared dual variable for the coupled QoI constraint.
The dual function, Eq. 6.9, evaluates the objective function of the
optimization problem. Also, it absorbs the coupled constraints by introducing
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k = 1 C7:pber(R
(i)
k ) ≤ pthber (6.11)
where Pk = [P
(1)
k , ..., P
(M)
k ] and Rk = [R
(1)
k , ..., R
(M)
k ] are the transmit
powers and the rates across the different channels respectively, and
Lk(Pk,Rk,λ1, λ2,λ3,λ4) is the Lagrangian function of kth CRSN node.
The corresponding master dual problem is:




































4 ≥ −τ2 (6.12)
Algorithm 2 summarizes the pseudo code for the proposed solution to the
optimization problem. In the algorithm, dual variables (λ1, ...,λ4) are first
initialized and passed to the primal subproblem. The subproblem is executed
by each user to compute the transmit power and rate for all its channels. It
is however to be noted that λ2, Lagrangian for the QoI constraint, cannot be
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computed in a decentralized manner. Therefore, the fusion center waits for
information from the CRSN nodes and updates λ2 if QoI constraint is not met.
The updated value of the QoI dual variable λ2 is boradcasted to the CRSN
nodes using the CCC. This process continues until the QoS, QoI, and system
constraints are met. In Algorithm 2, t refers to the loop counter, and %1 to %4
are small positive step sizes used to update the Lagrange multipliers.
Algorithm 2 Dual Decomposition: Power and Rate Allocation
Require: λ1(0), λ2(0),λ3(0),λ4(0)
1: while termination criteria is not true do
2: for k = 1 to k = N do
3: Solve optimization problem in Eq. (6.12)
4: end for
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The dual variables reflect whether the QoI and QoS constraints are met
or not. For example, if the interference or QoI coupled constraints are not
115
CHAPTER 6. CROSS-LAYER RESOURCE ALLOCATION IN COGNITIVE RADIO
SENSOR NETWORKS
met, the respective interference and QoI Lagrangian multipliers are increased,
which forces the objective function to increase. To counter the increase, decision
variables (power and rate) are reduced, which aids in improving the interference,
QoI and QoS performance by improving the chances of satisfying the coupled
QoI and QoS constraints. On the other hand, if the maximum rate coupled
constraint is not met then the corresponding dual variable decreases. The
decrease in magnitude reduces the weight of the rate in the objective function of
the optimization problem, which forces the decision variable to reduce and helps
in satisfying the maximum rate constraint.
6.3.2 Distributed Approach
As seen in the last section, the problem cannot be solved in a distributed manner.
In order to evaluate the QoI, the sensed data of the CRSN nodes is sent to the
fusion center. The fusion center computes the QoI and compares it against
the QoI threshold. If the QoI constraint is not satisfied, the dual variable is
updated and disseminated to the CRSN nodes. Even though, the optimization
problem is solved but this centralized approach to update the dual variable
incurs a significant amount of overhead. Therefore, the centralized algorithm
is approximated such that the dual variable can be evaluated independently at
each CRSN node.
It is assumed that each CRSN node has n 1-hop neighbors. In every iteration,
each CRSN node decides with probability n/N whether to collect data from the
neighbor nodes or not. Therefore, out of N CRSN nodes, only n sensor nodes
will collect data from their neighbors and run the proposed algorithm to compute
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the QoI of the system.


























≤ P the , (6.14)
N∑
k=1
ψ2k(Rk) ≥ −8 log(P the ). (6.15)
Sensor nodes are continuously sensing the environment, and it is assumed that
the probability of occurrence of an event is uniformly distributed over the
surveillance region. Therefore, it can be assumed that the average signal strength
of the recorded environmental values is the same at all the sensor nodes, the QoI
constraint can then be solved in a distributed manner as follows:
ψ2k(Rk) ≥ −
8n log(P the )
N
(6.16)
Hence, by decoupling the QoI constraint, the QoI can be evaluated at each node
independently, and the problem can be solved in a distributed manner.
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k = 1 C7: pber(R
(i)
k ) ≤ pthber
C8: ψ2k(Rk) ≥ −
8n log(P the )
N
(6.17)
where Pk and Rk are the transmit powers and the rates across the different
channels, respectively, and Lk(Pk,Rk,λ1,λ2,λ3) is the Lagrangian function of
kth CRSN node.
The corresponding master dual problem is:































3 ≥ −τ2 (6.18)
where Lk(Pk,Rk,λ1,λ2,λ3) is similar to Eq. 6.10, except it does not bind the
Lagrangian multiplier to the QoI de-coupled constraint. Therefore, there are
three dual variables instead of four.
The solution approach for distributed optimization problem follows the same
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Table 6.1: Simulation setup for the QoS and QoI aware resource
management scheme.
Parameter Value
# of PUs M 2
# of CRSN nodes N 10
Maximum power threshold P
(i) max
k 100 mW
Total power threshold P (i) max 500 mW
Maximum rate constraint R
(i) max
k 0.2 Mbps
Total rate constraint R
u (i)
ch 1 Mbps [77]
BER P thber 10
−3
QoI P the 10
−4
Interference Imax 0.1 [77]
%1, %2, %3 and %4 0.3
PON and POFF 0.3 and 0.7
β and α 0.01 and 0.1
Pcol and Pcoex 0.2 and 0.1
flow as Algorithm 2, except the QoI dual variable is not updated but instead the
decoupled QoI constraint is catered for in the primal problem.
The computational complexity of the proposed scheme can be expressed in
terms of communication overhead. In this case, the overhead is dependent on
local information and the computational cost involved in evaluating the dual
variables λi where i ∈ {1, 2, 3}. The required amount of information exchange
is the distributed case is O(N).
6.4 Simulation Setup
The simulation setup is based on the scenario depicted in Fig. 1.1. A specific
case is considered where there is a single cluster comprising one base station and
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one sink node, two data channels and multiple secondary users. Moreover, each
node is connected with n nodes, and for each packet, the sender may randomly
select a destination node.
In case of centralized setup, each sensor node transmits the sensed value to
the fusion center (sink node) over CCC. The fusion center waits until it receives
data from each CRSN node in the network. The dual variable associated with
QoI is updated by the fusion center and broadcasted to the CRSN nodes over
the CCC.
On the other hand, in the distributed scenario, the algorithm is de-centralized
and, therefore, the control overhead is significantly reduced.
Details of the simulation setup can be found in Table 6.1.








k , QoI, and QoS constraints with
respect to number of iterations and the corresponding dual variables was
observed. In addition, the throughput performance of the system was also
compared against the existing resource allocation schemes for CRNs.
Fig. 6.2 depicts the interference trend with respect to number of iterations.
Similarly, Fig. 6.3 shows the QoI trend for the centralized and distributed scheme





corresponding dual variables are depicted in Figs. 6.4-6.5.
Fig. 6.2 illustrates the interference trend with respect to number of iterations
and the corresponding dual variable. It is observed that the interference on both
the channels is more than allowable interference level and hence the CRSN nodes





3 increase. As a result, the objective function of
the optimization problem increases. The decision variable power P
(i)
k decreases
so as to counter the effect of increase in the dual variable corresponding the
interference constraint. The change in dual variables, therefore, aids in satisfying
the coupled interference constraint of the optimization problem.
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(a) QoI vs network size.
(b) QoI with respect to time.
Figure 6.3: Quality of information with respect to time and network size.
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Figure 6.4: Aggregate rate with respect to time
Similarly, Fig. 6.3 illustrates the performance in terms of QoI with respect to
the number of iterations and the dual variables for the centralized and distributed
framework. In Fig. 6.3a, it is seen that the corresponding dual variable for QoI
decreases in magnitude when the QoI constraint is not met. The decrease causes
the decision variables to increase, which in turn decreases the QoI until the
constraint is met.
On the other hand, Fig. 6.3b illustrates the QoI performance of the system
with respect to network size. It is seen that the QoI decreases significantly
with an increase in network size. Since the aggregate SNR increases with an
increase in network size, it causes the probability of event detection to increase
and QoI metric to decrease. The distributed approach performs better because
of Chernoff’s bound approximation of the Q(.) function.
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Figure 6.5: Aggregate power with respect to time
The rate trend is depicted in Fig. 6.4. It is observed that the aggregate
rate on the first channel initially increases, however, after a few iterations, it
briefly violates the rate constraint, decreases and becomes constant. As soon as
the rate constraint is violated, the dual variable for the first channel increases.
This increase causes the objective function to increase which forces the decision
variable, rate, to decrease until the rate constraint is satisfied. However, for
the second channel, the allocated rate increases and becomes constant after a
few iterations. The dual variable remains constant as the rate constraint is not
violated for the second channel.
Similarly, the power trend can be seen in Fig. 6.5. The power variables
change as the dual variables change, the affect on the power variables may
however be positive or negative. For instance, in this figure, initially the total
power constraints are not satisfied. Dual variable for channel 1, denoted by
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λ14, increases which in turn causes the objective function to increase. Since λ
1
4
corresponds to power variable in the objective function, the user tries to minimize
the objective function by minimizing the power. The dual variable stabilizes as
soon as the total power constraint is satisfied.
Figure 6.6: Rate with respect to dual variables.
It is to be noted that the dual variables corresponding a particular coupled
constrained may affect the decision variables. Therefore, in addition to the dual
variables associated with coupled constraints concerning the decision variables,





For instance, Fig. 6.6 depicts the power trend with respect to λ3 and λ4, the
dual variables associated with interference and power coupled constraints.
6.6 Remarks
In this chapter, a cross-layer approach was presented for resource allocation with
constraints on QoI and QoS, and a dual decomposition method was employed
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to solve the problem.
A centralized framework was first proposed for the allocation problem. QoI
constraint was evaluated by the fusion center/sink node. The corresponding dual
variable was disseminated to the CRSN nodes. However, it was observed that
the centralized architecture incurs a huge control overhead.
Therefore, the QoI was approximated at the CRSN nodes independently. It
was seen that the QoI performance of both the centralized and the distributed
architecture is almost the same.
In the next chapter, the cross-layer framework presented in this chapter is
extended to facilitate data aggregation over a backbone CRSN.
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Chapter 7
Cross-Layer Data Aggregation in Cognitive Radio
Wireless Mesh Sensor Networks
In this chapter, the cross-layer framework presented in Chapter 6 is extended to
facilitate aggregation in cognitive radio enabled wireless mesh sensor networks
(CR-WMSN). The objective is to increase network lifetime and aggregation
accuracy and minimize end-to-end delay.
7.1 Need for Cognition in Wireless Mesh Sensor Networks
Traditional wireless sensor networks (WSNs) operate in a flat network
architecture. In such a framework, every node is homogeneous and is required
to transmit the data to the sink node via multiple hops. However, WSN
based on a flat architecture engenders the following problems: (a) imbalance
in energy consumption among nodes results in reduced network lifetime, (b)
poor scalability : as the network grows in size, distances between nodes and
sink also increases, which results in degradation of system performance, and (c)
poor robustness: since nodes in flat topology exhaust their energy reserves more
quickly compared to mesh topology, a greater number of sensor nodes cannot
deliver messages to the sink.
A change in network topology may aid in mitigating some of the issues
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associated with the flat network architecture. Incorporating mesh topology in
WSNs is a viable alternative compared to the flat network architecture. Wireless
mesh networking is viewed to be the stepping stone for next generation wireless
technologies [137]. Wireless mesh networks (WMNs) typically comprises mesh
routers (MR) and mesh clients (MC). MRs form the backbone of the network
and are connected in an ad-hoc fashion. Unlike ad-hoc networks, such networks
can self-organize and self-configure while maintaining mesh connectivity, thus,
expanding the scope of ad-hoc networks. With these additional features, mesh
networks improve the system performance in terms of robustness, reliable service
coverage, etc.
Mesh network generally employs 2.4GHz ISM band for data communication
that is also shared by WLAN and Bluetooth devices. Due to the proliferation of
wireless devices, it is becoming overly crowded and unsuitable for time sensitive
transmissions [14], [19].
On the other hand, other portions of the spectrum remain vacant. The
under-utilization of the spectrum bands motivates a need to identify unused
spectrum resources that can be used to facilitate the traffic generated by the
mesh network. Therefore, deploying cognitive radio (CR) technology in mesh
sensor networks (CR-WMSN) may be a more reliable alternative to support
network traffic [100].
7.2 In-network Aggregation in Wireless Mesh Sensor Network
The distinctive attributes of CR-WMSN also makes it suitable for data
aggregation. Data aggregation combines the data from different sources by
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performing functions such as sum, maximum, minimum, average or count. It
is particularly useful for the resource constrained sensor nodes as aggregation
minimizes data redundancy and reduces the total number of transmissions, thus
increasing the network lifetime. Even though aggregation helps to improve
energy efficiency of the network under consideration, but as pointed out in [105],
it also increases the transmission latency and adversely affects the accuracy
of the transmitted data. For instance, aggregator node waits for other nodes
before transmitting the fused results, thereby increasing the end-to-end delay.
Furthermore, if a fused packet is dropped, more data is lost as it contains more
information compared to non-aggregated packet, hence, reducing the accuracy.
7.3 Motivation
Even though the CR-WMSN aggregation architecture aims to enhance the
performance of traditional WSNs, realization of such a framework is not as
straightforward because: (a) there does not exist a framework to facilitate
aggregation in CR-WMSN, (b) addressing the aggregation tradeoff in itself is
nontrivial, and it is further complicated by introduction of cognition, and (c) an
added constraint of safeguarding the interests of the licensed channel users.
These challenges are addressed by first proposing a CR-WMSN framework
that facilitates aggregation. Secondly, a cross-layer algorithm to address the
aggregation tradeoff in CR-WMSN is presented. The proposed cross-layer
framework is decomposed horizontally and vertically. The cross-layer
optimization decompositions helps in achieving the goals discussed earlier by
providing solutions for the following: (a) horizontal decomposition: how to
129
CHAPTER 7. CROSS-LAYER DATA AGGREGATION IN COGNITIVE RADIO
WIRELESS MESH SENSOR NETWORKS
Figure 7.1: Cognitive radio wireless mesh sensor network topology.
efficiently aggregate data on the proposed CR-WMSN framework, while taking
note of energy efficiency, latency, quality of service (QoS) and quality of
information (QoI), and (b) vertical decomposition: how to regulate power on
physical layer, compute access probability on link access layer, select next hop on
network layer, and control rate on transport layer such that the desired objectives
are achieved while also conforming to licensed user protection constraint further
complicates the problem.
7.4 System Model
In this section, the proposed CR-WMSN architecture (see Fig. 7.1) is elaborated.
It is assumed that there are N CRSN nodes, M primary users (PUs) and G
gateway nodes. The network is modeled as a directed graph G = (V,L), where
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N ∪ G ∈ V .
L denotes the directed link set, (i, j) ∈ L means the CRSN node i can
transmit data to node j. Distance between node i and j is denoted by di,j .
In the proposed framework, CRSN nodes form clusters and are connected
to other clusters via gateway nodes. The gateway nodes are interconnected to
form a mesh network. CRSN nodes within the cluster communicate with each
other and the gateway node using dynamic spectrum access. The SU and PU is
modeled is similar to the one explained in Chapter 3.
CR-WMSNs continuously monitor the environment and then send data to
the most appropriate forwarding node using dynamic spectrum access based on
the routing policy. The message is eventually delivered to the sink node in a
multi-hop manner.
7.5 Problem Definition
The objective of maximizing lifetime E[TNL] and aggregation accuracy E[Aeff]
while minimizing end-to-end delay E[Di,d] is achieved by first forming a topology
conducive to aggregation and then running a cross-layer resource allocation
algorithm on each node.
The aggregation topology is formed during the initialization phase of the
proposed scheme. The topology information is disseminated to the underlying
CRSN. Based on the topology, CRSN and mesh nodes run the cross-layer
algorithm to achieve optimum solution for the optimization problem.
During initialization phase, every node collects and updates the topology
information. Each node evaluates a set of all possible paths to the nearest
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k , ..., N
P (|NPk |)
k ] where N
P (1)
k represents the vector
of the first path from node k ∈ N to the sink node. In addition, each SU
determines its neighbors NFk , a node within the transmission range of the SU.
After evaluating the neighbor set, each SU determines the next hop for its
transmission. The node with the least cost C(dk,j,jˆ ,m) is selected as the next
hop. The cost function C(dk,j,jˆ ,m) takes into account the number of available
channels m at node k and the distances between the node k, next hop j which
is the first element of all the paths in set NPk , and gateway node jˆ ∈ G.
Each node also maintains a set of outgoing links Noutk , N
from
k a set of nodes
that experience interference when node k transmits, and N tok is the set of nodes
which interferes with the transmission of the kth node.
Following the initialization phase, topology information gathered by each
node is passed down from application layer to the lower layers where cross-layer
algorithm is run.
Fig. 7.2 illustrates the interaction between the application layer and the
other layers. Rate and topology information is passed to the link access layer,
where link access probability is evaluated. Similarly, cross-layer optimization
parameters are exchanged between transport and physical layer which are
coupled through constraints. Both rate and link access values are passed to
network layer, where data is sent on the chosen link with the selected rate
and power. This information is then further passed to the neighboring and
interfering nodes. Algorithm 3 describes the algorithm run at each node during
the initialization phase and rest of the simulation.
In following sections, the aggregation topology framework, cross-layer
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Figure 7.2: Interactions between different layers and nodes of the proposed
scheme.
optimization problem formulation, and the corresponding solution approach are
described.
Algorithm 3 Cross-Layer Aggregation (CLA)
1: Initialization:
a) For each node k ∈ N , execute ATF (Algorithm 4)
2: At each iteration:
a) Run CLOD (Algorithm 5) on every node to solve the cross-layer
resource allocation problem.
7.6 Aggregation
In this section, the two aspects of data aggregation are formulated and solved:
(a) topology construction for data aggregation, and (b) communication between
neighboring nodes transmitting data to the same aggregator.
By default, each gateway node acts as an aggregator while all the SU nodes
act as non-aggregating nodes. However, during the initialization phase, if a node
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Figure 7.3: Next hop and aggregator selection in CR-WMSN.
has more than one child, it also acts as an aggregator.
The objective of the SU node is to transmit the backlogged data to the
gateway nodes which then transmits over backbone network to the sink node.
The node may transmit directly to the next hop if the next hop node is not an
aggregator. But, in case, the next hop node is an aggregator, the node cooperates
with the next hop’s children to transmit to it. Fig 7.3 illustrates an example
scenario for the proposed cross-layer aggregation scheme. In this example, there
are three clusters, and each cluster comprises cognitive radio sensor nodes (white
circles) and gateway nodes (black circle). In this study, we assume there is only
a single sink node (red circle), and all the nodes strive to send their messages
to the sink node. In this example, mesh nodes are the aggregators in two of
the clusters. Since one of the SUs in the third cluster has more than one child,
it aggregates data for its children. The values aggregated at the SU node are
further forwarded to the gateway node. The fused data is then routed along the
backbone network to be transmitted to the sink node.
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The description is now given about the communication between nodes when
they are transmitting to a common forwarding node which, in this case, is an
aggregator. Fig. 7.4 describes the aggregation and corresponding transmission
power for the nodes participating in the aggregation process [104].
Figure 7.4: Aggregation scheme incorporated in CR-WMSN.
Assuming the sink node wants to receive the highest temperature reading
from the surveillance region then the aggregator nodes forward only the highest
value received.
Each node is required to send the sensor readings to the forwarding node.
However, the neighboring nodes first cooperate with each other if they have a
common forwarding node. In Fig. 7.4, there are 3 nodes A, B, and S. Since nodes
A and B are neighbors and have a common forwarding node S, they cooperate
with each other before transmitting their sensor readings to node S.
As the query is to determine the highest temperature observed by sensors,
nodes A and B compare their readings before transmitting to node S. Node A
first transmits its reading to node B. If the sensed value of node B is less than
that of A, it will not transmit its sensed temperature to node A (see Fig. 7.4).
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Otherwise, node B will send the sensed temperature to node A. Therefore, in this
case, the expected power consumption for data exchange is 32PA,B. Following the
message exchange between nodes A and B, both the nodes transmit the fused
result to node S. Using expressions in [104], the total power consumption from










The proposed aggregation scheme is summarized as a pseudo-code in Algorithm
4.
Algorithm 4 Aggregation Tree Formation (ATF)
Require: Xk, Yk, k ∈ N
1: Each node discovers its neighbors NFk
2: Each node evaluates a set of all available paths NPk
3: Each node checks the availability of channels
4: Each node evaluates the cost for each link C(dk,j,jˆ,m)
5: if Child(ni) > 1 then
6: FlagAgg(ni) = 1
7: else
8: FlagAgg(ni) = 0
9: end if





11: if next hop node is an aggregator then
12: set P
(i)max






7.7 Cross-Layer Resource Allocation for Efficient Aggregation
The cross-layer optimization problem will now be explained. A tri-variate
objective function is designed. The aim is to minimize the objective function
such that end-to-end delay E[Di,d] is minimized while network lifetime E[T
NL]
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and data accuracy E[Aeff] are maximized. In every simulation iteration, each
node determines optimum transmission power, link access probability, next hop





k denote the allocated power and rate by the k
th user on
the ith channel. Rate R
(i)
k is bounded by the maximum allowable rate which
is expressed as a function of allocated power as R
(i)max
k = PsuccB log2(1 + γ
(i)
k ),







is the signal-to-noise ratio
(SNR), and psi,j is the probability of successful transmission on link (i, j). The k
th
node can transmit on only one channel at a time with power and rate ranging
between 0 ≤ P (i)k ≤ P (i)maxk and 0 ≤ R(i)k ≤ R(i)maxk . Similarly, each channel
can support transmissions up to the maximum aggregate power and rate, i.e.,
the transmissions on a channel are bounded by maximum aggregate power and
rate constraints. The objective of the cross-layer optimization problem is to
maximize the data accuracy and network lifetime and minimize the end-to-end
delay subject to the constraints. Therefore, the optimization problem can be
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expressed mathematically as follows:

































k ) ≤ Ith (7.6)
C8: pber(R
(i)




(i)max is the maximum aggregate rate and power allowable
on the ith channel. Similarly, Ith denotes the interference threshold on the ith
channel. pber(R
(i)
k ) is the BER when the transmission rate for the k
th node on
the ith channel is R
(i)
k , and p
th
ber is the BER threshold.
The objective function is a sum of weighted expected end-to-end delay,
network lifetime and accuracy of the received data. In later sections, the
solution approach that aims to minimize the objective function will be described.
The minimization problem is subject to quality of service (QoS) constraints.
Constraint C1 is a flow conservation constraint that the total data transmission
rate of node k is equal to the received data plus the rate of data generated by
the node itself. Constraint C2, bounds the minimum and maximum transmission
power for the kth user over the ith channel. C3 describes the maximum allowable
138
7.7. CROSS-LAYER RESOURCE ALLOCATION FOR EFFICIENT AGGREGATION
rate on each channel. C4 regulates the maximum transmission power on each
channel. Constraint C5 describes the maximum allowable rate on each channel.
The sixth constraint, C6, assures that the SU accesses only one channel at the
same time. This constraint also takes into account the hardware considerations
of the CRSN node, which has only one transceiver and therefore, cannot transmit
on more than one channel simultaneously. Constraints C7-C8, deal with quality
of service (QoS) requirements of the system. Constraints (C7-C8) set limits on
the maximum allowable PU-SU interference ratio and the bit error rate.
Constraints C7 and C8 are evaluated in a similar manner as Chapter 5 in
(5.10) and (5.13). Only difference is that the term tks is replaced by ls/R
(i)
k where
ls is the packet size. In this case, packet size is fixed, and therefore both the
expressions are evaluated in terms of allocated rate R
(i)
k .
Next, objective function is evaluated, which is a weighted sum of (a) network
lifetime E[TNL], (b) end-to-end delay E[Di,d], and (c) aggregation efficiency
E[Aeff ].
7.7.1 Network Lifetime
Network lifetime is defined as the time when the first node in the network
exhausts its energy reserves. While evaluating network lifetime, only energy
consumed to transmit or to receive is taken into account. In order to evaluate
expected network lifetime, the probability of successful transmission over the
selected link is first evaluated. Let et and er denote the energy needed to transmit
and receive one bit, qi,j the probability that node i accessed link (i, j) when it
is idle, and let z denote the number of packets in the queue. Probability of
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successful transmission over link (i, j) = psi,j is dependent on the following: (a)
no other node transmits on that link
∏NFk
k=1(1−qk,j), (b) primary user (PU) does
not appear on the link (e−φTd) (φ is average OFF-ON rate), and (c) receiver
node j does not start transmission on any other link 1−∑NFjh=1 qj,h. Probability








Energy consumed to transmit a packet successfully depends on several factors:
(a) average number of retransmissions, and (b) cumulative energy spent in
unsuccessful data transmission.
The energy consumed in each unsuccessful transmission attempt is first
evaluated. Assuming data transmission is disrupted by the appearance of PU














Since probability of unsuccessful transmission due to PU appearance is puPU , the
probability of unsuccessful transmission provided that the PU did not appear is
evaluated as psi.j−puPU . Expected transmission energy at node i is expressed as a
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d(1− (psi,j − puPU ))k−1−d
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× psi,j(dP ut + P st ) (7.11)






k , and RT denotes the maximum number
of retransmissions. The average energy required to receive a packet E
(i)
r is
evaluated in a similar manner. Given the initial energy level of the node einit,





















Eq. 7.14 maximizes the lifetime by maximizing the lifetime of the node with the
least remaining energy.
7.7.2 End-to-end Delay
In this section, average end-to-end delay E[Di,d] experienced by the packet from
the source node to the sink node is computed. In order to compute E[Di,d], the
length of the node queue and probability of unsuccessful transmission 1 − psi,j
(Eq. 7.8) is taken into account. The end-to-end delay is typically evaluated as
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The transmission delay E[T Ti ] is the time taken to transmit a packet from the
head of queue to the destination node. Also, Td is the time taken to transmit
the packet successfully and Tdu is the average time taken for an unsuccessful
transmission before the reason for the packet drop is detected. The overhead
due to the binary backoff mechanism E[W ] is also considered. The expected












+ Td + jTdu
]
psi,j . (7.16)
If there are Qi packets in the queue when a new packet reaches node ni, then the
total delay over a single hop can be expressed as E[T Ti + T
Q









denote the average single hop distance between a node
and its neighbors. Using di,j , the average number of hops between the gateway











7.8. DISTRIBUTED OPTIMIZATION DECOMPOSITION
7.7.3 Aggregation Accuracy
The aggregation accuracy metric E[Aeff ] is similar to probability of error in
detecting an event in Chapter 6, Section 6.3.1. However, in this case, the event
detection is decentralized by delegating the task of detecting an event to the
gateways. If the quality of information gathered at the gateway is not up to the
desired standard, gateway nodes advise the client nodes to retransmit the data
at higher rates.
Similarly, gateway nodes are required to retransmit at higher rates to the
sink node if the data received at the sink nodes is insufficient to make a decision.
Aggregation accuracy metric can be written as follows:





P ge (ψ), (7.18)









where GFg is the set containing the sensor nodes connected to the gth gateway
node.
7.8 Distributed Optimization Decomposition
Next, the approach employed to solve the optimization problem is elaborated.
During network initialization phase, each node evaluates the set of all available
paths NPk (s) to gateway node. The shortest path metric is dependent on
the distance between the node and the gateway node, and also the channel
availability along each hop of the route. If multiple links are available then the
node has to decide which link to access and what should be the transmission
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rate and power.
In this chapter, dual decomposition method is utilized to exploit the layered
anatomy of the proposed framework to solve the stated resource allocation
problem.
The link access mechanism is first described. Let Noutk denote the set of
outgoing links from k ∈ N , N tok as the set of nodes whose transmissions cause
interference to the receiver, node k, excluding the transmitter node of the link,
N fromk as the set of links whose transmissions get interfered from the transmission
of node k, and ck,j as the capacity of link (k, j) [140]. Each link uses the allocated
rates R
(i)


































the access probability increases if there is still bandwidth available for
transmission, and decreases if it is being accessed by interfering nodes.
In this particular scenario, the transmission power P
(k)
i and rate R
(k)
i
are coupled through total power (C4), total rate (C5) and interference (C7)
constraints. In order to solve the cross-layer dual problem, Lagrange multipliers
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are introduced specifically for the coupling constraints. Using the Lagrangian
variables for the coupled-constraints, the optimization problem can easily be
decomposed into N subproblems, i.e. rate and power is allocated for each user
separately.
The Lagrangian of the optimization problem can be expressed as follows:









































where P = [P
(1)
1 , ..., P
(M)
1 , ..., P
(M)
N ] is the transmission power of all the users
across the channels. Similarly, R = [R
(1)
1 , ..., R
(M)
1 , ..., R
(M)
N ] is the rate of all the
users across the channel. λj = [λ
(1), ..., λ(M)], where j ∈ {1, 2, 3}, denotes the
dual variables across the channels for each coupled constraint.
The dual function, Eq. 7.21, evaluates the objective function of the
optimization problem. Furthermore, it absorbs the coupled constraints by
introducing the Lagrange variables for them. Eq. 7.21 can be rearranged to
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k = 1 C8: Pber(R
(i)
k ) ≤ P thber (7.23)
where Pk = [P
(1)
k , ..., P
(M)
k ], and Rk = [R
(1)
k , ..., R
(M)
k ] are the transmit powers,
and rates the different channels, respectively, and Lk(Pk,Rk,λ1,λ2,λ3) is the
Lagrangian function of kth CRSN node.
The corresponding master dual problem is:































3 ≥ −τ2 (7.24)
Algorithm 5 summarizes the pseudo code for the proposed solution to the
optimization problem. In the algorithm, dual variables (λ1,λ2,λ3) are first
initialized and passed to the primal subproblem. The subproblem is executed by
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each user to compute the transmit power, rate and link access for all its channels.
In Algorithm 5, t refers to the loop counter, and %1 − %3 are small positive step
sizes used to update the Lagrange multipliers.
The message complexity of the proposed algorithm is now discussed. The
analysis is done separately for the following two phases: (a) initialization phase,
and (b) simulation iteration.
During the initialization phase, topology is formed using shortest path
algorithm based on the cost function described in earlier sections. The message
complexity of the shortest path algorithm such as Dijkstra’s algorithm is
O(|L| + |V | log |V |) where L is the number of edges and V a set of nodes.
Furthermore, a node informs its neighbors if it is an aggregator. The aggregator
can be connected to at most N − 1 sensor nodes. Hence, in this case, the worst
case message complexity is O(N − 1). Therefore, message complexity of the
initialization phase is O(|L|+ |V | log |V |+N − 1).
In order to compute link access probability and decide on next hop, each node
needs to obtain values from the neighboring nodes NFk and interfering nodes
N fromk . Therefore, during each iteration, information about each link (k, j) has
to be communicated to sensor nodes in the interference set and neighbor set.
Hence, at each iteration of the protocol, only a small amount of information
needs to be exchanged between a node and its neighbors.
7.9 Simulation Setup
The CR-WMSN and algorithms described were simulated in MATLAB [131],
where each node is connected with the nodes within its transmission range. The
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Algorithm 5 Cross-Layer Optimization Decomposition (CLOD)











1: Compute qt+1k,j using Eq. 7.20
2: while termination criteria is not true do
3: for k = 1 to N do
4: qt+1k = f(q
t
k)
5: Solve subproblem defined by Eq. 7.23
6: end for






































































25: Choose the next hop j ∈ N with link access probability qi,j and transmit at





Table 7.1: Simulation setup for data aggregation scheme in
CR-WMSN.
Parameter Value
# of PUs M 2
# of CRSN nodes N 30
# of mesh nodes G 5
Maximum power threshold P
(i)max
k 15 mW [90]
Total power threshold P (i)max 150 mW
Maximum rate constraint R
(i)max
k 15 Kbps
Total rate constraint R
u (i)
ch 100 Kbps
BER P thber 10
−3
Interference threshold Imax 0.2 [77]
%1, %2, and %3 0.3
PON and POFF 0.3 and 0.7 [77]
β and α 0.01 and 0.1
Pcol and Pcoex 0.2 and 0.1
sender selects the link, next hop node, power and rate based on the proposed
cross-layer aggregation algorithm. Packet arrivals are modeled as a Poisson
arrival process with arrival rate Λ = 1 per iteration. Details of simulation setup
can be found in Table 7.1.
In order to improve the accuracy of the obtained results and achieve values
within 95% confidence interval, the simulation is run 30 times, each with different
initial CR-WMSN and PU positions and then the results are averaged in each
iteration.
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(a) Aggregate rate with respect to time. (b) Aggregate power with respect to time.
(c) Interference ratio with respect to time.
Figure 7.5: Convergence of decision variables within each time slot. The x-axis
label indicates the number of steps it takes to converge to a feasible value in
every iteration of the simulation.
7.10 Performance Evaluation
The cognitive radio sensor network constitutes primary users, cognitive radio
enabled sensor nodes, mesh gateway nodes and a sink node. A deployment
area of 200x200m is assumed. The coverage radius of each CRSN node is 10m,
whereas the coverage radius of gateway node is 20m, and primary user can cover
a circular area of radius 100m. All the network devices are assigned random
positions during the initialization phase of the simulation. Based on the assigned
locations, each node evaluates a set of nodes within its transmission range.
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Fig. 7.5 depicts the convergence trend of the decision variables in every
iteration of the simulation. The performance comparison of the proposed scheme
is illustrated in Fig. 7.6. Lastly, Fig. 7.7 shows the rate and power allocated to
each user.
Fig. 7.5a depicts the rate trend. It is observed that the aggregate rate
of the first channel initially violates the maximum aggregate rate constraint. In
order to satisfy the constraint, the dual variable associated with the first channel
increases. The increase in the value of dual variable causes the objective function
to also increase, in order to counter the increase, the rate variable decreases. On
the other hand, dual variable of the second channel remains constant as the
maximum aggregate rate constraint of the second channel is not violated.
Similarly, the power trend can be seen in Fig. 7.5b. The power variable
initially increases as it increases the objective function. However, after a few
iterations, the aggregate power on the channel exceeds the maximum allowable
limit that causes the decision variable to increase, which in turn reduces the
power allocated to users.
Fig. 7.5c illustrates the interference trend with respect to number of
iterations and the corresponding dual variable. It is observed that the
interference on both the channels is more than the allowable interference level,
and hence the node does not satisfy the interference constraint. In order to




3 increase. This, in turn,
causes the decision variables to change such that interference constraint is
satisfied.
It is to be noted that the dual variables corresponding to particular coupled
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(a) Packet drop rate with respect network size. (b) Delay vs network size.
(c) Energy dissipation with respect to time.
Figure 7.6: Performance comparison of the proposed scheme with respect to
network size.
constraint may affect the decision variables. Therefore, in addition to the dual
variables associated with coupled constraints concerning the decision variables,





Next, we compare the performance of the proposed scheme with existing
cross-layer and aggregation frameworks. We chose JRPRA [107] as a
comparative scheme because it is also a cross-layer data gathering scheme with
the objective of maximizing lifetime, thus, making the framework similar to the
proposed scheme.
It can be seen in Fig. 7.6a that the proposed scheme outperforms the
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comparative schemes in terms of packet drop rate. Since JRPRA only aims to
maximize lifetime, more data packets are dropped as aggregation efficiency and
end-to-end delay metrics are not taken into account. Furthermore, the proposed
backbone mesh topology provides a more reliable transmission that results in a
better delivery ratio compared to the JRPRA.
Similarly, it is observed that the proposed scheme also outperforms the
non-aggregating scheme. In the non-aggregation case, packet drop rate is
proportional to the network size, which not only results in higher packet drop
rate but also increases the number of retransmissions.
Even though the non-aggregating scheme avoids the time taken to aggregate
the packets, it increases the probability of packet drop as now each node strives
to send data to the sink node at all times. Therefore, it can be deduced that
higher packet drop rate results in increased number of retransmissions, hence
deteriorating the system performance in terms of delay and energy consumption.
Figs. 7.6b-7.6c compare the delay and throughput performance of the
proposed scheme with the JRPRA and non-aggregation scheme. As discussed
earlier, due to higher packet drop rate, more time and energy is expended
to retransmit the dropped packet. Increase in packet drop rate increases the
number of retransmissions that, in turn, increases the packet transmission
latency. Moreover, message drop at aggregating nodes means that only one
packet needs to be retransmitted, but in case of non-aggregation scheme,
transmission is affected at multiple nodes. Hence, instead of one retransmission,
there are multiple retransmissions that results in higher latency compared
to aggregation based scheme. Therefore, proposed scheme outperforms the
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(a) Rate allocation. (b) Power allocation.
Figure 7.7: Resource allocation for a network of 30 CRSN nodes and 5 mesh
nodes. Some of the CRSN nodes act as aggregator and hence are allocated more
resources.
comparative schemes in terms of latency and energy efficiency.
It is also observed that the system performance, in terms of packet drop
ratio, delay, and energy consumption, deteriorates as the network grows. With
an increase in network size, network becomes congested and transmission
opportunities decrease. This, in turn, results in higher packet drop rate which
also adversely affects packet latency and energy consumption.
Lastly, Fig. 7.7 illustrates the rate and power allocated to each node in
the network of 30 CRSN nodes and 5 gateway nodes. Since aggregators are
given higher priority compared to non-aggregating nodes, aggregating nodes are
allocated higher transmission rate and power.
7.10.1 Implementation Issues
Few of the implementation issues are listed as follows:
• The interactions between different layers involve direct communication
between them. Such interactions allow the layers to communicate the
information in runtime. This direct communication between the layers
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means that the payer specific parameters are visible to other layers.
Since the information needs to be updated in every simulation iteration,
a number of implementation issues relating to management of shared
memory space between layers may need to be resolved.
• Even though the proposed cross-layer schemes determine the feasible
solution, there is a chance that the aggregate SU power and rate demands
exceed the maximum capacity of the system. Moreover, the channel quality
can become so poor that the channel related constraints such as BER
cannot be satisfied. If such a situation arises then some of the SUs may
need to terminate their communication and retransmit at a later time when
conditions are more feasible.
• Each node needs to communicate Lagrange variables to its neighbors. The
nodes can achieve this by broadcasting this information to its negihbors.
However, the broadcast nature may require the nodes to be synchronized.
Synchronization can be avoided if neigbhors can actively send inquiring
message to ask for the information about Lagrange variables.
• Lastly, the nodes may deplete their energy reserves sooner than expected
as energy consumed to evaluate the objective function is not taken into
account.
7.11 Remarks
This chapter presents a cross-layer aggregation scheme for cognitive radio
wireless mesh sensor networks (CR-WMSN). First a framework conducive for
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aggregation in CR-WMSN was proposed. Next, a cross-layer aggregation scheme
with the objective to increase the network lifetime, aggregation accuracy and
reduce end-to-end delay was presented. A dual decomposition method was
employed to solve the problem.
With the analysis of the stated metrics, it is concluded that by making
informed decisions about power control, link access, routing, and rate control,
the desired performance can be achieved.
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Conclusions and Future Research
In this thesis, we have devoted our research efforts to developing energy efficient
techniques over multiple layers of communication stack of cognitive radio sensor
networks. In this final chapter, we highlight the contributions made in this thesis
and suggest several areas that merit future research.
8.1 Conclusions
It has been seen that employing cognition at the physical layer, in form of
dynamic spectrum access, improves the performance of the WSN in terms
of energy efficiency, throughput, and other metrics gauging the performance.
Moreover, it provides a better alternative compared to fixed spectrum usage in
the overcrowded medium.
However, with the merger of the two networks, additional challenges need to
be addressed such as protecting the licensed channel, disseminating the dynamic
spectrum access results, and the issues inherent in WSNs.
With the introduction of cognition, the specific requirements of WSNs and
CRNs should be taken into account while designing protocols for cognitive
radio sensor networks. The applications of wireless sensor networks are deemed
extremely useful in the areas of monitoring, health care, military, and etc.
Therefore, extensive work is being done continually to improve the performance
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of the underlying sensor networks. Among others, the most important objectives
from a communication perspective are: (a) since sensor nodes are energy
constrained devices, one of the most challenging task is to increase the network
lifetime by tuning parameters, such as, transmission power and rate which
ensures high successful transmission rate, and improves other performance
metrics, (b) since many applications are event-driven, the objective of the
network in this case becomes to detect event at the sink node accurately and in
a timely manner, (c) there is also a need to address the conflicting objectives, for
instance, in an event-driven sensor networks, event should be detected accurately
in a timely manner, but in order to do so, more energy has to be expended to
collect more data at higher transmission rate.
Above all, in the aforementioned scenarios, the interests of licensed users
should always be safeguarded. In order to protect the licensed users, spectrum
should be sensed and results should be disseminated among the nodes, and also
on the different layers of the communication stack. Hence, a need arises to fine
tune the parameters to achieve the optimum solution of the multiple conflicting
objectives.
Most of the design objectives are achieved by employing cross-layer
framework which can be decomposed both horizontally and vertically. In
horizontal decomposition, each node contributes towards the network objective
by solving the problem locally. Whereas in vertical decomposition, the tasks at
different layers are decomposed i.e., information is transferred between layers,
and then each layer makes a decision on their respective parameters.
The first part of the thesis outlines the communication framework for
158
8.1. CONCLUSIONS
cognitive radio sensor networks. Incorporating dynamic spectrum access enables
the sensor nodes to access the channel and avoid the crowded spectrum. This
may reduce the latency and improve energy efficiency, but additional constraints
such as protection of licensed users must be ensured. This motivated the need to
propose a MAC protocol for cognitive radio sensor networks, which not only is
energy efficient but also protects the licensed users from excessive interference.
The proposed scheme catered to some of the fundamental requirements of CRSN
but the obtained results reflected that there is a scope for further improvement.
It was also observed that the parameters such as packet length and
channel selection affected the BER (physical layer metric) and the interference
experienced by primary user. Therefore, an energy efficient cross-layer MAC
layer was proposed that obtained parameters from the physical layer such
as transmit power and channel sensing results. Based on the physical layer
parameters, the proposed scheme evaluated the packet length and channel
selection with the objective to increase energy efficiency.
In the second part of the thesis, the problem of optimizing conflicting
objectives for an event-driven CRSNs was investigated. A cross-layer framework
for CRSNs with the focus on transmitting data accurately in a timely manner
was designed.
The performance analysis validates the use of cognition in WSNs and a
cross-layer architecture to achieve the optimum solution for the tradeoff. It
was observed that by tuning parameters over several layers, network lifetime,
latency, and detection accuracy improved while also protecting the interests of
primary user.
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In short, this thesis presents a holistic picture of the CRSN communication
protocol stack. Multiple layers work in consort for energy efficiency, accurate and
timely event detection at the sink node, thereby fulfilling the primary objective
of any wireless sensor network. Moreover, performance analysis reaffirms the use
of cognition in WSNs as it helped achieve the stated objectives more efficiently.
In all, the main objectives as laid out in Chapter 1 of this thesis have been
achieved.
8.2 Future Research
There are many improvements that can be made on the existing protocols and
the presented work.
In this work, dedicated common control channel (CCC) has been assumed.
But in practice, it may not be a suitable idea as the out of band dedicated
channel is too expensive. On the other hand, in-band CCC incurs a lot of control
signaling when PU appears on th licensed channel used as CCC. Therefore, a
need arises to solve the control channel access mechanism.
Secondly, frequent spectrum sensing not only reduces the time for data
transmission but it is also a very expensive task. Hence, a need arises to design
energy aware cooperative spectrum access mechanisms.
Moreover, spectrum sensing overhead can also be reduced by replacing it with
an accurate model to predict primary user activity on the licensed channels. Such
a model will also achieve high efficiency through full spectrum utilization.
Furthermore, data sampling, sensing, and collection can be done by
predicting the arrival of primary user. Using the predictive model, sensor
160
8.2. FUTURE RESEARCH
nodes can be scheduled to sample, sense and transmit data when the channel
is expected to be idle. Subsequently, this will help reduce idle listening and
spectrum sensing overhead.
With an increase in number of applications for CRSNs, multiple networks
may be deployed in close proximity to each other. The network may therefore
access the same ISM bands or the licensed channels which will results in
interference between the networks. So far, the proposed schemes in CRSN only
consider single network and does not take into account the interference caused by
other networks. Therefore, a need arises to design a framework for inter-network
resource allocation and management scheme that reduces interference between
different networks.
Lastly, it is assumed that the CRSN nodes transmitting data have the same
priority. However, in reality, priority levels of the sensor nodes may be different
owing to the data being transmitted. Hence, it is important to formulate schemes
which are aware of the priority of the constituent sensor nodes, and take actions




(J1) Jamal, Amna, Chen-Khong Tham, and Wai Choong Wong, “Dynamic
Packet Size Optimization and Channel Selection for Cognitive Radio
Sensor Networks,” IEEE Transactions on Cognitive Communications and
Networking, (accepted).
Conferences
(C1) Jamal, Amna, Chen-Khong Tham, and Wai Choong Wong. ”Event
detection and channel allocation in cognitive radio sensor networks.” in
Proceedings of IEEE International Conference on Communication Systems
(ICCS), pp. 157-161. IEEE, 2012.
(C2) Jamal, Amna, Chen-Khong Tham, and Wai-Choong Wong. ”CR-WSN
MAC: An energy efficient and spectrum aware MAC protocol for cognitive
radio sensor network.” in Proceedings of IEEE Cognitive Radio Oriented
Wireless Networks and Communications (CROWNCOM), pp. 67-72.,
2014.
(C3) Jamal, Amna, Chen-Khong Tham, and Wai-Choong Wong. ”Spectrum
aware and energy efficient MAC protocol for cognitive radio sensor
network.” in Proceedings of IEEE International Conference on Computer
Communications (INFOCOM) Workshops, pp. 759-764. IEEE, 2014.
162
Bibliography
[1] C.-Y. Chong and S. P. Kumar, “Sensor networks: evolution, opportunities,
and challenges,” Proceedings of the IEEE, vol. 91, no. 8, pp. 1247–1256,
2003.
[2] W. Dargie and C. Poellabauer, Fundamentals of wireless sensor networks:
theory and practice. John Wiley & Sons, 2010.
[3] I. F. Akyildiz and M. C. Vuran, Wireless sensor networks. John Wiley &
Sons, 2010, vol. 4.
[4] I. F. Akyildiz, W. Su, Y. Sankarasubramaniam, and E. Cayirci, “Wireless
sensor networks: a survey,” Computer networks, vol. 38, no. 4, pp. 393–422,
2002.
[5] A. Mainwaring, D. Culler, J. Polastre, R. Szewczyk, and J. Anderson,
“Wireless sensor networks for habitat monitoring,” in Proc. ACM
international workshop on sireless sensor networks and applications, 2002,
pp. 88–97.
[6] I. F. Akyildiz and I. H. Kasimoglu, “Wireless sensor and actor networks:
research challenges,” Ad hoc networks, vol. 2, no. 4, pp. 351–367, 2004.
[7] T. Arampatzis, J. Lygeros, and S. Manesis, “A survey of applications
of wireless sensors and wireless sensor networks,” in IEEE International
Symposium on, Mediterrean Conference on Control and Automation
Intelligent Control, 2005, pp. 719–724.
[8] H. Wang, J. Elson, L. Girod, D. Estrin, and K. Yao, “Target classification
and localization in habitat monitoring,” in Proc. IEEE International
Conference on Acoustics, Speech, and Signal Processing(ICASSP’03),
vol. 4, 2003, pp. IV–844.
[9] T. He, S. Krishnamurthy, J. A. Stankovic, T. Abdelzaher, L. Luo,
R. Stoleru, T. Yan, L. Gu, J. Hui, and B. Krogh, “Energy-efficient
surveillance system using wireless sensor networks,” in Proc. ACM
international conference on Mobile systems, Applications, and Services,
2004, pp. 270–283.
[10] D. Li, K. D. Wong, Y. H. Hu, and A. M. Sayeed, “Detection, classification,
and tracking of targets,” IEEE Signal Processing Magazine, vol. 19, no. 2,
pp. 17–29, 2002.
[11] H. Wang, D. Estrin, and L. Girod, “Preprocessing in a tiered sensor
network for habitat monitoring,” EURASIP Journal on Applied Signal
Processing, pp. 392–401, 2003.
[12] B. Sinopoli, C. Sharp, L. Schenato, S. Schaffert, and S. S. Sastry,
“Distributed control applications within sensor networks,” Proceedings of
the IEEE, vol. 91, no. 8, pp. 1235–1246, 2003.
[13] H. Bany Salameh, M. Krunz, and D. Manzi, “Spectrum bonding and
aggregation with guard-band awareness in cognitive radio networks,” IEEE
Transactions on Mobile Computing, 2013.
[14] G. Zhou, J. A. Stankovic, and S. H. Son, “Crowded spectrum in wireless
sensor networks,” IEEE EmNets, vol. 6, 2006.
163
BIBLIOGRAPHY
[15] N. Devroye, M. Vu, and V. Tarokh, “Cognitive radio networks,” IEEE
Signal Processing Magazine, vol. 25, no. 6, pp. 12–23, 2008.
[16] S. Haykin, “Cognitive radio: brain-empowered wireless communications,”
IEEE Journal on Selected Areas in Communications, vol. 23, no. 2, pp.
201–220, 2005.
[17] I. F. Akyildiz, W.-Y. Lee, M. C. Vuran, and S. Mohanty, “Next
generation/dynamic spectrum access/cognitive radio wireless networks: a
survey,” Computer Networks, vol. 50, no. 13, pp. 2127–2159, 2006.
[18] M. A. McHenry, P. A. Tenhula, D. McCloskey, D. A. Roberson, and
C. S. Hood, “Chicago spectrum occupancy measurements & analysis and
a long-term studies proposal,” in Proceedings of the first international
workshop on Technology and policy for accessing spectrum. ACM, 2006,
p. 1.
[19] O. Akan, O. Karli, and O. Ergul, “Cognitive radio sensor networks,” IEEE
Networks, vol. 23, no. 4, pp. 34–40, 2009.
[20] G. Vijay, E. Ben Ali Bdira, and M. Ibnkahla, “Cognition in wireless
sensor networks: A perspective,” IEEE Sensors Journal, vol. 11, no. 3,
pp. 582–592, 2011.
[21] J.-g. Jia, Z.-w. He, J.-m. Kuang, and H.-F. Wang, “Analysis of key
technologies for cognitive radio based wireless sensor networks,” in IEEE
International Conference on Wireless Communications Networking and
Mobile Computing (WiCOM), 2010, pp. 1–5.
[22] L. H. A. Correia, E. E. Oliveira, D. F. Macedo, P. M. Moura, A. A. F.
Loureiro, and J. S. Silva, “A framework for cognitive radio wireless
sensor networks,” in IEEE Symposium on Computers and Communications
(ISCC), 2012, pp. 000 611–000 616.
[23] A. Ghasemi and E. S. Sousa, “Spectrum sensing in cognitive radio
networks: requirements, challenges and design trade-offs,” IEEE
Communications Magazine, vol. 46, no. 4, pp. 32–39, 2008.
[24] D. Cabric, S. M. Mishra, and R. W. Brodersen, “Implementation issues
in spectrum sensing for cognitive radios,” in IEEE conference on Signals,
systems and computers, vol. 1, 2004, pp. 772–776.
[25] T. Yucek and H. Arslan, “A survey of spectrum sensing algorithms for
cognitive radio applications,” IEEE Communications Surveys & Tutorials,
vol. 11, no. 1, pp. 116–130, 2009.
[26] D. Cabric, A. Tkachenko, and R. W. Brodersen, “Spectrum sensing
measurements of pilot, energy, and collaborative detection,” in IEEE
Military Communications Conference (MILCOM), 2006, pp. 1–7.
[27] G. Ganesan and Y. Li, “Cooperative spectrum sensing in cognitive
radio networks,” in IEEE International Symposium on New Frontiers in
Dynamic Spectrum Access Networks (DySPAN), 2005, pp. 137–143.
[28] N. Abramson, “The ALOHA system: another alternative for computer
communications,” in Proceedings of the fall joint computer conference.
ACM, 1970, pp. 281–285.
[29] G. Holland, N. Vaidya, and P. Bahl, “A rate-adaptive MAC protocol
for multi-hop wireless networks,” in Proceedings of the 7th annual




[30] O. Tickoo and B. Sikdar, “Queueing analysis and delay mitigation in
ieee 802.11 random access MAC based wireless networks,” in IEEE
International Conference on Computer Communications (INFOCOM),
vol. 2, 2004, pp. 1404–1413.
[31] W. Ye, J. Heidemann, and D. Estrin, “An energy-efficient MAC protocol
for wireless sensor networks,” in IEEE International Conference on
Computer Communications (INFOCOM), vol. 3, 2002, pp. 1567–1576.
[32] T. Van Dam and K. Langendoen, “An adaptive energy-efficient MAC
protocol for wireless sensor networks,” in Proceedings of the 1st
international conference on Embedded networked sensor systems. ACM,
2003, pp. 171–180.
[33] I. Demirkol, C. Ersoy, and F. Alagoz, “MAC protocols for wireless sensor
networks: a survey,” IEEE Communications Magazine, vol. 44, no. 4, pp.
115–121, 2006.
[34] A. De Domenico, E. C. Strinati, and M. Di Benedetto, “A survey on MAC
strategies for cognitive radio networks,” IEEE Communications Surveys &
Tutorials, vol. 14, no. 1, pp. 21–44, 2012.
[35] C. Cormio and K. R. Chowdhury, “A survey on MAC protocols for
cognitive radio networks,” Ad Hoc Networks, vol. 7, no. 7, pp. 1315–1329,
2009.
[36] M. Cesana, F. Cuomo, and E. Ekici, “Routing in cognitive radio networks:
Challenges and solutions,” Ad Hoc Networks, vol. 9, no. 3, pp. 228–248,
2011.
[37] G. Cheng, W. Liu, Y. Li, and W. Cheng, “Joint on-demand routing and
spectrum assignment in cognitive radio networks,” in IEEE International
Conference on Communications (ICC), 2007, pp. 6499–6503.
[38] H. Ma, L. Zheng, X. Ma et al., “Spectrum aware routing for
multi-hop cognitive radio networks with a single transceiver,” in IEEE
International Conference on Cognitive Radio Oriented Wireless Networks
and Communications (CrownCom), 2008, pp. 1–6.
[39] J.-H. Chang and L. Tassiulas, “Maximum lifetime routing in wireless sensor
networks,” IEEE/ACM Transactions on Networking (TON), vol. 12, no. 4,
pp. 609–619, 2004.
[40] K. Akkaya and M. Younis, “A survey on routing protocols for wireless
sensor networks,” Ad hoc networks, vol. 3, no. 3, pp. 325–349, 2005.
[41] J. N. Al-Karaki and A. E. Kamal, “Routing techniques in wireless sensor
networks: a survey,” IEEE Wireless communications, vol. 11, no. 6, pp.
6–28, 2004.
[42] Y. Sankarasubramaniam, O¨. B. Akan, and I. F. Akyildiz, “ESRT:
event-to-sink reliable transport in wireless sensor networks,” in Proceedings
of the 4th ACM international symposium on Mobile ad hoc networking &
computing, 2003, pp. 177–188.
[43] Y. Zhang and W. Lee, “Intrusion detection in wireless ad-hoc networks,”
in Proceedings of the 6th annual international conference on Mobile
computing and networking. ACM, 2000, pp. 275–283.
165
BIBLIOGRAPHY
[44] B. Krishnamachari and S. Iyengar, “Distributed bayesian algorithms for
fault-tolerant event region detection in wireless sensor networks,” IEEE
Transactions on Computers, vol. 53, no. 3, pp. 241–250, 2004.
[45] G. Wittenburg, N. Dziengel, C. Wartenburger, and J. Schiller, “A system
for distributed event detection in wireless sensor networks,” in Proceedings
of the 9th ACM/IEEE International Conference on Information Processing
in Sensor Networks, 2010, pp. 94–104.
[46] M. Yan, S. Ji, M. Han, Y. Li, and Z. Cai, “Data aggregation scheduling in
wireless networks with cognitive radio capability,” in IEEE International
Conference on Sensing, Communication, and Networking (SECON), 2014,
pp. 513–521.
[47] M. Yan, S. Ji, and Z. Cai, “Time efficient data aggregation scheduling
in cognitive radio networks,” in Global Communications Conference
(GLOBECOM), 2013, pp. 1185–1190.
[48] D. Cavalcanti, S. Das, J. Wang, and K. Challapali, “Cognitive radio
based wireless sensor networks,” in in Proceedings of 17th International
Conference on Computer Communications and Networks, 2008.IEEE
ICCCN’08, pp. 1–6.
[49] S. Gao, L. Qian, D. R. Vaman, and Q. Qu, “Energy efficient
adaptive modulation in wireless cognitive radio sensor networks,” in
IEEE International Conference on Communications (ICC)., 2007, pp.
3980–3986.
[50] S. Gao, L. Qian, and D. R. Vaman, “Distributed energy efficient
spectrum access in wireless cognitive radio sensor networks,” in IEEE
Wireless Communications and Networking Conference (WCNC)., 2008,
pp. 1442–1447.
[51] A. Jamal, C.-K. Tham, and W. C. Wong, “Event detection and channel
allocation in cognitive radio sensor networks,” in IEEE International
Conference on Communication Systems (ICCS), 2012, pp. 157–161.
[52] Z. Liang and D. Zhao, “Quality of service performance of a cognitive radio
sensor network,” in IEEE International Conference on Communications
(ICC)., 2010, pp. 1–5.
[53] G. A. Shah, V. C. Gungor, and O¨. B. Akan, “A cross-layer QoS-aware
communication framework in cognitive radio sensor networks for smart
grid applications.” in IEEE Transactions on Industrial Informatics, vol. 9,
no. 3, pp. 1477–1485, 2013.
[54] O. D. Incel, L. van Hoesel, P. Jansen, and P. Havinga, “MC-LMAC:
A multi-channel mac protocol for wireless sensor networks,” Ad Hoc
Networks, vol. 9, no. 1, pp. 73–94, 2011.
[55] L. Tang, Y. Sun, O. Gurewitz, and D. B. Johnson, “EM-MAC: a dynamic
multichannel energy-efficient mac protocol for wireless sensor networks,”
in Proceedings of the Twelfth ACM International Symposium on Mobile Ad
Hoc Networking and Computing. ACM, 2011, p. 23.
[56] X. Chen, P. Han, Q.-S. He, S.-l. Tu, and Z.-L. Chen, “A multi-channel
MAC protocol for wireless sensor networks,” in International Conference
on Computer and Information Technology (CIT), 2006, pp. 224–224.
166
BIBLIOGRAPHY
[57] Y. Kim, H. Shin, and H. Cha, “Y-MAC: An energy-efficient multi-channel
MAC protocol for dense wireless sensor networks,” in International
Conference on Information Processing in Sensor Networks. IEEE
Computer Society, 2008, pp. 53–63.
[58] L. Ma, C.-C. Shen, and B. Ryu, “Single-radio adaptive channel algorithm
for spectrum agile wireless ad hoc networks,” in IEEE International
Symposium on New Frontiers in Dynamic Spectrum Access Networks
(DySPAN), 2007, pp. 547–558.
[59] J. Jia, Q. Zhang, and X. Shen, “HC-MAC: A hardware-constrained
cognitive mac for efficient spectrum management,” IEEE Journal on
Selected Areas in Communications, vol. 26, no. 1, pp. 106–117, 2008.
[60] B. Hamdaoui and K. G. Shin, “OS-MAC: An efficient MAC protocol
for spectrum-agile wireless networks,” IEEE Transactions on Mobile
Computing, vol. 7, no. 8, pp. 915–930, 2008.
[61] M. Timmers, S. Pollin, A. Dejonghe, L. Van der Perre, and F. Catthoor,
“A distributed multichannel MAC protocol for multihop cognitive radio
networks,” Vehicular Technology, IEEE Transactions on, vol. 59, no. 1,
pp. 446–459, 2010.
[62] L. Le and E. Hossain, “A MAC protocol for opportunistic spectrum
access in cognitive radio networks,” in IEEE Wireless Communications
and Networking Conference (WCNC), 2008, pp. 1426–1430.
[63] G. P. Joshi, S. Acharya, and S. W. Kim, “A MAC protocol for CR-WSN
without a dedicated common control channel,” International Journal of
Distributed Sensor Networks, 2014.
[64] Y. Xu, C. Wu, C. He, and L. Jiang, “A cluster-based energy efficient MAC
protocol for multi-hop cognitive radio sensor networks,” in IEEE Global
Communications Conference (GLOBECOM), 2012, pp. 537–542.
[65] M. M. A. Pritom, S. Sarker, M. A. Razzaque, M. M. Hassan, M. A.
Hossain, and A. Alelaiwi, “A multiconstrained QoS aware MAC protocol
for cluster-based cognitive radio sensor networks,” International Journal
of Distributed Sensor Networks, 2014.
[66] P. Lettieri and M. B. Srivastava, “Adaptive frame length control for
improving wireless link throughput, range, and energy efficiency,” in IEEE
International Conference on Computer Communication (INFOCOM),
vol. 2, 1998, pp. 564–571.
[67] P. R. Jelenkovic´ and J. Tan, “Dynamic packet fragmentation for wireless
channels with failures,” in Proceedings of the 9th ACM international
symposium on Mobile ad hoc networking and computing (MobiHoc), 2008,
pp. 73–82.
[68] F. Zheng and J. Nelson, “Adaptive design for the packet length of IEEE
802.11 n networks,” in IEEE International Conference on Communications
(ICC), 2008, pp. 2490–2495.
[69] M. N. Krishnan, E. Haghani, and A. Zakhor, “Packet length adaptation
in WLANs with hidden nodes and time-varying channels,” in IEEE Global
Telecommunications Conference (GLOBECOM), 2011, pp. 1–6.
[70] J. Korhonen and Y. Wang, “Effect of packet size on loss rate and delay
in wireless links,” in IEEE Wireless Communications and Networking
Conference (WCNC), vol. 3, 2005, pp. 1608–1613.
167
BIBLIOGRAPHY
[71] Y. Sankarasubramaniam, I. F. Akyildiz, and S. McLaughlin, “Energy
efficiency based packet size optimization in wireless sensor networks,”
in IEEE International Workshop on Sensor Network Protocols and
Applications, 2003, pp. 1–8.
[72] W. Dong, C. Chen, X. Liu, Y. He, Y. Liu, J. Bu, and X. Xu, “Dynamic
packet length control in wireless sensor networks,” IEEE Transactions on
Wireless Communications, 2014.
[73] W. Dong, P. Zhang, C. Chen, and J. Bu, “Exploiting error estimating
codes for packet length adaptation in wireless sensor networks,” in IEEE
International Conference on Sensing, Communication, and Networking
(SECON), 2014, pp. 311–319.
[74] A. H. Mahdi, M. A. Kalil, and A. Mitschele-Thiel, “Dynamic packet
length control for cognitive radio networks,” in IEEE Vehicular Technology
Conference (VTC Fall), 2013, pp. 1–5.
[75] X.-L. Huang, G. Wang, F. Hu, S. Kumar, and Y. Zhang, “Optimal packet
size design for multimedia transmissions in cognitive radio networks,” in
IEEE International ICST Conference on Communications and Networking
in China (CHINACOM), 2011, pp. 827–830.
[76] S. Huang, X. Liu, and Z. Ding, “Opportunistic spectrum access in cognitive
radio networks,” in IEEE Conference on Computer Communications
(INFOCOM), 2008.
[77] M. C. Oto and O. B. Akan, “Energy-efficient packet size optimization
for cognitive radio sensor networks,” IEEE Transactions on Wireless
Communications, vol. 11, no. 4, pp. 1544–1553, 2012.
[78] S. Bayhan and F. Alago¨z, “A Markovian approach for best-fit channel
selection in cognitive radio networks,” Elsevier Ad Hoc Networks, vol. 12,
pp. 165–177, 2014.
[79] ——, “A non-selfish and distributed channel selection scheme for cognitive
radio ad hoc networks,” in Proceedings of the 13th ACM international
conference on Modeling, analysis, and simulation of wireless and mobile
systems, 2010, pp. 335–342.
[80] D. Niyato, P. Wang, and D. I. Kim, “Channel selection in cognitive radio
networks with opportunistic RF energy harvesting,” in IEEE International
Conference on Communications (ICC), 2014, pp. 1555–1560.
[81] M. Hoyhtya, S. Pollin, and A. Mammela, “Performance improvement with
predictive channel selection for cognitive radios,” in IEEE Internation
Conference on Cognitive Radio and Advanced Spectrum Management,
2008. CogART 2008, 2008, pp. 1–5.
[82] A. Al-Fuqaha, B. Khan, A. Rayes, M. Guizani, O. Awwad, and
G. Ben Brahim, “Opportunistic channel selection strategy for better QoS
in cooperative networks with cognitive radio capabilities,” IEEE Journal
on Selected Areas in Communications, vol. 26, no. 1, pp. 156–167, 2008.
[83] Y. Song, Y. Fang, and Y. Zhang, “Stochastic channel selection in cognitive
radio networks,” in IEEE Global Telecommunications Conference, 2007,
pp. 4878–4882.
[84] R. Madan, S. Cui, S. Lall, and A. Goldsmith, “Cross-layer design for
lifetime maximization in interference-limited wireless sensor networks,”




[85] J. Zhu, S. Chen, B. Bensaou, and K.-L. Hung, “Tradeoff between
lifetime and rate allocation in wireless sensor networks: A cross
layer approach,” in IEEE International Conference on Computer
Communications (INFOCOM), 2007, pp. 267–275.
[86] L. D. Mendes and J. JPC Rodrigues, “A survey on cross-layer solutions
for wireless sensor networks,” in Journal of Network and Computer
Applications, vol. 34, no. 2, pp. 523–534, 2011.
[87] M. X. Cheng, X. Gong, L. Cai, and X. Jia, “Cross-layer throughput
optimization with power control in sensor networks,” in IEEE Transactions
on Vehicular Technology, vol. 60, no. 7, pp. 3300–3308, 2011.
[88] L. Shi and A. O. Fapojuwo, “Cross-layer optimization with cooperative
communication for minimum power cost in packet error rate constrained
wireless sensor networks,” in Elsevier Ad Hoc Networks, vol. 10, no. 7, pp.
1457–1468, 2012.
[89] L. Akter and B. Natarajan, “Distributed approach for power and rate
allocation to secondary users in cognitive radio networks,” in IEEE
Transactions on Vehicular Technology, vol. 60, no. 4, pp. 1526–1538, 2011.
[90] S. Guo, Y. Zhang, and Y. Yang, “Distributed power and rate allocation
with fairness for cognitive radios in wireless ad hoc networks,” in IEEE
Global Telecommunications Conference (GLOBECOM), 2011, pp. 1–6.
[91] L. Ding, T. Melodia, S. N. Batalama, J. D. Matyjas, and M. J. Medley,
“Cross-layer routing and dynamic spectrum allocation in cognitive radio
ad hoc networks,” in IEEE Transactions on Vehicular Technology, vol. 59,
no. 4, pp. 1969–1979, 2010.
[92] M. Chiang, “Balancing transport and physical layers in wireless multihop
networks: Jointly optimal congestion control and power control,” in IEEE
Journal on Selected Areas in Communications, vol. 23, no. 1, pp. 104–116,
2005.
[93] D. I. Kim, L. B. Le, and E. Hossain, “Joint rate and power allocation
for cognitive radios in dynamic spectrum access environment,” in IEEE
Transactions on Wireless Communications, vol. 7, no. 12, pp. 5517–5527,
2008.
[94] V. Asghari and S. Aissa, “Adaptive rate and power transmission
in spectrum-sharing systems,” in IEEE Transactions on Wireless
Communications, vol. 9, no. 10, pp. 3272–3280, 2010.
[95] Y. Zhu, Z. Sun, W. Wang, T. Peng, and W. Wang, “Joint power and rate
control considering fairness for cognitive radio network,” in IEEE Wireless
Communications and Networking Conference (WCNC), 2009, pp. 1–6.
[96] Z. Charbiwala, S. Zahedi, Y. Kim, Y. Cho, and M. Srivastava, “Toward
quality of information aware rate control for sensor networks,” in Fourth
International Workshop on Feedback Control Implemenation and Design
in Computing Systems and Networks, 2009.
[97] H. Tan, M. Chan, W. Xiao, P. Kong, and C. Tham, “Information quality
aware routing in event-driven sensor networks,” in IEEE INFOCOM-2010,
2010, pp. 1–9.
[98] H. Liu, J. Shen, X. Yuan, and M. Moges, “Performance analysis of data
aggregation in wireless sensor mesh networks,” Proceedings of Earth &
Space, pp. 1–8, 2008.
169
BIBLIOGRAPHY
[99] F. Tang, M. Guo, M. Li, Y. Yang, D. Zhang, and Y. Wang, “Wireless
mesh sensor networks in a pervasive environment: a reliable architecture
and routing protocol,” in IEEE International Conference on Parallel
Processing Workshops (ICPPW), 2007, pp. 72–72.
[100] K. R. Chowdhury and I. F. Akyildiz, “Cognitive wireless mesh networks
with dynamic spectrum access,” IEEE Journal on Selected Areas in
Communications, vol. 26, no. 1, pp. 168–181, 2008.
[101] A. El-Sherif, A. Mohamed et al., “Joint routing and resource allocation
for delay minimization in cognitive radio based mesh networks,” IEEE
Transactions on Wireless Communications, vol. 13, no. 1, pp. 186–197,
2014.
[102] C. Intanagonwiwat, D. Estrin, R. Govindan, and J. Heidemann, “Impact of
network density on data aggregation in wireless sensor networks,” in IEEE
International Conference on Distributed Computing Systems (ICDCS),
2002, pp. 457–458.
[103] H. O¨. Tan and I. Ko¨rpeoglu, “Power efficient data gathering and
aggregation in wireless sensor networks,” ACM Sigmod Record, vol. 32,
no. 4, pp. 66–71, 2003.
[104] H. Xu, L. Huang, Y. Zhang, H. Huang, S. Jiang, and G. Liu,
“Energy-efficient cooperative data aggregation for wireless sensor
networks,” Journal of Parallel and Distributed Computing, vol. 70, no. 9,
pp. 953–961, 2010.
[105] W. Li, M. Bandai, and T. Watanabe, “Tradeoffs among delay, energy
and accuracy of partial data aggregation in wireless sensor networks,” in
IEEE International Conference on Advanced Information Networking and
Applications (AINA), 2010, pp. 917–924.
[106] L. Xiang, J. Luo, and A. Vasilakos, “Compressed data aggregation
for energy efficient wireless sensor networks,” in IEEE International
Conference on Sensing, Communication, and Networking (SECON), 2011,
pp. 46–54.
[107] S. He, J. Chen, D. K. Yau, and Y. Sun, “Cross-layer optimization of
correlated data gathering in wireless sensor networks,” IEEE Transactions
on Mobile Computing, vol. 11, no. 11, pp. 1678–1691, 2012.
[108] X. Zhang and H. Su, “CREAM-MAC: Cognitive radio-enabled
multi-channel MAC protocol over dynamic spectrum access networks,”
IEEE Journal of Selected Topics in Signal Processing, vol. 5, no. 1, pp.
110–123, 2011.
[109] G. A. Shah and O. B. Akan, “Performance analysis of CSMA-based
opportunistic medium access protocol in cognitive radio sensor networks,”
Ad Hoc Networks, vol. 15, pp. 4–13, 2014.
[110] T. Luo, M. Motani, and V. Srinivasan, “CAM-MAC: A cooperative
asynchronous multi-channel mac protocol for ad hoc networks,” in IEEE
International Conference on Broadband Communications, Networks and
Systems (BROADNETS), 2006, pp. 1–10.
[111] Z. Quan, S. Cui, and A. H. Sayed, “Optimal linear cooperation for
spectrum sensing in cognitive radio networks,” IEEE Journal of Selected
Topics in Signal Processing, vol. 2, no. 1, pp. 28–40, 2008.
170
BIBLIOGRAPHY
[112] D. Willkomm, S. Machiraju, J. Bolot, and A. Wolisz, “Primary users
in cellular networks: A large-scale measurement study,” in 3rd IEEE
symposium on New frontiers in dynamic spectrum access networks
(DySPAN), 2008, pp. 1–11.
[113] Q. Zhao, L. Tong, A. Swami, and Y. Chen, “Decentralized cognitive
MAC for opportunistic spectrum access in ad hoc networks: A POMDP
framework,” IEEE Journal on Selected Areas in Communications, vol. 25,
no. 3, pp. 589–600, 2007.
[114] L. Yang, L. Cao, and H. Zheng, “Proactive channel access in dynamic
spectrum networks,” Physical communication, vol. 1, no. 2, pp. 103–111,
2008.
[115] D. Niyato, E. Hossain, and P. Wang, “Optimal channel access management
with QoS support for cognitive vehicular networks,” IEEE Transactions on
Mobile Computing, no. 99, pp. 1–1, 2011.
[116] A. Goldsmith, Wireless communications. Cambridge university press,
2005.
[117] S. A. Hassan and M. A. Ingram, “SNR estimation for a non-coherent binary
frequency shift keying receiver,” in Proc. IEEE Global Telecommunications
Conference (GLOBECOM), 2009, pp. 1–5.
[118] J. G. Proakis, Digital communications. McGraw-Hill, New York, 1995.
[119] G. P. Joshi, S. Y. Nam, and S. W. Kim, “Cognitive radio wireless sensor
networks: applications, challenges and research trends,” Sensors, vol. 13,
no. 9, pp. 11 196–11 228, 2013.
[120] K.-L. Yau, P. Komisarczuk, and P. D. Teal, “Cognitive radio-based wireless
sensor networks: Conceptual design and open issues,” in IEEE Conference
on Local Computer Networks (LCN), 2009, pp. 955–962.
[121] J. Abolarinwa and A. Achonu, “Cognitive radio-based wireless sensor
networks as next generation sensor network: Concept, problems and
prospects 1,” 2013.
[122] J. Polastre, J. Hill, and D. Culler, “Versatile low power media access
for wireless sensor networks,” in Proceedings of the 2nd international
conference on Embedded networked sensor systems. ACM, 2004, pp.
95–107.
[123] M. Buettner, G. V. Yee, E. Anderson, and R. Han, “X-MAC: a short
preamble mac protocol for duty-cycled wireless sensor networks,” in
Proceedings of the 4th international conference on Embedded networked
sensor systems. ACM, 2006, pp. 307–320.
[124] R. Chen and J.-M. Park, “Ensuring trustworthy spectrum sensing in
cognitive radio networks,” in IEEE Workshop on Networking Technologies
for Software Defined Radio Networks (SDR), 2006, pp. 110–119.
[125] B. Wild and K. Ramchandran, “Detecting primary receivers for cognitive
radio applications,” in IEEE International Symposium on New Frontiers
in Dynamic Spectrum Access Networks(DySPAN), 2005, pp. 124–130.
[126] W.-Y. Lee and I. F. Akyildiz, “Optimal spectrum sensing framework
for cognitive radio networks,” IEEE Transactions on Wireless
Communications, vol. 7, no. 10, pp. 3845–3857, 2008.
171
BIBLIOGRAPHY
[127] S. Wang, J. Zhang, and L. Tong, “Delay analysis for cognitive radio
networks with random access: A fluid queue view,” in Proc. IEEE
International Conference on Computer Communications (INFOCOM),
2010, pp. 1–9.
[128] H. Su and X. Zhang, “Cross-layer based opportunistic MAC protocols for
QoS provisionings over cognitive radio wireless networks,” IEEE Journal
on Selected Areas in Communications, vol. 26, no. 1, pp. 118–129, 2008.
[129] O. Yang and W. Heinzelman, “Modeling and performance analysis for
duty-cycled MAC protocols with applications to S-MAC and X-MAC,”
IEEE Transactions on Mobile Computing, vol. 11, no. 6, pp. 905–921,
2012.
[130] C. J. Merlin, “Adaptability in wireless sensor networks through cross-layer
protocols and architectures,” Ph.D. dissertation, 2009.
[131] MATLAB, version 7.10.0 (R2010a). Natick, Massachusetts: The
MathWorks Inc., 2010.
[132] Y. Saleem, F. Salim, and M. H. Rehmani, “Routing and channel selection
from cognitive radio networks perspective: A survey,” Computers &
Electrical Engineering, 2014.
[133] D. Niyato and E. Hossain, “Cognitive radio for next-generation
wireless networks: an approach to opportunistic channel selection in
IEEE 802.11-based wireless mesh,” IEEE Transactions on Wireless
Communications, vol. 16, no. 1, 2009.
[134] A. El-Hoiydi and J.-D. Decotignie, “WiseMAC: an ultra low power mac
protocol for the downlink of infrastructure wireless sensor networks,”
in IEEE International Symposium on Computers and Communications
(ISCC), vol. 1, 2004, pp. 244–251.
[135] W. Dong, X. Liu, C. Chen, Y. He, G. Chen, Y. Liu, and J. Bu, “DPLC:
Dynamic packet length control in wireless sensor networks,” in Proc. IEEE
International Conference on Computer Communications (INFOCOM),
2010, pp. 1–9.
[136] S. M. Kay, Fundamentals of statistical signal processing, Vol. II: Detection
Theory. Signal Processing. Upper Saddle River, NJ: Prentice Hall, 1998.
[137] I. F. Akyildiz and X. Wang, “A survey on wireless mesh networks,” IEEE
Communications Magazine, vol. 43, no. 9, pp. S23–S30, 2005.
[138] L. Ding, T. Melodia, S. Batalama, and M. J. Medley, “ROSA: distributed
joint routing and dynamic spectrum allocation in cognitive radio ad hoc
networks,” in Proceedings of the 12th ACM International Conference on
Modeling, Analysis and Simulation of Wireless and Mobile Systems, 2009,
pp. 13–20.
[139] H. Li, Y. Cheng, C. Zhou, and W. Zhuang, “Minimizing end-to-end
delay: A novel routing metric for multi-radio wireless mesh networks,”
in Proc. IEEE International Conference on Computer Communications
(INFOCOM), 2009, pp. 46–54.
[140] L. Zhou, B. Zheng, B. Geller, A. Wei, S. Xu, and Y. Li, “Cross-layer rate
control, medium access control and routing design in cooperative VANET,”
Computer Communications, vol. 31, no. 12, pp. 2870–2882, 2008.
172
