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2Abstract
The technological progress on every level of engineering, has increased the demand of materi-
als that combine a wide variety of mechanical properties. The most promising answer to this
demand has been the evolution of composite materials. One of the most important aspects
of which, are the multiphase steels. In the following thesis, we deal with the prediction of the
overall properties, of such a multiphase steel, given the properties of its individual phases,
as well as their volume fractions.
To start with, a homogenization theory is presented for the approach of the properties
of a given composite. Then, the described procedure is incorporated into a UMAT subrou-
tine, in order to be numerically tested through the simulation of a uniaxial tension test, in
ABAQUS general purpose nite element program.
Following that, we would like to check the consistency of the homogenization theory, as
well as create a variety of unit cells, that can be considered a representative part of the
microstructure of a composite. To do so, we create 2D axisymmetric and 3D cubic unit cells
and test them against the Homogenization technique. The main focus of this thesis, is on
the modeling of 3D unit cells, which are, as we will see, considered a far more realistic model
of an actual composite.
Subsequently, we analyze a more simple case of a composite, that of a dual phase steel,
and compare the results of all the methods described in the following pages, for various
volume fractions of the inclusion phase. Finally, we introduce a more complex, three-phase
cubic unit cell, which can be considered more representative of an actual TRIP steel, and
compare it to the homogenization technique.
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In this chapter, we would like to determine the corresponding constitutive equation for a
composite material, made up of N phases. The total deformation rate is written as the sum
of the elastic and plastic parts.
D = De +Dp (1.1)
In the following, we discuss in detail the constitutive equations for the individual parts of
D, and the homogenization technique used to derive them.
1.2 Elastic constitutive relations
The elastic properties of each of the N phases are essentially the same and the composite
material is assumed to be homogeneous in the elastic region. Standard isotropic linear
hypoelasticity is assumed and the constitutive equation for De is written as:
De =Me : 5 or 5 = Le : De; (1.2)
where 
5







J; Le =Me 1 = 2K+ 3J; J = 1
3
 ; K = I  J; (1.3)
 and  denote the elastic shear and bulk moduli,  and I the second- and symmetric fourth-
order identity tensors, with Cartesian components ij (the Kronecker delta) and Iijkl =
(ik jl + il jk)=2.
1.3 Constitutive equations for Dp
The plastic deformation rate, is given in the form:
Dp = _"
p
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Homogenization Theory 8
where _"0 is a reference value for the strain rate, m is the strain-rate-sensitivity exponent




s : s is the von Mises equivalent stress, s is the deviatoric stress
tensor, and y ("
p) is the yield stress of the material at the reference strain rate _"0.
The hardening behavior of each individual phase, is described as a function of equivalent









where 0, "0 are reference values for yield stress and strain respectively with 0 = E"0 ( E





dt is the equivalent plastic
strain.
Each phase is assumed to be plastically incompressible and the corresponding constitutive
equations are written in terms of a \viscous potentials" of the \power-law" type U (r) =
U (r) (eq).
1.4 Homogenization technique
We consider an isotropic composite, consisting ofN incompressible viscous phases distributed
uniformly and isotropically with dissipation functions of the \power-law" type:





























































There are two interesting limiting cases of the above described model.
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Homogenization Theory 9
 For n(r) !1 (Rigid-Perfectly-Plastic material)






0 if A  1 ;
1 if A > 1 ; we conclude that:



























The dissipation function of the composite is dened by (Ponte [10] eqns (3.6) & (3.2), Ponte
[11] eqns (5.18) & (5.19), Ponte [12] eq (4.52))












































Where D and  are the macroscopic deformation rate and stress tensors respectively.



































































eq in (1.8), we nd
~U = sup
(r)0
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1.4.1 The case where all creep exponents are equal
In the case where n(1) = n(2) =    = n(N)  n, the dissipation function of the composite
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Homogenization Theory 12
Through the optimality conditions of the previous section, we subtitute the optimal values




































are independent of eq, and the
composite dissipation function is of the power-law type.
1.4.2 Perfect Plasticity
For the case where all creep exponents are equal and n ! 1 (Perfect Plasticity), we can


























0 when a (1)  1 ;







































































Comparing equation (1.17) with equation (1.7) we conclude that the composite material
obeys a von-Mises-like yield criterion with a ow stress 0 dened by
Institutional Repository - Library & Information Centre - University of Thessaly



































1.5 Introduction of the UMAT subroutine
ABAQUS general purpose nite element program, provides a general interface so that a
particular constitutive model can be introduced as a \user subroutine" (UMAT). This user
subroutine will be called at all material calculation points of elements, for which the mate-
rial denition includes a user-dened material behavior, and can be used with any procedure
that includes mechanical behavior.
The use of a certain UMAT subroutine, requires a proper denition of the constitutive
equation, that means explicit denition of stress (Cauchy stress for large-strain applications).
Then the constitutive rate equation is transformed into an incremental equation using a
suitable integration procedure:
 Forward Euler (explicit integration)
 Backward Euler (implicit integration)
 Midpoint method
It is essential to use a Backward Euler integration scheme, in order to be able to use incre-
ments of reasonable size and achieve a higher stability of the integration procedure.
The calculation of the Jacobian matrix is also required.





where  is the increment in (Cauchy) Stress and " is the increment in strain.
 If large deformations with large volume changes are considered (e.g., pressure-dependent







Here J is the determinant of the deformation gradient F.
Eventually, the role of UMAT is to pass in all the information at the start of the in-
crement, i.e., Fn, n, "
p(r)
n as well as Fn+1, and the user has to calculate the values of the
corresponding quantities at the end of the increment, i.e., n+1, and "
p(r)
n+1.
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Homogenization Theory 14
The homogenization technique described above, is imported into ABAQUS through the
UMAT subroutine, and a single-element uniaxial tension test is carried out in order to check
the validity of the homogenization theory. The results of the single-element test are then
compared to a variety of unit cells that are examined in the next chapters and the nal
results can be seen in chapter 4.
Institutional Repository - Library & Information Centre - University of Thessaly





In this Chapter we consider a two-phase TRIP steel made of an austenitic matrix that
contains dispersed martensite. The reason that we choose these two phases, in order to
compare the nite element calculations with the Homogenization technique, is that they
oer the biggest dierence between their yields. So one can say that we check the worst case
scenario of a dual phase steel. The volume fractions of the two phases are assumed to remain
constant as the composite deforms. The homogenization technique is used to determine the
overall behavior of the two-phase steel.
In order to check the results of the homogenization technique in the best possible way, we
create various unit cells, from a simple 2D axisymmetric unit cell to a more complex 3D unit
cell that we can see in the next chapter (Chapter 3). Then, nite element calculations for
the corresponding problem of uniaxial tension are carried out, for all of the various unit cells,
and the results are compared with those of the homogenization theory, expressed through
the UMAT subroutine.
The rst kind of unit cell that we will look into is a simple 2D axisymmetric unit cell
made of two phases. As we will conclude later, this kind of unit cell is considered very
practical, since it requires minimum computer time in order to be meshed and processed.
However it oers reliable results only for small volume fractions of the inclusion material
(c = 10   20%). In the following pages we see the whole process by which we can create
such a unit cell and carry out various nite element simulations.
2.2 Modeling the microstructure of a two-phase metal
We assume that the two-phase composite that we examine, consists of particles of martensite
isotropically and homogeneously dispersed in the austenitic matrix phase. The microstruc-
ture of the composite material can be described approximately by a three-dimensional peri-
odic array of identical prismatic cells. Every cell models the two phases of the composite and
consists of a martensitic spherical inclusion embedded in the center of a hexagonal prism,
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2D Unit Cell 16
simulating the austenitic matrix. Figure 2.1 shows a schematic representation of the three-
dimensional periodic array of prismatic cells. The periodic array of prismatic cells shown in
Figure 2.1 is extended in all three directions.
Figure 2.1: Three dimensional periodic array of prismatic cells.
In order to minimize the calculations, as well as make the problem an axisymmetric one,
we replace the prismatic cells with the corresponding cylindrical cells as shown in Fig. 2.2
and 2.3. It is important to mention that, in order to minimize the errors generated by this
approximation, we assume that the volume of the cylindrical cell is equal to that of the
prismatic.
Figure 2.3 also depicts the appropriate dimensions of such a cylindrical cell. The spherical
Figure 2.2: A cylindrical approach to a prismatic unit cell.
Figure 2.3: Dimensions of the cylindrical unit cell.
inclusion embedded in the center of the cylinder models the martensitic particles as men-
tioned above, and its radius R is related with the volume fraction of martensite c(2) according
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where we have taken into account that the height h of the unit cell is equal to 2 a.
The axisymmetric problem is symmetric about the midplane z = 0, therefore we need
to model only one quarter of the cross-section on the z   r plane, as shown in Figure 2.4,
where the dark area represents the martensitic phase.
Figure 2.4: Final approximation of a prismatic unit cell.
A typical nite element mesh used in the calculations is shown in Fig. 2.5. The mesh
consists of 870 4-node axisymmetric elements (CAX4H in ABAQUS). The blue elements
correspond to the martensitic particles and the red are the austenitic matrix.
Figure 2.5: Final mesh of a 2D unit cell corresponding to volume fraction c = 0:10.
Finally, Fig. 2.6 shows schematically the successive geometric approximations, that lead
from the actual three-dimensional prismatic unit cells, to the axisymmetric nite element
modeling of the two-dimensional unit cell.
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2D Unit Cell 18
Figure 2.6: Succesive geometric approximations leading to 2D unit cell modeling.
2.3 Deformation and Boundary conditions
Once the mesh has been dened, a \nite strain" analysis is carried out. In order to model
a uniaxial tension test, we impose a uniform and vertical displacement on the top side of the
mesh until a nal elongation of 20% is reached. This can be done by tying all the nodes of
the top side to an external node. Then we impose the desired displacement on this node, and
we export the reaction force. Along the other three sides of the model, we impose specic
boundary conditions, in order to respect the symmetry and periodicity of the innite series
of stacked cells in uniaxial tension.
 All nodes along the midplane (z = 0), are constrained to have zero displacement on
the z-direction.
 All nodes along the pole (z-axis), are constrained to have zero displacement on the
r-direction.
 All nodes on the outer edge of the cell are constrained to have equal displacements
along the r-direction.
A schematic representation of the boundary conditions is shown in Figure 2.7.
2.4 Material denition
The two phases involved in our analysis (Austenite and Martensite) are modeled as elastic-
plastic materials with E = 220000 MPa (Young's modulus) and  = 0:3 (Poisson's ratio).
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y with "p(a) and "p(m) respectively is shown in Fig. 2.8.
Figure 2.8: Hardening behavior models of austenite and martensite.
In order to simulate the above hardening behavior of the two phases for our analysis,
ABAQUS provides a general interface so that the hardening behavior of a particular material
can be introduced as a \user subroutine" (UHARD). This subroutine is called at all material
calculation points of elements for which the material denition includes user-dened isotropic
hardening or cyclic hardening for metal plasticity, and can be used to dene a material's
isotropic yield behavior.
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Such a user subroutine is created, for the special case that one has to model the hardening
behavior for more than one material in one analysis (see Appendix A). To create such a user
subroutine, one must go through some strict rules regarding all the parameters of the analysis.
(For more details on the development of such a user subroutine, see ABAQUS Version 6.12
Documentation [1]).
2.5 Analysis in ve dierent volume fractions
As already mentioned, we would like to get nite element results over a variation of vol-
ume fractions for the inclusion particles. This means working with ve dierent models,
corresponding to ve dierent volume fractions. Specically, we will work with the follow-
ing volume fractions: c(2) = 0:10; 0:20; 0:30; 0:40; 0:50. Figure 2.9 shows the deformed nite
element meshes, for four dierent volume fractions, at a nal elongation of 20%.
Figure 2.9: Deformed meshes at a nal elongation of 20%, for four dierent volume fractions:
(a) c = 0:10, (b) c = 0:20, (c) c = 0:40, (d) c = 0:50.
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2D Unit Cell 21
Figures 2.10, 2.11, 2.12, 2.13, and 2.14 show the comparison between the results from
the 2D unit cell analysis and the results obtained by the UMAT subroutine, which has been
analyzed in previous chapters, for the aforementioned volume fractions. The results are
printed on \   "" graphs, where  is the true stress as calculated on the top side of the
unit cell and " is the logarithmic strain, dened as:







where L and l are respectively the initial and nal lengths of the unit cell in the direction
of tension.
Figure 2.10: Comparison of the 2D unit cell analysis with the homogenization theory for
c = 0:10.
Figure 2.11: Comparison of the 2D unit cell analysis with the homogenization theory for
c = 0:20.
One can easily see that while we have a good convergence of results, for small volume
fractions of the inclusion phase (c = 10  20%), as the volume fraction increases, the results
obtained from the 2D unit cell analysis, deviate signicantly from those obtained through
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Figure 2.12: Comparison of the 2D unit cell analysis with the homogenization theory for
c = 0:30.
Figure 2.13: Comparison of the 2D unit cell analysis with the homogenization theory for
c = 0:40.
Figure 2.14: Comparison of the 2D unit cell analysis with the homogenization theory for
c = 0:50.
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the UMAT subroutine, thus the homogenization theory. In order to \explain" this deviation,
in the next chapter, we will introduce a more realistic 3D unit cell, and we will see that it
converges perfectly with the homogenization theory for all the dierent volume fractions.
By that, we conclude that the 2D unit cell can be considered a reliable comparison model,
only for the case where the inclusion volume fraction is small. Note again, that the above
calculations included two completely dierent phases, as far as their yields are concerned.
That means that the above results should converge even better for a more realistic model,
containing phases that are more similar to one another.
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We would like now to compare the theoretical results as were discussed in chapter 1 with
an even more realistic nite element simulation than the axisymmetric 2D unit cell that
we have already seen in the previous chapter. In this section we work out a 3D unit cell
model. In order to simulate more accurately the geometry of a composite material, we con-
sider an innite periodic media made up of the repetition of cubic unit cells of unit volume
L L L = 1. Each 3D unit cell consists of a cubic matrix containing a random distribu-
tion of a large number of not overlapping particles, for particle volume fractions up to 50%.
Because of the distribution being random as it is, we can consider the overall model as an
isotropic one (so that all directions in the unit cell are equivalent).
In order to examine even better the eect of the size dispersion of the ller particles, we
examine distributions with particles of the same (monodisperse) and of dierent (polydis-
perse) size. In the following sections we will see how we can create such a complex geometry,
as well as use it to carry out nite element calculations. Evidently, the accuracy of the so-
lution and the computer time to solve the problem increases with the number of particles in
the unit cell, as well as with the complexity of the mesh. According to the parametric studies
of Segurado and LIorca [14] a value of N = 30 is a suciently large number of particles in
the unit cell, to approximate overall isotropy.
The rst step is to create the geometry of such a unit cell for both monodisperse and
polydisperse microstructure, which is then lled out with nite elements in order to carry
out our nite element calculations. It is important to mention that for the desired number
of particles in the unit cell (N = 30), we can create a monodisperse microstructure for up
to 30% particle volume fraction.
3.2 Monodisperse microstructure
The monodisperse microstructures are created using a random sequential adsorption algo-
rithm (RSA) (Torquato [16]). The computational software program Mathematica R is used
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to generate the coordinates of the particle centers and to dene the appropriate periodic-
ity conditions. The particle center positions are generated randomly and sequentially. The








where N has been introduced to denote the number of particles in the unit cell and c is the
volume fraction of the inclusion material.
Each random particle i is accepted if its center coordinates Xi verify the following condi-
tions, so that the distance between the particles with other particles and with the boundaries
of the cubic cell take a minimum value, that guaranties adequate spatial discretization.
 The center-to-center distance between a new particle i in the sequential algorithm and
any previously accepted particle j = 1; 2; :::; i   1 has to exceed the minimum value
s1 = 2Rm (1 + d1), where the oset distance d1 is xed here at d1 = 0:02. If the surface
of particle i cuts any of the cubic unit cell surfaces, this condition has to be checked
with the particle near the opposite surface because the microstructure of the composite
is periodic. This condition can be compactly written in the form:Xi  Xj   h  s1; (3.2)
where Xi, Xj denote the location of the center of particles i, j and h is a vector with
entries for each of its three Cartesian components with respect to the principal axes of
the cubic unit cell.
 Particle surface should be suciently distant from the boundaries of the unit cell to
prevent the presence of distorted nite elements during meshing. This is enforced by
the inequalities:X ik  Rm  s2 and X ik +Rm   L  s2; k = 1; 2; 3; (3.3)
where s2 = d2Rm with d2 being xed here at d2 = 0:05.
Figure 3.1 shows representative unit cells of the monodisperse case, generated by the
above-described algorithm for N = 30, with three dierent particle volume fractions.
We can create a monodisperse microstructure for up to 30% particle volume fraction.
3.3 Polydisperse microstructure
We consider now polydisperse microstructures, which can be used for volume fractions up
to 50%. Polydisperse microstructures are constructed by means of a similar constrained
adsorption algorithm. The main dierence here is that we use three dierent families of
particle sizes. This can help us create more complex geometries, and achieve particle volume
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Figure 3.1: Representative unit cells containing N = 30 randomly distributed spherical
particles of monodisperse sizes with three dierent concentrations: (a) c = 0:10, (b) c = 0:20,
(c) c = 0:30.
fractions up to 50%. As one can easily notice, there can be many combinations of these three
dierent particle sizes. In order to narrow down the distribution possibilities, we consider
the following procedure.
 Three dierent families of particles with radii R(I)p and concentrations c(I) (I = 1; 2; 3)






















= f0:5 c; 0:25 c; 0:25 cg (3.5)





and c(1) + c(2) + c(3) = c, where Np stands for the number
of particles with the largest radius R
(1)
p = Rp in the unit cell and c the total volume
fraction.
 The microstructures are generated sequentially by rst adding particles with the largest
radius R
(1)
p until the concentration reaches the value c(1) = 0:5 c, subsequently adding
particles with radius R
(2)
p until c(1)+ c(2) ' 0:75 c, and nally adding particles with the
smallest radius R
(3)
p until c(1) + c(2) + c(3) ' c.
In following this construction process, we note that a target concentration c can only
be achieved approximately (up to a small error that depends on the various choices of the
parameters). Similarly to conditions (3.2), (3.3) and (3.3), in order to guarantee adequate
spatial discretization, the randomly generated coordinates of the centers of the particles are
enforced to satisfy the following constraints. That means that again, particle i is accepted,
if center coordinates Xi verify the following conditions:
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 The center-to-center distance between a new particle i in the sequential algorithm and
any previously accepted particle j = 1; 2; :::; i  1 has to exceed the minimum value s1.










 The particles should be suciently distant from the boundaries of the unit cell as
enforced by the inequalities:X ik  R(mi)p   s2 and X ik +R(mi)p   1  s2; k = 1; 2; 3; (3.7)
where s2 = d2R
(mi)
p . For i; j = 1; 2; :::; N , N again denoting the total number of
particles in the unit cell. Here, the oset parameters are set at d1 = 0:02 and d2 = 0:05
as in the monodisperse case, and the superscript mi = 1; 2; 3 has been introduced
to denote the size of the sphere that should be added at step i in the sequential
construction process, namely, mi = 1 if c
(mi)  c(1), mi = 2 if c(1) < c(mi)  c(1) + c(2),
and mi = 3 if c
(1) + c(2) < c(mi).
Guided by a similar parametric study of the monodisperse microstructures, we utilize
Np = 10 (10 spheres of the largest radius), which results to unit cells containing a total of
N = 36 particles. As discussed in section 3.1, such unit cells are suciently large to be
representative of isotropic microstructures. Figure 3.2 displays sample unit cells generated
by the above-described algorithm for N = 36 with three dierent particle volume fractions.
Figure 3.2: Representative unit cells containing N = 36 randomly distributed spherical
particles of three dierent sizes with three dierent concentrations: (a) c = 0:10 , (b)
c = 0:20 ,(c) c = 0:40.
It is important to mention that the various parameters of the RSA can be modied in
order to produce various combinations of particle positions, resulting to a dierent geometry
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each time. However, due to the randomness of the dispersion, the unit cells remain isotropic.
The above allegation will be proved later, by testing dierent geometries for a specic volume
fraction.
3.4 Meshing
Having constructed the monodisperse and polydisperse microstructures of interest, we now
turn to their discretization. The rst step would be to create a nite element mesh for them.
For that, we make use of the mesh generator code Netgen (Schoberl [13]), which has the
capability to create periodic meshes, as required here. Ten-node tetrahedral hybrid (2nd
order) elements are utilized in order to handle exactly (in a numerical sense) the elastoplas-
tic behavior of our materials of interest. Since the computations are carried out using the
ABAQUS general purpose nite element code, we make use in particular of the C3D10H
hybrid elements available in this code (see ABAQUS Version 6.12 Documentation [1]).
Another important issue we have to consider is the complexity of the mesh. We have
already mentioned that the accuracy of the calculations increases with the complexity of
the mesh, but so does the computer time required to solve the problem. Sometimes a very
ne mesh could make the calculations impossible to complete using the existing computers.
On the contrary, using a coarse mesh doesn't give as accurate results. Taking into account
existing studies and testing various meshes of our own, we conclude that the use of a ne
mesh (100,000 to 240,000 elements) gives us both accurate results and a reasonable computer
time (24h-48h).
Figure 3.3: Three Representative meshes of increasing renement for a distribution of poly-
disperse particles, with volume fraction c = 0:20. Where (a) stands for a coarse mesh of
39,563 elements, (b) is a ne mesh of 255,866 elements and (c) is a very ne mesh consisted
of 1,425,549 elements.
The number of elements in a ne mesh varies also with the volume fraction of the unit
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cell. Figure 3.3 shows three meshes of increasing renement for a volume fraction of c = 0:20
and the the corresponding number of elements for each case.
3.5 Boundary conditions and materials
Periodic boundary conditions have to be applied on the unit cell faces. These periodic
boundary conditions can be mathematically expressed as follows:
















where the components uk and Xk with (k = 1; 2; 3) refer to a Cartesian frame of reference
with origin placed at the corner of the cubic unit cell whose axes ek are aligned with the
principal axes of the cubic unit cell, kl denotes the Kronecker delta, and F is the average
(macroscopic) deformation gradient. The above periodic boundary conditions are created
using the mesh generator code Netgen and printed within a (.mpc) le, and then are imported
in ABAQUS using the \*EQUATION" command.
The material denition is done as in chapter 2.4. Again we use the same UHARD
subroutine, as we did for the 2D unit cell (see Appendix A), which simulates the properties
of austenite for the matrix phase and martensite for the spherical inclusions. For more
information on the material denitions see section 2.4.
3.6 Loading
In order to perform a uniaxial tension test, we apply incrementally a uniform displacemnet
on the top face of the unit cell until a nal elongation of 15% is achieved. Figure 3.4 shows
the deformed monodisperse meshes for volume fractions (c ' 0:10; c ' 0:20; c ' 0:30) and
Fig. 3.5 shows the deformed meshes for the polydisperse case and for volume fractions
(c ' 0:10; c ' 0:20, c ' 0:30; c ' 0:40).
Once we have set the entire uniaxial tension test, two important issues have to be con-
sidered. One is whether a random cubic cell is actually isotropic. To check that, we impose
the same deformation rst on the top face, then on the right and nally on the front, across
the three axis (shown in Fig. 3.6), and we see that each time, the results are the same.
The other issue is making sure that the sphere distribution, for a specic volume fraction,
given that the distribution is random, does not aect the nal results. That means that any
dierent sphere distribution should result in the same results being exported. To ensure
that, we carry out the same analysis for dierent meshes of the four volume fractions that
are examined here. The results are shown in the following graphs (Figures: 3.7, 3.8, 3.9,
3.10). One can see that even though we have a relatively big dierence between the number of
elements and the degrees of freedom for each mesh, the results of each case have a deviation
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Figure 3.4: Deformed meshes of the monodisperse case, for a nal elongation of 15%, where:
(a) is for c = 0:10, (b) is for c = 0:20 and (c) is for c = 0:30.
Figure 3.5: Deformed meshes of the polydisperse case, for a nal elongation of 15%, where:
(a) is for c = 0:10, (b) is for c = 0:20, (c) is for c = 0:30 and (d) is for c = 0:40.
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Figure 3.6: Loading of the three dierent faces of a polydisperse unit cell for c = 0:20.
that is always smaller than 1%. Hence, we can concur that each cubic unit cell can be
considered as a random and isotropic one.
Figure 3.7: Comparison of three dierent meshes for a cubic unit cell with c = 0:10.
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Figure 3.8: Comparison of three dierent meshes for a cubic unit cell with c = 0:20.
Figure 3.9: Comparison of three dierent meshes for a cubic unit cell with c = 0:30.
Figure 3.10: Comparison of two dierent meshes for a cubic unit cell with c = 0:40.
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Chapter 4
Comparison for a two-phase simple
case
In this section we would like to compare the results of the cubic unit cell calculations with
those of the homogenization theory presented in the previous sections. The homogenization
theory is put to the test through the UMAT subroutine as we have explained. In Figs. 4.1,
4.2, 4.3, 4.4, and 4.5 we present these results together with the results of the 2D axisymmet-
ric unit cell.
One can easily notice that, for small volume fractions, all unit cells give equally good
results with the homogenization theory. However, as the volume fractions increases, it is
obvious that the 2D unit cell can not be considered realistic as its results deviate from those
of the homogenization theory and the 3D unit cell. One important observation is that the
results of the cubic unit cell agree well with the results of the homogenization theory no
matter the volume fraction.
Figure 4.1: Comparison of various unit cells with the homogenization theory for c = 0:10.
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Figure 4.2: Comparison of various unit cells with the homogenization theory for c = 0:20.
Figure 4.3: Comparison of various unit cells with the homogenization theory for c = 0:30.
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Figure 4.4: Comparison of various unit cells with the homogenization theory for c = 0:40.
Figure 4.5: Comparison of various unit cells with the homogenization theory for c = 0:50.
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Chapter 5
Three-phase cubic unit cell
5.1 Introduction
Similarly to the procedure described above, we can create a three-phase cubic unit cell, con-
sisted of a cubic matrix, containing spherical inclusions of two dierent phases. Specically,
using a Random Sequential Algorithm similar to the one described in section 3.3, we can
create two dierent three-phase unit cells, called from now on V 1 and V 2.
5.2 Constructing the microstructure
Again, as for the two-phase polydisperse microstructure, we use a group of spheres with
dierent radii, one for each of the inclusion phases. Let c0 denote the volume fraction of the
matrix phase 0, and c1, c2 the volume fractions of the inclusion phases 1 and 2 respectively.
That makes a total ctot = c1+ c2 of inclusion phases, with c0+ ctot = 1. The whole procedure
can be summarized in the following steps.
 We make use of three dierent families of particles with radii R(I)p (I = 1; 2; 3) and














= f0:6 cx; 0:2 cx; 0:2 cxg (5.2)
with x = 1; 2 denoting each of the two dierent inclusion phases.
 We add: (c1/ctot)  c1(1)  ctot of particles with radius R(1)p1 of phase 1, and particles
with radius R
(1)
p2 of phase 2 until the rest of c1
(1)  ctot is lled. Then we do the same
for the second group of spheres. We add (c1/ctot) c1(2)  ctot of particles with radius
R
(2)
p1 of phase 1 and particles with radius R
(2)
p2 of phase 2, until the rest of c1
(2)  ctot is
lled. The same goes for sphere group 3.
The only dierence between V 1 and V 2 is that for the V 2 unit cell we use more groups of
spheres of the same radii to construct the microstructure. That makes the V 2 microstructure
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a more complex but also more random and realistic model of a three-phase steel.
In order to guarantee adequate spatial discretization, again the randomly generated coor-
dinates of the centers of the particles are enforced to satisfy constraints similar to (3.6) and
(3.7). Figure 5.1 shows representative V 1 and V 2 unit cells for volume fractions c0 = 60%,
c1 = 25% and c2 = 15%.
Figure 5.1: Three-phase unit cells containing c1 = 25% and c2 = 15% of inclusion phases,
where (a) is for V 1 and (b) is for V 2.
5.3 Meshing and Material Denition
The meshing of the microstructure is done similarly to that of section 3.4 and the two-phase
polydisperse unit cell. Again, ten-node tetrahedral hybrid (2nd order) elements are utilized
(C3D10 in ABAQUS). We also make use of a \ne" meshing with the help of the NetGen
mesh generator code, resulting to a mesh of 120,000 to 130,000 elements for both V 1 and
V 2 unit cells. Figure 5.2 shows two typical such meshes for V 1 and V 2 unit cells. The same
goes for the boundary contitions witch are exactly the same as those used in chapter 3.5.
The material properties are imported through a UHARD subroutine (User HARdening),
similarly to the previous chapters. The only dierence here is that one has to \call" the
UHARD subroutine during the process for three dierent phases. For our examples, we
assume a ferritic matrix phase, containing 25% bainite and 15% martensite. The hardening
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The hardening curves for the above models, that are used to describe the actual behavior
of ferrite, bainite and martensite are depicted in Fig. 5.3.
Figure 5.3: Hardening behavior models of ferrite, bainite and martensite.
5.4 Loading
An important issue that we have to take into consideration is the isotropy of the three-phase
unit cells. We would like the above unit cells to produce the same results regardless of the
direction of the loading. To ensure that, we perform a simple uniaxial tension test along the
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three dierent axis, this is depicted in Fig. 5.4. As we see in Fig. 5.5 the results in each case
are exactly the same. That means the above unit cells are indeed isotropic.
Figure 5.4: Loading on three dierent directions for a V 2 three-phase unit cell.
Figure 5.5: Comparison between loadings on dierent directions.
Once we have ensured the isotropy and functionality of the unit cells, we perform a
uniaxial tension test on both V 1 and V 2 for cFERR = 60%, cBAIN = 25% and cMART = 15%.
The results are then compared to that of a single element test, using the UMAT subroutine
for 3 dierent phases and volume fractions as above. We can see in Fig. 5.6 that even
though we use three phases with completely dierent yield stresses, we achieve a satisfactory
agreement between the unit cells and the homogenization theory.
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Figure 5.6: Comparison between V 1, V 2 and the homogenization theory.
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In this thesis we dealt with the problem of predicting the overall properties of a composite
material. Specically we worked on multiphase steels, which are widely used by the auto-
motive industry and not only.
Firstly, a homogenization theory is presented, that is used to predict the mechanical
properties of a composite, given those of its constituent phases. Then, this technique was
implemented into ABAQUS nite element program through a UMAT (User MATerial) sub-
routine.
A series of 2D and 3D unit cells were created for the simulation of the microstructure in
a multiphase steel and nite element calculations were carried out.
The main focus of this thesis was on the creation of 3D cubic unit cells, which oer a great
potential when it comes to modeling complex microstructures. Throughout our calculations,
we can see that the results of the homogenization theory agree well with the predictions of
the unit cell calculations over a range of volume fractions of the inclusion phase.
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