Abstract-A vital aspect in energy storage planning and operation is to accurately model its operational cost, which mainly comes from the battery cell degradation. Battery degradation can be viewed as a complex material fatigue process that is based on stress cycles. Rainflow algorithm is a popular way for cycle identification in material fatigue process, and has been extensively used in battery degradation assessment. However, the rainflow algorithm does not have a closed form, which is the major difficulty to include it in optimization. In this paper, we prove the rainflow cycle-based cost is convex. Convexity enables the proposed degradation model to be incorporated in different battery optimization problems with a guarantee of the solution quality. We provide a subgradient algorithm to solve the problem. A case study on PJM regulation market demonstrates the effectiveness of the proposed degradation model in maximizing the battery operating profits as well as extending its lifetime.
I. INTRODUCTION
Battery energy storage (BES) is becoming an essential resource in energy systems with high renewable penetration. Applications of BES include peak shaving [1] , frequency regulation [2] , demand response [3] , renewable integration [4] , grid transmission and distribution support, and many others. The goal of this paper is to present an electrochemically accurate and computationally tractable battery degradation model that can be used in multiple applications.
To account for battery degradation, two main classes of models have been considered. The first kind of degradation model is based on battery charging/discharging power [2] , [3] . For example, a linear degradation cost considering peak shaving and regulation services is used in [2] , and a general convex cost is adopted for battery demand response [3] . This power-based model decouples the degradation cost from time, since the costs at different time steps are assumed to be independent. As a result, it is easy to be incorporated in battery optimization. However, the major concern of the power-based model is its accuracy in capturing the actual degradation cost. For example, a Lithium Nickel Manganese Cobalt Oxide (NMC) battery has ten times more degradation when operated at near 100% cycle depth of discharge (DoD) compared to that operated at 10% DoD for the same amount of charged power [5] . Power-based degradation model fails to capture such cumulative effect of battery cell aging and may severely deviate the operation from optimal.
Another kind of model is called cycle-based degradation model, which is proposed based on the electrochemical
The authors are with the Department of Electrical Engineering, University of Washington, Seattle, Washington 98125, (e-mail:{yyshi, xubolun, ystan, zhangbao}@uw.edu) The authors are partially supported by the University of Washington Clean Energy Institute. theory of battery cell aging. Fundamentally, the capacity fading in battery cells due to charging and discharging is similar to the fatigue process of materials subjected to cyclic loading [6] . Rainflow algorithm [7] is the most widely adopted algorithm for cycle identification in material fatigue analysis [8] , [9] and battery degradation modeling [10] - [12] . The accuracy of rainflow cycle-based degradation model is verified by the battery Dynamic Stress Test (DST) results [10] . Each cycle causes an independent stress defined by the cycle depth-number curve ( Fig. 1) , and the loss of battery life is the result of the accumulation of all cycles.
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Number of cycles Fig. 1 : Battery cycle depth and operating number curve [13] . The x-axis is the cycle depth in percent, and y-axis is the number of cycles that battery could be operated under certain condition before the end of life.
Cycle-based degradation model can accurately model the fundamental battery aging. However, it is considerably cumbersome and computationally difficult compared to the power-based cost model. The rainflow algorithm, despite its wide array of applications, is a procedure that does not have a closed form. This makes it difficult to be incorporated in optimization problems [11] , [12] , [14] .
The main contribution of our paper is two-folded:
1) We show that the rainflow cycle-based battery degradation model is convex, which is a key step for incorporating this electrochemically accurate model in various battery planning and operation problems. 2) We provide a subgradient algorithm to solve the battery optimization problems with rainflow cycle model. Compared with previous methods, the proposed subgradient algorithm greatly improves the computational efficiency and guarantees the solution optimality.
We implement the proposed degradation model and subgradient solver for a case study in PJM frequency regulation market, and verify that this model can accurately capture the battery cell aging, significantly improves the BES operation revenue (up to 30%) and almost doubles the expected BES lifetime compared with previous degradation models. Besides the frequency regulation example, the proposed model have a broad application scope for other battery operation and planning problems such as arbitrage, renewable integration and many more.
Remark 1: In this paper we focus on the impact of cycledepth on the capacity lifetime of batteries. In addition to cycle-depth, there are a host of factors that contributes for capacity fading. For example, the temperature of the battery has a dramatic influence in its lifetime. However, in grid applications, the temperature of the cells are normally controlled to be within a narrow band. Similarly, other factors such as extremely high C-rate and unbalanced battery cells either do not come into play for grid applications or are controlled by lower level power electronics [10] . Therefore, in this paper we focus on the most relevant factor to degradation: the depth of charge and discharge cycles.
The rest of the paper is organized as follows. Section II describes the proposed rainflow cycle-based degradation model. Section III sketches the convexity proof. Section IV describes a subgradient algorithm. We provide a case study in Section V using real data from PJM regulation market, and demonstrate the effectiveness of the proposed degradation model in maximizing the BES operating profits as well as extending battery lifetime. Finally, Section VI concludes the paper and outlines directions for future work.
II. MODEL
In this section, we describe the battery operation and degradation cost model. First, we formulate the battery operation problem in a general power market setup; next, we describe the rainflow cycle counting algorithm and introduce the rainflow cycle-based degradation cost model.
A. Battery Operations
We consider the battery operation defined over finite discrete control time steps t ∈ {1, . . . , T }, and each control time interval has a duration of τ .
1 Let x t be the energy stored in the battery-the state of charge (SoC)-at time t. By convention, x t is a normalized quantity between 0 (empty battery) and 1 (full battery). At any time interval, the battery can either charge with power c t (in units of kW) or discharge with power d t (in units of kW). Then its state of charge evolves according to the following linear difference equation:
where η c and η d are the charging and discharging efficiency, 2 and E (in units of kWh) is the rated energy capacity of battery. We use bold symbols x, c, and d to denote the vector version of SoC, charging powers and discharging powers, respectively.
For a given battery, it has three types of operational constraints. The first is the limits its SoC, where the stored energy in the battery is constrained to be within a particular region. The other two constraints on battery operation are the rate constraints on the charging and discharging powers. These constraints are written as:
x ≤ x t ≤ x, 0 ≤ c t ≤ P , and 0 ≤ d t ≤ P, where x and x is the minimum and maximum SoC of the battery, respectively; P is the battery power rating.
We consider an optimization problem where a battery is employed to provide certain profitable service in power market. Suppose the battery operation revenue is R(c, d), a function of battery power output c and d. The operational cost comes from the battery degradation, denoted here by f (c, d), a function of battery charging/discharging responses. The exact form of f (·), namely the rainflow cycle-based degradation function, is introduced in the next section. The optimization objective is to maximize the net utility of the battery, which equals to operational revenue subtracting the cost. The overall problem is:
where x denotes the battery state of charge (SoC), and c, d represent battery charging and discharging power. Eq. (2b) and (2c) describes the evolution of battery SoC, where s 0 is the given initial SoC value. Battery SoC is limited within [x, x] through Eq. (2d), in general,x = 0 (empty) and x = 1 (full charge). (2e), (2f) are battery power constraints. Component-wise inequality between two vectors is denoted by . Note here we may include a constraint that storage cannot charge and discharge at the same time, but it turns out that this condition will always be satisfied in our setting.
B. Cycle Counting via Rainflow
To model the battery degradation cost f (c, d), we take the rainflow cycle-based method. The cycle aging of electrochemical battery cells is evaluated based on stress cycles. It takes a vector of battery's state of charge (SoC) profile as input, identifies all the local extreme points, and then count the depth of all cycles based on the local extrema sequence. Fig. 2 gives an example on the rainflow algorithm implementation for cycle counting.
The standard rainflow algorithm procedures based on [8] are given in Algorithm 1. Following the procedures in Algorithm 1, we count cycles in Fig. 2 . First, the deepest half cycle D-G is identified. Next, half cycles before D are identified, which are C-D(u 2 ), B-C (u 3 ), A-B (u 4 ); also half cycles after G are counted, which are G-H (u 5 ) and H-I (u 6 ). a. Half cycles are counted between the global maximum and the most negative minimum occurs before it, the most positive maximum occurring prior to this minimum, and so on to the beginning of the history. b. Half cycles are also counted after the global minimum in the history and terminates at the most positive maximum occurring subsequently, the most negative minimum occurring after this maximum, and so on to the end of the history. c. Remains are full cycles. 4 If the global minimum happens first:
Adjust step 3a, 3b, 3c accordingly to pair up sequential most positive maximum and most negative minimum that happen prior to the global minimum, or after the global maximum. Remains are small full cycles.
Finally, there is one remaining full cycle E-F-E' with depth u 7 , which could also be viewed as one charging half cycle plus one discharging half cycle with equal depth. Let Rainflow be the functional form of the rainflow counting algorithm in Algorithm 1, then it takes a SoC profile as an input and outputs the cycle depths:
where u = [u 1 , u 2 , ..., u N ] is the vector of cycle depths, and
is the battery SoC profile of length T .
C. Battery Degradation Cost
After counting the cycles, a cycle depth stress function
+ is used to model the life loss from a single cycle of depth u measured in terms of (normalized) changes in the SoC. This function indicates that if a battery cell is repetitively cycled with depth u, then it can operate 1/Φ(u) number of cycles before reaching end of life (e.g., Fig. 1 ). For most electrochemical batteries, Φ(u) is a convex function [2] , [10] , [14] , [16] . Different types of batteries may have different stress function forms. Some commonly used DoD stress functions are given below (1) Exponential DoD stress model [16] ,
(2) Polynomial DoD stress model [14] ,
where all k's are model coefficients, which could be estimated by fitting battery cycling aging test data. In paper, the DoD stress function is assumed to be a convex function, where a higher cycle DoD leads to a more severe damage. Because cycle aging is a cumulative fatigue process, the total life loss ∆L is the sum of the life loss from all cycles:
where N = |u| is the cardinality of the cycle depth vector. For example, to calculate cycle aging for the profile in Fig. 2 , we set u 1 = 0.9, u 2 = 0.8, u 3 = 0.4, u 4 = 0.3, u 5 = 0.8, u 6 = 0.6, and u 7 = 0.3 (full cycle). If we substitute the battery SoC state evolution equation in (1) into (6), the incremental cycle aging can therefore be written as a function of the control actions c and d. To convert the loss of life to a cost, let B be the battery cell replacement unit cost in $/kWh and E be the capacity of the battery in kW h. Then the cycle aging cost function,
III. CONVEXITY
The major difficulty of incorporating the rainflow cyclebased degradation model to optimization is that it does not have a closed form. It could be solved by some numerical methods, however the computational complexity is high and there is no guarantee for the solution quality. We prove that the rainflow cycle-based degradation cost f (x), given a convex DoD stress function, is convex in terms of x. This is a key step for incorporating this electrochemically accurate model in various battery planning and operation problems.
A sketch of the convexity proof is given below, and the detailed version of proof could be found in [17] .
Theorem 1: Rainflow cycle cost is convex The rainflow cycle-based battery degradation model is convex,
Intuitively, given two SoC series x and y, if they change in different directions, the two cancel each other out so that the left hand side of (8) is less than the right hand side by the convexity of Φ. When x changes in exactly the same direction as y for all time steps, the equality holds. The difficulty of proving this result lies in the fact that the rainflow function in Algorithm 1 is a many-to-many function that maps a sequence in R T to a set of cycle depth of indeterminate length. The proof uses induction as described in the rest of this section.
1) Unit step decomposition: First, we introduce the step function decomposition of SoC signal. Any SoC series x could be written out as a finite sum of step functions, where
where U t is a unit step function with a jump at time t defined as: as finite sum of step functions, where
For x and y of different length, we take T to be the maximum length and append 0 to the shorter profile. We use induction to prove Theorem 1 on the number of non-zero step changes in y. The base case is given in the next subsection, where y has a single step change.
A. Initial case
We first show that f (x) is convex to one non-zero step change.
Lemma 1: Under the conditions in Theorem 1, the rainflow cycle-based cost function f satisfies
where x ∈ R T , and Q t U t is a step function with a jump happens at time t with amplitude Q t . The proof of this initial case requires analyzing the impact on all cycle depths from the single step and is given in [17] .
B. Induction relation
Assuming Theorem 1 is true if one of the two profiles x or y has a single non-zero step. Now, assume f is convex up to the sum of K step changes (arranged by time index):
if y has K non-zero step changes (K < T ). We need to show f is convex up to the sum of K + 1 step changes (i.e., y is of length K + 1). The induction step proof relies on a case-by-case analysis. It contains three major conditions, where 1) Z K+1 (the amplitude of K+1 step of the combined profile) and Z K are in the same direction 2) Z K and Z K+1 are in different directions, with |Z K | ≥ |Z K+1 | or 3) Z K and Z K+1 are different directions, with |Z K | < |Z K+1 |. Each major category may contain some further sub-cases and requires careful accounting. Showing convexity for each sub-case finishes the overall convexity proof and the detailed reasoning is given in the Appendix.
IV. SUBGRADIENT ALGORITHM
In this section, we formulate a general optimization problem of battery operation in power market. We use the rainflow cycle-based model for battery degradation calculation. The optimization problem is convex, but the objective function is not continuously differentiable. Therefore, we provide a subgradient algorithm. With proper step size, the subgradient algorithm is guaranteed to converge to the optimal solution within any user-defined precision level.
A. Revisit of the BES optimization problem
Assume we have a battery operating in the power market and providing some profitable service, following the same formulation in Section II-A, we aim to maximize the utility of battery operation over a period of time t [1, T ] .
where in Eq. (12a), the first term represents the operation revenue and the second term captures the battery degradation cost by rainflow cycle model. Note, different from previous notations, we separate cycles into charging half cycles (CHCs) v and discharging half cycles (DHCs) w in Eq. (12b) for optimization convenience 3 . Assume that we have |v| number of CHCs, each one is indexed by i with cycle depth v i ; and |w| number of DHCs, each is indexed by j with depth w j .
We have proved in Section III that the rainflow cycle aging cost is convex in terms of c and d. If the revenue function R(c, d) is concave, the overall battery operation utility maximization problem is a convex optimization problem.
B. Subgradient algorithm
The convexity of the optimization problem in (12) suggestes that it can solved efficiently. However, the degradation cost term f (c, d) is not continuously differentiable (not differentiable at cycle junction points). This has contributed to the current difficulty in solving (12) even for planning and evaluation problems. Here we provide an efficient subgradient algorithm. With proper step size, the subgradient algorithm is guaranteed to converge to the optimal solution with a user-defined precision level [18] .
To begin with, we re-write the constrained optimal battery control problem in (12) as an unconstrained optimization problem using a log-barrier function [18] :
when λ → +∞, the unconstrained problems (13) becomes equivalent to the original constrained optimization problem. The major challenge of solving Eq. (13) lies in the second term. We need to find the mathematical relationship between charging cycle depth v i and charging power c t , as well as the relationship between discharging cycle depth w j and discharging power d t . Recall that the rainflow cycle counting algorithm introduced in Section II-B, each time index is mapped to at least one charging half cycle or at least one discharging half cycle. Some time steps sit on the junction of two cycles. For example, in Fig. 2 , E lies on the junction of discharging half cycle u 1 and discharging half cycle u 7 . No time step belongs to more than two cycles.
Let T vi be all the time indexes that belong to the charging half cycle i and let the time indexes belonging to the discharge half cycle j be set T wj . Then
Eq. (15) shows there is no overlapping between a charging and a discharging cycle. That is, each half-cycle is either charging or discharging. The cycle depth therefore equals to the sum of battery charging or discharging within the cycle time frame,
The rainflow cycle cost f (x) is not continuously differentiable. At each cycle junction point, it has more than one subgradient. We use ∂f (x)| ct to denote a subgradient at c t .
Since the SoC profile x is a function of c, by the chain rule, we have
where v i is the depth of cycle that c t belongs to. Note, at junction points, c t belongs to two cycles so that the subgradient is not unique. We can set v i to any value between v i1 and v i2 , where v i1 and v i2 are the depths of two junction cycles c t belongs to. Similarly for discharging cycle, a subgradient at d t is
where w j is the depth of the cycle that d t belongs to. At the junction point, w j could be set to any value between w j1 and w j2 , which are the two junction cycles d t belongs to. Therefore, we write the subgradient of J(·) with respect to c t and d t as ∂J| ct and ∂J| dt , where
The update rules for c t and d t at the kth iteration are,
where α k is the step length at kth iteration. Since the subgradient method is not a decent method [19] , it is common to keep track of the best point found so far, i.e., the one with smallest function value. At each step, we set
Since we have proved that J(·) is convex in Section III, choosing an appropriate step size guarantees convergence.
V. CASE STUDY
The proposed battery degradation model has a wide application scope in battery planning and operation problems. In this section, we provide a case study on PJM regulation market to demonstrate the effectiveness of the proposed degradation model in optimizing BES operation utilities and extending BES lifetime.
A. Frequency regulation market
We consider the optimal operation of a BES in frequency regulation market. In particular, we adopt a simplified version of the PJM fast regulation market [20] . For market rules, the grid operator pays a per-MW option fee (λ c ) to a battery storage with stand-by power capacity C that it can provide for the grid. While during the regulation procurement period, a regulation instruction signal r t is sent to the battery. Battery should respond to follow the instruction signal and is subjected to a per-MWh regulation mismatch penalty λ p for the absolute error between the instructed dispatch Cr t and the resource's actual response b t . Fig. 5 gives an example of the PJM fast regulation signal for 2 hours. We decompose the regulation signal r t into charging and discharging parts, r t = r ch t − r dc t , where r ch t is the charging instruction signal and r dc t is the discharging signal. Thus, the regulation service revenue is,
where the first part represents the regulation capacity payment and the second part is the mismatch penalty. In this work, we assume the regulation capacity bidding C is fixed, and focus on the optimization of battery response. The regulation revenue R(c, d) is concave with respect to c, d. To demonstrate the efficiency of the proposed battery degradation model in maximizing the BES operation utilities as well as extending BES lifetime, we compare with two benchmark battery degradation models: the fixed BES operating cost model [21] and the linear power-based degradation cost model [2] .
Assume the battery optimization horizon is 2 hours and the time granularity τ is 4s, so that T = 1800. We adopted the regulation market price and linear battery cost model coefficients from paper [2] , where the regulation capacity payment is 50$/M W h and the mismatch penalty is 150$/M W h. We fixed the regulation capacity bidding as 1MW, with the same value as the battery power capacity. The battery energy capacity E is 0.25M W h, cell replacement price B is set as 0.6$/W h and the SoC range is restricted between [0.2, 0.8] for the protection of battery cell. Using the Lithium Manganese Oxide (LMO) battery data from [10] , the battery DoD stress model is fitted as a polynomial equation as in (5), where k 4 = 4.5e − 4 and k 5 = 1.3. For the two benchmarks, the fixed operating cost model assumes a determined lifetime of BES and amortizes the total capital cost across the battery lifetime. For instance, if the battery lifetime is 3 years, the annual battery operating cost is calculated as $50, 000 regardless of the actual BES operation mode. For the linear power-based degradation model, since the DoD is restricted within 0.6, the linear degradation cost co-efficient is calculated as $100/M W h according to the cycle depth-number data in Fig. 3 of [10] . What's more, we set both the charging/discharging efficiency η c , η d to 0.95. Fig. 6a and Fig. 6b compare the power output and SoC evolution for the same battery optimized under three different degradation models: fixed operating cost, linear power-based model and the proposed rainflow cycle-based model. The grey curve in Fig. 6a is the regulation instruction signal. We find that under the fixed operating cost model (light yellow curve) and the linear power-based degradation model (blue dashed line), the battery response is completely following the regulation instruction signal. However, for the rainflow cyclebased model, instead of the "blindly following" strategy, the TABLE I: Annual economics of BES operation under three battery cost models. "Modeled battery degradation" refers to the battery operation cost captured by the model in use, "actual degradation cost" is assessed by posterior rainflow algorithm, and "total regulation utility" is calculated by payment subtracting actual battery degradation cost.
battery response strives a good balance between mismatch penalty and degradation cost. In Fig. 6b , we observed that the battery SoC is restricted to a moderate range and evolves smoothly for the rainflow cycle-based cost. Table I summarizes the annual economics of the same battery optimized using three different degradation models. We find that, using the rainflow cycle-based degradation model, we have the highest operational utility and longest expected battery lifetime. The total regulation revenue increases by 27.6% and the battery lifetime almost doubles compared with the two benchmark cases.
We further compare the computational efficiency of the proposed subgradient solver in Section IV and a standard numerical solver [10] implemented using fmincon in Matlab with interior-point algorithm. Table II shows the difference of computation time between the two solvers. It turns out that the latter does not converge for problem horizon of longer than 4 hours. All experiments conducted on a Macbook Pro with 2.5 GHz Intel Core i7, 16 GB 1600 MHz DDR3. 
VI. CONCLUSION
Battery operational cost modeling is very essential for BES planning and operation. An ideal cost model needs to capture the fundamental battery degradation characteristics, and also be easy to incorporate in optimization and computational tractable to solve. Cycle-based degradation models, mainly using the rainflow algorithm for cycle counting, is electrochemically accurate. However, it does not have a closed form thus hard to be optimized. In this paper, we prove the rainflow cycle-based degradation cost is convex with respect to charging/discharging power given the cycle stress function is convex. Convexity enables the degradation model easy to be incorporated and guarantees the solution quality. We provide a subgradient algorithm for maximizing the utility function. The proposed degradation model and subgradient algorithm have a broad application scope in various battery planning and operation optimization problems. From the case study in frequency regulation market, we verified the proposed degradation model can significantly improve the operational utility and extend battery lifetime.
