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ABSTRACT: This research describes the addition of a 
middle layer, called the smart time management (STM), 
to unify the time management services of time-stepped, 
event-driven and optimistic time advance approaches in 
the High Level Architecture (HLA). The capabilities of 
the STM include taking over event’s timestamp tagging 
work, maintaining a lookahead value and unifying 
different time advance approaches provided by the RTI. 
In addition, it adopts the time warp mechanism for the 
optimistic simulation. The STM proposes a unified and 
scalable mechanism to allow the user to construct an 
HLA federation with a consistent time management 
interface when he is solving the synchronization issue. 
That is, the proposed middle layer enables the user to 
employ the conservative and optimistic synchronization 
mechanisms in a consistent fashion. This paper starts 
with exploring the fundamental of the time management 
approaches. A unified, scalable and smart synchronizing 
solution to design a time-based HLA federation is then 
fully laid out.  
1. Introduction 
 
Modeling and analyzing the timing behavior of the 
distributed simulation is of widely interest in various 
fields of science and engineering. The parallel or 
distributed simulation refers to the execution of 
discrete-event simulation programs on a multiprocessor 
system or network of workstations [1]. The research 
activities of PADS focus on how to achieve high 
performance distributed (or parallel) simulation while 
ensuring that all events to be parallelly processed and 
remained in causally constraint [2]. There have been two 
main distributed synchronization approaches proposed 
over the years. They are the conservative 
synchronization [3] [4] and the optimistic 
synchronization [5] [6].  
 
The High Level Architecture (HLA) is initiated by the 
Department of Defense, USA, to support the 
interoperability among the distributed simulators. It 
defines a standard architecture for modeling and 
simulation of a complex system [7]. The time 
management service of the HLA Run Time 
Infrastructure (RTI) includes the synchronization 
mechanism to ensure the attribute/event ordering among 
distributed federates (distributed nodes of a simulation) 
as required. The time management service provides 
conservative and optimistic approaches to synchronize 
different federates with the federation (a distributed 
simulation) [8]. However, it is not an easy task to use 
these synchronizing services to build parallel/distributed 
federates. Even though the RTI provides some 
synchronization interfaces for the distributed federates, 
several critical design issues such as the time-stepped, 
event-driven, federate time, logical time advancement, 
rollback, fossil-collection and state-saving must be 
carefully studied in the developing phase [9][10]. 
Different types of federates require distinct 
synchronization schemes. 
 
Furthermore, the application specific characteristics of a 
time-based federate such as lookahead, communication 
patterns among the model components, checkpoints, etc., 
may have profoundly affected the feasibility of using a 
specific protocol to simulate a given model. For a given 
federation, there may be a case that different federates 
possess conflict characteristics. Hence, a federate can 
only be effectively simulated by a conservative protocol 
whereas others may be more amenable to the optimistic 
method. When we are designing a synchronized 
federation, there are many critical federates design 
issues must be carefully studied and evaluated such as 
the time policies (time-constrained or time-regulating), 
message ordering definitions (TSO or RO) and logical 
time advance strategies (time-stepped, event-driven, or 
optimistic), etc.. Hence, correct design decisions often 
require experiences in the RTI services and distributed 
simulation technologies. 
 
This paper describes a mechanism called Smart Time 
Management (STM) which proposes a unified and 
consistent synchronizing scheme for the time 
management services that have been defined in the HLA. 
Furthermore, the STM extends smart rollback, 
state-saving and fossil-collection technologies for 
optimistic federates. This paper first discusses an 
approach to unify the use of conservative and optimistic 
time management methods. The proposed approach 
integrates the conservative and optimistic mechanisms 
so that the federate developer can easily accomplish the 
synchronization scheme regardless of the time policies, 
message ordering methods and the logical time advance 
strategies being used. 
 
The unified middle layer (wrapper) for the time 
management interface provided by the RTI is then 
presented. This middle layer smartly provides the 
rollback, state-saving and fossil-collection management 
for the optimistic federates. It helps the programmer to 
develop the optimistic synchronization mechanism like a 
conservative one. 
 
2. The Time Management in the HLA 
 
The HLA time management service is concerned with 
the mechanisms for the simulators to advance their 
logical time through the simulation time. Time advance 
of a synchronized federation is coordinated with the 
object management service by the RTI so that 
information is delivered to federates in a causally correct 
and ordered fashion. 
 
2.1 Messages Order and Timestamp 
 
The HLA time management service is strongly related to 
the services of the message exchange, such as attribute 
updates and interaction exchange. There are two general 
types for ordering messages under the HLA. They are 
receive-order (RO) and timestamp-order (TSO). RO 
messages are simply placed in an FIFO queue and are 
immediately eligible for delivery to the federate on their 
arrival. On the other hand, each TSO message is tagged 
with a timestamp by the sending federate and is delivered 
to the receiving federate in the order of non-decreasing 
timestamps. The incoming TSO messages are placed in a 
queue within the RTI and will not be delivered to the 
federate until the RTI can guarantee that there will be no 
TSO messages out of order for that federate. 
 
To ensure the received TSO messages are in order, the 
RTI must compute a Lower Bound of the Time Stamp 
(LBTS) of the future messages that it may receive from 
other federates. Several algorithms for the LBTS 
computation have been proposed over the years [10]. To 
compute the LBTS, the RTI must consider 
l the smallest timestamp of any TSO message that any 
federate might generate in the future, and 
l the timestamps of messages within the RTIs and the 
interconnecting network. 
In order to allow the RTI to compute the LBTS, a 
federate must use the time management services (as 
appropriate for the internal time advance mechanism of 
the federate) which will be described in the next section. 
 
2.2 Advancing Logical Time 
 
As mentioned previously, the RTI guarantees a federate 
will not receive any TSO messages with timestamp less 
than its current logical time. To realize this capability, 
federates cannot autonomously advance their logical 
times. They have to explicitly request for the 
advancement of their logical times. This time 
advancement is not allowed to take place before the RTI 
explicitly grants it. The protocol for advancing logical 
time is the core of the HLA Time Management services. 
The complete the time management cycle consists of the 
following three steps [8]:  
1. A federate requests for advancement of its logical 
time by calling the appropriate RTI service. 
2. The federate receives zero or more messages from the 
RTI (e.g., receives the Reflect Attribute Value or 
Receive Interaction callback from the RTI) 
3. The federate receives a timeAdvanceGrant callback 
from the RTI to indicate that its logical time can been 
advanced. 
There are three different services to request the 
advancing of logical time [11] [12]: timeAdvanceRequest 
(TAR), nextEventRequest (NER), and 
flushQueueRequest (FQR). TAR is well suited for the 
federate that internally uses time-stepped mechanisms. 
NER is the preferred alternative for the event-driven 
federates. FQR can be used for the optimistically 
synchronized federates to request the out-of-order 
delivery of events. 
 
3. Time Advancement Analysis 
 
This paper proposes a middle layer, called Smart Time 
Management (STM), to unify the time management 
advance mechanisms used by event-driven, time-stepped 
and optimistic federates. Under the STM, the 
event-driven and time-stepped federates can use a 
consistent conservative synchronization method to 
process “safe” TSO events. Whereas, the STM 
implements the time warp method for the optimistic 
federate. 
In this section, we first analyze the processing 
procedure of three different types of the time advance 
mechanism. The illustrations of how the STM unifies the 
usage of time management mechanisms are then 
elaborated in the next following sections. For the 
following discussions, we symbolize the timestamp of an 
event e as TS(e), an event e with a timestamp TS(e) as 
e@TS, internal event j as iej, and external event i as eei. 
 
l Event-driven. This type of federate processes both 
internal events iej@TS and external events eei@TS 
generated by other federates in the timestamp order. 
The federate time is typically advanced to the 
timestamp of the event that it is processed. Algorithm 
1 [9] shows the event processing algorithm for the 
event-driven federate. It merges external TSO events 
with internal events so that all events can be 
processed in the timestamp order. 
 
While (simulation still in progress) 
{ 
invoke Next Event Request(TS(iej)) 
The RTI delivers next external TSO event, if any exists, with TS(eei)<= TS(iej)  
The RTI advances federate’s logical time by callback Time Advance Grant 
if (any external event received from above Next Event Request service call) 
process external event(s) delivered to the federate (eei@TS) 
else 
process next internal event (iej@TS) 
} 
Algorithm 1. The event processing algorithm for the event-driven federate. 
 
While (simulation still in progress) 
{ 
invoke Time Advance Request(Now+timestep) 
The RTI delivers all TSO events with timestamp <=(Now+timestep) if any exist 
The RTI advances federate’s logical time by callback Time Advance Grant 
Merge and order the external event(s) (eei@TS) and internal events (iej@TS)  
Process events with the timestamp order 
} 
Algorithm 2. The event processing algorithm for the time-stepped federate. 
 
l Time-stepped. Each time advance made by the 
federate is a fixed duration of simulation time, called 
a time step. The simulator does not advance to the 
next time step until all simulation activities associated 
with the current time step have been completed. 
Algorithm 2 [9] illustrates the event processing 
algorithm for the time-stepped federate. It first 
receives all external events with their timestamps no 
greater than Now+timestep. These TSO events are 
then merged with internal events so that all events are 
processed in the timestamp order. 
 
l Optimistic. This synchronization protocol allows the 
federate to process the external events out of the 
timestamp order and also provides a means to recover 
from such errors, typically through using a roll-back 
mechanism. As depicted in Algorithm 3 [8], the 
optimistic synchronization allows each federate to 
execute as fast as it can without concerning the 
possibility of causal violations caused by the received 
external events. If an event with a timestamp less than 
the current federate time (simulation time) is received 
(This late arriving event is referred as a “Straggler 
Event”), the federate processes rollbacks to an earlier 
saved state, called a checkpoint, with its time tag less 
than the timestamp of this straggler event and sends 
anti-messages to revoke the previously sent messages 
[1] [13]. The rollback distance depends on the state 
saving period. A short saving period reduces the 
rollback overhead but increases the state saving 
overhead. After restoring the checkpoint state, the 
federate processes all reordered events and then 
moves forward recklessly once more. For the time 
warp mechanism, the GVT (Global Virtual Time) is 
defined to be the timestamp of the smallest 
unprocessed event in the federation. Hence, any 
checkpoint states and anti-messages with their 
timestamps less than GVT can be released from 
memory [14] [15] [16]. 
while (simulation execution is still in progress)  
{  
Next_Event_Time = timestamp of next internal event 
invoke Flush Queue Request (Next_Event_Time) 
honor the RTI requests for Reflect Attribute Values, Receive Interaction or event retractions 
(cancellations). Place these incoming messages to queues of the federate. Process any 
rollbacks or annihilations. Use message retraction to cancel previously sent messages 
the RTI advances federate’s GVT by callback Time Advance Grant 
FossilCollect(GVT) 
process the next smallest timestamped message(s) and advance the federate time 
} 
Algorithm 3. The event processing algorithm for the optimistic (time-warp) federate. 
 
From the above studies, we notice that the differences 
among these three time management services are the 
ways in which they handle the internal and external 
events in the timestamp order. Hence, in order to analyze 
them, we need to formulate the internal and external 
events first. Let the federate’s external event set as EE = 
{ eei@TS, "  i} and its internal event set as IE =  
{ iej@TS, "  j }. We can then define the merged and 
ordered IE and EE event set of a federate as the set E. 
 
E = { ex@TS | ex Î  {eei U iej}, x =1,2,3,.....,i+j} 
with the following property 
TS(ea) <= TS(eb) when a <= b, " ea , eb Î{ex} 
 
In a federate execution, all events of E are processed in 
the same sequence, i.e. e1, e2, e3, …  ei+j, no matter what 
type of time advance mechanism is used. The difference 
among distinct types of federates is the time advancing 
method to request the RTI to callback the received 
external events. Therefore, the key concept of the STM 
is to track the internal events of a federate as well as the 
received external events and regulate the time advancing 
services in a unified method.  
 
4. The STM Infrastructure 
 
The STM provides not only a unified but also a smart 
way to use the HLA time management services. The 
capabilities of the STM include taking over event’s 
timestamp tagging work, maintaining a lookahead value 
and unifying different time advance approaches 
provided by the RTI. The STM contains two time 
advancing modes, the manual-mode and auto-mode, for 
the developer to design a federate. In the manual-mode, 
the STM proposes an approach to unify the interface of 
time-stepped, event-driven and optimistic time advance 
mechanisms provided by the RTI. The auto-mode, on 
the other hand, provides an automatic time advancing 
approach by autonomously requesting external events 
from the RTI. Significantly, the synchronization among 
these federates are consistent under the STM. Hence, the 
STM can help the developer to design federates without 
spending too much effort in the time synchronization 
issue. 
 
An abstract view of the STM infrastructure is provided 
in Figure 1. The STM creates a middle layer to integrate 
different HLA time management synchronization 
mechanisms. Furthermore, its runtime contains the HLA 
extensions to translate event notifications, to create an 
RTIAmbassador object (see [12] for detail RTI 
ambassador information), and to manage the time. The 
major concept of the STM is to integrate and maintain 
internal and external events of a federate. It aids the 
federate to process all events with the timestamp order. 
In order to achieve the goal of unified and smart usage 
of the distinct time advance approaches, the STM 
contains the HLA extensions to manage the event’s 
timestamp, lookahead and federate time to track the 
logical time advance situation of the federate time. It can 
automatically tag the timestamp of outgoing TSO events 
by maintaining the lookahead value. Furthermore, it can 
detect and control the time advancement and the handle 
rollback/recovery process for the optimistic approach by 
managing the values of incoming/outgoing event’s 
timestamp and the federate time. 
 
Figure 1. The STM is the middle layer to unify and 
use the RTI synchronization mechanisms 
The basic model of the STM is to integrate all of the 
time management information. It can be equated by 
Eq.(1). 
 
TMS = < SS, EE, d, OEã, TA, fout, fin, M, Now, L>… (1) 
Where: 
SS : a saved state variable (checkpoint) [S, Tss] where 
S is a saved state that includes federate time, 
Lookahead value and checkpointed eei, and Tss is 
the checkpoint timestamp of S. 
EE : a set of external events, i.e. EE = { eei@TS | Tss < 
TS(eei) <= Now, " i } 
d : the function that generates the anti-messages for 
the outgoing events. That is, d(oex@TS) = oex
ã@TS, 
where oex@TS represents an outgoing event oex 
sent out at time TS(oex) 
OEã : a set of outgoing event anti-messages, i.e. OEã = 
{ oex
ã@TS | Tss < TS(oex) <= Now, " x }. 
TA: the employed time advance mechanism, which 
can be event-driven, time-stepped, or optimistic. 
fout : the translation function to insert the timestamp 
into output TSO events and to transform a time 
advancing call into the method specified by TA. 
fin : the translation function to extract timestamp from 
external TSO events and to read the granted time 
from the timeAdvanceGrant callback. 
M: the flag of the STM mode, which is either 
manual-mode or auto-mode.  
Now: the current federate time which is updated by fin 
when it has receives the timeAdvanceGrant 
callback or external event. 
L : the lookahead value. 
 
4.1 Time Maintenance 
 
The Eq.(1) shows that STM maintains the federate time 
internally. In the HLA specification, notifications from 
the RTI to the federate are implemented as callback 
functions. Hence, each federate needs to implement a set 
of predefined virtual functions and passes them to the 
RTI via the FederateAmbassador object [12]. In the 
discrete event simulation, each simulation time changed 
in the system is the result of processing a timestamped 
event. Therefore, the time-related callback functions 
from the RTI must be intercepted by the STM translation 
function fin to extract the timestamps. The callback 
events must have an associated timestamp that indicates 
the logical time at which they should be processed. As 
illustrated in Figure 2, the STM records the largest 
timestamp of external events that are received from the 
RTI callback. These external events are then forwarded 
to the federate. Notice that, the federate time of the 
event-driven and time-stepped federates are advanced by 
timeAdvanceGrant callback, yet the STM for the 
optimistic federate advances its federate time according 
to the timestamp of the processed external/internal 
events. The GVT of an optimistic federate is the 
minimum timestamp of the external events or 
anti-messages that may later arrive. It’s the smallest time 
point where a federate will not rollover. 
 
Figure 2. The STM receive the external events from 
the RTI and records its timestamp. 
The federate time is the current simulation time of a 
federate. It is defined as the earliest time that a 
regulating federate will tag an outgoing message [11]. It 
is possible for a regulating federate to send a message at 
time Now+Lookahead. As depicted in Figure 3, the STM 
translation function fout will check every outgoing TSO 
event, oex, and insert the timestamp, Now+Lookahead, if 
it has an empty timestamp. The STM then sends this 
amended event to the RTI. 
 
Figure 3. The STM inserts timestamp to the outgoing 
events 
 
4.2 Changing Lookahead Value 
 
The Lookahead of a federate is the interval between the 
current federate time and the earliest time that the 
federate can use to timestamp a message. It is possible to 
have a zero-lookahead value [10] [17] [18] such that the 
effective lookahead of the federate can be an epsilon, 
which is defined as the smallest possible value of a 
timestamp, depending upon the employed method to 
advance its federate time. A lookahead value is 
necessary to maintain a deterministic causality. In the 
absence of the lookahead value, it is possible for the 
outcome of a sequence of events to be affected by other 
factors such as the network propagation delay. However, 
if the lookahead value is not mentioned, it is reasonable 
to assume that the presence or absence of the lookahead 
will not influent the causality of the received events.. 
 
The lookahead value can be changed dynamically during 
the execution. If a federate increases the lookahead, it 
can be changed immediately. On the contrary, the 
lookahead value cannot be instantaneously reduced upon 
request. At any instance, the lookahead L of a federate 
indicates to the simulation executive that this federate 
will not generate any new event with timestamp less 
than Now+L. Notice that the federate time is also 
maintained by the STM. Any outgoing event with its 
timestamp less than Now+L will be rejected by the STM. 
If the lookahead is reduced by X units, the STM will not 
take this change into effect until the federate time 
advance X units. In this way, no outgoing events will be 
inserted timestamp less than Now+L. 
 
5. The Manual-Mode STM 
 
Figure 4 sketches the infrastructure of the STM in the 
manual-mode operation.  
 
Figure 4. The STM in the manual-mode  
The STM provides a unified service, called eventRequest, 
whether it is a time-stepped, event-driven or optimistic, 
to request for the time advancement. When a federate 
uses the eventRequest service call to request for the time 
advancement, the fout first checks the TA value, then 
translates the request into appropriate time advancement 
service call to the RTI. This procedure is transparent to 
the federate. The fout will intercept the outgoing TSO 
events oex and insert timestamp Now+L, if required, into 
oex first before send it out to the RTI. When the RTI calls 
back any external event, fin will extract its timestamp and 
read the timeAdvanceGrant value to updates the federate 
time, Now. Notice that, the EE, OEã, SS and d are only 
used when TA is optimistic, which will be elaborated in 
section 5.3. 
 
The question of how and when the different types of 
federates can advance its federate time is then raised. 
The interplay of the TMS model, Eq.(1), of a federate 
with the STM affects the conditions of providing the 
time advance mechanism and will be discussed in the 
following sections 5.1, 5.2 and 5.3.  
 
5.1 Time-Stepped Simulation 
 
With the HLA specification, the most basic form of time 
advancement is by calling the timeAdvanceRequest (TAR) 
service [11]. This service can be considered as a time 
stepping form of the time advancement. The 
timeAdvanceRequest informs the RTI that the federate 
intends to unconditionally move forward from its current 
time to the requested time. When a TAR is completed, 
the requesting federate will receive all timestamped 
messages with timestamps less than or equal to the 
requested time and its federate time will be adjusted as 
requested. All messages received after the TAR will have 
a timestamp greater than the TAR requested time. 
 
 
Figure 5. The time diagram of the manual-mode STM for the time-stepped simulation. 
 
Figure 5 illustrates the time diagram of the STM in the 
manual-mode to transform the unified time advance 
function eventRequest into the time-stepped advance 
mechanism. In this case, the STM model of Eq.(1) 
becomes :  
 
TMS = < f , f , f , f , time-stepped, fout, fin, 
manual-mode, Now, L>… ..(2) 
Whereas: 
SS = f , since it is not used when TA = time-stepped. 
EE = f , since it is not used when TA = time-stepped. 
d = f , since it is not used when TA = time-stepped. 
OEã = f , since it is not used when TA = 
time-stepped. 
TA = time-stepped. It is initialized by the federate and 
the federate must give the time step value, t? , 
during the initialization. 
M = manual-mode and it is initialized by the federate. 
Now = the current simulation time and it is initialized 
by the federate. 
L = the lookahead value and it is initialized by the 
federate.  
 
In this TMS model, a federate invokes eventRequest() or 
eventRequest(T) to the STM. The translation function fout 
then checks the values of TA , Now and t?  first, and 
then transforms this call into the time-stepped advancing 
function, timeAdvanceRequest. fout also checks the 
outgoing event oex to insert appropriate timestamp, 
Now+L, if it is not timestamped. 
 
The lookahead value L can be dynamically changed 
during the federate execution. The STM supports 
zero-lookahead transition as well. When fout detects L 
becoming zero, it will transform eventRequest into the 
timeAdvanceRequestAvailable function. 
 
5.2 Event-Driven Simulation 
 
The nextEventRequest (NER) tells the RTI that given the 
current timing information, this federate wants to move 
to the requested time unless there exists a received 
external event with a smaller timestamp. If so, this 
external event (and all other external events with the 
same time) will be delivered to the federate and only 
grant the federate time to the time of this event. The 
requested time of NER call is used to limit how far ahead 
in time that the federate can move. Hence, in the absence 
of a new event in the TSO queue, an NER is treated like 
a TAR. Upon the completion of the NER, the federate 
will receive all messages with timestamps equal to or 
less than the current federate time.  
 
Figure 6. The time diagram of the manual-mode STM for the event-driven simulation. 
 
Figure 6 is the time diagram of the STM in the 
manual-mode for the event-driven simulation. In this 
case, the STM model becomes Eq.(3) as follows: 
TMS = < f , f , f , f , event-driven, fout, fin, 
manual-mode, Now, L>… ..(3) 
Where different from Eq.(2): 
SS = f , since it is not used when TA = event-driven. 
EE = f , since it is not used when TA = event-driven. 
d = f , since not used when TA = event-driven. 
OE = f , since it is not used when TA = event-driven. 
TA = event-driven and it is initialized by the federate. 
 
When the federate makes the eventRequest call to the 
STM, the translation function fout checks the values of 
TA, Now and L in TMS first, and then transforms this call 
into the event-driven function, nextEventRequest. The fout 
will also inspect every outgoing event oex and insert 
appropriate timestamp into it if it is not timestamped. 
 
Furthermore, when fout detects the value of L to be zero, 
it will transform eventRequest into 
nextEventRequestAvailable function to support the 
zero-lookahead. 
 
5.3 Optimistic Simulation  
 
The final mechanism for the time advancement is the 
optimistic approach, which will cause the RTI to deliver 
all messages currently in its TSO queue to the requesting 
federate, regardless of the relative LBTS and the 
timestamp on the message. The federate will then 
advance time to the timestamp of the last processed 
internal/external event. Notice that, since the RTI will 
deliver all queued messages to the federate, some of 
them may have their timestamps lager than LBTS and 
messages with smaller timestamps may arrive in the 
subsequent time advancing step. This approach is often 
useful for the loosely coupled federation where actual 
interactions among federates are relatively infrequent.  
 
An optimistic distributed simulation for the HLA was 
proposed by [19], [20], [21]. They proposed an extra 
mechanism, called the rollback manager, to implement 
the state saving and the rollback management for the 
optimistic federate in the HLA. This paper adapts and 
extends this optimistic mechanism for the STM. 
 
Figure 7 illustrates the time diagram of the manual-mode 
STM for the optimistic simulation that transforms the 
unified time advance function eventRequest into a smart 
optimistic advance mechanism. In the case, the STM 
model becomes Eq.(4). 
 
TMS = < SS, EE, d, OEã, optimistic, fout, fin, 
manual-mode, Now, L>… ..(4) 
Where different from Eq.(1): 
TA = optimistic. 
M = manual-mode. 
 
The eventRequest function is modified by the translation 
function fout into flushQueueRequest to interact with the 
RTI to obtain all of the external TSO events.  The 
receiving process of the external events is executed in 
two phases. The fin first detects and extracts all external 
events received from the RTI and saved in EE for which 
its timestamp TS(eei) <= LBTS. The STM then sets Tss = 
max{TS(eei) | TS(eei) <= LBTS, " i}. At this point, the 
STM receives all “safe” external events which have their 
timestamp less than LBTS. The time Tss can be 
considered as the checkpoint time which indicates a 
point in the simulation time that the state of federate has 
no risk of rollback. Therefore, the STM saves this state 
and its current federate time in SS as a checkpoint. 
Furthermore, the STM uses saveStateNotification(S, Tss) 
to notify the federate that the STM has set a checkpoint 
state S at federate time Tss. 
 
Figure 7. The time diagram of the manual-mode STM for the optimistic simulation 
The fin then begins to receive the rest of the external 
events and insert these external events to EE. Since the 
RTI does not guarantee that the external events with 
smaller timestamps won’t be received in the future, these 
events are considered unsafe and may suffer from 
rollback. In this way, if a rollback occurs, the STM 
contains all of the needed information to cancel the 
scheduled events and restore the previously saved safe 
state of the federate. 
 
The STM also keeps tracking all of the anti-messages of 
the outgoing events with Tss < TS(oex) <= Now so that 
they can be cancelled. If fin receives a straggler event that 
has a timestamp less than the current time, Now, or 
receives requestRetraction callback, the STM then 
begins to rollback as illustrated in Figure 8.  
 
Figure 8. The time diagram of the STM rollback mechanism. 
 
When fin detects a rollback situation, the STM interacts 
with both the federate and the RTI to perform the 
rollback. The STM sends rollbackNotification[S@Tss] to 
notify the federate that it should rollback to the saved 
state S at time Tss. The STM then draws out external 
events recorded in EE and callback to the federate. In 
this way, the STM can rollback to the saved state and 
recover externally ordered events to the federate. If the 
previous processing has resulted in sending some events 
to other federates, the STM will check its OEã and send 
out anti-messages (Retract) to the RTI to cancel outgoing 
events. Therefore, the federate doesn’t need to worry 
about the event cancellation, state saving, and fossil 
collection. Figure 8 shows the time diagram of the STM 
rollback mechanism when fin receives requestRetraction 
anti-message. The rollback procedure of the STM is the 
same as described above, except the STM must cancel 
the corresponded external event and anti-message saved 
in EE. 
 
6. The Auto-Mode STM 
 
In the manual-mode, the STM is triggered by the 
federate to request receiving external events when the 
federate invokes the eventRequest call. On the contrary, 
the auto-mode allows the STM to automatically request 
receiving external events. Figure 9 illustrates the 
infrastructure of the STM in the auto-mode operation, 
that is, M is set to auto-mode in TMS. In the auto-mode, 
the STM agent will constantly monitor the timestamp of 
unprocessed internal events TS(iej) in Local Event List. 
The fout automatically invokes time advance service call 
to the RTI when the STM detects the smallest timestamp 
TS(iej) >= Now. Therefore, the federate can accomplish 
the synchronization scheme without knowing how and 
when it should call the time advance function to the STM. 
In the auto-mode, the federate only needs to wait for the 
external events to be callback and then processes them 
accordingly. 
 
The operation of the auto-mode model of TMS is similar 
to its manual-mode, except that it will automatically 
check the earliest timestamp TS(iej) in its Local Event 
List on whether TS(iej) is greater than Now or not. If 
TS(iej) >= Now, then fout will make an appropriate time 
advance call to the RTI according to the TA mechanism 
and receive external events correspondingly. 
 
Figure 9. The infrastructure of the STM in the auto-mode  
 
l Time-Stepped Simulation 
 
The auto-mode STM for the time-stepped simulation will 
automatically trigger the timeAdvanceRequest 
time-stepped function to receive external events. Its TMS 
model is basically the same as the manual-mode 
time-stepped mechanism described in section 5.1, except 
that fout will automatically make a timeAdvanceRequest 
call to the RTI. In this case, the STM basic model 
becomes Eq.(5) as follows: 
TMS = < f , f , f , f , time-stepped, fout, fin, 
auto-mode, Now, L>… ..(5) 
Where different from Eq.(2): 
M = auto-mode which is initialized by the federate. 
 
The STM will monitor the earliest unprocessed internal 
events in the Local Event List when a federate sets M = 
auto-mode. When the STM detects that the earliest 
unprocessed internal event has its timestamp TS(iej) >= 
Now, fout then checks if TA is time-stepped to make a 
timeAdvanceRequest call to receive external events eei. 
The fin then extracts their timestamp TS(eei) before 
delivers them to the federate through callback functions.  
 
l Event-Driven Simulation 
 
The process of the TMS translation function for the 
event-driven simulation in the auto-mode is similar to the 
manual-mode event-driven mechanism described in 
section 5.2, except that fout will automatically make a 
nextEventRequest call to the RTI for receiving external 
events. In this case, the STM model becomes Eq.(6) as 
follows:  
TMS = < f , f , f , f , event-driven, fout, fin, 
auto-mode, Now, L>… ..(6) 
Where different from Eq.(3): 
M = auto-mode which is initialized by the federate.  
 
The STM will watch the earliest unprocessed internal 
events in the Local Event List when a federate sets M = 
auto-mode. When the STM detects that earliest 
unprocessed internal event TS(iej) >= Now, fout then 
checks if TA is event-driven to invoke a 
nextEventRequest call to request for external events eei. 
The fin extracts the timestamp TS(eei) of the external 
events before delivers them to the federate with callback 
functions.  
 
l Optimistic Simulation (Time-Warp) 
 
The process of the TMS function in this type of 
simulation is similar to the manual-mode optimistic 
approach described in section 5.3, except that fout will 
automatically make a flushQueueRequest call to the RTI 
for receiving external events. In this case, the STM 
model becomes Eq.(7) as follows:  
TMS = <SS, EE, d, OEã, optimistic, fout, fin, auto-mode, 
Now, L>… ..(7) 
Where different from Eq.(4): 
M = auto-mode which is initialized by the federate.  
 
The STM will watch the earliest unprocessed internal 
events in the Local Event List when a federate sets M = 
auto-mode. When the STM detects that the earliest 
unprocessed internal event has its timestamp TS(iej) >= 
Now, fout then checks if TA = optimistic to make a 
flushQueuRequest call to the RTI. The STM will receive 
all of the “safe” external events, that is, the set {eei | 
TS(eei) <= LBTS, " i}, first. The fin will extract the 
timestamp TS(eei) of the received external events eei 
before delivering them to the federate with callback 
functions. The STM then saves checkpoint state SS, 
where Tss = max{TS(eei) | TS(eei) <= LBTS, " i}, 
before notifing the federate about this checkpoint time. 
Finally, the fin begins to receive the rest of the “unsafe” 
external events. The fin records these external events eei 
in EE which have their timestamp Tss < TS(eei) <= Now. 
Notice that, when it received these “unsafe” external 
events from the RTI, the STM will advance its current 
time to Now = TS(eei). 
 
The STM will automatically perform the 
rollback-detection operation. If any out of order external 
event received or the anti-message callback detected, the 
STM starts the rollback process. The rollback procedure 
is the same as that is being described in section 5.3.  
 
7. Conclusion 
 
The STM integrates the conservative and optimistic 
mechanisms provided by the HLA Time Management. 
Therefore, that the federate developers can easily 
employ the time management mechanism regardless of 
the time policies, messages ordering definitions and the 
logical time advance strategies of a federate. 
Furthermore, the STM proposes a smart optimistic 
synchronization method by creating a middle layer for 
the time management interface provided by the RTI. 
The proposed middle layer provides smart rollback, 
state-saving and fossil-collection management used for 
the optimistic federates. 
 
Under the STM, distinct time advancement federates of 
the distribution simulation (federation) can exchange 
data by using a unified time advance function, 
eventRequest, to communicate with the RTI. The STM 
proposes a unified and scalable mechanism to allow the 
user to construct the HLA federates with a consistent 
time management interface when he is solving the 
synchronization issue. 
 
The unified and smart synchronizing technique in the 
STM is very useful. It helps the developer to simplify 
the process of building conservative and optimistic 
federates. All the aspect related to the time management 
issues of the RTI and extended optimistic time warp 
functions are taken care of by the STM. It relieves the 
simulation developer from complexity of the 
synchronizing approach. The STM is capable of 
identifying what time advancement approach is used by 
a federate, as well as to taking all suitable actions to 
ensure that the federate processes internal/external 
events in the correct causality. The STM will accomplish 
tasks that are common to every synchronized federate, 
and does not depend on a specific federate behavior. 
Hence, the federate program code becomes simpler, 
because most of the control and management of 
synchronizing approach are under the STM’s 
responsibility. 
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