Abstract. The goal of this paper is to present a novel modelling of postures of human activities such us walk, run… Effectively, human action is, in general, characterized by a sequence of specific body postures. So, from an incoming sequence video, we determine the postures (key-frames) which will represent the movement. We construct the prototypes corresponding to these key-frames by thinning these postures, and then we use this skeleton as a starting point for building the model. Some results are presented to validate our models.
Introduction
Lot of papers present an overview of human motion estimation and recognition [1] [2] [3] . The video of measuring shape deformation relative to prototypes has a long history in pattern recognition and computer vision [4] [5] . The work in [6] [7] present an algorithm for computing correspondence between arbitrary shapes. Based on skeletons directly, many approaches have been developed for shape matching [8] [9] [10] . The benefits of applying skeleton-based methods are its natural consistency with human intuition and capability to describe the local geometrical features, allowing the performance of articulated matching [11] [15] [16] . In this paper, we present a novel modelling of human activities postures.
Inspired by works of [12] [13] [14] [18], we propose to hide (superimposed) the skeleton (of different body poses) on models representing human activities in a predefined database, to recognize the motion in the input video made by a single person. So, we first, construct prototypes of postures which describe a movement from an incoming sequence video. We determine automatically the postures which will represent the movement, we skeletal these postures then we use this skeleton as a starting point for building the model.
We test the relevance of the models constructed by calculating the degree of correspondence between key-frames of an unknown motion with the models in the database. The originality of this modelling is that the posture of a person is represented by a weighting silhouette representing the pose; weights which materialize variations of postures (As movement is executed in a different way from a person to another). The advantage of this approach is its simplicity and ease of processing and calculations. The selection of key positions is done automatically which is not always the case in other work [13] .
System Overview
Human action is, in general, characterized by a sequence of specific body postures. So, the problem that we proposed to solve is to determine models representing these poses, to take them as references in order to recognize human action of everyday life with a fixed camera. The system implementation consists of three parts shown in figure 1. After the background subtraction, we have a human silhouette, then we centre this silhouette in a frame with predefined size, and as the last phase of preprocessing we select a set of frames (key-frames) that will represent the movement achieved in a video sequence. This last step, allows us to process just a fewer number of frames (the key-frames) instead of the entire input sequence frames. In modelling phase, we first calculate skeleton of silhouette in the key-frames. Then we use this skeleton as a starting point for building the model of the posture associated (weighting module). The out put of the modelling phase is a database of models representing movements (run, walk…). The last part of the implementation is the activity recognition module. This module use as input, a database cited above, and an unknown video sequence. 
Selected Key-Frames
An action is often described as a sequence of discrete postures. For determining which postures are the ones which can represent the movement, we treat the frames (given after the background subtraction) in pairs. This step is dependent on the accuracy of the tracking step (tracking process is not performed in this work) and is very important for the next process. So, we calculate the percentage of pixels (perc) that is different between two successive frames. Then we compare this value to a predefined threshold. If perc is upper than the threshold then the frame is selected to be a keyframe; otherwise it is not selected and we process the same treatment between the next frame and the last key-frame selected (See fig.2 ). The percentage is calculated as follows:
Where Diff is the number of common pixels of two consecutives frames (given by the XOR operation between two frames).
Add is the number of all pixels in the two consecutives frames (given by the OR operation between two frames).
Perc is the percentage of pixels which is different between the two frames. This process allows us to quantify the difference in pixels using percentages to avoid relying on the number of image pixels (which change from one image to another). This step allows us to define the keys postures (keys-frames) of a given movement. All these postures will therefore be selected to represent the movement. So, instead of processing the entire input sequence frame to recognize an unknown movement, we have to process just a fewer number of frames (the key-frames) (See figure 2.b). Note that this step can give us any number of key-frames in accordance with the velocity of the movement and the length sequence video. 
Modelling
The idea of creating weighted models of postures comes from the fact that a movement is executed by several people in a similar manner. Indeed, the different postures representing a movement for a given person are almost the same for any other person with slight deformations. These deformations are represented in models through the weights assigned to their pixels. The weight distribution in the frame model will be such that the skeleton pixels will receive the highest weight and distance from this position the more we will assign lower weights.
Building Models
The key-frames given by the postures selection step, on the input sequence video, are processed for building the models. The building models occur on two steps: thinning the silhouette then weighting the obtained skeleton.
Thinning.
A skeleton is a geometric representation of an object in a dimension less than the input object. It can describe a compact way the properties of an object, especially its shape [19] [20] . The algorithm we use is based on the topological thinning. The image analysis is to find simple points of the object of interest. To enjoy the benefits of parallel methods of thinning and conservation topological skeleton of sequential methods, we implement a hybrid algorithm. This algorithm is thinning the silhouette of two sides, north-east and south-west alternating direction at each iteration so as to obtain a skeleton centred in the image (See figure 3.b) . We can divide the 16 cases of simple points in two groups: On one side the points which represent the north and/or east of the subject of interest. They are found in the following cases:
On the other side the points representing the south and / or west of the object of interest:
Some pixels may belong to both cases; this does not affect the course of the algorithm. The pixels removed are those located in opposite of the scanning direction of the image. This operation is repeated until no more simple point is detected.
The skeleton obtained is sometimes beyond the skeletal branches called "barbules". We call a branch; any set of pixels forming an eight-connected path whose elements a.
b. c. Fig. 3 . Thinning a-Input silhouette, b-Skeleton, c-Skeleton after removing barbules have strictly two neighbours (except for the two end pixels). Several criteria exist to remove the barbules (branches). The most used and easiest to implement is the size criterion. All arcs of the skeleton whose length is less than a given threshold are considered noise (barbules) and are removed. Several iterations are sometimes necessary (see figure 3 ).
Weighting. The weighting is a process of assigning weights, represented by symbols (Z, Y… in figure 4), to pixels in an image. These weights are used to specify the relative importance of each pixel compared to others. Weighting is used in the classification of postures, to calculate the degree of similarity (or correlation) between an unknown form and a model in the database. For building models from the skeleton we process the following steps:
Step1: Distribution of maximum values of weighting on the skeleton. Let Z be the maximum weight assigned to all pixels of the skeleton (see Figure 4 .b).
Step 2: Second layer . Each pixel 8-neighbor related to Z is associated with weighted value Y. The weight of Y is smaller than that of Z. Y values represent a layer covering the skeleton (see Figure 4 .c).
Step3: Third layer (and more).
We repeat the "Step 2" with lower weight values (X, W,…) to the previous layer until we reach a thickness desired for shape (this processing is, always, done on the last layer obtained by the previous step).
The difference in values between each layer remains constant. A direct relationship between weight and number of layer is represented by:
Where NbL is the number of layers, Val_max is maximum weight, Val_min is minimum weight, Step: difference between each weight of layer (step = Z -Y = Y -X…). These parameters are determined experimentally. This treatment gives us almost the same gait (look) as that of the input posture. But the pixels of the image model are weighted (see figure 5) . 
Construction of Database of Models
The models are obtained after several treatments on selected images, namely: the normalization of size, thinning and weighting. For overlay models and skeleton, the frames must have the same size; a scaling is necessary. In this first work we are limited to process images that have relatively the same size. So we did not standardization of dimensions (scaling) on the images, but just add margins for the silhouette. We determine the endpoint of the object of interest for the four sides of the image. Then add columns and rows, on both sides of the object for getting a silhouette centred in an image of fixed dimensions.
a. b.
c. d. From a video sequence of motion data, we select the key-frames representing the movement. Then, each of these key-frames undergoes treatment for scaling, thinning and finally weighted. Our database has been constructed from seven input video representing different movements such as walk, run, punch, give a kick, collapse right, standup right and hand waving. Each movement is represented in the database by a set of image models of selected key-frames (see figure 6 ). This first phase of the chain of recognition of human motion is, by analogy with other methods, the learning module.
Shape Matching
To validate the models we built, we propose to calculate a degree of correspondence between key-frames of unknown movement and the models in the database.
Input video sequences for an unknown movement is processed as be done for the sequence video which be used to build the database (select key-frames, scaling and thinning). We call degree of correspondence (Deg_cor) the sum of the weights of pixels in the model that overlap with the pixels of the skeleton of the unknown posture (figure 7.d.e). We calculate the number of pixels of the skeleton, in the unknown posture, and we multiply it by the maximum weight (Z), we obtain a value Val_max. We calculate then the Rate correspondence (Rat_cor) by:
The above calculation allows for comparison between two images: a model with an input image. But to make the recognition of a movement, we need to match a sequence of an unknown motion picture with a sequence of models (representing a movement) in the database.
a. b. c.
d. e. 
Tests and Results
We have performed experiments on different video sequence actions. The system was trained using only one person for constructing the database. For the time being, the total number of activities in the database is seven (07). We give here an example of result obtained with an unknown input sequence. We present (see figure 8 . From the results obtained, we can see that the degree of correspondence, between an unknown movement (figure 8.a) and his corresponding model, (figure 8.b, values in bold) give us higher values than those given for others models.
We used the video database given in [17] and our own sequence video. These first results encourage us to develop an approach for human motion recognition, which take, as a basis of knowledge, the models we built.
Conclusion
A novel modelling of human activities postures has been presented. The experiment, based on a simple compute of degree of correspondence shows encouraging results. For the future work, we envisage developing a recognition approach. Currently the implementation has some restrictions. The viewing direction is somewhat fixed and the background is assumed to be uniform making the segmentation of the silhouette easy. In addition, we assume that there is only one person in the field of view and that there is no occlusion. We plane to conduct more extensive tests to establish the limitation of our system.
