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Revisiting Quantum Feedback Control: Disentangling the
Feedback-Induced Phase from the Corresponding Amplitude
Kisa Barkemeyer, Regina Finsterhölzl, Andreas Knorr, and Alexander Carmele*
Coherent time-delayed feedback allows the control of a quantum system and
its partial stabilization against noise and decoherence. The crucial and
externally accessible parameters in such control setups are the
round-trip-induced delay time 𝝉 and the frequencies 𝝎 of the involved optical
transitions which are typically controllable via global parameters like
temperature, bias, or strain. They inﬂuence the dynamics via the amplitude
and the phase 𝝓 = 𝝎𝝉 of the feedback signal. These quantities are, however,
not independent. Here, the aim is to control the feedback phase via a
microwave pump ﬁeld. Using the example of a 𝚲-type three-level system, it is
shown that the Rabi frequency of the pump ﬁeld induces phase shifts on
demand and therefore increases the applicability of coherent quantum
feedback control protocols.
1. Introduction
The processing of quantum information relies on three principal
components: the storage, the manipulation, and the transmis-
sion of quantum information. While quantum few-level systems
such as atoms or molecules can be used for information storage
and manipulation, photons are the ideal candidates for carrying
quantum information from one point to another. Thus, growing
interest in the ﬁeld of quantum computation and quantum
information on the part of science as well as industry calls for
the possibility to eﬃciently control quantum optical systems.[1–4]
An important task is to prevent the loss of information due
to decoherence and noise which is crucial for the successful
implementation of quantum information processing.[5] Sev-
eral protocols have been proposed which include quantum
error correction, quantum gate puriﬁcation, and entanglement
puriﬁcation schemes.[6–9]
Another promising approach is coherent quantum feedback
control. Feedback has long been a common means for the
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control of classical and semiclassical sys-
tems.[10–14] Examples include semiconduc-
tor laser setups and chemical systems like
the Belousov–Zhabotinsky reaction.[15–20] In
the quantum regime, coherent feedback
control was ﬁrst introduced as all-optical
feedback by Wiseman and Milburn[21] and
is based on a fully quantum mechanical
control mechanism.[22] It has been suc-
cessfully implemented in a number of
experimental setups.[23–27] Such schemes
allow the preservation of coherence as
opposed to measurement-based feedback
control where repeated measurements re-
sult inevitably in the destruction of cohe-
rence.[28–36] If the feedback delay time 𝜏, that
is, the time between the emission of a signal
and the reabsorption from a reservoir, is not negligible, par-
tial quantum entanglement is preserved. As a consequence,
the non-Markovianity of the dynamics needs to be taken into
account.[37–46]
Various setups to control quantum few-level systems via time-
delayed feedback have been studied theoretically and it has been
shown that it is possible to control characteristic quantities such
as the photon–photon correlation and the concurrence which
functions as a measure of entanglement.[47–59] In these systems,
in general, the control parameters that can be used to evoke the
desired behavior are the delay time 𝜏 and the characteristic fre-
quency 𝜔 which, depending on the considered setup, can be, for
example, the frequency of an involved optical transition or the
frequency of a cavity mode. These parameters inﬂuence the dy-
namics via the feedback amplitude x(t − 𝜏) and the phase𝜙 = 𝜔𝜏.
Tuning them, however, requires major rearrangements in the
setup. Furthermore, the quantities are intertwined since changes
of the delay time 𝜏 inﬂuence both the amplitude and the phase
of the feedback signal.
In this paper, we propose a novel approach for the non-invasive
and instantaneous control of few-level systems through the ap-
plication of an external pump ﬁeld to tune the phase between in-
coming and emitted signal. Using the example of a Λ-type three-
level system (3LS) subjected to coherent time-delayed feedback
we study how an additional pump ﬁeld, resonant to the transi-
tion between the non-degenerate ground states, inﬂuences the
dynamics and gives rise to a new control parameter, the Rabi fre-
quency of the ﬁeld. With this control scheme, it is possible to
disentangle the control of the feedback phase from the control of
the system’s transition frequencies and the delay time.
The paper is organized as follows. In Section 2 we moti-
vate the study of the Λ-type 3LS for which the application
of an external laser ﬁeld yields the Rabi frequency as a new
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Figure 1. The considered non-degenerate Λ-type three-level system
(3LS) interacting with a photonic reservoir inside a semi-inﬁnite one-
dimensional waveguide. The edge of the waveguide at a distance L from
the 3LS acts as a mirror and thus provides feedback with delay time 𝜏.
A pump ﬁeld with Rabi frequency Ω is applied which is resonant to the|1⟩↔ |2⟩ transition.
control parameter. In Section 3 we then brieﬂy present three ex-
isting setups from the literature employing coherent feedback
control schemes for which the independent control of the phase
is crucial. This short review is given to stress the importance
of the possibility to address the phase individually. It is demon-
strated that the interplay of amplitude and phase has the potential
to increase the degree of entanglement of emitted photon pairs in
a biexciton cascade,[50] to suppress or enhance bunching as well
as antibunching in photon-correlation detection schemes,[54] and
to manipulate one- and two-photon processes in time-resolved
resonance ﬂuorescence experiments.[58] If the previously stud-
ied systems are extended in a way that allows its application,
our scheme potentially enables and simpliﬁes the control of the
emerging phenomena which are instanced to inspire new ap-
plications in the ﬁeld of coherent quantum feedback.[39,53,60–63]
Subsequently, in Section 4 we derive our new control scheme
in detail and compare it to the scheme in which only the de-
lay time 𝜏 is used as a control parameter. We demonstrate that
the application of a microwave pump ﬁeld opens up new pos-
sibilities in potential experimental realizations and allows a fast
and eﬃcient stabilization of the excitation as well as population
trapping.[47,64,65]
2. Proposal to Non-Invasively Control the Feedback
Phase in a 𝚲-Type System
We consider a Λ-type 3LS interacting with a photonic reservoir
inside a semi-inﬁnite 1D waveguide. Radiative transitions are
possible between the excited state |3⟩ and one of the two non-
degenerate ground states |1⟩ and |2⟩. Between the ground states,
a resonant pumpﬁeld is applied. The setup is depicted in Figure 1
and the Hamiltonian of the system reads
H(t) = ℏ𝜔2𝜎22 + ℏ𝜔3𝜎33 + ℏ∫ dk𝜔kr†k rk
+ ℏΩ(t) cos
(
𝜔2t
)(
𝜎12 + 𝜎21
)
+ ℏ∫ dk
[
gkr
†
k
(
𝜎13 + 𝜎23
)
+H.c.
]
. (1)
In this expression, the ﬁrst line describes the non-interacting sys-
tem, the second line models the external pumping and the third
line results from the interaction between the 3LS and the reser-
voir. All energy values are considered relative to level |1⟩. The
energy of level |2⟩ (|3⟩) is ℏ𝜔2 (ℏ𝜔3) with the corresponding oc-
cupation number operator 𝜎22 (𝜎33). The annihilation (creation)
of a photon in reservoir mode k with energy ℏ𝜔k is described
by the bosonic annihilation (creation) operator r(†)k . The atomic
ﬂip-operators 𝜎ij, i, j = 1, 2, 3, are deﬁned as 𝜎ij = |i⟩ ⟨j| and sat-
isfy the commutation relation [𝜎ij, 𝜎kl] = 𝜎il𝛿jk − 𝜎kj𝛿il. The pump
ﬁeld is characterized by its pump frequency 𝜔2 and its ampli-
tude ℏΩ with Rabi frequency Ω. The pump frequency coincides
with the transition frequency of level |1⟩ and level |2⟩ since we
assume resonance. Because of the mirror at distance L from the
3LS, an emitted signal is fed back into the 3LS after the delay time
𝜏 = 2L∕c where c is the speed of light. We include the feedback
mechanism into our calculations by assuming a non-Markovian
environment, that is, a structured reservoir which results in a si-
nusoidal dependence of the coupling strength gk on the photon
mode k, so that gk = g0 sin(kL).[47,49,66]
If we set Ω(t) ≡ 0 in the Hamiltonian given in Equation (1),
the dynamics of the probability amplitude c3(t) which describes
the excited state of the 3LS can be derived analytically.[47,67,68] In
the special case of 𝜔2𝜏 = 2𝜋n, n ∈ ℕ, this yields a Lambert W-
function in Laplace space and in time domain we obtain
ċ3(t) = −2Γ
[
c3(t) − ei𝜔3𝜏𝜃(t − 𝜏)c3(t − 𝜏)
]
(2)
with decay rate Γ = g20𝜋∕(2ℏ
2c). Note that this is the same de-
lay diﬀerential equation as the one we obtain for a two-level sys-
tem under the inﬂuence of coherent feedback. Thus, the phase
𝜔3𝜏 determines whether the delayed amplitude leads to an accel-
erated or decelerated decay. The fastest decay occurs for 𝜔3𝜏 =
(2n + 1)𝜋, n ∈ ℕ, while the decay is maximally slowed down for
𝜔3𝜏 = 2n𝜋, n ∈ ℕ. However, if 𝜏 is the only free parameter and
we assume ﬁxed transition frequencies, the phase is automati-
cally set with 𝜏 and not independent of the delayed amplitude.
If we, on the other hand, choose a time-independent microwave
driving ﬁeld,Ω ≠ 0, we obtain for the dynamics of the probability
amplitude
ċ3(t) = −2Γc3(t) + Γei𝜔3𝜏
[
cos
(Ω
2
𝜏
)(
1 + e−i𝜔2𝜏
)
−i sin
(Ω
2
𝜏
)(
e−i𝜔2t + ei𝜔2(t−𝜏)
)]
c3(t − 𝜏)Θ(t − 𝜏). (3)
From the above equation we see that the time-independent
pumping strength Ω now enters as an additional control param-
eter. Depending on the transition frequencies 𝜔2 and 𝜔3, the
delay time 𝜏, and Ω, diﬀerent scenarios occur. This equation is
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the main result of the paper. By tuning Ω, destructive and con-
structive feedback scenarios can be realized without the need
to change the distance between the mirror and the 3LS. This
strongly simpliﬁes the study of systems subjected to coherent
quantum feedback and allows to unravel amplitude-based im-
pacts from eﬀects which rely on a well-controlled feedback phase.
It is also possible to assume time-dependent pumping; however,
Equation (3) is only valid in the continuous-wave regime. Before
we derive this equation in detail, we study why the control of the
phase independent of the amplitude is of great importance for
the realization of proposed quantum-feedback phenomena.
3. Conventional Coherent Feedback Control
Schemes
Various systems under the inﬂuence of coherent quantum feed-
back have been studied and it has been shown that in this way
the control of a wide range of phenomena is possible. To evoke
a desired behavior, in many cases, a speciﬁc delay time as well
as a certain feedback phase is essential. However, in most of the
proposed setups, the delay time is the only accessible parameter
which inﬂuences the dynamics via the phase as well as the am-
plitude of the feedback signal. In this section, we brieﬂy discuss
common implementations of coherent feedback control schemes
to set the scene for the presentation of our approach in which
the Rabi frequency of an external pump ﬁeld arises as a new
control parameter and allows the individual control of the feed-
back phase.
3.1. Selective Control of Individual Photon Probabilities
The ﬁrst setup we consider is a two-level system (2LS) in front of
a mirror.[39,47,52,58,63,69,70] The 2LS is pumped with a pulsed laser
ﬁeld Ω(t) which controls the emission statistics via its pulse area
A. Looking at the emission without feedback, we observe that for
a pulse with A = 𝜋 the 2LS is inverted and acts as a single-photon
source. On the contrary, for a pulse with A = 2𝜋 the possibility
that two photons are emitted dominates over the one of a single-
photon event.[71] It can be shown that it is possible to enhance
or suppress individual photon probabilities using time-delayed
feedback since they respond diﬀerently to the applied control of
the Pyragas type.[58] For an exemplary operator x(t) in the Heisen-
berg picture we obtain a diﬀerential equation of the form
ẋ(t) = i
ℏ
[
HS, x(t)
]
− K
[
x(t) − ei𝜙x(t − 𝜏)
]
+ N(t). (4)
Here, HS denotes the Hamiltonian of the system. K is a con-
trol force which vanishes when a steady state or periodic orbit
is reached. The noise contribution N(t) ensures that the canoni-
cal commutation relations of the system operators are conserved.
The control parameter that is tuned to achieve the desired be-
havior in this case is the delay time 𝜏. With the delay time, a
certain feedback phase 𝜙 = 𝜔0𝜏 is set where 𝜔0 is the transition
frequency of the 2LS. It determines whether the interference be-
tween emitted and fed back signal is constructive or destructive.
The feedback phase 𝜙 is a crucial parameter which arises when
Figure 2. Photon emission probabilities p̄(n), n = 1, 2, normalized with
respect to the case without feedback (p̄(n) = 1) as functions of the de-
lay time 𝜏 scaled with the decay rate Γ for destructive feedback, that is,
𝜙 = (2n + 1)𝜋, n ∈ ℕ. For pulse area A = 2𝜋 we ﬁnd that the two-photon
probability p̄(2) (red, dashed line) is enhanced by feedback while the
single-photon probability p̄(1) (blue, solid line) can be either enhanced or
suppressed. Inset: Photon emission probability p(n), n = 0, 1, 2, 3, without
feedback (red, left) and with feedback at 𝜏Γ = 0.06 (orange, right) where
the two-photon probability is increased by about 50%. Reproduced with
permission.[58] Copyright 2019, American Physical Society.
the classical Pyragas control scheme is extended to the quantum
regime. Depending on the feedback phase 𝜙, the excitation decay
from the 2LS is either accelerated or slowed down compared to
the free decay in the Wigner–Weisskopf model. When a pump
pulse of area A = 2𝜋 is applied, the two-photon possibility can be
enhanced whereas the possibility that a single photon is emitted
can be enhanced or suppressed by applying destructive feedback,
that is, feedback with a phase 𝜙 = (2n + 1)𝜋, n ∈ ℕ. This can be
seen in Figure 2. One realizable scenario is an enhancement of
the two-photon probability of around 50% and a simultaneous
preservation of the single-photon probability if the delay time 𝜏
and phase 𝜙 are chosen appropriately.
3.2. Intensiﬁed Antibunching
Another setup for coherent feedback control consists of two 2LS
interacting via the respective coupling gi with a single-mode
cavity.[54] The cavity is pumped by a weak continuous-wave pump
ﬁeld Ω ≪ gi and placed inside a semi-inﬁnite photonic wave-
guide which provides non-Markovian feedback at delay time 𝜏.
The evaluation of the second-order correlation function for zero
time delay, g(2)(0), allows drawing conclusions about the photon
statistics of the light emitted from the cavity. A value smaller than
one, that is, g(2)(0) < 1, corresponds to a non-classical state of the
light ﬁeld where the probability to measure two photons simul-
taneously is decreased compared to a coherent laser ﬁeld, that
is, the quantum emission is antibunched. Without feedback, the
system shows antibunching if a suitable detuningΔ between the
frequency of the cavity mode and the external pump frequency is
chosen. It is shown that this eﬀect can be enhanced or suppressed
signiﬁcantly by applying feedback, cf. Figure 3. The inﬂuence
of the feedback is determined by the feedback phase 𝜙 = 𝜔0𝜏
with cavity mode frequency 𝜔0 and delay time 𝜏. This phase can
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Figure 3. Eﬀect of feedback on the system in which antibunching can
be observed (solid lines) in comparison to the case without feedback
(dashed lines). Shown are a) the two-photon probability p2, b) the photon
number, and c) the second order correlation function g(2)(0) as functions
of the feedback phase 𝜙 = 𝜔0𝜏. While a (destructive) feedback phase of
𝜙 = (2n + 1)𝜋, n ∈ ℕ, (dot-dashed lines) leads to low intensity and the
suppression of antibunching, a (constructive) feedback phase 𝜙 = 2𝜋n,
n ∈ ℕ, (dotted lines) causes enhanced antibunching and high intensity.
Adapted with permission.[54] Copyright 2017, American Physical Society.
be tuned to control the emission statistics. In Figure 3, the val-
ues of the two-photon probability p2, the photon number, and
the second-order correlation function g(2)(0) oscillate with 𝜙. Ex-
treme cases occur for destructive feedback, where 𝜙 = (2n + 1)𝜋,
n ∈ ℕ, and constructive feedback, where 𝜙 = 2𝜋n, n ∈ ℕ. In the
destructive case, the two-photon probability and the photon num-
ber show a minimum while the g(2)(0) function exhibits a max-
imum. Its value lies above the one that is obtained without
feedback, that is, antibunching is reduced. On the contrary, if
constructive feedback is applied, the maximal two-photon proba-
bility and photon number can be observed while the g(2)(0) func-
tion shows a minimum that lies below the no-feedback value.
From this, we can conclude that an enhancement of the anti-
bunching is obtained for constructive feedback and at the same
time the intensity of the emitted light is maximized. Since typ-
ically antibunching is reduced for higher photon numbers, for
example, g(2)(0) = 1 − 1∕⟨n⟩ for a Fock state, this counterintuitive
feature is a clear signature of underlying quantum interference
eﬀects between system and reservoir states.
3.3. Enhanced Photon Entanglement
The third setup we consider is a quantum dot (QD) biexciton
cascade.[50,72–74] In a radiative relaxation process, the initially ex-
cited QD emits either two horizontally (H) or two vertically (V)
polarized photons because angular momentum is conserved.
This leads to the formation of a Bell state of the form
|𝜓⟩ = 1√
2
(|HH⟩ + |VV⟩). (5)
Thus, the QD biexciton cascade serves as an important source for
polarization-entangled photons. The entanglement is, however,
Figure 4. Photon concurrence C depending on diﬀerent parameters. a)
Concurrence as a function of the ﬁnite ﬁne-structure splitting ℏ𝛿 with-
out feedback (red, solid line) and with destructive feedback at phase
𝜙 = (2n + 1)𝜋, n ∈ ℕ (green, dashed line). The concurrence decreases
with increasing ﬁne-structure splitting but can be enhanced signiﬁcantly
by applying feedback. (b) Concurrence as a function of the feedback time
𝜏 at 𝜙 = (2n + 1)𝜋, n ∈ ℕ and 𝛿 = 10 ns−1. For all delay times 𝜏 the con-
currence is larger than without feedback, there is, however, an ideal delay
time for which the concurrence ismaximized. Adaptedwith permission.[50]
Copyright 2014, American Physical Society.
reduced if a ﬁnite excitonic ﬁne-structure splitting ℏ𝛿 is present,
as it renders the relaxation paths distinguishable.
It can be shown that coherent feedback control can be used as
a means to counteract this reduction of entanglement. Depend-
ing on the feedback phase 𝜙 = 𝜔X𝜏, where 𝜔X is the excitonic
transition frequency and 𝜏 is the delay time, the impact of the
feedback diﬀers.
The entanglement is measured via the concurrence C of the
reduced photonic density matrix. As can be seen in Figure 4a,
the concurrence and thus the entanglement decreases with in-
creasing ﬁne-structure splitting ℏ𝛿. Nevertheless, when apply-
ing destructive feedback with a phase 𝜙 = (2n + 1)𝜋, n ∈ ℕ, the
entanglement can be enhanced considerably. For delay times 𝜏
small compared to the biexciton lifetime this can be understood
by looking at the emission spectrum: Since destructive feedback
leads to a faster decay of the excitation in the QD compared to the
case without feedback, the emission peaks centered at 𝜔X ± 𝛿∕2
in the spectrum are broadened. Due to the larger spectral overlap
between the emission peaks, the decay paths are less distinguish-
able. Therefore, the entanglement is partially recovered despite
the ﬁne-structure splitting.
Figure 4b shows that by varying the feedback time 𝜏 the concur-
rence and with it the amount of entanglement can be tuned. The
entanglement is always larger than in the case without feedback,
at a certain value; however, the entanglement is maximized. This
conﬁrms our initial statement that the delay time inﬂuences the
dynamics not only via the feedback phase but also in other ways,
for example, via the amplitude of the feedback signal.
4. Comparison of the Approaches for Coherent
Feedback Control
The examples presented above, Section 3 A–C, demonstrate that
feedback can be used to coherently control a variety of systems
and phenomena employing the system’s past. However, the time-
delayed amplitude of the signal x(t − 𝜏) and the feedback phase
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𝜙 = 𝜔𝜏, which determines how emitted and fed back signal inter-
fere, are not independent in the above examples, assuming the
system frequencies to be ﬁxed. Since the time delay 𝜏 appears in
the amplitude as well as in the phase of the feedback signal, it is
reasonable to look for possibilities to disentangle the control of
the amplitude from the control of the phase. This can be achieved
by tuning the respective transition or cavity mode frequency 𝜔,
for example, via bias, strain, or temperature. However, such con-
trol schemes typically introduce additional decoherence channels
via temperature eﬀects or additional ﬁelds. Our novel approach
of non-invasive and instantaneous feedback control via an addi-
tional external laser ﬁeld can be an alternative tuning knob.
We now derive in detail the dynamics of the probability ampli-
tude of the excited state as stated in Equation (3). To that end, we
start from the Hamiltonian describing the combined system of
Λ-type 3LS and photonic reservoir, cf. Equation (1). To facilitate
further treatment, we transform this Hamiltonian into the rotat-
ing frame deﬁned by its freely evolving part. Together with the
rotating-wave approximation the transformation yields
H′(t) =
ℏΩ(t)
2
(
𝜎12 + 𝜎21
)
+∫ dk
[
gke
i𝜔ktr†k e
−i𝜔3t
(
𝜎13 + 𝜎23ei𝜔2t
)
+H.c.
]
. (6)
If the amplitude of the pump laser is constant, that is, if we are
considering a continuous-wave pump ﬁeld Ω, a transformation
into the interaction picture deﬁned by the pump term, which is
the ﬁrst line in Equation (6), allows further analytical treatment
and provides insight into the underlying feedback mechanism.
Making use of the speciﬁc form of the commutation relation of
the atomic ﬂip operators, the transformed Hamiltonian reads
H′′(t) = ∫ dk
{
gke
i𝜔ktr†k e
−i𝜔3t
[
cos
(Ω
2
t
)(
𝜎13 + 𝜎23ei𝜔2t
)
+ i sin
(Ω
2
t
)(
𝜎13e
i𝜔2t + 𝜎23
)]
+H.c.
}
. (7)
We derive equations of motion for the state of the system to be
able to study its time evolution. The general state in the single-
excitation limit and the respective interaction picture is given as
|𝜓 ′′(t)⟩ = c3(t) |3, vac⟩
+∫ dkck2(t) |2, k⟩ + ∫ dkck1(t) |1, k⟩ (8)
where |3, vac⟩ describes the case in which the 3LS is in the ex-
cited third state and there are no photons in the reservoir while
for |2, k⟩ (|1, k⟩) the 3LS is found in state |2⟩ (|1⟩) and there is a
photon in reservoir mode k. Using the Schrödinger equation in
the interaction picture
iℏ d
dt
|𝜓 ′′(t)⟩ = H′′(t) |𝜓 ′′(t)⟩ , (9)
the equations of motion which can be derived for the coeﬃcients
of the state given in Equation (8) are
ċ3(t) = −
i
ℏ ∫ dkgke−i𝜔ktei𝜔3t
×
{
ck2(t)
[
cos
(Ω
2
t
)
e−i𝜔2t − i sin
(Ω
2
t
)]
+ck1(t)
[
cos
(Ω
2
t
)
− i sin
(Ω
2
t
)
e−i𝜔2t
]}
, (10)
ċk2(t) = −
i
ℏ
gke
i𝜔kte−i𝜔3tc3(t)
[
cos
(Ω
2
t
)
ei𝜔2t + i sin
(Ω
2
t
)]
, (11)
ċk1(t) = −
i
ℏ
gke
i𝜔kte−i𝜔3tc3(t)
[
cos
(Ω
2
t
)
+ i sin
(Ω
2
t
)
ei𝜔2t
]
. (12)
We start with an excited 3LS and no photons in the reservoir.
That is, we choose the initial conditions c3(0) = 1, ck2(0) = c
k
1(0) =
0 for all photon modes k. Under this assumption we formally in-
tegrate Equations (11) and (12) and plug the solution into Equa-
tion (10). After the insertion of the mode-dependent coupling
strength gk encoding the feedback mechanism we ﬁnally obtain
the delay diﬀerential equation for the probability amplitude of the
excited state
ċ3(t) = −2Γc3(t) + Γei𝜔3𝜏
[
cos
(Ω
2
𝜏
)(
1 + e−i𝜔2𝜏
)
−i sin
(Ω
2
𝜏
)(
e−i𝜔2t + ei𝜔2(t−𝜏)
)]
c3(t − 𝜏)Θ(t − 𝜏). (13)
Based on Equation (13), we now examine diﬀerent scenarios
which occur for the 3LS depending on the system parameters.
4.1. Unpumped System
We ﬁrst consider the unpumped case, that is,Ω = 0, in which the
system obeys the equation
ċ3(t) = −2Γc3(t) + Γei𝜔3𝜏
(
1 + e−i𝜔2𝜏
)
c3(t − 𝜏)Θ(t − 𝜏). (14)
Without feedback, wewould only obtain the ﬁrst termon the right
hand side of Equation (14) and the excitation would decay expo-
nentially. With feedback, however, if it holds that n∕𝜔2 = n′∕𝜔3,
n, n′ ∈ ℕ, at the delay time
𝜏 = 2𝜋n
𝜔2
= 2𝜋n
′
𝜔3
(15)
stabilization is achieved which manifests as continuous-mode
excitation trapping.[64] This can be understood looking at Equa-
tion (14). If for the feedback phase 𝜙2 ≡ 𝜔2𝜏 the condition 𝜙2 =
2𝜋n, n ∈ ℕ, is fulﬁlled or equivalently e−i𝜔2𝜏 = 1, the 3LS acts as
an eﬀective 2LS and shows the Pyragas-type feedback-control dis-
cussed in Section 3.1. In this case, the rate of the excitation de-
cay is determined by the feedback phase 𝜙3 ≡ 𝜔3𝜏. If 𝜙3 = 2𝜋n′,
n′ ∈ ℕ, that is, ei𝜔3𝜏 = 1, the control signal vanishes as soon as
c3(t) = c3(t − 𝜏) and the excitation is stabilized. Thus, for a given
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(a) (b)
Figure 5. Numerical results for the evolution of the excitation probability density |c3(t)|2 of the three-level system with 𝜔2∕(2𝜋) = 0.8 ps−1, 𝜔3∕(2𝜋) =
239.3 ps−1, and Γ = 0.01935 ps−1. a) Unpumped system, that is,Ω = 0, subjected to feedback at diﬀerent delay times 𝜏. b) System subjected to feedback
at 𝜏 = 5 ps to which pump ﬁelds with diﬀerent Rabi frequencies Ω are applied.
(a) (b)
Figure 6. Numerical results for the evolution of the excitation probability density |c3(t)|2 of the three-level system with 𝜔2∕(2𝜋) = 0.8 ps−1, 𝜔3∕(2𝜋) =
239.3 ps−1, and Γ = 0.37037 ps−1. a) Unpumped system, that is,Ω = 0, subjected to feedback at diﬀerent delay times 𝜏. b) System subjected to feedback
at 𝜏 = 5 ps to which pump ﬁelds with diﬀerent Rabi frequencies Ω are applied.
3LS with ﬁxed transition frequencies the choice of a suitable de-
lay time 𝜏 leads to the stopping of the excitation decay after a
transient period. There are, however, combinations of the transi-
tion frequencies where the delay time needed for a stabilization
of the excitation lies outside the experimentally accessible range
of parameters.
In Figure 5a, the time evolution of the excitation in a system
characterized by 𝜔2∕(2𝜋) = 0.8 ps−1, 𝜔3∕(2𝜋) = 239.3 ps−1 is il-
lustrated. It is subjected to feedback at diﬀerent delay times 𝜏.
We obtain the results from the integration of Equation (14) us-
ing a Runge–Kutta algorithm. Because of the 2𝜋-periodicity of
the function ei𝜙, stabilization is achieved periodically as 𝜏 is var-
ied. If, however, a feedback time not fulﬁlling the condition given
in Equation (15) is chosen, the excitation decays. The longer the
delay time, the more time there is for the excitation to decay be-
fore the feedback mechanism acts on the system. As a conse-
quence, the value of the excitation probability density |c3(t)|2 at
which the system is stabilized if the necessary conditions are ful-
ﬁlled becomes smaller with increasing 𝜏. This plays a particularly
important role if the system has a a large decay rate Γ in compar-
ison to the delay time 𝜏 as is the case in Figure 6a where the
considered 3LS is characterized by the same transition frequen-
cies as the system in Figure 5a but has a decay rate with Γ𝜏 ≫ 1.
In this system, the excitation has completely decayed before it is
fed back into the system by the mirror. For a delay time 𝜏 = 10 ps
the excitation is stabilized. There is, however, a transient time
of more than ten feedback intervals before a constant value of|c3(t)|2 = 0.0141 is reached. For multiples of this delay time, the
system can also be stabilized but with an even longer transient
time and at a lower value of |c3(t)|2.
4.2. Pumped System
Next, we turn to the case of a pumped system in whichΩ ≠ 0. We
obtain an additional set of parameters for which the stabilization
of the excitation is possible. If the system satisﬁes the condition
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n∕𝜔2 = (n′ + 1∕2)∕𝜔3, n, n′ ∈ ℕ, at the delay time
𝜏 = 2𝜋n
𝜔2
=
(2n′ + 1)𝜋
𝜔3
(16)
stabilization can be induced using an external pump ﬁeld. In the
unpumped case, this is the delay time for which the fastest pos-
sible decay takes place. If we, however, apply an additional pump
ﬁeld satisfying Ω𝜏∕2 = 𝜋, the excitation decay is stopped and the
system is stabilized as can be seen from Equation (3).
In Figure 5b, the time evolution of the excitation in the same
system as in Figure 5a at a ﬁxed delay time 𝜏 = 5 ps is illus-
trated. A continuous-wave excitation with diﬀerent Rabi frequen-
cies Ω is applied to the system. With increasing values of the
Rabi frequency the excitation decay is slowed down and eventu-
ally for Ω = 2𝜋∕𝜏 the decay is stopped. Thus, microwave light
ﬁelds which are weak compared to the splitting of the energy lev-
els suﬃce to control the system. Because of the 2𝜋-periodicity of
the sine and cosine function in Equation (3), the excitation again
decays if the Rabi frequency is further increased and for all pump
ﬁelds satisfying Ω𝜏∕2 = (2n′′ + 1)𝜋, n′′ ∈ ℕ, the excitation is sta-
bilized.
In Figure 6b, the system from Figure 6a is subjected to feed-
back at 𝜏 = 5 ps. Additionally, pump ﬁelds with diﬀerent Rabi
frequencies Ω are applied. The pump strength Ω = 2𝜋∕𝜏 leads
to a stabilization of the excitation. Compared to the stabilization
via the tuning of the delay time as presented in Figure 6a the
stopping of the excitation decay via an external pump ﬁeld shows
striking diﬀerences: The transient time is shortened signiﬁcantly
as the constant value of the excitation probability density is al-
ready reached after around 50 ps which corresponds to ten feed-
back intervals as opposed to the unpumped case in which stabi-
lization is only achieved after more than 100 ps and ten feedback
intervals. Furthermore, stabilization is possible at a shorter delay
time 𝜏 so that the amount of trapped excitation |c3(t)|2 = 0.0449
for t →∞ lies substantially above the one of the unpumped case.
It depends on the relation of the transition frequencies𝜔2 and𝜔3
whether at the shortest delay time, for which it is possible to stop
the excitation decay, stabilization is induced with or without an
external pump ﬁeld. If it holds that 𝜔2∕𝜔3 = n∕n′, n, n′ ∈ ℕ and
the fraction n∕n′ is irreducible, we can deduce from the value of
nwhich scenario occurs: If n is even, an external pump ﬁeld gives
rise to excitation trapping at the smallest possible value of 𝜏. If,
on the contrary, n is odd, the system is stabilized at the smallest
value of 𝜏 without an additional laser ﬁeld. In the example pre-
sented in Figures 5 and 6 with 𝜔2∕𝜔3 = 8∕2393 = n∕n′, n has an
even parity. As we have seen above, in this case it is possible to
stabilize the system at a higher value of |c3(t)|2 using an external
pump ﬁeld than in the unpumped case. In the opposite case of
odd parity, however, our approach can also be useful if the min-
imal delay time 𝜏 at which stabilization is possible without an
additional pump ﬁeld is not accessible due to experimental limi-
tations.
5. Conclusion and Outlook
We have discussed the coherent control of quantum few-level
systems using time-delayed feedback. As a possibility to go
beyond emerging limitations of conventional schemes of this
type of closed-loop control, we have proposed a novel approach to
non-invasively control the feedback phase in quantum few-level
systems using an external pump laser. As an exemplary system,
we introduced theΛ-type 3LS subjected to feedback for which the
application of a resonant pump ﬁeld between its non-degenerate
ground states gives rise to a new control parameter, namely the
Rabi frequency Ω of the pump laser.
To illustrate the beneﬁts of this approach we presented three
examples of conventional coherent feedback control schemes.
Thereby, we identiﬁed the amplitude and the phase 𝜙 of the feed-
back signal as being responsible for the inﬂuence of the feedback
since both aﬀect the way the emitted and the absorbed light inter-
fere. In the considered setups the feedback phase is determined
by the delay time and the characteristic system frequency, which
is the transition frequency of the respective few-level system or
the frequency of the cavity mode depending on the speciﬁc setup.
We studied the diﬀerences of the control of the 3LS via changes
in the delay time and via an external pump ﬁeld which disentan-
gles the control of the feedback phase from the control of the
amplitude. Compared to the control via the delay time, an exter-
nal pump ﬁeld potentially shortens transient times signiﬁcantly
and provides more experimental freedom. Thus, our approach
paves the way for eﬃcient coherent control schemes of quantum
few-level systems and allows to tailor photon statistics and entan-
glement properties. As an outlook, it will be interesting to inves-
tigate the possibility of a time-dependent phase and its impact on
two- or three photon-dynamics.
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