Over the last 20 to 30 years, there has been a significant amount of tools and statistical methods that have been proposed for analyzing crash data. Yet, the Poisson-gamma (PG) is still the most commonly used and widely acceptable model. This paper documents the application of the Poisson-Weibull (PW) generalized linear model (GLM) for modeling motor vehicle crashes. The objectives of this study were to evaluate the application of the PW GLM for analyzing this kind of dataset and compare the results with the traditional PG model. To accomplish the objectives of the study, the modeling performance of the PW model was first examined using a simulated dataset and then several PW and PG GLMs were developed and compared using two observed crash datasets. The results of this study show that the PW GLM performs as well as the PG GLM in terms of goodness-of-fit statistics.
INTRODUCTION
Over the last 20 to 30 years, there has been a significant amount of tools and statistical methods that have been proposed for analyzing crash data. These tools are needed because of the nature of the data, which are characterized by the random and (assumed) independent discrete non-negative events. Lord and Mannering (2010) have recently documented the latest regression models that have been developed or applied for modeling crash data. Statistical models can be used for various purposes, such as establishing relationships between motor vehicle crashes and different covariates (i.e., understanding the system), predicting values or screening variables.
As documented in the literature, crash data are characterized by unique attributes. They include datasets that contain a limited number of observations which can also be subjected to low sample mean values (see Lord and Mannering, 2010; Maher and Summersgill, 1996 , and references herein). It has been noted that these unique attributes could negatively influence regression models by providing biased estimates of regression coefficients or predicted values (Lord, 2006) . As a result, a few researchers have examined the application of alternative regression models that could be used for minimizing these problems. Some of the models include the Poisson-lognormal, the negative binomial (NB) bootstrap maximum likelihood estimation (MLE) method and the NB-Lindley model Zhang et al., 2007; Geedipally et al., 2012) In the line of the discussion above, this paper documents the application of the Poisson-Weibull (PW) regression model for analyzing crash data. Before examining the stability of this model for datasets characterized by small sample sizes and low sample mean values, there is a need to determine whether or not the PW model performs as well as the traditional NB or Poisson-gamma (PG) model. If it does not, there is no need to evaluate it in the context of the issues described above. Although not very popular in traffic safety (due to the complexity of parameterizationdescribed below), the PW model has been applied in the other areas (see, e.g., Wagner and Steenbakkers, 1989; Phoenix et al., 1997) . In highway safety, the PW model has only been applied once (Maher et al., 2009) . Thus, there is a need to fully describe its modeling performance using simulated and observed datasets.
The study objective was accomplished using both simulated and observed datasets. First, the general performance of the PW model was shown using the simulated data. Then the modeling performance of the PW model was compared to the PG model using two observed datasets. Several goodness-of-fit (GOF) measures were used for evaluating the models.
The next section describes the characteristics of the PW distribution and its generalized linear model (GLM).
BACKGROUND
This section describes the characteristics and parameterization of the PW GLM. First, the statistical background about the PW is provided. Then, the second part illustrates the parameterization of the PW model.
Characteristics of the PW GLM
The PW distribution is a mixture of Poisson and Weibull distributions, as the name implies. Similar to most Poisson-based distributions (e.g., Poisson-gamma, Poisson-lognormal, etc.) , the PW model is also designed to accommodate the over-dispersion (Raghavachari et al., 1997; Lord et al., 2005; Maher et al., 2009 ).
First, the Poisson and Weibull distributions need to be defined, respectively. Crash data can be characterized as the product of Bernoulli trials with unequal probability of events (also known as Poisson trials). As the number of trials increases the distribution may approximately follow a Poisson process and the amount of dispersion is governed by the characteristics of this process (Lord et al., 2005) . Thus, the number of crashes at th i roadway entity i Y is assumed to be Poisson distributed with mean i  and independent over all entities:
The Poisson mean i  is structured as:
And,
where Xs are the independent variables; q represents the total number of independent variables; s  are the regression coefficients; and i  is the model error independent of all covariates (Cameron and Trivedi,1998; Miaou and Lord, 2003; Lord and Park, 2010) For the PW model, it is assumed that i  is independent of all covariates and Weibull distributed. This is used for capturing the extra variation that the traditional Poisson cannot fully handle. The Weibull probability density function (PDF) is given as follows:
where  and k are scale and shape parameters, respectively. The PDF of the Weibull distribution has a wide variety of shapes depending on the k values and the shape can be similar to that of the gamma, gamma-like, exponential or approximate normal distributions. This characteristic gives the model a lot of flexibility to fit different kinds of data.
The mean and variance of the Weibull distribution are:
Given the statistical characteristics of Poisson and Weibull distributions, the PW distribution is defined as the mixture of those two distributions such that
The mean or expected value of the PW distribution is given as:
and the variance is given by:
Parameter Estimation
As discussed above, the likelihood function for the PW GLM was given by Equation (6). An important characteristic of the PW distribution is that the likelihood function does not have a closed form. However, this can be solved by using a hierarchical representation of this function. As discussed above, the PW model is conditional on the site-specific error term  which explains the additional heterogeneity. Therefore, the PW model can be also written as:
( ; , )
The formulation above has a nice Bayesian interpretation and hierarchical structure. Therefore, the parameter estimation and inference can be obtained by using Markov chain Monte Carlo (MCMC) and software such as WinBUGS (Spiegelhalter et al., 2003) . Since the Bayesian formulation requires priors for all unknown parameters, non-informative normal priors for s  and gamma priors for ( 1/ )
The total number of iterations was determined using the Gelman-Rubin (G-R) statistic (Gelman and Rubin, 1992; Brooks and Gelman, 1998) . The G-R convergence statistic is generally used to verify that the simulation runs converged properly and is based on analyzing multiple simulated MCMC chains (usually 3 to 5 chains) by comparing the variances within each chain and the variance between chains. A total of three Markov chains were used in the coefficient estimation process so that the G-R diagnostic was performed accurately. For model comparison, it was suggested that convergence was achieved when the G-R statistic was less than 1.2 (Mitra and Washington, 2007) . The first half of iterations was used as burn-in samples and was discarded. Thus, the remaining half of the iterations was used for estimating the coefficients.
METHODOLOGY
This section describes the functional form and the GOF statistics that were used for comparing the PW GLM with the PG GLM. The PG model is one of the most commonly used models in highway safety application (Hauer, 1997; Lord, 2006; Lord and Mannering, 2010) . The characteristics of the PG GLM can be found in other documents (see, e.g., Hilbe, 2011) .
The functional form used for model development is as follows:
where, = the estimated number of crashes per year for site i ; = vehicles per day (ADT) for segment i ; = length of segment i in miles; = number of years of crash data; = a series of covariates (e.g., shoulder width, lane width, etc.) for site i ; = number of covariates; and, = estimated coefficients.
The GOFs used in this study for comparing the PW and PG GLMs included the Deviance Inforamation Criterion (DIC), the Mean Absolute Deviance (MAD), the Mean Squared Predictive Error (MSPE) and the Pearson Chi-square ( 2  ). The DIC is often used as a GOF measurement when Bayesian estimation method is used (Mitra and Washington, 2007; Lord and Park, 2010; Geedipally et al., 2012) . In general, a
smaller DIC value refers to a better model fit. As a rule of thumb, differences in the DIC values more than 10 will rule out the model with a higher DIC and a difference between 5 and 10 can be considered substantial (Spiegelhalter, 2002) . However, it is important to point out that the DIC is dependent on the structure of the model. Thus, as discussed by Mitra and Washington (2005) , and Lord and Park (2008) , it is recommended to use more than one GOF measure for evaluating regression models.
The MAD, MSPE and Pearson 2  are three common GOF measurements that are also utilized for assessing how well the model fit the data. Generally, a model with a smaller value shows a better statistical fit. Interested readers are referred to Oh et al. (2003) for additional information about these GOF measures.
DATA DESCRIPTION
Two datasets are used in this study for comparing the modeling performance of the PW and PG GLMs. This section describes the characteristics of these two datasets.
Indiana Data
Five years (1995 to 1999) of crash and traffic data collected at 338 rural interstate road segments in the state of Indiana were used for the model development. This dataset was utilized by Anastasopoulos et al. (2008) , Washington et al. (2011) and Geedipally et al. (2012) for developing tobit and NB-Lindley models. Table 1 summarizes the key traffic and geometric variables. For a complete and detailed description of the variables, the interested reader is referred to Washington et al. (2011) . 
Texas Data
Crash data from 1997 to 2001 collected at 4-lane rural undivided in Texas were provided by the Texas Department of Public Safety (DPS) and the Texas Department of Transportation (TxDOT). This dataset was used by Lord et al. (2008a) and Lord et al. (2008b) for the project titled "NCHRP 17-29: Methodology to Predict the Safety Performance of Rural Multilane Highways" and the evaluation of the Conway-Maxwell-Poisson GLM, respectively. The final database included 1,499 segments (≥ 0.1 mile). Table 2 presents the summary statistics of the data. 
MODELING RESULTS
This section presents the modeling results for the PW and PG GLMs based on simulated and observed data.
Simulated Data
This section presents the modeling results for the simulated data that are intended to illustrate the general performance of the PW model. The simulation design was carried out in several steps:
1) Generate a true mean value ( ) i  for roadway entity i from a fixed sample
2) Generate a value ( ) i  from a Weibull distribution with parameters k and .
Here, the mean of the Weibull distribution is equal to 1. The values for k and  are determined based on the dispersion parameter (DP) of the NB model (
, where  is the DP) in order to better illustrate the level of dispersion based on a regression model commonly used in highway safety:
3) Calculate the mean ( ) i  for roadway entity i : 
5) Repeat steps 1 to 4 "N" times, where "N" is the required number of observations (which is also the sample size).
To avoid the potential bias associated with the small sample size and low sample mean (see Lord, 2006) , the following values were considered: a) Sample size " " N = 300 b) Sample population mean " "  =10, and c) DP " "  = 0.5, 1, 2, 3,5
The theoretical values for k and  were calculated and labeled as "true" parameters for each dispersion level. By following the steps above, crashes or counts are then simulated using the PW distribution. Once the crash dataset was created, the parameters were re-estimated using the PW model and then compared with the "true" parameters. Table 3 presents the modeling results for the simulated dataset. This table shows that PW model was able to reproduce the "true" parameter values. All parameter were statistically significant at the 5% level. Table 4 summarizes the coefficient estimates and GOF statistics of the PG and PW models for the Indiana data. The segment length was treated as an offset and thus the crash frequency increases linearly with the increase in segment length. For both PG and PW models, the estimated coefficient for the traffic flow is less than 1. This indicates that with the increase in the traffic flow, the crash risk increases as the flow increases. It should be noted that the 95% marginal posterior credible intervals for each coefficient estimate did not include the origin. Table 4 shows that all the estimated coefficients between the two models have the same sign, and most of their coefficients are very close. The standard errors for both models are also very similar. Though the PG and PW model have the same hierarchical structure, there is an extra parameter in the PW model. This is because the shape and scale parameters are assumed to be the same in the PG model, but not for the PW model. However, this extra parameter does not add any additional burden with regards to coding and running the PW model in WinBUGS (Spiegelhalter et al., 2003) compared to the PG model. Table 5 summarizes the modeling results for the Texas data. The functional form used is similar to the one used for Indiana dataset. Like the previous dataset, the segment length was considered as an offset in the model. All the coefficients are significant at 5% level. In general, all the estimated coefficients are logical and consistent with the existing literature. The increase in the traffic flow and the horizontal curve density increases the crash risk, whereas the increase in lane width and shoulder width decreases the risk. 
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DISCUSSION
There are two relevant points that need to be discussed. First, the results using the simulated data have shown that the PW model was able to reproduce the "true" parameters. Second, it was shown that the PW GLM offers potential for modeling traffic crash data and performs as well as the PG model. As detailed in the modeling results for two observed datasets, both models provided similar GOF statistics. In addition, the computational time for both the models in WinBUGS is very similar.
Given the fact that the PW GLM has so far not been applied often, there are many lines of research activities that could be investigated. First, as discussed above, crash
data can sometimes be subjected to very low sample mean values or very sample sizes. Consequently, the PG model do not perform well with such datasets since the inverse dispersion parameter can be significantly biased (or mis-estimated). This can negatively influence the standard errors associated with the model's coefficient. Therfore, the further work is needed on examining the stability of the PW model when the data are characterized by low sample mean and small sample size.
Second, since the empirical Bayes (EB) method is now frequently used in highway safety, an EB modeling framewrok should be development for the PW model. The approach used by Zou et al. (2012) to develop the EB framework for the Sichel model could be utilized. Third, the use of the PW GLM to identify hazoudous sites should also be investigated. Fourth, even though the analysis was executed by assuming a fixed shape parameter (independent of covariates) in the Weibull distribution, further work should be accomplished to examine the effects of a variable-dependent shape parameter. Finally, a well-defined likelihood function and the related moments for the PW model should be built. This way, the MLE method could be used for estimating PW GLMs.
SUMMARY AND CONCLUSIONS
This paper has described the application of the PW GLM for modeling traffic crashes. Although the PW GLM has been used in other fields, it has only been applied once in traffic safety (Maher et al., 2009 ). The PW model was developed using a Bayesian framework and its general modeling performance was examined using the simulated dataset. The comparison of the PW and PG models was performed using two observed crash datasets. The comparison analysis was carried out using the most common functional form used by transportation safety analysts, which link crashes to the traffic flows and geometric variables. The results of this study show that the PW GLMs perform as well as the PG model in terms of GOF statistics. If the PW model performs well and offers stability when the data are characterized by low sample mean and small sample size values, then it could potentially offer a better alternative over the PG model for modeling motor vehicle crashes.
