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Abstract 
Generally in the sense that, the unit with large size contain more ancillary information than the unit with smaller 
size. So when samples from different sized subgroups or units are used and sampling is taken with the same 
probability, the chances of selecting a member from a large group are less than selecting a member from a 
smaller group although here the chances of selecting a member from a large group will be greater than selecting 
a member from a smaller group. That is it is clear that, the probability of selecting a unit is positively 
proportional to its size. The aim of this paper is to propose a method of selecting samples in probability 
proportional to size. This method uses relative frequency to select samples in probability proportional to size. 
Comparatively it takes less time and easy to apply than Cumulative Total Method and Lahiri’s Method. 
Keywords: Probability Proportional to Size (PPS) Sampling, Cumulative Total Method, Lahiri’s Method, 
Cumulative Relative Frequency Method. 
 
1. Introduction 
Sampling is a research method where subgroups or units are selected from a larger group known as a target 
population. The subgroups or samples are studied. If the sample is correctly chosen then the results can be used 
to represent the target population. In almost all practical situations the size of the sampling units whose are 
included in the sampling frame are vary from one to another. Generally in the sense that, the unit with large size 
contain more ancillary information than the unit with smaller size. So when samples from different sized 
subgroups or units are used and sampling is taken with the same probability, the chances of selecting a member 
from a large group are less than selecting a member from a smaller group although here the chances of selecting 
a member from a large group will be greater than selecting a member from a smaller group. That is it is clear that, 
the probability of selecting a unit is positively proportional to its size. This is known as Probability Proportional 
to Size (PPS) sampling. If the selected unit with associated size in the sample is reconsidered in the sampling 
frame then it is known as PPS sampling with replacement but if the selected unit with associated size in the 
sample is ignored from the sampling frame then it is known as PPS sampling without sampling. There exist 
numerous methods for selecting a fixed size sample with probability proportional to size (PPS), with 
replacement. Traditionally, Simple Random Sampling (SRS) has been regarded as the method-of-choice because 
all elements in the population have an equal chance to get picked and hence, reducing selection bias and 
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selection through SRS is relatively convenient when sampling frame is readily available.  
There are a number of ways to randomly select units. If the units are arranged in a list which is assigned 
identification codes, say the integers between 1  and N  we can use either of the following two methods:  
Lottery: In a lottery, the ID codes of all possible units in the target population are written on a ballot (e.g. a 
separate piece of paper or a separate ping-pong ball) and placed into a bowl (sometimes referred to as an ``urn''). 
The ballots are shuffled (randomized), and then ballots are drawn from the bowl. Drawing can occur in two ways. 
One is without replacing a drawn ballot before the second ballot is drawn (selection without replacement). Or 
with replacement and reshuffling of the contents of the bowl before the second ballot is drawn (selection with 
replacement). Note that in selection with replacement, an individual can be selected twice in the same sample. 
But this procedure of numbering of units on marble/disc/piece of paper and selecting one after reshuffling 
becomes cumbersome when the population and desired sample size is large and also human bias and prejudice 
may also creep in this method. 
Random Number Table: Numerous random tables are available. Tables of random numbers are tables of the 
digits 0,  1,  2, ,9 , each digit having an equal chance of selection at any draw. Among the larger tables are 
those published by the Rand Corporation (1955) – 1 million digits – and by Kendall and Smith (1938) – 100,000 
digits. A table of random numbers can be used to randomly select numbers between 1  and N . The procedure 
is as follows:  
 Select random page in random number table  
Open to the first page of the random number table. Place a pencil in one hand, close your eyes and use the pencil 
to point to a digit on the table. Use that digit to determine which page of the random number table to turn to. So, 
for example, if there are 9 pages in the random number table and your pencil lands on a 7, you would turn to 
page 7 for the next step. If the selected number is not a valid page number, read digits down the column until you 
come to the first valid page number and then proceed using that page number. If the number of pages in the 
random number table is between 10 and 99, you would read two digits at a time from the table, again reading 
down the column until you reach a valid page number. If you come to the end of the column without obtaining a 
valid page number, proceed to the upper left top of the page and continue reading. In the very unlikely event you 
don't find a valid page number on the first page, proceed to the second page. 
 
 Select random starting point on selected page  
Open to the randomly selected page. Again, with a pencil in one hand, close your eyes and use the pencil to point 
to a digit on the table. 
 
 Create list of unit ID numbers for sample  
If N  is between 1 and 10, you will read one digit, using 0 to indicate 10. If N  is between 00 and 99, you will 
read two digits, using 00 to indicate 100, etc. Any number which is not a valid sample unit ID number is simply 
discarded and you simply proceed to read the next set of digits from the next row on the table. Continue reading 
set of digits and recording acceptable numbers until one has selected the number of units needed. Thus if you 
need 25n  units in the sample, one would continue reading sets of digits from the table until 25 acceptable ID 
numbers were listed.  
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The aim of this paper is to propose a method of selecting sample in probability proportional to size. This method 
uses relative frequency to select sample in probability proportional to size. Comparatively it takes less time and 
easy to apply than Cumulative Total Method and Lahiri’s Method. The organization of this paper is as follows: 
Section 2 discussed the literature review. The existing and proposed methods of selecting random sample in 
probability proportional to size were in section 3. Concluding remarks are discussed in section 4. 
 
2. Literature Review  
Since 1943 when Hansen and Hurwitz first introduced the use of probability proportional to size (PPS) sampling, 
a number of procedures for selecting samples without replacement have been developed. Many of them are 
reviewed and compared in Brewer and Hanif (1983). Survey statisticians have found probability proportional to 
size (PPS) sampling scheme useful for selecting units from the population as well as estimating parameters of 
interest especially when it is clear that the survey is large in size and involves multiple characteristics. Studies on 
inferences in finite population sampling including the works of Godambe (1955), Basu (1971), and Chaudhuri 
(2010) have postulated the non-existence of an unbiased estimator of population characteristics with the 
uniformly least value of its variance. With this development, lots of alternative estimators have been suggested in 
PPS sampling scheme following the pioneering work by Hansen and Hurwitz (1943). Selection with PPS means 
that, on the average, a primary sampling unit (psu), which is, for example, 5 times as large as another will be in 
the sample 5 times as frequently as the other psu. It might appear, at first, that this would introduce a bias in the 
sample result with some psu's overrepresented and others under-represented - and it would, in fact, if no special 
attention were given to the varying probabilities in the estimating or subsampling procedures (Hansen, Hurwitz, 
and Madow, 1953a, p342). One of the advantages gained by the use of PPS sampling is that: for many common 
populations, and with a fixed number of primary units in the sample, a smaller variance will be obtained by 
sampling with probability proportionate to size than by sampling with equal probability. (Hansen, et al. l953b).  
 
Rao (1966) suggested an alternative estimator in PPS sampling by assuming that the correlation between study 
variables and measure of size variable is zero. Pathak (1966) proved this theory correct while Bansal and Singh 
(1985) argued that population correlation can never be zero and provided a non-linear transformation in the 
selection probabilities. Amahia et al. (1989) developed a transformation that is linear in pi and possesses the 
properties of arithmetic mean. This development brought about numerous contributions including the works of 
Grewal et al. (1997) and Ekaette (2008) involving the linear transformations of the selection probabilities and, 
Singh et al. (2004) involving nonlinear transformation. Recently, Ikughur and Amahia (2011) developed a 
generalized transformation for a class of alternative linear estimators in PPS sampling scheme within which 
optimum estimator for any target population is located. An interesting feature of these estimators is that it is 
defined by the k
th
 moment in correlation coefficient as are related with the statistical properties of target 
population namely, coefficients of variation, determination, skewness and kurtosis. 
 
Tillé (1996) presents a new PPS, without replacement sampling procedure. The general idea of this procedure is 
to begin with the universe and eliminate one unit at a time until the number of remaining units is equal to the 
desired sample size. The set of remaining units then becomes the original sample. Although Tillé does not 
discuss applying his procedure to the sample expansion problem, the method of doing so is essentially immediate 
provided a record had been kept of the order of elimination of the units not in the original sample. A key result in 
this paper is that it is also always possible to perform a sample expansion with the required properties when the 
original sample had been selected using Tillé’s method and no record had been kept of the order of elimination of 
the units. 
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3.  Methods of Selecting Samples in Probability Proportional Size 
 
3.1 Cumulative Total Method 
Let the size of the thi  unit be  NiX i ,,2,1  , the total being .
N
i
iXX  We associate the numbers 1 to 1X
with the first unit, the numbers  11 X to  21 XX  with the second unit, and so on. A number k  is chosen at 
random from 1 to X and the unit with which this number is associated is selected. Clearly, the thi unit in the 
population is being selected with a probability proportional to iX . If a sample of size n  is required, the 
procedure is repeated n times with replacement of the units selected. This procedure of selection is known as the 
cumulative total method for the method needs cumulation of the unit sizes. 
 
 
3.2 Lahiri’s Method 
Lahiri’s method consists in selecting a number at random between 1 to N  and noting down the unit with the 
corresponding serial number, provisionally. Another random number is then chosen between 1 to M , where 
M  is the maximum size of the N  units of the population. If the second random number is smaller than the 
size of the unit provisionally selected, the unit is selected into the sample. If not, the entire procedure is repeated 
until a unit is finally selected. For selecting a sample of n  units, the procedure is to be repeated until n  units 
are selected. 
 
3.3 Cumulative Relative Frequency Method 
Let the size of the i th unit be  NiX i ,,2,1  , the cumulative total of the i th unit being
 NiXCT
i
r
ri ,,2,1
1


, and the total being 


N
i
iXX
1
. We obtain the corresponding cumulative relative 
frequency of the i th unit as  Ni
X
CT
CRF ii ,,2,1  . Now we construct intervals as 0 to 1CRF  for the first 
unit, 1CRF  to 2CRF  for the second unit, 2CRF  to 3CRF  for the third unit, and so on. A number k  is 
chosen at random from uniform distribution over the range 0 to 1 or from a random number table from 0 to 1 and 
indentify the interval where k lies. Then the corresponding unit of the selected interval is selected. If the chosen 
number falls on the boundary point, it is suggested to consider exclusive method of classification.  If a sample 
of size n  is required, the procedure is repeated n  times with replacement of the units. This procedure of 
selecting sample is known as the cumulative relative frequency method. 
 
Example: Suppose a village has 10 holdings consisting of 50, 30, 45, 25, 40, 26, 24, 35, 28 and 27 fields, 
respectively. Now we select a sample of 4 holdings with the replacement method and with probability 
proportional to the number of fields in the holding. In order to do this, first we calculate the following table: 
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Sl. No. of 
Holdings 
Size ( iX ) 
Cumulative 
Size 
Cumulative Relative 
Frequency 
Interval 
1 20 20 0.0625 0.0000 - 0.0625 
2 30 50 0.1562 0.0625 - 0.1562 
3 45 95 0.2969 0.1562 - 0.2969 
4 25 120 0.3750 0.2969 - 0.3750 
5 40 160 0.5000 0.3750 - 0.5000 
6 26 186 0.5812 0.5000 - 0.5812 
7 44 230 0.7188 0.5812 - 0.7188 
8 35 265 0.8281 0.7188 - 0.8281 
9 28 293 0.9156 0.8281 - 0.9156 
10 27 320 1.0000 0.9156 - 1.0000 
To select a holding, a random number is drawn from 0 to 1 with the help of uniform distribution over the range 0 
to 1 or from a random number table. Suppose the selected random number selected is 0.4678. It can be seen from 
the cumulative relative frequency that the number is lies in the interval 0.3750 - 0.500, and the 5
th
 holding is 
selected since it the corresponding holding of 0.4678 is 5. Similarly, we select three more random numbers. 
Suppose these numbers are 0.832, 0.2743 and 0.654. Then the holdings selected corresponding to these random 
numbers are 9
th
, 3
rd
 and 7
th
 respectively. Hence, a sample of 4 holdings selected with the replacement method and 
with probability proportional to size will contain the 3
rd
, 5
th
, 7
th
 and 9
th
. 
 
5.  Conclusion  
Since 1943 when Hansen and Hurwitz first introduced the use of probability proportional to size (PPS) sampling, 
a number of procedures for selecting samples without replacement have been developed. Survey statisticians 
have found probability proportional to size (PPS) sampling scheme useful for selecting units from the population 
as well as estimating parameters of interest especially when it is clear that the survey is large in size and involves 
multiple characteristics. This paper proposes a method of selecting samples in probability proportional to size 
which use relative frequency. It is shown that this method takes less time and easy to apply. Thus it 
recommended to apply the relative frequency method for selecting samples in probability proportional to size. 
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