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ABSTRACT 
.Interest in the possible applic ations of a priori inequalities ·in . 
.1.i..11 car elastici ty theory motivated the prest~ntK invcstigat.i.on. Korn'::; 
i1hK~qnaliKty under various side conditions i s con::;i.dcrcd, with emphasis 
on the K<.irn's constant. In the ''second case" of Korn'.s inequality, a 
vari ational approach l eads to an e igenvalue problem; it is shown that, 
for simply-connected two-dimensional regions, the problem of deter-
m ining the spectrw:n of this eigenvalue problem is equivalent to find-
ing the values of Poisson's ratio for which the displacement boundary-
value problem of linear homogeneous isotropic elastostatics has a non-
u nique solution. 
Previous work on the uniquene ss and non-uniqueness issue for 
the laltcr probl em.is cxan1.ined and the results applied to the spec trum 
of the Korn eigenvalue problem. In this way, further information on 
the Korn c onstant for general regions i s obtained. 
A gen e ralization of the "main case" of Korn' s inequality is in-
troduced and the assoc iated eigenvalue problem is a gain related to t he 
d isplacement boundary-value problem o f linear e lastostatic s in two 
dirncns ions. 
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L INT.RODUC'l'ION 
1. DeHcription of Korn Inequalities 
We begin this work by des c ribing what is meant by a Korn in-
equality. Let ~E~F be a vector field defined and twice continuously 
differentiable on the closure R+B of an open, bounded, connected 
region R with boundary B, in two or three dimensions. w ·e intro-
<lncc the functionals 
D(u) -
S(u) = 
Ju .. u . . dV 
R 1, J i, J 
J -41 (u. . +u .. )(u. . +u . . )dV , R 1, J J, i i, J J, i 
( l. 1 ) 
( l. 2) 
where here and throughout this work, Cartesian tensor notation is 
used, Latin subscripts range from one to n, where n is the number 
of dimensions, and summation over repeated subscripts is implied. 
Subscripts preceded by a comma indicate differentiation with respect 
to the corresponding Cartesian coordinate. 
A Korn inequality states the existence of a number K
1 
> 0, 
depending only on the shape of the region R, such that 
for all vector fields ~ satisfying certain side conditions. Since we 
get equality in ( 1. 3) for any K 1 if ~ is a constant vecto~I we will 
agree henceforth to identify vector fields differing only by a constant. 
The necessity for imposing some side conditions on u in 
order for ( 1. 3) to hold can be seen from the fact that if ~ is a pure 
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rotation, that is, u. = E: •• k x. lllk, where Lll is a constant: vector and 1 lJ J . 
" is the altern'ating tensor, then 
v ijk 
S(u) = 0 D(u) > 0 • 
Let 
R(u) 
1 . 
= 
4 
J (u .. -u .. )(u . . -u . . )dV . 
R 1, J J, 1 1, J J• 1 . 
( 1. 4) 
Then 
aE~F = pE~F + oE~F , ( 1. 5) 
and we see that K
1 
is not less than one and that the inequality (1. 3) 
is equivalent to either of the following two inequalities: 
1 
R(u) ~ ( 1 - K ) aE~F , 
1 
( 1. 6) 
oE~F s: (K
1 
- 1) S(u) ( 1. 7) 
K. 0. Friedrichs I_ 1] gave a comprehensive formulation and 
proof of Korn' s inequality in the form ( 1. 7 ), under three different side 
conditions on u, na1nely 
First Case: ll -· 0 on boundary B of R , ( l. 8) 
Second Case: S (u . . -u . . )dV = R 1, J J, 1 0 J ( 1. 9) 
{ S (u . . -u .. )dV = 0 J R 1, J J, 1 Main Case: u. + u . = 0 in R . 
1, jj J, ji 
(1. 10) 
(1. 11) 
(We note that the conditions ( 1. 8 ), ( 1. 9) eliminate the possibility of 
pure rotations. ) 
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Friedrichs in [ 11 refers to papers by A. Korn I 2, 3 \ in which 
the inequality ( 1. 7 ) under conditions ( 1 . 8 ), ( 1. 9) was treated. The 
class of admissible regions R is specified by Friedrichs l 1 J : we 
n1erely note here that this class includes bounded regions with cor-
ners or edges. Friedrichs shows that to prove Korn' s inequality in 
the second case, it is sufficient to prove the i.nequality in the main 
case. 
w ·e introduce another case of Korn' s inequality, which we call 
the Extended Main Case. 
There exists a K 1 (cr) > 0 such that 
for all u satisfying 
S (u. .-u . . )dV = 0 , 
R i, J J, i 
1 
'\, jj + 1-Za uj, ji -- 0 in R , 
(1.12) 
(1.13) 
(1. 14) 
where cr is a real paran1eter such that - 1 < a < i . When a ::: 0, this 
reduces to the main case. If the vector field u is regarded as an in-
finitesimal displacement field in an homogeneous, isotropic elastic 
medium occupying R, then ( 1. 14) are the displacement equations of 
equilibrium in the case of zero body force, where a is taken to be 
Pois son 1 s ratio. 
Henceforth, we take R to be an open bounded connected re-
gi.on, adrni.ssible in the sense of Friedrichs [ 1 ]. As shown by 
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Friedrichs [ 11, Korn' s inequality in the first case is particularly 
s in1ple, and we have 
for all u suc h that 
u = 0 on B 
The inequality ( 1. 15) follows immediately from the identity 
2S(u) = aE~F + J (div ~>O dV , 
R 
(I. 15 ) 
( 1. 16) 
(1. 17) 
which in turn, follows from applying the divergence theorem and 
boundary condition ( 1. 16) to the identity 
2S(u) = J [u .. u . . +(u.u .. ) . -(u.u .. ) .+u . . u . . ]dV 
- R 1, J 1, J i J, i , J 1 J, J , i i, 1 J, J 
(1. 18) 
Note that for vector fields u such that div u = 0 in R and u = 0 on B, 
we get equality in (1. 15). Thus, in the first case, 
(1. 19) 
with K 1 = 2 and this constant is the best possible. 
If an isotropic homogeneous elastic medium in R is subjected 
to an infinitesimal displacement u, the strain energy is proportional 
to 
E(u) - S(u)+ l-~cr gEdiv~FOds 
R 
(1.20 ) 
where a is Poisson's ratio, which we take to lie in -1 <a< i. If 
the inequality 
(1. 21) 
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holds under some side conditions on u, then 
wh e re 
K = 
0 { 
D(u) s: K E(u) , 
0 -
( 1-20' ) 1 +(n-2 )er K 1 
( 1. 22) 
(-l< 0 S:O), 
and n is the number of dimensions. For 0 ;S; a < i, this statement is 
clearly true, and for -1 <a < 0, we use the inequality 
2 J 2 2 0 s: J Ediv~F dV ;S; n(u1 1 + ... +u )dV s: npE~F . R R ' n,n (l.23) 
We now show how Korn' s inequality may be used to obtain 
lower bounds for the fundamental frequencies of vibration of an elastic 
solid. The first non-zero frequency w of the vibration problem for an 
hon~ogeneous isotropic elastic body, occupying the region R , and 
fixed on the boundary B, is such that 
[
2 1 :1 2 µ 'V u + 1 _ 2 d vDEDs·~Fg+pw u = O Ii in R ( 1. 24) 
u = 0 on B (1.25) 
where u. is the shear modulus and p is the density. The parameter 
w rnay be c harac terized by the minimum principle: 
2 
~ = 2µ min 
v=O 
on B R 
E(v) 
where E(v) is defined by equation ( 1. 20 ). 
(1. 26) 
where 
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Now use inequality ( 1. 22) in the forrn 
D(v) 
K = 
0 
E(v) ~ --K 
0 
{ 
K( 1 
1-Zcr 
-l-+-(n---2-)cr- ) K 1 
(OS:a<i), 
(-l< a S:O). 
(1.27) 
( 1. 28) 
Si.nee we are dealing with the first case here, we take K
1 
= 2 in 
(1.28). The relations (1.26) and (1.27) give 
2 
£.!£.._ ~ 
2µ 
1 
K 
0 
min 
v=O 
on B 
D(v) 
(1. 29) 
Let A. be the smallest eigenvalue of the acoustic problem 
0 
2 
'V cp + A.cp = 0 in .R. (1.30) 
cp = 0 on B (1.31) 
The parameter A. may be characterized by the minimum principle 
0 
A. 
0 
= min 
cp = 0 
on B 
s cpl dV 
R 
Then relations ( 1. 2 9) and ( 1. 32) give 
where 
2 pw 
2µ 
(1.32) 
(1.3 3) 
(OScr<i), 
( 1. 34) 
(-1 <as O) • 
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A lower bound for the first non-zero frequency for the free 
vibration problem may be obtained in a similar manner, using Korn' s 
inequality in the second case. 
In order to illustrate another application of Korn's inequality-
one which involves the extended main case - we point out that the 
question of finding a lower bound for the ratio 
2 bE_:~F I s 1~ I dV 
R 
(1. 35) 
arises in the problem of estimating the "characteristic decay length" 
associated with Saint- Venant' s principle. In this situation, the vector 
field u is known to satisfy the displacement equations of equilibrium 
( 1. 14) as well as the constraints 
J u.dV = J<u .. -u .. )dV = 0 
R i R i, J J, i 
(1.36) 
In the analysis of this is sue carried out by R. A. Toupin [ 4] 
a lower bound for the ratio ( 1. 35) was taken to be the smallest posi-
tive frequency of free elastic vibration of R, thus making no use of 
the fact that u satisfies ( 1. 14 ). 
If, instead, we employ Korn' s inequality ( 1. 12) in the ex-
tended rnain case, together with the definition ( 1. 20) of E(u) , we 
have 
... 
. ,. 
(1.37) 
where use has been made of the side conditions (I. 14) and the second 
.. , 
"'rn this discussion, we assume 0 ~ cr <1- for sirrlplicity. 
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of (1. 36). Since u also satisfies the first of (1. 36), we have 
D(u) ~ ~ J lul 2 dV , 
R 
wh<"'rc A is UH! :nnalles1" positive eigenvalue of th e problcH1 
l 
'iJ rp + A.rp .. 0 i11 R 
ocp/ an - 0 on B. 
Combining (1. 37), (1. 38) we obtain the alternate lower bound 
(1. 38) 
( I . ~ 9) 
( 1. 40) 
bE~F \ 
~ (1 .41) gl_~lOds Kl(o) 
R 
for vector fields u satisfying ( 1. 14) and ( 1. 36 ). 
It was this possible relevance of Korn' s inequality to Saint-
V cnant' s principle which originally motivated this investigation. 
111 the remainder of Chapte r I, we describe some o f the previ-
OllS work on Korn' s inequality. In Chapter II, following an approach 
used by Payne and Weinberger [5 J, we derive an eigenvalue problem 
associated with Korn' s inequality in the second case and we list some 
properties of the eigenvalues and eigenfunctions. In Chapte r III, we 
relate this eigenvalue problem (which we call a Korn eigenvalue prob-
lem) to the displacement boundary-value problem of linear homogene-
ousisotropic elastostatics in two dimensions. Chapter IV consists of 
a sun1ma1·y of results on the displacement boundary-value problem of 
plane ::;train. In Chapter V, we apply these results to the Korn eigen-
value problem. Finally, in Chapter VI, we tr eat the extended main 
case in a s imilar fashion . 
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2. History 
Friedrichs, u1 §7 and §8 of 1-1·1 uses the first ca.se o f Korn's 
inequality to prove the existence of a solution of the displal:enwnt 
boundary-value problem of linear, homogeneous, isotropic elastostat-
ics. He also treats the free vibration problem and uses the second 
case of Korn' s inequality to show the existence of a discrete set of 
frequencies of vibration which tend to infinity. S. G. Mikhlin [6] 
proves Korn' s inequality in the second case: he makes use of the work 
of D. M. Eidus [7], which is based on Friedrichs' approach. Mikhlin 
then uses Korn 1 s inequality in the second case to prove the existence of 
a solution of the traction boundary-value problem of linear anisotropic 
elastostatics, and he also treats the mixed and mixed-mixed boundary-
value problems. Mikhlin' s use of Korn' s inequality is to prove that the 
operator of elasticity theory is positive definite for the various bound-
ary conditions considered. G. Fichera [8, 9] has done work of a simi-
lar nature. 
B. Bernstein and R. A . Toupin [ 10 J m 1960 introduced the 
t erminology 'Korn Constant', which we define as follows: if a Korn in-
equality of the form (1. 21) exists for a given region R, under some 
side conditions on ~I then the set of real numbers 
D(u)/S{u) (2. 1) 
has a least upper bound. We call this least upper bound 'Korn' s Con-
stant' for the region R in the first case, second case, main case, or 
-10-
t i d . d d t ti b l K (I ) 1 · E~F .1·· ( M )• ex ·enc. e inau1 c;ise, an eno e · ·1.cse nu.rn ers >y H , Di~ , '"n 
(EM) 
1
,. (I ) __ , 
K re s pechvely. [n § 1 we show<~d that , ~ ,,_ ft1L' a11y 1·c .. i1111 R ' R h 
R. 
Bernstein and Toupin [10 J posed the question of obtaining ex-
plicit values of the Korn constants K . (2 >, K (M) for partic ular regions 
R R . 
and considered the problem of finding upper and lower bounds for 
these constants, paying special attention to the case of a s phere and a 
c ircle. Subsequently, Payne and Weinberger [ 51, using a variational 
approach which we describe in detail in Chapter II, sho wed that for a 
sphere 
K(2) = 56 
R 13 
and for the c ircle (two dimensions), 
K (2 ) = 4 • 
R 
(2 . 2) 
(2. 3) 
They a l so showed that if Korn' s inequality in the second case holds 
for each of the domains R 1, ... , Rn, then it holds for their union. 
C . M. Dafermos [11], using the approach of Payne and Wein-
b e rger, considered the case of a two-dimensional circular ring and 
(2) . 
cletcrn1i ned the Korn constant KR for any fixed r :: R 1 / R 2 
(0 < R 
1 
< R 2 ) . As r -+ 0, his result checked with that of P a yne and 
Weinberger for a circle. He also gave an upper bound for the Korn 
(2 ) h . f . . f h c onstant KR for t e union o two regions in terms o t e Korn con-
s tants for the separate regions. 
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The present work is concerned with the questi.l>n of obtaining 
(2) (M) (EM) 
inforn1ation about the Korn c ons tants KR , KR , KR for gen-
eral regions. It will b e seen in the sequel that for two-dimensional 
r egjons , thi s question is intin1ately connected with the ·issue of 
11niq11eness and non-uniqueness for the displacen1ent boltndary-value 
problen1 uf linear hornogeneou s isotropic ela::;tostatics. 
l ') - .... -
II. AN EIGENVALUE PROBLEM ASSOClA'J'ED 
W JTI-l KORN 1S CNEQUALfTY 
3 . The Eigenvalue Problen1 in the Second Case 
ln this section, we consider the second case of Korn 1 s in-
equality: 
( 3 . 1 ) 
for all u satisfying 
s ( u. . - u . . )d v = 0 . 
R 1, J J, l 
( 3 . 2) 
Full.owing Payne and Weinberger [5 J, we pose the followi ng varia-
tiunal proble n:1 . Find 
aE_~F 
sup S(u) 
where the supremum is taken o ver all vector fields u suc h that 
S(u) f:. 0 and (3. 2) holds. We will show that the Euler equations and 
natural boundary conditions associated with this problem are 
(2 - K)u . Ku. ::: 0 ], ii 1, ij in R, ( 3 . 3) 
[(2-K)u . . Ku. .Jn . = 0 
J' 1 1, J 1 
on B ( 3 . 4) 
where 11 ·ii:; the unit outward normal on B and K is an eigenva lue 
µ a r a n1ete r . 
Following the usual procedure of the c alculus of variations, 
we introduce constant L agrange multipliers K and µ. .. ( u .. = 0 for 
l] lJ 
1 = j ), and consider the functional 
D (u)-KS(u)-µ . . S (u .. -u .. )dV 
- - iJ R i, J J, i 
- 13-
A 11<~ cess a ry condition for a ::;tat.ionary valu e uf Jrnl 1. :-; I.hat 
K 
oJ - J2u . . ou .. dV- -2 J(u .. +u . . )(ou .. +ou . . )dV J,l J,l 1,J J,l 1,J J,1 R R . 
- µ .. J (ou .. -ou . . )dV =" o , 
lJ R 1, J J, 1 
where 6 denotes the first variation. Applic ation of the divergence 
theorem gives 
6J = Jou.[{K-2)u . . . +Ku . .. }dv+Jou.((2-K)u .. -Ku . . +µ .. -1..l .. }n.dS ='- 0. 
R J 3,11 l,lJ B J J,1 i,J lJ 31 i 
Standard argunients of the calculus of variations now imply that the 
extren1a1 field u satisfies the Euler equations 
(2-K)u . . . - Ku. . . = 0 
J, 11 1, lJ 
in R , (3. 5) 
and the natural boundary conditions 
\(2 -K)u .. -Ku .. +µ , .-µ .. ln. ·- 0 on B . 
J,l l,J lJ Jl 1 
(3 . 6) 
We show that IJ . . = µ. . . and so (3. 6) reduces t o (3 . 4). Multiply (3. 5 ) lJ Jl 
by E: •• kxl and integrate over R to get 
lJ c 
J e .. 1 ~[EO-hFu K -Ku .]dV = 0 . R lJ c J , mm m, mJ 
Apply the divergence theorem to get 
Je .. 1 x 1 [(2-K)u. -Ku .Jn dS-Je: .. r(Z - K)u . -Ku .]dV = 0. (3.7) B lJ c c J, m m, J m R iJk · J, k k, J 
Use the boundary conditions (3. 6) in (3. 7) to find 
f' E: • • kxk(µ . -µ .)n dS-J e: . . 1 [(2-K)u . k-Kuk . ]dV _ 0 . ' iJ 3m mJ m R 13 c J, , J B 
( 3. 8) 
For eac h fix ed .i, the v o lume integra l in (3 . 8) ts zero, a s can be se e n 
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by expanding the terms and using the constraint (3.2). Thus, equation 
(.). 8) reads 
S e . . x k ( µ. - µ . )n dS - O tJk ·1n1 rnJ n1 B . 
Now apply the divergence theorem to obtain 
where 6lu:n is the Kronecker delta, 
otherwise. Then (3. 10) reads 
which implies that 
µ . . = µ. .. 
lJ Jl 
6 km -· 1 if k ·-
as required. 
(3 . <)) 
( 3. 10) 
6 " 0 km 
(3. 11) 
We will refer to the proble1n of finding the values of K for 
:::< 
which there exists a non-trivial vector field u satisfying 
(2-K)u ... 
J, 11 
[(2-K)u .. 
J, 1 
Ku . .. ::: 0 
1, lJ 
Ku .. ln. -- 0 
1, J 1 
in R, 
on B, 
(3. 12) 
(3. 13) 
as the Korn eigenvalue problem. It was solved explicitly for the case 
of a sphere and a circle by Payne and Weinberger [5 ]. For a sphere, 
they found that the spectrum contains an infinite number of eigenvalues 
whose supremum is 56/ 13. For a circle, they found a finite spectrum, 
consisting of the values 1, 2, 4, each occurring with infinite multipli-
city. Moreover, for these cases, Payne and w ·einberger proved the 
... 
.. -A vector field u is trivial if it is identically constant:. 
- l S -
c orn.pleteness of the eigenfunctions of the Korn eigenva lue prublern 
with respect to vec tor fields with finite Dirichlet integ rals. It follo w:-; 
fr on< this completeness result that the large s t eigenvalue of the Korn 
problem is in fac t the Korn' s c onstant h~O F when R is a spher e o r a 
ci rcle. Thus, fo r a sphere K:
2 ) = 56 / 13 , while for a c ircle K:2 ) =-= 4 . 
"\Ve remark here that there is also an eigenvalue problem as so -
c i.ated with Korn's inequality in the first case, namely, the differential 
equations (3 . 12) together with the boundary condition u = 0 o n B. 
Since we a lready know that Korn' s constant is equal t o two in this case, 
we will not be concerned with this problem in detail in what follows. 
4 . Some Properties of the Korn Eigenvalue Problerr1 
We write (3. 12), (3 . 13) in the form 
2 (l-K)'V ~ - KV'('V· ~F -- 0 
f E I~-h Fu . . -1<11 .. ln. -· 0 
J , 1 1, J 1 
-in R , 
fHl B . 
( 4. 1 ) 
( ,I. 2.) 
W e now observe that if we i dentify K with 1 / v where 'J is Pois sun 's 
r a tio, equations (4. 1) are formally equiva lent to the displacement 
equations o f equilibrium of linear homogeneous isotropic elasticity. 
This fact was also noticed by Dafermos [11 l. We will return to ex-
amine the implications of this equivalence later. 
We have the following remarks to make concerning the Korn 
eigenvalue problem (4. 1), (4. 2 ): , 
Remark .l. K = 1 is an eigenvalue of infini te multiplicity of (4 . 1 ), (4 . 2) 
- l(, _ 
for any region. 
When K - 1, equations (4. 1) and boundary condi.ti.ons (4. l) 
bccnrne 2 
'i1 u - \7(\7· ~F .. 0 
curl u X n = 0 
m R, 
on B. 
(4 . 3) 
(4. 4) 
Any vector field ~ = \7W, where W is an arbitrary smooth function on 
R+B, satisfies (4. 3 ), (4. 4). Note that for this ~I D(u) = S{u). 
Remark 2. K = 2 is an eigenvalue of infinite multiplicity of (4. 1 ), 
(4. 2) for any region. 
When K = 2, (4. 1) and (4. 2) read 
\7('il· u) - 0 
u .. n. = 0 
1, J l 
ln R, 
on B . 
We shall show that any smooth vector field u such that: 
div u = 0 ln R +B 
u = 0 on B 
(4. 5) 
( 4. 6) 
( 4. 7) 
( 4. 8) 
satisfies (4. 5), (4. 6); this will prove the assertion concerning K = 2. 
To begin with, we consider the three -dimens ional case and we 
suppose that u satisfies (4. 7 ), (4. 8). The n equation (4. 5) clearly 
holds, and it rcrnains to s how that the boundary condition (4. 6) is 
satisfi.ed. 
(1) (2) 
Ji .!:._ , !_ are two linearly independent unit vectors t an -
gent t:o B at x, then from (4. 8) we obtain 
t (a.) -
u. . . -- 0 
1, J J 
on B . (a. = 1, 2) (4. 9) 
Let the matrix U be given by 
U = (u .. ) 
1
' J on B 
( 4. 10) 
From the boundary condition (4. 9 ), we obtain 
-17-
lJ 1(0.) :. () ' (·I . I I. ) 
which t1nplies Lhat det U ... 0, since t(cx) .is 11011-trivi.al. l!"ul"f:hcrn1 u r c, 
using the fact that div u = 0 in R+B, we find that Tr U - 0 , where 
Tr U = u. . denotes the trace of U . 
1, 1 
ln general, the characteristic polynoni.ial associated with a 
111alKri ~ U is given by 
3 2 2 . 2 
F(A.) = det(U -A. J.) " -A. t-A. TrU+}fTr(U )-(TrU) ]A.+d e t U, 
so that i.n our case 
F(A.) = 3 l 2 - A. +- ·2 Tr ( U ) A. (4. 12 ) 
Now A = 0 is an e:i gen value of U, and in fact, since are t wo 
linearly independent eigenvectors of U corresponding to the eigen-
value 0, A. = 0 must be a double eigenvalue. 
Thus, 
2 
F'(O) :. ~ Tr(U ) ... 0 , 
and su, fnnn (4. 12), w e obtain 
F(A.) :.:: det(U-AI) - 3 -A. 
( 4. 13) 
(4. 14) 
Therefore, A. .:c 0 is th e only eigenvalue of U; it occurs with multi-
p licity three. 
W e now let 
V. = U .. n. 
J 1, J 1 
on B (4. 15) 
Then, from (4. 9) we find 
v. t(a.) = u .. t.(a)n _ = 0 ( 4. 16) 
1, J J 1 
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T his in1.plies that there exists a scaJ.a.r c such that 
v en (·L 17) 
tt. .n. ·- c n . 
l, J 1 J 
( 4 . 18) 
or equivalently, 
T U n = en , (4 . 19) 
T 
"vhere U denotes the transpose of U . Equation (4. 19 ) irnpJ.ies that 
c is an eigenvalue of UT, but since the eigenvalues of UT are the 
same as those of U, we have c = 0. Thus, from (4. 17) and (4 . 15), 
we find that 
u .. n. -- 0 
1, J 1 
on B, (4 . 20) 
a nd so the boundary condition (4. 6) LS satisfied. Thus, for the three-
dimensional case, we have shown that if the vector field u satisfies 
(4 . 7), (4. 8), then~ also satisfies (4. 5) and (4 . 6). The same argu-
1nent can be adapted to the two-dimensional case. 
In two dimensions , however, we c an· prove a stronger result, 
narnely, that all eigenfun.ctions of (4. 5), (4. 6) may be characterized 
in terins of vector fields v satisfying 
div v -· 0 rn R+B (4. 21) 
v ·- 0 on B. (4 . 22) 
Suppose that u is a non-trivial vector field satisfying 
u = 0 [3, [30. in R+B ( 4 . 2 3 ) 
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u n = 0 
a., f3 a. on 13 , (4. 24) 
'v\"IH're tin~ Greek ~nbie·riptK::; range nv-cr Lhc ·i1llcg1•rs ( I ,/.). IO:q11.ilic• 11 
(--1.2.3) irn[Jlies that 
-· constant - a in R+B • (4. 25) 
We observe that t: n is tangent to B, and so we have for any vecto r 
vf3 v 
field u defined on R +B , 
du 
___£. 
<ls 
::: t: u n 
vf3 p, f3 v on B , ( 4. 2 6) 
·'· 
where e:vf3 is the two-dimensional alternator:·· Multiplying (4 . 26) by 
e and using the identity pµ -
.. 6 6 -6 6 , 
pV µ(3 pf3 µV 
we obtain 
du 
e: ___£. = u n -u n 
pµ ds \J, µ \J f3, f3 µ 
= -an µ on B , 
where we have used (4.24) and (4.25). Multiplying (4.29) by 
using the identi ty 
we find that 
du 
a. 
els 
which implies that 
e: e: = 6 
a.µ pµ o:.p 
<lx 
a. 
-ae n ... a --
a.µ u. <ls 
u = ax + d 
a. a. a. 
on h 
on B, 
( 4. z 7) 
(4. 28) 
(4. 29) 
e: a nd 
a.µ 
( 4. 3 0) 
(4 . 3 1) 
( 4. 32) 
wher e d is a constant vector . We now define the vector field v by 
a. 
--- - --
€ 
11 0 ' e: 12 --
- 1 . 
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v - u ax d 
(l, Cl. a. Cl. 
in R +B ( ··I. ) $) 
T hen, equations (-J. l5) a nd bu1tndary c-ondit.ion::i (4 . FI~ F in1ply th<tt !.11(' 
ve.ctor field v satisfies (4. 21 ), (4. 22 ). 
Suppose now that~ i.s a non-zero vec tor field set l.is(ying (4.2 J ), 
(-+. 22 ). Define a vector field u by 
u = v +ax + d (4.34) 
where a is an arbitrary constant scalar and d is an arbitrary con-
stant vector in R+B. From (4 . 34), (4. 21), and (4. 22) it follows that 
u = a 0., a. 
in R+B ( 4. 3 5) 
u ... ax + d 
0. ct. a. 
on B . (4. 36) 
E quation (4 . 35) implies that u satisfies (4. 23 ), and thus it remains to 
show that the boundary condition (4. 36) implies that u satisfies (4.24). 
The boundary c ondition ( 4. 36) implies that 
du 
__£ 
ds 
dx 
= a __e_ = -ae: n 
ds pA. A. on B • (4. 37) 
Multiplying (4. 37) by e: and using the identity (4. 30 ), we obtain 
pµ 
du 
e: __e_ 
pµ ds = -an µ on B 
Using (4. 35), we n1ay write (4 . 38) as 
du 
"" __e_ = u n 
<:. pµ d s - f3 ' p µ 
(4.38) 
on B (4.39) 
From (4. 28), we see that for any vector field u defined on R+B , 
du 
__e_ 
ds e: pµ on B (4. 40) 
Thus, (4. 39) and (4. 40) imply that 
u n 
v,µ v 
0 
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on B, ( 4. 41) 
w hic h .is prec isely !:he boundary condition (4. 24). 'l'his completes the 
proof of our assertion concerning the eigenvalue K == 2 in the two-
dimens ional c a:'.1e. 
w ·e con~·ludc our discuss ion of Rernark 2 by noti ng that .fo r th e 
i)artic\1lar ve,c tor field ~ defi11ed by (4 . 7 ), (4. 8), we obtain aE~F ::K 
2S(u) , as follows from ( 1. 17 ). 
Remark 3. K = oo is not an eigenvalue of ( 4. 1 ), ( 4. 2 ). 
) :!;; 
When K = co, (4. 1 ), (4. 2) become 
2 
'V ~ +'V('V·u) = 0 in R, ( 4 . 42) 
[u .. +u . . Jn . = 0 
1, J J. 1 1 
on B. (4.43 ) 
As we rernarked at the beg inning of this section, equations (4. 42) co-
inci.d e (nrntally with the di s plac mnent equati.on s of e qu:ihbr ium of 
linear ii:;otropic elas tic i.ty when Poisson's ratio is zero. In thi s cas e, 
the stress/displacement relations giv e 
T . . = µ(u. . + u .. ) , 
lJ 1, J J' 1 
where 'f . . is the stress tensor, µ is the shear modulus. Thus, we 
lJ 
may interpret the problem (4. 42), (4. 43) as the traction boundary-
The case K = oo for (4. 1), (4. 2) is understood to mean the result ob-
tai ned formally by dividing (4. 1), (4. 2 ) respectively by K and letti ng 
K - co. An analogous interpretation applies to si1nilar situat ions 
a rising ·in the sequel. 
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value p.roblcn1 (with ho1nogeneous boundary condition:-;) of linear i.su-
tropic elasticity when Poisson's ratio is zero. By the classical 
Kirchhoff uniquenes::; re::;nlt, which is vali.d for Pois Hon's ratio in lht:: 
1·angc (-1, :1,), weh;;\ve T .. = 0 in R. wh.ich irnpl.ies that: u iH <lf:rno~dK 
. ~ lJ 
a r i gi.d body displaKcen~ent field. 'The condition 
J(u .. -u .. )dV = 0 
R 1, J J, 1 
eliminates pure rotations, so that u is at most a translation and i s 
therefore trivial. 
Remark 4. Every solution of (4. 1 ), (4. 2) satisfies the condition 
f (u . . -u .. )dV = 0 R. 1, J J, 1 (4. 44) 
To prove (4. 44 ), multiply (4. 1) by e: ijk~I integrate over R, 
and nse the divergence theorem to get 
f e .. x [(2-K)u. -Ku . Jn dS-Je .. [(2-K)u. -Ku .]dV = 0. 
B iJk k J, m m, J m R iJk J, k k, J 
The first integral is zero by (4. 2). Thus, 
re .. 1 [ (2-K)u . k-Kuk . ]dV = 0 . R. lJ ~ J, , J (4.45) 
Expand terms m (4. 45) to get (4. 44). 
Remark 5. If ~I -::!.. are solutions of (4. 1 ), (4. 2) corresponding to 
distinct values of K, then we have the orthogonality conditions: 
- -4
1 
r(u .. +u .. Hv .. +v .. )dV -R. 1, J 3, 1 1, 3 3, 1 
- Ju . . v . . dV = 
R 1, J i , J 0 ' 
0 (4. 46) 
{ 4. 4 7) 
-2 3 -
R(u,v) l -- - r (u -u _ . )(v . . -v .. )dV 4-ik_ i,j J,l 1,J J,1 () . (·L 48) 
By hypothe s ·i.s, u satisfie s 
(2-K 1 )u ... -K 1u. . . -- 0 in R , J, 11 1, l J (4.49) 
[(2-K ) u . . -K u . . l n . . -.: 0 on B , 
1 J' 1 1 J., J 1 
(4. 50) 
and v satisfies 
(2 -K2 )v ... - K 2v ... - 0 J, 11 1, lJ in R , (4 . 51 ) 
[ (2 - K 2 )v .. - K 2 v . . J n. = 0 J,1 l,J 1 on B, (4 . 52) 
with K I K . 
. . l 2. 
Multiply (4. 49) by v . , 
J 
(4. 51) by u.' 
J 
subtract and integ rate 
over R to get 
J[(2-K 1 )v.u . .. -(2-K2 )u.v ... -K1v.u . . . +K2 u.v ... l dV = 0. R J J, 11 J J, 11 J i, lJ J 1, IJ 
Thus, J [(2 -K1 )(v .u . . ) .. (2 -K )v .. u .. - (2 -K )(u .v .. ) 
R J J, 1 . 1 J, 1 J, 1 2 J J, 1 . ' l , 1 
+(2-K2 )u .. v .. -K1v.u ... +K2 u .v .. . ·ldV = 0 J, :l J, 1 J 1, lJ J 1, lJ 
lT :,; e th e divergen ce t:heorern an d boundary cond:itions (4 . 5 0), (4 . 52) to 
get. 
j'[K v_u_ . - K n .v . . ln .dS+f[(K-K )u .. v .. -K v .u ... +K u.v. __ ] dV 
B l J i, J 2 J i, J i R l 2 J , i J, i 1 J 1., lJ 2 J i, IJ 
= 0 
Ag a in use the divergenc e ·theorem to obtain 
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that. L.s, 
J [ K ( u. . +u. . )v. . -K2 u . . ( v . . +v . . ) ] d V -· 0 R l 1, J J, 1 J, 1 J, 1 1, J J, 1 (-J. 53 ) 
Interchange i and j in (4. 53) to find 
J!K1(u . . +u . . )v . . -K2 u .. (v .. +v . . )]dV -· 0. R 1, J J, i 1, J i, J 1, J J, 1 ( 4. 54) 
Add (4. 53) and (4. 54) to get 
(K
1
-K2 )r(u .. +u . . Hv .. +v . . )dV = o, R. 1, J J, i i, J J, 1 
whi l' h implies (4.4{>) s ince K
1 
/ K2 . Equations (4.47) and (4.48) may 
he verified in a sirnilar fashion. 
Remark 6 . The eigenvalues of (4. 1), (4. 2) are real. 
Suppose K, K were eigenvalues with corresponding eigen-
functions _.:: , u, where the bar denotes complex conjugate . Then, if 
K f:. K , by ( 4. 4 7 ) we have 
Ju. --~- . dV = 0 , R .1, J 1, J 
"vhjch i1nµlies u .. '°' 0 in R, that i s , u is a cons t a nt vec tor fie.lei . 
. 1, J 
This vO lltradicls the assurnpt.ion that K is an eigenvalue . 
H.c1nark 7. The eigenvalues of (4. 1), (4. 2) are greater than or equal 
to one. 
Suppose K is an eigenvalue of (4. 1), (4. 2 ). Multiplying (4. 1) 
by u. and integrating over R, we obtain 
J 
J [(2-K)u .. . u .-Ku .. . u .]dV = 0 . 
R J, 11 J 1, lJ J 
(4. 55) 
-2S-
N (l w ( -I • .S ~ ) 11 1 a y b c w .r .i Ue 11 as 
J[(Z.-K)(u.u .. ) -K(u.u .. ) -(l-K)u .. n . . !Ku .. u .. ldV 
R J J, 1 i J t, J i J, 1 J, I j, J L, J 
' ' 
Using the divergence theorem and boundary conditions (4. 2 ), we f ind 
from (4. 56) that 
J[(K-2)u .. u . . +Ku .. u .. ]dV - 0. 
R J, i J, i J, i i, J 
( 4. 5 7) 
Equation (4. 57) may be written 
JI- {1-K) (u .. +u .. )(u . . +u .. )+ ~Eu . . -u . . Hu .. -u .. _)Jdv .. 0 , 
- \_. 2 1, J J, l l, J J, l 1, J J, 1 I., J J 1 I H. 
that IS, 
-2[{1-K)S(u)+R(u)] = 0, (4.58) 
where S(u), oE~F are defined by ( 1. 2), ( 1. 4), respectively. 
Suppose that K < 1 • Then, since S(u) and R(u) are non-
negative, (4. 58) implies that 
S( u) = 0 , R(u) = 0 • (4. 59) 
But (4. 59) implies that u is a constant vector, contradicting th e as-
stunpt:ion that K is an eigenvalue. This verifies the as1;;ertion n1ade 
in Ren1<:trk 7. 
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III. TRANSFORMATION OF THE KORN EIGENVALUE 
PROBLEM IN TWO DIMENSIONS 
5 . 'l'ransfu1·111at.in'11 T heorcr:ns 
As we re1nat·ked at the end of §3, there is an ciKgenv~due pruh-
lem assoc iated with Korn's inequality in the fi r st case, n a mely, that 
of finding the values of K for which the boundary-value problem 
2 (2-K)'V ~ K'V('V· u) = 0 in R ( 5 . 1 ) 
u = 0 on B , ( 5 . 2 ) 
has a non- trivial solution. We recall the observation made at the be-
ginning of §4, that if the vector field u is regarded as an infinitesimal 
d isplac en:lent field i.n an homogeneous isotropic elastic medium o cc u-
pying the region R, then ( 5. 1) may be interpreted as the displace-
ment equations of equilibrium in the case of zero body force , if we 
identify K with 1 /v , where 'J is P ois son's ratio. Thus, the eigen-
value problem (5. 1 ), (5. 2) may b .e related d i r ectly to the displacement 
boundary-value problc1n of linear homogeneous isotropic: elastostatics . 
ln Chapters lII and V, we shall be concerned mai nly with the 
Korn eigenvalue problem in the second case, that is, the eigenvalue 
peoblem (4. 1 ), (4. 2 ). Unless we mention it explicitly o therwise, we 
confine our attention to simply- connected two-dimensional regions R, 
and we use the notation convention that Greek subscripts range over 
the integers (1, 2). In this section, we shall state and prove trans-
forn l a ti.on theorems which establish a relationship between the Korn 
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eigenvalue problem in the second case and the d:isplacerncnt bouncla .r y-
value problern of plane i.sol:ropi.c ela:=do::itat:i.cR. 
2 
Theorem5.l. Suppose Kf. l andlet~b:C (R+B) beanun-tg~iKvial 
solution of the Korn eigenvalue problem, with eigenvalue K, so that 
= 0 (2-K)ua., j3j3-Kuj3, f3a. 
[(2-K)ua.,(3-Kuj3,CX.]nj3 = 0 
in R, ( 5. 3) 
on B ( .5. 4) 
2 
Then t·here e x ists a non-trivial vector field 1_ e: C (R+B) such that 
(i) = K(uA -u 1~F+OE1-hFuA -2(1-K)o Au I-'' a. Cl, I-' I-'' a. ex.I-' y' y ( 5. 5) 
(ii) '¥21 1 'Y('Y· 1) 0 in R, +--
l-2v 
( 5. 6) 
(iii) 
.s. = 0 on B 
' 
( 5. 7) 
where 
1 \) = 1 - K:· 
We also have the following converse of Theorem 5. 1. 
Theore1n 5. 2. 
2 
Suppose v f: 1 and let le: C (R+B) be a non-trivial 
::inlut:io11 of the prohlern 
2 1 
" 1 + l -2v 'V('V· .s_) ·- 0 in R ( 5. 8) 
.S. = 0 on B ( 5. 9) 
with eigenvalue v. Then there exists a non-trivial vector field 
2 
u e: C (R+B) such that 
1 
u A = - -4 Cs A-sA. +20-v)sA. -2(1-v)o As J , a., I-' \) ex., I-' 1-'> ex. I-'> a. a.I-' y, y (5. lo{' 
and 
1 
u satisfies the Korn eigenvalue problem (5. 3), (5. 4) with K ··· --
.. 1-\! . 
. ,. 
H will be seen in Chapter IV that v ... 0 i~ not an eigenvalue of prob-
1K ~ n1 (').8),(5.9). 
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The re111ai11der of §5 ii:; t.aken up .wi.th the proof nf Theu r<•111 s 
1= •• 1 and S. 2. Sonie I urther discu::;sion of these lheorenH; i:-; given in 
§6 . 
Proof of Theorem 5. 1 
We first show that there is a vector field ~ satisfying (5 . 5 ). 
Let 
H A = K(uA -u A )+2(1-K)uA -2{1-K)o Au 
a.t-' t-'' CL a., t-' t-'' a. O.t-' y ' y 
(5.11 ) 
Direct calculation shows that 
"' ,,.. I ··1 " H -H = -2(1-K)u -(2-K)u 
<· '' A'\ '- A '\ f'lA . '\ '\ '\ '\ 
rµ t-'/\ Pt-'•/\ t-'t-'•µ /\µ,/\ y,yµ µ,11./\ 
+Ku>.., µA. +2(1-K)o>..µuy, YA = -(2-K)uµ, AA +Ku>.., A.µ , 
(5. 12) 
where E:f3A. is the two-dimensional alternator and we have used the 
i dentity 
(5 . 13) 
S ince u satis f ies ( 5. 3 ), it follows from ( 5. 12) that 
in R . (5. 14 ) 
Multiplying (5. 14) by € and using (5. 13) contrac ted on 1-1, A. , we 
a.µ 
f i nd that 
= H -H 
a.l, 2 a.2, 1 = 0 in R . (5. 15) 
· Equation (5. 15) and the simple connectivity of R imply that there ex-
2 ists a function I; e C (R+B), unique to within an arbitrary additive 
a. 
constant, such that 
- K~ '1 --
('. f~ a., 11a(1 ( 1>. I I, ) 
In v iew o.f the definition (5. 11 ), thjs .i.s precisel y (5. 5). 
To show that the vector field 1_ of (5. 16) satisfies the diifer-
1 
ential equation (5. 6) with \! = 1 - K, we proceed as follows. If 
K -# 2, (5. 16), (5. 11) provide 
K2 
s + 1 s = -Kua , AR. + 2-K 
a,1313 1-20- _!) 13,13a t-'t-' 
K 
<1ncl h e1H·e, by (5. 3), 
i 
I ---- ---- f 
1 "'P, fJ o. 1-2.( 1 - - ) 
K 
0 in I l . 
Thus, (5. 6) holds if KI= 2. When K = 2, (5. 16), (5. 11) yield 
and henc e by (5. 3) w ith K = 2 , 
-·-' •' 
Thus, (5. 6) holds if K = 2. 
0 . 
To eHtablish the bonnda.ry condibon ( S. 7 ), we ohs e rve that 
1 :·; t '' 11gc11 t t:o B , Ho that by ( 1) • .I 6 ) 
df, 
~ ::: H e: n 
ds pl3 A.13 A. 
on B. 
We thus have, with the aid of (5.11), (5.13), and (5.4), 
as 
e: pµ dsp = e: pµ e:A.l3H pf3n/... = [2-K)uµ, /... -KuA, µ ]nf... = 0 on B 
-·-' •' 
See footnote, p. 21. 
( 5. l 7) 
(5. 18) 
_.) ()_ 
Multiplying (5.18) by E: and using (5. 13) contracted on\ ,µ, we 
aµ 
obtain 
di.:, 
- a 
els 
0 on n ( '·i. I 'J ) 
Thus, by choosing the arbitrary additive constant suitably in the con-
struction of ..S. in (5. 16), we may arrange that the boundary condition 
( 5. 7) holds. 
Finally, we remark th.at (5. 5) rnay be uniquely inverted to 
give u •.\ in tern1s of s, . 
aI~ ~K‘ 
It follows that _g_ is c onstant in R if 
and only if u is constant in R. Thus, ~ is non-trivial. This com-
pletes the proof of Theorem 5. 1. 
The proof of Theorem 5. 2 may be c arried out by using an al-
n1ost identical argument to that used in proving Theorem 5. 1, a nd 
consequently will be omitted. 
6. D iscus sion of Theorems 5. 1 and 5. 2 
W c rc•t·all .h e r<:! the boundary-value problen1 sati.sfied by the 
11011-tr jvial ve c tor field l appearing i n the s talen1ent o f Theoren1s 5. l 
and 5. 2: 
2 1 
\J l +-- 'V('V·i) = 0 
1-2 \J 
~ = 0 
in R ( 6. 1) 
on B (6. 2) 
l[ the vector field l is regarded as an infinitesimal displacement field 
in an homogeneous, isotropic elastic medium occupying the two-
d imens ional region R, then (6. 1) may be identified w ith the displace-
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rnent equations of equilibriurn in the case of zero body force, where 
llie ‘<e~1 Kmeter \! is lalum lo be Poi.si.-;on':; ratio. We wi:,;11 lo coni.-;i.der 
the boundary-value problern (6. 1 ), (6. 2) as an eigenva..l.ue proble1n, with 
\! the eigenvalue parameter, and we shall be interested . in the range of 
values of \! for which the problem (6. I), (6. 2) has a non-trivial solu-
tion. Viewed i.n another manner, this is equivalent to investigating 
the issue of non-uniqueness for the displacement boundary-value prob-
lem of two-dimensional elastostatics. As we shall see in Chapter IV, 
this question has been considered by various authors. 
Theore1ns 5. 1 and 5. 2 establish an equivalence between the 
two-di.n1ensional Korn eigenvalue problem and the displacement bound-
ary-value problem of plane elastostatics in the following sense . Ex-
cluding the exceptional values K = l and \! = l, the problem of deter-
1nining the set of eigenvalues K of the boundary-value problem (5. 3) 
and (5. 4) for simply-connected plane regions reduces to finding the set 
of values of \! for which the displacement boundary-value problem of 
plane elastostatic s has a non-unique solution. 
We conclude this chapter by giving a brief indication of how 
one rnay arrive at the content of Theorems 5. 1 and 5. l. As we re-
marked at the beginning of §4, the differential equations (4. 1) of the 
Korn eigenvalue problem are formally equivalent to the displacement 
equations of equilibrium of linear isotropic elasticity with Poisson's 
ratio v if the pararn.eter K is identified with 1 / v . Thus, i.n two d i-
rnensions, solutions of equations (5. 3) n1ay be represented in te en1s uf 
an Airy function cp, which is biharmonic in R , and auxiliary harn1onic 
functions. (See, for example, Muskhelishvili [ 12 J. ) When substituted 
into the boundary conditions (5. 4), this leads to the observation that 
the boundary conditions for cp are exactly the boundary conditions for 
the deflection in the bending problen1 for an isotropic elastic plate with 
<1 free edge, when an appropriate identification is ma<le between the 
para1neter K and the Pois son ratio of the plate. The bending problem 
for a plate with a free edge may, in turn, be transformed to the ho-
mogeneous displacement boundary-value problem of plane elastostatics, 
with an appropriate identification between the Poisson ratios of the 
two problems. This was shown by S. G. Lekhnitskii [ 13]. Lekhnit-
skii' s results are presented in English in the notes of I. S. Sokolni-
koff [ 14 l (Sec also Green and Zerna [ 15 ], page 247. ) In this man-
ncr, one is led to a transformation from the Korn eigenvalue problem 
wit.h eigenvalue K, tu the homogeneous displacernent bounda.ry-val.ue 
problem of plane elasto:;;tatics with \! = 1 - ~ 
It appears that there is no direct analog of Theorems 5. 1 and 
5. 2 in the three-dimensional case. 
IV. SOME RESULTS ON THE DISPLACEMENT BOUNDARY-VALUE 
PROBLEM OF PLANE STRAIN 
7. Differential Equation Formulation 
We a.re interested in the range of value:; of the pararneter \I 
for which the following boundary-value problen1. has a non-trivial so-
lution~ . 2 Frnd i E: C (R+B) such that 
DyzO~ +-1- 'V(V'._s.) = 0 
1-2\J 
= 0 
1n R, ( 7. 1 ) 
on B, ( 7. 2) 
where R is a simply-connected region in two dimensions. Hence-
forth, the boundary-value problem (7. 1 ), (7. 2) will be called the homo- . 
geneous displacement boundary-value problem of plane strain. In 
this chapter, we accumulate some known results frorn the literature 
concerning this problem. 
Theorem 7. 1. i = 0 if v < ·k or \J > 1 • 
Theorem 7. 1 is the uniqueness theorem for the displacement 
boundary-value problem of plane strain for bounded regions. The 
proof given for three-dimensional bounded regions by M. E. Gurtin 
and E. Sternberg [ 16] is also valid in two dimensions. 
Theorem 7. 2. \J = 1 and \J = t are eigenvalues of infinite inultiplicity 
for (7 .1), (7. 2) for any region R. 
-·-.,
When \J = 1 , ( 7. 1 ), ( 7. 2) read 
Cf. Remarks 1 and 2 of §4. 
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V'2i V'(V'· i> -- 0 in R, ( 7 . 3) 
1 = 0 on B . ( 7. 4) 
Any vector l = Vcp, where cp is an arbitrar y smooth function on R+B 
When \J 
on 
I 
·- ·z 
B satisfies (7. 3 ),(7 . 4). 
, (7 . 1), (7.2) read 
V'(V' · i) = 0 in R ( 7 . 5) 
l = 0 on B . (7 . 6) 
Any smooth vector fiel d .S. such that V' . g = 0 in R, i = 0 on B 
sati sfies (7 . 5 ), (7 . 6 ). Theorem 7 . 2 is a l so p roved by S . G . Mikhlin 
in [1 7 ], fo r the three-dimensional anal og of (7 .1 ), (7.2) . 
The orem 7. 3 . Suppose i < \J < 1 . Then there exists a region R, 
boundary B such that a non-trivial vector field l exists satisfying 
(7. 1), (7. !.) . 
This result was proved by J. L . E ricksen [ 18] for then-
dimensional case . For our p u rposes, it i s convenient to outl ine here 
the argurnent in two dimensions. It may be verified by dir ect subs ti-
tution that 
2 . 2 (1- \J) 2 
1-2\J x2 - e: ~ O = 0 ' ( 7. 7) 
where e: is an arbitrary pos itive c onstant, satisfies equation (7 . 1 ). 
T he c urve s1 = 0 has the form 
2 (1 - \J ) 2 
1- 2 \} x2 = e: (7 . 8 ) 
which may be written as 
2 
xz 
+-------
€ (2\1-1 )/2(1-\1) 
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1 • (7. 9) 
When i <\I< 1, (2\1-1)/1-\1 > 0 and (7. 9) describes an ellipse with 
l 
axes in the ratio ( 2\1-1 )2 2{1-\1) . Thus, we have shown that Theo rem 7. 3 
h olds w i.th the two-din1ensional region R consisting of the interior of 
the ellipse (7. 9), where e i s an arbitrary positive constant. 
Theorem 7 . 4. If v = 3 I 4 + o is an eigenvalue of (7. 1 ), (7. 2) for some 
region R, then \I = 3/ 4 - o is also an eigenvalue for R, where 
0 < 6 < 1/4. 
By hypothesis, ~ is non-trivial and satisfies 
1 -1 (-z--2 o) £ j3, j3a. = 0 in R, (7. 10) 
£ = 0 a. on B • (7. 11) 
,.. 
The fun c tion £a. defined by ~ = ea.f3 £j3 is non-trivial and satisfies 
on B . 
We now verify that Sa. satisfies 
A 1 -1 A £ R. + (-z-+26) L = 0 
a., 1-"13 -p' j3o. 
u 'sing the definition o f € ' we have 
a. 
in R. 
Multiplying (7. 14) by ea.A. and using the identities 
(7. 12) 
(7. 1 3 ) 
(7. 14) 
(7. 15) 
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we find 
0 , (7. 16) 
h a ving used equation (7. 10 ). Multiplying (7. 16) by e: pA. and usi.ng the 
firstof(7.15), we find 
(7. 17) 
which is exactly equation (7. 13 ). (We note that a similar proof may 
be given for the case o:: 1/4, in which case Theorem 7.4 agrees 
with Theorem 7. 2. ) 
S. G. Mikhlin in [ 17] and [ 19] examines the eigenvalue prob-
lem (7. 1 ), (7. 2) for three-dimensional regions, referring to the pa-
Eh~rs o f E. and F. CosBerat [20, 21, 22] on this subje c t. By using 
general methods of functional analysis, Mikhlin proves certain re-
sults, of which we note here the following: 
(i) Problem (7. l), (7. 2) has a countable set of eigenfunctions 
orthogo nal under the scalar products aE~I ~F and J div~ div~ dV. A 
R 
c.:ornplctcness result for these eigenfunctions is also established. 
(See also Chapter V of this work. ) 
(ii) The eigenvalues are real and may accumulate o nly at 
\) = 1, 3/4, 1/2. 
(iii) Eigenvalues not equal to ( 1, 3 I 4, 1 /2) have finite multi-
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plicity. 
For the two-dim.ensional eigenvalue problem (7. 1), (7. 2) we 
are considering in the present work, further information o n the spe c -
trum may be obtained by using the formulation of (7. 1 ), (7. 2) in term::; 
·of regular functions of .a complex variable. This will be presented in 
the next section. 
8. Complex Variable and Integral Equation Formulation 
As is well krfown, the fundamental boundary-value problems of 
plane elastostatics may be reduced to boundary-value problems in the 
theory of functions of a complex variable. (See, for example, 
Muskhelishvili [ 12 ]. ) The problem of finding a vector field 
2 
_g_ E: C (R + B) satisfying 
2 1 
'ii _s_ + 1-2\J V('i/· .S) = 0 in R, 
.s. = 0 on B, 
( 8. 1) 
(8. 2) 
is equivalent to a boundary-value problem in complex variable theory, 
which we state as follows. · 
Let \! be a real parameter, and define the complex variable z 
by z = x 1 +ix2 . Find functions cp(z ), ljl(z) regular in R, suc h that 
the function 
V(z) = (3-4v)q:(z) - z cp'(z) - 1jl(z) (8. 3) 
satisfies 
V(z) = 0 on B . (8. 4) 
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Assuming the origin is contained in R, we may subjec t cp(z) to the 
norrnalization condition cp (O) = 0. By a non-trivial function V(z) we 
:;hall n1ean a function V(z) not identically zero in R, and by a non-
t rivial vector field ..S. we shall mean a vector field ..S. not identically 
zero in R. The equivalence between the problem of finding a non-
trivial vector field ..S. satisfying (8. l ), .(8. 2) and the problem of find-
ing a non-trivial function V(z) satisfying (8. 3), (8. 4), is es tablishe d 
by the following theorems. 
Theorem 8.1. Let V(z) be non-trivial and satisfy (8. 3), (8.4). Let 
OE€I 1 +i~ O F = V(z). Then ..S. = (€, 1 , ~ O F is non-trivial and satisfies (8. 1), 
( 8. 2 ). 
The statements concerning non-triviality and the satisfaction 
of boundary conditions follow immediately. It may be verified by di-
rect substitution of the real and imaginary parts of V(z) in e quati on 
(8. 1 ), and using the Cauchy-Riemann equations for the real and im-
. aginary parts of cp(z ), ~EzF respectively, that .S. satisfies e quation 
( 8. 1 ). 
Theorem 8. 2. Suppose \I -/: i, l and let .,S_ be a non-trivial vec tor 
field satisfying (8. 1 ), (8 . 2). Then the re exis ts a non-trivial fun ction 
V(z) satisfying (8. 3 ), (8. 4). 
Theorem 8. 2 may be proved by observing that equation (8. 1) 
may be written as 
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-I \- 1-l (L-\1) · caIIfgl-l~·KEl-ly1F{1-vF (;13,fla. . o in R. ( H. ')) 
l{<:~w r il:ing equation (8. 5) in the forn1 
( 8. 6) 
and using the identity 
e e s = (o o - o o >£ = s -s 13a. \µ µ, "-13 13\ ey.µ 13µ cx.\ µ, Af3 a., 1313 13, a.13 ' 
we may write (8. 6) as 
-1 -1 
2(1-2v) sA R +(1-v) eA e, s 'A= O , 1-">t-"cx. 1-"a. 11.µ µ,11.t-" 
that is, 
p + € Q = 0 
, a. 130, , 13 in R, (8. 7) 
"vhere 
Equations (8. 7) are the Cauchy-Riemann equations for P ·and 
Q and imply that in a simply-connected region R, there exists a 
regular function f(z) such that 
Let 
cp(z) 
f(z) = P + iQ 
1 z 
... 4 J £( p)d p ·-
0 
p + iq . 
in R . (8. 9) 
(8. 10) 
Then cp(z) is regular in R, cp(O) = 0 , p and q are related through 
the Cauchy-Riemann equations, and 
cp'(z) = p +iq -::: q -ip = -
4
1 (P+iQ) 
,1 ,1 ,2 ,2 (8. 11) 
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We define the functions· U (x 1, x 2 ) , W (x 1• x 2 ) by 
1 
2U = (3 -4\J)p - 4 (Px1 + Qx2 ) • 
. 1 
2W :: (3-4\J)q - - (Px - Qx1 ) . 4 2 
(8. 12 ) 
( 8. 13) 
By using the Cauchy-Riemann equations for P, Q and for p, q , it 
rnay be shown that 
2 ( U l + W 2 ) = (1 - 2 \J )P , , 
2 (W l - U 2 ) = 2 {1- \J )Q 
• • 
W e define the functions r (x1, x 2 ) , s (x1• x 2 ) by 
r = -O~ 1 +2U 
s = 2£2 - 2W 
( 8. 14 ) 
(8. 15 ) 
(8. 16) 
( 8. 1 7) 
Using (8. 14), (8. 15) and (8. 8), it may be shown that r and s are r e-
lated by the Cauchy-Riemann equations 
r + €A i; r~ = 0 
, ex. J-'a. , I-' in R . ( 8. 18) 
Equations (8. 18) irnply that in a silnpl y -conne c ted region R , there 
exists a regular function 'lf(z) suc h that 
'lf (z) = r + is in R . ( 8 . 19) 
Equations (8. 16), (8.17), (8. 12 ), (8. 13) now imply that 
2s1 
1 
+ Qx2 ) - r = (3 - 4\J)p - 4 (Pxl i n R, (8. 20) 
1 
- Qx1 ) + s 2s2 - (3-4\J)q - 4 (Px2 in R, ( 8 . 21) 
that is, 
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2 ( s 
1 
-1- it, 2 ) ' ( 3 - 4 v ;·~ z ) - z rp' ( z ) - 111 ( z ) in R • ( 8. l 2) 
Now defining V (z) by · 
in R, (8.23) 
it follows that V(z) is non-trivial and satisfies (8. 3), (8. 4). Thi.::; 
coni.pletes the proof of Theorem 8. 2. 
Theorem 8. 3. Let V(z) satisfy (8. 3) and (8. 4). If v::::;; i or v ~ 1 , 
then V(z) = 0 in R 
The proof of the uniqueness theorem given by Muskhelishvili 
on pages 156- 158 of [12]n1ay be readily adapted t o i;upply a proof 
of Theorem 8. 3. 
We note that the equivalence between the differential equation 
formulation of the eigenvalue problem and the complex variable 
formulation does not hold when v = i, 1 . 
We turn noy.r to the reduction of the boundary-value problem 
(8. 3), (8. 4) to a Fredholm integral equation of the second kind. We 
refer the reader to Muskhelishvili [ 12] for details and we merely 
record here the final results. 
Let the bounded, simply-connected region R have a boundary 
B with continuous curvature and suppose R is mapped conformally 
onto the unit disc in the complex p-plane by z = w(p). Denoting the 
circumference of the unit circle by y, we have w'(p) -1- 0 inside and 
on y. (See §47 of [ 12]. ) Assume, without loss of generality, that 
-42-
w(O) -= 0. Then, the boundary-value problen1 (8. 3), (8. 4) c an he re-
dun.:: d to the (ollow·ing prohlcni.. 
Find a regular fnnction q~ (p) :m IP I < 1 such t.hat r1) ' (p) 
0 0 
satisfies 
rt q:> ' (a ) 
0 0 
1 
2iri 
_a_ { u.(a)-W(a0 ) } q:i~ (a) J aa <:J-a --
" o o w1 (a) 
da = 0 ' (8.24) 
where K = 3-4\) {:. 0 , and a , a are arbitrary points on the unit cir-
o 
cle y : la I = 1. The derivation of the integral equation (8. 24) may 
be found in [ 12 ]. (See also S. G. Mikhlin [23]. ) By a non-tr ivial 
.function q:>' (p) we shall mean a function r.p' (p) not identically zero. 
0 0 
We state the following theorems establishing the e quivalence 
between the integral equation (8. 24) and the boundary~value problem 
(8. 3), (8. 4). 
Theorem 8 . 4. Let q:i' (p) be non-trivial and satisfy (8 . 24). Then 
0 
there exists a non-trivial V(z) satisfying (8. 3), (8. 4). 
Theorem 8. 5. Let V(z) be non-trivial and satisfy (8. 3), (8. 4) with 
\) {:. 3/4. Then there exists a non-trivial function q:> ' (p) satisfying 
0 
(8. 24 ), 
Theorems 8. 4 and 8. 5 may be established by suitably adapt-
ing the material of Chapter XIV of [12]. We remark here that the 
equation (8. 24) is not valid when \) = 3/4. The special value \)= 3/4 
will be discussed later in this section. The integral equation (8. 24) 
n'lay be written 
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cp ' (CJ ) - 2 A. • J T (CJ ' CJ ) cp ' (CJ ) do = o ' 
0 0 1Tl 0 0 y 
-1 -1 
where .A. = x. = (3-4\J) and 
T(CJ ,o) = 
0 
1 
w'(CJ) 
a 
BCJ 
0 
. W(CJ )-w(o ) 
{ CJ-0 0 
0 
(8.25) 
} . (8.26) 
Separating T(CJ , a ) and cp ' (a) into real and imaginary parts and sub-
o 0 
::11:it11t:i.ng into (8. 25), one obtains two real Fredholm cquat:ions, whic l1 
may be reduced to a single Fredholm integral e quation o f the second 
kind. We have the following theorems. concerning the integral equa-
tion (8.25). 
Theorem 8. 6. The eigenvalues A of the integral equation (8. 25) are 
real, have finite multiplicity, and may accumulate only at infinity. 
The fact that the eigenvalues of (8. 25) are real is proved by 
Mikhlin in §47 of [2 31, where he uses the work of D. I. Sherman 
l?.·J.l. The rernaincler of 'l'heorenJ 8. 6 for gmierai Jo'redh0Jn1 inlegral 
equati01H1 i1:1 proved in §8 of [l.3 ]. 
In terms of the eigenvalues \J, Theorem 8. 6 says that eigen-
values of problem ( 8. 1 ), ( 8. 2) not equal to 1 , 3 I 4, 1I2 have finite 
multiplicity, which is the two-dimensional analog of Mikhlin' s re-
sult given in (iii), §7 here. The assertion concerning the eigenvalues 
A. possibly accumulating only at infinity says that the eigenvalues of 
problem (8. 1), (8. 2) may accumulate only at \J = 3 I 4. Thus, in two 
din:1ens ions, one obtains a stronger result than that of Mikhlin for 
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three dimensions, which says that the eigenvalues \I may accumulate 
only at \I= 1, 3/4, and 1/2. (See result (ii) at end of §7 h e re.) 
Theorem 8. 7. If the region R can be mapped conformally by a 
rational function onto the unit disc, then the kernel T(o , o) of (8.25) 
0 
is degenerate and the spectrum is finite. 
The proof of this result may be found in §44 and §4 of [2 3] . 
. F'<.>r onr purposes, it is c onvenient to outline part of the proof here. 
As shown in §44 of [23], if 1,u(u) is rational, the kernel 
T(o' , a), given by (8. 26), may be expressed as 
0 
T(o , o ) 
0 
N 
= Z: ak(o )bk(o) 
k=l 0 
( 8. 2 7) 
which shows that the kernel is degenerate. Substitute from (8. 27) 
into the integral equation ( 8. 25) to get 
Let the c omplex constants ck be defined by 
ck = J bk (o) rKp~ (o) do 
y 
and write (8. 28) as 
N 
cp• (o ) = A Z: ckak(o ) 
0 0 2TTi k=l 0 
(8. 28) 
(8.29) 
(8. 30) 
Take the complex conjugate of equation (8. 30), multiply both sides of 
the resulting equation by b . (o ) , and integrate with respect to a to 
J 0 0 
find 
S b . ( o ) er 1 (a ) do :.: J 0 0 0 
'I 
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N 
A. ~D - J 
--
2 
. . J
1
ck b.(a )a1 (a )do 1T1 :;;; J 0 < 0 () 
'I 
Recall the definition (8. 29) of c. and write (8. 31) as 
J 
N 
c j = A ~l ck y jk , (j = 1, ... IN) 
where the complex constants y jk are known and are given by 
( 8. 3 I ) 
( 8. 32) 
y. = _ - 1-. J b.(cr ) ak(cr ) do . 
Jk 2Tl'1 J 0 0 0 
(j, k = 1, • . . , N) (8 . 33) 
y 
Equation (8. 30) gives the solution qi• (o ) of (8. 25), once the constants 
0 0 
c k are known. The constants ck are determined from the system of 
linear equations (8. 32), which, when separated into r e al and imagi-
nary parts, yields a system of ZN equations for the ZN unknowns 
Re ck , Im ck • The necessary condition to be satisfied by the coef-
ficients of this system for a non-trivial solution to exist is that a 
ZN X ZN determinant of the form Io .. -I.a .. I should vanish, implying 
lJ lJ 
that the spectrum of equation (8. 25) is finite. 
T o conclude this section, we return to the basic eigenvalue 
p roblem (8. 1 ), (8. 2) and state the following theorem c onc erning the 
value v = 3/4. 
Theorem 8. 8. The value v = 3 I 4 is an eigenv alue of the problem 
(8 . 1), (8. 2) if and only if the region R can be mapped conforrnally by 
a rational function onto the unit disc. If v = 3/ 4 is an eigenvalue, i t 
has infinite multiplicity. 
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The proof of Theorem 8. 8 may be folUld in §9, Chapter IV of 
A. V. 13il:::;adze [2.5 J , o.n observing that the system. uf equations c on-
tiidered by hirn are identical to the equations resulting J1·om (8. I. ) 
here on setting \J = 3/4 and replacing £2 by -£ 2 . 
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V. APPLICATION OF THE RESULTS OF CHAPTER IV 
TO THE KORN EIGENVALUE PROB.LEM 
9. The K-spectrum. 
(i) The circle: 
Let the region R be a circle of radius r, with its center at 
the origin. Then the mapping function w( p) , define d in §8 , becomes 
w( p) = rp ( 9. l ) 
a nd the kernel T(CT , u) given by equation (8. 26) is identically zero. 
0 
Thus, the integral equation (8. 25) has no finite eigenvalues. ln t e rms 
of the e igenvalues v, this means that \! = 1, 3/4, 1/2 ar e the only 
possible eigenvalues of (8. 1 ), (8. 2) for a c ircle. 
Theorem 7. 2 says that v = 1 and v = 1/2 are eigenvalues of 
infinite multiplicity for any region, and so it remains to consider the 
value \! = 3 I 4. The fact that \! = 3 I 4 is an eigenvalue of infinite mul-
tiplic ity for a circle follows from Theorem 8. 8 given at the end of the 
la.st chapter. It is of interest to give a dir ect verific ation here. 
When \! = 3 / 4, V(z) as defined by equation ( 8. 3) is given .by 
V(z) = -zcp 1(z)- \jl (z) i n R, ( 9. 2) 
and V(z) must satisfy 
V(z) = 0 on B • ( 9. 3) 
Taking the complex conjugate of (9. 2 ), we get 
V(z) = - z cp'(z) - \jl(z) in R. (9 . 4) 
L et g(z) be an arbitrary regular function in R, and define t h e regular 
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functions cp'(z) and ljr(z ) by 
cp'(z) := zg(z) , 
2 
ifr(z) = -r g(z). 
Then equation (9. 4) gives 
V(z) = 2 ( r - z z )g ( z) , 
and we see that 
V(z) = 0 on B 
( 9. 5) 
(9. 6) 
( 9. 7) 
(9. 8) 
2 
where z z = r . Thus, the function V(z) given by equation (9. 7 ), 
wher e g(z) is an arbitrary regular function in R, has the required 
form (9. 2) and satisfies the boundary condition (9. 3). Therefore, 
\J = 3 I 4 is an e igenvalue of infinite multiplicity for a cir de. 
For a circle, we have found that the spectrum of eigenvalues 
\! consists of the discrete set 
v = l ' 3/4' 1/2 ' (9. 9) 
each occurring with infinite multiplicity. We now recall the trans-
formation Theorem 5. 2, which says that if \J is an eigenvalue for 
the h01nogeneous displacement boundary-value proble m of plane strain 
for a region R, then, for \J f. l , 
K = 1/1- \J (9.10) 
is an eigenvalue of the Korn eigenvalue problem for R. From (9.10) 
with \J = 3/4, 1/2, we find that K = 4, 2 are eigenvalues of infinite 
multiplicity for a circle. Recalling Remark 1 of §4, which says that 
K :.o 1 is an eigenvalue of infinite multiplicity for any region, we thus 
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obtain lhe result that the spectrwn of eigenvalues K for a c ir c l e 
K :.. l, 2, 4 , (<). 11 ) 
e ach occurring with infinite multiplicity. Thus, we rec over the re-
sult of Payne and Weinberger [5] , described at the end of §3 of this 
work. 
(ii) Regions mapped conformally onto the unit disc by a rational map-
ping. 
Let the region R be mapped conformally onto the unit dis c by 
t:he rational function 
z =· w( p) • (9.12) 
Theor e m 8. 7 now says that the kernel of the integral e quation (8.25)is 
degenerate and that the spectrwn of e igenvalues A of (8. 25) is finite . 
The nwt:hod of proof of Theorem 8. 7, as outlined in §8, now affords a 
m .eans of explicit calculation of the e igenvalues A. We illustrate the 
procedure in the following example. 
Consider the mapping d efined by 
x 1 +ix2 = z = w ( p ) = 
2 
p +mp (9.13) 
where the parameter m satisfies 0 s: rn <-} . When the complex 
. is 
variable p = e describes the unit circle y, (0 s: s S: 21T), (x
1
, x
2
) 
d e scribes in the z-plane a curve B , with parametric representation 
= c os s + rn cos 2 s 
(9. 14) 
sin s + rn sin 2 s 
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This c · urvl~ i::; called Pascal's hmacon.. Fur 0:;;: n1 < ~ I w(p) i.A 
regular in Ir I < 1 and lll 1 (p) ::::: 1+2mp I 0 in Ip I ~ 1. Then tJw rcla-
tion (9. 1.3) gives the conformal 1napping of the region in1:1i.de Pascal's 
limacon onto the unit disc. Notice that when m = 0, Pascal's limacon 
reduces to . a circle, while when m = i, the curve becomes a cardioid 
with a cusp at p = -1, where w'(p ) = 0. 
For the mapping (9. 13 ), the kernel T(cr , cr) given by equation 
0 
(8. 26) becomes 
T(cr , a) = 
0 
1 
l+Zmcr 
2 2 
8 . a - a +m (a - a ) 
aa { : - cr o } = _..,...m __ 
o o l+Zmcr 
(9.15) 
which is independent of cr . In the notation used in the proof of The-
o 
orem 8. 7, we have 
(9.16) 
where 
1 , (9.17) 
m (9.18) 
l f-2ma 
l•'n11n l'<Jtiatiun (8. -~lF we thu9 get 
(9. 19) 
where 
l' 11 = (9.20) 
the latter expression c oming from equation (8. 33 ). From equations 
( 1) . 17 ), (9. 18), and (9. 20 ), using the fact that on the unit circle 
-1 
CJ = CJ , we obtain 
0 0 
mdcr 
2!i s 0 y l -12m.o 
0 
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mcr d cr 
1 s 0 0 
- 2Tii a +2m (
1) .Z l) 
y 0 
The integrand in (9. 21 ) has a simpl e pole ins ide y at fl ·- -Zm and 
0 
thus we find 
2 
= 2m . (9.22) 
Using (9 . 22), equation (9.19) reads 
(9.23) 
and so, if 
2 A. = :I: l/2m , (9. 24) 
('}. 23) ad1nits a non-trivial solution for c 1 , that is, the integral 
equation (8. 25) h as a non-trivial s o lution cp' (p) . 
0 
We recall from §8 that 
-1 -1 A. = x. = (3-4v) , 
and so, from (9. 24), we find that the values 
3 \) = 4 
2 
m 
2 
3 m 2 
-+--4 2 
(9.25) 
(9 .2 6 ) 
are eigenvalues for the basic p robl e m (8. 1 ), (8. 2 ). Since the mapping 
fun ction w(p) in (9. 13) is rational, Theor em 8. 8 implies that \! = 3/4 
is an e i genvalue o f infinite multiplicity for the basic eigenvalue prob-
l em (8. 1 ), (8. 2) for Pascal's limacon. Recalling Theorem 7. 2, which 
says that \! = 1, i are e igenvalues of infinite multiplicity for any re-
gion, we have the ccnnplc te s p ectrum 
\J ~ 
1 3 
2' 4 ( ') . "2. 7 ) 
for Pascal's limacon, where the values 1/2 , 3/4 , 1 occ ur with in-
finite n~ultiplicity and the other eigenvalues have finite multiplicity. 
(See Theorem 8 . 6 . ) 
We now deduce the spectrum fo r the eigenvalues K of the 
Korn problem, using relation (9. 10) and the fact that K = 1 is an 
e igcnvalue of infinite multiplicity for any region. In this manner, we 
K - 1 I 2 I 4 2 
1+2m 
I 4 I 
4 
2 
l-2m 
(9. 28) 
where the values 1, 2, 4 occur with infinite multiplicity, and the 
other eigenvalues have finite mul tiplicity. We note from (9. 28 ) that 
the largest eigenvalue K for Pascal's limacon is given by 
K = 
max 
4 
2 1-Zm 
(9.29) 
We conclude this dis c us sion by stating the analog of Theorem 
H. 8 Cor tlw Korn eigenvalue pro blcrn: the val ue K ::: 4 ii; an cigen -
val1u.· of tJtc Korn problem if and only if the region R can be mapped 
1.:onformally onto the unit dis c by a rational function. When K = 4 is 
an eigenval ue, it has infinite multiplicity. 
(iii) Some remarks on the largest eigenvalue K of the Korn problem. 
The fact that the eigenvalues \J of the basic problem (8. 1 ),(8.2) 
may a c cumulate only at \J = 3/4 , as shown by Theorem 8. 6, means 
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that for a given region R, there exis ts a largest eigenvalue, say 
\J = \J in the interval [i, 1) • Relation (9. 10) then irnplies that for 
n1ax 
this R there exists a largest eigenvalue K, say K = K , given by 
max 
K = 
max 
1 
1-\J 
max 
(9 . 3 0) 
For a ecginn which c an be n1appcd conformally by a rational 
function onto the unit disc, from the concluding remark of (ii) h e re 
we obtain the lower bound 
K ;2: 4 
max 
(9. 31) 
for all such regions . 
The example furnished by Ericksen to prove Theorem 7. 3 il-
lustrates the fact that there is no universal upper bound on the largest 
eigenvalue K for all plane regions. To see this, we consider a 
in ax 
valu e llf \J arbitrarily c los e to one, say 
\) = 1-o , (9. 32) 
where o > 0 is arbitrarily small. Then, by Theorem 7. 3, we can 
construct an ellipse R with axes in the ratio 
l 
( 2 \J- 1 )
2 
2(1-\J) - (9. 33) 
such that \J = 1-o is an eigenvalue for R. Relation (9. 10) now im-
plies that 
K = 1 1 = 1-\J 0 (9.34) 
1. s an eigenvalue for the Korn problem for this e llips e, t h e ratio of 
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whose axes, as given by (9. 33 ), is arbitrarily large. Thus , for a 
suff.ic ientiy long thin ellipse, the e i.genvalue K given by (<). 34) iH 
aebitrarily large. 
(iv) The relation between Korn' s constant and the largest eigenvalue. 
We wish to demonstrate here that the largest eigenvalue of the 
Korn eigenvalue problem 
= 0 in R, (9. 35) 
[(2-K)u A.-KuA. Jnr-1. = 0 
a.,t" t"•a. t" 
on B, (9. 36) 
(2) . 
is in fact the Korn constant KR , if we assume the completeness of 
the e igenfunctions of (9. 35), (9. 36). We recall that Payne and Wein-
b e rger [ 5] have established a completeness result for the special 
cases of a sphere (three dimensions) and a cir c le. 
From the previous results of this section, we know that the 
eigenvalues of (9. 35), (9. 36) may accumulate only at K = 4 and that 
K = 1, 2 are eigenvalues of infinite multiplicity for any region. For 
th e purposes of our subsequent discussion, it is convenient to order 
the eigenvalues in the following way. Let K (n = 1, 2, ... ) denote the 
n 
seque nce of eigenvalues ordered such that 
K 2 < K 4 < .•. K 2 n ..• < 4 < ..• KZn- l ..• < K 3 < K 1 , (9. 37) 
where K 2 = 1 , K 4 = 2 , and K 1 is the largest eigenvalue. We let 
K = 4 , which may or may not be an eigenvalue, d epending on the 
0 
shape of the region R. (See the conunent at the end of §9 (ii). ) The 
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eigenfunctions corresponding to the eigenvalues Kk will be denoted by 
u (k) (k = 0, 1, 2, .•. ) and we note that the special forms of ~ (2 >, u (4 ) 
are given in Remarks 1 and 2 of §4. 
Let the vector field .!_ have square-integrable ffr:::il derivatives 
and sal:isfy tJ1e norn1ali:r.at:ion condition 
s ( f A - fA )d.A ::: Q • 
R a., I-' I-'• a. 
(9.38) 
We employ the bilinear forms 
1 s . S(i_, _g_) = -4 (f A +fA )(g A +gA )d.A ' 
R a. I-' I-' ' ex. a., I-' I-' ' ex. 
(9.39) 
. D(i_, ~_F = s f A g A dA , 
R . a., I-' a., I-' 
(9.40) 
which appeared in equations (4. 46) and (4. 47), respectively. We also 
\lS c the notation 
S(.!_,!) :: S(_!_) D(i_, .!_) I~ D(U . (9.41) 
According to Remark 5 of §4, the eigenfunctions u (k) have lhc or-
thogonality properties 
i f; j . 
We define the norm of .!_ by 
1 
ll.£11 = [S(i_)]2 
The Fourier coefficients of i are defined by 
(k) 
ck = S(i_, u ) (k = 0' 1, 2' . . • ) ' 
where the eigenfunctions u (k) are normalized such that 
pE~Ek>K u (k» = S(u (k» = 1 . 
(9. 42) 
( 9. 43) 
( 9. 44) 
(9.45) 
-56-
·w c adopt the c onve ntion that c = 0 , if K " 4 is not an eigenvalue 
0 0 
R Th . f . (k) 'd b 1 for . e e1gen unctions u are sa1 to e comp ete if 
n 
lim S ( !_ - 6 ck u (k) ) = 0 , 
n-+m k=O 
(9. 46) 
for all vector fields f with square-integrable first derivatives satis -
f ying ( 9. 3 8 ) 
(k) 
Suppose now that the eigenfunctions u are complete in the 
sense of this definition. Equation (9. 46) iinplies that 
S(!_) = 
<X) 2 
6 c 
k=O k 
(9.47) 
where we have used (9. 39), (9. 42), (9. 44), and (9. 45). Since the 
vector fields !_ and u(k) satisfy the normalization condition (9. 38), 
we may apply Korn' s inequality in the second case to obtain 
D(f _£ c )k)) s: K(2 )S(f _ f ck~EkFFI 
- k=O k- R - k=O 
( 9. 48) 
K (Z) . h K where R is t e orn constant. The inequality (9. 48), in conjunc-
tion with equation (9. 46), implies that 
lim D ( f 
n 
6 c u(k) ) = 0 k- . 
k =O 
(9. 49) 
n-+co 
Equation (9. 49) may be written as 
0 , (9. 50) 
where we have used the orthogonality condition (9. 42) • 
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To sim.plify (9. 50 ), we proceed as follows. Hy applying the 
. . (k) 
dive rgence theorem, we obtain, for any eigenfunction ~ with cor -
r e sponding eigenvalue ~ , 
(2-Kl )D(_i_,u(k)) = EO-~Fgf uEk~nAds-EO-hkFgf uEk~AdA . 
c B a. a., t-' t-' R a. a., t-'t-' 
By (9. 35), (9. 36) this reduces to 
EO-~c FaE_!_I~EkFF = KkJf u~kF nAds 
B a. t-'• a. t-' 
K [ 2S(f, u(kJ)-D(f, u(k))l 
k - - - - . 
whence 
(9. 51) 
for any .£ with the as s umed properties. It also follows from (9. 51) 
with f = u (k) that 
(9. 52) 
ll sing (9. 51) and (9. 52) in (9. 50 ), we find that 
D(!_) ·- (9. 53) 
Comparing (9 . 47) and (9. 5 3 ), we conclude that 
D(_i_) :S: K 1 S(_i_) , (9. 54) 
since K 1 is the largest eigenvalue. (See (9. 37 ). ) Thus, if complete-
ness in the form (9. 46) is assumed, it follows from (9. 54) that the 
Korn constant K:.2 ) coincides with the largest eigenvalue K
1 
. 
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[l rna y UC n o ted. tJ1at Mikhlin i.n r 11) 1 C O IH! idt.•r fl llw l' <>lllpl1 · l.1·-
11es s question fo r tle~ t ~ igenf11Knc tio11l:Df of lhc hmnogtK~1ieo 1i e di :c1 pga<" e K1111 ~11 i 
b cnmdary-value problem of three-dilncns ional, linear h on 10g e neou s 
isotropic elastostatic s. By adapting his analysis, it seems like ly that 
a c omplete ness result for the Korn eigenvalue problem could b e es-
tablishe d. 
(v) The first case . 
The e ige nvalue problem associated with Korn' s i nequality in the 
Iirst c a s e was described at the beginning of Chapter Ill. (See e qua -
tion s (5.1 ), (5.2 ). ) We note d that this problem could be dir ectly i d e nti-
fi e d with the homoge neous displacement boundary-value problem of 
linear homogeneous isotropic elastostatics (in either two or three di-
mens ions) if the parameter K was taken to be l/ 'V . Thus, the largest 
e i genvalue of this problem corresponds to the smallest eig envalue \J . 
Sinc e \J =-} is the smallest eigenvalue in [-}, 1 J for any regi on, we find 
th a t K = 2 is the largest eig envalue of (5.1 ), (5.2) for any r e g i on. As-
s un 1ing a c omple tene ss result for the eigenfunc t i ons of (5.1), ( 5 .2 ), we 
r ecover th e result that the Korn constant f o r the first cas e is e qua l to 
two fo r any r egion (see § 1 ). 
10. Upper Bounds on the Eigenvalues K 
We recall here the integral equation (8. 25), which reads, for 
\J :/. 3 /4, 
cp ' (a ) 
0 0 
a { w(o )-w(o 0) cp' (cr) 
A. J } o d o = 0 ' 
2 rr i 'I 8 a 0 CT - 0 0 W'(a ) 
(10. 1) 
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where 
= (3-4\Jf l (10. 2) 
The uniqueness result of Theorem 8. 3 and the equivalence between 
the con1plex variable formulation and the integral equation forrnula-
tion of the basic eigenvalue proble1n, as established by Theorems 
8. 4 and 8. 5, now imply that the eigenvalues A. of (10. 1) must satisfy 
\:x. I > 1 (1 o. 3) 
We note that if A. is an eigenvalue of equation ( 10. 1 ), then -A. 
is also an eigenvalue. This follows from the observation that if 
l'.j) 1 (er ) is an eigenfunction corresponding to the eigenvalue A. , then 
0 0 . ' 
ii:p' (0 ) is an eigenfunction corresponding to the eigenvalue -A.. The 
0 0 
corresponding result for the eigenvalues v of the basic eigenvalue 
proble1n is given in Theorem 7. 4, which establishes that the eigen-
values v occur in pairs of the form 3/4 ± o (O < o < 1/4) 
A lower bound on the eigenvalues A. , of the form 
~ :\ > 1 
0 
( 10. 4) 
furnishes an upper bound on the eigenvalues K. This may be seen 
frmn the fact lhat the eigenvalues v may be written as 
- ~ ±--1-
v - 4 4 \A.\ 
Thus, from (10. 4), we obtain 
3 1 3 1 
v = 4 + ~ ~ 4 + 4A. 
0 
(10. 5) 
(10. 6) 
and recalling that the eigenvalues v and the eigenvalues K are re-
l ated by 
we find that 
K -:: 1/1- \J , 
4A. 
K s --0-
A. - I 
0 
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{I 0 . 7) 
(l 0 . 8 ) 
Some methods for obtaining lower bounds on the e ig e n v alue s 
A. of the integral equation ( 10. l) are given in the r e m ainder of this 
section. For this purpose, it is convenient to r ewrite ( 10. 1 ) as a 
s yste m of two r e al integral e quations as follows . We introduce the 
notation 
is 
a = e (0 s s s 21T) 
I 
2Tr T(a o' a )CJ = 
cr = e 
0 
is 
0 ( 0 ~ s s 21T) ' 
0 
M(s ,. s)+iN(s ,s) 
0 0 
cp I (CT) = p ( S) + iq ( $ ) , ( 10. 9 ) 
0 0 0 
where T(cr , cr ) is defined by equation (8. 26). The int egral equation 
0 
(I 0. 1) may then be written in the form 
21T 
u( s ) 
- 0 
A. J A(s
0
, s)u(s)ds = 0 , 
0 
where the column vector ~EsF is given by 
u(s) 
= (P0 (s) ) 
q (s) 
0 
and the matrix A(s , s) is g ive n by 
0 
A( s , s ) "" (a . ) .. -
o nl3 ( 
M( s , s) 
() 
N{::; , s) 
0 
(10. 10 ) 
(10.11 ) 
N( s , s) ) • 
u 
- M( s , :-; ) 
II 
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Suppose now lhat A. i.s an e i.gt·nvaluc uf (IO. I 0 ), so that. u(s) 
is not idenbcaJJ.y :t:cro and satisfies ( 10. JO). l,<"I 
and 
11~11 = 
2 ., l 
(p +CJ .... )2· ' 
o ·o 
T .!.. 
= (Tr A A)2 
(lL). 13) 
( 10. 14 ) 
T T 
v.:here A denotes the transpose of the matrix A , that is, A = 
(al3a.) and Tr B d enotes the trace of the matrix B = (baP), that is, 
Tr B = b 
r:;..a. 
From equation (10. 10) we have 
2rr 
\t.. \ J \IA( s
0
, s)\\ yl~EsFlyd s , 
0 
and applying the Schwarz inequality we get 
2 2 2rr 2 2rr 2 
\ju(s
0
)\\ ~A { J \\A(s
0
, s)\\ <ls)( gy!~EsFj y ds) 
0 0 
If we now impose the normalization c ondition 
2rr 2 J yj~EsFyy ds = 1 , 
0 
and integrate relation (10. 16) with respe c t t o s ' 0 
2 Zrr Zrr 2 - 1 
A ~ [ J J I\ A( s , s) \I ds ds J . 
0 0 0 0 
we find 
(10. 15) 
(10 . 16) 
1, 1 o. 17) 
( 10. 18) 
Using definition (10.14) and equation ( 10. 12), we rn.ay w rite <10. 18 ) 
in the form 
- l 
> () -.1 NL. )els <ls (lo. j '1 l 
Finally, usjng ( 10. ()) t:o write 
2 2 
M +N = 
we express (10. 19) in the fo rm 
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1 IT(s ,s)\2 
4TT2 0 
2 . 2 _2TT 2TT 2 J-1 
A. "2 2rr [J J \T(s ,s)j dsds . 
0 0 0 0 
(10.20) 
( 10. 2 1 ) 
If, instead of ( 10. 17) we impose the normal ization condition 
max ll~EsFll = 1 , (10. 22) 
se[0,2rr] 
then, from (10. 15) and (10. 22), we find 
2TT 2'!1" 
11 u(s ) I I 
- 0 
~ IA.\ J \IA(s , s)\lmax\lu(s)\lds = 
0 ° s 
IA.\ J \\A(s , s)\\ds 
0 0 (10. 23) 
and using ( 10. 22) again, we obtain 
2;r . 
1 ~ IA.\ max J \\A(s , sJ\lds 
s 0 ° 
(10.24) 
0 
Using (10. 14) and (10. 12), we may w rite (10 . 24) as 
2;r 2 2 l ] - 1 
\ A. \ "2 [max J [2 ( M + N )] 2 d s , 
so 0 
(10. 25) 
or, using (10. 9), as 
l 2'IT -1 
(2 )2 '!1" [max J I T(s , s) Ids J . 
s 0 ° 
(10. 2 6 ) 
0 
Different lower bounds may be obtained by using iterated 
kernels, as we now describe. Writing (10. 10) in the fonn 
2.n 
u(s) :c. A. J A(s ,s)u(s)ds , 
- o 0 n -
it follows that 
that is, 
w h e re 
u(s ) 
- 0 
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2 2lT 2lT 
-- A. J J A(s , l)A(t, s F~EU )cl::; dl 
0 0 ° 
u( s ) 
- 0 
2 2lT 
= A. J A ( s , s )u( s )d::> 1 0 -0 
2lT 
= J A(s , t)A(t, s )dt 
0 0 
\ l 0 . 2 8 ) 
(10.2 9) 
T reating equation ( 10. 28) in the same way as we dealt wjth equation 
( 10. 10 ), we obtain the lower b o unds 
4 2lT 2lT 2 - 1 
A ~ [ J J \ I A 1 ( s , s ) 11 ds ds l , 0 0 0 0 - ( 10. 30) 
corresponding to (10. 18), and 
2 2lT _ -1 
A. ~ [max J \ I A ( s , s ) I \ d s J 
so 0 1 0 
( 10. 31 ) 
which corresponds to inequality (10. 24). 
It seems diffic ult to evaluate the relative merits of the lower 
bounds (10. 21), (10. 26), (10. 30), and (10. 31) in general, but some 
indications may be found from the particular case of Pa s c al's lima-
con, treated in §9, for which the exact eigenvalues are known. Thus , 
from (9. 24) we have the eigenvalues 
A. = ±-l-
Zm2 
and the kernel T(o , a) is given by (9. 15), which reads 
0 
(10. 32) 
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T(o , o) m (10. 35) 
is 
where o = e 
lS 
0 
(O:S:s:S:2rr). 
1+2mo 
Thus, the kernel is independent of o 
0 
0 
e W e now evaluate the integral appearing on the right side of 
inequality (10. 21 ). Let 
2rr 2 
:::: 
2rr 2rr 2 
I= J J \T(s ,s)\ dsds = Zrr J \T(s ,s)\ ds. (10. 34) 
0 0 0 0 0 0 
We write I as a contour integral around the unit circle, that is: 
I = 2.rr J TT do = 
1 0 
2 
m 2rr J ___ d_o ___ _ 
i (1+2mo)(o+2m) ( 10. 35) 
'{ '{ 
The integrand has a simple pole inside '{ at c =- -2m , and so, by the 
Residue Theorem, we obtain 
I = 
2 2 
4rr m 
2 
l-4m 
(10.36 ) 
Recalling the definition of I from (10. 34), the inequality (10. 21) be -
comes 
2 
A. 2 ~ l-4m 
2m2 
(10. 37) 
The right hand side of ine quality ( 10. 26) contains the integ r al 
Zrr Zrr JI T(s , s)\ds = m J __ d_s _ 
0 o o I -is I l+Zme 
which may be w ritten as 
Zrr i 
= mJ(1+4m2 +4mcossf 2 ds 
0 
4m 
l+Zm K(k) ' (1 0 . 38) 
where K(k) denotes the complete elliptic integral of the fir st kind, 
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K(k) 
rr I 2 2 2 -i 
= J (1 - k sin 9 ) d 8 (10. 3<)) 
0 
and k is given by 
l 
k = 
2(2m)2 
1+2m 
(10. -! Ol 
Thus, the inequality (10. 26) reads 
l 1 
::::: (2)2 rr(l+2m)[4mK(k)l- . (10.41) 
For the first iterated kernel A
1
(s
0
, s) define d by equation 
( 1O.29 ), it may be shown that 
1 (10.42) 
I -is I 1+2me 
for the case of Pascal's limacon, and that the inequality ( 10. 30) im-
plies that 
1 
2 22 2 -1 
A ::::: {l-4m ) (1+2m)rr[4m K(k)l (10. 43) 
Using (10. 42 ), it can be shown that ( 1 O. 31) imp~ies 
l 1 
\A.\ ~ (2) 2 rr(l+2m)[4mK(k) ]- , ( 10. 44) 
which is the same as (10. 41 ). 
From relation (10. 4), we know that the eigenvalues ~- of the 
integral equation ( 10. 1) must b e such that 
I A I > 1 • ( 10 . 45 ) 
For the particular case of Pascal's limacon which we are considering 
here, the inequality (10.37) implies (10.45) only for values of lhc pa-
rame t cr, n1 whi c h satisfy 
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m 
2 
< 1I6 , that is , m < . 408 • 
>I< (10.46) 
Inequality ( 10. 43), which uses the first iterated kernel, implies 
(10.45) for values of m such that 
m < . . 42 (10.47) 
while (10. 41) [and (10. 44)] imply (10. 45) for 
m < . 46 . (10. 48) 
The reason why the inequalities (10. 37), (10. 41), (10. 43) fail to pre-
die t result (10. 45) for all values of m in the interval 0 s m < i is 
that the right hand sides of the above mentioned inequalities tend to 
. l >:o!< 
zero as m tends to 2. The underlying reason for this behavior is 
-- -1 
the presence of the quantity [ w' (cr) J in the kerne l T(cr , a ). (See 
0 . 
e quation (10. 33).) As m-+ i , w'(CJ)-+ 0 when CJ = -1. A ttempts to 
remedy this defect and to obtain useful bounds for general classes of 
regions, say, for convex r egions , have so far prove d unsuccessful. 
~::: 
W e recall from (9. 13) that m lies in the interval 0 s m < i . 
:i::: :-::: l 
As m -+ 2 , k in ( l O. 40) tends to one and K(k) --- CXJ • 
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VI. THE EXTENDED MAIN CASE OF KOH.N'S JNEQll/\Ll'L'Y 
11. Derivation of Eigenvalue Probleni. 
In this chapter, we consider the extended n1ain case of Korn's 
inequality, as formulated in § 1: 
(11.1) 
for all u satisfying 
J(u . . -u .. )dV - 0 
R i , J J, i 
( 11. 2) 
1 
ui, jj + 1-2 0 uj, ji 0 in R , (11. 3) 
(i, j = 1, 2 or i, j == 1, 2, 3) 
where o is a real parameter such that -1 <a < i . As we remarked 
rn ~ 1 ' if the vector field ~ is regarded as an infinitesimal displace-
ment field in an homogeneous, isotropic elastic solid occupying R, 
then ( 11. 3) are the displacement equations of equilibrium in the case 
of zero body force, where a is taken to be Poisson's ratio. 
For the special value o = 0, the extended main case reduces 
Lo the inain case which was en1ployed by 'Friedrichs [ l l. In the ap-
plication of Korn' s inequality which motivated the present investiga-
t.ion (see Chapter I), the vector field u to which an inequality of 
the form ( 11 . 1) is to be applied is known to satisfy the differential 
equations (11. 3 ). With a view to obtaining the optimum K
1 
in (11.1 ), 
the side conditions ( 11. 3) are therefore natural ones to consider. 
Our reason for investigating the extended main c ase thus diffe rs from 
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Friedrichs' motivation for .introducing the inai.n case 1. n [l l , where it: 
was en1ployed solely as a device in the proof of Korn 's inequality in the 
second case. 
For the extended main case, we now carry out a prograrn 
analogous to that developed in Chapters II and III for the second case. 
To this end, we begin by posing the following variational problem. 
Fjnd 
D(:_:) 
sup pE~F (11. 4) 
where the supremurn is taken over all vector fields ~ such that S(u) 
t 0 and (11. 2) and (11. 3) hold. .Introducing the constant Lag range 
rnultipliers Kandµ . . (µ,. = 0 for i = j), we consider the functiona l 
lJ lJ 
J [ u ] = D(u)-KS(u)-µ . . J(u . . -u .. )dV . 
- - lJ R i, J J, 1 
A n ecessary condition for a stationary value of J[u] is that 
o J = gO~1 . . ou .. dV - Kz J(u .. +u .. )(ou . . +ou .. )dV 
R ' J, 1 J, 1 R 1, J J, 1 1, J J, 1 
- µ,. J (6u .. -ou . . )dV = 0 . 
lJ R i, J J, 1 
(11.5) 
(J.l. 6 ) 
Th e fir s t variation ou n1ust satisfy the constraints ( 11. 3 ), that is, 
1 
OU ... +-1 2 OU ... = 0 
1 1 JJ - CT J, J 1 
in R. (11.7) 
Introducing the Lagrange multipliers A..( x ) and using e quations (11. 6) 
i-
and(ll.7), we find that ou must satisfy 
- (J9-
J [ zu .. o u .. - ~ (u . . +u .. )(ou .. Hiu .. )- µ .. Uiu .. -on .. ) 
R J , .l J, 1 1, J J, 1 1, J J, 1 .IJ l, J J, 1 
+ A. (OU. . . + -1 12 OU ... >] dV ~~ 0 ' 
l 1, J.1 - cr J, J l . 
which W\' rewrite in the forrn. 
f l 2 u . . ti u . . - Kz. ( u . . + u . . )( o u . . + o u . . )- µ .. ( 6 u. . - cn1 . . ) 
R - J, l J, i i , J J, 1 1, J J, i iJ 1, J J, t 
2cr J +A..( ou .. . + 1 2 ou ... +ou ... ) dV = o . l 1, JJ - cr J, Jl J, lJ .. (11.8) 
Applying the diverge n ce theorem to ( l l. 8 ), we obtain 
J[ou.UK-2)u ... +Ku ... } -ou .. A. . - 1
20
2 ou .. A. . -A. .. ou .. ]dv R J J, 11 1, lJ 1, J 1, J - a J, J 1, 1 1, J J, 1 
+ J'[ou.[(2-K)u: .-Ku .. +µ,.-µ . . }n.+A..(ou . . +ou .. + 1 O~ ouk ko . .Jn.]ds B J J, 1 1, J lJ Jl 1 1 1, J J, 1 - cr , lJ J 
= 0 • (11.9) 
/.\pplying the divergence theorem once more, we find fro1n ( 11. 9) that 
J[ou.{ (K-2)u ... +Ku .. . +A. . .. +It-A. .. . } Jdv R J J, 11 1, lJ J, 11 - a 1, lJ 
[ { 20 I +Jou. (2-K)u .. -Ku .. +µ .. -µ .. -(\ .. +A. . . +-1 2 A.k ko . . )Jn. B J J, 1 1, J lJ Jl 1, J . J, 1 - a , lJ 1 
2a J + A..( OU . . +ou .. + --2- ouk ko . . )n. dS = 0 . 
1 1 1 J J, 1 1- 0 , IJ J 
(11.10) 
We now introduce the 11 surface traction" 6 T associated with ou as 
2 cr 
oT. = (ou .. +ou .. +-1 2 ouk lo .. )n . on B . 1 1, J J, 1 - (] ' < lJ J (11.11) 
Thus, equation (11. 10) may be written 
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(L·-ou.UK-2)u ... +Ku ... +A. ... +-1 21 . A ... }-jdv 
J J, 11 1, lJ J, 11 . - () 1, lJ . 
R 
~ r r . . 20 ·1 1J Lou.1 (2-K)u . . -Ku .. +p .. -~lK-EAK . . +A ... +-1 2 ).._ 1o .. )J·n. B J - ], 1 1, J lJ Jl 1, J J, l - () 'k, c LJ l 
+ 6T .A.. J dS = 0 . 
1 l 
(11. 12) 
Since the quantities u. and T. may be specified independently on the 
1 1 . 
boundary B , the standard arguments of the calculus of variations may 
now be applied to (11. 12) to show that the extremal field u and the 
.Lagrange multiplier~ rnust satisfy the Euler equations 
1 . 
(2-K)u . .. -Ku ... -A. ... - -
1 2 
A. ... = 0 in R, 
], 11 1, lJ ], 11 - 0 1, lJ 
and the natural boundary conditions 
and 
A.. = 0 
l 
on B , 
(11.13) 
(11.14) 
[ 
20 (2-K)u . . -Ku .. +µ . . -µ .. -(A. .. +A. .. + -1 z 
- J, l 1, J lJ J l 1, J J, 1 - (J 
A.k ko .. )Jn. = 0 on B. (11.15) 
' lJ 1 
The extremal field _:i: must also satisfy the constraints 
J (u .. -u .. )dV =: 0 , 
R 1, J J, l 
and 
1 0 
ui, jj + 1-20 uj, ji = in R. (11. 17) 
In a manner similar to that used in §3 , it can be shown that 
the constant Lagrange multipliers µ .. satisfy 
lJ 
µ . . = µ .. ' 
l.J Jl. 
(11.18) 
and thus we arrive at the .following Korn eigenvalue problem in the 
extended rnain case. 
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Vind a pair of vector fields~·~ wil:l1 11 1Hir1-trivi<tl, !·iu1 ·l r 
t.hat 
2 . 2 1 ( 2 - K ) \7 u - K \7 ( V' • u )- \7 A - --
2
- 'V ( 'V • A ) 
- - - 1- CT - 0 in R, (I. 1. I')) 
2 1 
'V u + l-Zcr 'V(V" u) = 0 in R, (lJ.20) 
S (u .. -u .. )dV = 0 , 1 J J 1 R ' ' 
(11.21 ) 
A. = 0 on B , (11.22) 
and 
( · 2 o J (2-K)u .. -Ku .. -(A. . . +A. .. + -1 2 6 .. A. 1 1 ) n. = 0 on B. . J, 1 1, J 1, J J, 1 . - () l.J :e, < 1 (11. 23) 
By a nori-triv.ial vector field ~ we mean u non -constant and by a non-
trivial vector field A. we mean 2=_ not identically equal to z e ro in R . 
In the nex t section, we shall describe some properties of the Korn 
eigenvalue problem ( 11. 19) - ( 11. 23) for the case of two dime nsions. 
12. So1ne Properties of the Eigenvalue Problem in T w o Dimensions 
H e nceforth, we confine our attention to two-dimensional simply-
connected regions R and we write equations ( 11. 19) - ( 11. 23) as 
and 
l 
(2-K)u ·PA-hu1~ 3 -A. AA- -1-2 A.13 R. == 0 in R' a., I t-' t-'• Io, a., t't-' a 1 , , ... a 
l 
ua,, f313 + 1 - 2 0 u ::: 0 j3,f1o. 
s ( U R. - UA )dA = 0 , 
R a., t-' t-'' a. 
A. = 0 
a. 
in R , 
on B, 
(12.1) 
(12. 2 ) 
(12. 3) 
(12. 4) 
[ (2-K)u A-KuR. -(:\ A+A.A + 1
2
_
0
2 6...,AA. >] nR .. 0 cm I3, (1 2 . 5 ) et, t-' t-' , a, a., t-' t-' , a a ......... y , y t-' 
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tl1~ · foll o wing rcinarks t:o Jnakl' concerning Lhe eiglKKD11v ~dK 11 c j>l·nb.11.· 111 
E i~K l) ·- (12. 5). 
Rem.ark 1. If K I= 1 , 1 I a, oo , then the vector fields ~I \. satisfying 
(12 . 1) - (12. 5) are either both trivial or both non-trivial. 
Suppose that u is trivial. Then from ( 12. 1), (12 . 4) we f i nd 
that \. satisfies 
2 1 
'V \. + -- 'V('V·_\.) -· 0 
- 1-Za 1n R, ( 12. 6) 
\. == 0 on B ( 12. 7) 
Thus, A satisfies the homogeneous displacen1.ent boundary-value prob-
!cm of two-dimensional isotropic elastostatics. Since by hypothesis, 
o lies in the interval -1 <CJ < ! , the uniqueness result of Theor em 
7. l implies that \. is trivial. 
Suppose now that the vector field \. is trivial. Then, from 
( !2. 1), (12..2), (12. 5) we find that~ satisfies, for KI= oo, 
2 (2-K)\7 ~ K\7(\7· ~F -· 0 1n R, (12. 8) 
2 1 
\7 ~ + l - 2 CJ \?(\?· u) = 0 1n R, (12 . 9) 
an d 
[(2-K)u A-KuA ]nA = 0 
a.,t-' t-',a. t-' 
on B. (12. 10) 
Equations (12. 8), (12. 9) imply that 
\7
2
u = 0 and in R, (12. 11) 
unless 
Z--K -K 
1 1/1-20 
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= 
2 0-Ka) 
1-20 -- 0 • 
Thus, if K / 1 /cl , J:ron:1 (12. 11) W<> obtain 
( U P. -UA. ) 
a., I-' I-' ' a. ' f3 
0 lD R' 
which i1nplies that 
u · -u - constant 
a:., (3 (3' a. in R. 
The zero average rotation condition ( 12. 3) now implies that 
u = u 
a,(3 (3,a. in R . 
( 12. 12) 
(12. 13) 
Using (12. 13), the boundary condition (12. 10) may be written as 
2 ( 1-K )u a., (3 n(3 - 0 on B . ( 12. 14) 
Thus, if K :/: 1, 1 I a 
' 
the v e ctor field u must satisfy 
'il2 n .. 0 in R (12. 15) 
and 
- 0 on B (12. 16) 
By the uniqueness result for the Neumann problem, we se e that u 
n'.lust be trivial. This completes the verification of the ass e rtion made 
in Remark 1. 
Remark 2. K = 1 is an eigenvalue of infinite multiplicity of ( 12. 1) -
( l 2. 5) foe any . .region. 
We take A to be "identically zero and u '" (u1 , u2 ) , whe re u 1 c. 
cp , u
2 
= - $ and cp, ~; are conjugate harmonic func tions. Direct cal cu-
lation s hows that (12. 1 )-(12. 5) are ide ntically satisfied for any c hoic e 
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.Re111ark 3. K ::. c.x> is not an eigenvalue of (L2. 1 )- (12. 5 ). 
e1nd 
When K =co, (12. 1)-(12. 5) become 
u + u = 0 
a., [3[3 [3, (3a 
·'· 
··-
1 
u +--u =0 
a,[3[3 l-2cr [3,j3a 
s ( U R. - UA )dA = 0 
R a,t-- t--• a 
A. -- 0 
(J, 
r. U r:) +uA ]nP. .:, 0 
a, t--• a. 1.J 
in R, 
in R, 
on B 
' 
on B . 
(1 2 . 17) 
( 12. 18) 
(12. 19 ) 
(12.20) 
(12. 21) 
H c1 = 0, then (12. 17 ), (12.18 ) coincide and the proof of Remark 3 , §4 
rnay b e directly applied in the present case to show that u is trivial. 
Suppose now that a f:. 0 . Then (12. 1TF~ (12. 18) imply that 
u = 0 
a, [3(3 and u = 0 13, f3a in R. 
Thus, we obtain 
(u - u ) = 0 
a., [3 [3, a , 13 
in R, 
which i1nplies that 
u - u :; constant 
a., µ [3, a in R . 
The zero average rotation conditi on ( 12. 19) now gives 
u = u 
ex., 13 f3, a in R . 
Using ( l.L 23 ), the boundary condition. (12 . 21) hecmnes 
Du 
_,, 
.. -
a. 2 
u a, [3 11(3 =: .2 an 
See footnot e, page 21. 
-- 0 on B . 
(12.22) 
(12.23 ) 
(1 2 . 24) 
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.Equations (12. 22) and the boundary conditions (12. 2 ·1 ) in1pJy that. u 1s 
trivial. 
Rcrnark 4. (i) The e i genvalues K of (12. 1)-(12. 5) arl~ real a nd K '.? l. 
{ii) Every solution of (12. l), (12.2), (12.4), (12. 5) satisfies 
the nonnali:r.ation condition 
J(u R -UR )dA -- () 
R a., t-' I-'• a 
The verification of the assertions made in Ren1ark 4 presents 
no difficulty and will be omitted. 
Remark 5. When the parameter K = l/a, the problem (12. 1)-(12. 5) 
reduces to the Korn eigenvalue problem in the second case. 
When K = l/a, equations (12. 2) and (12. 1) imply that the 
vector field /... satisfies 
/... +--1 -A. -- 0 
a..1313 1-20 f3, 13a. in R, (12. 25) 
A. = 0 
a. 
on B. (12. 26 ) 
T hus, ~ satisfies the homogeneous displacement boundary-v alue 
prohle1n of plane elastostatics with -1 < a < 1- , and so by Theorem 7 .1, 
A is trivial. tith~ trivial and K = I/a, the pr o blem (12. 1 )-(12. 5) 
is exac tly the Korn eigenvalue problem (5. 3 ), (5. 4) in the second c'ase. 
Using the results obtained in Chapter Von the K-spectrum f or 
the second case, we may assert the following with regard to K = l/ o 
in the extended main case: 
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(i) If -1 < o s: 0, K = l/ o is not an eigenvalue of (12. 1)-(12.. 5 ) 
fo r any region. 
(ii) If 0 < o < 1/4 or 1/4 < o < 1/2, K = l/o may be an eigen-
value of finite multiplicity. 
(iii) If a ::: 1/4, K = 4 is an eigenvalue if and only if the region 
R can be 1nappcd conformally by a rational fun c tion onto ihc unit dis c . 
When K ::: 4 is an eigenvalue, i t has infinite multiplicity. 
13. Transformation Theorems 
In this section we s tate and prove-theorems which establish an 
equivalence between the Korn eigenvalue problem (12. 1)-(12. 5) in the 
extended main case and the displacement boundary-value problem of 
plane strain in linear isotropic elasticity. We first show that the 
vector fields u and A. which satisfy (12. 1)-(12. 5) ar e expressible in 
terms of vector fields 
(1) 
u ~ (2 ) which satisfy uncoupled homo gene-
ous displacernent boundary-value problen~s with suitable re s pective 
P • I t' (1) (2) _ 01s son s ra ios v , v . 
2 
Theorern 13. 1. Suppose u, ~ e: C (R+B) and satisfy 
and 
1 
(2-K)ua.,(3(3-Ku(3,(3a.-A.a.,(3(3- l-Zo A.(3,(3a. = 0 in R, 
1 
u +--u =0 
a.,13(3 l-2cr j3,(3a 
A. = 0 
ex. 
in R, 
on B, 
(13. 1) 
(13. 2) 
(13.3) 
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2. a -1 \{2-K)u A--Ku,:,. -(A r:i.+"-,:i_ t -1--2 o,.,i'.\A ,> . n) 
c:r., ,_, ,_, , a a, ,_, ,_, , a. - G u..i-- y , '\ I 0 on ['. , ( l .L 4 ) 
·where o is given, -1 <a<-}. Suppose K :f 1, l/o, lX> an<l define the 
real nun-ibers AO>, A(Z) by 
(1) 
2(1-Zo)(l-Kcr)A = -Z(cr-l)(l-Kcr)-(l-2cr)(K-l) 
2 2 2 2 .! 
+ [ 4( er -1 ) {I -Ker) + ( 1 - Zcr) ( K- 1 ) ] 2 , 
2 ( 1-20)(1-KCT )A (2 ) = -2(cr- l )(1-Kcr )-{l-2cr ){K-1) 
(13. 5) 
2 2 2 2 .! 
-[4(o-l) 0-Kcr) + 0-2cr) (K-1) ] 2 
(1 ) (2) 2 
Then there exist two vector fields ~ , u E: C (R+ B) such that 
(i) 2A(o)u(o)f3 = K(u"' -u A)+2(1-K)uA -2(1-K)o,...Au 
a., I-'' ex. a, ,_, ,_,, ex. uKKi~ Y' Y 
-(A.A. -A. A)-2A( 0 \ A.+ 2 (l-cr) 6 A. , (6 = 1, 2) 
,_,, a a, ,_, a,, ,_, 1 - 2cr a., f3 y, y 
(ii) 
(iii) 
\Vherc 
( 0) 
\) 
Proof of Theorem 13. 1 
(o) 
u = 0 
(13. 6) 
in R , (13.7 ) 
on B (13. 8) 
(6 = 1,2) (13. 9 ) 
(1) (2) 
We first show that there exist vector fields u ,_:: satisfy-
ing (13. 6). For 6 = 1 or 2, let 
( 6 ) 
11 
nP 
-78-
K ( u - 11 -) )+ l ( l - K )uR. - l (1 - K) o 3 u f3, a. a., I t', o. aj y , y 
-(A. -A. )-2A(.S\ + Z{l-o) 0 A. p, Ct O., 13 0., ~ ] - 2 CT aJ3 y, y (U . 10) 
w h e re A(o) is defined by (1 3 . 5 ). Direct c al c ulation shows that for 
fi = 1 or 2 
E: e: H(o) = H(o) -H(o) = -2(1-K)u +[ 4 (l- O' ) -2A (o)]A. 
pµ f3 v r13 , v [3(3, µ vµ, v y , yµ l-2cr y, yµ 
- (2 -K)u +Ku +2(1-K)o u - (1 -2A(0 »A. +A. µ,vv v ,µv vµ y,yv v ,µ v µ ,v v 
Z(J.-CJ) o A. -· - (2-K)u +Ku +A. + - 1 - A. 
1-20' vµ y,yv µ,vv v,vµ µ,vv 1-20 y,)'µ (13.11) 
w h e r e we have used the identity 
E: E: = 0 0 -6 0 pµ (3v pf3 µv pv µ[3 (13 .12) 
Since ~D ~ satisfy (13. 1 ), it follows from (13. 11) that 
e E: H( 0 ) = 0 in R . ( o = 1, 2 ) 
pµ (3v pf3, v (1 3 .1 3) 
Multiplying ( 13. 1 3) by E: and using ( 13. 12) contracted on µ, v we 
a.µ 
find that 
E: H(o) = H(o) -H(o) = o 
!3 v a.(3 , v a. l , 2 cx.2 , 1 mR. ( 1 3 .14) 
Equation (1 3. 14) and the simple connectivity of R imply that there 
(1) (2) 2 
e xis t functions u , ~ E: C (R+B) , unique to within an a rbitrary 
additjve constant, ·such that 
(6 = 1,2) 
vv h e re H(o) is given by (1 3 . 10). Thus , (13 . 6) holds. 
ex. f3 
(1 3 . 1 5 ) 
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1 h l ( . ld ( 0 ) { 13 ) . J T o s 1ow t at t J e v ec t o r Le s u of . . 15 s ati s fy t i e 
c·quations (13. 7) with ) 0 ) given by ( 13. 9 ), we proC'ce d a i; rollow:,;. 
Equations { 13. 15 ), (13. 10) provide, for 6 =.: 1 or 2, 
. ( 0 )l- ( 0) ( 0) ( 0) - 1 { 0) ··1 • 
.!.A u A +A [A (l-2cr)-2(1-o)} uR. A J"' EO-hFu1~ 3-Ku A 0.,t-'13 t-'•t-'0. t-'•°' a.,, .. (3 
-2(1-K)u +(l-2A( 0 »A. A-A. + 2 (l-cr) A. 
-y, y ct a., 13 t-' 13, a.i3 1-2 a '(,ya 
1·A(o)[A(o)(l-2o )-2·(1- cr )}- 1[-2(1-K)u +{ 4 (l- cr ) -2A( o )} A. J 
y,yo. 1-20 y,ya. 
(o) 1 (o) · 
+(l-2A )(A. AA+ - 2 A. ) · ::: [ (l-2A )(2-K)-K Ju . a., t-' t-' 1- a y, '(a. a, 13 (3 
(13. 16) 
where we have used (13. 1). The right hand side of equation (13. 16) 
may b e written as 
( o) . ( o) [(l-2A )\2-K)-K][ua,l3l3+£(A ,K,cr)u(3,(3a.J, (13.17) 
·wher e 
f(A,K,cr) ' 
2A[. KA(l-2o )-2K(l-a )- (1-K)] [ (l-2A)(2-K)-K T1 [A(l-2o ) - 2(1- o )]- 1 • 
(13. 18) 
Now from the definitions ( 13. 5 ), it is readily v erifie d tha t A = A (1) 
and A = A (Z) are the roots of the quadratic equation 
2 A (1-2cr )(1-Ko )+A {2 (cr -1 )(1-Kcr )+(1-Zo )(K-1 )}+ (cr -l)(K-1) = 0 . (13. 19) 
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Dy making us e of this observation, it can be shown that for 6 :.. 1, "!. , 
(o) . -1 
f \A , K, a ) has the value {l-2cr ) , and so, by (13. 1.7), w e f'ind that 
th~: r ·ight h and ~idc of e qu ati011 (13. l(i) is equal to 
[. U> ) J 1· l ·1 (l-2A )(2-K)--K .. ua., Ar-~+-_- u 
1jl-' 1-Zo 13,f}a. (13.20) 
= 0 (13. 21) 
hy v irtue o f equation (13. 2 ). Thus, for 6 = 1 or 2 , we have s hown 
J h f - ld ( 6 ) . £ - ( 1 3 7) . th ( 6 ) -t 1a t t e vector ie s u satis y equations . , w1 \J given 
by( l 3 . 9). 
To establish the boundary condition (13. 8 ), we note that e R.n 
'fr' y 
is tangent to B so that by (13.15) we have for o = 1 or 2, 
du(o) 
2A (o) p 
ds 
(o) 
= H e n 
pf3 yf3 y 
on B. 
W e thus obtain, with the aid of (13. 10) and (13. 12), 
du ( o) 
p 
ds 
( 0 ) 
-- e: e R.H R.n pµ 'YI-' Pl-' '( 
2 (1- a ) 
.. [ (2 -K )u -Ku +A. -A. - A. 6 
.. \.-l,y y,µ y,µ µ,y 1-20' p,p µ '( 
-2A(o)p... -A. o )Jn 
y, µ p, p µ'( y on B . 
I 
S i nce e: R.n is tangent to B, for any vector field ~ we have 
Yt-' y 
d A. 
(13. 22) 
(13.2 3 ) 
E: __e_ = € E: n A. = (A. - A. o )n on B , ( 1 3 . 2 4) pµ ds pµ yi3 y p, f3 y, µ f3, f3 µy y 
where we have us e d the identity (13. 12). The boundary c ondition (13 . 3 ), 
in conjunc tion with ( 13. 24), implies that 
(A. -A. 6 )n = 0 
'(, µ f3' f3 µy '( . on B. (13 . 25) 
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T hus, we may write (13. 2 3) as 
du(&) 
e 
ds = [(2-K)u - Ku -(A. +A. +~ o A. ) Jn µ,y y,µ y,µ µ,y l-2cr µ.y p,p y 
:::: 0 o n B , (13. 26) 
b y virtue of the boundary condition (1 3 .4). Mu.ltiplyi.n g (l 'L26 ) b y 
I~ and using 
op 
(1. 3 . l ?.) cont:racted on\!,µ we gel' 
( b) 
( 0 ) du ZA a. - 0 on B . dS (13. 2 7 ) 
By c hoosing the arbitrary additive c onstants suitably in the construc-
tion of ~EoF in (13. 15), we may arrange that th~ boundary c ondition 
(13 . 8) h olds. This completes the p roof o f Theorem 13. 1. 
We also have a converse result to Theorem 1 3 . 1 w h:i ch, when 
· t t f . ld (I) <2 > t . f · d . 1 l d g1 ven w o vec ·or ie s ~ • 2:: sa is y1ng isp a cement )Oun ary-
value proble n1s, e n abl e s us to c onstruct vec tor fields ~· ~ satisfying 
t:h. c Korn e igenvalue problem (1 3. 1) -(13. 4). W e state this r es ul t as 
follows . 
T heor e n1 1 3 . 2. 
(l) (2) (1) (2) 
Let A I= l , A -/: l b e real num .b e rs (A . > A ) 
s u c h that 
(1>2 (1) (2 o -l)A +(3-40 )A +(cr -1) 
(i) z 
(1) 2 (1) 
- cr (l-Zo )A +(l-2 cr ) .A +(cr-1) 
(2cr-l )A(2 )
2
+ (3 -4cr )A(2 ) +(o - 1) 
= 
-cr(l -2o )A(2 F~t-{l-OoO )A( 2 ) +(o -1) 
(1 3 . 28) 
( . . ) F " 1 or 2 th t u(&) c- c 2 (R+B) d · f' i1 o r u = , suppose a "' an s at1 s ies 
(13.29) 
where 
( 0) 
\ ) 
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( 6) 
u = 0 on B , 
0-CJ) 
... n+---
A (6) 
(13.30) 
( l .'$. 3 l) 
2 (l) (2) 
Then there exist vector fields ~· 2:_ E: C (R+ B) related to u , u by 
( 13 . 6) and satisfying equations ( 13. 1 )- (13. 4) of the Korn eigenvalue 
problcni. with 
K -· 
(6)2 (6) (2a-l)A +(3-4o)A +(cr-1) (6 = l, 2) (13. 32) (ol 2 · (o) 
-cr(l-2a)A +(l-2cr )A +(cr-1) 
The proof of Theorem 13. 2 proceeds along lines similar to 
that of Theorem 13. 1 and will be omitted. We return now to Theorem 
1 3. 1 and n1.ake the following remarks concerning the range of values of 
) 0 ) , ( 6 oo. 1 or 2) defined by (13. 9 ). A'$ we shall show presently, de-
(1) 
pending on the location of K and CJ, one of the two pararneters v or 
) 2 ) will always lie in the range for which the displa c ement boundary-
value problem has a unique solution. Thus, in Theorem 1 3 . 1, eithe r 
(l) ( 2 ) ·11 b. 'd t" 11 
_ ~ or ~ w1 e 1 en 1ca y zero, so that we arrive at an equiva-
l e nce between the Korn eigenvalue problem (13. 1)-(1 3. 4) and a single 
displacement boundary-value problem. We state this result as follows. 
'fheorer:n 13. 3 . iet~D 2:_ be non-trivial solutions of the Korn eigen-
value problem (13. 1)-(13.4) with eigenvalue KI l/o , 1. Ld the 
(1 ) (2) 
v e ctor fie lds u u be as in Theorem 13. 1. 
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( i.) If -I <a$0 , then (2) 0 and ( 1 ) non -tr ·iv i al. u -- ll ·1s 
(-i i) Tf l <o-< ~ aHd J < K < l/ n , th 0.11 (2 ) () a 11<1 ( I ) LI .. II l.S lll>ll -
! 1· i.v ial. 
( i."i i) H 0 < Cq < ~ and K > l I CJ , the n u ( 1 ) "" 0 and ( 2 ) ll 1 s non -
tr.ivial. 
Proof of Theorem 1 3 . 3 
The range of v alues of ) 1 )' ) 2 ) define d by (1 3. 9 ), will de-
p end on the range of values o f A (1 )'A (2 ) · respe ctively. We first of all 
. . (1) (2 ) . 
cxarnrne the behavior of A , A as functions of K for fixe d a in 
- 1 < 0 To this e nd, we introduce the quantity 
R e calling the definitions (1 3 . 5) of A(l) and A(2 ), we have 
We s e t 
l- a 
l-2cr 
2 l 
[ 1- cr 2Jz X + ( l-2cr ) + X 
2 .!. 
= 1-a [( .l.::.<2_ ) + xz l"~ 
l-2 cr -X- l-2cr J 
= ( l-2cr}X 
y l-0 ' 
and wri.Lt' ( 13 . 34 ), ( 13 . 3 5) respectively as 
(1 ) 1-a 2 J A ,. - - [ 1-y+ ( l+y ) J l-2cr · - ' 
(2 ) 1 a 2 _t 
.A -- 1 -;cr [ 1-y- (l+y )z] 
(13. 33 ) 
( 13. 34) 
(13. 35) 
(13. 3 6) 
(13 . 3 7) 
(13 . 38) 
-84-
The rang e of K of interest in ( 13. 33) is K > 1 . From equations 
( 1 ) (1 3 . 33), (13. 36), (13. 37) and (13. 38) it may be ve r i fi. e d th a t A a n d 
( 2 ) . f } . 11 . . . 1. t . /\ sat1.s ·y t 1c fo owtng .mequa. 1 1.cs. 
( j ) .lJ - l -.:: n ;;.: 0 , th en 
and 
A (2) 0 < ' 
l < A(l) < 2( 1-a) 
l-2a 
(ii) If 0 < a < i and 1 < K < 1 I a, then 
A (2 ) < 0 
' 
and 
~ < 
I - l. 1i 
~ 2(1-a) 
.... ---
1-~ El 
(ii j) 1f 0 < o < i and K > l I o , the n 
<lnd 
2(1-cr) (1) 
1 -Za < A . 
1-o 
I - G ( T 
(l..L3 9 ) 
(13. 40) 
(13.41) 
(L). 4 2) 
E1i 4 -~F 
(13. 44) 
We recall now the definitions ( 13 . 9) of \J(o) (o = 1 or 2) as 
(o) 
\J 
( 1-a) 
= (J +---
A (o) (13. 45) 
U s ing the :inequalities (1 3 . 39) - (13. 44), we deduc e the following in-
~·q11alib e t> for ) l) and ) 2 ) 
( i ) Jf - 1 <. o ::-:: 0 , then 
(2) 
\) < 0 ' (1 3 . 4 6) 
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and 
~-<yFElF<l 
(ii) HO<o-<-} and l<K<l/o, then 
and 
\! 
(2) < _!_ 
2 
i < ) l) < I-a 
(iii) If 0 < <.T < k and K > 1/ CJ , then 
( 2) 
1-n < \J < 1 , 
and 
( 1 ) l \) < z . 
(13.47) 
(13. 48) 
(13 . 49) 
(13. 5 0) 
(13. 51) 
From Theorem 7. 1, we have the following conclusion with re-
gard to vector fields u ( 0 ) satisfying the homogeneous displacement 
boundary-value problem (13. 7 ), (13. 8): 
. (o) i (o) (o) 
If \J < z or \J > 1 , then u = 0 . (13. 52) 
The result (13. 52 ), in conjunction with the inequalities ( 13. 46), (13. 48), 
and ( 13. 51) establishes the statements (i ), (ii), and (iii) of Theorem 
13. 3 concerning the identically zero solutions u ( 0 >. The relations 
(13. 6) of Theorem 13.1 may be uniquely inverted to express A f3' 
a., 
. £ (o) 
u 1n tern~s o u , . 
-y,µ p,/\ Since ~· ~ are non-trivial, we see that both 
t1 ( 1 ) and u ( 2 ) cannot be trivial. This concludes the proof of Theorem 
13. 3. 
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Theorem 13. 3 , together with Theorem 13. l, e nable ::; us l:ll 
construct a non-trivial solution of the hornogencous dis placcrn e nt 
b o undary-value problem ( 13. 7 ), ( 13. 8) with a certain eigenvalue v , 
w hen we are given a non-trivial pair ~I ~ satisfying the Korn eigen-
value problem (13. 1)-'(13.4) with eigenvalue K. A converse to thi s 
:re sult inay be formulated by using Theorem 13. 2. Our inter e st in 
this work is n1ainly concerned w i th the eigenvalue s a nd we wish to 
:->I.ate the follow ing theoren1, which may be establishe d by ubliz in g the 
pr ecedjng results of this section. 
The orern 13. 4 . Let \I b e an eigenvalue of the homog e n e ous displac e -
1ne nt boundary-value problem of plane strain 
2 1 
'i/ ~ + 1 - 2 \} 'i/ ('V. w) = 0 in R (13 . 5 3 ) 
w = 0 on B (13 . 54) 
wi th i ~ v < 1 . The n 
K(v, o ) --
2 - 2 
0 -Zav-\1 +3v- l 
------ --·--
{l - \/ )(Za2 - la-1 \ )) 
(L ) . 5 5) 
is an eigenvalue of the Korn eigenvalue problem [ (13. 1)-(13. 4)] in the 
extended main case. Conversely, let K be an eigenvalue of ( 13. 1 )-
( 13. 4 ). 
(a ) If - 1 < a ::; 0 or if 0 < a < i and 1 s K < 1 I a , then 
2( 1-a )(1-Za )(1-Ka) 
v = a + --------'------'----'----'--------------2 2 2 2 .!. 
- 2(a-l)(l-Ka )-(l-2a )(K-1)+ [ 4(a-l) (l-Ka) +(l - Za ) (K-1) ]z. 
(13. 5 6 ) 
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1.s an e igenvalue of ( 13. 53 ), ( 1 3 . 54). 
(b) If o < a 
\' - er + 
I <z and K > 1 I CT , the n 
2{1- a )(l-2a )p-Kcr) 
----------------
I 
2 2 2 2 <! 
- 2 (er -I )(I-Ka )- (l-2 cr )(K-1 )- [ 4( o -l) (1-·KIJ ) + (1- Zo ) (K - 1) l 
(l.3. 57) 
is an eigenvalue of (13. 53), (13. 54). 
( c ) If 0 < a < i and K = 1 I a , then 
\J = 1- a (13. 5 8) 
is an e ige nvalue of (13. 53), (13. 54). 
We conclude thi s section by m .aking some r emarks c oncerning 
Theo r em 1 3 . 4. Further dis c ussion of th e results obtained h e re will 
L>c given in the next secti o n. Whe n \J - .!. 
- 2 ' the equation (13. 55) yields 
K(i, er ) :.:: 1 and the result checks with Remark 2 of § 12. Conversely, 
substitution of K = 1 in (1 3 . 56) yields \J = i , and the r e sult is con-
sistent with the fact that \J = i is an eigenvalue of (1 3. 53), (13. 54) for 
any r egion. Assertion (c ) of Theorem 1 3 . 4 states that i f K = l/a is 
an e ige nvalue of (1 3 . 1 )-(13. 4), then \J = 1 1 K is an eigenvalue of the 
displacc1nent boundary-va lue problem (13. 53), (1 3 . 54). In view of our 
R e inark 5 of § 12 concerning the value K = 1 /cr, this statement i s 
equi v alent to Theor em 5. 1 c oncerning the Korn eigen v alue problem in 
the second case. 
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· 1-±. Dis c ussion of the Results of § 13 
The r esu.l t::; of§ 1 3 , whi.ch cs tah.1 i sh an f!quivalc11n· b1d:w1,c11 Uw 
l\ . .i1·11 l '. i.gt•nva.lue prubKl t~Krn in the ex tended Jnain cas<! a1 1d the di::;pla c1' -
rnent boLmdary-value problem of plane strain for simply-connected re-
gions, e nable us to deduc e properties of the K- spectrum from the 
kJlown r e sults on the \!-spectrum for the displacem e nt boundary-v alue 
problem, which were given in Chapter IV. W e recall here e quation 
(13.55), 
K( \! , a) = 
2 2 
a -2crv-v +3v-l 
2 (1 - \I )( 2 a - 2 a+ v ) 
(14. 1) 
"" hi<-h r e lates 1ge~ eigenvalues \! to the eigenvalues K . It can be 
shuwn that, for fixed CJ in (-1,i), K(\!, CT ) is a monotonic in c reasing 
function of \I in [i, 1). Thus, the largest eigenvalue K of the Korn 
problem is obtained by using the largest eigenvalue \! in the interval 
n, 1) of the displacement boundary-value problem in e quation ( 14. 1 ). 
W e consider first the c ase of a circle and state the following result. 
(i ) The c ircle. 
From equation (9. 9) of Chapter V, we know that for a circle, 
lhl~ \J-s p c ctrurn consists o f the disc rete set \J =- l, 1/4, 1/2, e a c h oc-
c urring with infinite mu.ltiplicity. Thus, from T h eorem 13 . 4 we de-
duce that the K- spectrum for a c ircle in the exte nde d main cas e con-
s ists of the values 
hE ~ I er ) -- l K(3/4,0) ::. 
2 160 -240+ 11 
8a2 -8a+3 (14. 2) 
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each occurring w ith infinite multiplicity. The largest eigenvalue i s 
K(3/4,cr) = 
which lies in the inl crval 
16cr2 -24cr+ ll 
2 Ba -8cr+3 
51/19 < K(3/ 4 ,cr) ~ 4 , 
( 14. 3 ) 
( 14. 4) 
f1.H - I < a < ·} The maximum value of K( 3 / 4, a) is attained w h en 
er =: 1/4, so that 
K(3/4, 1/4) = 4 (14. 5) 
Recalling equation (9. 11 ), w e see that the largest e igenvalue for a 
circle in the extended main case is always less than the c orrespond-
ing e i genvalue in the s econd case, unless a = l / 4 , in which event 
IJOtl1 eigenvalues are equal. The l a tte r observation is c onsis t ent with 
Ren1a rl;. 5 of § 12 c oncerning the e igenvalue K = 1/0 . 
(i i ) R egions n1apped conformally onto the unit d i s c by a rational 
mapping . 
Recalling Theorem 8 . 8 regardin g the eigenvalue v =-= 3 / 4 , we 
deduce the result that K(3/4,a), d efin e d by (14. 3 ), is an ei$enva l ue 
for the Korn eigenvalue problem in the extended main case if and only 
if the region R can be mapped c onformally onto the unit dis c b y a 
rational fun c tion. Moreover, whe n K(3/ 4, a ) is an eigen valu e , it has 
infinite nmltiplicity. 
In §9.(ii), we found the spectrum 
v 
1 3 
2' 4 
2 
m 
2 (1 4.6) 
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for Pascal's li1nacon, whe r e the v alue s 1/2, 3 /4, 1 oc c ur with in-
{i ni.l e ni.ultiplicity a nd the uther eigenvalues h ave f :inU:e Tnultiplic ily. 
0 ~:in< 1. Usin g 'f h eo r en1 1 3.4, a nd equation (14.1), we find I.hat 
the largest eigenvalue for Pas c al's lamac on in the extended m a in case 
is g iven by 
K -
2 2 2 4 160 - 0 (24+16m )+11+12m -4m 
2 2 2 {1-Zm )(80 -80+3-t-2m ) 
3 m 2 
corresponding to the eigenvalue \) = 4 + 2 of ( 14. 6 ). 
(iii ) The largest e i genvalue . 
(14. 7) 
A~• in §9 (ii·i ), we may conclude that for a g ive n region R , 
I.h ere is in fa c t a largest eigenvalu e K in the extende d n1-ain cas e , but 
that there i s no upper bound for the eigenvalues K valid for all re-
gions. For regions which c an be mapped conformally onto the unit 
dis c by a rational transformation, the largest eigenvalue K in the ex-
tended in ain case is not l ess than K(3/4, 0 ) as given in (14. 3 ). 
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