In this note we study a multivariate extension of the median obtained by considering the median as the L1 location estimator. Contrary to other multivariate extensions, this multivariate estimator yields simultaneously a location estimate and shape/scatter estimate. We investigate properties of the estimator such as the influence function and asymptotic variances and compare it with other estimators of location and shape.
Introduction
Our aim is to estimate the location and shape of a multivariate data set.
Desirable properties for such estimators are affine equivariance, a bounded influence function, a positive breakdown value, high efficiency and easy computability. In this note we consider a simple extension of the median to the multivariate setting.
Several multivariate generalizations of the median have already been
proposed. An overview has been given by Small (1990) . The spatial median (Brown 1983) or mediancentre (Gower 1974 ) and the orthomedian (Grübel 1996 ) have a 50% breakdown value (Lopuhaä and Rousseeuw 1991) but a drawback is that these estimators are only orthogonally equivariant.
Other median type multivariate location estimators are Tukey's halfspace median (Tukey 1975) , the Oja median (Oja 1983) , the simplicial depth median (Liu 1990 ), the transformation-retransformation median (Chakraborty and Chaudury 1996) and the multivariate median of Hettmansperger and Randles (2002) . A straightforward way to define an affine equivariant multivariate median is by minimizing the sum of the Mahalanobis distances.
Contrary to the medians cited above, this estimator comes naturally with an accompanying shape/scatter estimator whose properties are given as well.
The outline of the paper is as follows. In Section 2 we formalize the estimator. Section 3 gives the influence function of the estimator at elliptical distributions and Section 4 studies the efficiency. Section 5 compares the An L1-type estimator of multivariate location and shape 3 estimator with other estimators. Section 6 contains an example and we conclude in Section 7.
The estimator
Let x 1 , . . . , x n be a sample of p-variate observations. The estimator is then defined as the solution (μ 1 ,V 1 ) that minimizes the sum of the distances
is the class of positive definite symmetric matrices of size p. For p = 1 it is clear that the estimator is the (L1) median. The estimator is an extension of the univariate median that is obtained by considering it as the L1 location estimator. Note that by constraining the determinant of V to 1, we get an estimate for the shape of the data cloud.
On the other hand let us consider the estimator (μ 2 ,Σ 2 ) which is obtained as the solution to the problem of minimizing det C subject to the
among all (m, C) ∈ R p × PDS(p) and for some b > 0. If the observa- As in Lopuhaä (1989) it can be shown that both (μ 1 ,V 1 ) and (μ 2 ,V 2 ) satisfy the first order conditions:
with j = 1, 2. Hence, since the objective function is convex, both estimators are equivalent. In the remainder we will denote the estimator by (μ,V ) which due to (2)-(3) belongs to the class of multivariate M-estimators.
The estimating equations (2)-(3) can be solved easily by using Iteratively
Reweighted Least Squares with weights w i = 1/d i (µ, V ). To obtain initial weights, we calculate the empirical mean and covariance. However, the convexity of the objective function in (1) implies that the algorithm always converges to the unique global minimum, independent of the choice of the initial weights.
Influence function
The influence function of a functional T at a distribution H measures the effect on T of an infinitesimal contamination at a single point (Hampel et al. 1986 ). If we denote by ∆ x the point mass at x ∈ R p and consider the contaminated distribution H ,x = (1− )H + ∆ x then the influence function An L1-type estimator of multivariate location and shape 5 is given by
For any distribution H on R p , the functional corresponding to the L1-type estimator is the solution T (H) = (μ(H),V (H)) that minimizes 
with X ∼ F 0,I . For the corresponding scatter functionalΣ(H) we obtain
An outline of the derivation can be found in the Appendix.
Note that for elliptical distributions the influence function of the location functional is the same as for the Oja median (see Niinimaa and Oja, 1995) .
Hence, similarly as for the Oja median, the influence function coincides with that of the spatial median for the special case of spherical distributions.
Efficiency
General results of M-estimators guarantee consistency and asymptotic normality of the L1-type estimator (see e.g. van der Vaart (1998) Theorems 5.7 and 5.23). The asymptotic variance-covariance matrix forμ at the model distribution F 0,I can now be obtained as
(see e.g. Hampel et al., 1986) . The influence functions of the L1-functional (4)- 
For the scatter matrixΣ the asymptotic variances become:
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The asymptotic relative efficiencies (ARE) of the location estimator with respect to the empirical mean (given by ARE(μ, X) = ASV(X)/ASV(μ)) at elliptical distributions equal those of the Oja median (Hettmansperger, Nyblom and Oja 1994) and the multivariate median of Hettmansperger and Randles (2002) . Figure 1 shows the ARE at the multivariate normal N p (0, I) and t 5 -and t 8 -distributions for increasing dimensions. For t-distributions the location estimator is more efficient than the empirical mean. As for many estimators, the ARE increases with the dimension. Figure 2 shows the ARE of the shape estimator. Note that for the empirical shape matrix estimator C it holds that ASV(C ii , N p (0, I)) = 2 − 2/p and ASV(C ii , t ν ) = (2 − 2/p) ν−2 ν−4 . The conclusions are the same as for the location estimator and the efficiency difference is even larger. For the off-diagonal elements of the scatter estimator the ARE is the same as for the shape matrix ( Figure 2 ). Figure 3 shows the ARE for the diagonal elements which show a similar behavior.
We now compare the asymptotic results obtained above with the finitesample behavior of the estimator. Based on m = 5000 data sets with n observations and p variables generated from an elliptical distribution we estimate the finite-sample variances of the location estimatorμ as n ave 
An L1-type estimator of multivariate location and shape The accuracy of an off-diagonal element is measured by the mean squared error (MSE):
Finite-sample efficiencies for data generated from the multivariate t 8 -distribution are given for the location estimatorμ (Table 1) , off-diagonal elements of the shape estimatorV (Table 2 ) and diagonal elements of the scatter estimator Σ ( Table 3 ). Table 1 shows that both finite-sample and asymptotically the efficiencies of the L1-type location estimator are better than those of X for p ≥ 3. The finite-sample efficiencies show the same behavior as the asymptotic relative efficiencies but are a bit lower. We compare the γ M and α C functions of several estimators: the L1-type estimator, the empirical mean (X) and covariance (Cov), the Minimum Co-variance Determinant (MCD) estimator (Rousseeuw 1984 ) and S-estimators (Davies 1987 , Lopuhaä 1989 ) with Tukey's biweight ρ-function. The γ M functions are given in Table 4 and Figure 4 shows them for p = 2 at a bivariate normal distribution. We used the MCD-and S-estimator with 25% breakdown point. For robustness, γ M should be continuous and bounded. The L1-type estimator satisfies these conditions, but because it is a constant function, outliers do not have a smaller effect than the rest of the data. Outliers have a larger effect on the empirical mean than 'regular' points which shows its lack of robustness. The S-and MCD-estimators are more robust because outliers have no effect after a certain point. On the other hand, this figure also illustrates the local robustness optimality (for small amounts of contamination) of the L1-type location estimator. It is most B-robust which means that it minimizes the maximal possible effect of a small amount of contamination (see Croux and Dehon 2001) .
We now compare the α C functions which are given in Table 5 and plotted in Figure 5 . For the L1-type estimator, α L1 is decreasing meaning that the Fig. 6 Distances computed with the L1-type mean and covariance matrix versus those computed with the empirical mean and covariance matrix cut off χ 2 6,0.975 = 3.0812 we notice that outliers are more pronounced (further from the center) in the L1-type distances. Hence the L1-type estimates are less affected by the outliers (especially the scatter matrix is less inflated) than the empirical estimates which makes them more suitable in the presence of mild contamination.
Conclusion
We considered a multivariate estimator which is defined as a natural generalization of the univariate median. This results in an affine equivariant estimator which is highly efficient at long-tailed elliptical distributions such as multivariate t-distributions. Since the estimator has a zero breakdown point, it is less robust than high breakdown point estimators such as the MCD-and S-estimators. However, with small amounts of contamination or for heavily tailed distributions it offers an easy to compute, reliable alternative for estimating the location and shape of a data set. To illustrate the computational efficiency we give computation times for a data set of size n = 100 and dimension p = 10 the algorithm takes 0.005 seconds and still only 13.4 seconds for a data set with n = 100 000 and p = 50.
Combining this with (9) and using symmetry of H the latter term of this derivative vanishes, hence we obtain:
