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Abstract—1 Reaching consensus on a self-organized wireless
sensor networks through totally decentralized algorithms is a
topic that has attracted considerable attention. The average
consensus method is the most popular algorithm used in this
kind of applications. The main advantage of these approaches
is that the network does not involve a fusion center to organize
nodes. Using a realistic environment to check the behavior of
this scheme is the major objective of this work. Moreover, this
paper contributes to answer and confirm some results which are
approved by theoretical works.
I. INTRODUCTION
A wireless sensor network (WSN) is a wireless network
consisting of spatially distributed autonomous devices using
sensors to cooperatively monitor physical or environmental
conditions, such as temperature, sound, vibration, pressure,
motion or pollutants, at different locations [1]. Consensus
problems also called agreement problems, have a long history
in the field of computer science, particularly in automata
theory and distributed computation [2]. They are typically
found in decentralized systems, where sensors interact with
each other to reach an agreement regarding a certain value
that depends on the state of the sensors. One of the most
critical aspects of these consensus algorithms lies on the fact
that they are iterative algorithms where, at each step, the
network nodes exchange data among each other to achieve
agreement [3]. There is a substantial amount of theoretical
works which explain and clarify the importance of this con-
sensus algorithm than a centralized system [4]–[7]. But, there
are not lot of works that check and improve these results on a
realistic environment. Castalia is a Wireless Sensor Network
(WSN) simulator based on the OMNet++ platform that can be
used to test this distributed algorithm, particularly consensus
algorithms, using a realistic wireless channel and radio model,
with a realistic node behavior especially in relation to the radio
access and the wireless channel. Moreover, it take into account
some of the effects of the drifting clocks and introduce the
collision problem based on an additive interferences model [8].
These interferences are dynamically calculate from different
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transmitting nodes and thus calculating dynamically the Signal
to Noise Ratio (SNR) and the resulting packet reception
probabilities. A floor noise is introduced in third elements
of nodes, in the sensing device, in the radio and in the
wireless channel model. On [9], L. Pescosolido and all take
into account the inevitable noise present in the interaction
among the sensors through realistic propagation channels, but
they not propose a collision avoidance technique. In our paper
we have use a simple random MAC with a simple strategy to
control usefully this collision problem. An outline of this paper
is as follows. In section II a graph definitions and the basics of
graph theory are given, In section III, a brief overview of the
consensus algorithm that has been implemented is given. In
section IV, we present a small description of Castalia software.
Additionally, in section VII, a brief description of the way in
which nodes are programmed in our simulations is provided.
Finally, the simulations and conclusions are presented.
II. GRAPH DEFINITION
The information flow in a wireless sensor network can be
described by means of a graph, where the nodes represent the
sensors and the edges correspond to the communication links
among the sensors. A graph G is defined as G={V,E}, where
V is a set of nodes (or vertices) indexed with i = {1, ..., N}
and E is the set of undirected edges eij between nodes i and
j. We assume a graph without loops or multiple edges. The
set of neighbors of node i are given by Ni = {1, ..., N}. The
adjacency matrix of the graph G, denoted A ∈ <N×N , has
entries equal to
A = [aij ] =
{
1 if eij ∈E ∀i, j = {1, ..., N}
0 otherwise
(1)
The out-degree of a node corresponds to the total number of
incoming edges,
∑Ni
j=1 aij . The degree matrix D ∈ <N×N
of G is a diagonal matrix with diagonal entries equal to the
out-degree of each node. The N ×N Laplacian matrix of the
graph is defined as
L = D− A. (2)
III. THE CONSENSUS ALGORITHM
The consensus algorithm is the well-known iterative algo-
rithm presented by Olfati-Saber and Murray in [6]. In this
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algorithm each node of the network is programmed to run a
discrete dynamical system whose state evolves according to
the following difference equation:
xi(k) = xi(k − 1) + 
∑
j∈N
aij(xj(k − 1)− xi(k − 1)) (3)
In 3, xi(k) denotes the state of node i at time k,  is a positive
scalar selected in the interval (0,1/N-1] to satisfy convergence
conditions and Ni is the set of neighbors of node i. Let x(k)
denote the vector of all states at time k > 0 and assuming a
time-invariant network topology, the evolution of x(k) can be
written in matrix form as follows:
x(k) = Wx(k − 1) (4)
where k > 0 and x(0) = [x1(0)...xN (0)]T and the weight
matrix W ∈ <N×N is modeled as
W = I− L (5)
Where is L the Laplacian of the graph and I is the identity
matrix. If the network is connected, the state of each node in
the network will converge to the average of the initial values,
lim
k→∞
xi(k) =
1
N
1T x(0) =
1
N
i=N∑
j=1
xi(k) (6)
and we say that the network reaches the average consensus.
We propose an implementation of the iterative algorithm in
3 in which the nodes exchange packets with its own state
encoded and certainly some extra useful information. Notice
that an exact implementation of equation 3 would require that
all nodes update their state in a synchronous and coordinated
way. However, we are looking for a wireless sensor network
composed of simple nodes with limited processing capabilities
and few networking features. This is to reduce the extra
signalling among the nodes and to enhance the network
scalability. Because we implemented an iterative approach, we
propose an extremely simple Medium Access Control scheme
in which the nodes keep listening the channel so that each time
one node receives a packet from a neighbor it stores the state of
that neighbor in a table. After a certain time, the node updates
its state using the states of the neighbors stored in its table, and
broadcasts its own new state. This procedure of listening and
transmitting is iterated periodically in time. But, so far, we are
able to ensure that the implemented consensus algorithm will
not exactly match equation 3 because of two reasons. First,
the topology of the network will vary with time because the
communication links between nodes may fade or the packets
sent by two neighbors may collide. Therefore, we cannot guar-
antee that the same set of neighbors are available each time a
node updates its state. Second, a classical assumption in 3 is
that W is a symmetric matrix. In a practical implementation
this would require an acknowledgement protocol to guarantee
that, at each iteration, a given node i updates its state using
only the states of those neighbors that have also received the
previous state of the ith node. The weight matrix W will be
a symmetric matrix if for each pair of nodes (i,j) the node i
uses the state of node j and respectively node j uses the state
of node i to update their states. Summing up, the consensus
algorithm implemented in Castalia will better fit the model:
x(k) = W(k − 1)x(k − 1) k > 0 (7)
Where W(k) is the weight matrix at time k which varies from
one iteration to another.
This model assumes a time-varying network with random
topology. A time-varying network can be characterized by
a dynamic graph defined at time k as G(k)= {V, E(k)},
where E(k) is the instantaneous set of edges eij for all
i, j = {1, ..., N}. Moreover, when the topology is random, the
existence of a link between any pair of nodes is probabilistic
and we say that eij ∈E(k) with probability 0 ≤ pij ≤ 1. Let
us define the connection probability matrix P ∈ <N×N with
entries [P]ij = pij and [P]ii = 0. A(k) is the instantaneous
adjacency matrix of a time-varying network with a matrix
connection probability P. The A(k) is a equal to:
A(k) = [aij ] =
{
1 with probability pij
0 with probability 1− pij (8)
The Laplacian matrix of the underlying graph is also random
and given by:
L(k) = D(k)− A(k). (9)
Thus, the time-varying weight matrix is modeled as:
W(k) = I− L(k) k > 0 (10)
The main results obtained in 3 are derived assuming that
the initial set of measurements are random with known
mean, E[x(0)] = x01, and variance σ20 [10]. In this case we
can ensure that the expected value of the state vector will
converge to the mean average vector, that is
lim
k→∞
E[x(k)] = x(0)1 (11)
IV. CASTALIA
Castalia is a Wireless Sensor Network (WSN) simulator
based on the OMNet++ platform that can be used by re-
searchers and developers who want to test their distributed
algorithms and/or protocols in a realistic wireless channel and
radio model, with a realistic node behaviour especially relating
to access of the radio. Castalia can also be used to evaluate dif-
ferent platform characteristics for specific applications, since it
is highly tunable, and can simulate a wide range of platforms
[8]. The main features of Castalia are:
• Advanced channel/radio model based on empirically mea-
sured data.
• Detailed state transition for the radio, allowing multiple
transmission power levels.
• A highly flexible physical process model. Sensing device
noise, bias, and power consumption.
• Node clock drift, CPU power consumption.
• Resource monitoring that goes beyond energy consump-
tion (such as memory and CPU time).
• A highly configurable MAC layer protocol
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Fig. 1. Finite state machine of the node programming.
Castalia was designed right from the beginning to let the users
implement/import easily their algorithms and protocols while
making use of the features the simulator is providing. Proper
modularization and a configurable, automated build procedure
help towards this end.
V. PORTING THE CONSENSUS ALGORITHM TO CASTALIA
AND OPERATION MODES OF THE NODES
In order to implement the consensus algorithm of (2) using
Castalia we have modified the application module to program
the nodes to run the consensus algorithm. The nodes may
be in three different operation modes denoted by I (initial-
ization), RC (run consensus) and C (consensus), and two
additional transition operation modes, RC2C (run consensus
to consensus) and C2RC (consensus to run consensus). The
nodes execute a different program depending on the operation
modes in which they are. Thus, figure 1 shows the evolution
of each node regarding the operation modes. The actions taken
by the node in each mode are described below:
• I (initialization) In this mode the node is initialized so
that several macros and variables useful for our simula-
tions are defined. The timers are also initialized. Each
node defines a table to store the information sent by the
neighbors, which is required to update the state according
to 8 . After this initialization stage, the node takes a
measurement of the physical parameter using the sensor
module and sends an APP NODE STARTUP message
to start the consensus algorithm.
• RC(run consensus): In this mode the node is pro-
grammed to run the consensus algorithm and it also
checks if consensus has been reached to commute to the
C operation mode. The node acts in a different way if it
receives a packet or has to transmit a packet.
– When the node receives a new packet from a neigh-
bor, the node updates the table with the new informa-
tion included in the packet. Basically, the information
encoded in the packet is the node identifier number,
the state and the transmission power. Note that the
table size does not increase with time since the old
information of the neighbor is deleted.
– When the node has to transmit a packet, the node
computes its new state using (30) with the new infor-
mation stored in its table. Afterwards, the packet is
transmitted encoding the node identifier number, the
new state and the transmission power. At this point,
the node also checks if consensus is reached among
its neighbors and itself. This is done comparing the
new state with the previous one and with the state of
the neighbors. If the node decides the consensus is
reached, it will change its operation mode to RC2C.
Otherwise, it will remain in the RC operation mode.
• C(consensus): In this mode the node spends most of
the time in the sleeping mode but has to sense the
environment from time to time, and wake up the network
if it detects an abnormal value. The node also has to listen
to its neighbors in order to switch its operation mode in
case any neighbor detects an event. In the C operation
mode the node reacts in a different way if it receives a
packet or if it has a packet to transmit:
– When the node receives a packet from a neighbor, it
compares the state received from that neighbor with
the last value stored in the table corresponding to
that neighbor. If they are different, it means that an
event might have occurred and the node changes to
the C2RC transition operation mode.
– When the node has to transmit a packet, it first takes
a new measurement with the sensor module. This
new measurement is compared to the last one toked
on the last run of the consensus algorithm. If these
values are sufficiently different, the node decides an
event might have occurred and it changes to the
C2RC transition operation mode.
• RC2C (run-consensus to consensus). This is a transition
mode in which the node switches from the RC operation
mode to the C operation mode. In the RC2C operation
mode, the node only changes the MAC parameters in
order to reduce energy consumption.
• C2RC(consensus to run-consensus): This is a transition
mode in which the node switches from the C operation
mode to the RC operation mode. In the C2RC operation
mode, the node changes the MAC parameters in order
to alert and wake up the network. Actually we did not
succeed in programming this part. So, the simulations
that we will present, introduce only the other operation
modes.
VI. SIMULATION RESULTS
In this section the simulation results obtained by implement-
ing the consensus algorithm of (3) with Castalia are presented.
A. Impact of the random topology with asymmetric links on
the consensus value.
In this first set of simulations a network with 10 nodes is
implemented. Each node initializes and runs the consensus
algorithm, that is, the node is initially in the I operation mode
and, after the initialization stage is completed, it switches to
the RC operation mode and remains there. With this first set
of simulations we want to check the impact of the randomness
and time-variance of the network topology on the consensus
value reached by the network. For that purpose we run two
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Fig. 2. Theoretical Consensus Algorithm for a network with N = 10 and
ε = 0.01. The green squares show the average of the initial measurements
different tests with N = 10 and ε = 0.01 , and exactly
the same initial measurements of the nodes, that is, with x0
equal in both tests. This is feasible because Castalia defines
seeds for the different random number generators (RNG)
that control different random processes. Then, by changing
the corresponding seed we will have a different wireless
channel and radio model which are reflected the environment
conditions. In this case, we get a different results for different
value of the simulations seeds. The parameters used in this
first set of simulations are the following:
• Network with N=10 nodes.
• Initial measurements taken by the nodes: x0=[19.2355,
24.2819, 30.7719, 25.6261, 40.464, 30.5232, 40.4871,
22.5843, 33.5071, 15.141]
• Inter packet spacing=0.1s.
• MAC parameters: dutyCycle = 1, timeInterval = 1ms,
RandomTxOffset = 1ms, backoffType = 1, backoffBa-
seValue = 16ms.
• Wireless channel parameters: PLd0 = 55dBm, d0= 1m,
sigma = 4, pathLossExponent = 2.4, allBidirection-
alLinks =true, collisionModel = 2.
• Radio channel (CC2420 radio model [11]): dataRate
= 250kbps, encodingType = NRZ, modulation Type =
BPSK(QPSK), rxPower = 62mW, listenPower = 62mW,
sleepPower = 1.4mW.
To understand the role of all these parameters you can look
at Castalia user’s manual [8].
With the same network topology we have run the equation 3
and we have obtained the figure 2 which report the theoretical
simulation result. If we compare the value of the average
consensus given by 2 and the other in figure 3 which obtained
by our approach, we can say that they are similar. Moreover, it
is important to print out that in figure 2 all nodes transmit and
receive at the same time which is not practical in the reality.
But, our method which introduces our simple random MAC
is more realistic because it take in consideration the time and
Fig. 3. Consensus algorithm with a network with N = 10 and ε = 0.01.
The green squares show the average of the initial measurements.
Fig. 4. Consensus algorithm with a network with N = 10 and ε = 0.01.
The green squares show the average of the initial measurements.
collision notions.
Comparing the results shown in figures 3 and 4, it may be
observed that the nodes reach a different consensus value
in the two tests, although the initial set of measurements is
exactly the same. This is due to the randomness of the channel
and the MAC protocol which are controlled by different seeds
(RNGs). Indeed, it may be observed that the initial state of the
nodes is the same in both simulations. But, the time instants
at which nodes update their states are different in the two
simulations. This is why the consensus reached in the tests
shown in figures 3 and 4 are different, and also different from
the average consensus depicted with green squares.
B. Impact of ε on the consensus algorithm
In this section we want to evaluate with simulations the
impact of the parameter ε on the consensus value reached by
the network. The parameters used in this set of simulations are
the same as the ones used in subsection A, the only change is
affected the values of ε. The results are shown in figures 5, 6
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Fig. 5. Consensus algorithm with a network with N = 10 and ε = 0.1.
The green squares show the average of the initial measurements.
Fig. 6. Consensus algorithm with a network with N = 10 and ε = 0.01.
The green squares show the average of the initial measurements.
and 7. As it is quite well-known, the network requires more
time to reach the consensus as ε decreases. Indeed, as a rule
of thumb the number of iterations increases at a rate of 1/ε.
Another effect we may observe in these simulations is that the
variance of the consensus value reached by the network with
respect to the average consensus value which is plotted with
green squares, becomes smaller when ε increases. This result
is justified theoretically in [11].
Table 8 presents some results showing the difference be-
tween the actual consensus value reached by the network and
the average consensus, and how this difference depends on
ε. This table shows results for a WSN composed of 4 nodes
(by rows) and for four different tests with different values of
ε (by columns). For each node the initial state and the final
state at the iteration indicated in the corresponding column
is included. As before, if ε decreases the iterative algorithm
needs more iterations to converge but the consensus value is
also closer to the average consensus, which is equal in this
Fig. 7. Consensus algorithm with a network with N = 10 and ε = 0.001.
The green squares show the average of the initial measurements.
Fig. 8. Comparison of convergence rate and accuracy in the consensus
reached by the network for a network with N = 4 nodes and different values
of ε.
case to 25.16025.
C. Impact of power transmission on topology and consensus
In this section we check the impact of the power trans-
mission on the topology and, therefore, on consensus with
simulations. A WSN with N=9 and ε = 0.01 is considered. As
before, after the nodes are initialized, they run de consensus
algorithm and remain in the RC operation mode. The used
parameters in this set of simulations are the following ones:
• Network with N=9 nodes.
• Inter packet spacing = 0.1s.
• MAC parameters: dutyCycle = 1, timeInterval = 1ms,
RandomTxOffset = 1ms, backoffType = 1, backoffBa-
seValue = 16ms.
• Wireless channel parameters: PLd0 = 55dBm, d0 = 1m,
sigma = 4, pathLossExponent = 2.4, allBidirection-
alLinks =true.
• Radio channel (CC2420 radio model): dataRate =
250kbps, encodingType = NRZ, modulation Type=
BPSK(QPSK), rxPower = 62mW, listenPower= 62mW,
sleepPower = 1.4mW.
• Initial measurements taken by the nodes: x(0)= [14.2355,
15.0857, 21.7719, 17.6261, 29.6728, 39.5948, 15.4871,
24.5843, 18.5071].
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Fig. 9. Consensus algorithm with a network with N = 9, ε = 0.1 and
power transmission level set to 0. Resulting connectivity map (left hand side)
and temporal evolution of the state of the nodes (right hand side).
Fig. 10. Consensus algorithm with a network with N = 9, ε = 0.1 and
power transmission level set to 4. Resulting connectivity map (left hand side)
and temporal evolution of the state of the nodes (right hand side).
In Castalia, the nodes may transmit with 7 different levels
of power, ordered from 0 to 6 where the 0 power transmission
level is the maximum one. The simulation results for power
transmission level 0, 4 and 6 are shown in the figures 9, 10
and 11, respectively. Two different figures are shown in each
figure. The plot on the right hand side is the evolution with
time of the node states and the plot on the left hand side
is the resulting connectivity map so that an edge between
two nodes is plot whenever there is a non zero probability
of connection between those two nodes. The probability of
connection for each pair of nodes is computed at simulation
time.
Comparing the obtained results in the figures 9 and 10,
in both cases the network is connected but yield to differ-
ent convergence times. Indeed, the network with the largest
power transmission level of 0 is full connected and, therefore,
requires less time to converge compared to the network with
the power transmission level of 4 which is connected but
in a weaker sense. In the case of using the smallest power
transmission level of 6 the network is disconnected and
consensus will eventually be achieved by the 6 nodes that
are connected as it may be seen in figure 11.
Fig. 11. Consensus algorithm with a network with N = 9, ε = 0.1 and
power transmission level set to 6. Resulting connectivity map (left hand side)
and temporal evolution of the state of the nodes (right hand side).
VII. CONCLUSION
In this paper a preliminary set of simulations obtained with
Castalia implementing the consensus algorithm that converge
on the state of equation 3 have been given. The objective of
these simulations is to check the behavior of the algorithm
using the realistic environment provided by the Castalia tool.
We have seen that the network is able to operate using
only local information without a preliminary organization of
the nodes. However, the performance of this algorithm and
protocol has to be checked in a much larger WSN and the
parameters that control the MAC protocol have to be fixed
to guarantee the required quality of the network from the
application point of view.
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