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RIORDAN GROUPS IN d DIMENSIONS
ANTHONY G. O’FARRELL
Abstract. The classical Riordan groups associated to a given
commutative ring are groups of infinite matrices (called Riordan
arrays) associated to pairs of formal power series in one variable.
The Fundamental Theorem of Riordan Arrays relates matrix multi-
plication to two group actions on such series, namely formal (con-
volution) multiplication and formal composition. We define the
analogous Riordan groups involving formal power series in several
variables, and establish the analogue of the Fundamental Theorem
in that context.
The relation between the composition of formal series in one vari-
able and matrix multiplication was indentified at least as early as Eri
Jabotinsky’s paper [3] from 1947. It has been much exploited. Here we
explain how it works in several variables. The several-variable Riordan
group and Riordan semigroup defined below are very closely related
to structures studied by Luis Verde-Star [6]. The main results give
a several-variable analogue of the so-called Fundamental Theorem on
Riordan Arrays.
1. Indexed matrices
Let K be an integral domain with identity, and n ∈ N. We are used
to gl(n,K), the usual K-algebra (i.e. ring and K-module) of n × n
matrices over K. The typical entry in a matrix (aij) ∈ gl(n,K) is
indexed by two natural numbers i and j in the set {1, 2, . . . , n}. We
tend to think of a matrix as an structured object, whose structure is
derived from the ordered structure of N. For some matrix applications
the arithmetical structure of N is significant; examples are those us-
ing Hankel and Toeplitz matrices. For others, the order structure of
N is significant; examples are those using upper-triangular matrices.
But sometimes neither the arithmetical or ordered structure of N is
important; the natural numbers are just used as labels.
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Letting S = {1, . . . , n}, the set KS is a K-module, and the set
EndK(K
S) of all K-module endomorphisms of KS has a natural K-
algebra structure, where the addition and scalar multiplication are
pointwise and the multiplication
End(KS)× End(KS)→ End(KS)
is composition. Let ej(i) := 1 if i = j and 0 otherwise. The map that
sends the endomorphism φ ∈ End(KS) to the matrix (aij) ∈ gl(n,K)
defined by
(1) aij := φ(ej)(i), ∀i, j ∈ S
is bijective, and preserves the K-algebra structures, so this gives an-
other way to view gl(n,K).
But End(KS) makes sense, and has the same K-algebra structure
for arbitrary sets S, and the same formula (1) defines an object that
we can think of as a matrix, i.e. a two-dimensional array, in which the
rows and columns are indexed by elements of S. Let us denote the set
of all these matrices by gl′(S,K). If S is infinite, it is no longer true
that the map from endomorphisms to matrices is injective, because the
matrix only depends on the values of the endomorphism on the linear
span of the ej , a proper submodule F of K
S. When the algebraic
operations of pointwise addition and scalar multiplication on End(KS)
are transferred to gl′(S,K), the formulas look familiar:
(aij) + (bij) := (aij + bij),
c · (aij) := (caij),
However, since an endomorphism φ may map an ej outside the sub-
space F , there is not enough information in the matrix associated to
φ to allow us to calculate the matrix associated to ψ ◦ φ, for another
endomorphism ψ. We can overcome this by restricting attention to
EndK(F ), and then composition transfers to the familiar-looking rule:
(aij)× (bij) := (cij),
where
cij =
∑
k∈S aikbkj .
This rule actually gives a well-defined product on matrices such that,
for each i ∈ S, the entry aij is zero for all but a finite number of j ∈ S,
and we denote this set of matrices by gl(S,K). (Note that this set is
somewhat larger than the image of F .) With these operations, this set
is a K-algebra, for arbitrary sets S.
This simple idea is useful, because it is sometimes more natural to
index the rows and columns of a matrix by elements of a particular
finite or infinite set, and it may be artificial (or impossible) to label
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these using natural numbers. Below we shall see an example, in which
a natural index set presents itself.
gl(S,K) is a semigroup with identity under multiplication; the iden-
tity matrix I has Iii = 1 and Iij = 0 when i 6= j. We denote the group
of invertible elements by GL(S,K).
2. The Riordan Group
2.1. Monic monomials. By a monic monomial in d variables we
mean an element xi := xi11 · · ·x
id
d , where x = (x1, . . . xd) and i ∈ Z
d
+ is a
multi-index with nonnegative entries. The degree of the monic mono-
mial xi is |i| := i1 + · · · + id. Let S = Sd denote the set of all monic
monomials in d variables. So S has elements 1,x1,. . .,xd,x
2
1,x1x2,. . .,
x31,x1x
2
2, and so on. If m = x
i, then we denote x
ij
j by mj . For instance,
(x1x
2
2x
3
3)2 = x
2
2.
The set S has the structure of a commutative semigroup with iden-
tity, where the product is defined by xi · xj := xi+j . The semigroup S
has cancellation, and if m and n belong to S, then we call m a factor
of p = m ·n, we write m|p, and write p/m = n. Each nonempty subset
A ⊂ S has a highest common factor, which we denote by hcf(A).
2.2. Formal power series. Let K be an integral domain with iden-
tity, and d ∈ N. We form the K-algebra F := Fd := K[[x1, . . . , xd]]
of all formal power series in d variables, with coefficients in K. An
element f ∈ F is a formal sum
f =
∑
m∈S
fmm,
where fm ∈ K for each m ∈ S. Addition is done term-by-term, as is
scalar multiplication, and multiplication by summing all the coefficients
of terms from the factors corresponding to monomials with the same
product. More precisely,
(f · g)m =
∑
p∈S
∑
q∈S,pq=m
fpgq, ∀m ∈ S.
Equivalently,
(f · g)m =
∑
p∈S,p|m
fpgm/p.
The formal series 1, which has 11 = 1 and 1m = 0 for all other monic
monomials m, is the multiplicative identity of F .
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In the remainder of this section, all summations will be over indices
drawn from S, so the formula for the product becomes just
(f · g)m =
∑
p|m
fpgm/p.
The map f 7→ f1 is a surjective K-algebra homomomorphism from
F onto K.
For f =
∑
m fmm ∈ F , we set
spt(f) := {m ∈ S : fm 6= 0}.
If f 6= 0, then spt(f) is nonempty, and we set we define the vertex of
f to be the monic monomial
v(f) := hcf(spt(f)).
It is easy to see that
v(f)v(f ′) ≤ v(ff ′), ∀f, f ′ ∈ F .
Proposition 2.1. If f ∈ F is nonzero, then there exists h ∈ F with
v(h) = 1 and f = v(f)h.
Proof. v(f) is a factor of each m ∈ spt(f), so we can define
h :=
∑
m,fm 6=0
fm · (m/v(f))
and we have an h ∈ F and f = v(f)h. The fact that v(f) = hcf(spt(f)
implies that for each j ∈ {1, . . . , d} there exists p ∈ spt(f) with fp 6= 0
and pj = v(f)j. Thus q := p/v(f) belongs to spt(h) and has qj = 1
(i.e. q ‘does not involve xj ’). Thus v(h) = 1. 
If f = ph with p ∈ S and h ∈ F , then we write h = f/p. Note that
h is uniquely determined by f and p, because hm = fm/p whenever
hm 6= 0.
Proposition 2.2. F is an integral domain with identity.
Proof. We use induction on d.
When d = 1, the result follows from the familiar rule v(ff ′) =
v(f)v(f ′) (i.e. the index of the lowest-order nonzero term in f(x)f ′(x)
is the sum of the indices of the lowest-order terms in f(x) and f ′(x)).
Suppose Fd is an integral domain, and consider Fd+1. Fix two
nonzero f, f ′ ∈ Fd+1, and assume ff
′ = 0. Replacing f by f/v(f)
and f ′ by f ′/v(f ′), we may assume that v(f) = 1 = v(f ′). We may
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regard monomials in d variables as monomials in d + 1 variables that
do not involve xd+1, and define
h :=
∑
m∈Sd
fmm, h
′ :=
∑
m∈Sd
f ′mm.
Then
hh′ =
∑
m∈Sd
(ff ′)mm,
the sum of all the terms in ff ′ that do not involve xd+1. Thus hh
′ = 0,
so by hypothesis h = 0 or h′ = 0.
Suppose h = 0, so that f ∈ Fd. We may write f
′ = h′ + xd+1k for
some k ∈ F , so
0 = ff ′ = fh′ + xd+1fk.
Since fh′ ∈ Fd, it follows that f = 0 or h
′ = 0. If f 6= 0, then f ′ ∈ Fd,
and we have k = 0 and ff ′ = 0, which is impossible, by hypothesis.
Thus f = 0.
Similarly, if h′ = 0, we conclude that f ′ = 0. Thus ff ′ = 0 implies
f = 0 or f ′ = 0. Thus Fd+1 is an integral domain, and the induction
step is complete. 
For any ring R, we denote by R× the multiplicative group of invert-
ible elements, or units, of R.
We denote by M the ideal
Fx1 + · · ·+ Fxd = {f ∈ F : f1 = 0}.
(This ideal is maximal if and only if K is a field. In that case, F is the
disjoint union of F× and M. If K is not a field, then F is a local ring
if and only if K is local.)
Proposition 2.3.
F× = {f ∈ F : f1 ∈ K
×},
so the map f 7→ f1 is a surjective group homomorphism from F
× →
K×.
Proof. Let f ∈ F have f1 ∈ K
×. Take α := (f1)
−1 ∈ K. Then
αf = 1 + h, with h ∈M, and we may define
k := 1− h + h2 − h3 + · · · ∈ F ,
where the sum makes sense because v(hr) has order at least r for each
r ∈ N. Then rαf = 1, so f ∈ F×. This proves that
{f ∈ F : f1 ∈ K
×} ⊂ F×.
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The opposite inclusion is clear, because if f ∈ F×, and h = f−1,
then
1 = (fh)1 = f1h1,
so f1 ∈ K
×. 
2.3. Formal maps. By Md we denote (as usual) the Cartesian prod-
uct M× · · · ×M of d factors M, so an element f ∈ Md is a d-tuple
(f1, . . . , fd), with each fj ∈M.
The formal composition f ◦ g is defined for f ∈ F and g ∈ Md, as
follows. First, the composition m ◦ g of a monomial m = xi with g is
gi11 · · · g
id
d , where the products and powers use the multiplication of the
ring F . Then
f ◦ g :=
∑
m
fm · (m ◦ g).
The sum makes sense because for a given monomial p ∈ S, the coeffi-
cient of p in m ◦ g is zero except for a finite number of m ∈ S; in fact
it is zero once the degree of m exceeds the degree of p. Thus the value
(f ◦ g)p =
∑
m
fm · (m ◦ g)p
is a finite sum in the ring K, and makes sense.
We think of elements of Md as formal maps of Kd fixing 0. The
formal composition f ◦ g is defined for f ∈Md and g ∈ Md by
f ◦ g := (f1 ◦ g, . . . , fd ◦ g).
With this operation,Md becomes a semigroup with identity; the iden-
tity is the element
1 := (x1, x2, . . . , xd).
We denote the group of invertible elements of this semigroup by G.
For g ∈ Md, we define the linear part of g to be the element of
gl(d,K) with (i, j) entry given by
L(g)ij := (gi)xj ,
i.e. the coefficient of the first-degree monomial xj in the i-th component
gi of g.
Proposition 2.4. Let g ∈ Md. Then g ∈ G if and only if L(g) ∈
GL(d,K).
Proof. If g is invertible in Md, then its inverse h has h ◦ g = 1 , and
this implies that the matrix product L(g)L(h) is the identity matrix.
Thus L(g) ∈ GL(d,K).
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For the converse, suppose L(g) is an invertible matrix, with inverse
H . We can also regard L(g) as an element of G, by setting
L(g)i =
d∑
j=1
L(g)ijxj .
If we regard H in the same way, then H is the compositional inverse
of L(g), and we can write g = L(g) ◦H ◦ g, so it suffices to show that
H ◦ g is invertible in Md. Now H ◦ g has linear part 1 , so we just have
to show that all g′ ∈Md of the form
g′ = 1 + h,
where L(h) = 0, are invertible. But it is straightforward to check that
such g′ are inverted by
h′ := 1 − h+ h ◦ h− h ◦ h ◦ h + h ◦ h ◦ h ◦ h+ · · · .

We remark that a matrix T ∈ gl(d,K) is invertible in gl(d,K) if
an only if its determinant det(T ) belongs to K×. The condition is
necessary because the map det sends products in gl(d,K) to products
in K, and it is sufficient because when det(T ) ∈ K× we may use the
usual adjugate-transpose construction to construct an inverse for T .
In order to avoid confusion, we prefer to use the notation g◦k for the
k-times repeated composition. Thus g◦2 = g ◦ g, g◦3 = g ◦ g ◦ g, and so
on, and the formula used in the foregoing proof becomes
(1 + h)◦−1 = 1 +
∞∑
k=1
(−1)kg◦k.
2.4. Riordan group. With these preliminaries in place, we can now
define the main object of our study:
Definition 2.1. The d-dimensional Riordan group R := Rd := Rd(K)
of the integral domain K is the semidirect product
R = F× ⋉ Gop,
with the multiplication
(f, g)(f ′, g′) := (f · (f ′ ◦ g), g′ ◦ g).
This is the straightforward generalisation of the one-dimensional Ri-
ordan group [1].
We define
L := {(1, g) : g ∈ G}, A := {(f, 1) : f ∈ F×}.
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These are subgroups of R, and in analogy with the case d = 1 we
call L the Lagrange subgroup and A the Appell subgroup. Clearly, L is
isomorphic to Gop and A is isomorphic to F×.
3. Matrix Representation
Let K be an integral domain with identity, d ∈ N and (f, g) ∈ R =
Rd(K), and let S be the set of monic monomials in d variables. Then
we can define an associated matrix M(f, g) ∈ GL(S,K) by setting the
(m,n) entry equal to the coefficient of the monomial m in f · (n ◦ g).
This means that you take the composition of the monomial n ∈ S with
the formal map g ∈ G, getting an element of F , you then multiply this
in F by the formal series f , and then you take the coefficient of the
monomial m ∈ S. Expanding the product, this gives
M(f, g)m,n =
∑
p
fp(p · (n ◦ g))m =
∑
p|m
fp(n ◦ g)m/p.
Theorem 1. The map M is an injective group homomorphism from
the Riordan group R into GL(S,K).
Proof. First, we show that
(2) M((f, g)(f ′, g′)) =M(f, g)M(f ′, g′)
whenever f, f ′ ∈ F× and g, g′ ∈ G.
Let (f, g) and (f ′, g′) belong to R. Fix m,n ∈ S. Then the (m,n)
entry in
M((f, g)(f ′, g′)) =M(f · (f ′ ◦ g), g′ ◦ g)
is the coefficient of m in
f · (f ′ ◦ g) · n(g′ ◦ g).
We compare this with the (m,n) entry in the matrix product
M(f, g)M(f ′, g′), which is∑
p∈S
(f · p ◦ g)m · (f
′ · n ◦ g′)p.
To begin with we look at three special cases.
Case 1: (f, 1 )(f ′, g′), i.e. the first factor is in the Appell subgroup.
We have to compare the coefficient of m in f · f ′ · (n ◦ g′) with the
(m,n) entry of the matrix product M(f, 1 )M(f ′, g′). The latter entry
is ∑
p
(f · p)m(f
′ · (n ◦ g′))p =
∑
p|m
(f · p)m(f
′ · (n ◦ g′))p,
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because (f ·p)m is obviously zero unless p dividesm. But (f ·p)m = fm/p,
so the entry is ∑
p|m
fp/m · (f
′ · (n ◦ g′))p,
and this is exactly the coefficient of m in f · f ′ ·n ◦ g′. So Equation (2)
holds in this case.
Case 2: (f, g)(1, g′), i.e. the second factor is in the Lagrange sub-
group.
We have to compare the coefficient of m in f · (n ◦ g′ ◦ g), which
equals ∑
p|m
fm/p(n ◦ g
′ ◦ g)p,
with the (m,n) entry of M(f, g)M(1, g′). This entry is∑
p
(f · (p ◦ g))m(n ◦ g
′)p =
∑
p
∑
q|m
fm/q(p ◦ g)q(n ◦ g
′)p.
Interchanging the order of summation, this equals∑
q|m
fm/q
∑
p
(p ◦ g)q(n ◦ g
′)p.
But the inner sum is exactly the coefficient of q in (n ◦ g′) ◦ g), so the
entry equals ∑
q|m
fm/q(n ◦ g
′ ◦ g)q.
Replacing the dummy variable q by p, we see that Equation (2) also
holds in this case.
Case 3: (1, g)(f ′, 1), i.e. the first factor is in the Lagrange subgroup
and the second in the Appell subgroup.
The (m,n) entry in
M((1, g)(f ′, 1 )) =M(f ′ ◦ g, g)
is the coefficient of m in (f ′ ◦ g) · (n ◦ g), which equals∑
p|m
(f ′ ◦ g)p · (n ◦ g)m/p.
Now f ′ ◦ g =
∑
q f
′
q · (q ◦ g), so this matrix entry is∑
p|m
∑
q
f ′q · (q ◦ g)m/p · (n ◦ g)p =
∑
q
f ′q
∑
p|m
(q ◦ g)m/p · (n ◦ g)p.
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Now
∑
p|m(q ◦ g)m/p · (n ◦ g)p is the coefficient of m in (q ◦ g) · (n ◦ g) =
(q · n) ◦ g, so the entry is equal to∑
q
f ′q · ((nq) ◦ g)m =
∑
n|p
f ′p/n · (p ◦ g)m.
On the other hand, the (m,n) entry in M(1, g)M(f ′, 1 ) is∑
p
(p ◦ g)m · (f
′ · n)p =
∑
n|p
(p ◦ g)m · f
′
p/n,
since (f ′ · n)p is zero unless n is a factor of p. Thus Equation (2) holds
in this case also.
In the general case, for f, f ′ ∈ F× and g, g′ ∈ G, we can write
(f, g)(f ′, g′) = (f, 1 )(1, g)(f ′, 1 )(1, g′),
so by Case 1,
M((f, g)(f ′, g′)) =M(f, 1 )M((1, g)(f ′, 1 )(1, g′)),
and by Cases 2 and 3 this is
M(f, 1 )M((1, g)(f ′, 1 ))M(1, g′)) =M(f, 1 )M(1, g)M(f ′, 1 )M(1, g′)).
Applying Case 1 twice more, this equals M(f, g)M(f ′, g′), so we have
shown that Equation (2) holds for each f, f ′ ∈ F× and g, g′ ∈ G.
It follows that each M(f, g) is invertible, i.e. lies in GL(S,K) (and
not just in gl(S,K)), because it is inverted byM((f, g)−1). Here we use
the facts that R is a group, thatM maps products in R to products in
gl(S,K), and thatM maps the identity (1, 1 ) ofR to the multiplicative
identity matrix I in the ring gl(S,K).
Finally, we prove that M is injective: Suppose M(f, g) =M(f ′, g′).
Let m ∈ S. The (m, 1) entry of M(f, g) is the coefficient of m in
f · 1 = f . Thus fm = f
′
m. Since this holds for all m ∈ S, we have
f = f ′. Since M is a group homomorphism, and (f, g) = (f, 1 )(1, g),
M(1, g) =M(f, 1 )−1M(f, g) =M(f ′, 1 )−1M(f ′, g′) =M(1, g′).
For 1 ≤ j ≤ d, the (m, xj) entry of M(1, g) is the coefficient of m in
xj ◦ g, which is just the j-th component of g. Thus g and g
′ have the
same coefficients in each component, hence g = g′. 
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4. Fundamental Theorem on Riordan Arrays
We continue to assume d ∈ N and to denote by S the semigroup of
all monic monomials in d variables.
The formula
(3) M(f, g)mn := (f · (n ◦ g)m, ∀m,n ∈ S
defines a matrix M(f, g), an element of gl(S,K), whenever f ∈ F
and g ∈ Fd, and not just for f ∈ F× and g ∈ G. The matrix M(f, g)
belongs to gl(S,K) because its (m,n) entry is zero as soon as the degree
of n exceeds the degree of m.
The right-hand side of the formula
(4) (f, g)(f ′, g′) := (f · f ′ ◦ g, g′ ◦ g)
does not make sense in this generality, but it does make sense when
f, f ′ ∈ F and g, g′ ∈ Md. The right-hand side belongs to the cartesian
product F ×Md.
Definition 4.1. We define the Riordan semigroup R˜ to be the carte-
sian product F ×Md, equipped with the product defined by Equation
(4).
It is straightforward to check that the multiplication is (still) asso-
ciative, so we do indeed have a semigroup here. The identity (1, 1 ) of G
is still the identity for R˜. The subset R ⊂ R˜ is precisely the subgroup
of invertible elements of R˜.
With its usual ring multiplication, the matrix algebra gl(S,K) is a
semigroup with identity.
Theorem 2. The map M is a semigroup homomorphism from R˜ into
gl(S,K).
Proof. This amounts to saying that Equation (2) holds for general
(f, g), (f ′, g′) ∈ R˜. Inspection of the proof of Theorem 1 reveals that we
did not make any use of the invertibility of (f, g) or (f ′, g′) in proving
Equation (2). We did use, at the last step, the factorization
(f, g) = (f, 1 )(1, g),
but this also holds for general f ∈ F and g ∈ Md. Thus the present
theorem may be viewed as a corollary of the proof of Theorem 1. 
Theorem 2 is an extension to several variables of the so-called Funda-
mental Theorem on Riordan Arrays (FTRA). The following immediate
corollary may be recognised as alternative formulations of FTRA:
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Corollary 2.1. For f, u ∈ F and g ∈ G, we have
(f · (u ◦ g))m =
∑
deg p≤degm
up · (f · (p ◦ g)m
whenever m ∈ S.
Proof. Apply Theorem 2 to the (m, 1) components of both sides of
Equation (2), and replace (f, g) by (f, 1 ) and (f ′, g′) by (u, g). This
gives
(f · (u ◦ g))m =
∑
p
(f · (p ◦ g)m · up.
Now note that p ◦ g has nonzero m-coefficient only when the degree of
p is at most the degree of m, and the result follows. 
4.1. We remark that the theorem shows that the equation in Corollary
2.1 also holds more generally, for g belonging to the semigroup Md:
Corollary 2.2. Let f, u ∈ F and g ∈ Md, g 6= 0, and suppose that a
lowest-degree monomial n with a nonzero (gj)n for some j ∈ {1, . . . , d}
has degree k. Then k ≥ 1 and
(f · (u ◦ g))m =
∑
deg p≤(degm)/k
up · (f · (p ◦ g)m
whenever m ∈ S.
Proof. The point here is that (p ◦ g)m is zero if k · deg p > degm. 
5. The Verde-Star structures
5.1. In [6], Verde-Star introduced an even larger algebra than F , on
which the subgroup kerL of G acts as a group of automorphisms. He
confined himself to the case K = C, but his construction works in
general, and we now describe it.
5.2. Monomials. We embed the semigroup S of monic monomials in
the larger group Sˆ of objects xi, where now we allow any i ∈ Zd. As a
group, Sˆ is isomorphic to the additive group (Zd,+), the free abelian
group on d generators. It has a partial order, defined by
xi ≤ xi
′
↔ ij ≤ i
′
j ∀j.
It is not hard to see that each subset A ⊂ Sˆ that is bounded below has
a unique greatest lower bound. We denote this lower bound by inf A.
In case A ⊂ S, inf A = hcfA (cf. Subsection 2.1).
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5.3. Laurent series. For an arbitrary formal Laurent series f(x) :=∑
m∈Sˆ fmm in d variables, with coefficients fm ∈ K, we define the
support of f to be the set
sptf = {m ∈ Sˆ : fm 6= 0}.
We define the subset
V := {f =
∑
f∈Sˆ
fmm : sptf is bounded below}
The set V becomes a commutative K-algebra with identity when en-
dowed with term-by-term addition and convolution multiplication(∑
m
fmm
)(∑
f
f ′mm
)
:=
∑
m
(∑
p
fp · fm/p
)
m.
For nonzero f ∈ V, we define the vertex of f to be
v(f) := inf spt(f).
This coincides with the previous definition, in case f ∈ F .
We have
v(f)v(f ′) ≤ v(ff ′).
We refer to V as the Verde-Star algebra associated to the integral
domain K. It contains F as a subalgebra.
We refer to the group V× as the Verde-Star group of K. We note
that Sˆ is a subgroup of V×, i.e. the product of two monomials mm′ in
V is their product in Sˆ.
The Verde-Star algebra V is a (rather small) subalgebra of the quo-
tient field of F . Most series f ∈ F are noninvertible in V. For instance,
in two dimensions the element (x1 + x2)
−1 ∈ Fˆ does not belong to V
(see below).
Proposition 5.1. Let f ∈ V. (1) If f 6= 0, then h = v(f)−1 · f ∈ F ,
and v(h) = 1.
(2) V is an integral domain.
(3) f ∈ V× if and only if fv(f) ∈ K
×.
Proof. (1) may be proved by the same argument as Proposition 2.1.
We write h as f/v(f).
(2) If f and f ′ are nonzero elements of V, then h := f/v(f) and
h′ := f ′/v(f ′) are nonzero elements of F , and if ff ′ = 0, then hh′ = 0,
contradicting the fact that F is an integral domain. Thus V is an
integral domain.
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(3) Let h := v(f)−1f . Then h ∈ F and h1 = fv(f). Also v(h) = 1.
If fv(f) ∈ K
×, then h ∈ F×, and
f · (v(f)−1 · h−1) = (v(f)−1 · f) · h−1 = h · h−1 = 1,
so f ∈ V×.
Conversely, if f has an inverse k ∈ V, then
1 = fk = fv(f)−1v(f)k = hv(f)k,
so h ∈ V×. Thus it remains, in view of Proposition 2.3 to show that
h−1 ∈ F . Suppose h−1 = b. We have to show that 1 ≤ v(b).
Suppose, on the contrary, that 1 6≤ v(b). Then some xj appears with
a negative power in v(b), and we may suppose without loss in generality
that it is x1, so that v(b)1 = x
−k
1 for some k ∈ N. The series
a :=
∑
m∈Sˆ,m1=x
−k
1
bmm
is not zero, by definition of v(b).
Similarly, since v(h) = 1, the series
r :=
∑
m∈S,m1=1
hmm
is not zero.
Thus, since hb = 1,
0 =
∑
m∈Sˆ,m1=x
−k
1
(hb)mm = ar,
contradicting the fact that V is an integral domain. Thus b ∈ F , as
required. 
For example, taking f = x1+x2 ∈ F2, we have v(f) = 1 and f1 = 0,
so f is not invertible. This is probably just as well, for its reciprocal
seems to have two different formal Laurent series:
1
x1 + x2
∼
∞∑
k=0
x−k−11 x
k
2 ∼
∞∑
k=0
xk1x
−k−1
2 .
Of course neither series belongs to V.
From the proof, we note:
Corollary 2.3.
{f ∈ F ∩ V× : v(f) = 1} = F×.

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5.4. Composition. We cannot define the composition f ◦ g for arbi-
trary f ∈ V and g ∈ G in a sensible way. For instance, one would
expect the composition of x−11 and the map (x1, x2) 7→ (x1 + x2, x2) to
represent (x1 + x2)
−1, but x1 + x2 is not invertible in V. However, we
have the following limited composition:
Given two d-tuples1 f := (f1, f2, . . . , fd) ∈ F
d and f ′ := (f ′1, f
′
2, . . . , f
′
d) ∈
Fd, the coordinatewise product f ∗ f ′ by setting
(f ∗ f ′)(x) = (f1f
′
1, . . . , fdf
′
d).
For instance,
(x1, x2) ∗ (1 + x1 + x
2
2, 1− x2 − x
2
1) = (x1 + x
2
1 + x1x
2
2, x2 − x
2
2 − x
2
1x2).
This product ∗ maps Fd × Fd → Fd, and is commutative and asso-
ciative. If we define addition coordinatewise, then ∗ distributes over
addition, and Fd becomes a K-algebra. In fact, it is just the direct
product of d commuting copies of F . It has the identity (1, . . . , 1) and
its group of units is
(Fd)× = (F×)d = {f ∈ Fd : fj ∈ F
× ∀j}.
Fd is not an integral domain when d > 1, since, for instance,
(1, 0) ∗ (0, 1) = (0, 0) = 0Fd.
In case f is a formal map, i.e. f ∈Md, the product f ∗ f ′ also belongs
toMd for each f ′ ∈ Fd. In the particular case f = 1 , we use the more
suggestive notation
x ∗ f ′ := 1 ∗ f ′ = (x1f
′
1, . . . , xdf
′
d).
We define the set
K := {x ∗ f : f ∈ (Fd)×}.
This is a subgroup of G, because the linear part L(x ∗ f) of x ∗ f
is represented by the diagonal matrix diag((f1)1, (f2)1, . . . , (fd)1), and
this is invertible in gl(d,K) if each component fj ∈ F
×.
Moreover, if g = x ∗ f ∈ K, then each fj belongs to F
×, and hence
each component gj = xjfj belongs to V
×. This allows us to define
m ◦ g ∈ V×, for arbitrary m ∈ Sˆ by writing m = xi and defining
m ◦ g :=
d∏
j=1
(xj ◦ g)
ij .
1 Note that there is room for confusion between f1 ∈ F , the first component of
an f ∈ Fd, and f1 ∈ K, the coefficient of 1S in a series f ∈ F . In the first case the
subscript 1 is 1N, and in the second it is 1S. It is necessary to pay attention to the
context to avoid this confusion.
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We can then define the composition f ◦ g for arbitrary f ∈ V and
g ∈ K by setting
f ◦ g :=
∑
m∈Sˆ
fmm ◦ g.
this formal Laurent series actually defines an element of V, because
m = v(m ◦ g), so v(f) = v(f ◦ g).
We define the Verde-Star-Riordan group to be the semidirect product
V˜ = V× ⋉K,
with the product given by the usual formula
(f, g)(f ′, g′) = (f · (f ′ ◦ g), g ◦ g′)
for f, f ′ ∈ V× and g, g′ ∈ K.
6. Operators
For g ∈ G, we define the composition map Cg : F → F by
Gg(f) := f ◦ g, ∀f ∈ F .
The map C : g 7→ Cg is an injection of G into the group of K-algebra
automorphisms of F . This map is surjective, because if φ : F → F is
a K-algebra automorphism, and we define g ∈Md by setting
xj ◦ g := φ(xj),
then Cg = φ.
In the same way, we get an isomorphism g 7→ Cg from K into the
group of K-algebra automorphisms of V.
For f ∈ F , we define the multiplier map Mf : F → F by
Mf (f
′) = f · f ′, ∀f ′ ∈ F .
The map M : f 7→ Mf is an injection of F into the K-algebra of K-
module endomorphisms of F . It maps invertible elements f ∈ F× to
K-module automorphisms of F .
The whole Verde-Star-Riordan group V˜ = V× ⋉ Kop is mapped in-
jectively into EndK(V) by the map
(f, g) 7→ Mf ◦ Cg,
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7. The Verde-Star matrix representation
We define M : V˜ → gl′(Sˆ, K) by
M(f, g)mn := (f · (n ◦ g))m, ∀m,n ∈ Sˆ.
This is just another example of a matrix indexed by a set, but you may
also think of it as a ‘doubly-infinite’ matrix if you like, since the index
set Sˆ has no infimum, unlike S.
If we take f ∈ V× and g = x ∗ h with h ∈ (F×)d, then for n,m ∈ Sˆ
we have
(n ◦ g) = n · (n ◦ h),
and if we abbreviate v = v(f), then
f · (n ◦ g) = v ·
(
f
v
)
· n · (n ◦ h),
so the entry M(f, g)mn is(
vn ·
(
f
v
)
· (n ◦ h)
)
m
= ((f/v) · (n ◦ h))m/vn .
Since f/v ∈ F and n ◦ g ∈ F , this entry is zero unless m/vn ≥ 1.
Thus, for fixed m ∈ Sˆ, the entry is zero unless n ≤ m/v, and for fixed
n ∈ Sˆ, the entry is zero unless m ≥ vn. Hence M maps V˜ into the set
g˜l(Sˆ, K) of matrices M ∈ gl′(Sˆ, K) such that
∀m ∈ Sˆ ∃R ∈ Sˆ : n > R =⇒ Mmn = 0,
∀n ∈ Sˆ ∃T ∈ Sˆ : m < T =⇒ Mmn = 0.
The set g˜l(Sˆ, K) is closed under the usual matrix addition and multi-
plication, and forms a K-algebra. We denote its group of invertibles
by
G˜L(Sˆ, K) := g˜l(Sˆ, K)×.
This should work:
Conjecture 1. M : V˜ → G˜L(Sˆ, K) is an injective group homomor-
phism.
8. Projective limit structure
There is an easier (i.e. softer) way to prove Theorem 1 by using the
projective limit structure of F , as follows.
The projective limit structure (cf. [5]) is derived using the projec-
tions
pik : F → F/(M)
k+1, (k ∈ N).
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The quotient algebra
Fd,k := F,k := F/(M)
k
is essentially the same as the quotient
K[x]/〈x〉 = K[x1, . . . , xd]/〈x1, . . . , xd〉
of the algebraK[x] of polynomials in d variables overK by the (k+1)-st
power of the ideal x1K[x] + · · ·+ xdK[x]. Alternatively, it may be re-
garded as the set K[x]k of all polynomials of degree at most k, equipped
with coefficient-wise addition and truncated convolution multiplication.
It has nilpotent elements. The monic monomials m ∈ K[x]k form a ba-
sis for K[x]k as a K-module. The map ik : K[x]k → F,k defined by
p(x) 7→ p(x) + (M)k+1 is a K-algebra isomorphism. As a K-module
homomorphism, ik factors through F :
K[x]k → F → F,k
where the first map is the inclusion, and the second is pik. However,
the inclusion map of K[x]k ⊂ F is not a K-algebra homomorphism.
The Riordan group R acts on each K[x]k by
Pk(f, g)(p) := (ik)
−1 (pik (f · (p ◦ g))) ,
whenever f ∈ F×, g ∈ G and p ∈ K[x]k. Equivalently, it acts on F,k
by
Fk(f, g)(f
′ + (M)k+1) := pik (f · (f
′ ◦ g)) = pik (MfCgf
′) ,
whenever f ∈ F×, g ∈ G and f ′ ∈ F . (This action is well-defined, i.e.
pik (f · (f
′ ◦ g)) = pik (f · (f
′′ ◦ g))
whenever pik(f
′) = pik(f
′′). Indeed, pik (f · (f
′ ◦ g)) also depends only
on pik(f) and on the pik(xj ◦ g) (j = 1, . . . , d).
If we take the action on K[x]k, it gives a K-module endomorphism of
Pk(f, g), and if we represent it using the basis Sk of monic monomials
of degree at most k, it corresponds to a matrix Mk(f, g) ∈ gl(Sk, K).
It follows that
Pk(f, g) ◦ Pk(f
′, g′) =Mk(f, g)Mk(f
′, g′),
whenever f, f ′ ∈ F× and g, g′ ∈ G.
We also have:
Proposition 8.1. If (f, g) ∈ R, k ∈ N, and m,n ∈ Sk, then
M(f, g)mn =Mk(f, g)mn.
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In other words, the (m,n) matrix entry in M(f, g) is already de-
termined by the corresponding entry in Mk(f, g), once k exceeds the
degrees of the monomials m and n.
Proof. M(f, g)mn = (f · (n ◦ g))m. The (m,n) entry of Mk(f, g) is the
coefficient of m in
Pk(f, g)(n) = (ik)
−1 (pik (f · (n ◦ g))) .
But this is just the same asM(f, g)mn, because the projection (i
k)−1◦pik
preserves all coefficients of degree at most k. 
As a result, to prove Theorem 1, it suffices to show that
Pk((f, g)(f
′, g′)) = Pk(f, g) ◦ Pk(f
′, g′),
for (f, g), (f ′, g′) ∈ R.
In view of the relation
Pk(f, g) = (ik)
−1 ◦ Fk(f, g) ◦ ik
between the actions of R on K[x]k and F/M
k+1, it suffices to show
that
Fk((f, g)(f
′, g′)) = Fk(f, g) ◦ Fk(f
′, g′),
for (f, g), (f ′, g′) ∈ R. But this is obvious, because
Fk((f, g)(f
′, g′))(pik(h)) = pik(f ◦ (f
′ ◦ g)(h ◦ g ◦ g))
whereas
Fk(f, g)(Fk(f
′, g′)(pik(h)) = Fk(f, g)(pik(f
′·(h◦g′)) = pik(f ·(f
′◦g)·(h◦g′◦g),
which is exactly the same.
So this gives a softer proof of Theorem 1. The same argument ex-
tends to prove Theorem 2, because it does not use invertibility of (f, g).
We believe there should be a similar soft proof of Conjecture 1.
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