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Abstract. Investigations on dark energy (DE) are currently inconclusive about its time
evolution. Hints of this possibility do however glow now and then in the horizon. Herein
we assess the current status of dynamical dark energy (DDE) in the light of a large
body of updated SNIa+H(z)+BAO+LSS+CMB observations, using the full Planck
2015 CMB likelihood. The performance of the ΛCDM model (with equation of state
w = −1 for Λ) is confronted with that of the general XCDM and CPL parametrizations,
as well as with the traditional φCDM model based on the scalar field potential V ∼ φ−α.
In particular, we gauge the impact of the bispectrum in the LSS and BAO parts, and
show that the subset of CMB+BAO+LSS observations may contain the bulk of the
DDE signal. The departure from w = −1 is significant: roughly 2.6σ for XCDM and
2.9σ for φCDM. In both cases the full Bayesian evidence is found to be positive even for
a prior range of the DDE parameters extending over several standard deviations from
the mean when the bispectrum is taken into account. Positive signs follow as well from
the preliminary results of Planck 2018 data using the compressed CMB likelihood. As
a bonus we also find that the σ8-tension becomes reduced with DDE.
Keywords: cosmological parameters, dark energy, large-scale structure of universe
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1 Introduction
Even if the existence proof of the DE is not iron-clad, the great majority of cosmologists are
agreed that the universe is in accelerated expansion [1–3] and that some physical cause must be
responsible for it. The canonical picture in GR is to assume that such cause is the presence of
a cosmological constant (CC) term, Λ, in Einstein’s equations. No reason, however, is given for
its constancy throughout the entire cosmic history. In fact, Λ =const. is not required by the
cosmological principle. Such oversimplification might be at the root of the Cosmological Constant
Problem, namely the appalling discrepancy between the measured value of the vacuum energy
density, ρΛ = Λ/(8piG) ∼ 10−47 GeV4 (G being Newton’s constant), and the incommensurably
larger value predicted in quantum field theory (QFT) [4–7]. The cosmological constant problem
stays unsolved right now, even after more than a full century after Λ was first introduced by
Einstein. Most likely the mystery will remain for a long time still. In this work, we will not
attempt to solve it. Our main aim is much more humble. Somehow we wish to follow the original
phenomenological approach that made possible to unveil that Λ is nonvanishing, irrespective of
its ultimate physical nature. The method to substantiate that Λ is non-null was largely empirical,
namely Λ was assumed to be a parameter and then fitted directly to the data. Of course a minimal
set of assumptions had to be made, such as the validity of the Cosmological Principle and hence
of the Friedmann-Lemaˆıtre-Robertson-Walker (FLRW) metric, with the ensuing set of Friedmann
equations for the scale factor. In our case, we wish of course to keep these minimal assumptions
and make a phenomenological case study of the next-to-leading possibility, which is that the Λ, or
in general the DE, might be not just a parameter but a slowly varying cosmic variable that stays
close to a constant for cosmic spans of time and therefore capable of mimicking the ΛCDM-like
behavior.
This is all the most interesting if we take into account that, aside from theoretical problems,
a number of persisting tensions with the data (particularly on the local value of the Hubble
parameter [8,9] and the large scale structure formation data [10]) suggest that the concordance or
ΛCDM model, with rigid Λ-term, might be performing insufficiently at the observational level. The
possibility to alleviate some of these problems by assuming that ρΛ, or in general the DE, might be
(slowly) dynamical is a natural option to test, see e.g. [11–13]. Here we are primarily spurred by
these phenomenological considerations and the disparity of different results. For instance, hints of
DDE were highlighted in [14–16]. In addition, nonparametric studies of the DDE suggest positive
evidence at about 3.5σ c.l., see [17]. Such confidence level is actually comparable to that achieved
through specific models of DDE, in which attempts were made to cure the mentioned tensions –
see e.g. [18–21] and references therein. Other recent works, in contrast, find a variety of levels
of evidence in different contexts or simply no sizeable deviation from the ΛCDM, see [22–34] and
references therein, for example.
In this paper, we reassess the current situation on the DDE and try to clarify why some authors
find evidence whereas others find no evidence at all. The novelty is that we pay due attention to the
sensitivity of the signal to potentially relevant features sitting in the baryon acoustic oscillations
(BAO) and large-scale structure (LSS) formation data which have not been explored in previous
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DS1 with Spectrum (DS1/SP) DS1 with Bispectrum (DS1/BSP)
Parameter ΛCDM XCDM φCDM ΛCDM XCDM CPL φCDM
H0 (km/s/Mpc) 69.22
+0.48
−0.49 68.97
+0.76
−0.79 68.70
+0.66
−0.61 68.21
+0.40
−0.38 67.18
+0.63
−0.68 67.17± 0.72 67.19+0.67−0.64
ωcdm 0.1155+0.0011−0.0010 0.1151
+0.0013
−0.0014 0.1147
+0.0013
−0.0012 0.1176
+0.0008
−0.0009 0.1161± 0.0012 0.1161+0.0015−0.0014 0.1160+0.0013−0.0012
ωb 0.02247+0.00020−0.00019 0.02251
+0.00021
−0.00020 0.02255
+0.00020
−0.00022 0.02231
+0.00019
−0.00018 0.02244
+0.00021
−0.00020 0.02244± 0.00021 0.02245± 0.00021
τ 0.079+0.012−0.013 0.084
+0.014
−0.017 0.088± 0.016 0.059+0.012−0.009 0.074+0.013−0.015 0.074+0.016−0.017 0.074+0.014−0.016
ns 0.9742± 0.0042 0.9752+0.0048−0.0052 0.9768± 0.0048 0.9678± 0.0038 0.9724± 0.0047 0.9724+0.0049−0.0052 0.9729+0.0044−0.0048
σ8(0) 0.813+0.008−0.009 0.811± 0.010 0.808± 0.010 0.804+0.007−0.008 0.795+0.010−0.009 0.795± 0.010 0.793± 0.009
w0 -1 −0.986+0.030−0.029 - -1 −0.945+0.029−0.028 −0.934+0.067−0.075 -
w1 - - - - - −0.045+0.273−0.204 -(
α, 10−3κ¯
)
- -
(
< 0.092, 37.3+1.9−2.3
)
- - -
(
0.150+0.070−0.086 , 33.5
+1.1
−2.1
)
Table 1: The mean fit values and 68.3% confidence limits for the considered models using dataset DS1, i.e. all
SNIa+H(z)+BAO+LSS+CMB data, with full Planck 2015 CMB likelihood. In all cases a massive neutrino of 0.06 eV
has been included. The first block involves BAO+LSS data using the matter (power) spectrum (SP) and is labelled DS1/SP.
The second block includes both spectrum and bispectrum, and is denoted DS1/BSP (see text). We display the fitting results
for the relevant parameters, among them those that characterize the DDE models under discussion: the EoS parameter w0
for XCDM, w0 and w1 for the CPL, the power α of the potential and κ¯ ≡ κ[MP/(km/s/Mpc)]2 for φCDM, as well as the six
conventional parameters: the Hubble parameter H0, ωcdm = Ωcdmh
2 and ωb = Ωbh
2 for cold dark matter and baryons, the
reionization optical depth τ , the spectral index ns of the primordial power-law power spectrum, and, for convenience, instead
of the amplitudes As of such spectrum we list the values of σ8(0).
studies. Most noticeably we explore the inclusion of the matter bispectrum together with the power
spectrum. We find that this ingredient helps to develop more sensitivity to the DDE signal. We
test and confirm this fact by considering the reaction of well-known generic parametrizations of the
DDE, such as the XCDM and CPL, as well as a well-known representative of the traditional class
of scalar field models (φCDM). Our analysis is performed on the basis of a large set of updated
SNIa+H(z)+BAO+LSS+CMB observations and leads to a signal of DDE in the ballpark of 3σ
c.l. Such positive test is encouraging. If revalidated with the advent of future data, it could guide
us into future strategies helping to consolidate the DDE signature.
2 DDE parametrizations and models
We consider two generic parametrizations of the DDE, together with a well-known φCDM model,
and confront them to a large and updated set of SNIa+H(z)+BAO+LSS+CMB observations.
Natural units are used hereafter, although we keep explicitly Newton’s G, or equivalently the
Planck mass: MP = 1/
√
G = 1.2211 × 1019 GeV. Flat FLRW metric is assumed throughout:
ds2 = −dt2 +a2(t)(dx2 +dy2 +dz2), where a(t) is the scale factor as a function of the cosmic time.
2.1 XCDM and CPL
The first of the DDE parametrizations under study is the conventional XCDM [35]. In it both
matter and DE are self-conserved (non-interacting) and the DE density is simply given by ρX(a) =
ρX0a
−3(1+w0), where ρX0 = ρΛ is the current value and w0 the (constant) equation of state (EoS)
parameter of the DE fluid. For w0 = −1 we recover the ΛCDM model with a rigid CC. For
w0 & −1 the XCDM mimics quintessence, whereas for w0 . −1 it mimics phantom DE. It is
3
DS2 with Bispectrum (DS2/BSP) DS2/BSP with Planck 2018 (compressed likelihood)
Parameter ΛCDM XCDM φCDM ΛCDM XCDM φCDM
H0 (km/s/Mpc) 68.20
+0.38
−0.41 66.36
+0.76
−0.86 66.45± 0.74 68.92± 0.31 67.08± 0.73 67.02± 0.70
ωcdm 0.1176+0.0008−0.0009 0.1155
+0.0014
−0.0012 0.1154± 0.0013 0.1197± 0.0007 0.1191± 0.0008 0.1191± 0.0008
ωb 0.02230± 0.00019 0.02247± 0.00021 0.02248+0.00020−0.00021 0.02254± 0.00013 0.02259± 0.00013 0.02259± 0.00013
τ 0.059± 0.010 0.083+0.014−0.018 0.083+0.013−0.014 - - -
ns 0.9681± 0.0039 0.9742+0.0048−0.0053 0.9746+0.0044−0.0051 0.9727± 0.0033 0.9734± 0.0032 0.9735± 0.0032
σ8(0) 0.805± 0.007 0.788± 0.010 0.789± 0.010 0.800± 0.008 0.774± 0.013 0.773± 0.012
w0 -1 −0.911+0.035−0.034 - -1 −0.932± 0.025 -(
α, 10−3κ¯
)
- -
(
0.240+0.086−0.102 , 32.0
+0.8
−1.4
)
- - (0.168± 0.068 , 32.7± 1.5)
Table 2: As in Table 1, but using dataset DS2/BSP, which involves BAO+LSS+CMB data only. In the first block we use
the full likelihood for Planck 2015, whereas in the second we use the compressed CMB likelihood for the more recent Planck
2018 data. See text for more details.
worth checking if a dynamical EoS for the DE can furnish a better description of the observational
data. So we consider the well-known CPL parametrization [36, 37], which is characterized by the
following EoS:
w(a) = w0 + w1(1− a) = w0 + w1 z
1 + z
, (1)
where z = a−1−1 is the cosmological redshift. The corresponding Hubble rate H = a˙/a normalized
with respect to the current value, H0 = H(a = 1), takes the form:
E2(a) ≡ H
2(a)
H20
= (Ωb + Ωcdm)a
−3 + Ωγa−4 +
ρν(a)
ρc0
+ ΩΛa
−3(1+w0+w1)e−3w1(1−a). (2)
Here Ωi = ρi0/ρc0 are the current energy densities of baryons, cold dark matter, photons and
CC/DE normalized with respect to the present critical density ρc0. The neutrino contribution,
ρν(a) is more complicated since it contains a massive component, ρν,m(a), apart from the massless
ones. During the expansion of the universe, the massive neutrino transits from a relativistic to a
nonrelativistic regime. This process is nontrivial and has to be solved numerically. In the above
expression, for w1 = 0 we recover the XCDM, and also setting w0 = −1 we are back to the ΛCDM.
2.2 φCDM
Let us now briefly summarize the theoretical framework of the φCDM, which has a well-defined
local Lagrangian description. The DE is described here in terms of a scalar field, φ, which we take
dimensionless. Such field is minimally coupled to curvature (R) and the generic action is just the
sum of the Einstein-Hilbert action SEH, the scalar field action Sφ, and the matter action Sm:
S = SEH + Sφ + Sm =
M2P
16pi
ˆ
d4x
√−g
[
R− 1
2
gµν ∂µ φ∂νφ− V (φ)
]
+ Sm . (3)
The energy density and pressure of φ follow from its energy-momentum tensor, T φµν =
−2√−g
δSφ
δgµν ,
and the fact that φ is a homogeneous scalar field which depends only on the cosmic time. Thus,
ρφ = T
φ
00 =
M2P
16pi
(
φ˙2
2
+ V (φ)
)
pφ = T
φ
ii =
M2P
16pi
(
φ˙2
2
− V (φ)
)
. (4)
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Figure 1: Likelihood contours for the XCDM parametrization (left) and the considered φCDM model (right) in the relevant
planes (ωcdm, w0) and (ωcdm, α), respectively, after marginalizing over the remaining parameters. Dataset DS1/SP is used in
both cases (cf. first block of Table 1). The various contours correspond to 1σ, 2σ and 3σ c.l.
Dots indicate derivatives with respect to the cosmic time, and notice that within our conventions
V (φ) has dimension 2 in natural units.
The field equation for φ is just the Klein-Gordon equation in curved spacetime, φ+∂V/∂φ = 0,
which for the FLRW metric leads to
φ¨+ 3Hφ˙+
∂V
∂φ
= 0 . (5)
The corresponding Einstein’s field equations read:
3H2 = 8piG (ρm + ρr + ρφ) (6)
3H2 + 2H˙ = −8piG (pm + pr + pφ) . (7)
Here ρm = ρb + ρcdm + ρν,m involves the pressureless contributions from baryons and cold dark
matter as well as the massive neutrino contribution. The latter evolves during the cosmic expansion
from the relativistic regime (where pm = pν,m 6= 0) to the nonrelativistic one (where pν,m ' 0). On
the other hand, pr = ρr/3 is the purely relativistic part from photons and the massless neutrinos.
As a representative potential for our analysis we borrow the traditional quintessence potential
by Peebles and Ratra [38,39],
V (φ) =
1
2
κM2Pφ
−α , (8)
where κ is a dimensionless parameter. In this context, the value of the CC at present (t = t0) is
given by ρΛ = ρφ(t0). We expect κ to be positive since we know that ρΛ > 0 and the potential
energy at present is dominant. In what follows, when referring to the φCDM model we will
implicitly assume this form of the potential. The power α in it should be positive as well, but
sufficiently small so that V (φ) mimics an approximate CC slowly evolving with time. In our case
we take α as a free parameter while κ is a derived one, as discussed below.
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Figure 2: As in Fig. 1, but using dataset DS2/BSP. The various contours correspond, again, to 1σ, 2σ and 3σ c.l. The central
values in both cases are shifted > 2.5σ away from the ΛCDM, i.e. from w0 = −1 and α = 0 in each case. Marginalization also
over ωcdm increases the c.l. up to 2.6σ and 2.9σ, respectively (cf. first block of Table 2).
The Klein-Gordon equation with the potential (8) can be written in terms of the scale factor
as follows (prime stands for d/da, and we use d/dt = aHd/da):
φ′′ +
(
H ′
H
+
4
a
)
φ′ − α
2
κM2Pφ
−(α+1)
(aH)2
= 0 . (9)
When the cosmic evolution is characterized by the dominant energy density ρ(a) ∝ a−n (n = 3
for the matter-dominated epoch and n = 4 for radiation-dominated), i.e. when the DE density is
negligible, one can search for power-law solutions of the Klein-Gordon equation, i.e. solutions of
the form φ ∝ ap. However, around the current time the effect of the potential is significant and the
solution has to be computed numerically. Equation (9) is coupled to the cosmological equations
under appropriate initial conditions. We can set these conditions at the radiation epoch, where we
can neglect the DE. We find
φ(a) =
[
3α(α+ 2)2κM4P
64pi(α+ 6)
(ρr(a) + ρν,m( a))
−1
]1/(α+2)
. (10)
Notice that ρr,tot ≡ ρr + ρν,m is the total radiation energy density, which includes also the massive
neutrino contribution. At the radiation epoch, however, ρr,tot behaves very approximately as
∼ a−4. Thus, Eq.(10) together with φ′(a) obtained from it can be used for the numerical solution
of Eq. (9) and of the EoS of the scalar field at any subsequent epoch: wφ(a) = pφ(a)/ρφ(a).
To compare the theoretical predictions of the different models under study with the available
observational data we have made use of the Einstein-Boltzmann code CLASS [41] in combination
with the powerful Monte Carlo Markov chain (MCMC) sampler MontePython [42]. In the partic-
ular instance of φCDM, we have conveniently modified CLASS such as to implement the shooting
method, see [43] for a detailed exposition, what allowed us to consistently determine the value of
κ for each value of the free parameter H0. As it is well-known, such numerical technique consists in
replacing a boundary value problem with an initial value one through a large number of iterations
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DS3 with Spectrum (DS3/SP)
Parameter ΛCDM XCDM φCDM
H0 (km/s/Mpc) 69.30
+0.53
−0.52 69.26
+0.80
−0.79 68.80
+0.65
−0.58
ωcdm 0.1154± 0.0011 0.1156+0.0014−0.0015 0.1147+0.0014−0.0011
ωb 0.02249+0.00019−0.00021 0.02247± 0.00021 0.02254+0.00019−0.00022
τ 0.086+0.012−0.014 0.085
+0.015
−0.016 0.093
+0.013
−0.014
ns 0.9750+0.0045−0.0044 0.9746
+0.0051
−0.0050 0.9769
+0.0044
−0.0049
σ8(0) 0.819+0.009−0.010 0.818± 0.011 0.813± 0.010
w0 -1 −1.002+0.034−0.035 -(
α, 10−3κ¯
)
- - (< 0.081, 37.6± 2.1)
Table 3: As in Tables 1 and 2, but using dataset DS3/SP. The latter is similar to the one employed in the analyses of these
models in [28,29], see the text for further details.
of the initial conditions until finding the optimized solution. For the φCDM, the initial conditions
are determined by (10) and its time derivative, which are both explicitly dependent on κ.
3 Data
The main fitting results of our analysis are presented in Tables 1 and 2. An additional Ta-
ble 3 has also been introduced to illustrate the correct normalization of our results with other
existing studies in the literature when we use comparable data. This issue will be further dis-
cussed throughout our presentation. To generate the fitting results displayed in Tables 1, 2 and
3 we have run the MCMC code MontePython, together with CLASS, over an updated data set
SNIa+H(z)+BAO+LSS+CMB, consisting of: i) 6 effective points on the normalized Hubble rate
(including the covariance matrix) from the Pantheon+MCT sample [44, 45], which includes 1063
SNIa. As it is explained in [45], the compression effectiveness of the information contained in
such SNIa sample is extremely good; ii) 31 data from H(z) from cosmic chronometers [46–53]; iii)
16 effective BAO points [54–58]; iv) 19 effective points from LSS, specifically 18 points from the
observable f(z)σ8(z) (obtained from redshift-space distortions – RSD) [56,58–68] and one effective
point from the weak lensing observable S8 ≡ σ8(0) (Ωm/0.3)0.5 [69]; v) Finally we make use of the
full CMB likelihood from Planck 2015 TT+lowP+lensing [3]. It is important to emphasize that
we take into account all the known correlations among data. Owing to their special significance in
this kind of analysis, we have collected the set of BAO and LSS data points used in this work in
the Tables 4 and 5, respectively.
The total data set just described will be referred to as DS1. This is our baseline scenario
since it involves a large sample of all sorts of cosmologial data and will be used to compare with
the possible additional effects that emerge when we enrich its structure, as we shall comment in
a moment. For a more detailed discussion of the data involved in DS1, see [12, 16, 21]. In this
study, however, we wish to isolate also the effect from the triad of BAO+LSS+CMB data. These
7
Survey z Observable Measurement References Data set
6dFGS+SDSS MGS 0.122 DV (rd/rd,fid)[Mpc] 539± 17[Mpc] [54] SP/BSP
WiggleZ 0.44 DV (rd/rd,fid)[Mpc] 1716.4± 83.1[Mpc] [55] SP/BSP
0.60 DV (rd/rd,fid)[Mpc] 2220.8± 100.6[Mpc]
0.73 DV (rd/rd,fid)[Mpc] 2516.1± 86.1[Mpc]
DR12 BOSS (BSP) 0.32 Hrd/(10
3km/s) 11.549± 0.385 [56] BSP
DA/rd 6.5986± 0.1337
0.57 Hrd/(10
3km/s) 14.021± 0.225
DA/rd 9.3869± 0.1030
DR12 BOSS (SP) 0.38 DM (rd/rd,fid)[Mpc] 1518± 22 [72] SP
H(rd,fid/rd)[km/s/Mpc] 81.5± 1.9
0.51 DM (rd/rd,fid)[Mpc] 1977± 27
H(rd,fid/rd)[km/s/Mpc] 90.4± 1.9
0.61 DM (rd/rd,fid)[Mpc] 2283± 32
H(rd,fid/rd)[km/s/Mpc] 97.3± 2.1
eBOSS 1.19 Hrd/(10
3km/s) 19.6782± 1.5866 [58] SP/BSP
DA/rd 12.6621± 0.9876
1.50 Hrd/(10
3km/s) 19.8637± 2.7187
DA/rd 12.4349± 1.0429
1.83 Hrd/(10
3km/s) 26.7928± 3.5632
DA/rd 13.1305± 1.0465
Lyα-forest 2.40 DH/rd 8.94± 0.22 [57] SP/BSP
DM/rd 36.6± 1.2
Table 4: Published values of BAO data used in the main analyses. In the last column we specify the data sets in which these
points have been employed. We label the latter with SP if they are used in DS1/SP; with BSP if they are used in DS1/BSP
and DS2/BSP; and finally with SP/BSP if they are used in the three data sets, DS1/SP, DS1/BSP, and DS2/BSP. See the
quoted references, and the text in Sect. 3.
ingredients may be particularly sensitive to the DDE, as shown in the previous references. Such
subset of DS1 will be called DS2 and contains the same data as DS1 except SNIa+H(z). In the
next section we define further specifications of these two datasets with special properties.
4 Spectrum versus bispectrum
The usual analyses of structure formation data in the literature are performed in terms of the
matter power spectrum P (k), referred to here simply as spectrum (SP). As we know, the latter
is defined in terms of the two-point correlator of the density field D(k) in Fourier space, namely
〈D(k)D(k′)〉 = δ(k + k′)P (k), in which δ is the Dirac delta of momenta. For a purely Gaussian
distribution, any higher order correlator of even order decomposes into sums of products of two-
point functions, in a manner very similar to Wick’s theorem in QFT. At the same time, all
correlators of odd order vanish. This ceases to be true for non-Gaussian distributions, and the
first nonvanishing correlator is then the bispectrum B(k1,k2,k3), which is formally connected to
the three-point function
〈D(k1)D(k2)D(k3)〉 = δ(k1 + k2 + k3)B(k1,k2,k3) . (11)
The Dirac δ selects in this case all the triangular configurations. Let us note that even if the
primeval spectrum would be purely Gaussian, gravity makes fluctuations evolve non-Gaussian.
Such deviations with respect to a normal distribution may be due both to the evolution of gravi-
tational instabilities that are amplified from the initial perturbations, or even from some intrinsic
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Survey z f(z)σ8(z) References Data set
2MTF 0 0.505± 0.084 [59] SP/BSP
6dFGS 0.067 0.423± 0.055 [60] SP/BSP
SDSS-DR7 0.10 0.376± 0.038 [61] SP/BSP
GAMA 0.18 0.29± 0.10 [62] SP/BSP
0.38 0.44± 0.06 [63]
DR12 BOSS (BSP) 0.32 0.427± 0.056 [56] BSP
0.57 0.426± 0.029
DR12 BOSS (SP) 0.38 0.497± 0.045 [72] SP
0.51 0.458± 0.038
0.61 0.436± 0.034
WiggleZ 0.22 0.42± 0.07 [64] SP/BSP
0.41 0.45± 0.04
0.60 0.43± 0.04
0.78 0.38± 0.04
VIPERS 0.60 0.49± 0.12 [65] SP/BSP
0.86 0.46± 0.09
VVDS 0.77 0.49± 0.18 [66], [67] SP/BSP
FastSound 1.36 0.482± 0.116 [68] SP/BSP
eBOSS 1.19 0.4736± 0.0992 [58] SP/BSP
1.50 0.3436± 0.1104
1.83 0.4998± 0.1111
Table 5: As in Table 4, but for the published values of f(z)σ8(z). See the quoted references, and text in Sect. 3.
non-Gaussianity of the primordial spectrum. For example, certain implementations of inflation
(typically multifield inflation models) unavoidably lead to a certain degree of non-Gaussianity [70].
Therefore, in practice the bispectrum is expected to be a nonzero parameter in real cosmology,
even if starting from perfect Gaussianity, which is in no way an absolute condition to be preserved.
On the other hand, such departure should, of course, be small. But the dynamics of the DE is also
expected to be small, so there is a possible naturalness relationship between the two.
The bispectrum (BSP) has been described in many places in the literature, see e.g. [70,71] and
references therein. The physical importance of including the bispectrum cannot be overemphasized
as it furnishes important complementary information that goes beyond the spectrum. If fluctu-
ations in the structure formation were strictly Gaussian, their full statistical description would
be contained in the two-point correlation function 〈D(k)D(k′)〉 since, as already mentioned, all
higher order correlators of even order can be expanded in terms of products of two-point functions.
In such a case the formal bispectrum defined above would identically vanish. However, there is
no a priori reason for that to happen, and in general this is not what we expect if we take into
consideration the reasons mentioned above. The crucial question is: how to test the real situation
in practice? While the above definitions are the formal ones, operationally (in other words, at
the practical level of galaxy counting) one must resort to use SP and BSP estimators of empirical
nature. For the power spectrum estimator one may use 〈F2(k1)F2(k2)〉, where F2(q) is the Fourier
transform of an appropriately defined weighted field of density fluctuations, that is to say, one
formulated in terms of the number density of galaxies [56].
Similarly, a bispectrum estimator 〈F3(k1)F3(k2)F3(k3)〉 can be defined from the angle-average
of closed triangles defined by the k-modes, k1, k2, k3, where F3(q) is the Fourier transform of
the corresponding weighted field of density fluctuations defined in terms of the number density of
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galaxies. It can be conveniently written as
〈F3(k1)F3(k2)F3(k3)〉 =
k3f
V123
ˆ
d3rDS1(r)DS2(r)DS3(r) , (12)
i.e. through an expression involving a separate product of Fourier integrals
DSj (r) ≡
ˆ
Sj
dqj F3(qj)e
iqj ·r . (13)
Here kf is the fundamental frequency, kf = 2pi/Lbox, Lbox the size of the box in which the galaxies
are embedded and
V123 ≡
ˆ
S1
dq1
ˆ
S2
dq2
ˆ
S3
dq3 δ(q1 + q2 + q3) (14)
is the number of fundamental triangles inside the shell defined by S1, S2 and S3, with Si the
region of the k-modes contained in a k-bin, ∆k, around ki. The Dirac δ insures that only closed
triangles are included – see the mentioned references for more details. The measurement of the
bispectrum estimator 〈F3(k1)F3(k2)F3(k3)〉 is essential to be sensitive to possible higher order
effects associated to non-Gaussianities in the distribution of galaxies. This task is what has been
done in the important work [56].
Here we wish to dwell on the impact of the bispectrum as a potential tracer of the DDE.
Observationally, the data on BAO+ LSS (more specifically, the fσ8 part of LSS) including both
the spectrum (SP) and bispectrum (BSP) are taken from [56], together with the correlations among
these data encoded in the provided covariance matrices. The same data including SP but no BSP
has been considered in [72]. In this study, we analyze the full dataset DS1 with spectrum only
(dubbed DS1/SP) and also the same data when we include both SP and BSP (denoted DS1/BSP
for short). In addition, we test the DDE sensitivity of the special subset DS2, which involves both
SP+BSP components (scenario DS2/BSP). The contrast of results between the “bispectrumless”
scenarios (i.e. the pure SP ones) and those including the matter bispectrum component as well (i.e.
the SP+BSP ones) will be made apparent in our study, specially through our devoted discussions
in sections 5 and 6.
The numerical fitting results that we have obtained for the DDE models under examination and
the ΛCDM are displayed in Tables 1 and 2. While we use Planck 2015 CMB data with full likelihood
throughout most of our analysis, in the second block of Table 2 we report on the preliminary results
obtained from the recent Planck 2018 CMB data under compressed likelihood [78,79]. Let us note
that the full likelihood for Planck 2018 CMB data is not public yet. We discuss the results that
we have obtained and their possible implications in the next two sections.
As indicated above, an additional fitting table has been generated (Table 3) in order to illus-
trate the fact that the results presented in our work are consistent with other studies presented
in the literature, namely for the case when we restrict our analysis to the baseline bispectrumless
scenario introduced in our work (i.e. DS1/SP). We substantiate this fact by introducing an al-
ternative bispectrumless scenario, which we call DS3/SP. The latter is essentially coincident with
the one used in the investigations of the same models recently presented by the authors of [28,29],
although there exist some mild differences between our DS3/SP scenario and the one considered
10
Figure 3: Triangular matrix containing all the possible combinations of two-dimensional marginalized distributions for
the various ΛCDM fitting parameters (at 1σ, 2σ and 3σ c.l.), together with the corresponding one-dimensional marginalized
likelihoods for each parameter. H0 is expressed in km/s/Mpc. We present the results for the main data sets used in this work:
DS1/SP, DS1/BSP, and DS2/BSP (cf. Tables 1 and 2 for the numerical fitting results, and the text for further details).
by these authors, to wit: (i) In the supernovae sector there appear two differences: first, we use
the compressed Pantheon+MCT data [44] mentioned in the previous section, which in expanded
form includes more than one thousand supernovae, whereas they use the full (uncompressed) list
of supernova data from the Pantheon compilation, but in their list – and here lies the second
difference– they do not include the 15 high-redshift SNIa (z > 1) from the CANDELS and CLASH
Multy-Cycle Treasury (MCT) programs. However these differences should not be significant at
all, and we refer the reader to the detailed discussion in Ref. [45] to justify why is so. In fact, in
the latter reference it is demonstrated that the constraints derived from the full Pantheon+MCT
compilation of supernovae of Type Ia are essentially indistinguishable from those derived from
the corresponding compressed likelihood (see Fig. 3 of that reference); (ii) Concerning the BOSS
Lyα-forest data, they use the exact distributions, whereas we use the Gaussian approximations.
A direct comparison of the values of the fitting parameters reported in [28, 29] with those pre-
sented in our Table 3 confirms a high degree of compatibility, being the discrepancies in all cases
a small fraction of 1σ. For instance, for the XCDM we obtain w0 = −1.002+0.034−0.035, and the authors
of [28] find w0 = −0.994 ± 0.033, which differs by less than 0.17σ from the former, taking the
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Figure 4: As in Fig. 3, but for the XCDM. Here we also show the two-dimensional contours and one-dimensional distribution
for the EoS parameter w0.
errors in quadrature. The difference with respect to the value of w0 corresponding to the DS1/SP
dataset in Table 1 is also small: 0.18σ. On these grounds we judge that the approach adopted
in our analysis is fully consistent and that the tiny differences which may appear between the
exact and compressed treatment of the SNIa and the exact and Gaussian Lyα-forest likelihoods
cannot be held responsible for any significant change in the main conclusions of our work as to
the dynamical nature of the DE. Put another way, the preliminary signal of DDE that we find in
this work cannot be attributed to the tiny differences among the bispectrumless data sets existing
in the literature, whether our DS1/SP, DS3/SP, the exact one used e.g. by [28, 29] or any other
consistent dataset employed by different authors. All these bispectrumless scenarios are statisti-
cally equivalent since they involve a sufficiently complete and uncorrelated set of data from the
various SNIa+H(z)+BAO+LSS+CMB sources and therefore they are mutually consistent within
a fraction of 1σ errors. We must conclude that the emerging indications of DDE that we have
encountered should rather originate from the peculiarities of the bispectrum component, which
seems to be particularly sensitive to the dynamical features presumably sitting in the DE.
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Figure 5: As in Fig. 3, but for the φCDM model. We also include the two-dimensional contours and one-dimensional
distribution for the parameter α of the potential (8).
5 Confronting DDE to observations
As we can see from Tables 1 and 2, the comparison of the ΛCDM with the DDE models points
to a different sensibility of the data sets used to the dynamics of the DE. If we start focusing
on the results from the bispectrumless scenario DS1/SP – cf. left block of Table 1 – there is no
evidence that the DDE models perform better than the ΛCDM. The XCDM, for instance, yields
a weak signal which is compatible with w0 = −1 (i.e. a rigid CC). This is consistent e.g. with
the analysis of [28]. The φCDM model remains also inconclusive under the same data. The upper
bound of α < 0.092 at 1σ (0.178 at 2σ) recorded in that table is consistent, too, with the recent
studies of [29]. The same conclusion is derived upon inspection of Table 3, based on the alternative
bispectrumless scenario DS3/SP, whose fitting results are indeed consistent with those collected
for our DS1/SP as well as with those from the mentioned references [28] and [29].
Notwithstanding, both the XCDM parametrization and the φCDM model fare significantly
better than the ΛCDM if we consider the dataset DS1/BSP, i.e. upon including the bispectrum
component of the BAO+LSS data. The corresponding DDE signature is about 2σ c.l. However,
it is further enhanced within the restricted DS2/BSP dataset, where the XCDM and the φCDM
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Figure 6: Contour lines for the XCDM in the planes (ωcdm, w0) and (Ωm, w0) obtained with different data set combinations
and using the compressed Planck 2018 data [78, 79] instead of the full Planck 2015 likelihood [3]. More concretely we show
the results obtained with the DS2/BSP data set (CMB+BAO+LSS, in grayish shades, see the second block of Table 2), the
DS1/BSP (ALL DATA, dashed red contours), and the DS1/BSP but without LSS (CMB+BAO+SNIa+H(z), solid green
contours). The solid points indicate the location of the best-fit values in each case. When the LSS data points with bispectrum
are considered in combination with the CMB and BAO constraints the DDE signal exceeds the 2σ c.l., regardless we use the
Planck 2015 or 2018 information. See the text for further details.
reach in between 2.5 − 3σ c.l. (cf. left block of Table 2). As for the CPL parametrization, Eq.
(1), we record it explicitly in Table 1 for the DS1/BSP case only. One can check that even in this
case the errors in the EoS parameters are still too big to capture any clear sign of DE dynamics,
owing to the additional parameter present in this model. Specifically, we find w0 = −0.934+0.067−0.075
and w1 = −0.045+0.273−0.204, hence fully compatible with a rigid CC (w0 = −1, w1 = 0).
In Fig. 1 we show the contour plots in the (ωcdm, w0) and (ωcdm, α) planes for the XCDM
and φCDM models, respectively, at different confidence levels, which are obtained with the (bis-
pectrumless) DS1/SP data set. It is obvious from these contours that the models do not exhibit
a clear preference for DDE. The contour plots for the XCDM (on the left side of Fig. 1) appear
located roughly 50% up and 50% down with respect to the cosmological constant divide w0 = −1,
and therefore we cannot appraise any marked preference for a deviation into the quintessence
(w0 & −1) or the phantom region (w0 . −1). Similarly, the contour plots for the parameter α of
the φCDM model (indicated on the right side of Fig. 1) show that α is consistent with zero at 1σ,
which means that the potential (8) is perfectly compatible with a cosmological constant.
In Fig. 2, however, the situation has changed in a rather conspicuous way. Once more we display
the corresponding contour plots for the XCDM and φCDM models, but now they are obtained in
the presence of the bispectrum, specifically we use in this case the DS2/BSP data set. While we
could use the entire DS1/BSP set, the former subset (made exclusively on BAO+LSS+CMB) is
slightly more sensitive and we choose it to illustrate which data tend to optimize the DDE signal.
After all not all data is expected to be equally sensitive, and this is something that has already
been noted for other DDE models [21]. Coming back to Fig. 2 we can see that, in stark contrast
with Fig. 1, there is a marked preference for the contours of the XCDM to shift upwards into the
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Figure 7: The same as in Fig. 6, but for the φCDM model and in the planes (ωcdm, α) and (Ωm, α).
quintessence region. Specifically, the EoS parameter w0 lies now more than 2.5σ away from −1 in
the quintessence domain w0 & −1. On the other hand, in the φCDM case (shown in the right plot
of the same figure) we consistently find α > 0 at a similar (actually slightly higher) c.l.
Figures 3-5 are also very illustrative. They contain the confidence contours in all the relevant
planes of the parameter space up to 3σ c.l., together with the marginalized one-dimensional poste-
rior distributions for the various fitting parameters. In Fig. 3 we present the results obtained with
the DS1/SP, DS1/BSP and DS2/BSP scenarios in the context of the ΛCDM. Figs. 4 and 5 contain
the analogous plots for the XCDM and φCDM, respectively. These figures allow us to appreciate
in a very straightforward way what are the shifts in the confidence regions caused by the various
changes of our cosmological data sets. Fig. 3 shows, for instance, that in the ΛCDM the central
values of all the parameters that enter the fit get shifted away from their DS1/SP values when
the bispectrum information is also taken into account. These shifts are specially important for
the parameters ωcdm, ns, τ and H0, which in the DS1/BSP scenario are shifted +1.48σ, −1.13σ,
−1.23σ and −1.62σ away with respect to the DS1/SP case. In contrast, ωb and σ8(0) are lesser
modified (−0.60σ and −0.79σ, respectively). The removal of the SNIa+H(z) data points from the
DS1/BSP data set (which gives rise to the DS2/BSP one) does not produce any additional signif-
icant change in the ΛCDM, as it can be easily checked by comparing the DS1/BSP and DS2/BSP
contours and the corresponding one-dimensional distributions of Fig. 3. In the DDE models the
effect on the parameters introduced by the bispectrum signal is quite different. To begin with, the
values of ωcdm, ωb, ns and τ remain very stable and completely compatible at < 1σ regardless of
the data set under consideration. Moreover, the values of these parameters are also compatible
with those of the ΛCDM in the DS1/SP scenario. This means that the bispectrum does not force
in the XCDM and φCDM any important shift of the central values of ωcdm, ωb, ns and τ with
respect to the typical values found in the ΛCDM when we only consider the matter power spectrum
part of the LSS+BAO data sector. Conversely, when we move from the DS1/SP scenario to the
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Figure 8: The EoS for the considered DE models within the corresponding 1σ bands and under scenario DS2/BSP. For
the XCDM the EoS is constant and points to quintessence at ∼ 2.6σ c.l (cf. Table 2). For the φCDM the EoS evolves with
time and is computed through a Monte Carlo analysis. The current value is w(z = 0) = −0.925± 0.026 and favors once more
quintessence at ∼ 2.9σ c.l.
DS1/BSP and, finally, to the DS2/BSP, we find a progressive and non-negligible displacement of
the peaks of the one-dimensional distributions for H0 and σ8(0) towards lower values, which is
accompanied by a departure of the DDE parameters of the XCDM (w0) and φCDM (α) from the
ΛCDM values (−1 and 0, respectively). The global decrease of σ8(0) from DS1/SP to DS2/BSP is
−1.6σ (−1.3σ) for XCDM (φCDM), and the one of H0 is −2.3σ for both models. This fact allows
to reduce the well-known σ8-tension [10] in a more efficient way in the context of the DDE models.
However, the low values of the Hubble parameter derived in the XCDM and φCDM from our fitting
analyses keep the statistical tension with the local distance ladder determinations of [8, 9] high,
reaching the latter the ∼ 3.8σ level. Nevertheless, it is important to remark that the values of H0
obtained by us in the current study are perfectly consistent with those obtained by some authors
that apply model-independent reconstruction techniques and low-redshift data from SNIa, BAO
and H(z) data points from cosmic chronometers, see e.g. [73–77]. In the DDE scenarios analyzed
in this paper, the σ8-tension is directly linked with the H0-tension. We can only loosen the former
at the expense of keeping the latter (cf. the contour lines in the H0-σ8(0) plane of Figs. 4 and 5).
This is consistent with our analysis of [12], in which we studied other DDE models pointing to the
same conclusion. Future data might be able to elucidate the ultimate origin of the H0-tension. If
the true value of H0 lies in the Planck-preferred region of H0 ∼ 66− 68 km/s/Mpc, then the DDE
models can offer an efficient way of automatically relieving the σ8-tension.
From a more prospective point of view, in Figs. 6 and 7 we perform a preliminary exploration
of the corresponding results using Planck 2018 data. The results for the same DDE models are
obtained under different data set combinations, but on this occasion making use of the Planck 2018
compressed CMB data, given the mentioned fact that the full likelihood for Planck 2018 is not
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Figure 9: (Upper plots) The power spectrum for the DDE models under consideration side by side with the relative
(percentage) differences with respect to that of the ΛCDM. We have used the best-fit values of the parameters of each model;
(Bottom plots) As before, but considering the CMB temperature anisotropies for Planck 2015 data. The inner plots show
additional details including the data points with the corresponding errors in part or the whole available angular range.
publicly available yet. These plots make, once more, palpable the importance of the bispectrum for
the study of the DDE. Indeed, it is only when the bispectrum is included in the analysis, together
with the CMB and BAO data sets, that a non-negligible signal in favor of the dynamical nature
of the DE clearly pops out.
In Fig. 8 we plot the EoS of the various models in terms of the redshift near our time and
within the 1σ error bands for the XCDM and φCDM, again for the DS2/BSP case. These bands
have been computed from a Monte Carlo sampling of the w(z) distributions. The behavior of
the curves shows that the quintessence-like behavior is sustained until the present epoch. For the
φCDM we find w(z = 0) = −0.925 ± 0.026, thus implying a DDE signal at ∼ 2.9σ c.l., which is
consistent with the XCDM result1.
Finally, in Fig. 9 we compute the matter power spectrum and the temperature anisotropies for
the DDE models using Planck 2015 data, and also display the percentage differences with respect
to the ΛCDM. As can be seen, the differences of the CMB anisotropies between the DDE models
and the ΛCDM remain safely small, of order ∼ 1% at most for the entire range. The 3 − 5%
suppression of the matter power spectrum P (k) of the DDE models in the relevant range of wave
numbers k with respect to the one of the concordance model is what gives rise to lower values of
σ8(0) (cf. Tables 1-3).
1We point out that the higher c.l. reported in [40] for these models originated from the unexpected change in
the reported errors of the LSS data between the original version of [56] (i.e. their version v1) as compared to the
published version (v2), in which the errors are slightly bigger.
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6 Bayesian evidence of DDE
The main results of this work are synthesized in Tables 1 and 2, and in Figs. 1-10. Here we wish
to quantify the significance of these results from the statistical point of view. This is done in detail
in Fig. 10. In what follows we explain the meaning of this figure and review some basic facts
on Bayesian analysis which can be helpful at this point. As remarked before, in the absence of
BSP data the DDE signs are weak and we find consistency with previous studies. However, when
we include BSP data and focus on the LSS+BAO+CMB observables (i.e. scenario DS2/BSP)
the situation changes significantly. Both models XCDM and φCDM then consistently point to a
2.5 − 3σ effect. Specifically, the evolving EoS of the φCDM takes a value at present which lies
∼ 3σ away from the ΛCDM (w = −1) into the quintessence region w & −1 (cf. Fig. 8). The
significance of these results can be further appraised by computing the Bayesian evidence, which
is based on evaluating the posterior probability of a model M given the data x and the priors,
see e.g. [71,80]. The relevant quantity we are looking for is the so-called Bayes factor, which does
not depend on the arbitrarily assigned prior probability to the given model M . If θ is the set of
free parameters of such model, Bayes theorem allows us to compute the probability of measuring
a distribution of values of these parameters given the measured dataset x and the model M . It is
called the posterior probability, and it is given by
p(θ|x,M) = p(x|θ,M)p(θ|M)
p(x|M) . (15)
In words, it says that the posterior probability of θ is equal to the probability of the data x given
the parameters of the model M (i.e. the likelihood p(x|θ,M)) times the prior probability of θ,
p(θ|M), divided by the probability of the data x (usually in the form of a probability distribution
function, PDF). Obviously the latter does not depend on the values of θ. Therefore, if we normalize
the posterior probability to one and integrate over all the parameters θ on both sides of Eq. (15),
the corresponding integral in the numerator on the r.h.s. must be equal to p(x|M):
p(x|M) =
ˆ
dθ p(x|θ,M) p(θ|M) . (16)
This likelihood integral over all the values that can take the parameters θ is called the marginal
likelihood or evidence [71,80].
An analogous formula to (15) can also be applied to estimate the posterior probability that
a model M is true given a measured data set x. Thus, following the same scheme, the posterior
probability of the model given the data, p(M |x), must be equal to the probability of the data given
the model (irrespective of the values of θ) – i.e. the marginal likelihood (16) — times the prior
probability of the model, divided by the PDF of the data. Writing this relation for two cosmological
models Mi and Mj that are being compared, we find that the ratio of posterior probabilities of
these models is equal to the ratio of model priors times a factor:
p(Mi|x)
p(Mj |x) =
p(Mi)
p(Mj)
Bij . (17)
Such factor, Bij = p(x|Mi)/p(x|Mj), is the so-called Bayes factor of the model Mi with respect to
model Mj . It gives the ratio of marginal likelihoods (i.e. of evidences) of the two models. Note
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∆BIC = 2 lnBij Bayesian evidence of model Mi versus Mj
0 < ∆BIC < 2 weak evidence (consistency between both models)
2 < ∆BIC < 6 positive evidence
6 < ∆BIC < 10 strong evidence
∆BIC ≥ 10 very strong evidence
∆BIC < 0 counter-evidence against model Mi
Table 6: Conventional ranges of values of ∆BIC used to judge the observational support for a given model Mi with respect
to the reference one Mj . See [81, 82] for more details.
that it coincides with the ratio of posterior probabilities of the models only if the prior probabilities
of these models are the same. This is generally assumed (“Principle of Insufficient Reason”) and
hence the comparison of the two models Mi and Mj is usually performed directly in terms of Bij .
In the literature it has been customary to define the Bayes information criterion (BIC) through
the parameter BIC = χ2min + n lnN , where χ
2
min is the minimum of χ
2, n is the number of
independent fitting parameters and N is the total number of data points. One can show that the
Bayes factor can be estimated through Bij = e
∆BIC/2 where ∆BIC = BICj−BICi is the difference
between the values of BIC for models Mj and Mi [81, 82], i.e.
∆BIC = ∆χ2min −∆n lnN , (18)
where ∆χ2min =
(
χ2min
)
j
− (χ2min)i is the difference between the minimum values of χ2 for each
model, and ∆n = ni − nj is the difference in the number of independent fitting parameters of
Mi and Mj , both describing the same N data points. The added term to ∆χ
2
min, i.e. ∆n lnN ,
represents the penalty assigned to the model having the largest number of parameters (∆n > 0).
Indeed, if Mj has less parameters than Mi (i.e. ni > nj) we expect that
(
χ2min
)
i
<
(
χ2min
)
j
and
hence ∆χ2min > 0. However, since ∆n > 0 the last term of (18) indeed penalizes the model with
more parameters and compensates in part for its (presumably smaller) value of χ2min. Defined in
this way, a positive value of the expression (18) denotes that the model Mi is better than model
Mj , and the larger is ∆BIC the better is Mi as compared to Mj . Clearly, the Bayesian criterion
allows a quantitatively implementation of Occam’s razor.
Even though the simple and very economic formula (18) is useful and has been applied in many
places of the literature, see e.g. [18–21] and references therein, it is only an approximate formula.
The exact value of ∆BIC associated to the full Bayes factor requires to evaluate
∆BIC = 2 lnBij = 2 ln
´
dθi p(x|θi,Mi) p(θi|Mi)´
dθj p(x|θj ,Mj) p(θj |Mj) , (19)
where θi and θj are the two sets of free parameters integrated over for each model. We refer
to this (exact) value of ∆BIC as the full “Bayesian evidence” of model Mi versus model Mj .
It represents the optimal implementation of Occam’s razor. Formula (18) provides an estimate
(sometimes good, sometimes rough) of the cumbersome expression (19). The evaluation of the
latter is carried out in practice using the MCMC’s for the statistical analysis of the model and
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Figure 10: The full Bayesian evidence curves for the various models as compared to the ΛCDM as a function of the (flat)
prior range (in σ¯ units, see text). The curves are computed using the exact evidence formula, Eq. (19), with the data indicated
in Table 1 and the first block of Table 2 (i.e. with full Planck 2015 CMB likelihood). The marked evidence ranges conform
with the conventional definitions of Bayesian evidence shown in Table 6.
it can be a formidable numerical task. Fortunately it can be speeded up with the help of the
recent numerical code MCEvidence [83]2. In Table 6 we collect the ranges of values of ∆BIC that
are conventionally used in the literature to quantify the observational support of a given model
Mi with respect to some reference one Mj [81, 82]. Consistently with the approximate formula
discussed above, positive values of ∆BIC in the indicated intervals favor the model Mi over model
Mj . In the situation under consideration Mj is the ΛCDM and Mi is any of the considered DDE
models. Small positive values near one just denote that the two models under competition are
comparable (i.e. that there is no marked preference of Mi over Mj), but larger and positive values
of ∆BIC increase the support of Mi (DDE model) versus Mj (ΛCDM). Negative values of ∆BIC, in
contrast, would lead to the opposite conclusion, i.e. that the DDE model is penalized as compared
to the ΛCDM and hence that the latter is preferred.
In Fig. 10 we compute the full Bayesian evidence curves as a function of the prior range. We
assume flat priors for the parameters in each model (we have no reason to assume otherwise). Thus
p(θ|M) is constant and cancels out for all common θ in the two models, rendering Bij a pure ratio
of marginal likelihoods. We define the unit of measure of the prior range, σ¯, as half the sum of the
upper and lower fitting errors of the DDE parameters in Tables 1 and 2. In Fig. 10 we rate the
level of support of the DDE models as compared to the ΛCDM for each value of the prior range,
following the standard definitions collected in Table 6 [81,82].
As indicated, we utilized the code MCEvidence [83] to compute the exact ∆BIC values in Fig.
10. We have actually compared these results with those obtained for the evidences computed with
Gaussian (Fisher) likelihoods for the parameters and we have found that they are qualitatively
2We thank Y. Fantaye for helpful advice in the use of the numerical package MCEvidence.
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similar but with non-negligible numerical differences. These were expected from the mild depar-
tures of Gaussianity from the exact distributions. The full evidence curves in Fig. 10 reconfirm
the mentioned result that with the bispectrumless dataset DS1/SP the evidence is weak. But at
the same time we can recognize once more the impact of the bispectrum in the scenarios enriched
with this component. Thus, it is remarkable to find a long tail of sustained positive Bayesian
evidence both for the XCDM and φCDM within the scenario DS2/BSP, which corroborates the
higher sensitivity of the BAO+LSS+CMB data to DDE. The fact that with the full Planck 2015
data and with traditional models and parametrizations of the DE we can reach such significant
level of evidence is encouraging. Even more reassuring is the fact that with the preliminary Planck
2018 data we can reach similar levels of evidence (cf. Table 2, second block, and also Figs. 6 and
7), which will have to be refined when the full Planck 2018 likelihood will be made public.
Last, but not least, let us emphasize one final important point of our analysis. Our results with
BSP data show that the DDE values of σ8(0) (specially within the DS2/BSP scenario) are smaller
than the (bispectrumless) ΛCDM value quoted in Table 1 by roughly 2σ, thus essentially mitigating
the σ8-tension [10]. As remarked in Sect. 5 (related to our discussion on Fig. 3), the ΛCDM value
of σ8(0) does also diminish with BSP, but it is insufficient to alleviate the σ8-tension. The latter
is defined of course by taking as a reference the bispectrumless ΛCDM result since the higher
order corrections to the spectrum were never considered in previous analyses of the σ8-tension.
This is the reason why we have compared with that value in order to judge the performance of
the DDE models in connection to such tension. We have checked also the influence of massive
neutrinos. We find that a similar effect is possible within the ΛCDM (under DS1/BSP) for a
sum of neutrinos masses of
∑
mν = 0.195 ± 0.076 eV, leading to σ8(0) = 0.785 ± 0.014. Recall,
however, that in all our fitting tables we have included a light massive neutrino of 0.06 eV, which
is the standard assumption adopted in most analyses [3] so as to preserve the so-called normal
hierarchy of neutrino masses (as required from neutrino oscillation experiments). A solution solely
based on invoking a substantially massive neutrino scenario is thus ruled out since it clashes with
the usual constraints on neutrino oscillations; specifically, it requires unnatural fine-tuning among
the neutrino masses. The DDE option is, therefore, more natural. There may be, of course, other
factors that could have an influence on this analysis, such as e.g. the possible concurrence of spatial
curvature effects. When curvature is allowed to be a free parameter the constraints on DE dynamics
may weaken since we then have an additional parameter. We have already seen a weakening of
DDE evidence in the case of the CPL as compared to the XCDM, owing to the presence of one
more parameter in the former case as compared to the latter. The effects of curvature in this kind
of analyses have been studied for the main models under consideration in [27–31], and previously
in [26,84]. For instance, in [27] (see also references therein) the authors show that in the non-flat
ΛCDM model the spatial curvature also allows a decrease of the central value of σ8(0) when only
the TT+lowP+lensing Planck 2015 CMB data is employed in the fitting analysis. When a more
complete data set including SNIa+H(z)+BAO+LSS is considered, though, such decrease is less
significant. The same pattern is found e.g. for the φCDM in [29]. It is nonetheless important
to point out that the effect of the bispectrum signal in the BAO+LSS data sector has not been
studied in the context of a spatially curved universe yet. It would be interesting to carefully
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assess it. Here, however, we have chosen to present our main results by placing emphasis on the
impact of the bispectrum on the study of the DDE within the simplest possible scenario, which
is to assume spatially flat FLRW metric. In order to better isolate the effect, we have avoided
additional considerations, except for revisiting the impossibility that massive neutrinos alone can
solve these problems in a natural way. Owing to the considerable controversy in the literature on
these matters we believe that by focusing the message we gain in clarity. The study of additional
effects can be, of course, very interesting for future investigations, but the main focus of the current
study is the impact of the bispectrum on the DDE.
7 Conclusions
In this work, we have tested the performance of cosmological physics beyond the standard or
concordance ΛCDM model, which is built upon a rigid cosmological constant. We have shown
that the global cosmological observations can be better described in terms of models equipped
with a dynamical DE component that evolves with the cosmic expansion. Our task has focused
on three dynamical dark energy (DDE) models: the general XCDM and CPL parametrizations as
well as a traditional scalar field model (φCDM), namely the original Peebles & Ratra model based
on the potential (8). We have fitted them (in conjunction with the ΛCDM) to the same set of
cosmological data based on the observables SNIa+BAO+H(z)+LSS+CMB. Apart from the global
fit involving all the data, we have also tested the effect of separating the expansion history data
(SNIa+H(z)) from the features of CMB and the large scale structure formation data (BAO+LSS,
frequently interwoven), where LSS includes both the RSD and weak lensing measurements. We
have found that the expansion history data are not particularly sensitive to the dynamical effects
of the DE, whereas the BAO+LSS+CMB are more sensitive. Furthermore, we have evaluated
for the first time the impact of the bispectrum component in the matter correlation function on
the dynamics of the DE . We have done this by including BAO+LSS data that involve both the
conventional power spectrum and the bispectrum. The outcome is that when the bispectrum
component is not included our results are in perfect agreement with previous studies of other
authors, meaning that in this case we do not find clear signs of dynamical DE. In contrast, when
we activate the bispectrum component in the BAO+LSS sector (along with the corresponding
covariance matrices) we can achieve a significant DDE signal at a confidence level of 2.5− 3σ for
the XCDM and the φCDM. We conclude that the bispectrum can be a very useful tool to track
possible dynamical features of the DE and their influence in the formation of structures in the
linear regime.
A surplus of our analysis is that we have also found noticeably lower values of σ8(0) in the
presence of the bispectrum, see the third from last row of Table 2. For a long time it has been
known that there is an unexplained ‘σ8-tension’ in the framework of the ΛCDM, which is revealed
through the fact that the ΛCDM tends to provide higher values of σ8(0) than those obtained from
RSD measurements. Dynamical DE models, therefore, seem to provide a possible alleviation of
such tension, specially when we consider the combined CMB+BAO+LSS measurements and with
the inclusion of the bispectrum.
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Finally, let us remark that although we have used the full Planck 2015 CMB likelihood in
our work, we have also advanced the preliminary results involving the recent Planck 2018 data
under compressed CMB likelihood, still awaiting for the public appearance of the full Planck 2018
likelihood. The prospective results that we have obtained do consistently keep on favoring DDE
versus a rigid cosmological constant.
To summarize, our study shows that it is possible to reach significant signs of DDE with the
current data, provided we use the bispectrum in combination with the power spectrum. The main
practical conclusion that we can draw from our results is quite remarkable: the potential of the
bispectrum for being sensitive to dynamical DE effects is perhaps more important than it was
suspected until now. As it turns out, its more conventional application as a tool to estimate the
bias between the observed galaxy spectrum and the underlying matter power spectrum may now
be significantly enlarged, for the bispectrum (as the first higher-order correction to the power
spectrum) might finally reveal itself as an excellent tracer of dynamical DE effects, and ultimately
of the “fine structure” of the DE.
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