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間の意味的リレーションは Linked Dataで表現する．ユーザが興味 ·関心を示す記事文章からインターネット上
のニュース記事を推薦する手法を提案する．評価実験の結果，興味度の指標の平均値は 4 点満点中 3.07 であり，
本手法はユーザに対して興味度の高いニュース記事を推薦できるキュレーションエージェントとして有効である
ことが明らかになった．
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ニュース記事群からそれぞれ Linked Data を構築す
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図 1 提案手法の概要






































の詳細として，記事からの Linked Data 構築に関し
ては 3. 1 に，類似する部分グラフ検索の手法と例を
3. 2にそれぞれ示す．
3. 1 Linked Dataの構築



























(Activity) → Property:Object → ワーストイレブン
(Object)」のように「主語 (Subject) → 述語 (Prop-
erty) → 目的語 (Value)」の三つの要素でリソースに
関する関係情報を表現しているメタデータモデルで
ある．
3. 1. 2 前 処 理
ニュース記事の文内には，読者の目を引くためにカ






どの情報が 3. 1. 1で定義した Linked Dataを構成す
る属性として扱う必要がないため括弧内の文字列ごと
除去した．
3. 1. 3 CRFによる文章構造の抽出
ニュース記事本文から文章構造を自動抽出するため
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表 1 訓練データの概要
Table 1 Dataset for training.
メディア名 文の数 語句数 ラベル数 Subject Activity Object Date Time Location
朝日新聞デジタル 98 2554 2296 473 705 891 93 58 76
表 2 文章構造ラベルの推測精度
Table 2 Accuracy of labeling.
Subject Activity Object Date Time Location Weighted Average
Precision 76.92% 90.80% 87.52% 68.42% 48.03% 61.31% 85.07%
Recall 79.86% 88.36% 76.37% 87.05% 81.48% 83.33% 83.33%
F-measure 78.36% 90.26% 81.56% 76.62% 60.44% 70.64% 84.19%
図 3 訓練データの例
Fig. 3 Example of training data.
また，CRF を用いた特徴モデル生成のために訓練
用データを作成する．フォーマット変換を行った文章
に対して，3. 1. 1 で定義した属性をラベルとして人
手で付与する．訓練データの例として，属性ラベルを









である朝日新聞デジタル（注9）の記事のうち 10 月 3 日
に掲載された 13件 98文章の日本語ニュース記事を取
得し，訓練用データに利用した．訓練データの概要を





























る．提案手法の概要図 1 においてユーザ嗜好 Linked
Data 内の “本田圭佑 (Subject)” を主語とする部分
グラフとニュース記事 Linked Data 内の “香川真司
(Subject)”を主語とする部分グラフの類似を例とする．
二つの部分グラフはトリプル「選出された (Activity)





Algorithm 1 類似部分グラフ検索 Search Subgraph
Input: UserGraph,NewsGraph
Output: All Subgraph
1: function PartialSearch(u graph, n graph)
2: for all u triple ∈ u graph do
3: for all n triple ∈ n graph do
4: if PartialMatch(u triple, n triple) then







12: function CollectSubgraph(news triple,X)
13: for all x ∈ X do
14: Push news triple+ x





20: for all user triple ∈ UserGraph do
21: for all news triple ∈ NewsGraph do
22: if SimTriple(user triple, news triple) then
23: u graph← CollectGraph(user triple)
24: n graph← CollectGraph(news triple)
25: X ← PartialSearch(u graph,n graph)
26: Push CollectSubgraph(news triple,X)




31: return All Subgraph




ラフ香川真司 (Subject) → Property:Activity → 選





アルゴリズムを Algorithm 1 に示す．ユーザの嗜
好 Linked Data 内のトリプル user triple の集合を
UserGraph，ニュース記事 Linked Data内のトリプル
news tripleの集合を NewsGraphとし，それぞれを入
力値とする．まず，user triple と news triple が二つ
の Linked Data間で一致するトリプルであるかどうか
を SIMTRIPLE によりチェックする．SIMTRIPLE
は Algorithm 2 で述べる．一致するトリプルであっ
Algorithm 2 一致トリプル検索 Search Triple
Input: u triple, n triple
Output: Bool
1: function SimWords(u word, n word)
2: if u word == n word then
3: return True
4: end if
5: if WordNet(u word, n word) then
6: return True
7: end if






14: function SimTriple(u triple, n triple)
15: if u triple.property ! = n triple.property then
16: return False
17: end if
18: if SimWords(u triple.subject, n triple.subject) then









ぞれ u graph，n graphとする．PartialMatchにより







3. 3 Entity Linking
ユーザ嗜好 Linked Data の部分グラフと類似する








そのため，Linked Data の各ノード (Subject，
Value) の語句に対して Entity Linking を行い，探
索機会を増加させることを試みる．Entity Linkingと
987








































めのアルゴリズムを Algorithm 2 に示す．入力値
をユーザ嗜好 Linked Data を構成する一つのトリ
プル u triple とニュース記事 Linked Data を構成す
る一つのトリプル n triple とする．このとき，トリ
（注10）：http://nlpwww.nict.go.jp/wn-ja/
プル u triple とトリプル n triple の Property は同
一のものを扱う．それぞれのトリプルがもつ Sub-
ject同士 (u triple.subject,n triple.subject), Value同

















ニュース記事 Linked Data 構築のためにインター
ネット上のニュースメディアの朝日新聞デジタル，NHK
NewsWEB（注11）からそれぞれ日本語文章のニュース記
事を収集した．記事収集期間は 2014 年 10 月 3 日か
ら 2014年 12月 5日まで収集した全 26,925件の記事
をデータセットに利用する．ユーザ嗜好 Linked Data
の構築には朝日新聞デジタルから収集したニュース

















表 3 ニュース記事 Linked Data のデータセット
Table 3 Dataset for news article Linked Data.
メディア名 記事数 ノード数 ラベル計 Subject Activity Object Date Time Location
朝日新聞デジタル 6801 23362 24202 7396 5015 9288 1138 815 550
NHK NewsWEB 8201 3563 3655 830 657 1685 174 156 153
表 4 ユーザ嗜好 Linked Data のデータセット
Table 4 Dataset for users’ preference Linked Data.
メディア名 記事数 ノード数 ラベル計 Subject Activity Object Date Time Location
朝日新聞デジタル 590 1619 1639 470 413 591 63 63 39
図 4 類似部分グラフの例
Fig. 4 Example of common subgraph.
た．その結果，対象記事に含まれる 2554 語中，“そ













4. 2 実 験 概 要
予備実験を行ったところ，ニュース記事Linked Data






Data間の類似部分グラフの例 3件を図 4 に示す．左
列がユーザ嗜好 Linked Dataの部分グラフを示し，右
列のニュース記事 Linked Data 部分グラフは類似す
る部分グラフを示す．













ややそう思う (3 点)· ややそう思わない (2 点)· 思わ











記事 Linked Data と同様のデータセットから検索し
た．同様に各被験者に興味 ·関心を示す記事と対応す
る 5件のニュース記事を推薦し，評価をした．












5. む す び
本論文では，文章内の語句と語句間の意味的リレー
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