Are degree distributions of human brain functional connectivity networks heavy-tailed? Initial claims based on least-square fitting suggested that brain functional connectivity networks obey power law scaling in their degree distributions. This interpretation has been challenged on methodological grounds. Subsequently, estimators based on maximum-likelihood and non-parametric tests involving surrogate data have been proposed. No clear consensus has emerged as results especially depended on data resolution. To identify the underlying topological distribution of brain functional connectivity calls for a closer examination of the relationship between resolution and statistics of model fitting. In this study, we analyze high-resolution functional magnetic resonance imaging (fMRI) data from the Human Connectome Project to assess its degree distribution across resolutions. We consider resolutions from one thousand to eighty thousand regions of interest (ROIs) and test whether they follow a heavy or short-tailed distribution. We analyze power law, exponential, truncated power law, log-normal, Weibull and generalized Pareto probability distributions. Notably, the Generalized Pareto distribution is of particular interest since it interpolates between heavy-tailed and short-tailed distributions, and it provides a handle on estimating the tail's heaviness or shortness directly from the data. Our results show that the statistics support the short-tailed limit of the generalized Pareto distribution, rather than a power law or any other heavy-tailed distribution. Working across resolutions of the data and performing cross-model comparisons, we further establish the overall robustness of the generalized Pareto model in explaining the data. Moreover, we account for earlier ambiguities by showing that down-sampling the data systematically affects statistical results. At lower resolutions models cannot easily be differentiated on statistical grounds while their plausibility consistently increases up to an upper bound. Indeed, more power law distributions are reported at low resolutions (5K) than at higher ones (50K or 80K). However, we show that these positive identifications at low resolutions fail cross-model comparisons and that down-sampling data introduces the risk of detecting spurious heavy-tailed distributions. This dependence of the statistics of degree distributions on sampling resolution has broader implications for neuroinformatic methodology, especially, when several analyses rely on down-sampled data, for instance, due to a choice of anatomical parcellations or measurement technique. Our findings that node degrees of human brain functional networks follow a short-tailed distribution have important implications for claims of brain organization and function. Our findings do not support common simplistic representations of the brain as a generic complex system with optimally efficient architecture and function, modeled with simple growth mechanisms. Instead these findings reflect a more nuanced picture of a biological system that has been shaped by longstanding and pervasive developmental and architectural constraints, including wiring-cost constraints on the centrality architecture of individual nodes. 2 attention starting with the initial discovery that some real-world networks, including social, genetic and technological networks 3 such as the internet show power law degree distribution in scale-free networks as opposed to Poisson degree distributions in 4 Erdos-Renyi networks 1 . Since then, power law distributions have been reported in many more instances of social, cellular and 5 technological networks (see 2-5 for an overview). These observations have led to the idea that most complex real-world networks 6 may be structured, and that this structure may have arisen from simple growth mechanisms, such as preferential attachment 1 . 7 It has also been suggested that the so-called scale-free property facilitates efficient communication via a small number of 8 designated central nodes acting as hubs of information flow, as in the case of airline or transportation networks 2 . However, this 9 interpretation has not been without controversy, and recently, it has been claimed that these cases of power law scaling might 10 not be as prevalent as initially thought 6 (see also 7 for a commentary and 8 for a counter-claim arguing that real-world scale-free 11 networks are highly prevalent). In earlier work, challenges to the omnipresence of power laws and heavy tails have been made, 12 but only within specific domains 9, 10 . In contrast, 6 have analyzed power law distributions across domains taking a data-centric 13 approach. Considering over a thousand networks from various disciplines, they conclude that scale-free networks (typically 14 those following a power law with scaling factor close to 2) are rare in real-world data. The reason why this has only recently 15 been realized is that confirming the existence of a statistically significant power law is a lot more demanding than previously 16 employed heuristics of fitting data with linear least-squares on a log-log scale. As an alternative, the statistical bootstrapping 17 method, initially developed for power law testing, was first introduced by Clauset et al. in 11 . This has since then been extended 18 to test for other distributions and has subsequently been implemented in several studies [12][13][14] . However, challenges remain, 19 both, for statistical analyses involving large data-sets (incurring a high computational cost for very large networks) and for 20 issues concerning robustness and interpretability of results (i.e., different parcellation schemes or network representations 21 lead to different interpretations of plausible distributions 12, 15, 16 ). In this study, we address these open issues systematically, 22 investigating the reproducibility of power laws and other heavy-tailed distributions within the specific domain of human brain 23 functional connectivity networks constructed from resting-state functional Magnetic Resonance Imaging (rs-fMRI).
Introduction 1
The idea that the topology of brain networks may follow power law or heavy-tailed characteristics has received a lot of Importantly, our results show that the topology of human brain functional connectivity networks follow a short-tailed 75 distribution. Additionally, we demonstrate that down-sampling data introduces the risk of detecting spurious heavy-tailed 76 distributions that fail cross-model comparisons. This dependence of statistics on data resolution has broader implications for 77 neuroinformatic methodologies and analyses, especially, when these analyses rely on down-sampled data (for instance, into 78 anatomical parcellations). Our findings that node degrees of brain functional networks follow a short-tailed distribution have 79 important implications for prospective brain architectures, including realistic biological constraints such as wiring cost and 80 aging of nodes.
81

Methods
82
Participants, Imaging Data and Network Extraction 83 We analyzed high-quality, high-resolution resting-state fMRI scans of 10 subjects (age range: 26 to 35, 16.7% male) obtained 84 from the Human Connectome Project (HCP, Q1 data-set, released by the WU-Minn HCP consortium in March 2013 35 ). 85 Individual rs-fMRI data were acquired for ∼15 minutes providing a total of ∼80,000 gray-ordinates time-series of 1,200 time 86 points each (min-max range 67, 709 -86,332) . Before analyzing it, each data-set has been transformed into a series of graphs. 87 Data preprocessing involved ICA de-noising of the time-series in order to remove artefacts. A schematic illustration of the 88 overall procedure used to build each of the networks is provided in Fig. 1A . Building and visualizing functional networks was 89 performed using the BrainX 3 platform 33, [42] [43] [44] . 90 For all the subjects, we consider six different network resolutions where the original data-set of ∼80,000 regions of interest 91 (ROIs) is further down-sampled at five different resolutions ∼1,000, ∼5,000, ∼10,000, ∼20,000 and ∼50,000 regions of 92 interest by averaging the time-series of neighbouring gray-ordinates within a cube of 13, 7, 5, 4, 2.5 mm 3 , respectively (see 93 supplementary table 4 for the exact number of ROIs for each data-set). 94 We build a N × N functional connectivity matrix for each data-set by calculating the Pearson's correlation coefficient 95 between each possible pair of ROIs 45 , where N corresponds to the number of nodes in the network, which is symmetric by 96 construction and with self-connections set to zero. Our analysis took into account the weighted degree distributions of the data. 97 We examined the full range of positive as well as negative correlation thresholds. To obtain weighted un-directed adjacency 98 matrices, we threshold each functional matrix at 18 different levels (R) in the range −0.7 to 0.8, at intervals of 0.1. Outside 99 this range, the functional matrices become too sparse for meaningful statistics. For positive thresholds (r > 0), the weighted 100 adjacency matrix is obtained by keeping all the values above threshold while all entries below threshold are set to zero. For 101 negative correlations, a threshold sets an upper bound. All correlation strengths more negative than the threshold are maintained 102 in the adjacency matrix, whereas correlations above the threshold are set to zero. In a weighted network, the weighted degree 103 of a node corresponds to the sum of all weighted edges connected to that node. Figure 1B depicts the degree distributions of 104 extracted networks across three different thresholds (r > 0.2, 0.3 and 0.4) for a representative subject and the averaged degree 105 distributions over all ten data-sets. The region-wise group average for the original dataset of the top twenty leading degree 106 nodes mapped on the Automated Anatomical Labeling (AAL) volume atlas 46 is illustrated in Figure 1C . For every generated network, the vector of degrees x = [x 1 , x 2 , ..., x n ] is sorted in ascending order for each correlation threshold. 109 Fitting parametric models to these degree distributions follows the statistical bootstrapping approach outlined in 11 . This method 110 uses Maximum Likelihood Estimation (MLE) to determine model parameters, followed by the Kolmogorov-Smirnov (KS) 111 statistic to estimate the tail of the distribution corresponding to that model. For example, in the case of power law models, MLE 112 is used to estimate the scaling parameter α providing the best possible fit for a hypothetical power law distribution P(x) ∼ Cx −α Figure 1 . A. Overview of the processing steps used to generate graph-based brain connectivity functional networks. Five different parcellation schemes were generated which divided the original ∼ 80K brain data into 1K, 5K, 10K, 20K, 50K regions-of-interest (ROIs). For each node pair, temporal correlation was calculated from the fMRI signals to generate a Functional Connectivity (FC) matrix for each subject. The edges' distribution of the resulting individual weighted functional networks is then examined for a range of different thresholds (examples are given for thresholds equal to 0.1, 0.2 and 0.3) from which distinct graph structures can be defined. B. An example of degree distributions for three different values of the FC threshold for a representative data-set (top) and the average over the 10 data-sets included in the study (bottom) . C. Region-wise group average for the 80K resolution of the top twenty hubs mapped on the Automated Anatomical Labeling (AAL) volume atlas 46 . Across subjects the highest degree connectivity is observed across the fronto-parietal-occipital areas. Darker colors denote regions belonging to a larger number of subject data-sets.
4/40
Table 1. The six models used for the analysis of the degree distribution.
Distribution model
Probability density function (PDF) Power law
x −α Exponential e −λ x Power law with exponential cutoff x α e β x Weibull
power law behavior in the data. For other models (listed in table 1), the same procedure is repeated to estimate their respective 116 parameters.
117
To verify whether the observed KS statistic indeed provides a good fit for the data, we then generate and fit 1000 synthetic 118 data-sets from a true model distribution using the parameters determined from MLE and the bound x min as the one estimated 119 for the best fit of the empirical data. We then fit each synthetic data-set by calculating the KS statistic relative to its original 120 model. From that, we calculate an empirical p-value as the fraction of the times the empirical distribution shows a smaller value 121 of the KS statistic as compared to the synthetically generated ones. If the obtained p-value is below a significant threshold, 122 p 0.1 11 , the model hypothesis can be ruled out as a non-plausible explanation of the data. Furthermore, we impose an 123 additional constraint that the tail size of a plausible distribution contains at least fifty nodes, to avoid those cases where the 124 p-value may be high, but the tail is extremely sparse. Note, however, that large p-values by themselves do not guarantee that the 125 given model is the best. One still has to perform cross-model comparisons with other plausible distributions (listed in table 1). 126 All the analyses were performed in Matlab (Mathworks Inc., USA) using the methods from 11 . Further, for testing the 127 alternative models, we adapted the framework provided in 11 to include the competing hypothesis. For each subject, we analyzed 128 thresholds in the range −0.7 to 0.8, with 0.1 increments. The parametric goodness-of-fit test was conducted over 1,000 129 repetitions, ensuring precision of p-value up to two decimal digits. Fittings to power law distribution for the 10K resolution 130 were also computed using the Powerlaw Python package from 14 to verify the consistency of the procedure used here.
In order to estimate degree distributions of human brain functional networks, we analyzed high-resolution fMRI data from the 133 Human Connectome Project at varying resolutions from one thousand to 80 thousand regions of interest (ROIs) and tested 134 whether they follow heavy or short-tailed distributions considering the power law, exponential, power law with an exponential 135 cutoff, log-normal, Weibull and generalized Pareto distributions. We tested each of the above-mentioned statistical models for 136 18 different functional connectivity thresholds in each of the ten subjects and across all resolutions of the data (1K, 5K, 10K, 137 20K, 50K and 80K).
138 Table 2 . Proportion of fitted distributions that are a statistically plausible explanation of the data with the goodness-of-fit test larger or equal to 0.1. Legend: PL: power law, Exp: exponential, LNOrm: log-normal, Wei: Weibull, GP: Generalized Pareto, PLexp: Power law with exponential cutoff, na: numerical analysis did not converge to a stable solution. Our analysis revealed that across all resolutions of the data the statistical plausibility of the power law model is consistently 139 weaker than other models (with the exception of the Weibull distribution; Figure 2 left panel and Table 2 ). Indeed, it is the 140 generalized Pareto model that consistently dominates the statistics at every resolution (mean proportion of statistically plausible 141 fits across resolutions: 49.98 ±4.81). Another trend we observe is the increase in the proportion of plausible model fits as the 142 data is down-sampled ( Figure 2B ). In particular, this increase is strictly monotonous for all models from a resolution of 50K 143 Figure 2 . Overall results of model fitting. Left: Proportion of fitted distributions that are statistically significant. Across resolutions, the generalized Pareto model is consistently outperforming the other candidate models. Right. Proportion of models that are a plausible explanation of the data across resolutions. For lower resolutions, multiple models become simultaneously plausible. A fit is considered plausible if its p-value is equal or larger than 0.1 and the tail of the distribution contains more than 50 nodes. to 10K. As we shall see, this is because at lower resolutions multiple models become simultaneously statistically significant 144 ( Figure 2B ).
145
After model fitting, when multiple models became simultaneously plausible, we performed log-likelihood ratio (LLR) tests 146 between pairs of models to determine the most plausible one. The log-likelihood tests have been done at each FC threshold, for 147 each subject, and each resolution.
148
Once again, percentages of the number of times a given model outperforms a competing model in pair-wise comparisons 149 indicates a clear dominance of the generalized Pareto model compared to all other distributions and this superiority is consistent 150 across all resolutions (Figure 3 , Table 3 and supplementary Tables 38 to 43 ). In contrast, the power law distribution turns out to 151 be the weakest (statistically) model in log-likelihood ratio tests, at every resolution. The percentages of log-likelihood ratio 152 outcomes are fairly robust across resolutions with the exception of the highest resolution, where, as noted earlier, there is a lower 153 number of multiple comparisons. What is also noteworthy is the number of 'inconclusive' cases (Table 3 and Figure 3 ). These 154 indicate instances when it was statistically impossible to discern between multiple models. These occurrences are the lowest at 155 the highest resolution and rise systematically with every decreasing data resolution. What we find is that coarse-graining the 156 original data by half already leads to a threefold increase in the number of inconclusive statistical tests as compared to the 157 highest resolution.
158
Our analysis also reveals the shape of the tail of degree distributions of functional networks allowing to answer the question 159 whether they are heavy-tailed or short-tailed. This question can be addressed by looking at the most plausible statistical model 160 at each threshold and examining the values of the tail parameters of the model -when such parameters explicitly exist. The 161 6/40 Figure 3 . Log-likelihood ratio test results from comparing the best fit for alternative distributions with the best fit power law distribution. We show the percentage of times a power law model (PL), the alternative model (Alternative) or neither (Inconclusive) was favored.
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power law model, by definition, is heavy-tailed, whereas the exponential is short-tailed. The generalized Pareto, log-normal and 162 Weibull all have parameters that explicitly determine the shape of the tail (k, σ and β respectively). The generalized Pareto 163 model is of particular interest here as it interpolates between heavy-tailed and short-tailed distributions. A large positive k value 164 indicates the presence of a fat-tail, whereas a small or negative value points to the opposite. Given that the generalized Pareto 165 model statistically outperforms all other models in our analysis, across thresholds and resolutions, we examined the values of 166 its k parameter for those instances where the p-value of the model is greater than 0.1 and tail size is higher than 50 ( Figure 4A ). 167 Overall, including both positive and negative thresholds, we find that k is close to zero, approaching an exponential distribution. 168 When considered separately, for positive thresholds k assumes negative values, implying a short tail ( Figure 5B ), whereas it 169 becomes positive for negative thresholds. Moreover, these observations hold across all resolutions ( Figure 5C ). Horizontal dashed lines in the box-plots indicate the acceptance criteria for a model to be considered plausible (p-value> 10). The central mark is the median, the edges of the boxes are the 25 th and 75 th percentiles. Right: Estimated k parameter as a function of threshold.
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Taken together, the main conclusions of our analysis is that: 171 172 (i) Degree distributions of brain functional connectivity networks obtained from fMRI recordings rarely follow a power 173 law scaling. Instead, the generalized Pareto distribution provides the best statistical explanation of the graph of the functional 174 connectivity network of the human brain. (iii) The degree distributions of these networks are rarely heavy-tailed. Instead, the trend is towards short-tailed distributions. 180 We see this from values of the shape parameter k of the generalized Pareto distribution as well as σ of the log-normal distribution. 181 182 (iv) Data down-sampling systematically affects all statistical tests. Namely, the statistical plausibility of every model 183 increases upon down-sampling. Lowering the resolution of the data makes it harder to statistically discern between models, 184 even though the actual tail lengths only decrease moderately as we lower resolutions as seen in figure 4 ). Multiple models 185 become simultaneously plausible at low resolutions.
186
Discussion
187
We have examined degree distributions of human brain functional networks constructed from high-resolution resting-state fMRI 188 data to clarify contrasting claims made in the literature concerning the nature of their underlying graph. The main conclusion of 189 our analysis is that these networks are short-tailed, following the generalized Pareto distribution. While several alternatives to 190 the power law and other heavy-tailed models have been extensively discussed, the generalized Pareto model has surprisingly 191 received little attention outside of meteorology and geophysics [38] [39] [40] [41] . What is remarkable, is that this distribution interpolates 192 between heavy-tailed and short-tailed distributions, with the power law and exponential distributions being special cases of it. 193 This interpolation depends on a tail-parameter, which gives one a handle on estimating the tail's heaviness or shortness directly 194 from the data. Here, we have found that the generalized Pareto distribution happens to outperform all other distributions, at 195 least, within the domain of human brain functional networks.
196
Overall, our results indicate that the statistics do not support a heavy-tailed network topology for node degree distributions 197 of human brain functional networks. The heavy-tail hypothesis, including the power law is firmly rejected in the majority of the 198 thresholds we examined. Instead, it is the generalized Pareto distribution that is consistently preferable to competing models for 199 most of the examined thresholds. We also tested for other models commonly discussed in the literature, such as the exponential, 200 log-normal, Weibull and power law with exponential cut-off (truncated power law). Overall, we find that the generalized Pareto 201 model outperforms all others across resolutions. These results suggest that after taking into account continuously weighted 202 networks at each threshold (rather than binary networks), the dynamics of brain functional networks might not be governed by 203 as many ultra-high degree hubs as a typical heavy-tailed network.
204
For completeness, let us also mention how our results are affected by specific parameter settings. Note that the generalized 205 Pareto, Weibull as well as the exponentially truncated power law are all defined by three parameters (scale or normalization 206 factor, shape factor, and tail parameter), whereas the power law, exponential and log-normal are defined using only two 207 parameters (scale/normalization factor and tail parameter). One may ask whether the improved statistical significance is merely 208 the result of adding an extra parameter to the model. One can see that this is not the case as the Weibull and the truncated 209 power law do not systematically outperform any of the two-parameter distributions. It is only the generalized Pareto within its 210 short-tail limit that best characterizes the shape of the tail in the data.
211
What does the above observation mean for the heavy-tailed hypothesis (sometimes also referred to as the fat-tailed 212 hypothesis) in relation to brain functional networks? Our results on model tail parameters suggest that human brain functional 213 networks have a short tail, rather than a heavy or fat tail as observed in the estimated k parameter values of the generalized 214 Pareto model. Since this model interpolates between heavy-tailed and short-tailed distributions it includes both power law and 215 exponential distributions as special cases. Most k values (considering only models passing plausibility criteria) of networks 216 studied here point to a short tail, in many instances, even shorter than the exponential. In other words, these models have 217 even fewer ultra high degree nodes than what would be expected for a random graph. In terms of the implications that this 218 might have, let us make the following remarks. Firstly, this network design could be explained as an outcome of pervasive 219 developmental and architectural constraints, including wiring-cost constraints, which prevent the emergence of long-range 220 hubs, under the assumption that long-distance functional connectivity connections correspond to long-distance anatomical 221 connections (a hypothesis that can be experimentally tested in future studies). Secondly, in a modeling study carried out in 47 , 222 the authors showed how constraints to a preferential attachment growth model limit the shape of the resulting tail. More 223 specifically, this study showed that when either the cost of adding new edges to existing vertices increases sufficiently, or 224 Figure 5 . The degree distributions of functional connectivity networks tend towards the shorter limit of the generalized Pareto distribution. A: Overall distribution of the generalized Pareto estimated k parameter values for those distributions that are a statistically plausible fit of the data (p-value>0.1 with a minimum tail length of 50 nodes). Large positive k values indicate the presence of a heavy-tail, whereas small or negative values point to a suppressed tail. B: Example of short-and heavy-tailed generalized Pareto distributions as a function of the scaling parameter k. C. Distributions of the generalized Pareto estimated k parameter values for the positive thresholds across resolutions. Gray bars corresponds to all possible fits whereas blue bars corresponds to statistically plausible fits that (p-value>0.1 with a minimum tail length of 50 nodes) that a significant number of vertices become inactive due to aging processes, then the network topology inevitably settles 225 to a short-tailed distribution, in spite of a preferential attachment growth model. Given that such constraints on edge costs 226 and vertex aging are reasonable for brain networks, this study lends credence to our conclusion that the analyzed functional 227 connectivity networks may be short-tailed. And more generally, our findings do not support common simplistic representations 228 of the brain as a generic complex system with optimally efficient architecture and function, modeled with simple growth 229 mechanisms. Instead these findings reflect a more nuanced picture of a biological system that has been shaped by longstanding 230 and pervasive developmental and architectural constraints, including wiring-cost constraints on the centrality architecture of 231 individual nodes [48] [49] [50] . 232 An important observation emerging from our study concerns the effect that down-sampling of data has on statistical models. 233 We found that down-sampling systematically affects all statistical tests. One might think that down-sampling smooths out 234 variations in the data leading to more robust statistics. The opposite turns out to be the case. Intrinsic variability present in 235 data at higher resolutions helps differentiate between competing models, enabling greater interpretability of observed results. 236 On the other hand, we found that down-sampling the original data by half already leads to an increase in inconclusive model 237 comparisons by more than three times the original. This is because the statistical plausibility of every model systematically 238 increases, even though the actual tail lengths only decrease moderately as we lower resolutions. The result is that multiple 239 models simultaneously pass plausibility criteria, making it harder to discern between them. Similar to data over-fitting, there are 240 not sufficient features in the down-sampled data to distinguish between models. Of course, at very low resolutions, this effect 241 breaks down as the tail of the degree distributions in the data by necessity begins to get sparse. Note that even if the data at each 242 resolution were to be explained by a different model, the point here is that unless cross-model comparisons show statistical 243 discernibility, those results have to be interpreted with caution. Thus, at low resolutions of the data, one does see more power 244 laws than at higher resolutions, but those fail cross-model comparisons. This point is particularly relevant for studies where 245 one routinely down-samples functional data into anatomical parcellations, for instance, when comparing fMRI data to various 246 neuro-computational models 51, 52 . Even though the focus of our work here concerned the identification of the underlying 247 topological distribution of human functional connectivity and the reproducibility of power laws in human fMRI data, the 248 down-sampling effects we have reported bear significance for the broader discussion of reproducibility of scientific results 53, 54 . 249 Many of the problems associated with reproducibility have been attributed to flawed methodology 54 . Within the narrow domain 250 of the problem we have addressed here, methodological rigour turns out to be extremely important to verify robustness and 251 interpretability of results. Statistical significance is a necessary condition, but, by itself, is not sufficient. Goodness-of-fit tests 252 and discernibility in cross-model comparisons turn out to be methodologically crucial for reproducible science.
253
Finally, how does our study address the on-going debate on the abundance (or universality) of power law networks? 6, 7 254 As proposed in 55 , "knowledge of whether or not a distribution is heavy-tailed is far more important than whether it can be fit 255 using a power law". Extending this philosophy, an empirical detection of a statistical distribution can be insightful either when 256 it brings us closer to understanding underlying organizational principles or results from one. In the current study, evidence 257 favoring a short-tailed, rather than a heavy-tailed degree distribution suggests constraints on the topological organization of 258 brain networks. There have also been criticisms against the conclusions of statistical tests applied to real-world data, claiming 259 that such tests will always discriminate against power laws because strictly speaking, power laws are only to be found in the 260 infinite size limit of growth models as preferential attachment. To counter this claim, we point to studies where the same 261 statistical methods used here have also been able to rigorously establish power law behaviors in temporal dynamics of localized 262 fMRI signals as well as brain electric field potentials, without having to resort to asymptotic limits 56, 57 . In those studies, power 263 law scaling underlies heavy-range temporal correlations. Besides that, as pointed out in 55 , under certain conditions, power laws 264 also arise from mixing multiple heavy-tailed distributions (as a special case of the central limit theorem). Hence, the infinite 265 limit argument cannot be used every time a statistical test fails to show a power law in the data. In systems where such a limit is 266 physically meaningful and can be justified using a growth model, this argument would have been plausible. However, brain 267 functional networks are finite-sized and follow more complicated growth patterns. Nonetheless, the network sizes we have 268 examined here are much larger than those considered in previous studies of functional networks. At the highest resolution, 269 there is no trend towards a power law, quite the opposite. At higher resolutions of the data, the trend moves away from a power 270 law, and the data shows evidence for short tails. In this case, we would conclude that observed finite size effects provide useful 271 indicators to probe underlying informational and organizational principles of brain function. Another suggestion, made recently 272 in 8 , is to test for "noisy power laws", that are modulated by slowly varying functions which approach a constant in the large size 273 limit. This point is well taken. However, in our analysis, we have considered distributions that interpolate between heavy-tailed 274 and short-tailed distributions, including possible modulations of power laws. Once again, we find that the data points in the 275 direction of short-tails. Even more recently, 58 have suggested that power law tests can be affected by correlations present in the 276 data, which may lead to their false rejections. To resolve this, they proposed a method based on shuffling and under-sampling 277 the data to account for correlations. We have addressed this issue in our analysis by way of down-sampling across resolutions. 278 It has been noted in 12 that down-sampling is yet another way to control for the effects of local correlations. Indeed, at lower 279 12/40 resolutions, more power laws pass compared to higher ones. Nevertheless, in our data, we found that the generalized Pareto 280 model consistently outperforms the power law model at all resolutions. In summary, for many real-world problems, including 281 brain dynamics, finite size effects are not merely statistical fluctuations about a "true" underlying theory, but signatures of new 282 systems-level principles. Therefore, for future work, the development of rigorous computational methods for the analysis of 283 order parameters and non-equilibrium effects in real-world networks will prove valuable for the network science community. 284 19518-19523 (2006 0.000 0.000 0.000 0.0 0.000 0.0000 0.253 −0.5 0.000 0.000 0.000 0.0 0.000 0.0000 1.000 −0.6 0.000 0.000 0.000 0.0 0.000 0.0000 1.000
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All data are expressed as median values. Legend: Thr, R threshold; k, σ model parameters; x min , lower bound for model distribution; TL, length of the tail; KS, Kolgomorov-Smirnov statistic; p-value, plausibility of the model; TLr , proportion of non-zero nodes in the tail. 
