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A semicircle law and decorrelation phenomena for iterated
Kolmogorov loops
Karen Habermann
Abstract
We consider a standard one-dimensional Brownian motion on the time interval [0,1] conditioned
to have vanishing iterated time integrals up to order N . We show that the resulting processes
can be expressed explicitly in terms of shifted Legendre polynomials and the original Brownian
motion, and we use these representations to prove that the processes converge weakly as N →∞
to the zero process. This gives rise to a polynomial decomposition for Brownian motion. We
further study the fluctuation processes obtained through scaling by
√
N and show that they
converge in finite-dimensional distributions as N →∞ to a collection of independent zero-mean
Gaussian random variables whose variances follow a scaled semicircle. The fluctuation result is
a consequence of a limit theorem for Legendre polynomials which quantifies their completeness
and orthogonality property. In the proof of the latter, we encounter a Catalan triangle.
1. Introduction
Let (Bt)t∈[0,1] be a Brownian motion in R, which we assume is realised as the coordinate
process on the path space {w ∈ C([0, 1],R) : w0 = 0} under Wiener measure P. The stochastic
process in R2 which pairs the standard one-dimensional Brownian motion (Bt)t∈[0,1] with its
time integral is the Kolmogorov diffusion, named after Kolmogorov [14]. Similarly, pairing
Brownian motion with its iterated time integrals up to some order gives rise to the iterated
Kolmogorov diffusion.
Definition 1.1. Let N ∈ N. The stochastic process (BNt )t∈[0,1] in RN defined by
BNt =
(
Bt,
∫ t
0
Bs1 ds1,
∫ t
0
∫ s2
0
Bs1 ds1 ds2, . . . ,
∫ t
0
∫ sN−1
0
. . .
∫ s2
0
Bs1 ds1 . . . dsN−1
)
is the iterated Kolmogorov diffusion of step N .
In particular, (B1t )t∈[0,1] is simply the Brownian motion (Bt)t∈[0,1] and (B
2
t )t∈[0,1] is the
associated Kolmogorov diffusion. Since (BNt )t∈[0,1] is a Gaussian process for all N ∈ N, we can
make sense of conditioning the process (BNt )t∈[0,1] on B
N
1 = 0. Considering the first component
of the resulting process shows the existence of the iterated Kolmogorov loop of step N .
Definition 1.2. The iterated Kolmogorov loop of step N ∈ N is the stochastic process in
R obtained by conditioning (Bt)t∈[0,1] on BN1 = 0.
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The terminology is motivated by Baudoin [4, Section 3.6] where Brownian motion in Rd
conditioned to have trivial truncated signature of order N is called the Brownian loop of step
N . Note that this is not to be confused with Brownian loops appearing in the context of
Schramm–Loewner evolutions, cf. Lawler and Werner [16].
We study the iterated Kolmogorov loops of step N in the limit N → ∞. Our analysis
exploits the explicit expression below for iterated Kolmogorov loops in terms of shifted Legendre
polynomials. For the proof and further discussions, see Section 3.
Proposition 1.3. Let Qn be the shifted Legendre polynomial of degree n on [0,1]. For
N ∈ N, the stochastic process (LNt )t∈[0,1] in R defined by
LNt = Bt −
N−1∑
n=0
(2n+ 1)
∫ t
0
Qn(r) dr
∫ 1
0
Qn(r) dBr (1.1)
has the same law as the iterated Kolmogorov loop of step N .
As a consequence of the completeness and orthogonality of the shifted Legendre polynomials,
we obtain a law of large numbers type theorem for the iterated Kolmogorov loops. This result
can be rephrased to give a polynomial decomposition of Brownian motion, cf. Section 3.
Theorem 1.4. Let Ω0,0 = {w ∈ C([0, 1],R) : w0 = w1 = 0} be the set of continuous loops
in R at zero. The laws of the iterated Kolmogorov loops of step N converge weakly on Ω0,0 as
N → ∞ to the unit mass δ0 at the zero path.
A similar question can be posed for Brownian loops. We conjecture that, for d  2, the
Brownian loops of step N converge weakly to the zero process in Rd as N → ∞, see [11,
Conjecture 4.1.3].
Going beyond the law of large numbers, we further study the fluctuation processes of the
iterated Kolmogorov loops of step N obtained through scaling by
√
N in the limit N → ∞. As
seen in Section 3, cf. Lemma 3.2, the covariance function CN of the iterated Kolmogorov loop
of step N is given, for s, t ∈ [0, 1], by
CN (s, t) = min(s, t)−
N−1∑
n=0
(2n+ 1)
∫ s
0
Qn(r) dr
∫ t
0
Qn(r) dr .
Our central limit type theorem for the iterated Kolmogorov loops then relies on the following
limit theorem involving Legendre polynomials. For convenience, it is expressed in terms of the
Legendre polynomials on [−1, 1].
Theorem 1.5. Let Pn be the Legendre polynomial of degree n on [−1, 1]. Fix x, y ∈ [−1, 1]
and, for N ∈ N, set
RN (x, y) = N
(
min(1 + x, 1 + y)−
N−1∑
n=0
2n+ 1
2
∫ x
−1
Pn(z) dz
∫ y
−1
Pn(z) dz
)
. (1.2)
Then, we have
lim
N→∞
RN (x, y) =
⎧⎪⎨
⎪⎩
1
π
√
1− x2 if x = y
0 if x = y
,
that is, RN : [−1, 1]× [−1, 1] → R converges pointwise as N → ∞ to the specified limit func-
tion.
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This result quantifies an integrated version of the completeness and orthogonality property
for the Legendre polynomials, which in terms of the Dirac delta function is stated as, for
x, y ∈ [−1, 1],
∞∑
n=0
2n+ 1
2
Pn(x)Pn(y) = δ(x− y) .
The proof of Theorem 1.5 is split into an on-diagonal and an off-diagonal analysis. The pointwise
convergence on the diagonal follows from a convergence of moments, cf. Proposition 4.9,
and a locally uniform convergence implied by Lemma 5.3 and the Arzela`–Ascoli theorem,
whereas the pointwise convergence away from the diagonal relies on a Christoffel–Darboux
type formula for the integrals of the Legendre polynomials, cf. Proposition 5.1. In both parts,
we use asymptotic estimates for Legendre polynomials and their integrals which are implied by
the Darboux formula for Jacobi polynomials. For convenience, we include the Darboux formula
as Theorem 2.4.
Equipped with Theorem 1.5, we deduce a central limit type theorem for the iterated
Kolmogorov loops. With Proposition 1.3 in mind, we consider the processes (FNt )t∈[0,1] defined
by FNt =
√
NLNt .
Theorem 1.6. The fluctuation processes (FNt )t∈[0,1] converge in finite-dimensional distri-
butions as N → ∞ to the collection (Ft)t∈[0,1] of independent zero-mean Gaussian random
variables whose variances are given, for t ∈ [0, 1], by
E
[
F 2t
]
=
1
π
√
t(1− t) .
It is certainly interesting that the variances of the limit fluctuations follow a scaled semicircle,
and we remark that semicircles naturally appear in other limit theorems such as the Wigner
semicircle law in random matrix theory, cf. [1, Theorem 2.1.1], or the central limit theorem
in free probability, see [22, Theorem 8.10]. Moreover, as pointed out in Remark 5.4, we can
obtain a non-trivial bound on the scale of the decorrelation observed for the rescaled iterated
Kolmogorov loops.
The reason for considering convergence in finite-dimensional distributions in Theorem 1.6
is that while the collection (Ft)t∈[0,1] of independent zero-mean Gaussian random variables is
well defined, see [6, Section 2.3], it neither has a realisation as a process in C([0, 1],R), cf. [13,
Example 1.2.4], nor is it equivalent to a measurable process, cf. [13, Example 1.2.5]. This is
also why (Ft)t∈[0,1], which could be thought of as an inhomogeneous white noise process with
vanishing power spectral density, is not treated as a useful mathematical model for white noise.
The paper is organised as follows. In Section 2, we recall properties of Legendre polynomials
and their integrals, and we introduce complex-valued polynomials which simplify the presen-
tation and some of the arguments given in Section 4. That section is concerned with studying
the moments of RN on the diagonal in the limit N → ∞. As part of the analysis, which uses
partial fraction decompositions, we encounter a Catalan triangle, see Remark 4.5. In Section 3,
we determine an expression for the iterated Kolmogorov loop of step N in terms of the inverse
of an N ×N factorial Hankel matrix, and we prove Proposition 1.3 as well as Theorem 1.4.
In Section 5, we give the proof of Theorem 1.5 which makes use of the Christoffel–Darboux
type formula for the integrals of the Legendre polynomials stated in Proposition 5.1, and we
conclude with the proof of Theorem 1.6. Throughout, we use the convention that N denotes
the positive integers, whereas N0 refers to the non-negative integers.
2. Legendre polynomials and their integrals
We discuss properties of Legendre polynomials that are needed for our subsequent analysis
and we extend the Legendre polynomials to a family of complex-valued polynomials on [−1, 1].
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Using this extension, we introduce a second family of complex-valued polynomials, which is
linked to the integrals of Legendre polynomials.
Let {Pn : n ∈ N0} be the family of the Legendre polynomials on the interval [−1, 1]. Following
the physical motivation presented in Arfken and Weber [3, Section 12.1] of considering the
electrostatic potential of a point charge, the Legendre polynomials can be defined by means of
a generating function through
∞∑
n=0
Pn(x)zn =
1√
1− 2xz + z2 for z ∈ (−1, 1) .
As derived in [3, Section 12.2], the generating function can be used to establish the Bonnet
recursion formula
(n+ 1)Pn+1(x) = (2n+ 1)xPn(x)− nPn−1(x) for n ∈ N and x ∈ [−1, 1] (2.1)
as well as the relation
(2n+ 1)
∫ x
−1
Pn(z) dz = Pn+1(x)− Pn−1(x) for n ∈ N and x ∈ [−1, 1] . (2.2)
It is further shown in [3, Section 12.2] that we have the parity property
Pn(−x) = (−1)nPn(x) for n ∈ N0 and x ∈ [−1, 1] , (2.3)
and that, for all n ∈ N0, the Legendre polynomial Pn satisfies the Legendre differential equation
d
dx
((
1− x2) d
dx
)
Pn(x) + n(n+ 1)Pn(x) = 0 . (2.4)
The latter could also be used to define the Legendre polynomials by letting Pn be the
polynomial solution of the Legendre differential equation (2.4). As detailed in Lebedev [17,
Section 4.5], the orthogonality of the Legendre polynomials∫ 1
−1
Pn(x)Pm(x) dx = 0 for n,m ∈ N0 with n = m
follows from (2.4) and is applied together with the Bonnet recursion formula (2.1) to prove
that ∫ 1
−1
(Pn(x))
2 dx =
2
2n+ 1
for n ∈ N0 . (2.5)
Alternatively, Legendre polynomials could be defined as the sequence of polynomials orthogonal
with respect to the weighting function 1 over [−1, 1] subject to requiring Pn(1) = 1 for all
n ∈ N0, see Andrews, Askey and Roy [2, Remark 5.3.1]. The Legendre polynomials then arise
by applying the Gram–Schmidt orthogonalisation process to the monomials {xn : n ∈ N0}
on [−1, 1] with respect to the usual L2 inner product and by imposing the normalisation
Pn(1) = 1 for all n ∈ N0. With this approach the completeness of the Legendre polynomials
follows immediately. Another option is to rewrite the Legendre differential equation (2.4) as
an eigenvalue problem and to appeal to Sturm–Liouville theory, cf. [3, Chapter 10].
In our expressions for the iterated Kolmogorov loops, we need the family {Qn : n ∈ N0} of
the shifted Legendre polynomials on the interval [0,1], which are given by
Qn(t) = Pn(2t− 1) for t ∈ [0, 1] .
These polynomials inherit their properties from the Legendre polynomials on [−1, 1]. In
particular, the shifted Legendre polynomials form a complete orthogonal system with∫ 1
0
(Qn(t))
2 dt =
1
2n+ 1
for n ∈ N0 , (2.6)
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and they satisfy the parity relation
Qn(1− t) = (−1)nQn(t) for n ∈ N0 and t ∈ [0, 1] . (2.7)
2.1. Complex-valued Legendre polynomials
We introduce a family {Pn : n ∈ Z} indexed by the integers Z of complex-valued polynomials
on [−1, 1] which extends the family {Pn : n ∈ N0} of Legendre polynomials on [−1, 1]. When
generalising the Legendre polynomials and dealing with associated Legendre polynomials, it is
common to define the associated Legendre polynomial of negative degree −n− 1 and zeroth
order to equal Pn for n ∈ N0. The reason for this is that the Legendre differential equation (2.4)
is invariant under a change from n to −n− 1. However, we instead choose to set
P−n−1(x) = iPn(x) for n ∈ N0 and x ∈ [−1, 1] . (2.8)
Our motivation for this choice is that, according to (2.5), it gives rise to∫ 1
−1
(P−n−1(x))
2 dx = −
∫ 1
−1
(Pn(x))
2 dx = − 2
2n+ 1
=
2
2(−n− 1) + 1 for n ∈ N0 ,
and therefore, we have ∫ 1
−1
(Pn(x))
2 dx =
2
2n+ 1
for all n ∈ Z . (2.9)
Moreover, the Bonnet recursion formula extends consistently across the original boundary at
n = 0 to all n ∈ Z.
Lemma 2.1. For all n ∈ Z and all x ∈ [−1, 1], we have
(n+ 1)Pn+1(x) = (2n+ 1)xPn(x)− nPn−1(x) .
Proof. For n ∈ N, this is the usual Bonnet recursion formula (2.1). If n ∈ Z \ N0 then, due
to (2.8), we have
Pn(x) = iP−n−1(x) for x ∈ [−1, 1] ,
and we use (2.1) in the form
−nP−n(x) = (−2n− 1)xP−n−1(x)− (−n− 1)P−n−2(x)
to deduce that, for all x ∈ [−1, 1],
(n+ 1)Pn+1(x) = (n+ 1) iP−n−2(x) = (2n+ 1)x iP−n−1(x)− n iP−n(x)
= (2n+ 1)xPn(x)− nPn−1(x) ,
as required. For n = 0, we explicitly see that P1(x) = x coincides with xP0(x) = x. 
This extension of the Legendre polynomials turns out to be convenient for our analysis. In
the next section, we use these polynomials to introduce a family of complex-valued polynomials
related to the integrals of the Legendre polynomials.
2.2. Integrals of Legendre polynomials
Let {In : n ∈ Z} be the family index by Z defined by
(2n+ 1)In(x) = Pn+1(x)− Pn−1(x) for n ∈ Z and x ∈ [−1, 1] . (2.10)
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The property (2.2) implies
In(x) =
∫ x
−1
Pn(z) dz for all n ∈ N and x ∈ [−1, 1] . (2.11)
However, we note that this relation does not hold for n = 0 because
I0(x) = P1(x)− P−1(x) = P1(x)− iP0(x) = x− i ,
whereas
∫ x
−1 P0(z) dz = 1 + x. This discrepancy is exploited to present a short proof of
Lemma 4.7.
The parity property (2.3) yields
In(−x) = (−1)n+1In(x) for n ∈ N and x ∈ [−1, 1] , (2.12)
and in particular,
In(1) = In(−1) = 0 for all n ∈ N . (2.13)
We further obtain the symmetry relation stated below as well as a recursion formula.
Lemma 2.2. For all n ∈ N and all x ∈ [−1, 1], we have
I−n−1(x) = i In(x) .
Proof. If n ∈ N, then n− 1 ∈ N0 and therefore, by the definition (2.10) and by (2.8), we
see
−(2n+ 1)I−n−1(x) = (2(−n− 1) + 1)I−n−1(x) = P−n(x)− P−n−2(x)
= iPn−1(x)− iPn+1(x) = −(2n+ 1) i In(x) ,
which implies the desired result. 
In Lemma 2.2, it is important to restrict our attention to n ∈ N since for n = 0, we have
I−1(x) = ix− 1 and i I0(x) = ix+ 1 .
Lemma 2.3. For all n ∈ Z and all x ∈ [−1, 1], we have the recursion formula
(n+ 2)In+1(x) = (2n+ 1)xIn(x)− (n− 1)In−1(x) .
Proof. This is a consequence of (2.10) and the extended Bonnet recursion formula, cf.
Lemma 2.1. From
(n+ 2)Pn+2(x) = (2n+ 3)xPn+1(x)− (n+ 1)Pn(x) ,
we deduce
(n+ 2)In+1(x) =
(n+ 2)(Pn+2(x)− Pn(x))
2n+ 3
= xPn+1(x)− Pn(x) , (2.14)
and similarly,
nPn(x) = (2n− 1)xPn−1(x)− (n− 1)Pn−2(x)
implies
(n− 1)In−1(x) = (n− 1)(Pn(x)− Pn−2(x))2n− 1 = Pn(x)− xPn−1(x) . (2.15)
Adding equation (2.14) to equation (2.15) yields
(n+ 2)In+1(x) + (n− 1)In−1(x) = x(Pn+1(x)− Pn−1(x)) ,
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and therefore, by (2.10),
(n+ 2)In+1(x) + (n− 1)In−1(x) = (2n+ 1)xIn(x) ,
as claimed. 
Throughout the moment analysis presented in Section 4, it is crucial, for example, see
Lemma 4.2, that the above recursion formula holds for all n ∈ Z and that the original boundary
case at n = 0 does not need a special treatment. For the latter, the discrepancy between I0
and the integral of P0 is also essential.
2.3. Asymptotic behaviour
We characterise the asymptotics in the limit n → ∞ for Legendre polynomials and their
integrals by relating these polynomials to Jacobi polynomials on [−1, 1] and then quoting
the Darboux formula for Jacobi polynomials.
Following Szego˝ [24, Section 4.22] and using the rising Pochhammer symbol, we define the
Jacobi polynomial P (α,β)n of degree n ∈ N0 on [−1, 1] for α, β ∈ R by
P (α,β)n (x) =
1
n!
n∑
k=0
(
n
k
)
(n+ α+ β + 1)k(α+ k + 1)n−k
(
x− 1
2
)k
for x ∈ [−1, 1] . (2.16)
If α, β > −1, this agrees with the usual definition, cf. [2, Definition 2.5.1],
P (α,β)n (x) =
(
n+ α
n
)
2F1
(
−n, n+ α+ β + 1;α+ 1; 1− x
2
)
for x ∈ [−1, 1] ,
where 2F1 is the Gaussian hypergeometric function represented by the power series
2F1(a, b; c; z) =
∞∑
k=0
(a)k(b)k
(c)k
zk
k!
for z ∈ (−1, 1) .
For α, β > −1 fixed, the polynomials P (α,β)n are orthogonal on [−1, 1] with respect to the
weighting function (1− x)α(1 + x)β . As discussed in [24, Section 4.21], the expression (2.16)
implies
d
dx
P (α,β)n (x) =
1
2
(n+ α+ β + 1)P (α+1,β+1)n−1 (x) for n ∈ N and x ∈ [−1, 1] . (2.17)
As remarked in [24, Section 4.1], we further have
P (0,0)n (x) = Pn(x) for n ∈ N0 and x ∈ [−1, 1] , (2.18)
and from (2.11) as well as (2.17), it follows that
P
(−1,−1)
n+1 (x) =
1
2
nIn(x) for n ∈ N and x ∈ [−1, 1] . (2.19)
An alternative derivation of (2.19) which uses the second-order differential equations satisfied
by Jacobi polynomials is given by Belinsky [5]. Moreover, according to [5, Theorem 3], the
polynomials {In : n ∈ N} are orthogonal on the interval [−1, 1] with respect to the weighting
function (1− x2)−1. However, as this weighting function is not continuous on [−1, 1] these
polynomials do not belong to the class of classical orthogonal polynomials.
To gain control over the Legendre polynomials and their integrals in the limit n → ∞, we
exploit an asymptotic property of Jacobi polynomials, cf. [24, Theorem 8.21.8], which is due
to Darboux [8].
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Theorem 2.4 (Darboux formula). Let α, β ∈ R be arbitrary. For θ ∈ (0, π), set
k(θ) = π−
1
2
(
sin
θ
2
)−α− 12(
cos
θ
2
)−β− 12
.
Then, as n → ∞, we have
P (α,β)n (cos θ) = n
− 12 k(θ) cos
((
n+
α+ β + 1
2
)
θ −
(
α+
1
2
)
π
2
)
+O
(
n−
3
2
)
,
where the bound on the error term holds uniformly in θ ∈ [ε, π − ε] for ε > 0.
By the Darboux formula, we particularly have, as n → ∞,
P (0,0)n (cos θ) =
√
2
nπ sin θ
cos
((
n+
1
2
)
θ − π
4
)
+O
(
n−
3
2
)
, and (2.20)
P (−1,−1)n (cos θ) =
√
sin θ
2nπ
cos
((
n− 1
2
)
θ +
π
4
)
+O
(
n−
3
2
)
, (2.21)
uniformly in θ ∈ [ε, π − ε] for ε > 0. These asymptotics are used for estimates in Section 5.
3. Iterated Kolmogorov loops
We find two alternative representations for the iterated Kolmogorov loop of step N and
we use the second representation, cf. Proposition 1.3, to prove Theorem 1.4. Although the
first representation is obtained by applying the most evident approach of considering the
first component of an expression for the iterated Kolmogorov diffusion (BNt )t∈[0,1] of step N
conditioned on BN1 = 0, the second representation in terms of shifted Legendre polynomials is
much more useful for our analysis. This is due to the orthogonality of the Legendre polynomials.
Moreover, we see that the first representation requires the inversion of a particular N ×N
factorial Hankel matrix.
Throughout, for l ∈ {1, . . . , N} and t ∈ [0, 1], we write BN,lt to denote the lth component of
BNt . We observe that integration by parts yields
BN,lt =
∫ t
0
∫ sl−1
0
. . .
∫ s2
0
Bs1 ds1 . . . dsl−1 =
1
(l − 1)!
∫ t
0
(t− s)l−1 dBs . (3.1)
To obtain the first representation for the iterated Kolmogorov loop of step N , we follow a
similar line of reasoning as in [12, Section 4.4].
Proposition 3.1. Fix N ∈ N. Let α1, . . . , αN be the polynomials on [0,1] given by, for
t ∈ [0, 1],
αl(t) =
N∑
k=1
(−1)N+k+l+1(l − 1)!
(
N
k
)(
N + l − 1
l − 1
) k−1∑
m=0
(
N − k +m
l − 1
)(
N +m− 1
m
)
tk .
Then the stochastic process (ZNt )t∈[0,1] in R defined by
ZNt = Bt −
N∑
l=1
αl(t)B
N,l
1
has the same law as the iterated Kolmogorov loop of step N .
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Proof. Let A be the N ×N matrix and let E be the N × 1 matrix which have the entries,
for k, l ∈ {1, . . . , N},
Akl =
{
1 if k = l + 1
0 otherwise
and Ek =
{
1 if k = 1
0 otherwise
.
Using the matrix exponential of a square matrix, we set, for r ∈ [0, 1],
U(r) = erAE , (3.2)
and we define, for t ∈ [0, 1],
V (t) =
∫ t
0
U(t− s)U(−s)T ds . (3.3)
Since
(U(r))k =
rk−1
(k − 1)! , (3.4)
we compute with the help of [12, Lemma 3.2] that
(V (t))kl =
1
(k − 1)! (l − 1)!
∫ t
0
(t− s)k−1(−s)l−1 ds = (−1)l−1 t
k+l−1
(k + l − 1)! .
We further observe that due to (3.1) and (3.4) the iterated Kolmogorov diffusion of step N
can be expressed as
BNt =
∫ t
0
U(t− s) dBs . (3.5)
Let (ZNt )t∈[0,1] be the stochastic process in R
N given by
BNt = Z
N
t + V (t)V (1)
−1BN1 . (3.6)
Using the expression (3.5), applying the Itoˆ isometry and recalling the definitions (3.2) and
(3.3), we obtain
E
[
BNt
(
BN1
)T ]
=
∫ t
0
U(t− s)U(1− s)T ds = V (t)(eA)T .
It follows that
E
[
ZNt
(
BN1
)T ]
= V (t)
(
eA
)T − V (t)V (1)−1V (1)(eA)T = 0 for all t ∈ [0, 1] .
Since both the process (ZNt )t∈[0,1] and the random variable B
N
1 have zero mean and are
Gaussian, they are uncorrelated which implies that they are independent. Therefore, we deduce
from (3.6) that (ZNt )t∈[0,1] is the process obtained by conditioning (B
N
t )t∈[0,1] on B
N
1 = 0, and
it suffices to show that the first component of (ZNt )t∈[0,1] is (Z
N
t )t∈[0,1]. This requires an explicit
expression for the inverse (V (1))−1, which is easily derived from the formula given in [10]. We
have
(
V (1)−1
)
kl
= (−1)N+l(k − 1)! l!
(
N − 1
k − 1
)(
N + l − 1
l
) k−1∑
m=0
(
N − k +m
l − 1
)(
N +m− 1
m
)
,
and hence, for all l ∈ {1, . . . , N} and all t ∈ [0, 1], we see that
(
V (t)V (1)−1
)
1l
=
N∑
k=1
(V (t))1k
(
V (1)−1
)
kl
= αl(t) .
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Thus, we conclude
ZN,1t = B
N,1
t −
N∑
l=1
(
V (t)V (1)−1
)
1l
BN,l1 = Bt −
N∑
l=1
αl(t)B
N,l
1 ,
as needed. 
While the representation given in Proposition 3.1 is obtained through a straightforward
approach, it appears to be too complicated to proceed with, amongst others because the
polynomial coefficients α1, . . . , αN in front of the components of BN1 change with N . Instead,
we use the representation given in Proposition 1.3 for our analysis.
Proof of Proposition 1.3. Since the shifted Legendre polynomial Qn is a polynomial of
degree n which satisfies the parity relation (2.7), it follows from (3.1) that
∫ 1
0
Qn(r) dBr can
be expressed as a linear combination of
B1,
∫ 1
0
Bs1 ds1,
∫ 1
0
∫ s2
0
Bs1 ds1 ds2, . . . ,
∫ 1
0
∫ sn
0
. . .
∫ s2
0
Bs1 ds1 . . . dsn .
Thus, for N ∈ N fixed, there exist polynomials β1, . . . , βN on [0,1] such that, for t ∈ [0, 1],
N−1∑
n=0
(2n+ 1)
∫ t
0
Qn(r) dr
∫ 1
0
Qn(r) dBr =
N∑
l=1
βl(t)B
N,l
1 .
As the process (LNt )t∈[0,1] is defined, according to (1.1), by
LNt = Bt −
N−1∑
n=0
(2n+ 1)
∫ t
0
Qn(r) dr
∫ 1
0
Qn(r) dBr ,
we can write
Bt = LNt +
N∑
l=1
βl(t)B
N,l
1 . (3.7)
Using the Itoˆ isometry and the orthogonality of the shifted Legendre polynomials with (2.6),
we obtain from (1.1) that, for all t ∈ [0, 1] and all m ∈ {0, . . . , N − 1},
E
[
LNt
∫ 1
0
Qm(r) dBr
]
=
∫ t
0
Qm(r) dr −
N−1∑
n=0
(2n+ 1)
∫ t
0
Qn(r) dr
∫ 1
0
Qn(r)Qm(r) dr = 0 .
By the completeness of the shifted Legendre polynomials and the identity (3.1), this implies
that, for all t ∈ [0, 1] and all l ∈ {1, . . . , N},
E
[
LNt B
N,l
1
]
= 0 .
Hence, LNt and B
N
1 are uncorrelated for all t ∈ [0, 1], which due to (LNt )t∈[0,1] and BN1 both
being Gaussian shows that (LNt )t∈[0,1] and B
N
1 are independent. From the representation (3.7),
we finally deduce that (LNt )t∈[0,1] is indeed equal in law to the iterated Kolmogorov loop of
step N . 
The advantage of the representation for the iterated Kolmogorov loops given in Propo-
sition 1.3 over the one given in Proposition 3.1 is that by the orthogonality of the shifted
Legendre polynomials, it gives rise to a neat expression for the covariance functions of the
iterated Kolmogorov loops.
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Lemma 3.2. The iterated Kolmogorov loop of step N ∈ N is a zero-mean Gaussian process
with covariance CN given, for s, t ∈ [0, 1], by
CN (s, t) = min(s, t)−
N−1∑
n=0
(2n+ 1)
∫ s
0
Qn(r) dr
∫ t
0
Qn(r) dr .
Proof. By Proposition 1.3, it suffices to show that (LNt )t∈[0,1] is a zero-mean Gaussian
process with the specified covariance function. From the definition (1.1), we see that (LNt )t∈[0,1]
is a zero-mean Gaussian process. Regarding its covariance function, the Itoˆ isometry and the
orthogonality of the shifted Legendre polynomials with (2.6) imply that, for s, t ∈ [0, 1],
E
[
Bs
N−1∑
n=0
(2n+ 1)
∫ t
0
Qn(r) dr
∫ 1
0
Qn(r) dBr
]
=
N−1∑
n=0
(2n+ 1)
∫ s
0
Qn(r) dr
∫ t
0
Qn(r) dr
as well as
E
[(
N−1∑
n=0
(2n+ 1)
∫ s
0
Qn(r) dr
∫ 1
0
Qn(r) dBr
)(
N−1∑
n=0
(2n+ 1)
∫ t
0
Qn(r) dr
∫ 1
0
Qn(r) dBr
)]
=
N−1∑
n=0
(2n+ 1)
∫ s
0
Qn(r) dr
∫ t
0
Qn(r) dr ,
which together with E[BsBt] = min(s, t) yields
CN (s, t) = E
[
LNs L
N
t
]
= min(s, t)−
N−1∑
n=0
(2n+ 1)
∫ s
0
Qn(r) dr
∫ t
0
Qn(r) dr ,
as required. 
This characterisation of the iterated Kolmogorov loops allows us to prove Theorem 1.4
by exploiting the completeness and orthogonality of the shifted Legendre polynomials. The
argument follows a line of reasoning which is part of the usual proof of Mercer’s theorem,
see [19, Part IV].
Proof of Theorem 1.4. From the discussion in Section 2, we recall {√2n+ 1Qn : n ∈ N0}
forms a complete orthonormal set of polynomials in L2[0, 1] with respect to the usual inner
product. As a consequence, the polarised Parseval identity applies to give, for s, t ∈ [0, 1],
min(s, t) =
∫ 1
0
1[0,s](r)1[0,t](r) dr =
∞∑
n=0
(2n+ 1)
∫ 1
0
1[0,s](r)Qn(r) dr
∫ 1
0
1[0,t](r)Qn(r) dr
=
∞∑
n=0
(2n+ 1)
∫ s
0
Qn(r) dr
∫ t
0
Qn(r) dr.
(3.8)
Due to Lemma 3.2, it follows that the covariance CN of the iterated Kolmogorov loop of step
N is given, for s, t ∈ [0, 1], by
CN (s, t) =
∞∑
n=N
(2n+ 1)
∫ s
0
Qn(r) dr
∫ t
0
Qn(r) dr .
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Using Cauchy–Schwarz, we obtain that, for all N,M ∈ N with N < M and for s, t ∈ [0, 1]
fixed, ∣∣∣∣∣
M∑
n=N
(2n+ 1)
∣∣∣∣
∫ s
0
Qn(r) dr
∣∣∣∣
∣∣∣∣
∫ t
0
Qn(r) dr
∣∣∣∣
∣∣∣∣∣
2

M∑
n=N
(2n+ 1)
(∫ s
0
Qn(r) dr
)2 M∑
n=N
(2n+ 1)
(∫ t
0
Qn(r) dr
)2
,
and thus, by (3.8), we have
M∑
n=N
(2n+ 1)
∣∣∣∣
∫ s
0
Qn(r) dr
∣∣∣∣
∣∣∣∣
∫ t
0
Qn(r) dr
∣∣∣∣  √st .
This implies that the series representation for min(s, t) in (3.8) converges absolutely. In
particular, the sequence (GN )N∈N of functions GN : [0, 1]× [0, 1] → R defined by
GN (s, t) =
∞∑
n=N
(2n+ 1)
∣∣∣∣
∫ s
0
Qn(r) dr
∣∣∣∣
∣∣∣∣
∫ t
0
Qn(r) dr
∣∣∣∣
converges pointwise to zero as N → ∞. As (GN )N∈N is a monotonically decreasing sequence
of continuous real-valued functions, Dini’s theorem applies to give that (GN )N∈N converges
uniformly on the compact set [0, 1]× [0, 1] to the zero function. By the Cauchy criterion, we
further deduce that the sequence (CN )N∈N of covariances converges uniformly on [0, 1]× [0, 1]
to the zero function. As the iterated Kolmogorov loops are zero-mean Gaussian processes and
since their covariance functions converge uniformly as N → ∞ to zero, it follows, for example,
by [15, Section 3], that the iterated Kolmogorov loops of step N indeed converge weakly as
N → ∞ to the zero process on Ω0,0. 
Note that Proposition 1.3 and Theorem 1.4 together show that Brownian motion (Bt)t∈[0,1]
admits the decomposition( ∞∑
n=0
(2n+ 1)
∫ t
0
Qn(r) dr
∫ 1
0
Qn(r) dBr
)
t∈[0,1]
,
which differs from the usual Karhunen–Loe`ve expansion, cf. [18, p. 144], for Brownian
motion, and which alternatively could be expressed in terms of the representation given in
Proposition 3.1. Foster, Lyons and Oberhauser [9] independently obtained this decomposition
with the difference that the random coefficients of the integrals of the shifted Legendre
polynomials are defined using the Brownian bridge process associated with (Bt)t∈[0,1]. They use
this representation to generate approximate sample paths of Brownian motion which respect
integration of polynomials up to a fixed degree.
Based on our works, Trefethen implemented the resulting polynomial approximation of
Brownian motion numerically as a Chebfun Example, see [25].
4. Moment analysis on the diagonal
As the first step towards proving Theorem 1.5, we establish the convergence of moments on
the diagonal. Throughout, we use the families of complex-valued polynomials introduced in
Sections 2.1 and 2.2 to simplify the presentation of our analysis. We repeatedly expand terms
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into their partial fraction decomposition because this reveals that certain sums we encounter
telescope. Let SN : [−1, 1] → R be the restriction of RN to the diagonal, that is,
SN (x) = RN (x, x) for x ∈ [−1, 1] .
Due to (2.11), we can write
SN (x) = N
(
1 + x− 1
2
(
(1 + x)2 +
N−1∑
n=1
(2n+ 1)(In(x))
2
))
for x ∈ [−1, 1] .
To study the moments of SN in the limit N → ∞, we start by considering each summand
separately. In particular, for all k ∈ N0, we have∫ 1
−1
x2k(1 + x) dx =
2
2k + 1
and
∫ 1
−1
x2k+1(1 + x) dx =
2
2k + 3
(4.1)
as well as
1
2
∫ 1
−1
x2k(1 + x)2 dx =
1
2k + 1
+
1
2k + 3
and
1
2
∫ 1
−1
x2k+1(1 + x)2 dx =
2
2k + 3
. (4.2)
The remaining odd moments all vanish.
Lemma 4.1. For all n ∈ N and all k ∈ N0, we have∫ 1
−1
x2k+1(In(x))
2 dx = 0 .
Proof. By the parity property (2.12), we know that I2n is an even function on [−1, 1] for
all n ∈ N. Therefore, the integrand of the above integral is an odd function on [−1, 1], and it
follows that the integral vanishes. 
We are left with studying the remaining even moments, which is the core of our moment
analysis. The recursive method we develop requires us to look at additional moments to the
ones we would like to consider. For all p, q ∈ Z and k ∈ N0, we set
mkp,q = (p+ q + 1)
∫ 1
−1
x2kIp(x)Iq(x) dx .
These moments satisfy the following recursion formula. This is the first time where the extension
of the family of the integrals of the Legendre polynomials comes in handy as we do not have
to deal with a boundary at n = 0.
Lemma 4.2. For all p, q ∈ Z and for k ∈ N, we have
mkp,q =
(p+ q + 1)(p+ 2)(q + 2)
(2p+ 1)(2q + 1)(p+ q + 3)
mk−1p+1,q+1 +
(p+ q + 1)(p− 1)(q − 1)
(2p+ 1)(2q + 1)(p+ q − 1)m
k−1
p−1,q−1
+
(p+ 2)(q − 1)
(2p+ 1)(2q + 1)
mk−1p+1,q−1 +
(p− 1)(q + 2)
(2p+ 1)(2q + 1)
mk−1p−1,q+1 .
Proof. According to Lemma 2.3, we have both
(p+ 2)Ip+1(x) = (2p+ 1)xIp(x)− (p− 1)Ip−1(x) for x ∈ [−1, 1]
and
(q + 2)Iq+1(x) = (2q + 1)xIq(x)− (q − 1)Iq−1(x) for x ∈ [−1, 1].
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It follows that
(2p+ 1)(2q + 1)
∫ 1
−1
x2kIp(x)Iq(x) dx
=
∫ 1
−1
x2k−2((p+ 2)Ip+1(x) + (p− 1)Ip−1(x))((q + 2)Iq+1(x) + (q − 1)Iq−1(x)) dx ,
which yields the desired result. 
Moreover, we have the partial fraction decompositions specified below.
Proposition 4.3. There exists a family {bla,k ∈ R : a ∈ Z and k, l ∈ N0} of coefficients
satisfying
bla,k = b
l
−a,k for all a ∈ Z and k, l ∈ N0 (4.3)
as well as
ba−10,k + 2a
k∑
l=0
bla,k
l + 1
= 0 and
ba−1c,k
a
=
bc−1a,k
c
for all a, c ∈ N and k ∈ N0 , (4.4)
such that, for all n, a ∈ Z and all k ∈ N0,
mkn−a,n+a =
k∑
l=0
bla,k
2n− 2l − 1 −
k∑
l=0
bla,k
2n+ 2l + 3
, (4.5)
where it is understood that bla,k = 0 if l > k.
Proof. The proof works by induction on k ∈ N0. For the base case, we start by observing
that the orthogonality of the Legendre polynomials and the definition (2.8) imply that∫ 1
−1
Pn(x)Pm(x) dx = 0 if n = m and n = −m− 1 . (4.6)
In particular, the integral vanishes if n = m but n+m is even. Using (2.10) and (2.9), we
compute that, for all n ∈ Z,
m0n,n = (2n+ 1)
∫ 1
−1
(In(x))
2 dx =
1
2n+ 1
∫ 1
−1
(Pn+1(x)− Pn−1(x))2 dx
=
1
2n+ 1
(
2
2n− 1 +
2
2n+ 3
)
=
1
2n− 1 −
1
2n+ 3
,
and similarly,
m0n−1,n+1 = m
0
n+1,n−1 = (2n+ 1)
∫ 1
−1
In−1(x)In+1(x) dx = −12
(
1
2n− 1 −
1
2n+ 3
)
as well as
m0n−a,n+a = 0 for all a ∈ Z \ {−1, 0, 1} .
Hence, for k = 0, the moments are indeed of the form (4.5) with the only non-zero coefficients
b00,0 = 1 and b
0
1,0 = b
0
−1,0 = −
1
2
. (4.7)
A SEMICIRCLE LAW FOR ITERATED KOLMOGOROV LOOPS 15
In particular, we have b00,0 + 2b
0
1,0 = 0 and the relations (4.3) as well as (4.4) are satisfied
for k = 0, which settles the base case. For the induction step, we start with a = 0. Applying
Lemma 4.2 and the induction hypothesis yields
mkn,n =
(n+ 2)2
(2n+ 1)(2n+ 3)
(
k−1∑
l=0
bl0,k−1
2n− 2l + 1 −
k−1∑
l=0
bl0,k−1
2n+ 2l + 5
)
+
(n− 1)2
(2n− 1)(2n+ 1)
(
k−1∑
l=0
bl0,k−1
2n− 2l − 3 −
k−1∑
l=0
bl0,k−1
2n+ 2l + 1
)
+
2(n− 1)(n+ 2)
(2n+ 1)2
(
k−1∑
l=0
bl1,k−1
2n− 2l − 1 −
k−1∑
l=0
bl1,k−1
2n+ 2l + 3
)
.
(4.8)
Through this expression, we can define what it means to evaluate (2n+ 1)2mkn,n at n = −1/2.
By additionally using the relation (4.4) of the induction hypothesis, we obtain that
(2n+ 1)2mkn,n
∣∣
n=−1/2 =
9
4
b00,k−1 +
9
2
k−1∑
l=0
bl1,k−1
l + 1
=
9
4
(
b00,k−1 + 2
k−1∑
l=0
bl1,k−1
l + 1
)
= 0 . (4.9)
Since the remaining factors in the denominators of the terms giving mkn,n only ever appear
linearly, we deduce from (4.8) as well as (4.9), and by referring to the Heaviside cover-up
method that mkn,n is of the form
mkn,n =
k∑
l=0
bl0,k
2n− 2l − 1 +
k∑
l=0
cl0,k
2n+ 2l + 3
+
d0,k
2n+ 1
, (4.10)
for suitable coefficients bl0,k, c
l
0,k, d0,k ∈ R. By Lemma 2.2, we further have
mk−n−1,−n−1 = −(2n+ 1)
∫ 1
−1
x2k(I−n−1(x))
2 dx = mkn,n for all n ∈ N . (4.11)
However, according to (4.10), we can write
mk−n−1,−n−1 = −
k∑
l=0
cl0,k
2n− 2l − 1 −
k∑
l=0
bl0,k
2n+ 2l + 3
− d0,k
2n+ 1
,
and as a consequence of (4.11), it follows that
d0,k = 0 and cl0,k = −bl0,k for l ∈ {0, . . . , k} ,
which gives the desired form (4.5) for a = 0. Similarly, for a = ±1, we use
mkn−1,n+1 = m
k
n+1,n−1 =
(2n+ 1)(n+ 1)(n+ 3)
(2n− 1)(2n+ 3)2
(
k−1∑
l=0
bl1,k−1
2n− 2l + 1 −
k−1∑
l=0
bl1,k−1
2n+ 2l + 5
)
+
(2n+ 1)(n− 2)n
(2n− 1)2(2n+ 3)
(
k−1∑
l=0
bl1,k−1
2n− 2l − 3 −
k−1∑
l=0
bl1,k−1
2n+ 2l + 1
)
+
n(n+ 1)
(2n− 1)(2n+ 3)
(
k−1∑
l=0
bl0,k−1
2n− 2l − 1 −
k−1∑
l=0
bl0,k−1
2n+ 2l + 3
)
+
(n− 2)(n+ 3)
(2n− 1)(2n+ 3)
(
k−1∑
l=0
bl2,k−1
2n− 2l − 1 −
k−1∑
l=0
bl2,k−1
2n+ 2l + 3
)
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to give a meaning to
(2n− 1)2mkn−1,n+1
∣∣
n=1/2
= (2n+ 3)2mkn−1,n+1
∣∣
n=−3/2
=
3
16
(
b00,k−1 + 2
k−1∑
l=0
bl1,k−1
l + 1
)
+
21
16
(
b11,k−1
2
− b02,k−1
)
,
whereas, for a ∈ Z \ {−1, 0, 1}, we have
mkn−a,n+a =
(2n+ 1)(n− a+ 2)(n+ a+ 2)
(2n− 2a+ 1)(2n+ 2a+ 1)(2n+ 3)
(
k−1∑
l=0
bla,k−1
2n− 2l + 1 −
k−1∑
l=0
bla,k−1
2n+ 2l + 5
)
+
(2n+ 1)(n− a− 1)(n+ a− 1)
(2n− 2a+ 1)(2n+ 2a+ 1)(2n− 1)
(
k−1∑
l=0
bla,k−1
2n− 2l − 3 −
k−1∑
l=0
bla,k−1
2n+ 2l + 1
)
+
(n− a+ 2)(n+ a− 1)
(2n− 2a+ 1)(2n+ 2a+ 1)
(
k−1∑
l=0
bla−1,k−1
2n− 2l − 1 −
k−1∑
l=0
bla−1,k−1
2n+ 2l + 3
)
+
(n− a− 1)(n+ a+ 2)
(2n− 2a+ 1)(2n+ 2a+ 1)
(
k−1∑
l=0
bla+1,k−1
2n− 2l − 1 −
k−1∑
l=0
bla+1,k−1
2n+ 2l + 3
)
to make sense of
(2n− 2a+ 1)2mkn−a,n+a
∣∣
n=a−1/2 = (2n+ 2a+ 1)
2mkn−a,n+a
∣∣
n=−a−1/2
=
3(4a+ 3)
16
(
baa,k−1
a+ 1
− b
a−1
a+1,k−1
a
)
+
3(4a− 3)
16
(
ba−1a−1,k−1
a
− b
a−2
a,k−1
a− 1
)
.
By the relation (4.4) of the induction hypothesis, it follows that, for all a ∈ Z,
(2n− 2a+ 1)2mkn−a,n+a
∣∣
n=a−1/2 = (2n+ 2a+ 1)
2mkn−a,n+a
∣∣
n=−a−1/2 = 0 . (4.12)
Hence, as before, we use the expression for the moments, the Heaviside cover-up method and
the symmetry property
mk−n−1−a,−n−1+a = −(2n+ 1)
∫ 1
−1
x2kI−(n+a)−1(x)I−(n−a)−1(x) dx
= mkn−a,n+a for n  a+ 1
to deduce that we indeed have the partial fraction decomposition (4.5). The symmetry
relation (4.3) is satisfied since
mkn−a,n+a = m
k
n+a,n−a for all n, a ∈ Z .
To conclude the induction step, we still need to show that (4.4) holds. As we have just
established that the moments are of the form (4.5), we are justified to define, for a, c ∈ N0,
dca,k =
(2n− 2c+ 1)mkn−a,n+a
2n+ 1
∣∣∣∣∣
n=c−1/2
,
where it is understood that
d0a,k = m
k
n−a,n+a
∣∣
n=−1/2 = −
k∑
l=0
bla,k
l + 1
,
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and where, for c ∈ N, we have
dca,k =
bc−1a,k
2c
.
Thus, the relation (4.4) of the induction hypothesis tells us that
dac,k−1 = d
c
a,k−1 for all a, c ∈ N0 . (4.13)
Using Lemma 4.2, we obtain
dac,k =
(2a− 2c+ 3)(2a+ 2c+ 3)
16(a− c)(a+ c) d
a+1
c,k−1 +
(2a− 2c− 3)(2a+ 2c− 3)
16(a− c)(a+ c) d
a−1
c,k−1
+
(2a− 2c+ 3)(2a+ 2c− 3)
16(a− c)(a+ c) d
a
c−1,k−1 +
(2a− 2c− 3)(2a+ 2c+ 3)
16(a− c)(a+ c) d
a
c+1,k−1
(4.14)
as well as
dca,k =
(2c− 2a+ 3)(2c+ 2a+ 3)
16(c− a)(c+ a) d
c+1
a,k−1 +
(2c− 2a− 3)(2c+ 2a− 3)
16(c− a)(c+ a) d
c−1
a,k−1
+
(2c− 2a+ 3)(2c+ 2a− 3)
16(c− a)(c+ a) d
c
a−1,k−1 +
(2c− 2a− 3)(2c+ 2a+ 3)
16(c− a)(c+ a) d
c
a+1,k−1 .
(4.15)
Due to (4.13), the first summand on the right-hand side of (4.14) agrees with the fourth
summand on the right-hand side of (4.15). Similarly, the second summand in (4.14) coincides
with the third summand in (4.15). As the remaining terms also match, we see that
dac,k = d
c
a,k for all a, c ∈ N0 ,
which implies the relation (4.4) and concludes the proof. 
By a more in-depth analysis than the one performed in the proof of Proposition 4.3, it is
possible to use the Heaviside cover-up method to obtain recurrence relations for the coefficients
bla,k which characterise them uniquely. However, as it is not necessary for our subsequent
analysis to determine each coefficient bla,k separately, we postpone the derivation of recursion
formulae to the Appendix. In the following, we see that to study the moments of SN in the
limit N → ∞ it suffices to gain control over, for a ∈ Z and k ∈ N0,
Ba,k =
k∑
l=0
(l + 1)bla,k .
These sums satisfy a much simpler recurrence relation than the coefficients bla,k themselves,
where Ba,k = B−a,k as a result of the symmetry property (4.3).
Proposition 4.4. For all k ∈ N and all a ∈ Z, we have
Ba,k =
1
4
Ba−1,k−1 +
1
2
Ba,k−1 +
1
4
Ba+1,k−1 . (4.16)
Proof. Using the partial fraction decomposition (4.5) of Proposition 4.3 and
1
2n− 2l − 1 −
1
2n+ 2l + 3
=
4(l + 1)
(2n− 2l − 1)(2n+ 2l + 3) ,
we deduce that
lim
n→∞n
2mkn−a,n+a = lim
n→∞
k∑
l=0
4n2(l + 1)
(2n− 2l − 1)(2n+ 2l + 3)b
l
a,k = Ba,k , (4.17)
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and similarly,
lim
n→∞(n− 1)
2mkn−a,n+a = lim
n→∞(n+ 1)
2mkn−a,n+a = Ba,k . (4.18)
On the other hand, by applying Lemma 4.2 with p = n− a and q = n+ a, we obtain that
lim
n→∞n
2mkn−a,n+a =
1
4
lim
n→∞n
2mk−1n−a+1,n+a+1 +
1
4
lim
n→∞n
2mk−1n−a−1,n+a−1
+
1
4
lim
n→∞n
2mk−1n−a+1,n+a−1 +
1
4
lim
n→∞n
2mk−1n−a−1,n+a+1 ,
which together with (4.17) and (4.18) implies the claimed recurrence relation. 
Remark 4.5. The recurrence relation (4.16) in Proposition 4.4 can be rewritten as
4kBa,k = 4k−1Ba−1,k−1 + 2
(
4k−1Ba,k−1
)
+ 4k−1Ba+1,k−1 for k ∈ N and a ∈ Z ,
that is, the numbers 4kBa,k satisfy the same recurrence relation as elements of the Catalan
triangle which Shapiro introduced in [23] and as elements of other Catalan triangles, for
example, see [20, 21].
By the preceding remark, it should not come as a surprise that we encounter the Catalan
numbers when determining the sums Ba,k explicitly. For k ∈ N0, the kth Catalan number Ck
is given by
Ck =
1
k + 1
(
2k
k
)
=
(
2k
k
)
−
(
2k
k + 1
)
.
In the next lemma, it is understood that(
k
l
)
= 0 if k, l ∈ N0 with k < l .
Lemma 4.6. We have B0,0 = 1 and, for a, k ∈ N0 with a+ k  1,
B−a,k = Ba,k = 4−k
[(
2k
k + a
)
− 1
2
[(
2k
k + a− 1
)
+
(
2k
k + a+ 1
)]]
. (4.19)
In particular, we see that
B0,k = 4−kCk for all k ∈ N0 . (4.20)
Proof. By the recursion formula in Lemma 2.3 and the definition (2.10), the polynomial
xkIn−a(x) is a linear combination of the polynomials
Pn−a−k−1(x), Pn−a−k+1(x), . . . , Pn−a+k−1(x), Pn−a+k+1(x) , (4.21)
and similarly, xkIn+a(x) is a linear combination of
Pn+a−k−1(x), Pn+a−k+1(x), . . . , Pn+a+k−1(x), Pn+a+k+1(x) . (4.22)
Hence, if n− a+ k + 1 < n+ a− k − 1, that is, if k < a− 1, it follows from (4.6) that
mkn−a,n+a = (2n+ 1)
∫ 1
−1
x2kIn−a(x)In+a(x) dx = 0
because all indices in (4.21) and (4.22) have the same parity. We deduce that
B−a,k = Ba,k = 0 if k  a− 2 ,
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which is consistent with (4.19). We further obtain from (4.7) that
B0,0 = 1 and B−1,0 = B1,0 = −12 ,
as claimed. Since this fixes the boundary values of our recursion, it suffices to verify that (4.19)
satisfies the recurrence relation (4.16). This can be done by observing that the combinatorial
numbers Cm,l defined, for m ∈ N and l ∈ N0, by
Cm,l =
m− 2l
m
(
m
l
)
satisfy the recurrence relation
Cm+2,l+1 = Cm,l−1 + 2Cm,l + Cm,l+1 for m, l ∈ N , (4.23)
see [20, Proposition 2.1], and by noting that
C2k+1,k+a =
(
2k
k + a
)
−
(
2k
k + a− 1
)
and C2k+1,k+a+1 =
(
2k
k + a+ 1
)
−
(
2k
k + a
)
.
Thus, the recurrence relation (4.16) is a consequence of (4.23), and we obtain that
4kBa,k =
1
2
(C2k+1,k+a − C2k+1,k+a+1) .
Finally, we conclude that, for k ∈ N,
B0,k = 4−k
[(
2k
k
)
− 1
2
[(
2k
k − 1
)
+
(
2k
k + 1
)]]
= 4−k
[(
2k
k
)
−
(
2k
k + 1
)]
= 4−kCk ,
which together with B0,0 = 1 = C0 establishes (4.20). 
We need one more identity to determine the moments of SN in the limit N → ∞. This is
where the discrepancy between I0(x) and
∫ x
−1 P0(z) dz becomes useful.
Lemma 4.7. For all k ∈ N0, we have
k∑
l=0
(
1
2l + 1
+
1
2l + 3
)
bl0,k =
2
2k + 1
− 2
2k + 3
.
Proof. According to the partial fraction decomposition (4.5) in Proposition 4.3, we know
mk0,0 = −
k∑
l=0
(
1
2l + 1
+
1
2l + 3
)
bl0,k .
On the other hand, since I0(x) = x− i for x ∈ [−1, 1], we compute explicitly that
mk0,0 =
∫ 1
−1
x2k(I0(x))
2 dx =
∫ 1
−1
x2k(x− i)2 dx = 2
2k + 3
− 2
2k + 1
,
and the claimed result follows. 
We can finally describe the moments of SN in the limit N → ∞.
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Proposition 4.8. For all k ∈ N0, we have∫ 1
−1
x2k+1SN (x) dx = 0 for all N ∈ N ,
and
lim
N→∞
∫ 1
−1
x2kSN (x) dx =
1
2
(
4−kCk
)
.
Proof. Using Lemma 4.1 and the odd moments in (4.1) and (4.2), we obtain that∫ 1
−1
x2k+1SN (x) dx = N
(
2
2k + 3
− 2
2k + 3
)
= 0 for all N ∈ N ,
as claimed. To determine the limit of the even moments, we fix k ∈ N0 and throughout, choose
N sufficiently large. For l ∈ N0, we rewrite
N−1∑
n=1
(
1
2n− 2l − 1 −
1
2n+ 2l + 3
)
=
2l∑
n=1
1
2n− 2l − 1 +
N−1∑
n=2l+1
1
2n− 2l − 1 −
N−1∑
n=1
1
2n+ 2l + 3
,
and observe that
2l∑
n=1
1
2n− 2l − 1 =
l∑
n=1
1
2n− 2l − 1 +
l∑
n=1
1
2(2l − n+ 1)− 2l − 1 = 0
as well as
N−1∑
n=2l+1
1
2n− 2l − 1 −
N−1∑
n=1
1
2n+ 2l + 3
=
N−2l−1∑
n=1
1
2n+ 2l − 1 −
N−1∑
n=1
1
2n+ 2l + 3
=
1
2l + 1
+
1
2l + 3
−
N−1∑
n=N−2l−2
1
2n+ 2l + 3
to deduce that
N−1∑
n=1
(
1
2n− 2l − 1 −
1
2n+ 2l + 3
)
=
1
2l + 1
+
1
2l + 3
−
2l+2∑
n=1
1
2N + 2n− 2l − 3 .
Applying Proposition 4.3 and rearranging sums further yields
N−1∑
n=1
mkn,n =
N−1∑
n=1
(
k∑
l=0
bl0,k
2n− 2l − 1 −
k∑
l=0
bl0,k
2n+ 2l + 3
)
=
k∑
l=0
N−1∑
n=1
(
1
2n− 2l − 1 −
1
2n+ 2l + 3
)
bl0,k
=
k∑
l=0
(
1
2l + 1
+
1
2l + 3
)
bl0,k −
k∑
l=0
2l+2∑
n=1
bl0,k
2N + 2n− 2l − 3 .
The even moments in (4.1) and (4.2) as well as Lemma 4.7 imply
∫ 1
−1
x2kSN (x) dx = N
(
1
2k + 1
− 1
2k + 3
− 1
2
N−1∑
n=1
mkn,n
)
=
N
2
k∑
l=0
2l+2∑
n=1
bl0,k
2N + 2n− 2l − 3 .
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Finally, by (4.20) of Lemma 4.6, it follows that
lim
N→∞
∫ 1
−1
x2kSN (x) dx =
1
2
k∑
l=0
2l+2∑
n=1
bl0,k
2
=
1
2
k∑
l=0
(l + 1)bl0,k =
1
2
B0,k =
1
2
(
4−kCk
)
,
as required. 
The main result of this section is that the moments of SN converge as N → ∞ to the
moments of a scaled semicircle.
Proposition 4.9. Let S : [−1, 1] → R be given by
S(x) =
1
π
√
1− x2 for x ∈ [−1, 1] .
Then, for all k ∈ N0, we have
lim
N→∞
∫ 1
−1
xkSN (x) dx =
∫ 1
−1
xkS(x) dx .
Proof. It suffices to show that the moments of S are consistent with Proposition 4.8. Since
S is an even function on [−1, 1], we certainly have∫ 1
−1
x2k+1S(x) dx = 0 for all k ∈ N0 .
Regarding the even moments, we follow [1, Section 2.1.1] and make use of the change of variable
x = sin(θ) where θ ∈ [−π/2, π/2] to write, for k ∈ N0,∫ 1
−1
x2k+2S(x) dx =
1
π
∫ π/2
−π/2
sin2k+2(θ) cos2(θ) dθ .
By integration by parts, we have∫ π/2
−π/2
sin2k+3(θ) sin(θ) dθ =
∫ π/2
−π/2
(2k + 3) sin2k+2(θ) cos2(θ) dθ ,
and using cos2(θ) = 1− sin2(θ), we obtain∫ 1
−1
x2k+2S(x) dx =
1
π
∫ π/2
−π/2
sin2k+2(θ) dθ − (2k + 3)
∫ 1
−1
x2k+2S(x) dx .
This together with applying integration by parts a second time implies
4k+1
∫ 1
−1
x2k+2S(x) dx =
4k+1
2k + 4
(
1
π
∫ π/2
−π/2
sin2k+2(θ) dθ
)
=
2(2k + 1)
k + 2
(
4k
∫ 1
−1
x2kS(x) dx
)
.
Since ∫ 1
−1
S(x) dx =
1
π
∫ π/2
−π/2
cos2(θ) dθ =
1
2
=
1
2
C0
and as the Catalan numbers satisfy the recurrence relation
Ck+1 =
2(2k + 1)
k + 2
Ck ,
it follows that
4k
∫ 1
−1
x2kS(x) dx =
1
2
Ck ,
as needed. 
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5. Fluctuations for iterated Kolmogorov loops
We establish a Christoffel–Darboux type formula for the integrals of Legendre polynomials
and put this together with the asymptotic behaviours discussed in Section 2 as well as the
moment analysis performed in Section 4 to prove Theorem 1.5. Using the expression for the
iterated Kolmogorov loops given in Proposition 1.3 and determined in Section 3, we finally
deduce Theorem 1.6.
The Christoffel–Darboux formula for Legendre polynomials, see [2, Remark 5.2.2], which is
due to Christoffel [7] and Darboux [8], states that, for N ∈ N and x, y ∈ [−1, 1],
(x− y)
N∑
n=0
(2n+ 1)Pn(x)Pn(y) = (N + 1)(PN+1(x)PN (y)− PN (x)PN+1(y)) .
The second identity in the proposition below can be considered as a Christoffel–Darboux type
formula for the integrals of Legendre polynomials.
Proposition 5.1. Fix x, y ∈ [−1, 1] and set, for n ∈ Z,
Dn+1(x, y) = In+1(x)In(y)− In(x)In+1(y) . (5.1)
Then we have
(n+ 2)Dn+1(x, y) = (x− y)(2n+ 1)In(x)In(y) + (n− 1)Dn(x, y) , (5.2)
and, for all N ∈ N,
(x− y)
N∑
n=1
(2n+ 1)In(x)In(y) = NDN+1(x, y) + 2
N∑
n=1
Dn+1(x, y). (5.3)
Proof. Following proof of [24, Theorem 3.2.2], we use the recursion formula in Lemma 2.3
to deduce
(n+ 2)(In+1(x)In(y)− In(x)In+1(y))
= ((2n+ 1)xIn(x)− (n− 1)In−1(x))In(y)− In(x)((2n+ 1)yIn(y)− (n− 1)In−1(y))
= (x− y)(2n+ 1)In(x)In(y) + (n− 1)(In(x)In−1(y)− In−1(x)In(y)) ,
which establishes (5.2). Applying this identity, we further obtain
(x− y)
N∑
n=1
(2n+ 1)In(x)In(y) =
N∑
n=1
(n+ 2)Dn+1(x, y)−
N∑
n=1
(n− 1)Dn(x, y)
= NDN+1(x, y) + 2
N∑
n=1
Dn+1(x, y) ,
as claimed. 
This Christoffel–Darboux type formula enters our analysis in the proof of the following
lemma.
Lemma 5.2. Fix x, y ∈ [−1, 1]. Then, for all α ∈ R with α < 1, we have
lim
N→∞
(x− y)Nα+1
∞∑
n=N
(2n+ 1)In(x)In(y) = 0 .
Proof. The result is trivially true if x ∈ {−1, 1} or y ∈ {−1, 1} because In(−1) = In(1) = 0
for all n ∈ N, cf. (2.13). Let us now suppose that x, y ∈ (−1, 1) and choose N,M ∈ N with
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N < M . From Proposition 5.1, it follows that
(x− y)
M∑
n=N
(2n+ 1)In(x)In(y) = MDM+1(x, y) + 2
M∑
n=N
Dn+1(x, y)− (N − 1)DN (x, y). (5.4)
The asymptotic behaviour (2.21) given by the Darboux formula implies that there exists a
positive constant K ∈ R, depending on x and y, such that, for all n sufficiently large,∣∣∣P (−1,−1)n (x)∣∣∣  K2 n− 12 and
∣∣∣P (−1,−1)n (y)∣∣∣  K2 n− 12 .
Since the Jacobi polynomial P (−1,−1)n+1 and the integral In are related by P
(−1,−1)
n+1 =
1
2nIn for
n ∈ N, see (2.19), we obtain that, for n large enough,
|In(x)|  Kn− 32 and |In(y)|  Kn− 32 .
From the definition (5.1) of Dn+1 we deduce that, for n sufficiently large,
|Dn+1(x, y)|  2K2n−3 . (5.5)
In particular, this shows
lim
M→∞
MDM+1(x, y) = 0 ,
and, by the integral test, that, for N large enough,∣∣∣∣∣
∞∑
n=N
Dn+1(x, y)
∣∣∣∣∣  2K2
∞∑
n=N
1
n3
 2K2
(
1
N3
+
∫ ∞
N
z−3 dz
)
=
2K2
N3
+
K2
N2
.
By (5.4), these estimates establish
(x− y)
∞∑
n=N
(2n+ 1)In(x)In(y) = 2
∞∑
n=N
Dn+1(x, y)− (N − 1)DN (x, y)
as well as∣∣∣∣∣(x− y)Nα+1
∞∑
n=N
(2n+ 1)In(x)In(y)
∣∣∣∣∣  4K2Nα−2 + 2K2Nα−1 +Nα+1(N − 1)|DN (x, y)| .
Provided that α < 1, we have Nα−1 → 0 and Nα−2 → 0 as N → ∞, and since (5.5) further
yields
lim
N→∞
Nα+1(N − 1)DN (x, y) = 0 for α < 1 ,
the claimed result follows. 
The reason why the Christoffel–Darboux type formula (5.3) allows us to prove Lemma 5.2
is that as argued in the above proof, the asymptotic (2.21) implies that Dn+1(x, y) is of
order O(n−3) as n → ∞, whereas (2n+ 1)In(x)In(y) is only seen to be of order O(n−2)
as n → ∞.
We use Lemma 5.2 in the proof of Theorem 1.5 to show the convergence away from the
diagonal, while the following lemma provides what is needed to establish locally uniform con-
vergence on the diagonal. The convergence of moments, cf. Proposition 4.9, then characterises
the limit uniquely.
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Lemma 5.3. Fix ε > 0. The families{
N
∞∑
n=N
(2n+ 1)In(x)In(y) : N ∈ N and x, y ∈ [−1 + ε, 1− ε]
}
and
{(N + 1)PN (x)PN+1(x) : N ∈ N and x ∈ [−1 + ε, 1− ε]}
are uniformly bounded.
Proof. As a consequence of the estimate (2.21) from the Darboux formula, there exists a
positive constant K ∈ R such that, for n sufficiently large, we have∣∣∣P (−1,−1)n (x)∣∣∣  K2 n− 12 uniformly in x ∈ [−1 + ε, 1− ε] .
Due to the relation P (−1,−1)n+1 =
1
2nIn for n ∈ N, this implies that, for n large enough,
|In(x)|  Kn− 32 uniformly in x ∈ [−1 + ε, 1− ε] .
We deduce that, uniformly in x, y ∈ [−1 + ε, 1− ε] and for N sufficiently large,∣∣∣∣∣N
∞∑
n=N
(2n+ 1)In(x)In(y)
∣∣∣∣∣  3NK2
∞∑
n=N
1
n2
 3NK2
(
1
N2
+
∫ ∞
N
z−2 dz
)
 6K2 ,
which establishes the uniform boundedness of the first family. We argue in a similar way for
the second family. By the asymptotic (2.20) obtained from the Darboux formula and since
P
(0,0)
n = Pn for n ∈ N0, see (2.18), there exists a positive constant L ∈ R such that, for N
sufficiently large,
|PN (x)|  LN− 12 uniformly in x ∈ [−1 + ε, 1− ε] .
Thus, for N large enough,
|(N + 1)PN (x)PN+1(x)|  2L2 uniformly in x ∈ [−1 + ε, 1− ε] ,
and the uniform boundedness of the second family follows. 
We finally combine our results to give the proof of Theorem 1.5.
Proof of Theorem 1.5. As argued for the shifted Legendre polynomials in the proof of
Theorem 1.4 in Section 3, the polarised Parseval identity shows that, for x, y ∈ [−1, 1],
min(1 + x, 1 + y) =
∞∑
n=0
2n+ 1
2
∫ x
−1
Pn(z) dz
∫ y
−1
Pn(z) dz .
Therefore, RN (x, y) defined by (1.2) can be expressed as, for N ∈ N,
RN (x, y) = N
∞∑
n=N
2n+ 1
2
∫ x
−1
Pn(z) dz
∫ y
−1
Pn(z) dz =
1
2
N
∞∑
n=N
(2n+ 1)In(x)In(y) . (5.6)
Hence, if x, y ∈ [−1, 1] with x = y, then Lemma 5.2 applied for α = 0 implies that RN (x, y) → 0
as N → ∞, which establishes the desired convergence away from the diagonal. It remains to
consider the diagonal case x = y. As in Section 4, we consider the functions SN : [−1, 1] → R
defined by
SN (x) = RN (x, x) for x ∈ [−1, 1] .
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Using the expression for SN , which follows from (1.2) for RN , that
SN (x) = N
(
1 + x− 1
2
(1 + x)2 −
N−1∑
n=1
2n+ 1
2
(∫ x
−1
Pn(z) dz
)2)
,
and the relation (2.2), we compute
d
dx
SN (x) = N
(
1− (1 + x)−
N−1∑
n=1
(2n+ 1)Pn(x)
∫ x
−1
Pn(z) dz
)
= −N
(
x+
N−1∑
n=1
Pn(x)(Pn+1(x)− Pn−1(x))
)
= −NPN−1(x)PN (x) .
By Lemma 5.3, it follows that the sequence (SN )N∈N is uniformly bounded and uniformly
Lipschitz on [−1 + ε, 1− ε] for ε > 0. The Arzela`–Ascoli theorem implies that (SN )N∈N is
locally uniformly convergent on (−1, 1) and we deduce that (SN )N∈N converges to a continuous
function on (−1, 1). Thus, the limit function is uniquely identified by Proposition 4.9 and since
SN (−1) = SN (1) = 0 for all N ∈ N, we conclude that, for all x ∈ [−1, 1],
lim
N→∞
RN (x, x) = lim
N→∞
SN (x) = S(x) =
1
π
√
1− x2 ,
as required. 
We obtain Theorem 1.6 as a consequence of Theorem 1.5.
Proof of Theorem 1.6. As established in the proof of Lemma 3.2, the covariance function
of the process (LNt )t∈[0,1] is CN and hence, the fluctuation process (F
N
t )t∈[0,1] defined by
FNt =
√
NLNt has covariance NCN . Moreover, for s, t ∈ [0, 1], we have
RN (2s− 1, 2t− 1) = 2N
(
min(s, t)−
N−1∑
n=0
(2n+ 1)
∫ s
0
Qn(r) dr
∫ t
0
Qn(r) dr
)
= 2NCN (s, t) .
(5.7)
By Theorem 1.5, it follows that, for s, t ∈ [0, 1] fixed,
lim
N→∞
NCN (s, t) =
1
2
lim
N→∞
RN (2s− 1, 2t− 1) =
{
1
π
√
t(1− t) if s = t
0 if s = t .
Thus, for any k ∈ N and any t1, . . . , tk ∈ [0, 1], the characteristic functions of the Gaussian
random vectors (FNt1 , . . . , F
N
tk
) converge pointwise as N → ∞ to the characteristic function
of the Gaussian random vector (Ft1 , . . . , Ftk). By Le´vy’s continuity theorem, this implies the
claimed convergence in finite-dimensional distributions. 
We close with the observation that a slightly modified analysis even allows us to deduce a
non-trivial bound on the scale of the decorrelation.
Remark 5.4. Fix x ∈ (−1, 1). For β ∈ R with β > 0 and y ∈ R \ {0}, set
yN = x+N−βy .
We note that the sequence (yN )N∈N converges monotonically to x as N → ∞. Since the
asymptotic estimate (2.21) is uniform in θ ∈ [ε, π − ε] for ε > 0, the argument presented to
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prove Lemma 5.2 can be improved to show the existence of a positive constant K ∈ R such
that, for n and N large enough,
|Dn+1(x, yN )|  2K2n−3 .
As in the proof of Lemma 5.2, this implies∣∣∣∣∣(x− yN )N
∞∑
n=N
(2n+ 1)In(x)In(yN )
∣∣∣∣∣  4K
2
N2
+
4K2
N
 8K
2
N
,
and therefore, according to (5.6), that
|RN (x, yN )|  4K
2
|x− yN |N =
4K2
|y| N
β−1 .
Hence, as long as β < 1, we are guaranteed that
lim
N→∞
RN (x, yN ) = 0 .
Due to (5.7), this rewrites in terms of the covariance function CN , for s ∈ (0, 1) and t ∈ R \ {0},
as
lim
N→∞
NCN
(
s, s+N−βt
)
=
1
2
lim
N→∞
RN (2s− 1, 2s− 1 +N−β2t) = 0 for β < 1 ,
which provides a bound on the decorrelation scale for the fluctuation processes (FNt )t∈[0,1].
Appendix. Recurrence relations for the partial fraction coefficients
We continue the analysis started in the proof of Proposition 4.3 to determine recurrence
relations for the coefficients bla,k and to include them for completeness. Due to the symmetry
property (4.3) of Proposition 4.3, we restrict our attention to the family {bla,k ∈ R : a, k, l ∈ N0}.
As discussed when settling the base case for the inductive proof of Proposition 4.3, we have,
cf. (4.7),
b00,0 = 1 , b
0
1,0 = −
1
2
and bla,0 = 0 otherwise . (A.1)
These are the initial conditions for our recursion. The recurrence relations for the coefficients
bla,k are deduced, by use of the Heaviside cover-up method, from the expression, for a ∈ N0,
mkn−a,n+a =
(2n+ 1)(n− a+ 2)(n+ a+ 2)
(2n− 2a+ 1)(2n+ 2a+ 1)(2n+ 3)
(
k−1∑
l=0
bla,k−1
2n− 2l + 1 −
k−1∑
l=0
bla,k−1
2n+ 2l + 5
)
+
(2n+ 1)(n− a− 1)(n+ a− 1)
(2n− 2a+ 1)(2n+ 2a+ 1)(2n− 1)
(
k−1∑
l=0
bla,k−1
2n− 2l − 3 −
k−1∑
l=0
bla,k−1
2n+ 2l + 1
)
+
(n− a+ 2)(n+ a− 1)
(2n− 2a+ 1)(2n+ 2a+ 1)
(
k−1∑
l=0
bla−1,k−1
2n− 2l − 1 −
k−1∑
l=0
bla−1,k−1
2n+ 2l + 3
)
+
(n− a− 1)(n+ a+ 2)
(2n− 2a+ 1)(2n+ 2a+ 1)
(
k−1∑
l=0
bla+1,k−1
2n− 2l − 1 −
k−1∑
l=0
bla+1,k−1
2n+ 2l + 3
)
,
(A.2)
which is a consequence of Lemma 4.2 applied with p = n− a and q = n+ a and Proposition 4.3.
When employing the Heaviside cover-up method, we need to be careful about factors which
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could occur quadratically in the denominators. By the partial fraction decomposition (4.5) for
mkn−a,n+a we are justified to write
bla,k = (2n− 2l − 1)mkn−a,n+a
∣∣
n=l+1/2
. (A.3)
If l = 0 and l = a− 1, it follows from (A.2) and (A.3) that, for k ∈ N,
bla,k =
(l + 1)(2l − 2a+ 5)(2l + 2a+ 5)
16(l + 2)(l − a+ 1)(l + a+ 1) b
l+1
a,k−1 +
(l + 1)(2l − 2a− 1)(2l + 2a− 1)
16l(l − a+ 1)(l + a+ 1) b
l−1
a,k−1
+
(2l − 2a+ 5)(2l + 2a− 1)
16(l − a+ 1)(l + a+ 1) b
l
a−1,k−1 +
(2l − 2a− 1)(2l + 2a+ 5)
16(l − a+ 1)(l + a+ 1) b
l
a+1,k−1 .
For l = 0, we need to treat the two cases a = 1 and a = 1 separately. If a = 1, we obtain in the
same way as before that
b0a,k =
(2a− 5)(2a+ 5)
32(a− 1)(a+ 1)b
1
a,k−1 −
(2a+ 1)(2a− 1)
8(a− 1)(a+ 1)
k−1∑
l=0
bla,k−1
l + 1
+
(2a− 5)(2a− 1)
16(a− 1)(a+ 1)b
0
a−1,k−1 +
(2a+ 1)(2a+ 5)
16(a− 1)(a+ 1)b
0
a+1,k−1 ,
(A.4)
which for a = 0 reduces to
b00,k =
25
32
b10,k−1 −
1
8
k−1∑
l=0
bl0,k−1
l + 1
− 5
8
b01,k−1 .
If a = 1, we use the property (4.12) established as part of the proof of Proposition 4.3 to show
that the blow-up term (2n− 1)−1 appearing in the Heaviside cover-up method vanishes, and
we deduce
b01,k =
21
32
(
b01,k−1
3
− b
1
1,k−1
8
−
k−1∑
l=2
(l + 1)bl1,k−1
(l − 1)(l + 3)
)
− 3
16
(
b00,k−1
4
+
k−1∑
l=1
(l + 1)bl0,k−1
l(l + 2)
)
+
21
16
(
b02,k−1
4
+
k−1∑
l=1
(l + 1)bl2,k−1
l(l + 2)
)
.
It remains to consider the case l = a− 1 for a  2. As above, we use the property (4.12) to
show that the potential blow-up term (2n− 2a+ 1)−1 vanishes, and we derive
ba−1a,k = −
3(4a+ 3)
16(a+ 1)
⎛
⎝ baa,k−1
4(a+ 1)
+
k−1∑
l=0,l =a
(l + 1)bla,k−1
(l − a)(l + a+ 2)
⎞
⎠
+
3(4a− 3)
16(a− 1)
⎛
⎝ ba−2a,k−1
4(a− 1) +
k−1∑
l=0,l =a−2
(l + 1)bla,k−1
(l + a)(l − a+ 2)
⎞
⎠
− 3(4a− 3)
16a
⎛
⎝ba−1a−1,k−1
4a
+
k−1∑
l=0,l =a−1
(l + 1)bla−1,k−1
(l − a+ 1)(l + a+ 1)
⎞
⎠
+
3(4a+ 3)
16a
⎛
⎝ba−1a+1,k−1
4a
+
k−1∑
l=0,l =a−1
(l + 1)bla+1,k−1
(l − a+ 1)(l + a+ 1)
⎞
⎠ .
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While especially the recurrence relations for the cases l = 0 and l = a− 1 are not particularly
nice, we have enough relations to uniquely determine the family {bla,k ∈ R : a, k, l ∈ N0} of
coefficients from (A.1) by recursion over k ∈ N0. It is even possible to use these recurrence
relations for the coefficients bla,k and (4.12) to prove the recurrence relation for the sums Ba,k
given in Proposition 4.4 by brute force. However, this approach needs a lot of care and is less
elegant. Although it could be of interest to investigate if the above recurrence relations could
be significantly simplified. For instance, we note that according to (4.4) of Proposition 4.3, for
a ∈ N,
k−1∑
l=0
bla,k−1
l + 1
= −b
a−1
0,k−1
2a
,
which implies that (A.4) for a  2 is equivalent to
b0a,k =
(2a− 5)(2a+ 5)
32(a− 1)(a+ 1)b
1
a,k−1 +
(2a+ 1)(2a− 1)
16a(a− 1)(a+ 1)b
a−1
0,k−1
+
(2a− 5)(2a− 1)
16(a− 1)(a+ 1)b
0
a−1,k−1 +
(2a+ 1)(2a+ 5)
16(a− 1)(a+ 1)b
0
a+1,k−1 .
We close by remarking that the coefficients bla,k can be easily generated using Mathematica
by assigning the appropriate values to a and k, calling the command
Apart[FindSequenceFunction[Table[
(2n+1)*Integrate[x^(2k)*Integrate[LegendreP[n-a,z],z,-1,x]*
Integrate[LegendreP[n+a,z],z,-1,x],x,-1,1],n,a+1,a+20],n-a]]
and reading off the coefficients bla,k for l ∈ {0, . . . , k}, where the upper bound of n needs to be
increased for large values of k.
Acknowledgements. I am grateful to Martin Huesmann and James Norris for helpful dis-
cussions.
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