Abstract. This paper is concerned with the differential equation approximating the subspace learning algorithm for extracting principal components. Two issues are fully resolved. First, all the stable equilibria are found. Second, the global convergence rate is explicitly obtained. The whole treatment is without the nonsingularity assumption on the covariance matrix.
1. Introduction. As one of the most important principal component analysis techniques, the subspace algorithm has been used for performing several different learning tasks in the context of linear neural networks, see, e.g., [1, 2, 3, 4, 5] . The implementation of this algorithm is fairly straightforward. From a system point of view, the algorithm is simply a nonlinear system, where the input is a random signal within some class and the output is a connection or synaptic weight matrix. Precisely, the algorithm is described by the recursive equation
which is associated with and can be approximated in an average sense by the ordinary differential equation (ODE)Ẇ (t) = [I − W (t)W T (t)]CW (t), obtained by Oja [3] , where C is the covariance matrix of the input signal. Most remarkably, such an algorithm, which is composed of the Hebbian rule and additional feedback, is capable of extracting the main features of the input signal class. The mathematical analysis of the subspace algorithm, which has proved to be difficult due to the nonlinear complexity, can be traced back to Oja's early work [6] in the single neuron case. Later, in [7] , Oja and Karhunen established a more precise connection between the one-unit algorithm and the associated ODE. The validity of the orthonormalization capability in the multineuron case was found by Oja [3] from a simulation study. Theoretically, there has been considerable effort made in order to gain insight into the subspace algorithm. For example, the approximation of the subspace algorithm by the ODE was rigorously developed in detail by Hornik and Kuan [8] . A local analysis of the associated ODE was given by Williams [1] and by Krogh and Hertz [9] . A close form time-domain solution can be found in [10] and an error function for the ODE in [11] . Recently, the global convergence analysis has been completed by Yan, Helmke, and Moore [10] , where all Oja's conjectures are rigorously proved when the input covariance matrix is nonsingular. It is interesting that the above ODE has the same form as the gradient flow of the generalized Rayleith quotient on the Stiefel manifold of real orthogonal matrices. The global convergence of such a flow with an initial condition restricted to being in the Stiefel manifold has been studied in [12] using differential manifold techniques.
In this paper, we tackle some remaining theoretic issues surrounding the subspace algorithm. Perhaps the stability issue is most important among them. Though it is known that the associated ODE cannot have any asymptotically stable equilibrium since no equilibrium is isolated, it is unclear whether there are any stable equilibria and how to find them if there are any. The second important issue is related to the quantitative performance of the subspace algorithm. Obviously, the performance is best measured by the convergence rate, which has not been available so far. The exponential convergence rate to be derived in the paper in terms of the eigenvalues of the covariance matrix will also enable us to complete the global convergence analysis without requiring the assumption that the input covariance matrix is nonsingular.
The layout of the paper is quite straightforward. Following some technical preparations in the next section, the global convergence analysis will first be carried out in section 3. Then we shall discuss the extraction of dominant eigenspaces in section 4 and proceed to resolve the stability issue in section 5. Finally, conclusions are drawn in section 6. This introduction is ended with a list of some mathematical symbols and matrix notation to be used.
• O (e αt ) stands for any function f (t) with the property that e −αt f (t) is bounded for t > 0.
• A ≥ B means that A − B is a nonnegative definite symmetric matrix.
• A
1/2
-the nonnegative definite square root of A ≥ 0.
• R n×m -the set of all n × m real matrices.
• exp(A) -the matrix exponential of A.
• A -the spectral norm, i.e., the maximum singular value of A. • A T -the transpose of A.
• A † -the pseudoinverse of A.
• I -an identity matrix of appropriate dimensions.
• I n -the n × n identity matrix.
• range A -the subspace spanned by the columns of A.
• ker A -the null subspace of A.
Preliminary results.
In this section, we present some technical lemmas for later use. The first lemma is given without proof.
Lemma 2.1. Given A, B ∈ R n×n with A, B ≥ 0, and
(ii) There holds
where C ∈ R n×n is the input covariance matrix and W 0 ∈ R n×k is the initial weight matrix with k being the number of the neurons used in learning. It will prove useful to have a singular value decomposition (SVD) of C
As will be seen, the columns of the solution W (t) to (3.1) tend to span the same subspace as the columns of the matrix Θ as t goes to infinity. Some interesting properties regarding the above matrices are given below. Lemma 3.1. Let V i be defined in terms of W 0 via (3.5)-(3.6) for i = 1, 2, . . . , p+1. Then the following relations hold:
Proof. See Appendix A. A key to our subsequent development is the following representation of the solution W (t).
Lemma 3.2 (see [10] ). The solution W (t) to (3.1) obeys
We are now in a position to present one of our main results concerning the exponential convergence rate for (3.1).
Theorem 3.1. Let W (t) be the solution to the ODE (3.1) and define Θ as in (3.4). Then there exists some constant orthogonal matrix Π ∈ R k×k such that
where µ > 0 is defined by
Moreover, X = ΘΘ T satisfies the following relation:
Proof. Equation (3.8) is obvious upon noting that
which follows from (ii) and (iii) of Lemma 3.1. So, it suffices to prove (3.7). With
it is seen from Lemma 3.2 that F (t) is bounded with respect to t ≥ 0 and that
, which implies that there exists an orthogonal matrix Z(t) such that
In addition, note that F (t) can be rewritten as
Now, it is inferred by Lemma 2.3 that for t > 0,
and by Lemma 2.4 that
with β = cj−1 cj−1−cj . The combination of (3.11) and (3.12) results in
Meanwhile, from (ii) of Lemma 2.1 and Lemma 2.2 one has (3.13)
It is thus seen from (3.10) that
Due to (3.8), one has
As a consequence, it follows from (3.9) and (3.14) that
Namely, there is some constant K > 0 such that
With this, it is true that for t 2 > t 1 ≥ 0,
which clearly shows the existence of lim t→∞ W (t) by the Cauchy criterion. Denoting this limit by W ∞ and letting t 2 go to infinity in the above gives rise to
W ∞ must be of the form ΘΠ for some orthogonal matrix Π due to
The theorem is thus proved. From now on, we call the limit of the solution W (t) as t → ∞ the limiting solution to (3.1). The following result directly follows from the foregoing theorem.
Corollary 3.1. Consider the ODE (3.1) with an arbitrarily given initial weight matrix W 0 . Then there exists some constant orthogonal matrix Π ∈ R k×k such that
where Θ is defined as in (3.4). Remark 3.1. Note that the matrix Θ has a simpler form for a generic initial point W 0 when the covariance matrix C has distinct eigenvalues. In fact, all the U i are column vectors in this case. If W 0 satisfies the rank condition
which implies by (i) of Lemma 3.1 that
Moreover, from (iii) and (iv) of Lemma 3.1 it can be further seen that Θ T Θ is an identity matrix. As a consequence, it is concluded that W T (t)W (t) converges to the identity matrix for any initial point W 0 satisfying (3.15) in the case where C has distinct eigenvalues.
Extraction of principal subspaces.
Having established the global convergence for the subspace equation, we turn to discuss generic properties of the limiting solution associated with a given initial condition. In particular, we will examine when the subspace algorithm can extract a dominant eigenspace for a generic initial weight matrix. Throughout, W ∞ will stand for the limiting solution to the ODE (3.1).
Definition 4.1. Let C be a covariance matrix with the SVD (3.2)-(3.3). The subspace spanned by the columns of the matrix U 1 U 2 · · · U i is called a dominant eigenspace of C, where i is any integer with 1 ≤ i ≤ p + 1.
Definition 4.2. Let a property P depend on a variable x in a real n-dimensional Euclidean space. A subset of the space is called a proper variety if there exists a finite system of polynomial equations in n-indeterminates, in which at least one polynomial is nonzero, such that every element of the subset is a zero of the system. P is said to be true for almost all x in the space if all the x for which P does not hold belong to a proper variety of the space.
Our first result in this section states that both a given initial weight matrix and the resulting limiting solution W ∞ obey a series of rank conditions expressed in terms of the eigenvectors of the covariance matrix. This result will be used to characterize the set of initial weight matrices which lead to stable equilibria in the next section.
Theorem 4.1. Consider the ODE (3.1) with the initial condition W (0) = W 0 . Then there holds
Proof. First, it can be seen from (i) of Lemma 3.1 that
where V i and U i are defined as before. Next, by appealing to Theorem 3.1 and (ii) of Lemma 3.1 one obtains
Combining this with (4.2) immediately yields (4.1).
The following result indicates that the number of neurons employed in a network may affect the capability of extracting a principal subspace of an input signal. To ensure this capability, the number of neurons k must be such that the kth largest eigenvalue of the covariance matrix is strictly greater than the (k + 1)th largest one.
Theorem 4.2. Consider the subspace equation (3.1) for the case of k neurons. Let the input covariance matrix C have the eigenvalues
and W ∞ be the limiting solution to (3.1).
(
, the range of W ∞ is a direct sum of a dominant eigenspace and one nonempty proper subspace of the eigenspace corresponding to the eigenvalue l k for almost all initial weight matrices W 0 ∈ R n×k . Proof. As before, we adopt the SVD of C as in (3.2), where c 1 > c 2 > · · · > c p . Then evidently, there holds l k = c r for some integer r with 1 ≤ r ≤ p.
Accordingly, it is true that
Now with the assumption that l k > l k+1 , the number of columns of the matrix
holds for almost all W 0 ∈ R n×k . Moreover, under this condition, it follows from (i) and (iv) of Lemma 3.1 that
which implies that
In particular, there holds
Therefore, (1) is proved. Next, we assume that l k = l k+1 , in which case the number of columns of the matrix in (4.3) is obviously greater than k, i.e.,
If there holds
then it follows again from (i) and (iv) of Lemma 3.1 that
leading to
It is thus deduced that
Note that the range of U r U T r W 0 V r cannot be equal to that of U r due to (4.5) and W ∞ ∈ R n×k . Moreover, it is not difficult to see from (i) of Lemma 3.1 that U T r W 0 V r cannot be zero unless
which is impossible because of (4.7). In summary, the range W ∞ is a direct sum of the range of U 1 U 2 · · · U r−1 and a nonempty proper subspace of the range of U r under the two conditions (4.6) and (4.7). Since these two conditions hold for almost all W 0 ∈ R n×k , (2) is concluded.
Stability.
Concerning the stability of the subspace equation, there are two known facts: one is that there exists no asymptotically stable equilibrium and the other is that any equilibrium whose range is perpendicular to a dominant eigenspace is unstable. The first fact is plain because no equilibrium is isolated while the second one is intuitively clear by recalling that the solution to the equation tends to span a dominant eigenspace for almost all initial points. In this section, it will be seen that all the stable equilibria can be found and parameterized in a simple and explicit way. In addition, we shall also identify the class of perturbations about an unstable equilibrium, which do not lead the solution to deviate radically from the equilibrium.
Recall that the ODE associated with the subspace algorithm is given bẏ
Without loss of generality, it will be assumed throughout this section that the covariance matrix C ∈ R n×n is nonzero and that the weight matrix W is n × k with n ≥ k.
Let E denote the set of all the equilibrium points of the associated ODE. In other words, E is composed of all the solutions to the algebraic equation
which is a closed set in R n×k . A characterization of this set was given by Oja in [13] when C is positive definite. To get an explicit parametrization of E in the general case, we decompose as before the input covariance matrix C as
Then by Theorem 3.1, E can be parameterized in terms of an arbitrary W 0 and arbitrary orthogonal Π as follows:
where V i is defined via (3.5) and (3.6). For the purpose of identifying all the stable equilibria out of E, introduce the two complementing subsets of E: E s ∆ ={W ∈ E; (5.6) and (5.7) both hold:}, (5.4)
where r is the unique index such that the kth largest eigenvalue of C equals c r .
Remark 5.1. Quite obviously, r satisfies the inequality
where r−1 i=1 n i will be understood to be zero if r = 1. Moreover, k is equal to r i=1 n i if and only if the kth largest eigenvalue of C is strictly larger than the (k +1)th largest one.
As will be seen shortly, the set E s actually contains all the stable equilibria of the subspace equation. In view of this, we shall first try to simplify the representation of E s . As a direct consequence of Theorem 4.1, the following lemma is obtained which gives a parametrization of the set E s by characterizing the set of initial points leading to equilibria in E s .
Lemma 5.1. Consider the ODE (5.1). Then the set E s defined as in (5.4) is given by
n×k satisfies (5.10)-(5.11), and (5.9)
Alternatively and perhaps more elegantly, the set E s can be explicitly parameterized in terms of two independent orthogonal matrices without reference to the initial point W 0 .
Theorem 5.1. Let r be the unique index such that c r is the kth largest eigenvalue of C and define the set E s as in (5.4). If r < p + 1, then
Proof. First it can be directly verified that the algebraic equation (5.2) and the two rank conditions (5.6)-(5.7) are satisfied by any matrix of the form
Thus, it is true that E s includes as a subset the set on the right side of (5.12) or (5.13), depending on whether r < p + 1.
To prove the converse inclusion, let W e ∈ E s . Namely, W e satisfies (5.2), (5.6), and (5.7). It is apparent that if W e is used as an initial point of the ODE (5.1), then the limiting solution W ∞ as well as the solution W (t) will equal W e . By Theorem 3.1, there is some orthogonal matrix Π 1 such that
. . .
Since every row of U T i W e with i > r is a linear combination of the rows of the matrix
which is of full column rank, it follows from (i) of Lemma 3.1 that U T i W e V i = 0 for i > r, leading to
Since W = W e satisfies (5.6), it follows from (iii) and (iv) of Lemma 3.1 that
where Λ ∈ R nr×l is of full column rank. Therefore, from (5.14) there exists an orthogonal matrix Π such that
Moreover, the number of columns of Λ must equal k −
The proof is completed by noting from (ii) of Lemma 3.1 that Λ T Λ = I if r < p + 1.
Remark 5.2. In Theorem 5.1, r = p + 1 is equivalent to the fact that the kth largest eigenvalue of C is zero, which is true if C is nonsingular.
Another important remark concerning topological properties of the set of equilibria is in order.
Remark 5.3. Consider the case where the kth largest eigenvalue of C is nonzero. It is quite obvious from the above theorem that E s is a compact set in R n×k . On the other hand, it is seen from the definition (5.4) that E s is an open subset of E. This means that E u is also a closed set in R n×k since the equilibrium set E is a closed set. As a result, E is divided into two disjoint nonempty closed sets E s and E u with the former being compact, which means that E is disconnected.
Before tackling the stability issue, we need one more technical lemma below, which can be easily proved.
Lemma 5.2. Let A ∈ R n×m . Then for any ǫ > 0, there exists δ > 0 such that
Theorem 5.2. Let W e ∈ R n×k be an equilibrium of the ODE (5.1). For any given number ǫ > 0, there exists a number δ > 0 such that the solution W (t) starting with W (0) = W e + ∆W satisfies
provided the perturbation ∆W obeys ∆W < δ (5.15) and rank(W e + ∆W )
Proof. Let W (t) be the solution of (5.1) with W (0) = W e + ∆W and put
Then by Lemma 3.2, there holds
By Lemma 5.2, there exist two constants δ 1 > 0 and K 1 > 0 such that
whenever ∆W ∈ S(δ 1 ), where S(δ) denotes the set of all the ∆W which satisfy (5.15) and (5.16). Consequently, by examining the derivation of (3.14) with particular reference to (3.11), (3.12), and (3.13), it is seen that there is a constant K 2 > 0 such that
whenever ∆W ∈ S(δ 1 ), where µ > 0 and Θ are defined as in Theorem 3.1. This in turn implies the existence of a constant K 3 > 0 such that
whenever ∆W ∈ S(δ 1 ). In this way, it is deduced that there exists T > 0 such that
whenever t 2 > t 1 ≥ T and ∆W ∈ S(δ 1 ). Furthermore, since the solution W (t) is uniformly continuous with respect to the initial point W (0) on any compact interval, there exists 0 < δ < min(δ 1 , ǫ/3) such that for all t ∈ [0, T ],
i.e.,
whenever ∆W ∈ S(δ). This leads to
whenever ∆W ∈ S(δ). Combining (5.18) and (5.19) gives
whenever ∆W ∈ S(δ). Therefore, it is concluded that
provided ∆W ∈ S(δ). The proof is completed. Theorem 5.3. Let E s be defined as in (5.4) . Assume that the kth largest eigenvalue of the covariance matrix C is nonzero. Then, W e ∈ R n×k is a stable equilibrium of the ODE (5.1) if and only if W e ∈ E s .
Proof. Assuming that W e ∈ E u , we shall prove that W e is an unstable equilibrium of the ODE (5.1). To do this, note that the distance of W e from the closed set E s is positive. That is, one has
On the other hand, for any number δ > 0 there exists W 0 ∈ R n×k with W 0 − W e < δ such that (5.6) and (5.7) are satisfied by W = W 0 . By Lemma 5.1, the limiting solution W ∞ of (5.1) resulting from the initial condition W (0) = W 0 must be in E s , which leads to
This means that W e is not a stable equilibrium. Thus, the "only if" part is proved. Now assume that W e ∈ E s . Then (5.6) and (5.7) are satisfied with W = W e . It is not difficult to see that this implies the existence of a number δ > 0 such that the rank conditions
hold simultaneously for all W with W − W e < δ. By directly applying Theorem 5.2, it is shown that W e is a stable equilibrium.
The following result is an immediate consequence of Theorems 5.1 and 5.3 and stresses the relevance of the number of used neurons to principal subspace analysis.
Corollary 5.1. The range of every stable equilibrium is a dominant eigenspace if and only if the kth largest eigenvalue of C is strictly larger than the (k + 1)th largest one.
6. Conclusions. This paper has studied the differential equation approximating Oja's subspace algorithm. A number of deep results have been obtained. The stability results are probably most important among them. More specifically, we have derived an explicit global exponential convergence rate for the equation in terms of the positive eigenvalues of the covariance matrix. The larger the positive eigenvalues and the deviations between any two of them, the greater the convergence rate. Given a generic starting point, the range of the limiting solution to the subspace equation is either a dominant eigenspace or a direct sum of a dominant eigenspace and a proper nonzero subspace of an eigenspace, depending on whether the kth largest eigenvalue is greater than the (k + 1)th largest one, where k is the number of neurons used. Finally, all the stable equilibria have been found and parameterized in an explicit way. The solution to the subspace equation has been shown to converge to a stable equilibrium for almost all starting points.
Appendix.
Proof of Lemma 2.2. Let a singular value decomposition of X be
where D is a positive definite diagonal matrix of the same dimension as U 11 . Then one has
it follows that
Then it is straightforward to check that
Using the identity
This leads to
On the other hand, note from (ii) of Lemma 2.1 that
Thus, it follows from (A.2)-(A.5) that
which completes the proof. Proof of Lemma 2.4. Let t > 0 be fixed. With
one has
Owing to the identity
it follows from (i) of Lemma 2.1 that 
where L is a positive definite diagonal matrix and U 11 has the same number of rows as X 1 with the number of columns equal to the rank of X. Then one obtains 
we are led to it is evident that
and that X 1 X T 1 has the same null space as U 11 U T 11 . As such, the minimum nonzero singular value of U 11 is no less than that of X 1 X T 1 divided by L , i.e.,
By noting that L = X and
On the other hand, in view of (A.10) and
it is readily checked that
Consequently, it follows from (A.6), (A.7), and (A.11) that e c2t X 2 I + X 
