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Research justification. The software development paradigm focused on product lines
(SPLs) allows developers to model systems based on product components and to study
their commonality and variability. This paradigm dates to late 80’s and, since then, several
contributions have been made for modeling relationships between components [7]. Initially,
these relationships were defined in a graphical way, serving as a basis for decision making
purposes in several design phases of the development cycle. In order to detect design errors
in early phases of the development cycle, it is necessary to use formal methods allowing
automated analysis over the SPLs. Thus, in this thesis we propose to define formal methods
for modeling SPLs, which allows to automatize its processing and analysis.
Questions that motivate the research. From the conditions described above, the
following questions arise to motivate the development of this Ph.D thesis. Is it possible to
define a formal framework to model FODA and extend it to model other variability models?,
How to analyze a SPL without generating all its valid products?, What is the effect of pre-
processing the algebra terms before obtaining the valid products?, What are the advantages
of comparing products based on their cost?, Is it possible to determine the probability of
occurrence of a characteristic in any model?. Once described these questions we proceed to
define the global and specific objectives of this doctoral thesis.
i
Objectives. The main objective of this doctoral thesis1 is to define new formal methods
to represent SPLs, taking into account models lacking mathematical formalism for their
representation. Based on this general objective, the following specific objectives are defined:
i) defining a formal representation for FODA that allows to perform automated analysis
on its structure; ii) modeling the production cost within the building process of the valid
products; iii) representing probabilities within the algebra terms; and iv) showing different
implementations of the described formalism depending on the information that is necessary
to generate.
Contributions. This doctoral thesis has allowed to define a theoretical framework to
formally represent and describe FODA diagrams, including its syntax, the translation process
between FODA and SPLA, its set of semantic rules, implementation and possible practical
case studies. Thus, given the need to represent costs in the models, the SPLA definition was
extended to support costs. Similarly, the equivalence between these two models, their imple-
mentation and possible practical cases are also shown. In order to finalize the contributions
of this Ph.D. thesis, a new extension was proposed to identify those components and valid
configurations being more or less frequent in the product line.
Keywords: Software Product Lines, FODA, Formal methods, Process algebras, Opera-
tional semantics, Denotational semantics, Axiomatic semantics.
1The content of this Ph.D. dissertation and all its supports are available online at the following URL:
http://ccamacho.github.io/phd/.
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Resumen
T´ıtulo: Modelando la variabilidad: Me´todos formales para la representacio´n de l´ıneas
de productos software.
Autor: Carlos D. Camacho Gonza´lez
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Institucio´n: Universidad Complutense de Madrid, Espan˜a.
Centro: Facultad de Informa´tica.
Programa: Doctorado en Ingenier´ıa Informa´tica.
Justificacio´n del trabajo de investigacio´n. El desarrollo de aplicaciones software
basado en l´ıneas de productos (SPLs) permite a los desarrolladores modelar sistemas en
funcio´n de la relacio´n entre sus componentes. As´ı, es posible estudiar la variabilidad y ca-
racter´ısticas comunes entre ellos. Este paradigma de desarrollo se remonta a finales de los
an˜os 80. Desde entonces, se han realizado numerosos aportes sobre las distintas maneras
de modelar las relaciones entre sus componentes [7]. Inicialmente, estas relaciones fueron
definidas de forma gra´fica, sirviendo como soporte para la toma de decisiones en las fases
iniciales del disen˜o de los productos. Sin embargo, para detectar errores de disen˜o en fases
tempranas del proceso de desarrollo y realizar comparaciones sobre los productos construi-
dos, surge la necesidad de procesar y analizar automa´ticamente estos modelos. Por ello,
en esta tesis se propone la definicio´n de me´todos formales para modelar SPLs, permitiendo
automatizar su ana´lisis y procesamiento.
Preguntas que motivan la investigacio´n. De las condiciones descritas anteriormen-
te, surgen las siguientes preguntas que motivan el desarrollo de esta tesis doctoral. ¿Es
posible definir un marco formal que permita modelar FODA y sea extensible a otros modelos
de variabilidad?, ¿Co´mo analizar una SPL sin generar todos sus productos va´lidos?, ¿Cua´l
es el efecto de preprocesar los te´rminos del a´lgebra antes de obtener los productos va´lidos?,
iii
¿Cua´les son las ventajas de comparar productos en funcio´n de su coste?, ¿Es posible deter-
minar la probabilidad de ocurrencia de una caracter´ıstica en un modelo cualquiera?. Una
vez descritas estas preguntas se procede a definir el objetivo global y los objetivos espec´ıficos
de la tesis doctoral.
Objetivos. El objetivo principal de esta tesis doctoral2 es definir nuevos me´todos for-
males para la representacio´n de SPLs, teniendo en cuenta aquellos modelos que carecen
de formalismos matema´ticos para su representacio´n. Partiendo de este objetivo general, se
desarrollan los siguientes objetivos espec´ıficos: i) definir una representacio´n formal para FODA
que permita realizar ana´lisis automatizado sobre su estructura; ii) definir el coste dentro
del proceso de construccio´n de los productos va´lidos; iii) representar probabilidades dentro
de los te´rminos; y iv) mostrar distintas implementaciones de los formalismos descritos en
funcio´n de la informacio´n que sea necesario generar.
Contribuciones. Esta tesis doctoral ha permitido definir un marco teo´rico para re-
presentar formalmente diagramas FODA, incluyendo su sintaxis, el proceso de traduccio´n de
FODA a SPLA, su conjunto de reglas sema´nticas, implementacio´n y posibles casos pra´cticos.
Seguidamente, dada la necesidad de representar costes en los modelos, se extendio´ la defini-
cio´n de SPLA para contemplar costes. De igual manera, se muestra la equivalencia de los dos
modelos hasta ahora planteados, su implementacio´n y posibles casos pra´cticos. Para finalizar
las contribuciones de esta tesis doctoral, se planteo´ una nueva extensio´n para determinar
e identificar aquellos componentes y configuraciones va´lidas, ma´s o menos, frecuentes en la
l´ınea de productos.
Palabras clave: L´ıneas de productos software, FODA, Me´todos formales, A´lgebras de
procesos, Sema´ntica operacional, Sema´ntica denotacional, Sema´ntica axioma´tica.
2El contenido de esta tesis doctoral y todos sus soportes se encuentran disponibles en la siguiente URL:
http://ccamacho.github.io/phd/.
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Cap´ıtulo 1
Introduccio´n
“The best way to get a project done faster is to start sooner.”
Jim Highsmith
Contenido
1.1. Motivacio´n y alcance de esta tesis . . . . . . . . . . . . . . . . . 2
1.2. Objetivos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3. Estructura del documento . . . . . . . . . . . . . . . . . . . . . . 7
Las l´ıneas de productos (PLs, del ingle´s Product Lines) permiten construir plataformas
comunes para la creacio´n de productos, reutilizando componentes previamente desarrolla-
dos [87]. Esta plataforma, la cual es comu´n a todas las variantes de productos, permite
construir, mantener, mejorar y gestionar, de manera eficiente el ciclo de vida de los produc-
tos.
En el campo de las PLs existen dos conceptos clave que permiten modelar productos en
funcio´n de sus componentes comunes y variables. Estos conceptos, en ingle´s commonality y
variability describen respectivamente, la organizacio´n de los bloques funcionales que sera´n
comunes a todos los productos, as´ı como aquellos que sera´n distintos en cada producto
va´lido del modelo.
Sin embargo, deben existir reglas que permitan relacionar estos elementos entre s´ı. As´ı,
surgen las relaciones entre los componentes de la l´ınea de productos. Estas reglas permiten
modelar relaciones entre componentes, de forma que puedan construirse productos va´lidos
1
y permitir la definicio´n de comportamientos tales como los siguientes:
Si existe el componente A entonces no puede incluirse el componente B.
Si existe el componente A entonces debe incluirse el componente B.
Si existe el componente A entonces deben incluirse los componentes B, C y D.
Si existe el componente A entonces pueden incluirse los componentes B, C o D.
Si existe el componente A entonces debe incluirse solo uno de los componentes B o C.
Todos los conceptos y herramientas de ana´lisis para el modelado de PLs han sido apli-
cados directamente al desarrollo de software, dando lugar al te´rmino de l´ıneas de productos
software.
Las l´ıneas de productos software (SPLs, del ingle´s Software Product Lines) surgen de
forma similar a las l´ıneas de productos tradicionales, esto es, por la necesidad de crear
sistemas complejos que permitan satisfacer necesidades particulares de los usuarios y, a su
vez, por la necesidad de poder gestionar su ciclo de vida de la manera ma´s eficiente posible,
reutilizando los recursos existentes [65, 33].
El presente cap´ıtulo describe la motivacio´n, objetivos y alcances de esta tesis doctoral,
los cuales se basan en modelar y dar un significado formal a las reglas descritas anterior-
mente. Gracias a la definicio´n de estas reglas, es posible utilizar herramientas de ana´lisis
automatizado para generar informacio´n u´til, tanto para la deteccio´n de errores en fases tem-
pranas del disen˜o de los productos de la SPL, como para ayudar en procesos de toma de
decisiones sobre el mantenimiento y la gestio´n del ciclo de vida de los productos.
1.1. Motivacio´n y alcance de esta tesis
En la fase de disen˜o de las SPLs, los modelos de variabilidad son representados de forma
gra´fica, lo cual representa un problema para analizarlos de forma automatizada [66, 62].
De esta forma, surge la necesidad de dotar de una representacio´n formal a los modelos de
variabilidad que actualmente carecen de me´todos formales para su definicio´n [35, 21, 95].
2
Para el desarrollo de esta tesis doctoral se ha elegido estudiar el ana´lisis del dominio
orientado a caracter´ısticas (FODA, del ingle´s Feature Oriented Domain Analysis), como mo-
delo de variabilidad a analizar, ya que es ampliamente utilizado en la industria y utiliza una
representacio´n gra´fica para su estudio [33, 5].
En funcio´n de la necesidad planteada, surgen las siguientes preguntas que motivan el
desarrollo de esta tesis:
¿Es posible definir un marco formal que permita modelar FODA y sea extensible a otros
modelos de variabilidad?
Partiendo del argumento que FODA es un modelo ampliamente extendido en el estudio
de las PLs, se busca establecer como objetivo modelarlo formalmente, para as´ı permitir
que cualquier estudio de PLs o SPLs pueda beneficiarse de los resultados obtenidos
en este trabajo. Adema´s, es necesario extender el conjunto de relaciones, as´ı como
la informacio´n descrita en el modelo, para complementar el ana´lisis con modelos de
coste y probabilidades, todo esto, describiendo el modelo de tal manera que puedan
agregarse ma´s reglas sema´nticas en el futuro.
¿Co´mo analizar una SPL sin generar todos sus productos va´lidos?
Generar todas las posibles combinaciones de productos (va´lidos o no) de una SPL, su-
pone un problema combinatorio complejo de resolver dado su alto coste computacional.
Parte de la motivacio´n de este trabajo surge de la necesidad de definir me´todos que
permitan proporcionar informacio´n u´til, sin generar todos los productos va´lidos de
una SPL.
¿Cua´l es el efecto de preprocesar los te´rminos del a´lgebra antes de obtener los produc-
tos va´lidos?
En el caso particular de este trabajo, existen operadores en la descripcio´n del a´lgebra
que incrementan exponencialmente el nu´mero de combinaciones va´lidas. Debido a
que no siempre son necesarias todas las combinaciones de productos, es interesante
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describir el comportamiento de los algoritmos que analizan y preprocesan los modelos
para reducir, en la medida de lo posible, el tiempo de co´mputo de los mismos.
¿Cua´les son las ventajas de comparar productos en funcio´n de su coste?
Los modelos de variabilidad permiten describir productos en funcio´n de sus carac-
ter´ısticas. As´ı, productos distintos entre s´ı, podr´ıan estar compuestos por las mismas
caracter´ısticas. De esta forma, los productos AB y BA, estando ambos compuestos por
los mismos componentes, podr´ıan ser distintos, por ejemplo, en su coste de produccio´n.
Esta condicio´n es particularmente interesante, ya que tiene dos ventajas principales.
La primera consiste en la posibilidad de comparar los productos a medida que se agre-
gan caracter´ısticas a los mismos. Por ejemplo, si un producto P, a medida que se va
construyendo, sobrepasa un coste C, e´ste puede no ser va´lido y evitar´ıa el procesado
del te´rmino restante, reduciendo as´ı tiempo de co´mputo. La segunda ventaja consiste
en poder determinar, de manera o´ptima, la construccio´n de los productos en funcio´n
de su coste de produccio´n. El orden en que se agregan los componentes al producto
podr´ıa determinar que un producto requiera ma´s tiempo en poder construirse, o que
su coste de produccio´n sea mayor.
¿Es posible determinar la probabilidad de ocurrencia de una caracter´ıstica en un
modelo cualquiera?
La gestio´n del ciclo de vida de las SPLs incluye, por ejemplo, la desincorporacio´n de
las caracter´ısticas que puedan estar en desuso [67]. Por ello, es necesario determinar
la probabilidad de ocurrencia de las caracter´ısticas que componen el modelo de varia-
bilidad. As´ı, se podra´ proveer de herramientas de ana´lisis automatizado a los procesos
relacionados con la toma de decisiones en la gestio´n del ciclo de vida de las SPLs.
A partir del planteamiento de estas preguntas de investigacio´n, se han definido los ob-
jetivos de esta tesis doctoral.
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1.2. Objetivos
El objetivo principal de esta tesis doctoral consiste en definir nuevos me´todos for-
males para representar SPLs. En particular, dotar a FODA de un formalismo que
permita realizar ana´lisis automa´tico sobre sus estructuras gra´ficas, sin restringir
su aplicacio´n a otras metodolog´ıas. De esta manera, para alcanzar el objetivo principal,
se han definido los siguientes objetivos espec´ıficos:
1 Definir una representacio´n formal para FODA que permita realizar ana´lisis
automatizado sobre su estructura. Este formalismo debe contener tanto la defini-
cio´n de la sintaxis del a´lgebra, como un mecanismo de traduccio´n de FODA a la nueva
representacio´n. Una vez traducidas estas estructuras no formales, se debera´ mostrar
la definicio´n de las reglas sema´nticas1 que permitan procesar los te´rminos del a´lgebra.
Dado que existen distintas maneras de procesar los te´rminos, puesto que hay dis-
tintas sema´nticas, es necesario demostrar que las representaciones son equivalentes y
correctas. Es importante destacar que partiendo de la sema´ntica operacional2 pueden
generarse productos va´lidos y distintos entre s´ı, que sera´n equivalentes en la sema´nti-
ca denotacional3. Adema´s, surge la necesidad de buscar estructuras ma´s simples que
permitan describir los mismos modelos utilizando un nu´mero menor de elementos
sinta´cticos. Para ello es necesario definir las formas normales y pre-normales del a´lge-
bra, as´ı como demostrar, formalmente, que los modelos resultantes son equivalentes
al original en cuanto a los productos que genera.
2 Definir el coste dentro del proceso de construccio´n de los productos va´lidos.
El modelado del coste en el a´lgebra se desarrollara´ con la finalidad de optimizar el
procesamiento de los te´rminos. De esta forma, cuando un producto cumpla una con-
dicio´n determinada, podra´n definirse acciones tales como dejar de procesar el te´rmino
1Sema´ntica operacional, sema´ntica denotacional y sema´ntica axioma´tica.
2El orden en que se generan las caracter´ısticas s´ı es importante dentro de la construccio´n del producto.
3El orden en que se generan las caracter´ısticas no es importante dentro de la construccio´n del producto.
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cuando el producto supere un umbral de coste ma´ximo, o considerar u´nicamente como
productos va´lidos aquellos cuyo coste se encuentre en un rango de valores previamente
definido. Adema´s, modelar el coste de los productos permitira´ realizar comparaciones
entre diferentes productos va´lidos para determinar, por ejemplo, cua´l de ellos conlleva
un menor, o mayor, coste de produccio´n.
3 Representar probabilidades dentro de los te´rminos. Utilizar probabilidades en
el modelo permite determinar que´ componente o producto es el ma´s utilizado entre
los distintos productos va´lidos. Utilizando esta representacio´n, es posible tomar ac-
ciones tales como asignar de manera eficiente recursos al ejecutar pruebas unitarias,
descatalogando as´ı componentes en desuso dentro de la SPL. De esta manera, al selec-
cionar una caracter´ıstica para calcular su probabilidad dentro del te´rmino, se podr´ıa
permitir que todas aquellas caracter´ısticas, a excepcio´n de la que se esta´ estudiando,
sean llamadas de la misma manera. Esto permitir´ıa centrar el estudio en los elementos
sinta´cticos que afecten la cardinalidad de los productos va´lidos generados y, de esta
manera, aumentar el desempen˜o de los algoritmos que calculen los valores de estas
probabilidades. Este objetivo plantea ventajas directamente relacionadas a la toma
de decisiones en la gestio´n del ciclo de vida de las SPLs, ya que permite determinar
que´ componentes o productos son ma´s o menos utilizados.
4 Mostrar distintas implementaciones del formalismo descrito, en funcio´n de
la informacio´n que sea necesario generar. Una vez definidos los aspectos formales
del a´lgebra, se debe proceder a su implementacio´n, o implementaciones, dependiendo
de la informacio´n que sea necesario generar. Consecuentemente, surge la necesidad de
mostrar alternativas para el procesamiento de los te´rminos del a´lgebra. Por ejemplo,
soluciones de tipo greedy permiten calcular todos los productos va´lidos de la SPL,
teniendo en cuenta problema de la explosio´n combinatoria en su procesamiento. Para
este tipo de problemas es necesario analizar y optimizar el te´rmino antes de procesarlo
y, en medida de lo posible, analizar los te´rminos del a´lgebra en sistemas distribuidos de
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forma paralela. Tambie´n es posible determinar si un te´rmino genera productos va´lidos
o no mediante el uso de SAT solvers. En este caso, debe ser descrito previamente
el proceso de traduccio´n de un te´rmino del a´lgebra a una expresio´n lo´gica. De igual
manera, es posible realizar implementaciones de tipo branch and bound donde, al
calcular el coste de produccio´n de los productos de la SPL es posible definir umbrales,
y as´ı optimizar el desempen˜o del algoritmo evitando procesar te´rminos que no se
encuentren acotados por los mismos. Implementaciones que permitan realizar ana´lisis
probabil´ıstico son de igual manera interesantes, ya que gracias a estas, podremos
identificar los componentes que son ma´s o menos utilizados en los productos.
Todos los problemas y objetivos planteados en esta seccio´n esta´n descritos en detalle
en el desarrollo de este trabajo. Adicionalmente, cada problema estara´ acompan˜ado
de un caso de uso pra´ctico y una implementacio´n acorde a su descripcio´n formal. De
manera general, esta tesis doctoral se centra en el planteamiento de nuevos me´todos
formales para representar y analizar SPLs, mostrando distintas implementaciones de
acuerdo a la informacio´n que sea necesario generar.
1.3. Estructura del documento
Cap´ıtulo 2. Describe los trabajos previos relacionados con las SPLs, as´ı como distintas
maneras de representarlas, tanto gra´ficamente como formalmente.
Cap´ıtulo 3. Muestra la descripcio´n general del a´lgebra SPLA junto con su sintaxis.
Adema´s, se presentan tres sema´nticas que dara´n significado a los elementos sinta´cticos des-
critos anteriormente, la sema´ntica operacional, la sema´ntica denotacional y la sema´ntica
axioma´tica. Este cap´ıtulo incluira´ un caso de uso pra´ctico para modelar los componentes de
un sistema de streaming de video utilizando SPLs. En este cap´ıtulo tambie´n se mostrara´ la
implementacio´n de la sema´ntica denotacional, as´ı como un mo´dulo de satisfactibilidad pa-
ra comprobar si un modelo cualquiera genera productos va´lidos. Este cap´ıtulo cubre los
objetivos 1 y 4 .
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Cap´ıtulo 4. Describe la extensio´n de SPLA relacionada con el modelado de costes. Este
cap´ıtulo presenta la descripcio´n formal que permite al a´lgebra realizar el procesamiento del
coste de los productos a medida que se computan los te´rminos. En este cap´ıtulo se presentan
ejemplos sobre el co´mputo de las reglas, as´ı como del ana´lisis de distintos mecanismos para
agilizar la ejecucio´n de los algoritmos descritos. Adema´s, se incluye la descripcio´n de los
componentes de un sistema de gestio´n de configuracio´n (Chef.io), utilizado en el ejemplo
pra´ctico para la implementacio´n de una SPL. Este cap´ıtulo cubre los objetivos 2 y 4 .
Cap´ıtulo 5. Detalla la extensio´n de SPLA que permite el ca´lculo de la probabilidad de
ocurrencia de las caracter´ısticas dentro del modelo. Este cap´ıtulo incluye una extensio´n de
la implementacio´n de la sema´ntica denotacional, donde se calcula la probabilidad P de que
una caracter´ıstica se encuentre en un te´rmino T. Este cap´ıtulo cubre los objetivos 3 y 4 .
Cap´ıtulo 6. El u´ltimo cap´ıtulo describe las conclusiones, contribuciones y trabajo futuro
de esta tesis doctoral.
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Cap´ıtulo 2
Trabajos relacionados
“Research is to see what everybody else has seen, and to think what nobody else has thought.”
Albert Szent-Gyorgy
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Este cap´ıtulo presenta el estado del arte en el campo de las SPLs. En particular, muestra
los trabajos relacionados con los me´todos formales para definir modelos de variabilidad,
describiendo las distintas te´cnicas empleadas actualmente para el estudio y ana´lisis auto-
matizado de las mismas.
2.1. L´ıneas de productos
Las l´ıneas de productos hacen referencia a la agrupacio´n de un conjunto de activos dentro
de las compan˜´ıas, estos activos son caracterizados en funcio´n de sus componentes variables
y comunes [26, 102]. Para la produccio´n de productos de forma masiva, es habitual tener
una plataforma comu´n, y a partir de ella, desarrollar un conjunto de mo´dulos para satisfacer
las necesidades particulares de los usuarios [44]. Un ejemplo claro de ello, en el a´mbito de la
construccio´n de veh´ıculos, es la plataforma de construccio´n transversal modular (MQB, del
alema´n Modularer Querbaukasten) del grupo Volkswagen, que permite desarrollar mu´ltiples
modelos de veh´ıculos para marcas pertenecientes al grupo Alema´n [97]. En este caso parti-
cular, existe una serie de componentes meca´nicos comunes, como lo son principalmente el
chasis, motor y caja de cambios. Esto permite, entre otras cosas, el abaratamiento del coste
de produccio´n, tiempo de salida al mercado y la reduccio´n del tiempo invertido en probar
cada uno de los componentes del veh´ıculo producido, ya que en este caso hay una serie de
componentes comunes que so´lo deben ser probados individualmente, una vez [33].
Este paradigma de desarrollo tambie´n permite el estudio localizado de los componentes
para determinar su beneficio, frecuencia de aparicio´n y si deben ser, o no, creados, mante-
nidos o desechados.
2.2. L´ıneas de productos software
Las l´ıneas de productos software (SPLs, del ingle´s Software Product Lines) representan
una forma sistematizada y estructurada para construir y mantener los soportes lo´gicos de
los sistemas informa´ticos [7, 33, 12, 65]. La finalidad de este paradigma consiste en optimizar
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el coste de operacio´n y de creacio´n de productos nuevos [14]. De igual manera, al reutilizar
componentes, se incrementa la calidad de los productos recie´n desarrollados ya que se esta´n
reutilizando mo´dulos que han sido previamente comprobados en otros productos [68, 88].
El Instituto de Ingenier´ıa de Software (SEI, del ingle´s Software Engineering Institute),
define una l´ınea de productos software como: “A set of software-intensive systems sharing
a common, managed set of features that satisfy the specific needs of a particular market
segment or mission and that are developed from a common set of core assets in a prescribed
way” [76, 99, 33].
2.3. Fases de desarrollo de las SPLs
El desarrollo de SPLs se define en dos fases, disen˜o e implementacio´n [65]. En estas fases
esta´ contenida la definicio´n del ciclo de vida de la l´ınea de productos, su implementacio´n y
descripcio´n del proceso de mejora continua [60].
2.3.1. Disen˜o (Domain Engineering)
Esta fase consiste en identificar el dominio en el cual va a desarrollarse la SPL, su objetivo
y para que´ va a ser utilizada [98]. Generalmente, el proceso de disen˜o consiste en identificar
tanto los componentes que difieren entre s´ı, como los que son comunes entre cada producto
desarrollado, as´ı como tambie´n, realizar el proceso de recoleccio´n de los requerimientos del
sistema [89]. Esta informacio´n debe ser modelada de acuerdo al modelo de variabilidad a
utilizar, y en funcio´n de esto, planificar co´mo sera´n construidos los productos [48].
2.3.2. Implementacio´n (Application Engineering)
La fase de implementacio´n se centra en la construccio´n de los productos pertenecientes
a la SPL, maximizando, en la medida de lo posible, la reutilizacio´n de los componentes dis-
ponibles [7, 65, 60]. Ba´sicamente, en esta fase se traducen los componentes de la fase de
disen˜o a componentes funcionales, los cuales sera´n parte de la l´ınea de productos. Adema´s,
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en esta fase se describen los procesos referentes a la documentacio´n de la interaccio´n entre
los componentes de la fase de disen˜o, la arquitectura y casos de prueba. Para ello, se em-
plean herramientas automatizadas que permitan detectar tanto errores en los modelos, como
detectar las caracter´ısticas que nunca aparecera´n en productos va´lidos. Estas herramientas
tambie´n permiten generar informacio´n sobre los modelos ya definidos como, por ejemplo, el
nu´mero total y coste de los productos va´lidos, entre otros [102].
2.4. Modelos de caracter´ısticas (Feature models)
Para las distintas fases del proceso del desarrollo de SPLs se presenta un modelo comu´n.
Los modelos de caracter´ısticas son representaciones que permiten modelar la organizacio´n
de los componentes que forman las SPLs. Estos modelos permiten definir los componen-
tes funcionales y no funcionales en una misma estructura, as´ı como modelar su interac-
cio´n [92]. Adema´s, e´stos son especificados, generalmente, de manera jera´rquica, utilizando
grafos donde los ve´rtices representan puntos de variacio´n y las aristas relaciones entre los
componentes [98, 38].
Los modelos de caracter´ısticas permiten representar propiedades como por ejemplo:
Existe un producto con las caracter´ısticas A y C.
Adicionalmente, dentro de los modelos de caracter´ısticas pueden representarse restric-
ciones sobre sus componentes. Por ejemplo, podr´ıa ser representada la siguiente propiedad:
En cualquier producto va´lido, si se incluye la caracter´ıstica C, entonces las ca-
racter´ısticas A y B deben ser incluidas de igual manera.
2.4.1. Ana´lisis del dominio orientado a caracter´ısticas (FODA)
El ana´lisis del dominio orientado a caracter´ısticas (FODA, del ingle´s Feature Oriented
Domain Analysis), es una metodolog´ıa cuyo origen surge del estudio de diversos me´todos de
disen˜o de las SPLs [61]. Esta metodolog´ıa se centra en la descripcio´n de aquellos elementos
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Excluye Requiere
Figura 2.1: Representacio´n de las relaciones en FODA.
variables y comunes dentro del modelo, permitiendo generar una representacio´n gra´fica de
las relaciones entre los componentes. En este modelo los nodos representan componentes,
mientras que las conexiones entre ellos representan sus relaciones [25]. La figura 2.1 muestra
la descripcio´n gra´fica de las relaciones de este modelo.
a
A
B
b
A
B
c
A
B C
d
A
B C
e
A
B C
f
A
B C
g
A
B C
Figura 2.2: Ejemplos de diagramas FODA.
Utilizando como referencia los diagramas FODA de la figura 2.2, los ejemplos a y b mues-
tran dos SPLs con dos posibles caracter´ısticas A y B. Con respecto al ejemplo a, la carac-
ter´ıstica A aparecera´ en todos los productos va´lidos del modelo, mientras que B sera´ opcional.
De esta manera, los productos va´lidos generados por este modelo sera´n, por un lado, aquellos
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con la caracter´ıstica A y, por otro lado, aquellos con las caracter´ısticas A y B. En el ejemplo
b ambas caracter´ısticas son obligatorias, ya que cualquier producto generado de esta SPL
contendra´ A y B.
El ejemplo c representa una SPL con el operador de seleccio´n u´nica. En este ejemplo
hay tres caracter´ısticas diferentes: A, B y C. Cualquier producto de c contendra´ A y una de
las dos caracter´ısticas restantes, B o C. El operador de paralelo se muestra en los ejemplos
d y e. En ambos casos, la caracter´ıstica A estara´ en todos los productos. Las ramas del
ejemplo d son obligatorias, por lo cual so´lo se generara´ un producto, aquel que contenga A,
B y C. En el ejemplo e, una rama es opcional y la otra obligatoria, con lo cual se generara´n
dos productos en el modelo, uno con las caracter´ısticas A y C, y otro con las caracter´ısticas
A, B y C.
Finalmente, propiedades mas complejas aparecen en los ejemplos f y g. En estos diagra-
mas existen restricciones combinadas con caracter´ısticas opcionales. En el ejemplo f existe
una restriccio´n de exclusio´n, esto es, si B es incluida en un producto, entonces C no pue-
de estar en el mismo producto. Por el contrario, en el ejemplo g existe una restriccio´n de
obligatoriedad, esto es, si B es incluida, entonces C tambie´n debe ser incluida.
2.5. Me´todos Formales en SPLs
Los me´todos formales en SPLs surgen de aplicar formalismos matema´ticos a modelos de
variabilidad, de forma que pueda comprobarse, de manera automatizada, si su especificacio´n
es equivalente a su implementacio´n [4, 17, 36, 47, 46, 50, 9, 22, 91, 77, 11, 100, 59, 90].
El estudio formal de las l´ıneas de productos puede clasificarse en dos fases, de acuerdo a
la informacio´n que sea generada [39]. La primera fase consiste en definir matema´ticamente
la sintaxis y las sema´nticas con las que sea representado el modelo formal. La segunda
fase consiste en desarrollar la te´cnica empleada para generar conocimiento a partir de las
estructuras previamente definidas [57, 32, 63, 76].
En esta seccio´n se incluyen los frameworks formales usados para describir SPLs, as´ı como
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los modelos de variabilidad. Estos frameworks describen la sintaxis y la sema´ntica de las
distintas a´lgebras descritas. La especificacio´n de los sistemas incluyen distintos aspectos,
tales como describir su comportamiento funcional o no funcional, as´ı como su estructura o
arquitectura [16, 15, 43, 93].
2.5.1. A´lgebras de procesos
La descripcio´n del comportamiento del sistema requiere, para poder ser expresada for-
malmente, de un conjunto de reglas que especifiquen los estados y transiciones al cambiar
de un estado a otro [80]. El procesamiento de un conjunto de estados y reglas de transicio´n
se define como un proceso. Estos procesos pueden ser ejecutados de manera secuencial, que
implicara´ que los procesos se ejecutara´n uno tras otro, o pueden ser ejecutados en paralelo,
lo que quiere decir que se ejecutara´n de manera concurrente. De esta forma todos los proce-
sos se ejecutara´n al mismo tiempo y permitira´ que el comportamiento de cualquier proceso
pueda tener influencia en los otros [83, 101, 51, 29].
El modelado del comportamiento de los procesos se basa en el estudio de co´mo los datos
son manipulados entre ellos. Este modelado incluye la definicio´n del mecanismo de control
que especifica co´mo los sistemas intercambian y manipulan los datos. Los procesos son
dina´micos y activos, sin embargo, los datos en s´ı representan una estructura esta´tica y pasiva.
El comportamiento del sistema es definido como la ejecucio´n de varios procesos concurrentes,
donde estos procesos pueden intercambiar datos para influenciar el comportamiento de otros
procesos.
El a´lgebra de procesos basado en el ca´lculo de sistemas comunicantes (PL-CCS, del
ingle´s Product Lines CCS) ha sido descrito como un a´lgebra basado en el cla´sico estudio del
ca´lculo de sistemas comunicantes (CCS, del ingle´s Calculus of Communicating Systems),
extendiendo el modelo original representando modelos de variabilidad [47]. En este modelo,
la variabilidad del sistema es descrita de la misma forma en que es modelado su compor-
tamiento. Para ello se utilizan operadores de paralelo, seleccio´n binaria, opcional, eleccio´n
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no determinista, restriccio´n y nulo. Tambie´n, se describe un sistema de etiquetado de tran-
siciones para describir las acciones de comunicacio´n y las relaciones de transicio´n para la
sema´ntica definida. Es importante destacar que este formalismo no esta´ relacionado con
ningu´n modelo de variabilidad como FODA, RSEB o PLUSS. En la figura 2.3 se muestra un
ejemplo del a´lgebra PL-CCS [79]. En este ejemplo, se describe co´mo la variabilidad es repre-
sentada utilizando a´lgebras de procesos. Las relaciones se utilizan para describir decisiones
de configuracio´n entre un conjunto de caracter´ısticas.
P ⊕
• ||
P
α Q
Q
Q ⊕
• •
β1
Nil β2
Nil
Figura 2.3: Ejemplo de PL-CCS [79].
2.5.2. Sistemas de etiquetado de transiciones (LTS)
Los sistemas de etiquetado de transiciones tradicionales (LTSs, del ingle´s Labelled Transi-
tion Systems) son extendidos y adaptados para representar SPLs [84, 41, 39, 69, 73, 40, 10, 9].
Un LTS puede ser descrito como la representacio´n del comportamiento de un sistema donde
existen eventos que cambian el comportamiento del mismo. Cuando un LTS representa una
SPL, los eventos suelen referirse a las caracter´ısticas [70]. Es importante destacar que los
LTS son formalismos ampliamente estudiados en la literatura.
En la figura 2.4 se muestra un ejemplo ba´sico de una ma´quina expendedora de cafe´, te´ y
refrescos. En esta ma´quina, se representan todos los estados, en los cuales puede ocurrir
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una transicio´n de un estado a otro. No´tese que pueden verse co´mo las transiciones entre
los estados representan caracter´ısticas, as´ı como los estados representan puntos de variacio´n
dentro del dominio del sistema.
1e1$
ca
pu
ch
in
o
ref
resco
te´
crem
a hi
el
opa
jita
to
m
a
r
Figura 2.4: Sistema de etiquetado de transiciones [40].
2.5.3. Sistemas de transiciones modales (MTS)
Los sistemas de transiciones modales (MTSs, del ingle´s Modelled Transition Systems), se
presentan como una extensio´n de los sistemas de etiquetado de transiciones tradicionales, en
los que se presentan dos nuevos tipos de transiciones, transiciones obligatorias y transiciones
opcionales [74, 6, 86]. Estos modelos son utilizados para describir el comportamiento de los
sistemas cuando no se dispone de toda la informacio´n sobre el comportamiento del mismo.
En este caso los sistemas de etiquetado de transiciones tradicionales dejan de ser va´lidos
para estos modelos. Es interesante modelar sistemas parcialmente definidos ya que en las
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etapas iniciales del desarrollo del software, no siempre puede definirse el comportamiento
del sistema completo.
En el caso de los modelos de variabilidad basados en sistemas de etiquetado modales,
gracias a la nocio´n de incertidumbre descrita por la transicio´n opcional, se podra´n describir
y diferenciar distintos comportamientos va´lidos dentro de un mismo modelo.
El desarrollo de SPLs esta´ relacionado directamente con definir modelos de variabilidad
en el a´mbito del desarrollo de software. Estos describen co´mo, al utilizar sistemas de etique-
tado de transiciones, pueden modelarse transiciones obligatorias y opcionales para describir
SPLs [72, 41, 86]. En estos trabajos se describen las sema´nticas para definir el comporta-
miento de los sistemas junto con sus ventajas y limitaciones, como por ejemplo, la falta de
informacio´n adicional, meta-datos o atributos necesarios para definir el comportamiento del
sistema.
2.5.4. Sistemas de transiciones modales extendidos (EMTS)
Los sistemas de etiquetado de transiciones tradicionales representan modelos donde,
visto como un grafo, cada arista es identificada con la entrada que inicia una transicio´n.
Sin embargo, en las transiciones no se almacena el estado de la transicio´n [45, 73]. Por ello
surge la necesidad de extender el modelo inicial para agregar condiciones adicionales a estas
transiciones, permitiendo crear transiciones obligatorias u opcionales en el modelo.
a
A
B
C
3
b
A
B
C

3
Figura 2.5: Sistemas de etiquetado de transiciones modales extendidos.
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Si bien, la existencia de caracter´ısticas opcionales y obligatorias es, en cierta manera u´til,
el objetivo es agregar ma´s relaciones que extiendan y hagan el modelo inicial ma´s flexible.
Los sistemas de etiquetado de transiciones modales extendidos describen precisamente esta
nueva abstraccio´n, la cual permite crear transiciones con cardinalidad, es decir, permite
definir condiciones de al menos 1 de k o´ hasta 1 entre k caracter´ısticas dentro del modelo
de variabilidad [39].
En la figura 2.5, dos diagramas EMTS son descritos, para los cuales la relacio´n al menos
1 de n, denotada con el s´ımbolo , y la relacio´n hasta 1 de n, representada con el s´ımbolo
3, sera´n utilizadas para mostrar su comportamiento. El ejemplo a presenta un modelo
en el que debe ser incluida al menos una caracter´ıstica, elegida entre B y C, en todos los
productos, mientras que la caracter´ıstica A es opcional. En el ejemplo b, como A, B y C esta´n
relacionadas con el s´ımbolo  y 3, lo que quiere decir, que so´lo puede ser seleccionada
exactamente una caracter´ıstica en cada producto.
2.5.5. Sistemas de transiciones modales extendidos generalizados
(GEMTS)
Con los GEMTS se agrega al modelo de variabilidad basado en LTSs el ma´ximo grado de
flexibilidad, ya que los operadores sinta´cticos permiten no so´lo tomar 1 de n caracter´ısticas
por operador, sino que sera´n k de n caracter´ısticas las que puedan ser utilizadas [40].
Operador sinta´ctico LTS MTS EMTS GEMTS
Hasta (3) No 1 de 1 1 de n k de n
Al menos () No 1 de 1 1 de n k de n
Tabla 2.6: Operadores de cardinalidad en sistemas de etiquetado de transiciones.
En la tabla 2.6 se puede observar la comparacio´n sobre co´mo se modela la cardinalidad
en los distintos estudios relacionados a los LTSs.
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2.5.6. Lo´gica proposicional
Una forma de representar modelos de variabilidad haciendo uso de me´todos formales,
consiste en procesar familias de productos utilizando lo´gica proposicional, donde los mo-
delos de caracter´ısticas se representan con una fo´rmula lo´gica, equivalente a sus elementos
sinta´cticos [75, 36]. En te´rminos matema´ticos, un a´lgebra consiste en un conjunto de s´ımbo-
los que denotan valores de algu´n tipo y operaciones sobre estos valores. En estos modelos,
los operadores lo´gicos son utilizados sobre los operandos que representaran caracter´ısticas.
Estos trabajos emplean estructuras ba´sicas extra´ıdas de los modelos de caracter´ısticas, como
el operador o relacio´n de obligatoriedad, opcional e implicacio´n. De esta forma, estas estruc-
turas son desarrolladas para reutilizar las herramientas existentes de ana´lisis automatizado,
tales como SAT solvers y bibliotecas para representar diagramas de decisio´n binaria (BDD,
del ingle´s Binary-Decision Diagrams) [78, 52, 53, 47, 37].
Pizza
Masa
Salsa
Cubierta
Gruesa
De queso
Bolognesa
Pesto
Fo´rmula proposicional
F=
hijo− padre : (A−→P) ∧ (S−→P) ∧ (T−→P)∧
(G−→A) ∧ (D−→A)∧
(B−→S) ∧ (E−→S)∧
obligatoria : (P−→A) ∧ (P−→S)∧
grupo− o : (A−→G∨D)∧
grupo− o− exclusivo : (S−→BYE)
Figura 2.7: Modelo de caracter´ısticas y su equivalente en lo´gica proposicional [36].
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La figura 2.7 muestra co´mo un modelo de caracter´ısticas es traducido a su equivalente
en lo´gica proposicional. Sin embargo, existen trabajos relacionados con el estudio del pro-
ceso inverso, el cual consiste en inducir modelos de caracter´ısticas tomando como punto de
partida fo´rmulas proposicionales [36].
2.5.7. Modelos de caracter´ısticas deo´nticos (MHML)
Los sistemas de etiquetado de transiciones tradicionales se utilizan como base para des-
cribir, haciendo uso de operadores deo´nticos ba´sicos, modelos de caracter´ısticas. Estos ope-
radores deo´nticos, es obligatorio que o esta´ permitido que, se utilizan junto a operadores
ba´sicos de la lo´gica proposicional tales como la negacio´n, conjuncio´n, disyuncio´n e implica-
cio´n, para modelar familias de productos[8].
La fo´rmula 2.1 describe un ejemplo de co´mo usar el formalismo planteado.
( P ( b ) verdadero ∧ (  =⇒ < c > verdadero) ) (2.1)
El significado de la fo´rmula 2.1 es el siguiente, se representa a un sistema cuyo estado
actual permite la ejecucio´n de la la accio´n b (transicio´n opcional) sin importar la accio´n de
, en donde ejecutar la accio´n c sera´ obligatorio.
Los formalismos anteriores so´lo contaban con dos operadores sinta´cticos, es obligatorio
que o esta´ permitido que, mientras que ahora se dispone de todos los operadores de la lo´gica
proposicional.
2.5.8. Auto´matas modales de Entrada/Salida
Los auto´matas de E/S son modelos que permiten modelar interfaces de comunicacio´n
entre sus componentes [19, 28, 3, 20]. De igual manera, un auto´mata de E/S puede ser
descrito como subconjuntos de las caracter´ısticas presentadas por los sistemas de modelado
de transiciones de Larsen y Thomsen, extendiendo las caracter´ısticas de los auto´matas con
interfaces [74, 69].
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Todo el formalismo de los auto´matas modales de E/S es aplicado directamente al mo-
delado de familias de productos. Usualmente, los modelos de variabilidad son presentados
en forma de a´rbol y e´ste es descrito como un todo, es decir, el a´rbol representa todos los
productos distintos que pueden llegar a construirse. Los auto´matas modales de E/S basan su
estudio en la descomposicio´n de este a´rbol, es decir, en subfamilias de productos. Seleccio-
nar una caracter´ıstica de estas subfamilias para formar parte del producto en construccio´n
se denomina proceso de configuracio´n. As´ı, las subfamilias son modeladas como auto´matas
modales de E/S, los cuales reciben el nombre de modelos de variabilidad. Construir pro-
ductos se define como el proceso de la composicio´n de modelos de variabilidad, s´ı y so´lo
s´ı para e´stos su entrada, salida y acciones ocultas, no se sobreponen. As´ı mismo, dos o ma´s
subfamilias pueden ser utilizadas para componer un modelo de ma´s alto nivel.
2.5.9. Redes de Petri con caracter´ısticas
Unos de los formalismos existentes para modelar familias de productos consiste en uti-
lizar redes de Petri. Las redes de Petri se basan en modelar nodos que hacen referencia a
lugares y transiciones, unidos por aristas. E´stas pueden ser extendidas para tener la ca-
pacidad de modelar familias de productos [81]. En este caso, las aristas modelan fo´rmulas
proposicionales que representan caracter´ısticas, de forma que cuando esta fo´rmula resulte
falsa, la arista deja de existir.
•
ESPERAR
SERVIR
HACER CAFE´
LISTO
n
CAFE´ LLENO CAFE´ RELLENABLE
LLENAR CAFE´
m
LECHE LLENA
AGREGAR LECHE
RELLENAR LECHE
LECHE RELLENABLE
Cafe´
Cafe´
Cafe´
Cafe´
Cafe´
Cafe´
Cafe´
Cafe´
Leche
Leche
Leche
Leche
Leche
Leche
Figura 2.8: Red de caracter´ısticas para la l´ınea de productos {{Cafe´}, {Cafe´,Leche}}.
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La figura 2.8 presenta un ejemplo de un modelo de variabilidad para modelar una ma´qui-
na expendedora de cafe´ con dispensador de leche, considerada como una l´ınea de productos
con las caracter´ısticas Cafe´ y Leche, donde el Cafe´ es obligatorio y la Leche opcional. En
este caso, al ser verdadero el valor de la arista, se modifica el comportamiento del modelo,
lo cual no ocurre en caso contrario.
2.5.10. Estimacion del coste en SPLs
Un factor importante en el desarrollo de software depende de la eficiencia y eficacia al
estimar el coste del proyecto. Generalmente, el termino coste en SPLs se enfoca en cuantificar
el esfuerzo que implica generar los productos va´lidos de una familia de productos. Para
conseguir esto, todos los componentes del sistema deben ser cuantificados. Por ejemplo, el
coste puede representar tiempo de desarrollo, el nu´mero de l´ıneas de co´digo o la dificultad
de integrar un mo´dulo a la l´ınea de productos.
La estimacio´n del coste puede estar basada en el taman˜o del co´digo o en me´tricas fun-
cionales [82, 24, 58, 42, 55]. El te´rmino taman˜o debe ser catalogado como un atributo
importante de un producto software y no debe ser referenciado como su taman˜o ocupado en
memoria o su numero total de l´ıneas de co´digo. Adicionalmente, puede hacer referencia a la
estimacio´n acumulada de distintos aspectos, como la complejidad del problema a resolver,
el nu´mero de desarrolladores necesarios, hardware necesario, e incluso estimar la comple-
jidad de integrar los distintos componentes del software desarrollado. Este esfuerzo puede
ser representado formalmente dependiendo de las necesidades del proyecto o requerimientos
organizacionales [23]. Este tipo de ana´lisis esta´ basado en las convicciones de la gerencia del
proyecto, y por lo tanto, no se consideran como me´todos maduros dentro de la ingenier´ıa
de procesos. Otros estudios miden el esfuerzo analizando la evolucio´n del ciclo del producto
para as´ı poder determinar su coste [94].
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2.5.11. L´ıneas de productos y SAT solvers
Los me´todos de ana´lisis basados en el uso de SAT solvers han sido estudiados de ma-
nera extensiva para validar modelos de caracter´ısticas [5, 93, 35, 17]. Estas soluciones se
basan en definir un problema de factibilidad lo´gica, representando el modelo de variabilidad
como una serie de condiciones lo´gicas. Una de las ventajas ma´s relevantes de este tipo de
aproximaciones es la posibilidad de utilizar SAT solvers para procesar modelos del orden
de miles de caracter´ısticas en el orden de milisegundos [4]. Estos me´todos son utilizados
para determinar si los modelos de variabilidad son factibles o no, lo que quiere decir, si son
capaces de generar productos va´lidos. En este caso se han alcanzado tiempos de co´mputo
aceptables para modelos del orden de miles de productos va´lidos.
En contraste con estos modelos, el trabajo presentado en esta tesis doctoral propone
varias mejoras. Por un lado, procesar el peor caso posible, donde se computan todos los
productos de la SPL teniendo en cuenta el orden de aparicio´n de las caracter´ısticas, lo cual
no se utiliza en otros estudios. Y as´ı, describir distintas te´cnicas para mejorar el tiempo de
co´mputo al procesar el modelo.
2.5.12. Te´cnicas de optimizacio´n del tiempo de ejecucio´n
Actualmente existen distintos me´todos para analizar SPLs. Dependiendo de la infor-
macio´n que sea necesario generar, unos sera´n mas eficientes que otros. Sin embargo, en
el procesamiento de los modelos de variabilidad existe un problema latente, la explosio´n
combinatoria al agregar al modelo nuevas caracter´ısticas.
Para resolver u optimizar el problema de la explosio´n combinatoria existen distintos
me´todos. Entre ellos se propone traducir los modelos de variabilidad a problemas de fac-
tibilidad lo´gica [4]. Tambie´n existen algoritmos para resolver problemas de factibilidad del
coste o´ptimo, donde una vez superado el umbral de coste definido, no se seguira´n procesan-
do esos te´rminos [20, 19, 3]. Otros estudios muestran el desarrollo de sistemas de tiempo
real para modelar familias de productos, lo cual ha permitido que sean establecidos for-
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malismos esta´ndares empleando herramientas de modelado maduras como Uppaal Cora o
Kronos, as´ı como frameworks completos para modelar, simular y validar sistemas de tiempo
real [1, 27, 18].
Es importante destacar que estos estudios se basan, o bien en resolver los problemas
empleando te´cnicas y algoritmos de branch and bound, o empleando heur´ısticas para reducir
el tiempo de procesamiento requerido para producir un resultado va´lido [56]. Por el contrario,
en este trabajo de investigacio´n se proponen y utilizan distintas te´cnicas que no so´lo plantean
heur´ısticas para reducir el tiempo total de procesamiento, sino que se permite describir
relaciones de equivalencia, con respecto a otros te´rminos del a´lgebra con estructuras ma´s
simples, que permitan generar el mismo conjunto de productos va´lidos.
2.5.13. A´lgebras de procesos y ana´lisis del coste
Actualmente existe un amplio rango de trabajos que relacionan el ca´lculo del coste
en SPLs [82, 24, 58, 42, 55, 23, 94]. Generalmente estos trabajos calculan el coste de los
productos como un todo, de forma que no consideran el orden en el que las caracter´ısticas
han sido producidas para generar un producto va´lido. Este aspecto es importante ya que el
orden de procesamiento podr´ıa afectar al coste final del producto.
El coste calculado debe aportar informacio´n relevante en el modelo de variabilidad, in-
formacio´n que sera´ descrita, utilizando a´lgebras de procesos e interpretada, a medida que se
estudia el comportamiento del sistema. Con el uso de las a´lgebras de procesos sera´ posible
mostrar la evolucio´n y el comportamiento de propiedades esta´ticas en sistemas dina´mi-
cos [83, 64, 51, 29, 34, 49].
La relacio´n entre la descripcio´n formal de las SPLs empleando a´lgebras de procesos y
el modelado del coste en el desarrollo de software, permite crear modelos formales que
calculen el coste de los productos. Este coste puede tener en cuenta, o no, el orden en el que
son procesadas sus caracter´ısticas. Adema´s, e´ste puede ser evaluado de manera dina´mica a
medida que se procesa el modelo de caracter´ısticas [4, 30].
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2.5.14. Probabilidades en a´lgebras de procesos
Las a´lgebras de procesos han mostrado ser una herramienta u´til para describir el com-
portamiento de los sistemas. Dentro de la evolucio´n de las mismas, se han extendido para
cuantificar las transiciones entre los estados. Sin embargo, e´stas han sido extendidas para
soportar modelos probabil´ısticos [29, 71, 103, 13].
T
T T
1/3
a
1/2
1/2 1/2
b c
T
T
T
1/3
1/3
1/3
Figura 2.9: Sistemas de transiciones probabil´ısticos.
La figura 2.9 describe co´mo se asignan probabilidades a las transiciones dentro del com-
portamiento del sistema. Es importante destacar que la probabilidad de una transicio´n t no
es necesariamente igual a las dema´s probabilidades del mismo nivel.
Estos modelos permiten asignar un nu´mero real, entre 0 y 1, a cada transicio´n para que
ocurra un determinado evento. Este caso es particularmente estudiado en esta tesis doctoral
al producir las caracter´ısticas o productos dentro de las SPLs.
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Cap´ıtulo 3
SPLA: Marco teo´rico para representar
diagramas FODA
“The job of formal methods is to elucidate the assumptions upon which formal correctness depends.”
Tony Hoare
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Este cap´ıtulo presenta la definicio´n e implementacio´n del lenguaje formal SPLA, donde
destacan los siguientes aspectos relevantes. En la seccio´n 3.1 se define la sintaxis del lengua-
je, la cual esta´ compuesta por la descripcio´n de los s´ımbolos del a´lgebra y la definicio´n de
las reglas sinta´cticas para la construccio´n de te´rminos SPLA. Seguidamente se presenta, en
la seccio´n 3.2, el proceso de traduccio´n de diagramas FODA a SPLA. Describir este proceso
correctamente es vital para el posterior ana´lisis de SPLA, ya que en e´ste se muestra co´mo
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traducir un diagrama FODA a una estructura formal que puede ser procesada de manera
automa´tica. Las secciones 3.3 y 3.4 muestran la descripcio´n formal de la sema´ntica opera-
cional y sema´ntica denotacional, respectivamente. Estas sema´nticas permitira´n dar sentido
al proceso de co´mputo sobre los te´rminos del a´lgebra para generar productos va´lidos. La
seccio´n 3.5 muestra la demostracio´n de que todo te´rmino del a´lgebra puede ser reescrito
empleando una serie de elementos sinta´cticos elementales. La seccio´n 3.6 demuestra que las
igualdades deducidas de los axiomas del lenguaje son correctas, de igual manera, muestra la
completitud del sistema ya que se describe como todas las identidades del modelo pueden
ser deducidas del sistema de axiomas. La seccio´n 3.7 presenta las definiciones y teoremas
que permiten demostrar la consistencia de los te´rminos traducidos de un diagrama FODA a
un te´rmino SPLA. La seccio´n 3.8 muestra la descripcio´n del mo´dulo de factibilidad, el cual
permitira´ determinar si existe algu´n producto que pertenezca al te´rmino P tal que cumpla
todas las restricciones del modelo. La seccio´n 3.9 muestra la descripcio´n de un caso de estu-
dio modelando un software para streaming de video. Este caso de estudio estara´ compuesto
por la descripcio´n del modelo de variabilidad, su traduccio´n a SPLA y el procesamiento
del modelo de acuerdo a las reglas de la sema´ntica operacional y denotacional. La imple-
mentacio´n del mo´dulo de factibilidad y de la sema´ntica denotacional sera´n descritos en la
seccio´n 3.10.
3.1. Sintaxis
La sintaxis esta´ compuesta por los principios y reglas necesarias para construir te´rminos
propios del a´lgebra. En este trabajo se definira´ una sintaxis que permita representar mode-
los de variabilidad utilizando FODA como modelo de referencia. Para definir la sintaxis, es
necesario definir previamente el conjunto de caracter´ısticas que formara´n el te´rmino SPLA,
denotado como F , el cual sera´ definido como el conjunto infinito de caracter´ısticas. Adema´s,
A, B, C. . . representara´n caracter´ısticas separadas, las cuales, a su vez, pertenecen a F .
Una vez definidos los s´ımbolos que describen a las caracter´ısticas del a´lgebra, deben ser
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definidos los s´ımbolos que representara´n a los operadores sema´nticos. En SPLA existen dos
tipos de operadores. Por un lado son definidos los operadores principales, como ·∨·, ·∧·, A; ·,
A; ·, A⇒ B in ·, A 6⇒ B in ·, los cuales tienen una correspondencia directa con los diagramas
FODA y, por otro lado, existen operadores auxiliares tales como nil, X, ·\A, · ⇒ A, que son
necesarios para definir la sema´ntica del lenguaje.
Definicio´n 3.1.1 Una l´ınea de productos software es un te´rmino generado por la siguiente
grama´tica:
P ::= X | nil | A;P | A;P |
P ∨Q | P ∧Q | A 6⇒ B in P |
A⇒ B in P | P\A | P ⇒ A
donde A, B ∈ F . Al conjunto de te´rminos que pertenezcan al a´lgebra se les conocera´ como
SPLA. uunionsq
Con el fin de evitar el uso de pare´ntesis innecesarios, se asume que los operadores binarios
son asociativos por la izquierda. Adema´s, se asume la siguiente precedencia en los operadores
(de mayor a menor prioridad): A;P , A;P , P ∨Q, P ∧Q, A 6⇒B in P , A⇒B in P , A⇒B in P ,
P\A, y P ⇒ A. De igual manera, para simplificar el procesamiento de los operadores de
seleccio´n u´nica (· ∨ ·) y de conjuncio´n o´ paralelo (· ∧ ·), la proposicio´n 3.3.8 enuncia que se
mantienen las propiedades de conmutatividad y asociatividad en e´stos, convirtie´ndolos en
operadores de aridad n en lugar de binarios.
La grama´tica descrita en la definicio´n 3.1.1 describe que un te´rmino SPLA es una secuencia
de operadores y caracter´ısticas que representa, una vez procesado, el conjunto de productos
va´lidos de la SPL. Ba´sicamente, un producto es un conjunto de caracter´ısticas que pueden
ser producidas a partir de un te´rmino SPLA.
A continuacio´n se procedera´ a describir el significado de cada operador. Adema´s se
ilustrara´, con ejemplos, co´mo deben ser procesados estos operadores empleando las reglas
sema´nticas definidas en las secciones posteriores. En la sintaxis propuesta existen dos s´ımbo-
los terminales, nil y X, los cuales son necesarios para definir la sema´ntica del lenguaje.
Estos s´ımbolos sera´n utilizados al final del co´mputo del te´rmino. En los casos donde pueda
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procesarse el s´ımbolo X, significara´ que ha sido generado un producto va´lido, por lo cual
sera´ necesario procesar inmediatamente el s´ımbolo terminal nil para indicar que no debe
ser procesado ningu´n otro elemento sinta´ctico en esa rama. Los operadores A;P y A;P per-
miten agregar la caracter´ıstica A a cualquier producto obtenido de P , donde el operador
A;P indica que A es obligatorio, mientras que A;P indica que A es opcional. Por ejemplo, el
te´rmino A; B;X representa una SPL con dos productos va´lidos. En este caso se obtiene un
producto con la caracter´ıstica A y otro con las caracter´ısticas A y B, ya que B es opcional.
Dentro de la definicio´n inicial de FODA existen dos operadores binarios, P ∨Q y P ∧Q,
donde el primero representa al operador de seleccio´n u´nica y el segundo al operador de
conjuncio´n. Por ejemplo, el te´rmino A;X ∨ (B;X ∨ C;X) generara´ tres productos va´lidos,
cada uno con una caracter´ıstica, esto es, el primero con la caracter´ıstica A, el segundo con
B y el tercero con C. Particularmente en este ejemplo, se muestran pare´ntesis agrupando
los operadores de seleccio´n u´nica, aunque es importante destacar que el operador ∨ es
conmutativo y asociativo, por lo que es posible reescribir el te´rmino anterior eliminando
los pare´ntesis de la siguiente manera, A;X ∨ B;X ∨ C;X. De esta forma, el significado de
este operador describe, ba´sicamente, que debe ser seleccionada una caracter´ıstica entre n
opciones. El te´rmino A; (B;X ∧ C;X) describe un te´rmino va´lido del a´lgebra que incluye al
operador de paralelo, esto es, un operador sema´ntico que permitira´ que las caracter´ısticas a
ambos lados del operador puedan ser procesadas donde, dependiendo si son procesadas las
reglas de la sema´ntica denotacional u operacional, se generara´ un so´lo producto va´lido con
todas las caracter´ısticas ({ABC}) o productos combinando el orden en que las caracter´ısticas
son producidas ({[ABC], [ACB]}), respectivamente.
La restricciones dentro de SPLA son modeladas de una manera sencilla e intuitiva. El
operador A⇒ B in P representa la restriccio´n de requerimiento, mientras que el operador
A 6⇒ B in P muestra la restriccio´n de exclusion. Por ejemplo, el te´rmino A ⇒ B in A;X
generara´ un producto va´lido con las caracter´ısticas A y B. De igual manera, si se considera el
te´rmino P = A; (B;X∨C;X), sera´n generados dos productos va´lidos. El primero contendra´ las
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caracter´ısticas A y B, mientras que el segundo contendra´ las caracter´ısticas A y C. Si al
te´rmino anterior se agrega la siguiente restriccio´n A 6⇒ B in P , entonces este nuevo te´rmino
generara´ un u´nico producto va´lido con las caracter´ısticas A y C. El operador P ⇒ A es
necesario para definir el comportamiento del operador de requerimiento A⇒ B in P . Al
generar los productos del te´rmino A⇒ B in P , se debe tener en cuenta si se ha procesado, o
no, la caracter´ıstica A. En el caso de haber sido computada, se debe marcar el te´rmino para
contemplar que la caracter´ıstica B debe ser procesada ma´s adelante. El operador P ⇒ B es
utilizado con este propo´sito. La misma condicio´n ocurre en el caso del operador P\B. Al
generarse los productos de A 6⇒ B in P , si A se procesa en algu´n punto, se debe marcar el
te´rmino para que B no sea incluida. De esta manera el operador P\B indica que B esta´ oculta.
3.2. Traduccio´n de FODA a SPLA
La tabla 3.1 muestra la descripcio´n gra´fica del proceso utilizado para traducir los dia-
gramas FODA a SPLA. De esta forma, utilizando las reglas descritas en esta tabla, cualquier
diagrama FODA puede ser traducido o representado utilizando la sintaxis de SPLA. Este pro-
ceso de traduccio´n de FODA a SPLA se lleva a cabo en tres pasos. Primero, se realiza la
traduccio´n del diagrama sin tener en cuenta las restricciones del modelo de variabilidad
FODA (requerimiento y exclusio´n). Seguidamente se deben traducir las restricciones de re-
querimiento. El orden de aparicio´n de las restricciones puede ser relevante, por lo que deben
agregarse todas las restricciones en el mismo orden en que fueron procesadas en el diagra-
ma. De esta forma, si la restriccio´n de requerimiento A ········· B y B ········· C esta´n en
el diagrama, tambie´n debe ser agregada la restriccio´n A ········· C . La proposicio´n 3.7.1
demuestra que, si varias restricciones son transitivas, entonces el orden en el que e´stas se
aplican no es relevante. Finalmente, se procesan las restricciones de exclusio´n. En este caso,
la proposicio´n 3.7.3 demuestra que el orden de las restricciones de exclusio´n no es relevante.
Esta traduccio´n se considera correcta por la proposicio´n 3.7.1 y la proposicio´n 3.7.3. Estas
proposiciones no han sido incluidas en esta seccio´n ya que es necesario presentar previamente
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Diagrama FODA Te´rmino SPLA
Caracter´ıstica A A;X
Paralelo
A
B1
P1
· · · BN
Pn
C1
Q1
· · · CN
Qn A; (B1; P1 ∧ · · · ∧ BN; Pn ∧ C1; Q1 ∧ · · · ∧ CN; Qn )
Seleccio´n u´nica
A
P Q
A;( P ∨ Q )
Requerimiento
A B
P
A⇒ B in P
Exclusio´n
A B
P
A 6⇒ B in P
Tabla 3.1: Traduccio´n de FODA a SPLA.
la definicio´n de la relacio´n de equivalencia, descrita en la seccio´n 3.3 (ver definicio´n 3.3.6).
Con el propo´sito de presentar de forma clara y sencilla los aspectos explicados en esta
seccio´n, la tabla 3.1 so´lo considera diagramas de seleccio´n u´nica con dos opciones. Sin
embargo, se pueden representar diagramas n-arios con diagramas de seleccio´n u´nica, ya
que, tal y como se hab´ıa comentado previamente, el operador ∨ en SPLA es conmutativo y
asociativo (ver proposicio´n 3.3.8).
La figura 3.2 muestra ejemplos del proceso de traduccio´n de diagramas FODA utilizando
las reglas descritas en la tabla 3.1.
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a
A
B
; A; B;X
b
A
B
; A; B;X
c
A
B C
; A; (B;X ∨ C;X)
d
A
B C
; A; (B;X ∧ C;X)
e
A
B C
; A; (B;X ∧ C;X)
f
A
B C
; B 6⇒ C in A; (B;X ∧ C;X)
g
A
B C
; B⇒ C in A; (B;X ∧ C;X)
Figura 3.2: Ejemplos de traducciones de diagramas FODA a te´rminos SPLA.
3.3. Sema´ntica Operacional
En la seccio´n anterior se ha definido la sintaxis del lenguaje para modelar SPLs utilizan-
do SPLA. Sin embargo, es necesario definir las reglas sema´nticas que permitan representar
el comportamiento del modelo. En esta seccio´n se define el sistema de etiquetado de tran-
siciones que permite representar cualquier te´rmino P ∈ SPLA. Las transiciones dentro del
sistema de etiquetado de transiciones son denotadas por el conjunto F ∪ {X}, siendo F
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[tick] X X−−→ nil [feat] A;P A−−→ P
[ofeat1] A;P
A−−→ P [ofeat2] A;P X−−→ nil
[cho1]
P
A−−→ P1
P ∨Q A−−→ P1
[cho2]
Q
A−−→ Q1
P ∨Q A−−→ Q1
[con1]
P
A−−→ P1
P ∧Q A−−→ P1 ∧Q
[con2]
Q
A−−→ Q1
P ∧Q A−−→ P ∧Q1
[con3]
P
X−−→ nil, Q X−−→ nil
P ∧Q X−−→ nil
[req1]
P
C−−→ P1, C 6= A
A⇒ B in P C−−→ A⇒ B in P1
[req2]
P
A−−→ P1
A⇒ B in P A−−→ P1 ⇒ B
[req3]
P
X−−→ nil
A⇒ B in P X−−→ nil
[excl1]
P
C−−→ P1, C 6= A ∧ C 6= B
A 6⇒ B in P C−−→ A 6⇒ B in P1
[excl2]
P
A−−→ P1
A 6⇒ B in P A−−→ P1\B
[excl3]
P
B−−→ P1
A 6⇒ B in P B−−→ P1\A
[excl4]
P
X−−→ nil
A 6⇒ B in P X−−→ nil
[forb1]
P
B−−→ P1, B 6= A
P\A B−−→ P1\A
[forb2]
P
X−−→ nil
P\A X−−→ nil
[mand1]
P
X−−→ nil
P ⇒ A A−−→ X
[mand2]
P
A−−→ P1
P ⇒ A A−−→ P1
[mand3]
P
B−−→ P1, A 6= B
P ⇒ A B−−→ P1 ⇒ A
A, B, C ∈ F , a ∈ F ∪ {X}
Figura 3.3: Reglas de la sema´ntica operacional de SPLA.
el conjunto de caracter´ısticas y X 6∈ F . En particular, si A ∈ F , la transicio´n P A−−→ Q
significa que existe un producto de P que contiene la caracter´ıstica A. De igual manera, las
transiciones de la forma P
X−−→ nil muestran cua´ndo se ha producido un producto va´lido.
Todas las reglas de la sema´ntica operacional que permiten representar diagramas FODA como
te´rminos SPLA se presentan en la figura 3.3.
Definicio´n 3.3.1 Dados los te´rminos P,Q ∈ SPLA y la caracter´ıstica A ∈ F ∪ {X}, existe
una transicio´n de P a Q etiquetada con el s´ımbolo A, denotado por P
A−−→ Q, si puede
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realizarse dicha transicio´n a partir de las reglas descritas en la figura 3.3. uunionsq
Antes de mostrar las propiedades de la sema´ntica operacional, se deben justificar las
reglas descritas en la figura 3.3, de la cual se obtendra´n los productos de la SPL, calculando
el conjunto de las trazas obtenidas al procesar todas las transiciones posibles de un te´rmino
P .
El significado intuitivo de la regla [tick] expresa que se ha alcanzado un estado en el
cual se ha generado un producto va´lido. Para lograr esto, es necesario el uso del operador
auxiliar nil, el cual no generara´ ninguna otra transicio´n. De esa forma, el procesamiento
de las reglas se detendra´. Esto tiene como consecuencia que la u´nica manera de generar
un producto va´lido es cuando se procesa un te´rmino P , tal que P
X−−→ nil. Al ser nil un
s´ımbolo auxiliar, nunca debera´ estar en un te´rmino inicial.
Las reglas [feat], [ofeat1], y [ofeat2] esta´n relacionadas directamente con el co´mputo
de las caracter´ısticas. La regla [ofeat2] muestra que se obtiene un producto va´lido sin tener
en cuenta una caracter´ıstica opcional, lo cual significa que esta regla define la diferencia
entre una caracter´ıstica obligatoria y una opcional. La caracter´ıstica A es opcional en P
porque P
A−−→ P1 y P X−−→ nil. En este caso la transicio´n P X−−→ nil muestra no so´lo que P
ha generado un producto va´lido, sino que tambie´n P puede procesar otras caracter´ısticas y
e´stas son opcionales.
Las reglas [cho1] y [cho2] esta´n relacionadas con el operador de seleccio´n u´nica, de
tal manera que al procesar P ∨ Q, se debe escoger entre las caracter´ısticas en P o las
caracter´ısticas en Q.
Las reglas [con1], [con2] y [con3] representan al operador de conjuncio´n o paralelo,
cuyas reglas principales son [con1] y [con2]. Estas reglas muestran que el operador de
paralelo es sime´trico, lo cual indica que cualquier producto de P ∧ Q debe contener las
caracter´ısticas de P y Q. La regla [con3] indica que para generar un producto va´lido,
ambas partes del operador de paralelo deben poder procesar la regla [tick].
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Las reglas [req1], [req2], y [req3] esta´n relacionadas con la restriccio´n de requerimien-
to, lo que significa, de manera general, que una vez es procesada una caracter´ıstica, otra
deba serlo de igual manera. La regla [req1] indica que A⇒ B in P se comporta como P
mientras que A no sea procesada. La regla [req2] indica que B es obligatoria una vez A es
procesada. Finalmente, la regla [req3] es necesaria por el lema 3.3.2, lo cual indica que si
las caracter´ısticas de la restriccio´n no fueron procesadas y P puede procesar [tick], entonces
sera´ generado un producto va´lido.
Las reglas de exclusio´n, es decir [excl1], [excl2],[excl3] y [excl4], modelan el compor-
tamiento de la restriccio´n de exclusio´n de una manera similar a las reglas de requerimiento.
La regla [excl1] indica que A 6⇒ B in P se comporta como P , siempre que P no produzca la
caracter´ıstica A o la caracter´ıstica B. La regla [excl2] indica que una vez P haya producido
la caracter´ıstica A, la caracter´ıstica B debe ser excluida u ocultada. La regla [excl3] describe
el mismo comportamiento anterior, con la diferencia de que toma como referencia la otra
caracter´ıstica de la restriccio´n, lo que significa que cuando la caracter´ıstica B es computada,
entonces la caracter´ıstica A debe ser excluida. La u´ltima regla de exclusio´n, [excl4], descri-
be de igual manera el comportamiento donde las caracter´ısticas de la restriccio´n no fueron
procesadas. As´ı, P puede procesar [tick], generando un producto va´lido.
Las reglas [forb1] y [forb2] hacen referencia a los operadores de ocultamiento intro-
ducidos por las reglas [excl2] y [excl3], donde [forb1] establece que mientras que no sea
procesada la caracter´ıstica oculta, el te´rmino podra´ seguir siendo procesado, mientras que
la regla [forb2] indica que una vez procesadas todas las caracter´ısticas, si no se encuentra
la caracter´ıstica oculta, entonces estara´ permitido generar un producto va´lido.
Las reglas [mand1], [mand2] y [mand3] esta´n relacionadas con el operador auxiliar
P ⇒ A. La regla [mand1] indica que la caracter´ıstica A debe ser procesada antes de que sea
generado un producto va´lido. La regla [mand2] hace referencia a que, una vez procesada la
caracter´ıstica asociada a la relacio´n P ⇒ A, entonces este operador debe ser eliminado del
te´rmino restante. En el caso de [mand3] se indica que, si no se procesa la caracter´ıstica de
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la relacio´n P ⇒ A, entonces se mantendra´ e´sta dentro del te´rmino hasta que sea procesada.
En caso contrario, si el te´rmino se procesa por completo, se ejecutara´ [mand1] para generar
el producto va´lido.
A continuacio´n se procedera´ a describir algunas propiedades de la sema´ntica operacional.
Se consideran productos va´lidos los obtenidos al encontrar transiciones etiquetadas con
el s´ımbolo X. En este punto no pueden obtenerse, o procesarse, ma´s caracter´ısticas de la
rama correspondiente, con lo que se establece el siguiente lema.
Lema 3.3.2 Dados los te´rminos P,Q ∈ SPLA, si P X−−→ Q entonces Q = nil.
Demostracio´n: La demostracio´n es realizada por induccio´n al derivar P
X−−→Q. Es necesario
observar que, para todas las reglas que producen transiciones como P
X−−→ Q se puede
observar que Q es nil.
uunionsq
Una vez definida la sema´ntica operacional del a´lgebra, es posible definir el concepto de
las trazas de una SPL y, seguidamente, sus productos.
Definicio´n 3.3.3 Una traza es una secuencia s ∈ F∗, donde la traza vac´ıa sera´ denotada
por . Dadas las trazas s1 y s2, se define la concatenacio´n de s1 y s2 como s1 · s2. Dada la
caracter´ıstica A ∈ F y la traza s, se dice que A pertenece a la traza s, escrito como A ∈ s, si
y solo si existen trazas s1 y s2 tal que s = s1 · A · s2.
Adema´s, es posible extender las transiciones descritas en la definicio´n 3.3.1 a trazas.
Dados los te´rminos P,Q,R ∈ SPLA, se define de manera inductiva la transicio´n P s−−→ R de
la siguiente manera.
P
−→ P .
Si P
A−−→ Q y Q s−−→ R, entonces P A·s−−→ R.
uunionsq
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So´lo las trazas terminadas con el s´ımbolo X sera´n consideradas como productos va´lidos.
De esta forma, para obtener los productos de una SPL, es necesario obtener todas trazas
exitosas terminadas con el s´ımbolo X. Es importante destacar que el s´ımbolo X no es una
caracter´ıstica, sino un s´ımbolo auxiliar que describe la construccio´n de un producto va´lido
y, por esa razo´n, no se incluye al calcular el conjunto de los productos va´lidos de la SPL.
Definicio´n 3.3.4 Dado el te´rmino P ∈ SPLA y s ∈ F∗, s es una traza exitosa de P , escrita
como s ∈ tr(P ), si y solo si P s−−→ Q X−−→ nil. uunionsq
El orden en el que las caracter´ısticas son producidas no se modela en FODA. Por esta
razo´n, trazas distintas podr´ıan representar el mismo producto. Por ejemplo, el producto
obtenido de la traza AB es el mismo que el representado por la traza BA. De esta forma, para
obtener los productos de una SPL se debe considerar el conjunto resultante de las trazas.
Definicio´n 3.3.5 Dada la traza s, el conjunto inducido por la traza escrito como [s], es el
conjunto obtenido de los elementos de la traza sin considerar su posicio´n dentro de ella.
Dado un te´rmino P ∈ SPLA, se definen los productos de P como prod (P ), tal que,
prod (P ) = {[s] | s ∈ tr(P )}. uunionsq
Seguidamente se muestra un ejemplo donde las posibles trazas del te´rmino P = A; (B;X∧
C;X), son:
P
A−−→ B;X ∧ C;X X−−→ nil
P
A−−→ B;X ∧ C;X B−−→ X ∧ C;X X−−→ nil
P
A−−→ B;X ∧ C;X B−−→ X ∧ C;X C−−→ X ∧X X−−→ nil
P
A−−→ B;X ∧ C;X C−−→ B;X ∧X X−−→ nil
P
A−−→ B;X ∧ C;X C−−→ B;X ∧X B−−→ X ∧X X−−→ nil
Entonces, tr(P ) = {A, AB, ABC, AC, ACB} y prod (P ) = {[A], [AB], [ABC], [AC]}, ya que [ABC] =
[ACB].
Para ilustrar el procesamiento de las reglas de la sema´ntica operacional, se utilizara´n los
ejemplos presentados en la figura 3.2.
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aA; B;X
B;X
nil X
nil
A [feat]
[ofeat2] X B [ofeat1]
[nil] X
b
A; B;X
B;X
X
nil
A [feat]
B [feat]
[nil] X
c
A; (B;X ∨ C;X)
B;X ∨ C;X
X X
nilnil
A [feat]
B [cho1] C [cho2]
X [nil] X [nil]
a prod
(
A; B;X
)
=
{
[A], [AB]
}
b prod (A; B;X) =
{
[AB]
}
c prod (A; (B;X ∨ C;X)) = { [AB] , [AC] }
Figura 3.4: Aplicacio´n de las reglas de la sema´ntica operacional para los operadores [feat],
[ofeat] y [cho].
En los ejemplos a y b de la figura 3.4 se observa el comportamiento de las reglas que
convierten una caracter´ıstica en opcional o hacen que sea obligatoria. En el ejemplo a, la
caracter´ıstica B es opcional, mientras, que en b es obligatoria. Esta condicio´n se muestra en
el ejemplo b, puesto que existe un te´rmino correspondiente a la transicio´n B;X X−−→ nil, el
cual no existe en el ejemplo a.
Para el ejemplo c de la figura 3.4 y el ejemplo d de la figura 3.5 puede observarse
la diferencia entre el operador de de seleccio´n u´nica y conjuncio´n, respectivamente. En el
operador de seleccio´n u´nica, la parte no necesaria para procesar la siguiente caracter´ıstica
desaparece, mientras que en el operador de conjuncio´n se mantiene, ya que debera´ procesarse
en estados posteriores. Como resultado del procesamiento del te´rmino en el ejemplo c, se
obtienen las trazas AB y AC, obteniendo dos productos distintos [AB] y [AC]. Por el contrario,
las trazas del ejemplo d son ABC y ACB, generando un u´nico producto va´lido, [ABC]. En el
ejemplo e se muestra el mismo te´rmino que en el ejemplo d con la u´nica diferencia, de que
39
dA; (B;X ∧ C;X)
B;X ∧ C;X
X ∧ C;X B;X ∧X
X ∧XX ∧X
nilnil
A [feat]
B [con1] C [con2]
C [con2] B [con1]
X [con3]X [con3]
e
A; (B;X ∧ C;X)
B;X ∧ C;X
X ∧ C;X BX ∧X
X ∧X
X ∧X nil
nil
nil
A [feat]
B [con1] C [con2]
C [con2]
B [con1] X [con3] [ofeat2]
X [con3]
X [con3]
d prod (A; (B;X ∧ C;X)) = { [ABC] }
e prod
(
A; (B;X ∧ C;X)) = { [ABC] , [AC] }
Figura 3.5: Aplicacio´n de las reglas de la sema´ntica operacional para el operador [con].
la caracter´ıstica B es opcional, generando los productos [ABC] y [AC].
La figura 3.6, en sus ejemplos f y g, describe el comportamiento de los operadores de
exclusio´n y requerimiento, mostrando que una vez utilizadas estas reglas sema´nticas, sera´n
procesados los operadores auxiliares de ocultamiento y obligatoriedad, respectivamente.
Una vez calculados los productos de una SPL, se define la relacio´n de equivalencia entre
ellos.
Definicio´n 3.3.6 Dados los te´rminos P,Q ∈ SPLA, se establece que P y Q son equivalentes,
denotado por P ≡ Q, si los productos derivados de ambas SPLs son los mismos, esto es,
prod (P ) = prod (Q). uunionsq
Puesto que la relacio´n ≡ esta´ basada en la igualdad de los conjuntos, es tambie´n una
relacio´n de equivalencia. En la seccio´n 3.4 se demuestra que esta afirmacio´n es tambie´n una
congruencia.
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fB 6⇒ C in A; (B;X ∧ C;X)
B 6⇒ C in (B;X ∧ C;X)
(X ∧ C;X)\C nil
(B;X ∧X)\B
nil
nil
A [feat] [excl1]
B [excl2]
X [con3] [ofeat2]
C [excl3]
X [ofeat2] [forb2]
X [ofeat2] [forb2]
g
B⇒ C in A; (B;X ∧ C;X)
B⇒ C in (B;X ∧ C;X)
(X ∧ C;X)⇒ C nil B⇒ C in (B;X ∧X)
X
nil
(X ∧X)⇒ C
X
nil
nil
A [feat] [excl1]
B [req2] X [con3] C [con2]
C [mand1] [mand2]
X [ofeat2] [con3]
B [ofeat2] [con3]
X [nil] C [mand1]
X [nil]
f prod
(
B 6⇒ C in A;
(B;X ∧ C;X)
)
=
{
[A], [AB] , [AC]
}
g prod
(
B⇒ C in A;
(B;X ∧ C;X)
)
=
{
[ABC] , [A], [AC]
}
Figura 3.6: Aplicacio´n de las reglas de la sema´ntica operacional para los operadores [excl]
y [mand].
Proposicio´n 3.3.7 Dados los te´rminos P,Q,R ∈ SPLA, las siguientes propiedades se man-
tienen:
P ≡ P .
Si P ≡ Q entonces Q ≡ P .
Si P ≡ Q y Q ≡ R entonces P ≡ R.
uunionsq
Seguidamente se muestran propiedades ba´sicas del a´lgebra, tales como la conmutatividad
y asociatividad de los operadores binarios. Estas propiedades son importantes ya que nos
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permiten extender los operadores binarios a operadores n-arios
Proposicio´n 3.3.8 Dados los te´rminos P,Q,R ∈ SPLA, las siguientes propiedades se man-
tienen:
Conmutatividad P ∨Q ≡ Q ∨ P y P ∧Q ≡ Q ∧ P .
Asociatividad P ∨ (Q ∨R) ≡ (P ∨Q) ∨R y P ∧ (Q ∧R) ≡ (P ∧Q) ∧R.
uunionsq
3.4. Sema´ntica Denotacional
La sema´ntica denotacional es una representacio´n ma´s abstracta que la sema´ntica opera-
cional, ya que no depende de reglas que definen las transiciones entre un estado y otro. La
descripcio´n de esta sema´ntica permitira´ dar un significado a la construccio´n de modelos de
variabilidad representados por FODA, a trave´s de una serie de funciones sema´nticas descritas
en secciones posteriores. As´ı se definira´n las funciones que describen el comportamiento del
modelo sin importar de la forma en que son procesadas.
En esta seccio´n se describe la sema´ntica denotacional para SPLA. Para poder definir esta
sema´ntica, es necesario establecer previamente el dominio matema´tico donde los elementos
sinta´cticos de SPLA sera´n representados.
Como se ha descrito en la seccio´n 3.3, la sema´ntica de cualquier expresio´n SPLA esta´ de-
finida por su conjunto de productos, donde cada producto puede ser descrito por sus ca-
racter´ısticas. Una vez definido el dominio matema´tico necesario, P(P(F))1, siendo F el
conjunto de caracter´ısticas, sera´ necesario definir un operador sema´ntico para cada opera-
dor sinta´ctico en SPLA. Esto se consigue mediante la siguiente definicio´n.
Definicio´n 3.4.1 Dados los conjuntos de productos P,Q ∈ P(P(F)) y las caracter´ısticas
A, B ∈ F , se definen los siguientes operadores:
1Si X es un conjunto, P(X) describe el superconjunto de X.
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[[nil]] = ∅
[[X]] = {∅}
[[A; ·]] : P(P(F)) 7→ P(P(F)) como
[[A; ·]](P ) = {{A} ∪ p | p ∈ P}
[[A; ·]] : P(P(F)) 7→ P(P(F)) como
[[A; ·]](P ) = {∅} ∪ {{A} ∪ p | p ∈ P}
[[· ∨ ·]] : P(P(F))× P(P(F)) 7→ P(P(F)) como
[[· ∨ ·]](P,Q) = P ∪Q
[[· ∧ ·]] : P(P(F))× P(P(F)) 7→ P(P(F)) como
[[· ∧ ·]](P,Q) = {p ∪ q | p ∈ P, q ∈ Q}
[[A⇒ B in ·]] : P(P(F)) 7→ P(P(F)) como
[[A⇒ B in ·]](P ) = {p | p ∈ P, A 6∈ p}∪
{p ∪ {B} | p ∈ P, A ∈ p}
[[A 6⇒ B in ·]] : P(P(F)) 7→ P(P(F)) como
[[A 6⇒ B in ·]](P ) = {p | p ∈ P, A 6∈ p}∪
{p | p ∈ P, B 6∈ p}
[[· ⇒ A]] : P(P(F)) 7→ P(P(F)) como
[[· ⇒ A]](P ) = {p ∪ {A} | p ∈ P}
[[·\A]] : P(P(F)) 7→ P(P(F)) como
[[·\A]](P ) = {p | p ∈ P, A 6∈ p}
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a
[[X]] ={∅}
[[B;X]] =[[B; ·]]([[X]]) = [[B; ·]]({∅}) = {∅, {B}}
[[A; B;X]] =[[A; ·]]([[B;X]]) = [[A; ·]]({∅} ∪ {B}) =
{{A}, {A, B}}
b
[[B;X]] =[[B; ·]]([[X]]) = [[B; ·]]({∅}) = {{B}}
[[A; B;X]] =[[A; ·]]([[B;X]]) = [[A; ·]]({B}) = {{A, B}}
c
[[B;X]] ={{B}}
[[C;X]] ={{C}}
[[B;X ∨ C;X]] =[[· ∨ ·]]([[B;X]], [[C;X]]) =
[[B;X]] ∪ [[C;X]] = {{B}, {C}}
[[A; (B;X ∨ C;X)]] =[[A; ·]]([[B;X ∨ C;X]]) =
[[A; ·]]({{B}, {C}}) = {{A, B}, {A, C}}
d
[[B;X ∧ C;X]] =[[· ∧ ·]]([[B;X]], [[C;X]]) =
[[· ∧ ·]]({{B}}, {{C}}) ={{B, C}}
[[A; (B;X ∧ C;X)]] =[[A; ·]]({{B, C}}) =
{{A, B, C}}
e
[[B;X ∧ C;X)]] =[[· ∧ ·]]({∅, {B}}, {{C}}) =
{{C}, {B, C}}
[[A; (B;X ∧ C;X)]] =[[A; ·]]([[B;X ∧ C;X)]]) =
[[A; ·]]({{C}, {B, C}}) =
{{A, C}, {A, B, C}}
f
[[B;X ∧ C;X]] =[[· ∧ ·]]([[B;X]], [[C;X]]) =
[[· ∧ ·]]({∅, {B}}, {∅, {C}}) =
{∅, {B}, {C}, {B, C}}
[[A; (B;X ∧ C;X)]] =[[A; ·]]([[B;X ∧ C;X]]) =
[[A; ·]]({∅, {B}, {C}, {B, C}}) =
{{A}, {A, B}, {A, C}, {A, B, C}}[[
B 6⇒ C in A;
(B;X ∧ C;X)
]]
=[[B 6⇒ C in ·]]
( {{A}, {A, B},
{A, C}, {A, B, C}}
)
=
{{A}, {A, C}, {A, B}}
g[[
B⇒ C in A;
(B;X ∧ C;X)
]]
=[[B⇒ C in ·]]
( {{A}, {A, B},
{A, C}, {A, B, C}}
)
=
{{A}, {A, B, C}, {A, C}}
Figura 3.7: Aplicacio´n de las reglas de la sema´ntica denotacional.
uunionsq
Con estos operadores sobre conjuntos de productos se puede definir la sema´ntica denota-
cional de cualquier expresio´n SPLA, la cual se define inductivamente de la manera habitual.
Definicio´n 3.4.2 La sema´ntica denotacional de SPLA se define inductivamente median-
te la funcio´n [[·]] : SPLA → P(P(F)), tal que, para cualquier operador n-ario2 op ∈
{nil,X, A; ·, A; ·, · ∨ ·, · ∧ ·, A⇒ B in ·, A 6⇒ B in ·, · ⇒ A, ·\A}:
[[op(P1, . . . Pn)]] = [[op]]([[P1]], . . . , [[Pn]])
uunionsq
Con el fin de ilustrar la sema´ntica denotacional descrita, se ha aplicado e´sta a los ejemplos
presentados en la figura 3.2. Los resultados obtenidos se presentan en la figura 3.7.
2nil y X son operadores 0-arios. A; ·, A; · A⇒ B in ·, A 6⇒ B in ·, · ⇒ A, ·\A son operadores 1-arios. · ∨ · y
· ∧ · son operadores binarios.
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El resto de esta seccio´n esta´ dedicada a comprobar que el conjunto de los productos ge-
nerados por la sema´ntica operacional coincida con los productos generados por la sema´ntica
denotacional. Para ello, se definen los resultados auxiliares que relacionan la sema´ntica
operacional con los operadores denotacionales de la definicio´n 3.4.1.
El primer resultado esta´ relacionado a la finalizacio´n de la construccio´n de la traza,
donde los productos de una SPL se generan desde las hojas del a´rbol sinta´ctico, hasta la
ra´ız. Esto significa que el primer producto procesado por la sema´ntica denotacional es el
producto sin caracter´ısticas, donde se muestra que {∅} = prod (X) = [[X]]. Sin embargo,
∅ = prod (nil) = [[nil]].
Lema 3.4.3 Dado el te´rmino P ∈ SPLA, si P X−−→ nil, entonces ∅ ∈ [[P ]].
Demostracio´n: Se demuestra por induccio´n sobre la longitud de la transicio´n P
X−−→ nil.
Consideremos que tiene longitud n.
n = 0: Existen dos casos: P = X y P = A;P , para ambos casos ∅ ∈ [[P ]].
n > 1: En este caso, se deben analizar las reglas que producen P
X−−→ nil. Estas
reglas son [cho1], [cho2], [con3], [req3], [excl4] y [forb2].
• Reglas [cho1] y [cho2]: Estas reglas son sime´tricas, de tal manera que centrare-
mos la demostracio´n en una de ellas, por ejemplo [cho1]. En este caso P = P1∨P2
y P1
X−−→ nil. Por induccio´n, ∅ ∈ [[P1]] utilizando la definicio´n 3.4.1, se obtiene
∅ ∈ [[P ]].
• Regla [con3]: En este caso P = P1∧P2, P1 X−−→ nil y P2 X−−→ nil. Por induccio´n
∅ ∈ [[P1]] y ∅ ∈ [[P2]]. Se obtiene el resultado por medio de la definicio´n 3.4.1.
• Regla [req3]: En este caso P = A ⇒ B in P1 y P1 X−−→ nil. Por induccio´n
∅ ∈ [[P1]]. Desde que A 6∈ ∅ utilizando la definicio´n 3.4.1, se obtiene ∅ ∈ [[P ]].
• Regla [excl4]: En este caso P = A 6⇒ B in P1 y P1 X−−→ nil. Por induccio´n
∅ ∈ [[P1]]. Desde que A 6∈ ∅ y B 6∈ ∅ utilizando la definicio´n 3.4.1, se obtiene
∅ ∈ [[P ]].
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• Regla [req3]: En este caso P = P1\A y P1 X−−→ nil. Por induccio´n ∅ ∈ [[P1]].
Desde que A 6∈ ∅ utilizando la definicio´n 3.4.1, se obtiene ∅ ∈ [[P ]].
uunionsq
A continuacio´n se presenta un lema para cada operador de la sintaxis. Cada lema in-
dica que su correspondiente operador sema´ntico esta´ definido en la definicio´n 3.4.1. Estos
resultados son necesarios para el caso inductivo del teorema 3.4.12.
Proposicio´n 3.4.4 Dado el te´rmino P ∈ SPLA y la caracter´ıstica A ∈ F , entonces
prod (A;P ) = [[A; ]](prod (P )).
Demostracio´n: Dado que la u´nica regla de la sema´ntica operacional que puede ser aplicada al
te´rmino A;P es [feat], se obtiene tr(A;P ) = {A·s | s ∈ tr(P )}. As´ı, prod (A;P ) = {A∪p | p ∈
prod (P )}, que se corresponde con la definicio´n de [[A; ]](prod (P )) (ver definicio´n 3.4.1). uunionsq
Proposicio´n 3.4.5 Dado el te´rmino P ∈ SPLA y la caracter´ıstica A ∈ F , entonces
prod
(
A;P
)
= [[A; ]](prod (P )).
Demostracio´n: Las reglas de la sema´ntica operacional que pueden ser aplicadas a A;P son
[ofeat1] y [ofeat2]. Con lo que se obtiene tr(A;P ) = {X} ∪ {A · s | s ∈ tr(P )}. Por lo
tanto, prod
(
A;P
)
= {∅} ∪ {A ∪ p | p ∈ prod (P )}, que corresponde con la definicio´n de
[[A; ]](prod (P )) (ver definicio´n 3.4.1). uunionsq
Proposicio´n 3.4.6 Dados los te´rminos P, P ′ ∈ SPLA, entonces
prod (P ∨ P ′) = [[∨]](prod (P ) , prod (P ′)).
Demostracio´n: De las reglas de la sema´ntica operacional [cho1] y [cho2] se obtiene tr(P ∨
P ′) = tr(P ) ∪ tr(P ′). De tal manera que
prod (P ∨ P ′) = prod (P ) ∪ prod (P ′) = [[∨]](prod (P ) , prod (P ′))
uunionsq
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Proposicio´n 3.4.7 Dados los te´rminos P, P ′ ∈ SPLA y las caracter´ısticas A, B ∈ F , entonces
prod (P ∧ P ′) = [[∧]](prod (P ) , prod (P ′)).
Demostracio´n: Primero, conside´rese [s] ∈ prod (P ∧ P ′), sera´ demostrado que la traza
[s] ∈ [[∧]](prod (P ) , prod (P ′)) por induccio´n de la longitud de s.
s = : En este caso, [s] = ∅ y P ∧ P ′ X−−→ nil. Solo es posible aplicar la regla de
la sema´ntica operacional [con3] para obtener esta transicio´n. Entonces P
X−−→ nil y
P ′ X−−→ nil. As´ı ∅ ∈ prod (P ) y ∅ ∈ prod (P ′). Entonces, se cumple que [s] = ∅ ∈
[[∧]](prod (P ) , prod (P ′)) por la definicio´n 3.4.1.
s = A · s′: En este caso, P ∧ P ′ A−−→ P ′′. Es posible aplicar las reglas de la sema´ntica
operacional [con1] o [con2] para obtener esta transicio´n. La regla [con2] es sime´trica
con respecto a la regla [con1], entonces es posible concentrarse en [con1]. P1 existe,
as´ı que P
A−−→ P1, P ′′ = P1 ∧ P ′ y [s′] ∈ prod (P1 ∧ P ′). Por induccio´n se obtiene
que [s′] ∈ [[∧]](prod (P1) , prod (P ′)), as´ı que existen productos p1 ∈ prod (P1) y p2 ∈
prod (P ′) tal que [s′] = p1 ∪ p2. Conside´rese la traza s1 ∈ tr(P1) de tal manera que
[s1] = p1. Entonces
[s] = {A} ∪ [s′] = {A} ∪ p1 ∪ p2 = ({A} ∪ [s1]) ∪ p2
Finalmente es obtenido el resultado por la definicio´n 3.4.1 desde que A · s1 ∈ tr(P ) y
p2 ∈ prod (P ′).
Ahora conside´rese p ∈ [[∧]](prod (P ) , prod (P ′)). Utilizando la definicio´n 3.4.1 existen
p1 ∈ prod (P ) y p2 ∈ prod (P ′) tal que p = p1∪p2. Entonces, existen las trazas satisfactorias
s1 ∈ tr(P ) y s2 ∈ tr(P ′) tal que [s1] = p1 y [s2] = p2. La demostracio´n es realizada por
induccio´n sobre la suma de las longitudes de s1 y s2.
len(s1) + len(s2) = 0: Entonces, s1 = , s2 =  y p = ∅. En este caso se tienen las
transiciones P
X−−→ nil y P ′ X−−→ nil. Al aplicar la regla [con5], se obtiene la transicio´n
P ∧ P ′ X−−→ nil. Por lo tanto ∅ ∈ prod (P ∧ P ′).
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len(s1) + len(s2) > 0: Suponemos que s1 = A · s′1, (el caso s2 = A · s2 es sime´trico).
Entonces, existe una transicio´n P
A−−→ P1 tal que s′1 es una traza satisfactoria de P1.
Utilizando la definicio´n 3.4.1, [s′1] ∪ [s2] ∈ [[∧]](prod (P1) , prod (P ′)). Por induccio´n
se obtiene que [s′1] ∪ [s2] ∈ prod (P1 ∧ P ′). Al aplicar la regla [con1], obtenemos la
transicio´n P ∧ P ′ A−−→ P1 ∧ P ′. Entonces {A} ∪ [s′1] ∪ [s2] ∈ prod (P ∧ P ′). De esta
manera se obtiene el resultado deseado ya que [s1] = {A} ∪ [s′1].
uunionsq
Proposicio´n 3.4.8 Dados los te´rminos P, P ′ ∈ SPLA y las caracter´ısticas A, B ∈ F , entonces
prod (P ⇒ A) = [[· ⇒ A]](prod (P )).
Demostracio´n:
Primero sera´ demostrado
prod (P ⇒ A) ⊆ [[· ⇒ A]](prod (P ))
Entonces, conside´rese p ∈ prod (P ⇒ A). Una traza satisfactoria s ∈ tr(P ⇒ A), existe de
tal manera que [s] = p. Se demostrara´ que p ∈ [[· ⇒ A]](prod (P )) por induccio´n sobre la
longitud de s. Por la regla de la sema´ntica operacional [mand1], s 6= . As´ı que el caso
base se da cuando s = A (p = {A}). Tambie´n, por la regla [mand1] se obtiene la transicio´n
P
X−−→ nil, entonces ∅ ∈ prod (P ). Por lo tanto, por la definicio´n 3.4.1 p = {A} ∪∅ ∈ [[· ⇒
A]](prod (P )).
Conside´rese s = B ·s′. Si A = B, se obtiene la transicio´n P ⇒ A A−−→P1 y s′ ∈ tr(P1). Esta
transicio´n solo puede ser deducida mediante la regla [mand2]. Por lo tanto, P
A−−→ P1 y
s ∈ tr(P ). Para obtener el resultado solo es necesario tomar en cuenta que la caracter´ıstica
A ∈ [s], entonces [s] = {A} ∪ [s]. Si A 6= B, se obtiene la transicio´n P ⇒ A B−−→ P1 ⇒ A y
s′ ∈ tr(P1 ⇒ A). Esta transicio´n, solo puede ser deducida utilizando la regla [mand3]. Por
lo tanto, P
B−−→ P1. Por induccio´n, se obtiene que [s′] ∈ [[· ⇒ A]](prod (P1)). As´ı, mediante
la definicio´n 3.4.1, existe un p ∈ prod (P1), tal que p1 ∪ {A} = [s′]. Tambie´n, debe existir
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s1 ∈ tr(P1), tal que [s1] = p1. De esta manera puede observarse que B · s1 ∈ tr(P ),
as´ı {B} ∪ p1 ∈ prod (P ). Entonces,
p = [s] = {B} ∪ [s′] = {B} ∪ p1 ∪ {A} ∈ [[· ⇒ A]](prod (P ))
Ahora se debe demostrar que
[[· ⇒ A]](prod (P )) ⊆ prod (P ⇒ A)
Conside´rese, que p ∈ [[· ⇒ A]](prod (P ). Entonces, utilizando la definicio´n 3.4.1, existe un
producto p′ ∈ prod (P ), tal que p = p′ ∪ {A}. Tambie´n, existe una traza s ∈ tr(P ), tal que
[s] = p′. Sera´ demostrado que el producto p ∈ prod (P ⇒ A) por induccio´n de la longitud
de s.
s = : En este caso se tiene que P
X−−→ nil y p′ = ∅. Entonces, al aplicar las reglas
de la sema´ntica operacional [mand1] y [tick], se obtiene
P ⇒ A A−−→ X X−−→ nil
De esta manera, p = p′ ∪ {A} = {A} ∈ prod (P ⇒ A).
s = A·s′: En este caso se tiene la transicio´n P A−−→P ′ y la traza s′ ∈ tr(P ′). Entonces,
mediante la regla de la sema´ntica operacional [mand2], se obtiene que P ⇒ A A−−→ P ′.
Por lo tanto, s ∈ tr(P ⇒ A). Para obtener el resultado, es suficiente tomar en cuenta
que A ∈ [s], entonces p = p′ ∪ {A} = [s] ∪ {A} = [s].
s = B · s′ con A 6= B: En este caso se tiene P B−−→ P ′ y s′ ∈ tr(P ′). Por medio de la
definicio´n 3.4.1, se obtiene
{A} ∪ [s′] ∈ [[· ⇒ A]](prod (P ′))
Y por induccio´n, se obtiene
{A} ∪ [s′] ∈ prod (P ′ ⇒ A)
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Existe una traza s′′ ∈ tr(P ′ ⇒ A), tal que [s′′] = {A}∪[s′]. Al aplicar la regla [mand3],
se obtiene que P ⇒ A B−−→ P ′ ⇒ A. Finalmente, ya que B · s′′ ∈ tr(P ⇒ A), se obtiene
p = p′ ∪ {A} = [s] ∪ {A} = {B} ∪ [s′] ∪ {A} = {B} ∪ [s′′] ∈ prod (P ⇒ A)
uunionsq
Proposicio´n 3.4.9 Dados los te´rminos P, P ′ ∈ SPLA y las caracter´ısticas A, B ∈ F , entonces
prod (P\A) = [[·\A]](prod (P )).
Demostracio´n: Primero es necesario demostrar que
prod (P\A) ⊆ [[·\A]](prod (P ))
Conside´rese el producto p ∈ prod (P\A). Una traza satisfactoria s ∈ tr(P\A), existe de tal
manera que [s] = p. Se mostrara´ que p ∈ [[·\A]](prod (P )) por induccio´n sobre la longitud de
s.
s = : En este caso, se tiene que p = ∅ y P\A X−−→ nil. La u´nica regla que puede
aplicarse es la regla [forb2], as´ı que, P
X−−→ nil. Empleando el lema 3.4.3, entonces
∅ ∈ prod (P ). Utilizando la definicio´n 3.4.1 se obtiene que p = ∅ ∈ prod (P\A).
s = B·s′: En este caso, P\A B−−→P ′\A y s′ ∈ tr(P ′\A). Ya que la traza s es satisfactoria,
s′ tambie´n es satisfactoria. As´ı que [s′] ∈ prod (P ′\A). Por induccio´n se obtiene que
[s′] ∈ [[·\A]](P ′), por lo tanto [s′] ∈ prod (P ′) y A 6∈ [s′]. La regla [forb1], es la u´nica
regla de la sema´ntica operacional que puede utilizarse para deducir P\A B−−→ P ′\A,
para as´ı obtener B · s′ ∈ tr(P ) y B 6= A. Por lo tanto, [s] ∈ tr(P ) y A 6∈ [s], entonces
utilizando la definicio´n 3.4.1, se obtiene que p = [s] ∈ [[·\A]](prod (P )).
Ahora se debe demostrar
[[·\A]](prod (P )) ⊆ prod (P\A)
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Conside´rese el producto p ∈ [[·\A]](prod (P )). Utilizando la definicio´n 3.4.1, p ∈ prod (P ) y
A 6∈ p. Por lo tanto, existe una traza satisfactoria s ∈ tr(P ), tal que [s] = p. Desde que
A 6∈ [s], se obtiene que s es una traza satisfactoria de P\A. Por lo tanto, p = [s] ∈ prod (P\A).
uunionsq
Proposicio´n 3.4.10 Dados los te´rminos P, P ′ ∈ SPLA y las caracter´ısticas A, B, C ∈ F ,
entonces prod (A⇒ B in P ) = [[A⇒ B in ·]](prod (P )).
Demostracio´n: Primero, se debe demostrar que
prod (A⇒ B in P ) ⊆ [[A⇒ B in ·]](prod (P ))
Entonces, conside´rese el producto p ∈ prod (A⇒ B in P ). Existe una traza satisfactoria
s ∈ tr(A⇒ B in P ), tal que [s] = p. Sera demostrado, que p ∈ [[A⇒ B in ·]](prod (P )) por
induccio´n sobre la longitud de s.
s = : En este caso, se tiene la transicio´n
prod (A⇒ B in P ) X−−→ nil
La u´nica regla de la sema´ntica operacional que puede aplicarse, es la regla [req3].
Entonces, P
X−−→ nil, y por lo tanto ∅ ∈ prod (P ). De esta manera y utilizando
definicio´n 3.4.1, se obtiene que ∅ ∈ [[A⇒ B in ·]](prod (P )).
s = C · s′ con C 6= A: En este caso, se tiene la transicio´n A⇒ B in P C−−→ P ′. Si
A 6= C, utilizando la regla [req1], se obtiene que P ′ = A⇒ B in P1 con P C−−→ P1 y
s′ ∈ tr(A⇒ B in P1). Por induccio´n, se obtiene que [s′] ∈ [[A⇒ B in ·]](prod (P1)).
Mediante el uso de la definicio´n 3.4.1, se obtienen dos casos:
• A 6∈ [s′]: En este caso [s′] ∈ prod (P1), por lo tanto {C} ∪ [s′] ∈ prod (P ),
y desde que C 6= A utilizando la definicio´n 3.4.1, se obtiene que {C} ∪ [s′] ∈
[[A⇒ B in ·]](prod (P ))
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• A ∈ [s′]: En este caso, utilizando la definicio´n 3.4.1, existe una traza s′′ ∈ tr(P1),
tal que [s′] = [s′′] ∪ {B}. Por medio de la definicio´n 3.4.1, se obtiene que {C} ∪
[s′] ∪ {B} ∈ [[A⇒ B in ·]](prod (P )).
s = A · s′: En este caso, se tiene la transicio´n
A⇒ B in P A−−→ P ′
Desde que la u´nica regla de la sema´ntica operacional que es aplicable es la regla [req2],
se obtiene que existe un te´rmino P1 ∈ SPLA, tal que P A−−→ P1, P ′ = P1 ⇒ B y
s′ ∈ tr(P1 ⇒ B). Utilizando el lema 3.4.8, se obtiene que [s′] ∈ [[· ⇒ B]]prod (P1).
Empleando la definicio´n 3.4.1, existe una traza s′′ ∈ tr(P1), tal que [s′] = [s′′] ∪ {B},
ya que P
A−−→ P1 y A · s′′ ∈ tr(P ). Por lo tanto, empleando la definicio´n 3.4.1, se
obtiene que
p = [s] = {A} ∪ [s′] = {A} ∪ [s′′] ∪ {B} ∈ [[A⇒ B in ·]](prod (P ))
Ahora se debe demostrar que
[[A⇒ B in ·]](prod (P )) ⊆ prod (A⇒ B in P )
Considerando p ∈ [[A⇒ B in ·]](prod (P )). Empleando la definicio´n 3.4.1 existen dos casos:
A 6∈ p: En este caso el producto p ∈ prod (P ), tal que existe una traza s ∈ tr(P ),
y de esta manera [s] = p. Desde que A 6∈ P , al aplicar la regla de la sema´ntica
operacional [req1], se obtiene que s ∈ tr(A⇒ B in P ).
Existe un producto p′ ∈ prod (P ), tal que A ∈ p′ y p = p′∪{B}: Considerando
la traza s ∈ tr(P ) tal que p′ = [s]. Entonces, existen las trazas s1 y s2, tal que
s = s1 · A · s2 y A 6∈ s1. Y, existen los te´rminos P1 y P2, tal que P s1==⇒ P1 A−−→ P2 y
s2 ∈ tr(P2). De esta manera, al aplicar la regla [req1] se obtiene,
A⇒ B in P s1==⇒ A⇒ B in P1 A−−→ P2 ⇒ B
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Desde que [s2] ∈ prod (P2), utilizando el lema 3.4.8 se obtiene que [s2] ∪ {B} ∈
prod (P2 ⇒ B). Conside´rese s′2 ∈ tr(P2 ⇒ B), tal que [s′2] = [s2] ∪ {B}. Por lo tanto,
s1 · A · s′2 ∈ tr(A⇒ B in P ), as´ı que se obtiene
p = p′ ∪ {B} = [s1] ∪ {A} ∪ [s2] ∪ {B} = [s1] ∪ {A} ∪ [s′2] ∈ prod (A⇒ B in P )
uunionsq
Proposicio´n 3.4.11 Dados los te´rminos P, P ′ ∈ SPLA y las caracter´ısticas A, B, C ∈ F ,
entonces prod (A 6⇒ B in P ) = [[A 6⇒ B in ·]](prod (P )).
Demostracio´n: Primero, es necesario demostrar que
prod (A 6⇒ B in P ) ⊆ [[A 6⇒ B in ·]](prod (P ))
Entonces, conside´rese el te´rmino p ∈ prod (A 6⇒ B in P ). Existe una traza satisfactoria s ∈
tr(A 6⇒ B in P ), tal que [s] = p. Sera´ demostrado, que p ∈ [[A 6⇒ B in ·]](prod (P )) por
induccio´n sobre la longitud de s.
s = : En este caso, se tiene la transicio´n
prod (A 6⇒ B in P ) X−−→ nil
La u´nica regla de la sema´ntica operacional que puede aplicarse es la regla [excl4]. As´ı,
que P
X−−→ nil y por lo tanto ∅ ∈ prod (P ). Entonces, utilizando la definicio´n 3.4.1,
se tiene que ∅ ∈ [[A 6⇒ B in ·]](prod (P )).
s = C · s′ con C 6= A y C 6= B: En este caso, se tiene la transicio´n A 6⇒ B in P C−−→ P ′.
Si A 6= C, al aplicar la regla [excl1], se obtiene que P ′ = A 6⇒ B in P1 con P C−−→ P1
y s′ ∈ tr(A 6⇒ B in P1). Por induccio´n, se obtiene que [s′] ∈ [[A 6⇒ B in ·]](prod (P1)).
Mediante la definicio´n 3.4.1 existen dos casos:
• A 6∈ [s′]: En este caso la traza [s′] ∈ prod (P1), por lo tanto {C}∪ [s′] ∈ prod (P ).
Desde que A 6∈ {C} ∪ [s′], se cumple que
p = {C} ∪ [s′] ∈ [[A 6⇒ B in ·]](prod (P ))
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• B 6∈ [s′]: Este caso, es ide´ntico al caso anterior.
Ahora se demostrara´ que
[[A 6⇒ B in ·]](prod (P )) ⊆ prod (A 6⇒ B in P )
Considerando p ∈ [[A 6⇒ B in ·]](prod (P )), existen dos casos:
• A 6∈ p: En este caso, p ∈ prod (P ). Entonces, existe una traza s ∈ tr(P ), tal que
p = [s]. Es demostrado por induccio´n sobre la longitud de s.
◦ s = : En este caso, se tiene la transicio´n P X−−→ nil. Entonces, utili-
zando la regla [excl4], A 6⇒ B in P X−−→ nil. De esta manera, p = ∅ ∈
prod (A 6⇒ B in P )
◦ s = C ·s′: Ahora, existen dos posibilidades: C = B o C 6= B. Para el primer ca-
so, se tiene la transicio´n P
B−−→P1 con s′ ∈ tr(P1). Utilizando la regla [excl3],
se obtiene la transicio´n A 6⇒ B in P B−−→ P1\A. Por un lado, se obtiene que
[s′] ∈ prod (P1) y por el otro lado que A 6∈ [s′] ⊆ p, entonces [s′] ∈ [[·\A]](P1).
Haciendo uso del lema 3.4.9 se obtiene que [s′] ∈ prod (P1\A), y entonces
p = {C} ∪ [s′] = {B} ∪ [s′] ∈ prod (A 6⇒ B in P )
Si C 6= B, se tiene la transicio´n P C−−→ P1 con s′ ∈ tr(P1). Utilizando la
regla [excl1], se obtiene la transicio´n A 6⇒ B in P C−−→ A 6⇒ B in P1. Desde
que A 6∈ [s′], se obtiene que [s′] ∈ [[A 6⇒ B in ·]](prod (P1)) Por induccio´n, se
obtiene que [s′] ∈ prod (A 6⇒ B in P1), entonces
p = {C} ∪ [s′] ∈ prod (A 6⇒ B in P )
• B 6∈ p: Este caso es similar al anterior. La u´nica diferencia, esta´ en el caso
inductivo cuando se observan las posibilidades del co´mputo de la caracter´ıstica
C. En este caso, las posibilidades son: C = A y C 6= A. La segunda posibilidad
es similar a la segunda opcio´n del caso anterior. La diferencia con respecto a la
primera, es que es necesario aplicar la regla [excl2] en vez de la regla [excl3].
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uunionsq
Teorema 3.4.12 Dado el te´rmino P ∈ SPLA, entonces prod (P ) = [[P ]].
Demostracio´n: Sera´ demostrado por induccio´n estructural sobre el te´rmino P , tomando en
cuenta los lemas anteriores. Los casos base son P = nil y P = X. En este caso, no es dif´ıcil
comprobar que prod (nil) = [[nil]] = ∅ y prod (X) = [[X]] = {∅}. La demostracio´n por
induccio´n se corresponde a:
P = A;P ′: Este caso corresponde al lema 3.4.4.
P = A;P ′: Este caso corresponde al lema 3.4.5.
P = P1 ∨ P2: Este caso corresponde al lema 3.4.6.
P = P1 ∧ P2: Este caso corresponde al lema 3.4.7.
P = A⇒ B in P : Este caso corresponde al lema 3.4.10.
P = A 6⇒ B in P : Este caso corresponde al lema 3.4.11.
P = P\A: Este caso corresponde al lema 3.4.9.
P = P ⇒ A: Este caso corresponde al lema 3.4.8.
uunionsq
Una vez obtenidos los resultados buscados, es posible concluir que la sema´ntica denota-
cional y la sema´ntica operacional son equivalentes. El resultado inmediato de los resultados
obtenidos en el teorema previo es que la relacio´n de equivalencia ≡ es congruente.
Corolario 3.4.13 La relacio´n de equivalencia ≡ es congruente. De esa forma, para cual-
quier operador n-ario op y P1, . . . Pn, Q1, . . . Qn ∈ SPLA, tal que P1 ≡ Q1, . . . , Pn ≡ Qn,
tenemos
op(P1, . . . , Pn) ≡ op(Q1, . . . , Qn)
Demostracio´n: Para realizar la demostracio´n, solo es necesario considerar lo siguiente:
prod (op(P1, . . . , Pn)) = [[op(P1, . . . , Pn)]] = [[op]]([[P1]], . . . , [[Pn]])
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Desde que Pi ≡ Qi, [[Pi]] = prod (Pi) = prod (Qi) = [[Qi]]. Entonces se obtiene
[[op]]([[P1]], . . . , [[Pn]]) = [[op]]([[Q1]], . . . , [[Qn]]) = [[op(Q1, . . . , Qn)]] = prod (op(Q1, . . . , Qn))
uunionsq
3.5. Reduccio´n de los te´rminos sinta´cticos
En esta seccio´n se muestra que el modelo desarrollado es totalmente equivalente. Dado
cualquier conjunto s de productos, existe un te´rmino SPLA cuya sema´ntica es exacta al
conjunto s. Este te´rmino puede ser construido utilizando subconjuntos de la grama´tica,
tales como nil, X, el operador de prefijo y el de seleccio´n u´nica.
Definicio´n 3.5.1 Dado un te´rmino P ∈ SPLA, se dice que P es un te´rmino ba´sico si puede
ser generado a partir de la siguiente grama´tica.
P ::= X | nil | A;P | P ∨Q
Se denota a este conjunto de te´rminos ba´sicos por SPLAb. uunionsq
Teorema 3.5.2 Dado un conjunto finito de caracter´ısticas F y A ∈ P(P(F)), existe P ∈
SPLAb, tal que prod (P ) = A.
Demostracio´n: Desde que F es finito, entonces A es finito, este resultado sera´ demostrado
el resultado por induccio´n sobre |A|.
|A| = 0: En este caso P = nil.
|A| > 0: Conside´rese un producto p ∈ A y el conjunto A′ = A\{p}. Por induccio´n,
existe un producto P ′ ∈ SPLAb, tal que prod (P ′) = A′. Desde que F es finito, p es un
conjunto finito de caracter´ısticas p = {A1, . . . An}. Entonces, el te´rmino
P = (A1; . . . An;X) ∨ P ′
satisface la tesis del resultado.
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uunionsq
Este resultado indica una congruencia pra´ctica importante, de esta manera se puede su-
poner que cualquier operador puede ser agregado a la sintaxis de SPLA. Adema´s, esto muestra
que el operador puede ser derivado de los operadores de SPLAb, as´ı como los operadores en
SPLA pueden ser reescritos en funcio´n de los operadores de SPLAb.
El resultado establece una consecuencia teo´rica consistente. Una vez que la sema´ntica
denotacional es totalmente equivalente, tambie´n es isomorfa al modelo inicial con respecto
a la relacio´n de equivalencia. Eso significa que el conjunto de productos con los operadores
de la sema´ntica denotacional es isomorfa al a´lgebra de los te´rminos, tal que SPLA/ ≡.
3.6. Sema´ntica Axioma´tica
[REQ1] A⇒ B in (C;P ) =E C; (A⇒ B in P )
[REQ2] A⇒ B in (A;P ) =E A; (P ⇒ B)
[REQ3] A⇒ B in (B;P ) =E B;P
[REQ4] A⇒ B in P ∨Q=E (A⇒ B in P ) ∨ (A⇒ B in Q)
[REQ5] A⇒ B in X=E X
[REQ6] A⇒ B in nil=E nil
[MAND1] (A;P ) ⇒ A=E A;P
[MAND2] (B;P ) ⇒ A=E B; (P ⇒ A)
[MAND3] X⇒ A=E A;X
[MAND4] nil⇒ A=E nil
[MAND5] (P ∨Q) ⇒ A=E (P ⇒ A) ∨ (Q⇒ A)
[EXCL1] A 6⇒ B in (C;P ) =E C; (A 6⇒ B in P )
[EXCL2] A 6⇒ B in (A;P ) =E A; (P\B)
[EXCL3] A 6⇒ B in (B;P ) =E B; (P\A)
[EXCL4] A 6⇒ B in P ∨Q=E (A 6⇒ B in P ) ∨ (A 6⇒ B in Q)
[EXCL5] A 6⇒ B in X=E X
[EXCL6] A 6⇒ B in nil=E nil
[FORB1] (A;P )\A=E nil
[FORB2] (B;P )\A=E B; (P\A)
[FORB3] X\A=E X
[FORB4] nil\A=E nil
[FORB5] (P ∨Q)\A=E (P\A) ∨ (Q\A)
Figura 3.8: Axiomas para eliminar los operadores de requerimiento, obligacio´n, exclusio´n
y prohibicio´n.
En esta seccio´n se presenta la sema´ntica axioma´tica para SPLA, mostrando axiomas
congruentes y completos para el lenguaje. Generalmente, la congruencia significa que las
57
[PRE1] A; B;P =E B; A;P .
[PRE2] A;P =E (A;P ) ∨X.
[PRE3] (A;P ) ∨ (A;Q) =E A; (P ∨Q)
[PRE4] A; nil=E nil
[PRE5] A; A;P =E A;P
[CHO1] P ∨Q=E Q ∨ P .
[CHO2] (P ∨Q) ∨ R =E P ∨ (Q ∨ R).
[CHO3] P ∨ nil=E P .
[CHO4] P ∨ P = P .
[CON1] (A;P ) ∧Q=E A; (P ∧Q)
[CON2] P ∧Q=E Q ∧ P .
[CON3] P ∧ (Q ∨ R) =E (P ∧Q) ∨ (P ∧ R).
[CON4] P ∧ nil=E nil
[CON5] P ∧X=E P
Figura 3.9: Axiomas para eliminar los operadores ba´sicos, caracter´ısticas opcionales y el
operador de conjuncio´n.
igualdades deducidas de los axiomas son correctas, como por ejemplo, P =E Q implica que
P ≡ Q. La completitud hace referencia a que todas las identidades pueden ser deducidas
del sistema de axiomas, lo que significa que P ≡ Q implica que P =E Q.
Definicio´n 3.6.1 Dados los te´rminos P,Q ∈ SPLA, se dice que puede ser deducida la equi-
valencia de P y Q, si P =E Q puede ser deducido del conjunto de ecuaciones mostrado en
la figura 3.8 y en la figura 3.9. uunionsq
Para demostrar la congruencia es suficiente con mostrar que los operadores son con-
gruentes (ver corolario 3.4.13) y que cada axioma es correcto.
Proposicio´n 3.6.2 Dadas dos caracter´ısticas A, B ∈ F y dos te´rminos SPLA P y Q, las
ecuaciones mostradas en la figura 3.8 y en la figura 3.9 son correctas.
Demostracio´n: En todos los axiomas, a excepcio´n del axioma [PRE1], el axioma [PRE4],
el axioma [PRE5], el axioma [REQ3], el axioma [CON1] y el axioma [CON4], las tran-
siciones de los te´rminos en ambos lados de la ecuacio´n son iguales. Entonces, en estos casos
las trazas son las mismas y tienen los mismos productos.
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En los otros casos, la demostracio´n es realizada utilizando la sema´ntica denotacional.
[PRE1]: A; B;P =E B; A;P
[[A; B;P ]] = {A} ∪ [[B;P ]] = {A} ∪ {B} ∪ [[P ]] =
{B} ∪ {A} ∪ [[P ]] = {B} ∪ [[A;P ]] = [[B; A;P ]]
[PRE4]: A; nil =E nil
p ∈ [[A; nil]] ⇐⇒ ∃p′ ∈ [[nil]] ∧ p = p′ ∪ {A}
⇐⇒ Falso ⇐⇒ p ∈ [[nil]]
[PRE5]: A; A;P =E A;P
[[A; A;P ]] = {A} ∪ [[A;P ]] = {A} ∪ {A} ∪ [[P ]] =
{A} ∪ [[P ]] = [[A;P ]]
[REQ3]: A ⇒ B in (B;P ) =E B;P . En este caso, es suficiente con considerar que
B ∈ [[B;P ]]. Por lo tanto, utilizando la definicio´n 3.4.1, se obtiene que
p ∈ [[A⇒ B in ·]]([[B;P ]]) ⇐⇒ p ∈ [[B;P ]]
[CON1]: (A;P ) ∧Q=E A; (P ∧Q)
p ∈ [[(A;P ) ∧Q]] ⇐⇒
∃p1 ∈ [[A;P ]], p2 ∈ [[Q]] : p = p1 ∪ p2 ⇐⇒
∃p′1 ∈ [[P ]], p2 ∈ [[Q]] : p = p′1 ∪ {A} ∪ p2 ⇐⇒
∃p′ ∈ [[P ∧Q]] : p = p′ ∪ {A} ⇐⇒
p ∈ [[A; (P ∧Q)]]
[CON4]: P ∧ nil =E nil
p ∈ [[P ∧ nil]] ⇐⇒
∃p1 ∈ [[P ]], p2 ∈ [[nil]] : p = p1 ∪ p2 ⇐⇒
∃p1 ∈ [[P ]], p2 ∈ ∅ : p = p1 ∪ p2 ⇐⇒
Falso ⇐⇒ p ∈ [[nil]]
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uunionsq
Para demostrar la completitud es necesario el concepto de las formas normales. De esta
manera, es posible mostrar que los operadores sinta´cticos son derivados de los operadores
ba´sicos. Los operadores ba´sicos son nil, X, el operador del prefijo (A;P ) y el operador de se-
leccio´n u´nica (P ∨Q). A continuacio´n se muestra un ejemplo en el que se muestra co´mo algu-
nos operadores pueden ser eliminados. Teniendo en cuenta la siguiente SPL, P = A;X∧B;X,
es fa´cil generar las trazas satisfactorias, siendo e´stas {AB, BA}. Y prod (P ) = {[AB]}. Esta
SPL tiene los mismos productos que A; B;X. As´ı, aplicando los axiomas correspondientes, es
posible realizar la siguiente deduccio´n:
A;X ∧ B;X=E [CON1]
A; (X ∧ B;X)=E [CON2]
A; (B;X ∧X)=E [CON1]
A; B; (X ∧X)=E [CON5]
A; B;X
El conjunto de axiomas mostrados en la figura 3.8 y en la figura 3.9 permite que los
operadores no ba´sicos (ver definicio´n 3.5.1) puedan ser eliminados de cualquier P ∈ SPLA.
El objetivo es poder demostrar que existe un te´rmino Q ∈ SPLAb tal que P ≡ Q.
Suponemos que se tiene un te´rmino P ∈ SPLA que contiene un operador no ba´sico.
Entonces es posible encontrar otro te´rmino Q ∈ SPLA equivalente a P , donde, o el operador
no ba´sico ha desaparecido o esta´ a una mayor profundidad dentro del a´rbol sinta´ctico de Q.
As´ı, al iterar sobre este proceso es posible permitir que desaparezcan todos los operadores
no ba´sicos, obteniendo el teorema buscado.
Teorema 3.6.3 Dado el te´rmino P ∈ SPLA, existe un te´rmino Q ∈ SPLAb tal que P =E Q.
Demostracio´n: La demostracio´n es trivial por induccio´n estructural sobre P .
uunionsq
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Puesto que es posible eliminar aquellos operadores no ba´sicos de un te´rmino SPLA, el
estudio se enfocara´ en demostrar la completitud restringida a los te´rminos ba´sicos. Por ello,
se definen las formas normales para poder demostrar que cualquier te´rmino ba´sico puede
ser transformado a la forma normal utilizando los axiomas PRE1, PRE2, PRE3, PRE4,
PRE5, CHO1, CHO2, CHO3 y CHO4, descritos en la figura 3.9.
Para definir formalmente la forma normal, previamente se deben proporcionar algunas
definiciones auxiliares. Primero, se asume que existe una relacio´n de orden ≤ ⊆ F ×F , la
cual debe ser isomorfa a los nu´meros naturales en los casos en los que F sea infinito. Segundo,
es necesario definir el vocabulario de un te´rmino ba´sico SPLA, el cual se corresponde con el
conjunto de caracter´ısticas que aparecen en la expresio´n.
Definicio´n 3.6.4 Dados dos te´rminos ba´sicos P,Q ∈ SPLAb, se define el vocabulario de
SPLA como la funcio´n voc : SPLAb → P(F) definida inductivamente como:
voc(nil) = voc(X) = ∅
voc(A;P ) = {A} ∪ voc(P )
voc(P ∨Q) = voc(P ) ∪ voc(Q)
uunionsq
Con el fin de proporcionar de forma clara la definicio´n de las formas normales, se define
previamente un caso ma´s simple, las formas pre-normales.
Definicio´n 3.6.5 Un te´rmino ba´sico SPLA P ∈ SPLAb esta´ en forma pre-normal, denotado
por P ∈ SPLApre, si y solo si tiene una de las siguientes formas.
1. nil, X
o´
2. Existe n > 0, {A1, . . . , An} ⊆ F y existe P1, . . . Pn ∈ SPLApre con Pi 6= nil para
1 ≤ i ≤ n y {A1, . . . An} ∩ voc(Pj) = ∅ para 1 ≤ j ≤ n y tambie´n
P = (A1;P1) ∨ · · · (An;Pn) o´ P = (A1;P1) ∨ · · · (An;Pn) ∨X
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en cuyo caso se dice que las caracter´ısticas {A1, . . . , An} esta´n en el primer nivel de P .uunionsq
Seguidamente se presenta un lema auxiliar que sera´ utilizado en la proposicio´n 3.6.12.
Este lema establece que si una caracter´ıstica aparece en el vocabulario de una forma pre-
normal, entonces aparece en al menos un producto de la forma pre-normal. Es importante
destacar que este resultado no es cierto3 en te´rminos ordinarios debido a las restricciones que
pueden aparecer en los te´rminos. Por ejemplo, al utilizar la restriccio´n de ocultamiento ya
que la caracter´ıstica puede pertenecer al vocabulario, pero, debido a estar oculta no estar´ıa
presente en los productos va´lidos.
Lema 3.6.6 Dado un te´rmino P ∈ SPLApre, entonces
voc(P ) = {A | A ∈ p, p ∈ prod (P )}
Demostracio´n: La demostracio´n es realizada por induccio´n sobre la profundidad de P .
No´tese, que cada te´rmino Pi que aparece en la parte 2 de la definicio´n 3.6.5 no puede ser
nil.
uunionsq
El siguiente lema establece que si una caracter´ıstica A es descrita como una forma pre-
normal P , e´sta puede ser transformada en otra forma pre-normal equivalente Q tal que A
este´ en el primer nivel del a´rbol sinta´ctico de Q.
Lema 3.6.7 Dado un te´rmino P ∈ SPLApre y una caracter´ıstica A ∈ voc(P ), entonces existe
un te´rmino Q ∈ SPLApre, tal que P ≡ Q y A ∈ {A1, . . . , An} de acuerdo a la condicio´n 2 de
la definicio´n 3.6.5 aplicada a Q.
Demostracio´n: La demostracio´n es realizada por induccio´n estructural de P al aplicar el
axioma [PRE1] y el axioma [PRE3].
uunionsq
3El vocabulario de un te´rmino ordinario no ha sido formalmente definido. La definicio´n 3.6.4 puede ser
extendida al conjunto de caracter´ısticas presentes en la sintaxis de un te´rmino.
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La siguiente proposicio´n establece el primer resultado necesario para demostrar la com-
pletitud, donde cualquier te´rmino puede ser transformado a una forma pre-normal equiva-
lente. El resultado esta´ restringido a te´rminos ba´sicos, sin embargo, por el teorema 3.6.3,
puede ser extendido a cualquier otro te´rmino ordinario.
Proposicio´n 3.6.8 Dado un te´rmino P ∈ SPLAb, existe una forma pre-normal Q ∈ SPLApre,
tal que P =E Q.
Demostracio´n: La demostracio´n es realizada por induccio´n estructural de P y al aplicar el
lema 3.6.7.
uunionsq
El inconveniente de utilizar las formas pre-normales es que existen expresiones sinta´cti-
camente diferentes que son equivalentes, tal y como muestra el siguiente ejemplo.
Ejemplo 3.6.9 Dadas las siguientes expresiones SPLApre:
P = (A; C;X) ∨ B;X
Q = (C; A;X) ∨ B;X
Ambas expresiones esta´n en forma pre-normal y son equivalentes.
La manera de obtener una u´nica forma normal, para cualquier expresio´n SPLAb, consiste
en utilizar el orden antes mencionado entre las caracter´ısticas. Asumiendo A < B < C, en
este caso, se puede decir que P esta´ en forma normal, mientras que Q no lo esta´. uunionsq
Las formas normales son un caso particular de las formas pre-normales, las cuales hacen
uso del orden requerido entre las caracter´ısticas.
Definicio´n 3.6.10 Dado un te´rmino P ∈ SPLApre, se dice que P es una forma normal,
denotada por P ∈ SPLAnf, si y solo si P = nil, P = X o si los conjuntos {A1, . . . , An} y
{P1, . . . , Pn}, segu´n el apartado 2 de la definicio´n 3.6.5 satisfacen:
Ai < Aj para 1 ≤ i < j ≤ n.
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Ai < B para cada B ∈ voc(Pj) y para 1 ≤ i ≤ j ≤ n.
uunionsq
Las formas normales correspondientes a los ejemplos de la figura 3.2 se muestran en la
figura 3.10 y en la figura 3.11, asumiendo que A < B < C. Los ejemplos a, b y c no esta´n
incluidos, ya que son formas normales.
d
A; (B;X ∧ C;X)=E [CON1]
A; B; (X ∧ C;X)=E [CON2], [CON5]
A; B; C;X
e
A; (B;X ∧ C;X)=E [CON2], [CON1]
A; C; (X ∧ B;X)=E [CON2], [CON5]
A; C; B;X=E [PRE2]
A; C; (B;X ∨X)=E [PRE3]
A; (C; B;X ∨ C;X)=E [PRE1]
A; (B; C;X ∨ C;X)
f
A; (B;X ∧ C;X)=E [PRE2]
A; ((B;X ∨X) ∧ (C;X ∨X))=E [CON3]
A;
(
(B;X ∧ C;X)∨
(B;X ∧X) ∨ (X ∧ C;X) ∨ (X ∧X))=E [CON1]
[CON5]
A;
(
(B; C;X) ∨ (B;X) ∨ (C;X) ∨X)
(3.1)
B 6⇒ C in A; (B;X ∧ C;X)=E (3.1)
A; B 6⇒ C in
(
(B; C;X)∨
(B;X) ∨ (C;X) ∨X
)
=E [EXCL4]
A;
 (B 6⇒ C in B; C;X)∨(B 6⇒ C in B;X)∨(B 6⇒ C in C;X)∨
(B 6⇒ C in X)
=E [EXCL2][EXCL3]
[EXCL5]
A;
(
(B; (C;X\C))∨
(B; (X\C)) ∨ (C; (X\B)) ∨X
)
=E
[FORB1]
[FORB3]
A;
(
(B; nil) ∨ (B;X) ∨ (C;X) ∨X)=E [PRE4]
A;
(
nil ∨ (B;X) ∨ (C;X) ∨X)=E [CHO3]
A;
(
(B;X) ∨ (C;X) ∨X)
Figura 3.10: Transformacio´n a forma normal para los ejemplos d, e y f.
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gB⇒ C in A; (B;X ∧ C;X)=E (3.1)
A; B⇒ C in
(
(B; C;X)∨
(B;X) ∨ (C;X) ∨X
)
=E [REQ4]
A;
 (B⇒ C in B; C;X)∨(B⇒ C in B;X)∨(B⇒ C in C;X)∨
(B⇒ C in X)
=E [REQ2][REQ3]
[REQ5]
A;
(
(B; (C;X⇒ C)) ∨
(B; (X⇒ C)) ∨ (C;X) ∨ X
)
=E
[MAND1]
[MAND3]
A;
(
(B; C;X) ∨
(B; C;X) ∨ (C;X) ∨ X
)
=E [CHO4]
A; (B; C;X ∨ C;X ∨ X)
Figura 3.11: Transformacio´n a forma normal para el ejemplo g.
Utilizando las definiciones anteriores, es posible transformar cualquier expresio´n en forma
normal.
Proposicio´n 3.6.11 Dado el te´rmino P ∈ SPLApre, entonces existe una forma normal Q ∈
SPLAnf tal que P =E Q.
Demostracio´n: La demostracio´n es realizada por induccio´n sobre la profundidad de la forma
pre-normal P . El caso base, es trivial porque P = X o P = nil, para estos casos, P esta´ en
forma normal.
El caso inductivo necesita ser detallado. La diferencia entre la forma normal y la forma
pre-normal es el orden impuesto a las caracter´ısticas. Ba´sicamente existen dos casos. El
primer caso, es cuando P tiene la siguiente forma:
P = . . . ∨ B;P ∨ . . . ∨ A;Q ∨ . . . con A < B
Este te´rmino puede ser transformado en forma normal al aplicar la conmutatividad del
operador de seleccio´n u´nica (ecuacio´n [CHO1]).
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El segundo caso, es cuando las caracter´ısticas que no esta´n propiamente ordenadas apa-
recen en el mismo subte´rmino:
P = . . . ∨ B; (. . . A;P . . .) ∨ . . . con A < B
Este caso, puede ser transformado al aplicar las ecuaciones [PRE3] y [PRE1] como se
indica a continuacio´n:
B;
(
(A;P ) ∨Q)=E [PRE3]
(B; A;P ) ∨ (B;Q)=E [PRE1]
(A; B;P ) ∨ (B;Q)
uunionsq
La siguiente proposicio´n muestra que dos formas normales que son sema´nticamente equi-
valentes, tambie´n lo son a nivel le´xico.
Proposicio´n 3.6.12 Dados los te´rminos P,Q ∈ SPLAnf, si e´stos son sema´nticamente equi-
valentes, tal que P ≡ Q, entonces tambie´n son sinta´cticamente ide´nticas, de forma que
P = Q.
Demostracio´n: La demostracio´n sera´ realizada por contradiccio´n. Suponemos que se tienen
los te´rminos P,Q ∈ SPLAnf y que estos son sinta´cticamente distintos. Sera´ demostrado que
estos no son equivalentes P 6≡ Q. La demostracio´n es realizada por induccio´n sobre la pro-
fundidad de P y Q. El caso base, es cuando ambos son X o nil y el resultado es trivial.
Para el caso inductivo, se tienen las siguientes posibilidades:
(a) P = (A1;P1) ∨ (Am;Pn),
(b) P = (A1;P1) ∨ (Am;Pn) ∨X,
(c) Q = (B1;Q1) ∨ (Bm;Qm), o
(d) Q = (B1;Q1) ∨ (Bm;Qm) ∨X
Para el caso (a)+(d) ∅ ∈ prod (P ) donde 6∈ prod (Q), entonces P 6≡ Q. El caso (b)+(c)
es sime´trico. Conside´rese el caso (a)+(c), el caso (b)+(d) es resuelto de la misma manera.
Si P y Q son sinta´cticamente diferentes, entonces existen dos posibilidades:
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{A1, . . . , An} 6= {B1, . . . , Bm}: Conside´rese la primera diferencia entre ambos con-
juntos. Se debe asumir que la primera diferencia consiste en un elemento del pri-
mer conjunto que no se encuentra en el segundo, lo que es, que existe un elemento
k ∈ {1, . . . , n}, tal que Ak 6∈ {B1 . . . , Bm} y Ai = Bi para i < k. Entonces, existen las
siguientes posibilidades:
• k = m + 1: Cualquier ocurrencia de Ak en Q debe estar en cualquiera de los
sub-a´rboles Qj, j < k. Empleando el lema 3.6.6, se obtiene que Bj ∈ p para
cualquier producto p ∈ prod (Q), tal que Ak ∈ P . Sin embargo Bj < Ak, entonces
Bj 6∈ voc(Pk). Por lo tanto, existen productos p′ ∈ prod (P ), tal que Bj 6∈ p′. De
esta manera P 6≡ Q.
• Ak < Bk: Este caso es similar al anterior, porque Ak 6= Bl para l ≥ k y Ak 6∈ voc(Ql)
para l ≥ k.
• Ak > Bk: Este caso es sime´trico al anterior.
n = m, Ai = Bi para 1 ≤ i ≤ n y {P1, . . . , Pn} 6= {Q1, . . . ,Qn}: Conside´rese el
primer k tal que Pk 6= Qk. Por induccio´n estructural se tiene que Pk 6≡ Qk, asumiendo
que p ∈ prod (Pk) pero p 6∈ prod (Qk). Es claro que p ∪ {Ak} ∈ prod (P ), ahora se
demostrara´ que p∪{Ak} 6∈ prod (Q). Por otro lado, desde que Ak 6∈ voc(Qi) para i ≥ k,
al utilizar el lema 3.6.6, p ∪ {Ak} 6∈ prod (Ai;Qi) para i ≥ k. Por otro lado, desde que
Ai 6∈ voc(Pk) para i < k, nuevamente utilizando el lema 3.6.6, Ai 6∈ p y as´ı Ai 6∈ p∪{Ak}
si i < k. Desde que Ai ∈ q para cualquier q ∈ prod (Ai;Qi), p ∪ {Ak} 6∈ prod (Ai;Qi)
para i < k. As´ı que, para cualquier 1 ≤ i ≤ n, p ∪ {Ak} 6∈ prod (Ai;Qi) y entonces
p ∪ {Ak} 6∈ prod (Q). Por lo tanto P 6≡ Q.
uunionsq
Finalmente, es posible llevar a cabo el objetivo principal de esta seccio´n, el cual consiste
en demostrar que el sistema deductivo es consistente y completo.
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Teorema 3.6.13 Dados los te´rminos P,Q ∈ SPLA, entonces P ≡ Q, si y solo si P =E Q.
Demostracio´n: Deben ser demostradas dos implicaciones:
Si P =E Q, entonces P ≡ Q: Esto es consecuencia de la consistencia de cada regla
(proposicio´n 3.6.2).
Si P ≡ Q, entonces P =E Q: Utilizando la proposicio´n 3.6.8, existen Ppre, Qpre ∈
SPLApre, tal que Ppre =E P y Q =E Qpre. Ahora, por la proposicio´n 3.6.11, existen
Pnf , Qnf ∈ SPLAnf, tal que Pnf =E Ppre =E P y Qnf =E Qpre =E Q. Utilizando la
proposicio´n 3.6.2, obtenemos que
Pnf ≡ Ppre ≡ P ≡ Q ≡ Qpre ≡ Qnf
Finalmente, mediante el uso de la proposicio´n 3.6.12, se obtiene que Pnf y Qnf son
ide´nticos as´ı que P =E Q.
uunionsq
3.7. Consistencia en la traduccio´n de FODA a SPLA
El proceso de traduccio´n descrito en la seccio´n 3.2 no impone un orden para el proce-
samiento de las restricciones. Esto significa que un diagrama FODA puede generar distintos
te´rminos SPLA. Adema´s, se demostrara´ que todos los te´rminos, aparentemente distintos,
son equivalentes. En la traduccio´n, primero se procesan las restricciones de requerimiento
del diagrama FODA. Seguidamente, cuando todas estas restricciones han sido procesadas, se
procesan las de exclusio´n. En esta seccio´n se demostrara´, inicialmente, la propiedad que
indica el orden en el que deben seleccionarse las restricciones de requerimiento. Es impor-
tante destacar que para realizar la traduccio´n de FODA a SPLA se considerara´ el cierre de las
restricciones de requerimiento.
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Definicio´n 3.7.1 Dado un te´rmino P ∈ SPLA, se dice que P esta´ cerrado con respecto a la
restriccio´n de requerimiento, si tiene la siguiente forma:
A1⇒ B1 in A2⇒ B2 in · · · An⇒ Bn in Q
donde Q no tiene restricciones y el conjunto de restricciones esta´ cerrado por transitividad.
Esto es, si existen caracter´ısticas A, B, C ∈ F y 1 ≤ i, j ≤ n, tal que A = Ai, B = Bi = Aj y
C = Bj, entonces existe 1 ≤ k ≤ n tal que A = Ak y C = Bk.
Demostracio´n: Considerando las caracter´ısticas A, B, C, D ∈ F . Si A 6= D, no es dif´ıcil com-
probar utilizando la definicio´n del operador de requerimiento descrito en la definicio´n 3.4.1,
lo siguiente
[[A⇒ B in C⇒ D in P ]] = [[C⇒ D in A⇒ B in P ]]
Sin embargo, si A = D, porque el te´rmino es cerrado entorno a la restriccio´n de requerimiento,
al utilizar la definicio´n del operador de requerimiento se obtiene:
[[A⇒ B in C⇒ B in C⇒ A in P ]] =
[[A⇒ B in C⇒ A in C⇒ B in P ]] =
[[C⇒ A in A⇒ B in C⇒ B in P ]] =
[[C⇒ A in C⇒ B in A⇒ B in P ]] =
[[C⇒ B in A⇒ B in C⇒ A in P ]] =
[[C⇒ B in C⇒ A in A⇒ B in P ]]
Sera´ demostrado en detalle que
[[A⇒ B in C⇒ B in C⇒ A in P ]] ⊆ [[C⇒ B in C⇒ A in A⇒ B in P ]]
Los dema´s casos son similares, donde cualquier producto p ∈ [[A⇒B in C⇒B in C⇒A in P ]],
es construido a partir de un producto p′ ∈ [[P ]]. Es posible distinguir los siguientes casos:
C ∈ p′: Entonces, p = p′ ∪ {A, B} y p ∈ [[C⇒ B in C⇒ A in A⇒ B in P ]].
C /∈ p′, A ∈ p′: Entonces, p = p′ ∪ {B} y p ∈ [[C⇒ B in C⇒ A in A⇒ B in P ]].
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C, A /∈ p′: Entonces, p = p′ y p ∈ [[C⇒ B in C⇒ A in A⇒ B in P ]].
uunionsq
Proposicio´n 3.7.2 Dado un te´rmino P ∈ SPLA, el cual se considera cerrado con respecto
a la restriccio´n de requerimiento y el te´rmino Q ∈ SPLA, tal que puedan ser reorganizadas
sus restricciones de requerimiento en P , para estas condiciones P ≡ Q. uunionsq
Tambie´n se muestra que el orden en el cual las restricciones de exclusio´n son seleccionadas
es irrelevante. Esto es debido a que, para todos los casos, siempre dos restricciones de
exclusio´n en FODA son intercambiables.
Proposicio´n 3.7.3 Dado un te´rmino P ∈ SPLA y las caracter´ısticas A, B, C, D ∈ F , entonces
A 6⇒ B in C 6⇒ D in P ≡ C 6⇒ D in A 6⇒ B in P .
Demostracio´n: Esta proposicio´n es inmediata por la definicio´n del operador de exclusio´n
en la definicio´n 3.4.1. uunionsq
uunionsq
3.8. Factibilidad de los te´rminos SPLA
Esta seccio´n presenta un mecanismo para comprobar la factibilidad de un te´rmino
sinta´ctico, esto es, determinar si existe algu´n producto que satisfaga todas las restriccio-
nes del te´rmino.
Definicio´n 3.8.1 Dado un te´rmino P ∈ SPLA, se dice que P es factible si y solo si
prod (P ) 6= ∅. uunionsq
La comprobacio´n de la factibilidad de cualquier te´rmino P ∈ SPLA puede llevarse a
cabo procesando todos sus productos, haciendo uso de las reglas definidas en la sema´ntica
operacional o en la sema´ntica denotacional. Una vez hecho esto, es posible comprobar si
es vac´ıo o no el conjunto de productos va´lidos. Sin embargo, procesar todos los productos
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va´lidos del modelo de variabilidad puede no ser posible. Dada esta condicio´n al procesar
los modelos de variabilidad, es necesario presentar una alternativa que permita determinar
si un termino es factible o no. Para esto, se presenta una solucio´n planteando el modelo
de variabilidad como un problema de factibilidad lo´gica, implementado con el uso de SAT
solvers. De cualquier te´rmino P ∈ SPLA se construye una fo´rmula proposicional φ(P ), tal
que P es factible, si y solo si, existe una evaluacio´n v tal que v |= φ(P ).
Al construir esta fo´rmula se debe mantener el orden en el que las caracter´ısticas son
producidas. Cualquier caracter´ıstica A esta´ asociada con un conjunto de variables lo´gicas
Ak, k ∈ IN, del cual, el entero asociado a la caracter´ıstica se utiliza para mantener el orden
en que se ha procesado. As´ı, las variables lo´gicas tendra´n la forma Ak donde A ∈ F y k ∈ IN.
Antes de describir co´mo procesar la fo´rmula asociada al te´rmino sinta´ctico, es necesario
presentar algunas definiciones auxiliares. La funcio´n maxin es relevante, ya que sera´ utiliza-
da para, dada una fo´rmula proposicional, procesar el siguiente ı´ndice disponible para una
caracter´ıstica.
Definicio´n 3.8.2 Dada una fo´rmula proposicional ϕ, se denota el conjunto de variables
lo´gicas en ϕ como vars(ϕ).
Dada la caracter´ıstica A ∈ F y la fo´rmula proposicional ϕ, se define la funcio´n que retorna
el ma´ximo ı´ndice de A en la fo´rmula ϕ como:
maxin(A, ϕ) =

k ∃l ∈ IN : Al ∈ vars(ϕ),
k = ma´x{l | Al ∈ vars(ϕ)}
−1 de otra manera
Finalmente, si l < 0, Al sera´ denotado con el s´ımbolo ⊥. uunionsq
El lema 3.8.6 es indispensable para demostrar la factibilidad de los te´rminos, ya que es
necesario completar las fo´rmulas procesadas para que incluyan el operador de seleccio´n. Es
conveniente que la funcio´n maxin sea la misma en ambas partes del operador de seleccio´n
u´nica, lo cual se consigue mediante la definicio´n 3.8.3.
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Definicio´n 3.8.3 Dadas las fo´rmulas proposicionales ϕ1 y ϕ2, se define la completitud de
ϕ1 hasta ϕ2, escrito comp(ϕ1)ϕ2, de la siguiente manera:
comp(ϕ1)ϕ2 = ϕ1 ∧
∧
A∈F ,
l=maxin(A,ϕ2),
k=maxin(A,ϕ1),
0≤k<l
(¬Al→¬Al−1) ∧ · · · ∧ (¬Ak+1→¬Ak)
uunionsq
La primera consecuencia de la definicio´n anterior es que comp(ϕ1)ϕ2 es ma´s fuerte que
ϕ1. Si v |= comp(ϕ1)ϕ2 entonces v |= ϕ1.
Es relevante destacar que en la definicio´n anterior, las variables nuevas no pertenecen
a ϕ1. Entonces, cualquier evaluacio´n v tal que v |= ϕ1 puede ser extendida a una nue-
va evaluacio´n v′ de manera que u´nicamente modifique el valor de las nuevas variables y
v′ |= comp(ϕ1)ϕ2. Tambie´n se puede destacar que el nu´mero de variables no se incrementa
debido a esta completitud, lo cual sucede debido a que las variables que son introducidas
en comp(ϕ1)ϕ2 ya esta´n en ϕ2. Estas propiedades esta´n expresadas en el lema 3.8.4.
Lema 3.8.4 Dadas las fo´rmulas proposicionales ϕ1 y ϕ2.
1. Dada una evaluacio´n v tal que v |= comp(ϕ1)ϕ2, entonces, v |= ϕ1.
2. Dada una evaluacio´n v tal que v |= ϕ1, entonces, existe una evaluacio´n v′ tal que v′ |=
comp(ϕ1)ϕ2 y v
′(Al) = v(Al), para cualquier caracter´ıstica A y 0 ≤ l ≤ maxin(A, ϕ1).
3. Dada una caracter´ıstica A, tal que exista k ∈ IN satisfaciendo Ak ∈ vars(comp(ϕ1)ϕ2)
y Ak /∈ vars(ϕ1), entonces, Ak ∈ vars(ϕ2). De esta manera, maxin(A, comp(ϕ1)ϕ2) =
maxin(A, ϕ2)
Demostracio´n: A continuacio´n se procedera´ a demostrar cada caso:
1. Por la construccio´n de comp(ϕ1)ϕ2.
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2. Es suficiente con considerar la evaluacio´n v′ definida como:
v′(Al) =
{
v(Ak) si 0 ≤ maxin(Al, ϕ) < k
v(Al) en otro caso
3. Por construccio´n de comp(ϕ1)ϕ2.
uunionsq
Definicio´n 3.8.5 Dado un te´rmino P ∈ SPLA, se define su fo´rmula proposicional asociada
φ(P ), como:
φ(nil) = ⊥
φ(X) = >
φ(A;P ) = Al+1 ∧ φ(P )
donde l = ma´x(0,maxin(A, φ(P )))
φ(A;P ) = >
φ(P ∨Q) = comp(φ(P ))φ(Q) ∨ comp(φ(Q))φ(P )
φ(P ∧Q) = φ(P ) ∧ φ(Q)
φ(A⇒ B in P ) = (¬Al+1→¬Al) ∧ (¬Bm+1→¬Bm)∧
(Al+1→ Bm+1) ∧ φ(P )
donde l = maxin(A, φ(P ))
y m = maxin(B, φ(P ))
φ(A 6⇒ B in P ) = (¬Al+1→¬Al) ∧ (¬Bm+1→¬Bm)∧
(¬Al+1 ∨ ¬Bm+1) ∧ φ(P )
donde l = maxin(A, φ(P ))
y m = maxin(B, φ(P ))
φ(P ⇒ A) = Al+1 ∧ φ(P )
donde l = ma´x(0,maxin(A, φ(P )))
φ(P\A) = ¬Al ∧ φ(P )
donde l = maxin(A, φ(P ))
uunionsq
Antes de mostrar el resultado que permita comprobar la factibilidad de cualquier te´rmino
P ∈ SPLA, es necesario describir una propiedad preliminar de φ(P ).
Lema 3.8.6 Dado un te´rmino P ∈ SPLA, una caracter´ıstica A ∈ F y una evaluacio´n v, tal
que v |= φ(P ) y l ∈ IN, tal que v(Al) = 0 y Al ∈ vars(φ(P )), entonces v(Ak) = 0 para k ≤ l.
Demostracio´n: La demostracio´n sera´ inmediata por la definicio´n estructural de P .
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P = nil o P = X: Es trivial ya que vars(φ(P )) = ∅.
P = B;P ′: En este caso, φ(P ) = Bm+1 ∧ φ(P ′) donde m = maxin(B, φ(P )). As´ı que
Al 6= Bm+1, entonces A 6= B o A = B y l 6= m+ 1. En el segundo caso, se puede deducir
que l ≤ m por la definicio´n de maxin. Entonces, en ambos casos Al ∈ vars(φ(P ′)) y se
obtiene el resultado por induccio´n estructural.
P = B;P ′: Es trivial, ya que vars(φ(P )) = ∅.
P = P1 ∨ P2: En este caso, φ(P ) = comp(φ(P1))φ(P2) ∨ comp(φ(P1))φ(P2). Ya que
v |= φ(P ), entonces v |= comp(φ(P1))φ(P2) o v |= comp(φ(P2))φ(P1). Asumiendo el
primer caso, ya que v |= comp(φ(P1))φ(P2) y v |= φ(P1). De esta manera, se obtienen
los siguientes casos
• Al ∈ vars(φ(P1)): Entonces, se obtiene el resultado por induccio´n sobre P1.
• Al 6∈ vars(φ(P1)): Conside´rese m = maxin(A, φ(P1)). Entonces, utilizando el
lema 3.8.4.3, se obtiene que m < l ≤ maxin(A, φ(P2)). Desde que, v(Al) = 0 y
v |= comp(φ(P2))φ(P1) por la construccio´n de comp(φ(P2))φ(P1), se obtiene que
v(Ak) = 0 para m ≤ k ≤ l. Por lo tanto, v(Am) = 0 y entonces, por induccio´n
sobre P1 se obtiene el resultado.
P = P1 ∧ P2: Este caso, es realizado directamente por induccio´n estructural.
P = B⇒ C in P ′ o P = B 6⇒ C in P ′: Si A 6= B o A 6= C el resultado es obtenido
al aplicar directamente induccio´n estructural. Asumiendo que A = B (el caso cuando
A = C es ide´ntico al intercambiar B por C). Considerando que m = maxin(B, φ(P ′)). Si
l ≤ m, entonces Al ∈ vars(φ(P ′)) y se obtiene el resultado por induccio´n estructural.
Entonces, queda el caso cuando l = m + 1. Si l = 0 no hay nada que demostrar,
as´ı que se asume l > 0. Desde que v |= φ(P ), se obtiene v |= ¬Am+1→ Am. Desde que
v(Am+1) = 0, entonces m = −1 o v(Am) = 0, se asume m ≥ 0 porque si m = −1 no
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existe nada que demostrar. Por la definicio´n de maxin, Am ∈ vars(φ(P ′)). Entonces,
por induccio´n estructural, v(Ak) = 0 para k ≤ m = l − 1 que completa el resultado.
P = P ′⇒ B: Este caso, es el mismo que P = A;P .
P = P ′\B: Este caso, es realizado directamente por induccio´n estructural.
uunionsq
Se quiere demostrar que existe p ∈ SPLA si y solo si la fo´rmula φ(P ) es factible. Sin
embargo, existen diversos aspectos a tener en cuenta con la presencia de restricciones, tales
como las restricciones de requerimiento, exclusio´n, obligatoriedad o prohibicio´n dentro de
un operador de conjuncio´n. De esta forma, el resultado esta´ restringido a aquellos te´rminos
que no contengan el operador de conjuncio´n. Es importante destacar que no representa una
limitacio´n, ya que las restricciones pueden ser consideradas externas a los dema´s operadores.
Definicio´n 3.8.7 Dado un te´rmino P ∈ SPLA, se dice que P es una SPL segura si no existen
restricciones dentro del operador de conjuncio´n (∧). uunionsq
Proposicio´n 3.8.8 Dada una SPL segura P ∈ SPLA, si p ∈ prod (P ) entonces existe una
evaluacio´n v tal que v |= φ(P ) y A ∈ p, si y solo si k ≥ 0 y v(Ak) = 1, donde k =
maxin(A, φ(P )).
Demostracio´n: La demostracio´n sera´ realizada por induccio´n estructural sobre P . Para
todos los casos, sera´ utilizado el teorema 3.4.12 (prod (P ) = [[P ]]).
P = nil o P = X: Estos son los casos base y la demostracio´n es inmediata. φ(nil)
no es factible prod (nil) = ∅. Mientras que la evaluacio´n v tal que v(Ak) = 0 para
cualquier A ∈ F y k ∈ IN cumple la tesis para el caso P = X.
P = A;P ′: En este caso, φ(A;P ′) = Al+1 ∧ φ(P ′) donde l = maxin(A, φ(P ′)). Con-
side´rese p ∈ prod (P ), entonces existe p′ ∈ prod (P ′), tal que p = {A} ∪ p′. Al aplicar
induccio´n sobre P ′ existe una evaluacio´n v′ tal que se cumple la tesis para p′ y P ′.
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Conside´rese la evaluacio´n v = v′[Al+1/1]4. No es dif´ıcil comprobar que v mantiene la
tesis para p y P :
• v |= Al+1 ∧ φ(P ′) desde que Al+1 6∈ vars(φ(P ′)).
• Conside´rese B ∈ p. Entonces B = A o B ∈ p′. En el primer caso v(Al+1) = 1. En
el segundo caso, por induccio´n se obtiene que, k ≥ 0 y v′(Bk) = 1 donde k =
maxin(B, φ(P ′)). Entonces v′(Bk) = 1 y k = maxin(B, φ(P )) = maxin(B, φ(P ′)).
• Conside´rese B 6∈ p. Entonces B 6= A y B 6∈ p′. Por induccio´n, k = −1 o v′(Bk) = 0,
donde k = maxin(B, varsφ(P ′)). Entonces k = maxin(B, varsφ(P )) y k < 0 o
v(Bk) = 0.
P = P1∨P2: En este caso prod (P ) = prod (P1)∪prod (P2). Por lo tanto p ∈ prod (P )
si y solo si p ∈ prod (P1) o p ∈ prod (P2). Suponemos que p ∈ prod (P1) (el otro caso
es sime´trico). Por induccio´n, existe una evaluacio´n v que satisface la tesis para p y P1.
Ahora, consideramos la evaluacio´n v′ definida en la demostracio´n del lema 3.8.4.2. A
continuacio´n sera´ demostrado que v′ cumple la tesis.
• Desde que v |= P1, entonces v′ |= comp(φ(P1))φ(P2).
• Ahora, conside´rese una caracter´ıstica A ∈ p. Por induccio´n v(Ak) = 1, donde
k = maxin(A, φ(P1)). Entonces v
′(Ak) = 1 por la construccio´n de v′. Si k =
maxin(A, φ(P )) se obtiene el resultado. As´ı que, supongamos que k < maxin(A, φ(P )),
dado m = maxin(A, φ(P )). Desde que v′ |= φ(P ), si v(Am) = 0, por el lema 3.8.6,
se puede concluir que v(Ak) = 0, por lo tanto v(Am) = 1.
• Finalmente, conside´rese A /∈ p. Por induccio´n m = −1 o v(Am) = 0 don-
de m = maxin(A, φ(P1)). Si m = maxin(A, φ(P )), por la construccio´n de v
′,
v′(Am) = 0. Si m < maxin(A, φ(P )), entonces conside´rese l = maxin(A, φ(P2))
= maxin(A, comp(φ(P1))φ(P2)). Por la construccio´n de v
′, v′(Al) = v(Am) = 0.
4v[A/x](B) = v(B) si A 6= B y v[A/x](A) = x
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P = A;P ′: Este es un caso particular del caso anterior desde que P =E X ∨ A;P ′.
P = P1 ∧ P2: En este caso, p ∈ prod (P ) si y solo si existe p1 ∈ prod (P1) y p2 ∈
prod (P2) tal que p = p1 ∪ p2. Por induccio´n de P1 y P2, existe una evaluacio´n v1
manteniendo la tesis para p1 y P1, y v2 manteniendo la tesis para p2 y P2. Conside´rese
la evaluacio´n v definida como:
v(x) =

1 si v1(x) = 1 y x ∈ vars(φ(P1))
1 si v2(x) = 1 y x ∈ vars(φ(P2))
0 en otro caso
Esta evaluacio´n mantiene la tesis para p y P :
• Desde que P es seguro y el u´nico operador que introduce variables lo´gicas negadas
son las restricciones, no existe ninguna variable lo´gica negada en φ(P1) o en φ(P2).
Por lo tanto v |= φ(P ) = φ(P1) ∧ φ(P2).
• Conside´rese una caracter´ıstica A ∈ p. Entonces, A ∈ p1 o A ∈ p2. Asumiendo
que A ∈ p1, el otro caso es sime´trico. De esta manera, por induccio´n, v1(Al) = 1
donde l = maxin(A, φ(P1)). As´ı, por la construccio´n de v, v(Al) = 1. Conside´rese
m = maxin(A, φ(P )). Si v(Am) = 0, utilizando el lema 3.8.6 v(Al) = 0, entonces
v(Am) = 1.
• Conside´rese A 6∈ p. Entonces A 6∈ p1 y A 6∈ p1. Conside´rese tambie´n que l =
maxin(A, φ(P )). Entonces l = maxin(A, φ(P1)) o l = maxin(A, φ(P2)). Suponiendo
que l = maxin(A, φ(P1)), el otro caso es sime´trico. Desde que A 6∈ p1, l = −1
o v1(A) = 0. Existen dos posibilidades, que l = maxin(A, φ(P2)) o que l <
maxin(A, φ(P2)). En el segundo caso Al 6∈ vars(φ(P2)), entonces por la construccio´n
de v, v(Al) = 0. En el primer caso, por induccio´n l = −1 o v2(Al) = 0, entonces
por la construccio´n de v, v(Al) = 0.
P = A⇒ B in P ′: En este caso, φ(P ) = (¬Al+1→¬Al) ∧ (¬Bm+1→¬Bm) ∧ (Al+1→
Bm+1) ∧ φ(P ′), donde l = maxin(A, φ(P ′)) y m = maxin(B, φ(P ′)).
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Considerando el producto p ∈ prod (P ), si y solo si existe un producto p′ ∈ prod (P ′),
tal que p = p′ y A /∈ p′ o p = p′ ∪ {B} y A ∈ p′. En ambos casos, por induccio´n, existe
una evaluacio´n v′ que satisface la tesis para p′ y para P ′.
Conside´rese la siguiente evaluacio´n v acorde a los siguientes casos:
• A ∈ p′: Entonces v = v′[Al+1/1, Bm+1/1].
• A 6∈ p′ y B ∈ p′: Entonces v = v′[Al+1/0, Bm+1/1].
• A 6∈ p′ y B /∈ p′: Entonces v = v′[Al+1/0, Bm+1/0].
No es dif´ıcil comprobar que los tres casos v satisfacen las condiciones para p y P :
• Debido a la manera en que v y φ(P ) esta´n definidas, v |= φ(P ).
• Conside´rese C ∈ p. Si C = B, existen dos casos B ∈ p′ o A ∈ p′. En ambos casos, por
la construccio´n de v, v(Cm+1) = 1. Si C = A, entonces A ∈ p′, as´ı que v(Al+1) = 1.
Si C 6= B y C 6= B, entonces C ∈ p′ y por induccio´n l ≥ 0 y v′(Cl) = v(Cl) = 1 para
l = maxin(C, φ(P ′)) = maxin(C, φ(P ))
• Conside´rese C /∈ p. Entonces C /∈ p′. Por induccio´n l < 0 o v′(Cl) = 0 para
l = maxin(C, φ(P ′)). Si C 6= A o C 6= A, entonces l = maxin(C, φ(P ′) y l < 0
o v(Cl) = v
′(Cl) = 0. Si C = B, entonces B 6∈ p′ y, por la construccio´n de v,
v(Bm+1) = 0. Si C = A, entonces A 6∈ p′ y, por la construccio´n de v, v(Al+1) = 0
P = A 6⇒ B in P ′: En este caso φ(P ) = (¬Al+1→¬Al) ∧ (¬Bm+1→¬Bm) ∧ (¬Al+1 ∨
¬Bm+1) ∧ φ(P ′), donde l = maxin(A, φ(P ′)) y m = maxin(B, φ(P )). Mas alla´, p ∈
prod (P ) si y solo si p ∈ prod (P ′) y A /∈ p o B /∈ p. Asumiendo el primer caso (el otro
es sime´trico). Por induccio´n de la hipo´tesis, existe una evaluacio´n v′ que satisface la
tesis para p y P ′. Ahora hay dos casos, B ∈ p o B /∈ p, en el primer caso conside´rese
que v = v′[Al+1/0, Bm+1/1], en el segundo caso conside´rese que v = v′[Al+1/0, Bm+1/0].
Ahora es necesario comprobar que v satisface la tesis para p y P :
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• Es necesario comprobar que v |= φ(P ) al analizar sus partes. Desde que A /∈ p,
por induccio´n l < 0 o v(Al) = 0, entonces v |= ¬Al+1→¬Al. De igual manera por
induccio´n, B ∈ p si y solo si B ∈ p′ si y solo si m ≥ 0 y v′(Bm) = 1. Por lo tanto,
v |= ¬Bm+1→¬Bm. Por la construccio´n de v |= ¬Al+1 ∨ ¬Bm+1 y por induccio´n
v′ |= φ(P ′). Desde que Al+1, Bm+1 6∈ vars(φ(P ′)), v |= φ(P ′).
• Conside´rese que C ∈ p, desde que esta´ considerado que A 6∈ p′, C 6= A. Si C =
B, entonces B ∈ p′. Por lo tanto, por la construccio´n de v, v(Bm+1) = 1. En
caso contrario por la hipo´tesis de induccio´n, k ≥ 0 y v′(Ck) = 1 para k =
maxin(C, φ(P ′)). Entonces k = maxin(C, φ(P )) y v(Ck) = v′(Ck) = 1.
• Conside´rese C /∈ p. Si C = A entonces v(Al+1) = 0. Si C = B entonces v(Bm+1) = 0.
Si C 6= A y C 6= B, por induccio´n k < 0 o v′(Ck) = 0 para k = maxin(C, φ(P ′)).
Debe observarse que k = maxin(C, φ(P )) y v(Ck) = v
′(Ck) = 0
P = P ′⇒ A: Este caso es el mismo que P = A;P .
P = P ′\A: En este caso, φ(P ) = ¬Al ∧ φ(P ) donde l = maxin(A, φ(P ′)). Conside´rese
el te´rmino p ∈ prod (P ), entonces existe un producto p ∈ prod (P ′) tal que A 6∈ p.
Por induccio´n estructural, existe una evaluacio´n v que sostiene la tesis para p y P ′.
Es necesario demostrar que v tambie´n satisface las condiciones para P .
• Primero v |= φ(P ). Existen dos casos: l = −1 o l ≥ 0. En el primer caso, Al−1 es
el s´ımbolo ⊥. En el segundo caso, desde que A /∈ p, por induccio´n v(Al) = 0. En
cualquier caso, por la hipo´tesis de induccio´n, v |= ¬Al ∧ φ(P ′).
• Conside´rese una caracter´ıstica B. Por induccio´n, B ∈ p si y solo si l > 0 y v(Bl) = 1
donde l = maxin(B, φ(P ′). Para concluir este punto es suficiente con considerar
que vars(φ(P )) = vars(φ(P ′)).
La segunda condicio´n se sostiene trivialmente desde que vars(φ(P )) = vars(φ(P ′)).
uunionsq
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La proposicio´n 3.8.9 describe la implicacio´n de derecha a izquierda del teorema 3.8.10.
Tambie´n se demuestra por induccio´n estructural sobre P .
Proposicio´n 3.8.9 Dada una SPL segura P ∈ SPLA, si existe una evaluacio´n v tal que v |=
φ(P ), entonces existe un producto p ∈ prod (P ), tal que A 6∈ p para cualquier caracter´ıstica
A, satisfaciendo v(Al) = 0 para todo 0 ≤ lmaxin(A, φ(P )).
Demostracio´n: La demostracio´n es realizada por induccio´n estructural sobre P .
P = nil o P = X: Estos son los casos base, y su demostracio´n es inmediata. φ(nil)
no es factible y prod (nil) = ∅. Mientras que el u´nico producto de X, que es el
conjunto vac´ıo ∅ no tiene caracter´ısticas.
P = A;P ′: En este caso φ(A;P ′) = Al+1 ∧ φ(P ′) donde l = ma´x(0,maxin(A, φ(P ′))).
Si v |= φ(P ), entonces v |= φ(P ′). Por induccio´n estructural, existe un producto
p′ ∈ prod (P ′) satisfaciendo la tesis. Conside´rese p = p′ ∪ {A} ∈ prod (P ). Por la
definicio´n de la sema´ntica denotacional del operador de prefijo, p ∈ prod (A;P ′).
Ahora conside´rese una caracter´ıstica C, tal que v(Ck) = 0 para cualquier 0 ≤ k ≤
maxin(C, φ(P )), desde que v |= φ(P ), v(Al+1) = 0, C 6= A. Por induccio´n, C /∈ p′,
entonces por la construccio´n de p, C /∈ p.
P = P1 ∨ P2: En este caso, φP = comp(φ(P1))φ(P2) ∨ comp(φ(P2))φ(P1). Desde que
v |= φ(P ), entonces v |= comp(φ(P1))φ(P2) o v |= comp(φ(P2))φ(P1). Suponiendo que
v |= comp(φ(P2))φ(P1) (el otro caso es sime´trico). Por el lema 3.8.4.1 v |= φP2. En-
tonces, por induccio´n, existe un producto p ∈ prod (P2) que cumple la tesis para p y
P2. Desde que prod (P ) = prod (P1) ∪ prod (P2), entonces p ∈ prod (P ). Ahora con-
side´rese una caracter´ıstica A, tal que v(Al) = 0 para cualquier 0 ≤ l ≤ maxin(A, φ(P )).
Desde que maxin(A, φ(P )) ≥ maxin(A, φ(P2)), por induccio´n, A /∈ p.
P = A;P ′: Este caso es un caso particular del caso anterior desde que P =EX∨A;P ′.
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P = P1 ∧ P2: En este caso φ(P ) = φ(P1) ∧ φ(P2). Desde que v |= φ(P ), entonces
v |= φ(P1) y v |= φ(P2). Por induccio´n estructural, existe un p1 ∈ prod (P1) que
cumple la tesis para v y P1 y existe un p2 ∈ prod (P2) que cumple la tesis para v y
P2. Al mostrar p = p1 ∪ p2 se cumple la tesis para v y P . Primero, por la definicio´n
de los operadores p ∈ prod (P ). Conside´rese una caracter´ıstica A tal que v(Al) = l
para todos 0 ≤ k ≤ maxin(A, φ(P )). Desde que maxin(A, φ(P )) ≥ maxin(A, φ(P1))
y maxin(A, φ(P )) ≥ maxin(A, φ(P2)), por induccio´n, A /∈ p1 y A /∈ p2. Por lo tanto,
A 6∈ p1 ∪ p2 = p.
P = A⇒ B in P ′: En este caso, φ(P ) = (¬Al+1→¬Al) ∧ (¬Bm+1→¬Bm) ∧ (Al+1→
Bm+1) ∧ φ(P ′) donde l = maxin(A, φ(P ′)) y m = maxin(B, φ(P ′)). Conside´rese v una
evaluacio´n tal que v |= φ(P ). Por induccio´n, existe un p′ ∈ prod (P ′) que mantiene la
tesis para v y P .
Existen dos casos A ∈ p′ o A /∈ p′. En el primer caso, conside´rese que p = p′ ∪ {B} ∈
prod (P ) y en el segundo caso p = p′. Comprobando que en ambos casos, p mantiene la
tesis para v y P . Por la definicio´n de la sema´ntica denotacional, p ∈ prod (P ). Ahora
conside´rese la caracter´ıstica C, tal que v(Ck) = 0 para todos con k ∈ IN. Existen los
siguientes casos:
• C = A: Por induccio´n A /∈ p′. Entonces, por la construccio´n de p, A /∈ p.
• C = B: Por induccio´n B /∈ p′. Desde que v(Bm+1) = 0 y v |= φ(P ), v(Al+1) = 0.
Entonces, l = −1 or v(Al) = 0. Luego, por el lema 3.8.6, v(Ak) = 0 para todos
0 ≤ k < l. Entonces, por induccio´n, A /∈ p′. Desde que B /∈ p′ y A /∈ p′, por la
construccio´n de p, B /∈ p.
• C 6= B y C 6= A: En este caso, por induccio´n, C /∈ p′. Desde que C 6= B y C 6= A,
por la construccio´n de p, C /∈ p.
P = A 6⇒ B in P ′: En este caso φ(P ) = (¬Al+1→¬Al) ∧ (¬Bm+1→¬Bm) ∧ (¬Al+1 ∨
¬Bm+1) ∧ φ(P ′) donde l = maxin(A, φ(P ′)) y m = maxin(B, φ(P ′)).
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Conside´rese una evaluacio´n v, tal que v |= φ(P ). Entonces v |= φ(P ′), y por induccio´n,
existe un producto p ∈ prod (P ′) que sostiene la tesis para v y P ′. Ahora, hay que
mostrar que p tambie´n sostiene la tesis para v y P . Primero, debe ser demostrado
que p ∈ prod (P ). Desde que v |= φ(P ), v(Al+1) = 0 o v(Bm+1) = 0, asumiendo que
v(Bm+1) = 0, el otro caso es sime´trico. Desde que v |= φ(P ), m = −1 o v(Bm) = 0,
entonces por el lema 3.8.6, v(Bk) = 0 para 0 ≤ k ≤ m. De esta manera, por induccio´n,
B /∈ p. As´ı que, por la definicio´n de la sema´ntica denotacional, p ∈ prod (P ).
Ahora, conside´rese una caracter´ıstica C tal que v(Ck) = 0 para todos 0 ≤ k ≤
maxin(C, φ(P )). Existen los siguientes casos:
• C = A: Entonces k = l + 1 y l = maxin(A, φ(P ′)). Desde que v |= φ(P ) y
v(Al+1) = 0, l = −1 o v(Al) = 0. As´ı, por el lema 3.8.6, v(Ak) = 0 para 0 ≤ k ≤ l.
Por lo tanto, por induccio´n, A /∈ p.
• C = B: Desde que v |= φ(P ) y v(Bm+1) = 0, m = −1 o v(Bm) = 0. As´ı por el
lema 3.8.6, v(Bk) = 0 para 0 ≤ k ≤ m. Entonces, por induccio´n B /∈ p.
• C 6= B y C 6= A: En este caso es suficiente considerar que maxin(C, φ(P ′)) =
maxin(C, φ(P )). Entonces, por induccio´n, C /∈ p.
P = P ′⇒ A: Este caso es el mismo que P = A;P .
P = P ′\A: En este caso φ(P ) = ¬Al∧φ(P ′) donde l = maxin(A, φ(P ′)). Considerando
la evaluacio´n v, tal que v |= φ(P ). Entonces v |= φ(P ′). Por induccio´n, existe un
producto p ∈ prod (P ′) sosteniendo la tesis para v y P ′. Es necesario comprobar que
p sostiene la tesis para v y P . Primero, es necesario mostrar que A 6∈ p. Desde que
v |= φ(P ), existen dos casos l = −1 o l ≥ 0 y v(Al) = 0. As´ı, por el lema 3.8.6, v(Ak) = 0
para 0 ≤ k ≤ l. Entonces, por induccio´n, A /∈ p. De esta manera, por la definicio´n del
operador sema´ntico [[·\A]], p ∈ prod (P ). Ahora, conside´rese una caracter´ıstica C tal
que v(Ck) = 0 para 0 ≤ k ≤ maxin(C, φ(P )). Ya ha sido demostrado que A /∈ p, as´ı que
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puede asumirse que C 6= A. Desde que maxin(C, φ(P )) = maxin(C, φ(P ′)), se obtiene
C /∈ P por induccio´n.
uunionsq
De esta forma se obtiene el resultado buscado.
Teorema 3.8.10 Dada una SPL segura P ∈ SPLA, entonces p ∈ prod (P ) si y solo si existe
una evaluacio´n v tal que v |= φ(P ). uunionsq
El resultado principal de esta seccio´n es el teorema 3.8.10, el cual, esta´ relacionado
con la factibilidad de una SPL P y de la factibilidad de su fo´rmula asociada φ(P ). Este
teorema es una consecuencia directa de la proposicio´n 3.8.8 y de la proposicio´n 3.8.9. La
proposicio´n 3.8.8 es la implicacio´n de izquierda de derecha del teorema 3.8.10, el cual ha
sido demostrado por induccio´n estructural de P , donde la proposicio´n 3.8.8 y la proposicio´n
3.8.9 son necesarias para demostrar el resultado.
Los resultados teo´ricos de esta seccio´n son descritos en la seccio´n 3.10, donde se presenta
una herramienta que, haciendo uso de SAT solvers, determina si una SPL P genera productos
va´lidos o no. Es importante destacar que φ(P ) no es una fo´rmula en forma normal conjuntiva
(CNF, del ingle´s Conjunctive Normal Form).
Por ello, para comprobar su factibilidad, φ(P ) debe ser convertido a una expresio´n CNF.
3.9. Caso de estudio: Sistema VSS
En esta seccio´n se modela una herramienta de streaming de video. El diagrama FODA del
sistema de streaming esta´ descrito en la figura 3.12. Este sistema incorpora las siguientes
caracter´ısticas: VSS, TBR, VCC, 720Kbps, 256Kbps, H.264 y MPEG.2. La caracter´ıstica ini-
cial5 para esta SPL es el software de streaming de video (VSS, del ingle´s Video Streaming
5Llamado de manera global como la SPL.
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VSS
TBR VCC
720Kbps
256Kbps H.264
MPEG.2
Figura 3.12: Representacio´n FODA del software de streaming de video.
Software). Cualquier producto de esta SPL necesitara´ esta caracter´ıstica principal. Es im-
portante destacar que cada caracter´ıstica tiene un nombre u´nico dentro del diccionario de
caracter´ısticas de VSS.
Las caracter´ısticas relacionadas con la caracter´ıstica inicial VSS, son la tasa de transmi-
sio´n (TBR, del ingle´s transmission bitrate) y el codec de video (VCC, del ingle´s video codec),
las cuales esta´n relacionadas entre si de manera obligatoria. Esta relacio´n establece que este
conjunto de caracter´ısticas estara´ incluido en todas las implementaciones del software donde
VSS este´ incluida.
Adema´s, existe otra relacio´n de obligatoriedad en el diagrama, la caracter´ıstica 720Kbps
con la caracter´ıstica del nivel superior. De igual, manera existen otras caracter´ısticas op-
cionales en el sistema. Por ejemplo, la caracter´ıstica 256Kbps es opcional, lo que significa
que puede, o no, incluirse en los productos finales de la SPL. Es importante destacar que
la inclusio´n de esta caracter´ıstica depende de otras relaciones representadas como restric-
ciones. Finalmente, las caracter´ısticas H.264 y MPEG.2 esta´n relacionadas con el operador de
seleccio´n u´nica, lo que significa que al menos una de las dos caracter´ısticas estara´ incluida
en los productos finales de la SPL.
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En este sistema existe un conjunto de reglas que describen un grupo de restricciones.
Por ejemplo, cuando la caracter´ıstica MPEG.2 esta´ incluida en un producto, la caracter´ıstica
720Kbps tambie´n debe estarlo. De forma similar, cuando la caracter´ıstica H.264 es selecciona-
da, 256Kbps no debe aparecer. La restriccio´n que relaciona MPEG.2 con la velocidad 720Kbps
es una restriccio´n de requerimiento, lo que significa si MPEG.2 es seleccionada, entonces la
velocidad TBR debe ser 720Kbps.
Existe otra restriccio´n de exclusio´n que relaciona las caracter´ısticas H.264 y 256Kbps,
esto es si H.264 aparece en el producto final, entonces e´ste no puede contener 256Kbps.
Finalmente, un producto va´lido del modelo es el conjunto de caracter´ısticas que satisfacen
todas las restricciones del diagrama.
Por ejemplo, consideramos los siguientes productos, pr1 compuesto por VSS, TBR, 720Kbps,
VCC, y H.264, pr2 compuesto por VSS, TBR, 720Kbps, VCC, y MPEG.2 y pr3 compuesto por
VSS, TBR, 720Kbps, 256Kbps, VCC, y H.264. En este caso, pr1 y pr2 son productos va´lidos
del modelo, mientras que pr3 no representa un producto va´lido.
Para mostrar el ana´lisis formal, esta fase se centrara´ en describir el proceso de traduccio´n,
donde la traduccio´n completa de este modelo esta´ representada como P1:
P1 := MPEG.2⇒ 720Kbps in (H.264 6⇒ 256Kbps in P2 )
P2 := VSS; (P21 ∧ P22 )
P21 := TBR; (720Kbps;X ∧ 256Kbps;X)
P22 := VCC; (H.264;X ∨ MPEG.2;X)
La figura 3.13 muestra el sistema de etiquetado de transiciones asociado a la sema´ntica
operacional de SPLA para el te´rmino P1 . En esta figura se han omitido los sub-a´rboles del
(1) al (7) ya que no es posible representarlos en su descripcio´n gra´fica.
En el a´rbol descrito se obtienen las siguientes trazas:
VSS TBR VCC 720Kbps H.264
VSS TBR VCC 720Kbps MPEG.2 720Kbps
VSS TBR VCC 720Kbps MPEG.2 256Kbps 720Kbps
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VSS TBR VCC MPEG.2 720Kbps
VSS TBR VCC MPEG.2 720Kbps 256Kbps
De estas trazas sera´n obtenidos los siguientes productos:
{VSS, TBR, VCC, 720Kbps, H.264}
{VSS, TBR, VCC, 720Kbps, MPEG.2}
{VSS, TBR, VCC, 720Kbps, MPEG.2, 256Kbps}
[[X]] = {∅}
[[H.264;X]] = {{H.264} ∪ ∅} = {{H.264}}
[[MPEG.2;X]] = {{MPEG.2} ∪ ∅} = {{MPEG.2}}
[[720Kbps;X]] = {{720Kbps} ∪ ∅} = {{720Kbps}}
[[256Kbps;X]] = {∅} ∪ {{256Kbps} ∪ ∅} = {∅, {256Kbps}}
[[P22 ]] = [[VCC; (H.264;X ∨ MPEG.2;X)]] = [[VCC; ·]]
(
[[∨]]({{H.264}}, {{MPEG.2}})) =
[[VCC; ·]]([[H.264;X]] ∪ [[MPEG.2;X]]) = [[VCC; ·]]({{H.264}, {MPEG.2}}) =
{{VCC, H.264}, {VCC, MPEG.2}}
[[P21 ]] = [[TBR; (720Kbps;X ∧ 256Kbps;X)]] =
[[TBR; ·]]([[∧]]({{720Kbps}, {∅, {256Kbps}})) =
[[TBR; ·]]({{720Kbps}, {720Kbps, 256Kbps}}) =
{{TBR, 720Kbps}, {TBR, 720Kbps, 256Kbps}}
[[P21 ∧ P22 ]] = [[∧]]
(
{{VCC, H.264}, {VCC, MPEG.2}}, {{TBR, 720Kbps},
{TBR, 720Kbps, 256Kbps}}
)
={
{VCC, TBR, H.264, 720Kbps}, {VCC, TBR, H.264, 720Kbps, 256Kbps},
{VCC, TBR, MPEG.2, 720Kbps}, {VCC, TBR, MPEG.2720Kbps, 256Kbps}
}
[[P2 ]] = [[VSS; (P21 ∧ P22 )]] = [[VSS; ]]
(
P21 ∧ P22
)
={
{VSS, VCC, TBR, H.264, 720Kbps}, {VSS, VCC, TBR, H.264, 720Kbps, 256Kbps},
{VSS, VCC, TBR, MPEG.2, 720Kbps}, {VSS, VCC, TBR, MPEG.2720Kbps, 256Kbps}
}
[[H.264 6⇒ 256Kbps in P2 ]] = [[H.264 6⇒ 256Kbps in ·]]([[P2]]) ={ {VSS, VCC, TBR, H.264, 720Kbps},
{VSS, VCC, TBR, MPEG.2, 720Kbps},
{VSS, VCC, TBR, MPEG.2, 720Kbps, 256Kbps}
}
[
MPEG.2⇒ 720Kbps in
H.264 6⇒ 256Kbps in P2
]
= [[MPEG.2⇒ 720Kbps in ·]]([[H.264 6⇒ 256Kbps in P2 ]]) ={
{VSS, VCC, TBR, H.264, 720Kbps}, {VSS, VCC, TBR, MPEG.2, 720Kbps},
{VSS, VCC, TBR, MPEG.2, 720Kbps, 256Kbps}
}
Figura 3.14: Sema´ntica denotacional para VSS.
La sema´ntica denotacional para P1 se presenta en la figura 3.14. Es importante destacar
que el conjunto de productos no se ha modificado una vez aplicado el u´ltimo operador
sema´ntico [[MPEG.2⇒ 720Kbps in ·]]. Esto significa que la restriccio´n de requerimiento no es
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necesaria en este caso. Tal y como se esperaba, el conjunto de productos obtenidos al aplicar
las reglas de la sema´ntica denotacional coincide con el conjunto de productos obtenido de
aplicar las reglas de la sema´ntica operacional: prod (P1 ) = [[P1 ]] (ver teorema 3.4.12).
TBR; (720Kbps;X ∧ 256Kbps;X)=E [CON1]
TBR; 720Kbps; (X ∧ 256Kbps;X)=E [CON5] [CON2]
TBR; 720Kbps; 256Kbps;X=E [PRE2]
TBR; 720Kbps; (256Kbps;X ∨X)
(3.2)
P2 = VSS; (P21 ∧ P22 )=E (3.2)
VSS;
(
TBR; 720Kbps; (256Kbps;X ∨X)) ∧ (VCC; (H.264;X ∨ MPEG.2;X))=E [CON1]
VSS; TBR; VCC; 720Kbps;
(
(256Kbps;X ∨X) ∧ (H.264;X ∨ MPEG.2;X))=E [CON3]
VSS; TBR; VCC; 720Kbps;
(
((256Kbps;X ∨X) ∧ H.264;X) ∨ ((256Kbps;X ∨X) ∧ MPEG.2;X)=E [CON1]
VSS; TBR; VCC; 720Kbps;
(
H.264;
(
(256Kbps;X ∨X) ∧X) ∨ MPEG.2; ((256Kbps;X ∨X) ∧X))=E [CON5]
VSS; TBR; VCC; 720Kbps;
(
H.264; (256Kbps;X ∨X) ∨ MPEG.2; (256Kbps;X ∨X))
(3.3)
H.264 6⇒ 256Kbps in P2=E (3.3)
H.264 6⇒ 256Kbps in
(
VSS; TBR; VCC; 720Kbps;
(
H.264; (256Kbps;X ∨X) ∨ MPEG.2; (256Kbps;X ∨X)))=E [EXCL1]
VSS; TBR; VCC; 720Kbps; H.264 6⇒ 256Kbps in
((
H.264; (256Kbps;X ∨X) ∨ MPEG.2; (256Kbps;X ∨X)))=E [EXCL4]
VSS; TBR; VCC; 720Kbps;
(
(H.264 6⇒ 256Kbps in H.264; (256Kbps;X ∨X))∨
(H.264 6⇒ 256Kbps in MPEG.2; (256Kbps;X ∨X)))=E [EXCL2]
VSS; TBR; VCC; 720Kbps;
(
(H.264; ((256Kbps;X ∨X)\256Kbps))∨
(H.264 6⇒ 256Kbps in MPEG.2; (256Kbps;X ∨X)))=E [EXCL1]
VSS; TBR; VCC; 720Kbps;
(
(H.264; ((256Kbps;X ∨X)\256Kbps))∨
(MPEG.2; H.264 6⇒ 256Kbps in (256Kbps;X ∨X)))=E [FORB1] [FORB3] [FORB5]
VSS; TBR; VCC; 720Kbps;
(
H.264;X ∨ (MPEG.2; H.264 6⇒ 256Kbps in (256Kbps;X ∨X)))=E [EXCL3]
VSS; TBR; VCC; 720Kbps;
(
(H.264; ((256Kbps;X ∨X)\256Kbps))∨
(MPEG.2; H.264 6⇒ 256Kbps in (256Kbps;X ∨X)))=E [FORB1] [FORB3] [FORB5]
VSS; TBR; VCC; 720Kbps;
(
H.264;X ∨ (MPEG.2; H.264 6⇒ 256Kbps in (256Kbps;X ∨X)))=E [EXCL3] [EXCL4] [EXCL5]
VSS; TBR; VCC; 720Kbps;
(
H.264;X ∨ (MPEG.2; ((256Kbps;X)\H.264 ∨X)))=E [FORB2] [FORB3] [FORB5]
VSS; TBR; VCC; 720Kbps;
(
H.264;X ∨ (MPEG.2; (256Kbps;X ∨X)))
(3.4)
Figura 3.15: Reglas de deduccio´n aplicadas a VSS (1 de 2).
Finalmente, se presenta el proceso de deduccio´n inducido por los axiomas en la figura 3.15
y la figura 3.16. En esta figura se puede observar co´mo la expresio´n inicial P1 se transforma
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hasta obtener una forma pre-normal (ver figura 3.16, ecuacio´n 3.5):
VSS; TBR; VCC; 720Kbps;
(
(H.264;X ∨ MPEG.2; 720Kbps; (256Kbps;X ∨X))
Este te´rmino no esta´ en forma normal por dos razones. La primera es que no esta´ esta-
blecido un orden entre las caracter´ısticas. Sin embargo, se puede asumir el siguiente orden:
VSS < TBR < VCC < 720Kbps < H.264 < MPEG.2 < 256Kbps. Adema´s, la repeticio´n de la ca-
racter´ıstica 720Kbps en el te´rmino no esta´ permitido en las formas normales. De esta forma,
obtenemos la forma normal al aplicar las reglas en la ecuacio´n 3.6, y el te´rmino resultante
es:
VSS; TBR; VCC; 720Kbps;
(
H.264;X ∨ MPEG.2; (256Kbps;X ∨X))
P1 = MPEG.2⇒ 720Kbps in H.264 6⇒ 256Kbps in P2=E (3.4)
MPEG.2⇒ 720Kbps in VSS; TBR; VCC; 720Kbps; (H.264;X ∨ MPEG.2; (256Kbps;X ∨X)) [REQ1]
VSS; TBR; VCC; 720Kbps; MPEG.2⇒ 720Kbps in (H.264;X ∨ MPEG.2; (256Kbps;X ∨X)) [REQ4]
VSS; TBR; VCC; 720Kbps;
(
(MPEG.2⇒ 720Kbps in H.264;X) ∨ (MPEG.2⇒ 720Kbps in MPEG.2; (256Kbps;X ∨X))) [REQ1]
VSS; TBR; VCC; 720Kbps;
(
H.264; (MPEG.2⇒ 720Kbps in X) ∨ (MPEG.2⇒ 720Kbps in (256Kbps;X ∨X))) [REQ5]
VSS; TBR; VCC; 720Kbps;
(
H.264;X ∨ (MPEG.2⇒ 720Kbps in MPEG.2; )) [REQ2]
VSS; TBR; VCC; 720Kbps;
(
H.264;X ∨ MPEG.2; ((256Kbps;X ∨X) ⇒ 720Kbps)) [MAND5]
VSS; TBR; VCC; 720Kbps;
(
H.264;X ∨ MPEG.2; ((256Kbps;X⇒ 720Kbps) ∨ (X⇒ 720Kbps))) [MAND2] [MAND3]
VSS; TBR; VCC; 720Kbps; (H.264;X ∨ MPEG.2; 720Kbps; (256Kbps;X ∨X))=E [PRE2]
VSS; TBR; VCC; 720Kbps;
(
H.264;X ∨ MPEG.2; 720Kbps; (256Kbps;X ∨X))
(3.5)
VSS; TBR; VCC; 720Kbps;
(
H.264;X ∨ MPEG.2; 720Kbps; (256Kbps;X ∨X))=E [PRE1]
VSS; TBR; VCC; 720Kbps;
(
H.264;X ∨ 720Kbps; MPEG.2; (256Kbps;X ∨X))=E [PRE3]
VSS; TBR; VCC;
(
720Kbps; H.264;X ∨ 720Kbps; 720Kbps; MPEG.2; (256Kbps;X ∨X))=E [PRE5]
VSS; TBR; VCC;
(
720Kbps; H.264;X ∨ 720Kbps; MPEG.2; (256Kbps;X ∨X))=E [PRE5]
VSS; TBR; VCC; 720Kbps;
(
H.264;X ∨ MPEG.2; (256Kbps;X ∨X))
(3.6)
Figura 3.16: Reglas de deduccio´n aplicadas a VSS (2 de 2).
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3.10. Implementacio´n de SPLA
En esta seccio´n se presenta la implementacio´n de SPLA6. El nu´cleo de la herramienta
esta´ desarrollada en JAVA y su licencia es GPL v37. Esta herramienta esta´ compuesta por
un conjunto de mo´dulos que sera´n descritos en las secciones 3.10.1 y 3.10.2.
Para probar su aplicabilidad, se han generado una serie de SPLs utilizando el generador
de modelos de caracter´ısticas BeTTy8 [96]. En BeTTy, los modelos son generados tras
configurar una serie de para´metros de entrada. Los valores utilizados en los para´metros de
configuracio´n se detallan a continuacio´n:
El porcentaje de restricciones es de un 30 %.
La probabilidad de que exista una caracter´ıstica obligatoria es de 0.25.
La probabilidad de que una caracter´ıstica este´ dentro de una relacio´n de seleccio´n
u´nica es de 0.5.
3.10.1. Mo´dulo de factibilidad
Este mo´dulo procesa la factibilidad de una SPL utilizando los resultados de la sec-
cio´n 3.10.1. De esta forma, se computa la fo´rmula asociada a una SPL. Seguidamente, utili-
zando un SAT solver, se verifica la factibilidad de la fo´rmula. Dado que la herramienta ha
sido desarrollada en JAVA, se ha utilizado Sat4j9.
Los experimentos fueron ejecutados con un nu´mero distinto de caracter´ısticas, el cual
var´ıa de 1000 to 13500. La tabla 3.17 muestra el tiempo requerido para procesar la satisfac-
tibilidad de una SPL en funcio´n del nu´mero de caracter´ısticas en el modelo.
3.10.2. Mo´dulo denotacional
Este mo´dulo procesa los productos de un te´rmino SPLA de acuerdo a las reglas de la
sema´ntica denotacional.
6El co´digo fuente puede descargarse desde la direccio´n: http://ccamacho.github.io/phd/spla/.
7Descripcio´n de la licencia en la siguiente URL: http://www.gnu.org/copyleft/gpl.html.
8BeTTy puede ser descargado desde: http://www.isa.us.es/betty/betty-online.
9Sitio web oficial de Sat4j: http://www.sat4j.org/.
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Caracter´ısticas Tiempo (ms.)
01000 67
01500 71
02000 105
02500 140
03000 164
03500 153
04000 193
04500 410
05000 331
05500 339
06000 441
06500 289
07000 369
Caracter´ısticas Tiempo (ms.)
07500 529
08000 556
08500 682
09000 428
09500 639
10000 620
10500 396
11000 513
11500 575
12000 552
12500 413
13000 513
13500 503
Tabla 3.17: Benchmark de factibilidad.
Para probar la aplicabilidad de este mo´dulo se realizo´ un experimento empleando un
nu´mero de caracter´ısticas, variable, de 50 a 300. Los resultados son presentados en la ta-
bla 3.18. Esta tabla esta´ compuesta por tres columnas de valores, la primera muestra el
nu´mero de caracter´ısticas, la segunda contiene el tiempo requerido para completar el expe-
rimento y la tercera muestra el nu´mero de productos necesarios para obtener un resultado,
siendo una cota inferior del nu´mero total de caracter´ısticas del modelo, con la propiedad
de que si es 0, entonces el modelo no es factible. El s´ımbolo guion (-) en la u´ltima columna
indica que no se obtuvo ninguna respuesta tras 15 minutos de ejecucio´n.
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Caracter´ısticas Tiempo (ms.) Productos
50 6 48
60 25 108
70 15 104
80 8 31
90 38 0
100 55 1404
110 13 12
120 2139 1
130 511 24802
140 7 6
150 786126 1312848
160 136 5670
170 42 398
Caracter´ısticas Tiempo (ms.) Productos
180 744 6384
190 1390 7232
200 960000 -
210 97770 800544
220 263 51
230 47 8
240 65 29
250 191 5920
260 205 7296
270 250 4301
280 960000 -
290 65 3
300 960000 -
Tabla 3.18: Benchmark denotacional.
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Cap´ıtulo 4
SPLAC: Extensio´n de SPLA para
representar costes
“Before software can be reusable it first has to be usable.”
Ralph Johnson
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En este cap´ıtulo se describe la extensio´n de SPLA que permite representar el coste de
un producto utilizando las reglas sema´nticas descritas en la seccio´n 3.3, esta extensio´n
sera´ conocida como SPLAC.
La definicio´n de la funcio´n que permite determinar el coste de agregar una caracter´ıstica
cualquiera a un producto en construccio´n se presenta en la seccio´n 4.1. Una vez definido la
informacio´n que se desea generar con esta funcio´n de coste, se muestra la extensio´n de las
reglas de la sema´ntica operacional de SPLA en la seccio´n 4.2. Es importante destacar que
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la consistencia de esta extensio´n, se basa en la consistencia de las definiciones planteadas
en el cap´ıtulo anterior. Una vez descrito el formalismo asociado a la extensio´n que define la
funcio´n de coste, la seccio´n 4.3 presenta una introduccio´n sobre el software para gestionar
configuraciones llamado Chef. Este software, ha sido empleado para llevar a cabo el caso de
estudio, mostrado en la seccio´n 4.4, primero utilizando FODA y luego SPLA. La seccio´n 4.5
describe la implementacio´n del formalismo presentado en este cap´ıtulo, as´ı como distintas
te´cnicas que permiten optimizar el tiempo de ejecucio´n del mismo. Estas te´cnicas no esta´n
relacionadas a la implementacio´n en s´ı, como puede ser el ana´lisis previo de los te´rminos, tal
que sean eliminados aquellos operadores que no sean necesarios para modelar componentes
funcionales del sistema.
4.1. Funcio´n de coste
Agregar un componente de software a un producto podr´ıa, o no, suponer un coste. Sin
embargo, este coste no es constante y dependera´ de su relacio´n con otros componentes
del producto. En este trabajo de investigacio´n se muestran los componentes de software,
como caracter´ısticas y los productos en construccio´n, como trazas. La funcio´n de coste
definida recibe dos para´metros, una lista, o traza, con aquellas caracter´ısticas que ya han
sido procesadas y la caracter´ıstica actual a ser procesada. Una vez obtenidos estos dos
para´metros, se calcula el coste de agregar la caracter´ıstica actual a la traza de caracter´ısticas
ya procesadas.
Se asume que el coste sera´ representado por nu´meros naturales, de igual manera, los
resultados obtenidos sera´n equivalentes si se utilizan nu´meros reales no negativos para re-
presentar el coste. En este caso, se utilizan nu´meros enteros en vez de nu´meros reales, ya que
e´stos son ma´s complejos computacionalmente para ser procesados, ya que utilizar nu´meros
naturales no limita la capacidad de expresio´n del modelo en casos pra´cticos.
En algunos casos, es posible que el coste de producir una caracter´ıstica no pueda ser
determinado a partir de su traza. Por ejemplo, antes de instalar un componente es necesario
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instalar sus dependencias. Sin embargo, la funcio´n de coste no permite determinar el coste
de incluir estas dependencias. Para ello, se introduce un nuevo s´ımbolo, ⊥, para poder re-
presentar esta indefinicio´n. Se considera el conjunto IN⊥ = IN∪{⊥}, donde sera´n extendidas
las operaciones aritme´ticas al s´ımbolo de la siguiente forma: ∀x ∈ IN⊥ : x+⊥ = ⊥+x = ⊥.
Adema´s, se asume que x ≤ ⊥ para cualquier x ∈ IN⊥.
Definicio´n 4.1.1 Una funcio´n de coste es una funcio´n:
c : F∗ ×F 7→ IN⊥
uunionsq
Ejemplo 4.1.2 Considerando el te´rmino P = A; (B;X ∨ C; (D;X ∧ E;X)), el conjunto de
productos de P es:
prod (P ) =
{{A, B}, {A, C, E}, {A, C, D, E}}
Si se considera el orden de las caracter´ısticas en los productos, se puede observar que A es
siempre la primera caracter´ıstica producida, luego B o C y, finalmente si ha sido procesada C
con anterioridad, D y E. Sin embargo, el formalismo no establece un orden entre D y E. Por
ello, se puede considerar la siguiente funcio´n de coste:
s = Traza con caracter´ısticas procesadas.
x = Caracter´ıstica actual a ser procesada.
c(s, x) =

⊥ si x = B y A 6∈ s
2 si x = D y E 6∈ s
1 en caso contrario
La funcio´n de coste es definida arbitrariamente de acuerdo al ana´lisis de la SPL. Para el
ejemplo actual han sido definidas tres reglas, donde el coste sera´ 1, 2 o ⊥ dependiendo de
las condiciones que se cumplan. Aunque no existe un orden preestablecido para producir las
caracter´ısticas D y E, producir D antes que E es ma´s costoso que producir E antes que D. Es
importante destacar que la funcio´n de coste define valores para trazas que pueden no ser
generadas por el te´rmino P . Por ejemplo, c(, B) o c(B, A). Las funciones de coste pueden
ser independientes de los te´rminos. uunionsq
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4.2. Transiciones con coste
El sistema de etiquetado de transiciones ha sido definido para procesar el coste empleando
grafos. De esta forma, cada nodo se corresponde a un estado dentro del sistema de etiquetado
de transiciones, obtenido a partir de un te´rmino P ∈ SPLA. De manera intuitiva, cada estado
se corresponde a una fase del proceso de construccio´n del producto. Es necesario almacenar
en cada estado los componentes que han sido an˜adidos al producto (traza), as´ı como el coste
actual de ese producto en construccio´n. Cada nodo esta´ representado por la 3-tupla (P, s, n),
donde P es el te´rmino SPLA evaluado, s es una traza de caracter´ısticas ya procesadas y n
es el nu´mero natural que indica el coste actual del producto en construccio´n.
Definicio´n 4.2.1 Dado el te´rmino P ∈ SPLA y la funcio´n de coste c, el grafo que representa
el coste de P , con respecto a c, es el menor grafo (N,−→) que satisfaga:
[ini] (P, , 0) ∈ N .
[cost1] Si (Q, s, n) ∈ N , Q A−−→ Q1 y A 6∈ s, entonces
(Q1, sA, n+ c(s, A)) ∈ N y (Q, s, n)−→ (Q1, sA, n+ c(s, A)).
[cost2] Si (Q, s, n) ∈ N , Q A−−→ Q1 y A ∈ s, entonces
(Q1, sA, n) ∈ N y (Q, s, n)−→ (Q1, sA, n).
uunionsq
La regla [ini] indica que inicialmente no hay caracter´ısticas computadas y el coste es 0.
La regla [cost1] hace referencia al caso donde la caracter´ıstica que se procesa es un te´rmino
SPLA, la cual es agregada a la traza s y el coste de producir esta caracter´ıstica se incrementa
al coste acumulado del producto. Esta condicio´n aplica so´lo si A no esta´ presente en s. La
regla [cost2] indica que si la caracter´ıstica ya fue procesada, entonces no se modifica el
coste.
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La siguiente proposicio´n indica que una vez llegada a una configuracio´n, o estado, que
no es factible en te´rminos de coste, no tiene sentido seguir procesando caracter´ısticas. En
este caso, esta configuracio´n se representa con ⊥.
Proposicio´n 4.2.2 Dados los te´rminos P,Q ∈ SPLA y la traza s = A1 · · · Al ∈ F∗, entonces
P
s−−→ Q, si y solo si existen n1, . . . nl ∈ IN⊥ y Q0, Q1 . . . Ql tal que
P = Q0, Q = Ql y
(Q0, , 0)−→ (Q1, A1, n1)−→ · · · −→ (Ql, A1A2 · · · Al, nl)
Adema´s, si existe 1 ≤ i ≤ l tal que ni = ⊥, entonces nj = ⊥ para i ≤ j ≤ l. uunionsq
Lema 4.2.3 Dado un te´rmino P ∈ SPLA, una funcio´n de coste c y una traza s, existen dos
posibles co´mputos tal que:
P = P0
A1−−→ P1 · · · An−−→ Pn y P = Q0 A1−−→ Q1 · · · An−−→ Qn
con s = A1 · · · An. Entonces, si se consideran las siguientes transiciones de coste:
(P0, , 0)−→ (P1, A1, c1) · · · −→ (Pn, s, cn) y (Q0, , 0)−→ (Q1, A1, c′1) · · · −→ (Qn, s, c′n)
de esta manera se obtiene que cn = c
′
n.
Para realizar la demostracio´n de este lema so´lo es necesario tener en cuenta que el coste
depende de la traza y no de los te´rmino intermedios.
uunionsq
Definicio´n 4.2.4 Considerando las transiciones de coste que procesen la traza s. Dado un
te´rmino P ∈ SPLA, una funcio´n de coste c y un traza s ∈ tr(P ), se define el coste de
producir s, escrito como tc(P, s) de la siguiente manera:
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(P0, , 0)−→ (P1, A1, c1) · · · (Pn, s, cn) Pn X−−→ nil
de esta manera se obtiene que tc(P, s) = cn.
uunionsq
El coste de producir un producto no es u´nico, ya que e´ste dependera´ de la traza que lo
genera. Por ello, es necesario considerar el conjunto del coste para cualquier producto.
Definicio´n 4.2.5 Dada una funcio´n de coste c, se considera la funcio´n cSPLA : SPLA ×
P(F∗) 7→ P(IN⊥) definida como:
cSPLA(P, p) =
{
n
∣∣ n = tc(P, s) y [s] = p }
uunionsq
Es importante destacar que si p 6∈ prod (P ), se obtiene cSPLA(P, p) = ∅. Por lo tanto,
es posible comparar dos SPLs. Una SPL es mejor que otra, si puede producir los mismos
productos con un coste inferior.
Definicio´n 4.2.6 Dados los te´rminos P,Q ∈ SPLA y una funcio´n de coste c, decimos que
P es mejor que Q con respecto a c, escrito como P ≤c Q si y solo si prod (Q) ⊆ prod (P )
y para cualquier p ∈ prod (Q) se cumple:
mı´n{n | n ∈ cSPLA(P, p)} ≤ mı´n{n | n ∈ cSPLA(Q, p)}
uunionsq
Las condiciones p ∈ prod (Q) y prod (Q) ⊆ prod (P ) implican que si los conjuntos
involucrados {n | n ∈ cSPLA(P, p)} y {n | n ∈ cSPLA(Q, p)} no son vac´ıos, existe un mı´nimo
entre ambos conjuntos.
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4.2.1. Nueva regla [req2]
En este punto, se discuten los cambios realizados en la sema´ntica operacional. En par-
ticular, el cambio a realizar sobre la regla [req2] con respecto a la versio´n original (ver
figura 3.3). La regla [req2] original presenta algunos problemas al computar el coste.
A partir de este momento, la regla [req2] sera´ actualizada y referenciada como la nue-
va regla. Esta regla, obliga a que al ejecutarse una restriccio´n de requerimiento, ambas
caracter´ısticas sean procesadas.
[req2′] P
A−→P1
A⇒B in P A−→P1⇒B [req2]
P
B−→P1
B⇒A in P A−→B;P1
Regla de la sema´ntica operacional original. Nueva regla para la sema´ntica operacional.
Ejemplo 4.2.7 Dada la funcio´n de coste del ejemplo 4.1.2 y el te´rmino P = B⇒A in B;X,
al aplicar las reglas de transicio´n [ini], [cost1] y [cost2] de la figura 3.3 se obtienen las
siguientes transiciones:
(B⇒ A in B;X, , 0)−→ (X⇒ A, B,⊥)
Entonces, el coste de producir el producto [BA] es ⊥. uunionsq
De manera intuitiva, el operador de requerimiento establece una precondicio´n entre las
caracter´ısticas. Precisamente, B⇒ A in P indica que A es una precondicio´n de B, esta es la
justificacio´n para modificar la regla anterior [req2′] por la nueva [req2].
Este cambio no es relevante desde el punto de vista teo´rico, ya que la proposicio´n 4.2.9
muestra que no se altera la sema´ntica original. Para justificar esta afirmacio´n se consideran
dos sistemas de transiciones, uno con la regla antigua [req2′] y otro con la regla nueva [req2].
Para diferenciar los sistemas de transicio´n, las transiciones del antiguo modelo sera´n des-
critas como P
A−−→o Q, mientras que en el nuevo modelo se representara´n como P A−−→n Q.
En el siguiente lema y en la proposicio´n 4.2.9, se considera prodn (P ) y trn(P ) como el
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conjunto de productos y trazas de P obtenidas mediante el nuevo sistema de transiciones,
mientras prodo (P ) y tro(P ) se corresponden a aquellos conjuntos generados por el sistema
de transiciones antiguo, descrito en la figura 3.3.
Lema 4.2.8 Dado un producto P ∈ SPLA, las caracter´ısticas A, B ∈ F y la traza va´lida
s ∈ F∗:
1. Si s ∈ tro(A⇒ P), entonces cualquier traza s ∈ tro(P ) y A ∈ [s] o existe s′ ∈ F∗, tal
que s = s′ · A y s′ ∈ tro(P ).
2. Si [s] ∈ prodo (P ) y A ∈ [s], entonces [s] ∪ {B} ∈ prodo (A⇒ B in P ).
Demostracio´n: Considerando la parte 1 del lema 4.2.8, se procede por induccio´n del taman˜o
de s (|s|) y pueden darse 3 casos:
|s| = 0: No es posible, ya que no hay reglas que permitan al operador de obligatoriedad
producir el s´ımbolo X. Entonces, el caso base es |s| = 1.
|s| = 1: La u´nica posibilidad consiste en aplicar las reglas [mand1] para obtener
P ⇒ A A−−→n X, o [mand2] para obtener P ⇒ A A−−→n P1 X−−→n nil. En el primer caso
es suficiente considerar s′ =  para obtener el resultado y en el segundo caso s = A y
A ∈ tro(P ).
|s| > 1: Existen 3 casos, dependiendo de la regla que se aplique primero.
• Si la primera regla es [mand1], el resultado se obtiene como se describio´ ante-
riormente.
• Si la primera regla es [mand2], se tiene que P ⇒ A A−−→n P1 y s = A · s1, donde
s1 ∈ tro(P1). Por la premisa de [mand2], se tiene que P A−−→n P1, entonces
s ∈ tro(P ).
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• Finalmente, si la primera regla es [mand3], se obtiene P ⇒ A B−−→n P1 ⇒ A.
Entonces s = B ·s1 con s1 ∈ tro(P1 ⇒ A). Por la premisa en esta regla, se obtiene
P
B−−→n P1 y por la hipo´tesis de induccio´n, se obtiene el resultado.
La demostracio´n de la parte 2 es consecuencia del resultado de la consistencia y completitud
de la sema´ntica denotacional mostrada en el cap´ıtulo anterior.
uunionsq
Proposicio´n 4.2.9 Dado un producto P ∈ SPLA, entonces prodn (P ) = prodo (P ).
Demostracio´n: Inicialmente se considera p ∈ prodo (P ). Por definicio´n existe algu´n s, tal
que s ∈ tro(P ) y p = [s]. Se demuestra que p ∈ prodn (P ) por induccio´n del taman˜o de s.
|s| = 0: Entonces P X−−→ nil. Sin embargo, dado que la regla [req2] no permite
esa transicio´n, se obtiene que P
X−−→n nil. Entonces, s ∈ trn(P ) y, por lo tanto,
p ∈ prodn (P ).
|s| > 0: La regla aplicada para generar la primera transicio´n en todos los casos, es la
regla [req2′]. El resultado es trivial por induccio´n ya que las reglas coinciden en ambos
sistemas de transicio´n. Suponiendo que la regla para obtener la primera transicio´n de
s es [req2′], se obtiene: P = A⇒ B in P1, P1 A−−→o Q, P A−−→o Q⇒ B, s = A · s1 (donde
s1 ∈ tro(Q⇒ B)) y p = {A} ∪ [s1]. Dado que s1 ∈ tro(Q⇒ B), por el lema 4.2.8 (ver
parte 1), existen dos casos:
1. s1 ∈ tro(Q) y B ∈ [s1] ;
2. existe s′1, tal que s
′
1 = s1 · B y s′1 ∈ tro(Q).
En el caso (1), por la hipo´tesis de induccio´n, se obtiene que s1 ∈ trn(Q). Entonces
B · s1 ∈ tro(B;Q). Desde B ∈ [s1] se obtiene [B · s1] = [s1], entonces [s1] ∈ prodn (B;Q).
En el caso (2), por induccio´n s′1 ∈ trn(Q). Entonces B·s′1 ∈ trn(B;Q) y [s1] = [s′1]∪{B}.
As´ı, es posible concluir tambie´n en el caso [s1] ∈ prodn (B;Q). En el nuevo sistema de
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transiciones, se puede aplicar [req2] para obtener P
A−−→n B;Q, entonces {A} ∪ [s1] ∈
prodn (P ).
Considerando p ∈ prodn (P ), entonces existe una traza s ∈ trn(P ), tal que p = [s]. Se
demuestra que p ∈ prodo (P ) por induccio´n del taman˜o de s. El caso base es como el
caso anterior. El caso inductivo se demuestra de igual manera considerando la primera
regla aplicada para derivar s y, como ocurre anteriormente, todos los casos son triviales a
excepcio´n del caso cuando la primera regla aplicada es [req2′]. En este caso particular se
tiene que P = A⇒ B in P1, P1 A−−→n P ′1 y P B−−→n A;P ′1. As´ı, existe una traza s1 tal que
s = B·A·s1 y [A·s1] ∈ prodn (P1). Por la hipo´tesis de induccio´n se obtiene [A·s1] ∈ prodo (P1)
y, entonces, por el lema 4.2.8 (ver parte 2), [s] = [A · s1] ∪ {B} ∈ prodo (A⇒ B in P1).
uunionsq
Con la regla [req2], es posible procesar el coste de los productos del te´rmino del ejem-
plo 4.2.7. Es importante destacar que un producto puede ser obtenido de distintas trazas:
P = {A, B} = [AB] = [BA].
4.2.2. Ejemplo de ejecucio´n de reglas
En esta seccio´n se presenta un ejemplo para ilustrar co´mo se procesa el coste en el
modelo. Para poder mostrar su aplicacio´n, se define una SPL que esta´ formada por cinco
componentes funcionales (A, B, C, D y E). Se considera el te´rmino SPLA del ejemplo 4.1.2:
P = A; (B;X ∨ C; (D;X ∧ E;X))
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c A B C D E
 1 1 1 1 1
A ⊥ 22 20 125 134
AC 12 15 ⊥ 13 2
ACE ⊥ 11 ⊥ 332 ⊥
ACD ⊥ 132 ⊥ ⊥ 581
Tabla 4.3: Funcio´n de coste
Se ha analizado este te´rmino empleando la funcio´n de coste general con los valores de la
tabla 4.3. Esta tabla muestra el coste de algunos posibles valores en F∗×F . Se ha definido
c(s, x) = ⊥ para el resto de los pares (s, x) ∈ F∗ × F que no aparecen en la tabla. Es
importante destacar que la funcio´n de coste proporciona algunos valores para opciones no
permitidas por el te´rmino P . Por ejemplo c(AC, B) = 15, indica el posible valor de producir
la caracter´ıstica B si previamente se ha producido A y C. Esta funcio´n de coste pudo haber
sido usada en te´rminos como Q = A; (B∧C), pero en el caso del te´rmino P este valor concreto
nunca sera´ producido, ya que en P las caracter´ısticas C y B nunca coinciden en el mismo
producto.
La figura 4.1 y la figura 4.2 describen co´mo se procesa P utilizando las reglas de la
sema´ntica operacional presentadas en la figura 3.3, donde el coste de procesar las reglas es
aplicado, siempre y cuando, las reglas sema´nticas se hayan procesado.
En este ejemplo, la primera caracter´ıstica procesada es A, para lo cual se utiliza la regla
[feat]. Una vez que esta regla se ha procesado, se aplica la regla [cost1]. Entonces, se obtiene
la transicio´n Estado1:
(A; (B;X ∨ C; (D;X ∧ E;X)), , 0)−→ (B;X ∨ C; (D;X ∧ E;X), A, 1)
Luego, se aplica la regla [cho1] para obtener Estado2:
104
(B;X ∨ C; (D;X ∧ E;X), A, 1)−→ (X, AB, 23))
y seguidamente se aplica la regla [cho2] para obtener Estado3:
(B;X ∨ C; (D;X ∧ E;X), A, 1)−→ (D;X ∧ E;X, AC, 21)
Como resultado, se puede confirmar que el coste de la traza AB es 23. Puesto que es la
u´nica manera de obtener el producto {A, B}, su coste es 23.
El te´rmino D;X ∧ E;X tiene dos posibles transiciones, una obtenida al aplicar la regla
[con1], lo cual lleva al te´rmino X∧E y otra aplicando la regla [con2], generando el te´rmino
D. El te´rmino X ∧X obtiene la transicio´n de coste Estado7 (ver figura 4.2):
(D;X ∧ E;X, AC, 21)−→ (X ∧ E;X, ACD, 34)
y Estado4:
(D;X ∧ E;X, AC, 21)−→ (D;X ∧X, ACE, 23)
De este u´ltimo te´rmino, es posible aplicar dos reglas: [ofeat2] y [con2]. La primera
genera X, donde se obtiene el producto {A, C, E} con coste 23. Esta es la u´nica manera de
obtener este producto. De la segunda regla se obtiene la transicio´n de coste Estado5:
(D;X ∧X, ACE, 23)−→ (X ∧X, ACED, 355)
Como resultado, se obtiene el producto {A, C, D, E} con coste 355. En este caso no es la
u´nica manera de generar este producto, ya que si se selecciona la transicio´n de coste Estado6,
al aplicar la regla [con2], se obtiene la transicio´n de coste:
(X ∧ E;X, ACD, 34)−→ (X ∧X, ACDE, 615)
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En este caso, se obtiene el producto {A, C, D, E} con coste 615, por lo tanto, la funcio´n
cSPLA se define como:
p cSPLA(P, p)
{A, B} {23}
{A, C, E} {23}
{A, C, E, D} {355, 615}
Considerando los te´rminos SPLA R y Q definidos como:
Q = A; (B;X ∨ C; (D; E;X ∨ E;X)) R = A; (B;X ∨ C; E; D;X)
Es fa´cil comprobar que prod (P ) = prod (Q) = prod (R). Sin embargo, en P , el subte´rmino
D;X ∧ E;X indica que no existe un orden preestablecido para producir las caracter´ısticas E
y D. Por el contrario, este orden es establecido en Q y R. Puesto que producir E antes que
D tiene un coste menor que producir D antes que E, se obtiene:
R ≤c P ≤c Q
Esto indica que la SPL representada por R es preferible a P y Q. Adema´s, P es preferible
a Q.
4.3. Chef.io
Chef es una herramienta para la gestio´n de la configuracio´n que permite orquestar el
despliegue de una configuracio´n previamente definida (recipes o recetas), en aquellos nodos
que este´n registrados en el servidor de la herramienta en cuestio´n [2].
Este sistema facilita el proceso de centralizar la configuracio´n de un conjunto de nodos
en un u´nico repositorio. De esta forma, el sistema permite definir a trave´s de co´digo fuente,
la especificacio´n de la infraestructura.
La configuracio´n ba´sica de un entorno gestionado por Chef debera´ estar formada al
menos por una estacio´n de trabajo (workstation), un servidor de Chef y un conjunto de
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Figura 4.4: Arquitectura general del servicio de Chef.
nodos registrados (nodes). Una vez que estos nodos han ejecutado el cliente de Chef (chef-
client), el servidor especificara´ cua´les son las recetas que deben ser ejecutadas. Las recetas
son agrupadas en libros de cocina (cookbooks) y roles, dependiendo de la configuracio´n del
sistema. Una vez que el servidor de Chef calcula la secuencia de pasos para configurar el
nodo, e´ste ejecuta los pasos correspondientes para estar en un estado deseable, en el cual,
todas las recetas debieron haberse ejecutado satisfactoriamente.
En la seccio´n 4.4 se presenta un ejemplo que ilustra co´mo crear listas de ejecucio´n (run-
list) para el sistema de gestio´n de la configuracio´n implementado con Chef. Inicialmente, con
la finalidad de proveer informacio´n de contexto sobre el funcionamiento de Chef, se describen
los distintos componentes del sistema de gestio´n de la configuracio´n que interactu´an para
generar run-lists va´lidas. La figura 4.4 describe todos los componentes del servicio de Chef,
los cuales se describen en detalle en la documentacio´n oficial [2]:
Chef server . El servidor de Chef funciona como un repositorio centralizado de confi-
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guracio´n. Adema´s, almacena toda la informacio´n requerida para configurar los nodos
registrados.
Node. Es un recurso de co´mputo registrado en el servidor de Chef.
Ohai . Es una herramienta que permite obtener informacio´n del hardware del nodo
registrado.
Run-list . Es una lista secuencial de recetas que al ser ejecutada, configura un nodo.
Recipe. Es el elemento fundamental de configuracio´n y especifica el recurso al que se
debe llamar para configurar un nodo.
Cookbook . Representa un conjunto de recetas, recursos, proveedores y atributos.
Data-bag . Es una variable global accesible desde el servidor de Chef.
Chef-client . Es la herramienta cliente que sera´ ejecutada en cada nodo registrado. Se
encarga de calcular y ejecutar las recetas correspondientes (run-list).
Environment . Es el v´ınculo lo´gico entre los nodos, recetas, data-bags y atributos. Pue-
den crearse para representar la organizacio´n de los entornos pertenecientes al sistema.
Por ejemplo, entorno de integracio´n continua, pruebas y produccio´n.
Attribute. Es una variable accesible dentro de la receta que podra´ sobrescribir la
configuracio´n local del nodo.
Role. Es una agrupacio´n de recetas de acuerdo a su funcio´n.
Resource. Define el paso requerido para ejecutar una accio´n. Por ejemplo, al especificar
un recurso, el usuario especifica que´ debe realizar la receta, pero no co´mo hacerlo.
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4.4. Ca´lculo de coste en listas de ejecucio´n para chef.io
En esta seccio´n se presenta un ejemplo pra´ctico que ilustra el ca´lculo de la lista de
tareas a ejecutar (run-list) al configurar un conjunto de servidores, es decir, establecer el
orden en el que los servicios (web, base de datos y monitorizacio´n) sera´n instalados. La lista
establecera´ el orden de ejecucio´n de las tareas, basa´ndose en una funcio´n de coste provista
por el formalismo descrito en esta seccio´n, cuyo resultado final sera´ generar una lista de
pasos de configuracio´n de coste mı´nimo.
4.4.1. Organizacio´n de la l´ınea de productos
El modelo de caracter´ısticas para este ejemplo se genera al analizar los componentes del
sistema de gestio´n de la configuracio´n, descritos en la figura 4.4, as´ı como las caracter´ısticas
del sistema a modelar. Este sistema esta´ compuesto por dos entornos (produccio´n y pruebas),
dos servidores para cada entorno y un conjunto de aplicaciones (servidor web, servidor de
base de datos y sistema de monitorizacio´n).
Es importante determinar todas las caracter´ısticas, as´ı como tambie´n las relaciones entre
ellas para poder especificar correctamente el sistema. El objetivo principal de este modelo
es crear listas de ejecucio´n va´lidas para un conjunto de nodos registrados en un servidor de
Chef. A continuacio´n se describira´n los requerimientos y componentes del sistema.
Existen dos entornos, production y test. Para poder modelar esta condicio´n es ne-
cesario agregar restricciones al modelo de variabilidad. Estas restricciones se obtienen
de la configuracio´n del sistema. La sintaxis para describir un entorno en Chef es la
siguiente:
name "environment_name"
description "environment_description"
cookbook OR cookbook_versions "cookbook" OR "cookbook" => "cookbook_version"
default_attributes "node" => { "attribute" => [ "value", "value", "etc." ] }
override_attributes "node" => { "attribute" => [ "value", "value", "etc." ] }
En este caso, es posible configurar el entorno sobrescribiendo los valores por defecto.
El entorno production se presenta como:
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name "production"
description "Production environment"
cookbook_versions ({
"nginx" => "<= 1.1.0",
"mysql" => "<= 4.2.0",
"apache" => "= 0.4.1"
})
override_attributes ({
"apache" => {
"listen" => [ "80", "443" ]
},
"mysql" => {
"root_pass" => "XXXXX"
}
})
El entorno test se presenta como:
name "test"
description "Test environment"
cookbook_versions ({
"nginx" => "<= 2.1.0",
"mysql" => "<= 6.2.0",
"apache" => "= 1.4.1"
})
override_attributes ({
"apache" => {
"listen" => [ "8080", "4430" ]
},
"mysql" => {
"root_pass" => "XXXXX"
}
})
Existen dos nodos para cada entorno, uno para albergar el servidor web y otro que
contiene el servidor de base de datos. Para poder modelar esta condicio´n, es necesario
ejecutar los siguientes comandos al realizar el despliegue del cliente de Chef en los
nodos:
knife bootstrap web.example.com -r ’role[webserver]’ -e production
knife bootstrap db.example.com -r ’role[database]’ -e production
Estos comandos configuran las recetas del rol web en el servidor webserver.example.com
utilizando los atributos del entorno production. De manera similar, se configura el
servidor dbserver.example.com como un servidor de base de datos en el entorno de
produccio´n.
Seguidamente, estos nodos deben ser monitorizados. Para ello, se actualiza el comando
que instala el cliente de Chef de la siguiente forma:
knife bootstrap webserver.example.com -r ’role[web]’,’role[monitor]’ -e production
knife bootstrap dbserver.example.com -r ’role[db]’,’role[monitor]’ -e production
En este caso se agrega el rol monitor para ambos nodos.
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El servidor web y el servidor de base de datos deben ser desplegados f´ısicamente en
nodos distintos (condicio´n requerida por el usuario). Esto se consigue manteniendo los
roles separados en cada nodo al instalar el cliente de Chef.
En el entorno de produccio´n, el servidor de base de datos debe ser MySQL y el
sistema de monitorizacio´n debe ser Nagios. Para conseguir este resultado, es posible
acceder a variables globales de entorno dentro de las recetas. Una vez configuradas
estas variables, se pueden validar y ejecutar las acciones que correspondan.
if node.chef_environment == "production"
# do something , i.e. Install MySQL , Nagios.
else
# do other thing.
end
Tambie´n es necesario modelar co´mo los elementos comunes y variables del modelo inter-
actuan entre s´ı. Estos elementos pueden ser funcionales o no-funcionales. Dada la siguiente
arquitectura de Chef, mostrada en la figura 4.4, se obtienen las relaciones necesarias para
construir el modelo de variabilidad, las cuales se muestran a continuacio´n.
Una instalacio´n de Chef puede tener 0 o ma´s Roles, 0 o ma´s cookbooks y al menos 1
entorno. Un nodo pertenece a so´lo un entorno. Un nodo tiene 0 o ma´s Roles. Un nodo puede
tener 0 o ma´s cookbooks. Un rol puede tener 0 o ma´s cookbooks. Un nodo tiene una u´nica
lista de ejecucio´n.
De esta forma, para crear el modelo de variabilidad se emplean estas relaciones y condi-
ciones. Esta informacio´n puede traducirse directamente a un diagrama FODA (ver figura 4.5).
El diagrama FODA muestra las run-lists R1, R2, R3, R4, R5 y R6. Por ejemplo, el
contenido de la run-list R4 una vez seleccionado SQLServer, contendra´ todos los pasos
requeridos para configurar un servidor de base de datos con SQLServer. Estas listas de
ejecucio´n (run-lists) son recetas que deben ser ejecutadas y no tienen influencia sobre el
modelo de variabilidad. Por lo tanto, estas referencias deben ser eliminadas del modelo. El
orden de ejecucio´n de listas sera´ tomado en cuenta al analizar el modelo de coste.
A continuacio´n se muestra un ejemplo sobre como son especificados los cookbooks.
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## Cookbook Name :: installers_custom
# Recipe :: sqlserver
#
#Steps
#1- Download ISO according OS (w2008 or w2012) if not downloaded .
#2- Unzip ISO if not unzipped.
#3- Install SQL Server if not installed.
#
#Step 1
case node[’platform ’]
when ’windows ’
require ’chef/win32/version ’
windows_version = Chef:: ReservedNames :: Win32:: Version.new
if windows_version.windows_server_2008_r2?
unless File.exists ?(’C:/ en_sql_server_2008.iso’)
remote_file ’C:/ en_sql_server_2008.iso’ do
source ’http :// software.example.com/en_sql_server_2008.iso’
owner ’Administrator ’
end
end
#Step 2 unless File.exists ?(’C:/ SQL_SERVER ’)
batch ’unzip SQL Server ’ do
code <<-EOH
7zG x -y "C:/ en_sql_server_2008.iso" -o"C:/ SQL_SERVER"
.
.
.
#Step 3
if File.exists ?(’C:/ SQL_SERVER ’)
batch ’unzip SQL Server ’ do
code <<-EOH
"C:/ SQL_SERVER/setup.exe" /QUIET
EOH
end
end
La especificacio´n del te´rmino SPLA ha sido extra´ıda del diagrama descrito en la figu-
ra 4.5. Adema´s, esta especificacio´n puede ser traducida para crear directamente el modelo
de variabilidad de la figura 4.6.
Las caracter´ısticas ChefServer, Role, Node y Environments forman parte del ana´lisis
del dominio de la SPL, pero no afectan necesariamente al comportamiento funcional de
los productos, ya que representan categor´ıas de caracter´ısticas. Como consecuencia, e´stas
pueden ser eliminadas sin modificar el modelo de variabilidad. El te´rmino simplificado se
obtiene de procesar el te´rmino de la figura 4.6 y as´ı obtener como resultado, el te´rmino
presentado en la figura 4.7. Esta simplificacio´n tiene un gran impacto en el desempen˜o de
la herramienta, como se muestra en la seccio´n 4.5.
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Chef server
Role Environment Node
Web DB Monitor
MySQL SQLServerApache Nginx Nagios New Relic
Production Test Node 1 Node 2
R3 R4R1 R2 R5 R6
Figura 4.5: Modelo de caracter´ısticas de chef.io.
4.4.2. Especificacio´n del coste de las caracter´ısticas
Una vez definido el modelo de variabilidad, es posible construir el modelo de coste. Para
simplificar el modelo, se utilizara´ el caso del servidor de base de datos dentro del entorno
de produccio´n.
El modelo de coste se define teniendo en cuenta la complejidad de las recetas asociadas
a cada nodo. El modelo de variabilidad no restringe el orden en el que las caracter´ısticas
Nagios y MySQL se agregan al producto. Sin embargo, este orden es importante. Por ejem-
plo, si la caracter´ıstica Nagios se agrega al producto antes que la caracter´ıstica MySQL, se
ejecutara´ el siguiente proceso: La caracter´ıstica MySQL debe ser monitorizada. Una vez que
MySQL es agregada, las recetas asociadas a Nagios deben ser recalculadas. Por el contrario,
estas recetas no deben ser recalculadas si se agrega la caracter´ıstica MySQL antes que Nagios.
De manera similar, ocurre lo mismo con las caracter´ısticas Nagios y Apache. Finalmente
obtenemos como conclusio´n que el servidor web y el servidor de base de datos deben estar
en distintos nodos, indicando que el coste de agregar ambas caracter´ısticas Apache y MySQL,
o viceversa, al mismo producto, es ⊥.
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run-list =
N1⇒ W in (
N2⇒ D in (
P⇒ MS in (
P⇒ NA in (
W 6⇒ D in (
S; (
R; (
W; (AP;X ∨ NG;X)
∧
D; (MS;X ∨ SS;X)
∧
M; (NA;X ∨ NR;X)
)
∧
E; (P;X ∨ T;X)
∧
N; (N1;X ∨ N2;X)
)
)
)
)
)
)
S : Chef server
R : Role
E : Environment
N : Node
P : Production
T : Test
W : Web server
D : Database server
M : Monitoring
AP : Apache
NG : Nginx
MS : MySQL
SS : SQLServer
NA : Nagios
NE : New Relic
N1 : Node 1
N2 : Node 2
Figura 4.6: Traduccio´n de diagrama FODA a SPLA.
c(s, x) =

Regla1 : 7 si x = MySQL y Nagios ∈ s
Regla2 : 7 si x = Apache y Nagios ∈ s
Regla3 : 4 si x = Nagios y MySQL ∈ s
Regla4 : 4 si x = Nagios y Apache ∈ s
Regla5 : ⊥ si x = Apache y Mysql ∈ s
Regla6 : ⊥ si x = Mysql y Apache ∈ s
Regla7 : 0 en cualquier otro caso
[Regla1:] Se procesa la caracter´ıstica MySQL cuando Nagios ya ha sido procesada.
Esta regla determina que deben ejecutarse 7 recetas para tener el servicio de MySQL
monitorizado con Nagios, ya que el servicio de monitorizacio´n ha sido previamente
desplegado.
[Regla2:] Se procesa la caracter´ıstica Apache cuando Nagios ya ha sido procesada. En
este caso, se obtiene el mismo coste que Regla1, ya que deben ejecutarse 7 recetas
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run-listop =
N1⇒ W in (
N2⇒ DB in (
P⇒ MS in (
P⇒ NA in (
W 6⇒ D in (
W; (AP;X ∨ NG;X)
∧
D; (MS;X ∨ SS;X)
∧
M; (NA;X ∨ NR;X)
∧
P;X ∨ T;X
∧
N1;X ∨ N2;X
)
)
)
)
)
P : Production
T : Test
W : Web server
D : Database server
M : Monitoring service
AP : Apache
NG : Nginx
MS : MySQL
SS : SQLServer
NA : Nagios
NE : New Relic
N1 : Node 1
N2 : Node 2
Figura 4.7: Te´rmino optimizado SPLA.
para tener el servidor web monitorizado.
[Regla3:] Se procesa la caracter´ıstica Nagios y la caracter´ıstica MySQL ya ha sido
procesada. En este caso la ejecucio´n es menos costosa, ya que so´lo deben ejecutarse 4
recetas para tener el servicio de MySQL monitorizado.
[Regla4:] Se procesa cuando la caracter´ıstica Nagios es producida y Apache ya ha sido
producida. Se obtiene el mismo coste que Regla3. So´lo deben ejecutarse 4 recetas para
tener el servidor web monitoreado.
[Regla5 y Regla6:] El servidor web y el servidor de base de datos deben desplegarse
en nodos separados.
[Regla7:] El coste de producir cualquier otra caracter´ıstica en cualquier otro orden es
0.
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4.4.3. Ejecucio´n y resultados
A continuacio´n, se describe el procesamiento del te´rmino SPLAC run-list para el ejemplo
de esta seccio´n. Inicialmente se genera un a´rbol de trazas con todos los estados va´lidos e
inva´lidos. El te´rmino run-list genera una gran cantidad de trazas, las cuales no pueden
ser representadas gra´ficamente. Por ello, se presentara´n algunas trazas representativas des-
pue´s de procesar tr(run-list) para el nodo del servidor de base de datos en el entorno de
produccio´n
tr(run-list) =
. . .
[’Node2’, ’Prod’, ’DB’, ’MySQL’, ’Monitor’, ’NewRelic’, ’Nagios’]
[’Node2’, ’Prod’, ’Monitor’, ’DB’, ’Nagios’, ’MySQL’]
...
[’Node2’, ’Prod’, ’Monitor’, ’DB’, ’NewRelic’, ’MySQL’, ’Nagios’]
. . .

Una vez calculado el coste de las trazas, se obtienen los correspondientes productos y su
coste asociado.
p cSPLA(P, p)
· · · · · ·
{Node2, Prod, DB, MySQL, Monitor, NewRelic, Nagios} {4, 7}
{Node2, Prod, Monitor, DB, Nagios, MySQL} {4, 7}
· · · · · ·
Es importante destacar que la lista de ejecucio´n(run-list) debe ser idempotente. Esto
es, que sin importar cuantas veces sea ejecutado el cliente de Chef, la salida del sistema
sera´ siempre la misma. Por ejemplo, si una receta instala, por primera vez, el servicio de
MySQL, las siguientes ejecuciones de la misma sera´n omitidas, ya que el nodo se encuentra
en el estado deseado. En este caso, el framework formal representa esta condicio´n de manera
intuitiva, puesto que el problema se trata como una ma´quina de estados determinista.
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4.5. Implementacio´n
Esta seccio´n muestra la implementacio´n del framework formal presentado en este cap´ıtu-
lo. El software esta´ licenciado bajo GPL v31. La herramienta esta´ desarrollada en Python
y genera una ma´quina de estados finitos que modela los estados va´lidos del sistema, es de-
cir, genera los productos va´lidos. Mientras las caracter´ısticas son procesadas, el coste y las
trazas son almacenadas en cada te´rmino intermedio para su posterior uso. La implementa-
cio´n2 contiene la documentacio´n del API, instrucciones para su uso, ficheros de ejemplo y
el co´digo fuente.
4.5.1. Consideraciones
La implementacio´n padece de un problema computacional cla´sico, el cual consiste en
calcular todas las posibles trazas del modelo de variabilidad para poder as´ı determinar
que´ producto es mejor que otro en funcio´n de su coste. Uno de los principales inconvenientes
se encuentra en el comportamiento del operador de paralelo (∧), cuyas reglas son [con1],
[con2] y [con3] de la sema´ntica operacional.
Las trazas generadas de P ∧ Q deben tener las caracter´ısticas de P y Q en todas las
posibles combinaciones. Esto crea una explosio´n combinatoria, ya que la combinacio´n de k
caracter´ısticas sin repeticio´n tiene k! combinaciones distintas.
Para reducir el efecto de esta explosio´n combinatoria, existen algunas consideraciones que
pueden ser tenidas en cuenta cuando la l´ınea de productos esta´ siendo disen˜ada, pudiendo
as´ı, optimizar su tiempo de ejecucio´n.
Una forma de lidiar con este inconveniente consiste en realizar podas en las trazas mien-
tras los te´rminos son procesados. Esto se consigue por varios me´todos, como por ejemplo,
con el uso de umbrales de coste. En este caso, no sera´n producidos aquellos productos fuera
del umbral HC (coste mayor) o LC (coste menor). Tambie´n es posible limitar el co´mputo
1Ma´s detalles en http://www.gnu.org/copyleft/gpl.html.
2El co´digo fuente de la implementacio´n puede ser descargado directamente desde la siguiente URL:
http://ccamacho.github.io/phd/splc/.
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agregando s´ımbolos (⊥) en la funcio´n de coste, de forma que las trazas que lo contengan,
nunca terminara´n en productos va´lidos. Es importante destacar que los te´rminos son in-
dependientes y la informacio´n referente al coste esta´ almacenada, adema´s, dentro de cada
te´rmino. As´ı, el modelo puede ser ejecutado en un sistema de co´mputo distribuido, compar-
tiendo la carga de trabajo entre varios nodos.
Optimizacio´n del modelo de caracter´ısticas
Los diagramas de FODA tienen una representacio´n estricta, en la cual todos los elementos
funcionales y no funcionales del modelo deben ser representados. Cuando se procesa el
operador de paralelo en un te´rmino SPLA, existe una penalizacio´n de desempen˜o, ya que
se generan n nuevos te´rminos (uno por cada operando que pueda procesarse). Esta es una
condicio´n inherente al uso del operador de paralelo en la sema´ntica operacional de SPLA.
Para mitigar esta condicio´n es posible, por ejemplo, eliminar aquellos componentes no
funcionales dentro del modelo, ya que e´stos no tienen influencia en el comportamiento de
los productos va´lidos que han sido producidos. Este tipo de condiciones permite optimizar
el nu´mero de caracter´ısticas en el modelo de variabilidad. Por ejemplo, en la seccio´n 4.4 se
presenta un ejemplo sobre co´mo optimizar modelos que provengan de diagramas FODA, donde
se muestra el te´rmino run-list de la figura 4.6, que resulta del ana´lisis del diagrama de la
figura 4.5. Como se ha mostrado, los productos de este te´rmino contienen las caracter´ısticas
ChefServer, Roles, Cookbooks y Environments, que son parte del ana´lisis del dominio de
la SPL. Sin embargo, no afectan necesariamente al comportamiento de los productos, ya
que representan categor´ıas de caracter´ısticas. De esta forma, se presenta el te´rmino SPLA
run-listop en la figura 4.7, donde estas caracter´ısticas han sido eliminadas. El conjunto de
productos de ambos te´rminos son esencialmente los mismos, ya que so´lo se han eliminado
caracter´ısticas que representan categor´ıas.
Esta simple modificacio´n tiene un impacto importante sobre la ejecucio´n del algoritmo.
El co´mputo del te´rmino run-list genera 97648 productos va´lidos en 2340.49 segundos, mien-
tras que la ejecucio´n de run-listop genera 10572 productos va´lidos en 491.41 segundos. Este
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resultado muestra que un correcto ana´lisis de la organizacio´n de la SPL puede afectar direc-
tamente en la ejecucio´n del algoritmo. En este caso particular, al eliminar los componentes
no funcionales, el tiempo de ejecucio´n mejoro´ un 79 % y el nu´mero de productos producidos
se redujo un 89,1 %.
Co´mputo distribuido
Los te´rminos SPLA pueden ser procesados en sistemas distribuidos de manera natural.
En este caso, todos los estados del sistema pueden ser tratados como componentes inde-
pendientes, ya que su procesamiento no depende de otros (toda la informacio´n necesaria
para el procesamiento de un te´rmino, esta´ dentro del mismo). Por ejemplo, consideramos el
siguiente te´rmino:
P = (F1;P1) ∨ (F2;P2) ∨ (F3; ((F4;P3) ∨ (F5;P4)))
donde P1, P2, P3 y P4 son te´rminos va´lidos SPLA. Estos te´rminos pueden representar un
estado terminal en el que una traza va´lida sera´ producida. Procesar estos te´rminos en un
sistema distribuido puede realizarse de manera natural, ya que no hay dependencias entre
estados distintos y se tendra´ autocontenida toda la informacio´n necesaria para distribuir el
co´mputo en un sistema distribuido.
Para de ejecutar esta implementacio´n en un sistema distribuido se utilizara´ SCOOP (del
ingle´s, Scalable COncurrent Operations in Python) [54] el cual es un framework, escrito
en el lenguaje de programacio´n Python, utilizado para distribuir de manera automa´tica
tareas dina´micas. En este caso, se distribuyen de manera recursiva un conjunto de estados
entre un conjunto de hilos de ejecucio´n o SCOOP workers, los cua´les sera´n automa´ticamente
distribuidos entre los recursos disponibles del sistema. Un worker es un instancia de co´mputo
usada para ejecutar una tarea. Mu´ltiples workers se distribuyen entre los recursos del sistema
distribuido para completar la tarea de forma ma´s eficiente. En un nodo de co´mputo pueden
ejecutarse uno o ma´s workers.
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1 Hilo 2 Hilos 4 Hilos 8 Hilos 16 Hilos 32 Hilos
1 Nodo 2010.44763303 1060.80047798 586.014445066 543.712262154 521.616870165 521.292215109
2 Nodos 2059.06947899 1046.87119007 575.115453959 296.285589933 366.384442091 341.007520199
4 Nodos 2031.25184584 1093.52087283 586.344302893 320.010899067 300.745616913 382.748430014
8 Nodos 2207.35427213 1143.951792 576.370896101 495.507214785 308.374300957 287.340030909
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Figura 4.8: Tiempos de ejecucio´n para 1, 2, 4 y 8 nodos y 1, 2, 4, 8, 16 y 32 hilos de
ejecucio´n.
La implementacio´n se ha probado en un cluster de 8 nodos, donde cada nodo tiene la
siguiente configuracio´n:
Sistema Operativo: Ubuntu 14.04-trusty
RAM: 4GB
Procesador: Intel(R) Xeon(R) CPU E5-2670 0 @ 2.60GHz
Nu´cleos de CPU: 4
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El te´rmino SPLA empleado para ser procesado en el sistema distribuido es run-list (ver
figura 4.6). Este te´rmino genera 97648 productos va´lidos. La figura 4.8 muestra los tiem-
pos de ejecucio´n para procesar todos los productos de run-list en funcio´n de los nodos de
co´mputo y los hilos de ejecucio´n. El mejor resultado se obtiene al utilizar 8 nodos y 32 hilos
de ejecucio´n (287.34 segundos). Sin embargo, la ganancia no es significativamente relevante
con respecto a configuraciones que utilizan menos recursos. Por ejemplo, la ganancia de la
configuracio´n utilizando 8 nodos y 32 hilos de ejecucio´n con respecto a la configuracio´n que
emplea 4 nodos y 16 hilos de ejecucio´n es de so´lo 13.41 segundos, estos es, una mejora de
rendimiento del 4.67 % utilizando el doble de recursos de co´mputo.
Umbrales
Figura 4.9: Tiempo acumulativo para el procesamiento de productos sin umbrales (izquier-
da) y con umbrales Min=1, Max=2 (derecha).
Es posible definir umbrales como solucio´n para minimizar el tiempo de co´mputo para
procesar un te´rmino SPLA. En este caso, es posible descartar las trazas que superen un coste
determinado. Por ejemplo, considerando el te´rmino
P = F1;X ∧ F2;X ∧ F3;X ∧ F4;X ∧ F5;X ∧ F6;X)
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donde el coste de produccio´n de cada caracter´ıstica es siempre 1, el coste total de un producto
sera´ igual al nu´mero de caracter´ısticas que contenga.
En este ejemplo P genera 1957 productos va´lidos en 6.02 segundos, estos resultados son
presentados en la figura 4.9 (izquierda), sin utilizar los umbrales.
Seguidamente se define un umbral entre de 1 y 2. Debido a que el coste de producir una
caracter´ıstica siempre es 1, so´lo sera´n generados productos con 1 o 2 caracter´ısticas, en este
caso, el nu´mero de productos va´lidos es 36, lo cual se muestra en la figura 4.9 (derecha) con
un tiempo de ejecucio´n de 0.45 segundos.
Es importante destacar los espacios entre los puntos en la figura 4.9 (derecha). Estos
espacios se corresponden a los tiempos requeridos para encontrar la siguiente traza va´lida
(producto). Para generar una traza va´lida, su coste debe estar entre 1 y 2, mientras que
todos los dema´s productos no sera´n va´lidos. Una vez que el coste de produccio´n excede el
l´ımite, el co´mputo de esa rama termina y no volvera´ a ser evaluada.
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Cap´ıtulo 5
SPLAP: Extensio´n de SPLA para
representar probabilidades
“The probable is what usually happens.”
Aristotle
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El objetivo principal de este cap´ıtulo es estudiar el comportamiento de las SPLs realizando
ana´lisis probabil´ıstico sobre los te´rminos del a´lgebra. Este ana´lisis muestra que caracter´ısti-
cas son las ma´s utilizadas dentro del modelo. Para ello, se debe calcular la probabilidad
de encontrar una caracter´ıstica dentro de una l´ınea de productos. La seccio´n 5.1 muestra
la descripcio´n formal de la extensio´n de SPLA para utilizar probabilidades en los elementos
sinta´cticos que lo requieran. Seguidamente, la seccio´n 5.2 muestra los cambios necesarios en
las reglas sema´nticas de SPLA para soportar probabilidades en la sema´ntica operacional del
lenguaje. Una vez modificadas, tanto la sintaxis como la sema´ntica de SPLA, la seccio´n 5.3
demuestra que todos los teoremas y lemas planteados para esta extensio´n son correctos.
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La seccio´n 5.4 describe los cambios realizados a las reglas de la sema´ntica denotacional.
Seguidamente la seccio´n 5.5 muestra que los productos generados por ambas sema´nticas
(operacional y denotacional) son equivalentes. La seccio´n 5.6 muestra una caracter´ıstica no-
vedosa de la extensio´n probabil´ıstica, la cual consiste en ocultar las caracter´ısticas que no
afecten a la cardinalidad total de los productos va´lidos. Finalmente la seccio´n 5.7 presenta
la implementacio´n de la sema´ntica denotacional para la extensio´n probabil´ıstica.
5.1. Sintaxis
En el modelo probabil´ıstico propuesto, el conjunto de caracter´ısticas sera´ representado
como F , las caracter´ısticas aisladas se mostrara´n como A, B, C . . . , los te´rminos del modelo
probabil´ıstico sera´n descritos como P,Q y las probabilidades p, q son expresadas dentro del
rango (0, 1).
Definicio´n 5.1.1 Una l´ınea de productos probabil´ıstica es un te´rmino generado por la si-
guiente grama´tica:
P ::= X | nil | A;P | A;p P | P ∨p Q | P ∧Q |
A 6⇒ B in P | A⇒ B in P | P\A | P ⇒ A
donde A ∈ F , X /∈ F y p ∈ (0, 1). Los te´rminos del a´lgebra sera´n representados dentro del
modelo SPLAP . uunionsq
Como puede observarse, la descripcio´n de la sintaxis para la extensio´n probabil´ıstica (ver
definicio´n 5.1.1) parte de la definicio´n original de SPLA (ver definicio´n 3.1.1). Sin embargo,
los elementos sinta´cticos deben ser modificados para que permitan almacenar informacio´n
relativa a las probabilidades. Esta informacio´n se introduce en los operadores de seleccio´n
u´nica P ∨p Q y en el operador de seleccio´n opcional A;p P .
5.2. Sema´ntica operacional
Las reglas de la sema´ntica operacional de SPLAP esta´n basadas en las reglas descritas en
la figura 3.3. Sin embargo, estas reglas deben ser modificadas y extendidas para permitir
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representar probabilidades dentro del nuevo modelo.
Las reglas descritas en la figura 5.1 describen el comportamiento del sistema para pro-
cesar te´rminos siguiendo la extensio´n probabil´ıstica SPLAP . Como se puede observar, la
definicio´n de estas reglas utiliza, como base, la definicio´n de la figura 3.3. Sin embargo, las
reglas de la extensio´n probabil´ıstica permiten modificar la informacio´n relacionada a las
probabilidades a medida que se procesan las caracter´ısticas.
[tick] X X−−→ 1 nil [feat] A;P A−−→ 1 P
[ofeat1] A;p P
A−−→ p P [ofeat2] A;p P X−−→ (1−p) nil
[cho1]
P
A−−→ p P1
P ∨q Q A−−→ p·q P1
[cho2]
Q
A−−→ q Q1
P ∨p Q A−−→ (1−p)·q Q1
[con1]
P
A−−→ p P1
P ∧Q A−−→ p
2
P1 ∧Q
[con2]
Q
A−−→ q Q1
P ∧Q A−−→ q
2
P ∧Q1
[con3]
P
X−−→ q nil, Q X−−→ p nil
P ∧Q X−−→ p·q nil
[con4]
P
A−−→ p P1, Q X−−→ q nil
P ∧Q A−−→ p·q
2
P1
[con5]
P
X−−→ p nil, Q A−−→ q Q1
P ∧Q A−−→ p·q
2
Q1
[req1]
P
C−−→ p P1, C 6= A
A⇒ B in P C−−→ p A⇒ B in P1
[req2]
P
A−−→ p P1
A⇒ B in P A−−→ p P1 ⇒ B
[req3]
P
X−−→ p nil
A⇒ B in P X−−→ p nil
[excl1]
P
C−−→ p P1, C 6= A, C 6= B
A 6⇒ B in P C−−→ p A 6⇒ B in P1
[excl2]
P
A−−→ p P1
A 6⇒ B in P A−−→ p P1\B
[excl3]
P
B−−→ p P1
A 6⇒ B in P B−−→ p P1\A
[excl4]
P
X−−→ p nil
A 6⇒ B in P X−−→ p nil
[forb1]
P
B−−→ p P1, B 6= A
P\A B−−→ p P1\A
[forb2]
P
X−−→ p nil
P\A X−−→ p nil
[mand1]
P
X−−→ p nil
P ⇒ A A−−→ p X
[mand2]
P
A−−→ p P1
P ⇒ A A−−→ p P1
[mand3]
P
B−−→ p P1, A 6= B
P ⇒ A B−−→ p P1 ⇒ A
A, B, C ∈ F , a ∈ F ∪ {X}
Figura 5.1: Reglas para definir la sema´ntica operacional de SPLA.
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Las reglas [tick] y [feat] muestran que procesar las caracter´ısticas X y A, respectiva-
mente, podra´ realizarse siempre con probabilidad 1. Las transiciones [ofeat1] y [ofeat2]
permiten procesar el operador opcional, esto es, si se procesa la caracter´ıstica, se computa
con probabilidad p, En caso contrario, se computa con probabilidad 1− p.
El operador de seleccio´n u´nica (∨) esta´ compuesto por dos reglas sema´nticas, [cho1] y
[cho2]. En el caso de la regla [cho1], se selecciona la caracter´ıstica con probabilidad p. Para
la regla [cho2], al ser un operador sime´trico, la probabilidad es (1− p) · q.
Los operadores de conjuncio´n [con1] y [con2] procesan el operador de paralelo siempre
que sea posible continuar procesando caracter´ısticas. Para ello, la probabilidad de procesar
cada parte de la conjuncio´n es p
2
o q
2
, dependiendo de la parte que se este´ ejecutando. La regla
[con3] permite procesar la caracter´ıstica X cuando e´sta pueda ser procesada en ambos lados
del paralelo. Su probabilidad sera´ la multiplicacio´n de las probabilidades de ambos lados
(p · q). Las reglas [con4] y [con5] permiten procesar el operador de conjuncio´n si alguno de
los extremos del te´rmino puede generar la caracter´ıstica X. Su probabilidad sera´ la mitad
de la multiplicacio´n de las probabilidades de ambos lados del operador, esto es, p·q
2
.
Todos los operadores restantes no intervienen ni modifican la probabilidad de los ele-
mentos sinta´cticos al ser procesados.
Se utilizan multiconjuntos con el objetivo de considerar distintas ocurrencias de la misma
transicio´n. De esta manera, si una transicio´n puede ser derivada de distintas formas, entonces
cada derivacio´n genera una instancia distinta de esta transicio´n. Por ejemplo, consideremos
el te´rmino P = A ∨ 1
2
A, donde las apariciones finales de X han sido omitidas. Si no se es
cuidadoso al procesar los te´rminos se podr´ıa obtener la transicio´n A ∨ 1
2
A
A−−→ 1
2
nil una
sola vez. Sin embargo, esta transicio´n se debe obtener dos veces. De esta manera, si una
transicio´n puede ser derivada de distintas formas, consideramos que cada derivacio´n genera
una instancia diferente. En particular, se utilizara´n los delimitadores * y + para describir
multiconjuntos y unionmulti para mostrar la unio´n de multiconjuntos.
La demostracio´n del siguiente resultado es inmediata, la cual describe que una transicio´n
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satisfactoria termina con el s´ımbolo nil.
Lema 5.2.1 Dados los te´rminos P,Q ∈ SPLAP y la probabilidad p ∈ (0, 1]. Se tiene que
P
X−−→ p Q, si y solo si Q = nil. uunionsq
El comportamiento del s´ımbolo terminal debe ser previamente definido para generar un
producto va´lido de la extensio´n probabil´ıstica. El lema 5.2.1 muestra que so´lo es posible
procesar la caracter´ıstica X cuando el te´rmino restante es nil, lo que significa que ha sido
generado un producto va´lido.
Una vez definido el modelado de la informacio´n probabil´ıstica en la sema´ntica operacional
de SPLAP , debe describirse el proceso del ca´lculo de las probabilidades. Ba´sicamente, se
consigue mediante la definicio´n de las funciones que permitira´n calcular la probabilidad de
una traza probabil´ıstica, dentro de un te´rmino que pertenezca al a´lgebra. Seguidamente,
debe definirse el concepto de trazas probabil´ısticas, la probabilidad de cualquier producto
y el ca´lculo de su desecho.
A continuacio´n, se describen los lemas relacionados con la composicio´n de transiciones
consecutivas.
Definicio´n 5.2.2 Dados los te´rminos P,Q ∈ SPLAP , se escribe P s==⇒p Q si existe una
secuencia consecutiva de transiciones
P = P0
a1−−→ p1 P1
a2−−→ p2 P2 · · ·Pn−1 an−−→ pn Pn = Q
donde n ≥ 0, s = a1a2 · · · an y p = p1 · p2 · · · · pn. Se dice que s es una traza de P .
Recordemos que la traza s ∈ F∗. El producto bsc ⊆ F es el que contiene, como conjunto,
todas las caracter´ısticas pertenecientes a s.
Dado el te´rmino P ∈ SPLAP , se define el conjunto de productos probabil´ısticos de P ,
denotado por prodP(P ), como el conjunto
{(pr, p) | p > 0 ∧ p =
∑ *q | P sX==⇒q Q ∧ bsc = pr+}
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Se define la probabilidad total de P , denotado por TotProb(P ), como el valor:
∑ *p | ∃pr : (pr, p) ∈ prodP(P )+
Adicionalmente, se define waste(P ) = 1 − TotProb(P ). El desecho de P se define como
la probabilidad residual de TotProb(P ), es decir, el sumatorio de las probabilidades de los
productos no va´lidos. uunionsq
El siguiente resultado muestra algunas propiedades relacionadas con las probabilidades
dentro de la sema´ntica operacional. En particular, se muestra que la probabilidad de una
transicio´n, o de una secuencia de transiciones, es mayor que cero y que las probabilidades
de los productos esta´n en el rango [0, 1].
Definicio´n 5.2.3 Dados los te´rminos P,Q ∈ SPLAP y la caracter´ıstica A ∈ F ∪{X}, existe
una transicio´n de P a Q, etiquetada con el s´ımbolo A y con la probabilidad p, denotada por
P
A−−→ p Q, si puede ser deducida de las reglas descritas en la figura 5.1. uunionsq
Para poder definir la sema´ntica de nuestro lenguaje probabil´ıstico, es necesario presentar
el concepto de multiconjunto, el cual consiste en un conjunto en el que podemos tener
elementos repetidos. Formalmente, un multiconjunto M de A es una funcio´n
M : A 7→ IN
que indica el nu´mero de repeticiones de cada elemento. Si M(a) = 0 diremos que a no
pertenece a M , que se denota por a 6∈ M . Si M(a) > 0, diremos que a pertenece a M ,
denotado por a ∈M .
Las definiciones 5.2.2 y 5.2.3 muestran co´mo se modela la informacio´n probabil´ıstica
dentro de SPLAP . Esta informacio´n es relativa al procesamiento de las caracter´ısticas que
pertenezcan a cualquier te´rmino va´lido y a trazas de caracter´ısticas.
Lema 5.2.4 Dados los te´rminos P, Q ∈ SPLAP , se obtienen los siguientes resultados.
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1. Si P
A−−→ p Q entonces p ∈ (0, 1]. La demostracio´n es trivial tras una inspeccio´n de las
reglas de la sema´ntica operacional.
2. Si P
s
==⇒p Q entonces p ∈ (0, 1]. La demostracio´n es consecuencia de la primera y se
demuestra por induccio´n sobre la longitud de la traza.
3.
∑ *p | ∃A ∈ F , Q ∈ SPLAP : P A−−→ p Q+ ∈ [0, 1].
4.
∑ *p | ∃s ∈ F∗, Q ∈ SPLAP : P sX−−→ p Q+ ∈ [0, 1].
5. TotProb(P ) ∈ [0, 1].
uunionsq
As´ı, el lema 5.2.4 acota el sumatorio de todas las probabilidades del procesamiento de
las caracter´ısticas, representado por nu´meros reales, al intervalo [0, 1].
Lema 5.2.5 Dado el te´rmino P ∈ SPLAP .
1. Si (pr, p) ∈ prodP(P ), entonces p ∈ (0, 1].
2. 0 ≤ TotProb(P ) ≤ 1.
Demostracio´n: Este lema se plantea como una consecuencia directa del lema 5.2.4, uunionsq
El lema 5.2.5 hace referencia a la suma de las probabilidades, el cual acota la probabilidad
de un producto va´lido (0, 1] y el sumatorio de todos los productos va´lidos [0, 1].
Los ejemplos descritos en la figura 5.2 muestran el ca´lculo de la informacio´n probabil´ıstica
al procesar los te´rminos P1, P2 y P3. La ejecucio´n de las reglas de la sema´ntica operacional
se pueden observar en estos tres ejemplos.
5.3. Consistencia del modelo probabil´ıstico
La consistencia del modelo probabil´ıstico se basa en la consistencia del modelo no proba-
bil´ıstico. Esto implica que se debera´ definir una funcio´n que permita realizar una traduccio´n
directa entre SPLAPy SPLA. De esta manera, se demostrara´ que el modelo es consistente, si
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P1 P2 P3
A; B;p (C; D;qX)
1(B;p (C; D;qX))
(1−p)nil p(C; D;qX)
1(D;qX)
(1−q)nil qX
1nil
A [feat]
X [ofeat2]
B [ofeat1]
C [feat]
X [ofeat2]
D [ofeat1]
X [tick]
A; B;p (C; (D;X ∨q (E;rX)))
1(B;p (C; (D;X ∨q (E;rX)))
(1−p)nilp(C; (D;X ∨q (E;rX)))
1(D;X ∨q (E;rX))
(1.q)X (1−p).qX (1−q).(1−r)nil
1nil 1nil
A [feat]
X [ofeat2]
B [ofeat1]
C [feat]
D [cho1]
E [cho2]
X [ofeat2][cho2]
X [tick] X [tick]
A;p B; (C;qX ∧ D;X)
(1−p)nil pB; (C;qX ∧ D;X)
1(C;qX ∧ D;X)
q
2
(X ∧ D;X) q
2
(C;X ∧X)
q
2 .p
2
(X ∧X) q
2 .p
2
(X ∧X)
(1−( q
2
))(nil)
p.q(nil) p.q(nil)
X [ofeat2]
A [ofeat1]
B [feat1]
C [con1]
D [con2]
D [con5] C [con4] X [ofeat2]
X [con3] X [con3]
Figura 5.2: Ejemplos de la ejecucio´n de la reglas de la sema´ntica operacional del modelo
probabil´ıstico.
y so´lo si el modelo no probabil´ıstico lo es. La consistencia es una propiedad importante en
el lenguaje propuesto. Decimos que el modelo no probabil´ıstico es consistente, si es capaz
de generar productos [4]. En este caso se define la consistencia teniendo TotProb(P ) > 0.
Adema´s se demuestra que una traduccio´n del modelo probabil´ıstico al no probabil´ıstico
mantiene su consistencia de la manera esperada.
La sintaxis del modelo no probabil´ıstico se describe en detalle en la definicio´n 3.1.1.
Definicio´n 5.3.1 Se define una funcio´n de traduccio´n np : SPLAP 7→ SPLA de la siguiente
manera:
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np(P ) =

X if P = X
nil if P = nil
A; np(P ) si P = A;P
A; np(P ) si P = A;p P
np(P ) ∨ np(Q) si P ∨p Q
np(P ) ∧ np(Q) si P ∧Q
A⇒ B in np(P ) si A⇒ B in P
A 6⇒ B in np(P ) si A 6⇒ B in P
np(P )⇒ A si P ⇒ A
np(P )\A si P\A
uunionsq
La demostracio´n del siguiente resultado es directa al tener en cuenta que las reglas de la
sema´ntica operacional son las mismas para ambos modelos. Siempre que las probabilidades
sean eliminadas como se describe en [4]. Cualquier secuencia de transiciones derivadas en
el modelo probabil´ıstico puede ser derivada del modelo no probabil´ıstico. Adicionalmente,
por el lema 5.2.4, se conoce que cualquier traza derivada del modelo probabil´ıstico tiene la
propiedad de que no es nula.
Teorema 5.3.2 Dados los te´rminos P,Q ∈ SPLAP , se tiene P s==⇒pQ, si y solo si np(P ) s==⇒
np(Q). Adema´s, pr ∈ prod(np(P )), si y solo si existe p > 0 tal que (pr, p) ∈ prodP(P ). uunionsq
5.4. Sema´ntica denotacional
La sema´ntica de cualquier expresio´n SPLAP se representa por el conjunto de sus produc-
tos y sus probabilidades. Cada producto puede ser representado por sus caracter´ısticas sin
tener en cuenta su posicio´n dentro de la traza, de tal manera se muestran como conjuntos
de caracter´ısticas. De forma similar a como se describe en la seccio´n 3.4, la extensio´n deno-
tacional de SPLAP permitira´ definir todas las funciones que describen el comportamiento del
modelo sin importar la forma en que las reglas son procesadas. La sema´ntica denotacional
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se basa en las definiciones del modelo no probabil´ıstico, con la excepcio´n de que debe ser
an˜adida la informacio´n probabil´ıstica a medida que se procesan las caracter´ısticas.
La forma de definir la sema´ntica denotacional para la extensio´n probabil´ıstica, comienza
definiendo el dominio matema´tico donde sera´n representados los elementos sinta´cticos de
SPLAP .
Definicio´n 5.4.1 Se define el dominio sema´ntico M como el conjunto ma´s grande M ⊆
P(P(F)× (0, 1]), de tal manera que A ∈M, entonces se mantienen las siguientes condicio-
nes:
1. Si (P, q) ∈ A y (P, r) ∈ A, entonces q = r.
2. 0 ≤∑ *q | ∃P : (P, q) ∈ A+ ≤ 1.
Para la descripcio´n de la sema´ntica denotacional se utilizara´n multiconjuntos y estos
estara´n representados por * · · · +.
Dado el multiconjunto M con elementos dentro del conjunto P(F) × [0, 1], se define el
operador accum de la siguiente manera:
accum(M) =
(P, p)
∣∣∣∣∣∣ p =
∑
(P,q)∈M
q ∧ p > 0

uunionsq
Aunque los elementos del dominio sema´ntico este´n compuestos por conjuntos de pares
(producto, probabilidad) con hasta una ocurrencia de un producto dado, se utilizara´n los
multiconjuntos como elementos auxiliares dentro de las funciones sema´nticas. De esta forma,
la funcio´n accum(M) sera´ utilizada para convertir estos multiconjuntos en conjuntos. El
siguiente resultado es inmediato.
Proposicio´n 5.4.2 Dado el multiconjunto M con elementos en el conjunto P(F)× [0, 1],
si 1 ≥∑ *q | (P, q) ∈M+, entonces accum(M) ∈M. uunionsq
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A continuacio´n se definen los operadores de la sema´ntica denotacional. Como se ha
explicado anteriormente, los multiconjuntos que cumplen las condiciones del resultado previo
surgen al definir estos operadores. Por ejemplo, el operador de prefijo [[A; ]](M) debe agregar
la caracter´ıstica A a cualquier producto en M . Suponemos que M = {({B, A}, 1
2
), ({B}, 1
2
)}.
Si es A an˜adido a los productos de M , entonces obtenemos el producto {A, B} duplicado
con una probabilidad 1
2
asociada a cada ocurrencia. Por ello, es necesario aplicar la funcio´n
accum para sumar ambas probabilidades y obtener as´ı un u´nico producto con probabilidad 1.
El siguiente paso consiste en definir un operador sema´ntico para cada uno de los opera-
dores sinta´cticos en SPLA, lo cual se lleva a cabo mediante la siguiente definicio´n.
Definicio´n 5.4.3 Los operadores de la sema´ntica denotacional para la extensio´n proba-
bil´ıstica de SPLA se definen como:
[[nil]]P = ∅
La funcio´n de la sema´ntica denotacional que recibe nil retornara´ siempre vac´ıo.
As´ı ninguna otra caracter´ıstica podra´ ser procesada, ya que no existe ninguna fun-
cio´n definida que reciba ∅ como para´metro.
[[X]]P = {(∅, 1)}
La funcio´n que recibe X como para´metro siempre sera´ procesada con probabilidad 1,
ya que X indica que se ha generado un producto va´lido.
[[A; ·]]P :M 7→M como
[[A; ·]]P(M) = accum(*({A} ∪ P, p) | (P, p) ∈M+)
Cualquier caracter´ıstica obligatoria sera´ procesada con probabilidad p. Adema´s, e´sta
sera´ an˜adida al conjunto de caracter´ısticas procesadas previamente.
[[A;r ·]]P :M 7→M como
[[A;r ·]]P(M) = accum
(*(∅, 1− r) + unionmulti * ({A} ∪ P, r · p) | (P, p) ∈M+)
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Al procesar una caracter´ıstica opcional deben realizarse dos acciones. La primera ac-
cio´n consiste en no procesar la caracter´ıstica, terminando el procesamiento del te´rmino
con probabilidad 1− r. La segunda consiste en procesarla con probabilidad r, siendo
e´sta multiplicada por la probabilidad acumulada del te´rmino restante.
[[· ∨r ·]]P :M×M 7→M como
[[· ∨r ·]]P(M1,M2) = accum
(*(P, r · p) | (P, p) ∈M1 +unionmulti * (Q, (1− r) · q) | (Q, q) ∈M2+)
El operador de seleccio´n u´nica separa los te´rminos a ambos lados del operador. Para
ambos lados, el ca´lculo de la probabilidad sera´ igual a multiplicar sus probabilidades.
Es importante tomar en cuenta que existira´n dos casos. El primer caso, que se procese
la transicio´n con probabilidad r o el segundo caso, que la transicio´n no se procese con
probabilidad 1− r.
[[· ∧ ·]]P :M×M 7→M como
[[· ∧ ·]]P(M1,M2) = accum
(*(P ∪Q, p · q) | (P, p) ∈M1, (Q, q) ∈M2+)
El operador de paralelo, dentro de la sema´ntica denotacional, unira´ las caracter´ısticas
de ambos te´rminos multiplicando su probabilidad.
[[A⇒ B in ·]]P :M 7→M como
[[A⇒ B in ·]]P(M) = accum
( *(P, p) | (P, p) ∈M, A 6∈ P + unionmulti*({B} ∪ P, p) | (P, p) ∈M, A ∈ P +
)
La restriccio´n de requerimiento no modifica las probabilidades de los productos en
construccio´n. Sin embargo, existen dos casos. El primer caso, consiste en que no se
cumpla la restriccio´n de requerimiento y el segundo caso consiste en que esta se cumpla.
[[A 6⇒ B in ·]]P :M 7→M como
[[A 6⇒ B in ·]]P(M) = {(P, p) | (P, p) ∈M, A 6∈ P}∪
{(P, p) | (P, p) ∈M, B 6∈ P}
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Para el operador de la restriccio´n de exclusio´n, se procesara el te´rmino en dos partes,
de tal manera que las caracter´ısticas A y B no coincidan en un mismo producto.
[[· ⇒ A]]P :M 7→M como
[[· ⇒ A]]P(M) = [[A; ·]]P(M)
Esta regla obliga a que la caracter´ıstica referida por el operador de inclusio´n se agregue
inmediatamente al te´rmino.
[[·\A]]P :M 7→M como
[[·\A]]P(M) = {(P, p) | (P, p) ∈M, A 6∈ P}
Esta regla obliga a que la caracter´ıstica referida por el operador de ocultamiento sea
eliminada del te´rmino, antes de generar el producto va´lido.
uunionsq
Resulta sencillo verificar que todos los multiconjuntos que han aparecido en la definicio´n
previa cumplen las condiciones de la proposicio´n 5.4.2. De esta manera, los operadores esta´n
bien definidos. Esta condicio´n se formaliza en el siguiente resultado.
Proposicio´n 5.4.4 Dados los multiconjuntos M,M1,M2 ∈ M, la probabilidad p ∈ (0, 1]
y las caracter´ısticas A, B ∈ F , entonces:
[[A; ·]]P(M) ∈M
[[A;r ·]]P(M) ∈M
[[· ∨r ·]]P(M1,M2) ∈M
[[· ∧ ·]]P(M1,M2) ∈M
[[A⇒ B in ·]]P(M) ∈M
[[A 6⇒ B in ·]]P(M) ∈M
[[· ⇒ A]]P(M) ∈M
[[·\A]]P(M) ∈M
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Demostracio´n. La demostracio´n de la proposicio´n 5.4.4 permite comprobar que la ejecu-
cio´n de las reglas de la sema´ntica denotacional de SPLAP siempre pertenecen a M. Esto es
una consecuencia directa de la proposicio´n 5.4.2. uunionsq
Una vez definidos los operadores sema´nticos sobre un conjunto de productos, es posible
definir la sema´ntica denotacional para cualquier expresio´n SPLA. E´sta se define de manera
inductiva.
P1 = A; B;pX
[[X]]P = {(∅, 1)}
[[B;pX]]P = [[B;p ·]]P([[X]]P) = [[B;p ·]]P({(∅, 1)}) =
{(∅, (1− p)), (B, p)}
[[A; B;pX]]P = [[A; ·]]P([[B;pX]]P) = [[A; ·]]P({(∅, (1− p)), (B, p)}) =
{(A, (1− p)), (AB, p)}
P2 = A; (B;pX ∨q B;rX)
[[X]]P = {(∅, 1)}
[[B;pX]]P = [[B;p ·]]P([[X]]P) = [[B;p ·]]P({(∅, 1)}) =
{(∅, (1− p)), (B, p)}
[[B;rX]]P = [[B;r ·]]P([[X]]P) = [[B;r ·]]P({(∅, 1)}) =
{(∅, (1− r)), (B, r)}
[[B;pX ∨q B;rX]]P = [[· ∨q ·]]P([[B;pX]]P , [[B;rX)]]P
= [[· ∨q ·]]P({(∅, (1− p)), (B, p)}, {(∅, (1− r)), (B, r)}) =
= accum
({
(∅, (q) · (1− p)), (B, q · p)} unionmulti {(∅, (1− q) · (1− r)), (B, (1− q) · r)}) =
=
{
(∅, ((q) · (1− p)) + ((1− q) · (1− r))), (B, (q · p) + ((1− q) · r))}
P3 = A; (A;X ∨q B;X)
[[X]]P = {(∅, 1)}
[[A;X]]P = [[A; ·]]P([[X]]P) = [[A; ·]]P({(∅, 1)}) = {(A, 1)}
[[A;X ∨q B;X]]P = [[· ∨q ·]]P([[A;X]]P , [[B;X]]P) =
= [[· ∨q ·]]P({(A, 1)}, {(B, 1)}) = {(A, q), (B, (1− q))}
[[A; (A;X ∨q B;X)]]P = [[A; ·]]P([[A;X ∨q B;X]]P) =
= [[A; ·]]P({(A, q), (B, (1− q))}) = {(A, q), (AB, (1− q))}
Figura 5.3: Ejemplo de la ejecucio´n de las reglas de la sema´ntica denotacional (1 de 2).
Definicio´n 5.4.5 La sema´ntica denotacional de SPLA se representa por la funcio´n:
[[·]]P : SPLA→ P(P(F))
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Esta funcio´n se define de manera inductiva de la siguiente forma. Para cualquier operador
n-ario op ∈ {nil,X, A; ·, A;p ·, · ∨p ·, · ∧ ·, A⇒ B in ·, A 6⇒ B in ·, · ⇒ A, ·\A}1:
[[op(P1, . . . Pn)]]
P = [[op]]P([[P1]]P , . . . , [[Pn]]P)
uunionsq
P4 = (A;X ∨p B; nil)
[[nil]]P = ∅
[[B; nil]]P = [[B; ·]]P([[nil]]P) = [[B; ·]]P(∅) = ∅
[[X]]P = {(∅, 1)}
[[A;X]]P = [[A; ·]]P([[X]]P) = [[A; ·]]P({(∅, 1)}) = {(A, 1)}
[[A;X ∨p B; nil]]P = [[· ∨p ·]]P([[A;X]]P , [[B; nil]]P)
= [[· ∨p ·]]P({(A, 1)},∅) = {(A, 1)}
P5 = (A;X ∧ B;X)
[[X]]P = {(∅, 1)}
[[A;X]]P = [[A; ·]]P([[X]]P) = [[A; ·]]P({(∅, 1)}) = {(A, 1)}
[[A;X ∧ B;X]]P = [[· ∧ ·]]P([[A;X]]P , [[B;X]]P) = [[· ∧ ·]]P({(A, 1)}, {(B, 1)}) =
{(AB, 1
2
), (BA, 1
2
)}
Figura 5.4: Ejemplo de la ejecucio´n de las reglas de la sema´ntica denotacional (2 de 2).
En la figura 5.3 y en la figura 5.4 se ilustra el ca´lculo la sema´ntica denotacional de 5
ejemplos. En cada uno de estos ejemplos, se analiza el proceso de ca´lculo de las probabili-
dades de las caracter´ısticas dentro de te´rminos a medida que son procesados. El te´rmino se
representa como un a´rbol, desde los elementos terminales u hojas hasta la ra´ız.
5.5. Equivalencia entre la sema´ntica operacional y la
sema´ntica denotacional
Esta seccio´n muestra las relaciones de equivalencia entre la sema´ntica operacional y la
sema´ntica denotacional.
1nil y X son operadores 0-arios; A; ·, A; · A⇒ B in ·, A 6⇒ B in ·, · ⇒ A, ·\A son operadores 1-arios; · ∨p ·
y · ∧ · son operadores 2-arios.
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Para la extensio´n probabil´ıstica se han definido dos sema´nticas, la sema´ntica operacional
y la sema´ntica denotacional, de las cuales pueden derivarse productos va´lidos. Es importante
que ambas sema´nticas coincidan, de forma que pueda escogerse cualquiera de ellas depen-
diendo del problema que sea necesario resolver. La demostracio´n del siguiente resultado es
una consecuencia inmediata de los lemas 5.5.3 al 5.5.12.
Proposicio´n 5.5.1 Dados los te´rminos P,Q ∈ SPLAP , las caracter´ısticas A, B ∈ F y la
probabilidad q ∈ (0, 1), se obtienen los siguientes resultados:
prodP(A;P ) = [[A; ·]]P(prodP(P ))
prodP(A;q P ) = [[A;q ·]]P(prodP(P ))
prodP(P ∨q Q) = [[· ∨q ·]]P
(
prodP(P ), prodP(Q)
)
prodP(P ∧Q) = [[· ∧ ·]]P(prodP(P ), prodP(Q))
prodP(P ⇒ A) = [[· ⇒ A]]P(prodP(P ))
prodP(P\A) = [[·\A]]P(prodP(P ))
prodP(A⇒ B in P ) = [[A⇒ B in ·]]P(prodP(P ))
prodP(A 6⇒ B in P ) = [[A 6⇒ B in ·]]P(prodP(P ))
uunionsq
La demostracio´n por induccio´n estructural de P , es sencilla mediante el uso de la pro-
posicio´n 5.5.1.
Teorema 5.5.2 Dado el te´rmino P ∈ SPLAP , el producto pr ⊆ F y la probabilidad p ∈
(0, 1], se obtiene que (pr, p) ∈ [[P ]]P , si y solo si (pr, p) ∈ prodP(P ). uunionsq
Lema 5.5.3 Dado el te´rmino P ∈ SPLAP y la caracter´ıstica A ∈ F , entonces (pr, p) ∈
prodP(A;P ), si y solo si
p =
∑ *r | (pr′, r) ∈ prodP(P ) ∧ pr′ ∪ {A} = pr+
Demostracio´n: La otra transicio´n de A;P es A;P
A−−→ 1 Q. Entonces A;P s==⇒p P , si y solo
si
A;P
A−−→ 1 P s==⇒p Q ∧ s = A · s′
138
entonces
p =
∑ *r | A;P sX==⇒p nil ∧ bsc = pr + =∑ *r | A;P A−−→ 1 P s′X===⇒r nil ∧ bA · s′c = pr+∑ *r | P s′X===⇒r nil ∧ {A} ∪ bs′c = pr+∑ *r | (pr′, r) ∈ prodP(P ) ∧ {A} ∪ pr′ = pr+
uunionsq
Lema 5.5.4 Dado el te´rmino P ∈ SPLAP , la caracter´ıstica A ∈ F y la probabilidad q ∈
(0, 1), entonces (pr, p) ∈ prodP(A;q P ) si y solo si
(pr, p) = (∅, 1− q) o p = q ·
∑
{r | (pr′, r) ∈ prodP(P ) ∧ pr′ ∪ {A} = pr}
Demostracio´n: Existen dos transiciones a A;q P , A;q P
A−−→ q P y A;q P X−−→ 1−q nil. Si
A;q P
s
==⇒r Q entonces
1. s = X y r = 1− q, o
2. s = A · s′, P s==⇒r′ Q, y r = q · r′.
Si pr = bA · s′c, entonces pr 6= ∅. Consecuentemente, (∅, 1− q) ∈ prodP(A;q P ), por lo que
pr 6= ∅, entonces (pr, p) ∈ prodP(A;q P ), si y solo si
d =
∑ *r | A;q P sX==⇒ nil ∧ bsc = pr+ =∑ *r | A;q P A−−→ q P s′X===⇒r′ nil ∧ bA · s′c = pr ∧ r = q · r′+ =∑ *r | P s′X===⇒r′ nil ∧ {A} ∪ bs′c = pr ∧ r = q · r′+ =∑ *r | (pr′, r′) ∈ prodP(P ) ∧ {A} ∪ pr′ = pr ∧ r = q · r′+ =
q ·
∑ *r′ | (pr′, r′) ∈ prodP(P ) ∧ {A} ∪ pr′ = pr+
uunionsq
Lema 5.5.5 Dados los te´rminos P,Q ∈ SPLAP y la probabilidad q ∈ (0, 1), entonces P ∨q
Q
s
==⇒r R, si y solo si
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1. P
s
==⇒r′ R y r = q · r′, o
2. Q
s
==⇒r′ R y r = (1− q) · r′
Demostracio´n: Este lema es una consecuencia de las reglas [cho1] y [cho2] de la sema´ntica
operacional. uunionsq
Lema 5.5.6 Dados los te´rminos P,Q ∈ SPLAP y la probabilidad q ∈ (0, 1), entonces
(pr, p) ∈ prodP(P ∨q Q), si y solo si
p =
(
q ·
∑
{r | (pr, r) ∈ prodP(P )}
)
+
(
(1− q) ·
∑
{r | (pr, r) ∈ prodP(Q)}
)
Demostracio´n: (pr, p) ∈ prodP(P ∨q Q) si y solo si
p =
∑ *r | P ∨q Q sX==⇒r nil+ =∑ *r | (P sX==⇒r′ nil ∧ r = q · r′) ∨ (Q sX==⇒r′ nil ∧ r = (1− q) · r′)+ =∑ *r | P sX==⇒r′ nil ∧ r = q · r′ + +∑ *r | Q sX==⇒r′ nil ∧ r = (1− q) · r′+ =
q ·
∑ *r | P sX==⇒r nil + +(1− q) ·∑ *r | Q sX==⇒r nil+ =
q ·
∑ *r | (pr, r) ∈ prodP(P ) + +(1− q) ·∑ *r | (pr, r) ∈ prodP(Q)+
uunionsq
Definicio´n 5.5.7 Dadas las trazas s, s′ ∈ F∗, se define el conjunto de trazas obtenidas de
alternar s y s′ como int(s, s′). uunionsq
Lema 5.5.8 Dados los te´rminos P,Q ∈ SPLAP , las probabilidades p, q ∈ (0, 1) y las trazas
s, s′ ∈ F∗, tal que p = ∑ *p′ | P sX==⇒p′ nil+ y q = ∑ *q′‖| Q s′==⇒q′ nil+, entonces
p · q =
∑ *r | P ∧Q s′′X===⇒r nil ∧ s′′ ∈ int(s, s)+
Demostracio´n: Por induccio´n de |s|+ |s′|.
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|s|+ |s′| = 0: Teniendo en cuenta que P ∧ Q X−−→ r nil, si y solo si P X−−→ r1 nil,
Q
X−−→ r2 nil, y r = r1 · r2, se sostiene la siguiente ecuacio´n:∑ *r | P ∧Q X−−→ r nil+ =∑ *r | P X−−→ r1 nil ∧ Q X−−→ r2 nil ∧ r = r1 · r2+ =∑ *r1 · r2 | P X−−→ r1 nil ∧ Q X−−→ r2 nil+ =∑*r1 · (∑ *r2 | Q X−−→ r2 nil+) | P X−−→ r1 nil+ =∑ *r1 · q| P X−−→ r1 nil+ = q ·∑ *r1| P X−−→ r1 nil+ = q · p
(5.1)
|s| + |s′| > 0: Supongamos que |s| > 0, en el caso de que |s′| > 0 es sime´trica.
Teniendo que s = A · s1, el multiconjunto P = *P ′ | P A−−→ r′ P ′ s1X===⇒p′ nil+,
r1 =
∑ *r | P A−−→ r P ′ ∧ P ′ ∈ P+ y p1 = ∑ *r | P ′ s1X===⇒r nil ∧ P ′ ∈ P+. Es fa´cil
verificar que p = r1 · p1:
p =
∑ *r | P sX==⇒r nil+ =∑ *r′ · p′ | P A−−→ r′ P ′ s1X===⇒p′ nil+ =∑*r′ · (∑ *p′ | P ′ s1X===⇒p′ nil+)︸ ︷︷ ︸
p1
| P A−−→ r′ P ′ ∧ P ′ ∈ P+ =
p1 ·
∑ *r′ | P A−−→ r′ P ′ ∧ P ′ ∈ P+ = r1 · p1
(5.2)
Para cualquier P ′ ∈ P por la hipo´tesis inductiva se obtiene:
p′ · q =
∑ *r | P ′ ∧Q s′′X===⇒r ∧ s′′ ∈ int(s1, s′)+
Entonces, ∑ *r | P ′ ∈ P ∧ P ′ ∧Q s′′X===⇒r ∧ s′′ ∈ int(s1, s′)+ =∑ *p′ · q | P ′ ∈ P ∧ P ′ s1X===⇒p′ nil ∧ s′′ ∈ int(s1, s′)+
q ·
∑ *r | P ′ s1X===⇒nil ∧ P ′ ∈ P+ = p1 · q
(5.3)
Para cualquier P ′ ∈ P se obtiene que P ∧Q s′′X===⇒r nil donde P A−−→ r′ P ′, r = r′2 ·p′ ·q
y s′′ es una alternacio´n de s y s′. Por ello,
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∑ *r | P ∧Q A−−→ r1
2
P ′ ∧Q s′′X===⇒r2 nil ∧ P ′ A−−→ r1 P ′ ∧
r =
r1
2
· r1 ∧ s′′ ∈ int(s1, s′)+ =∑*r′
2
· r′′ | P A−−→ r′ P ′ ∧ P ′ ∧Q s′′X===⇒r′′ nil ∧ s′′ ∈ int(s1, s′)+ =
∑*r′2 ·∑*r′′ | P ′ ∧Q s′′X===⇒r′′ nil ∧s′′ ∈ int(s1, s′)+︸ ︷︷ ︸
hipo´tesis de induccio´n: p1·q
 | P A−−→ r′ P ′ ∧ P ′ ∈ P+ =
∑*r′
2
· (p1 · q) | P A−−→ r′ P ′ ∧ P ′ ∈ P+ =
(p1 · q)
2
·
∑ *r′ | P A−−→ r′ P ′ ∧ P ′ ∈ P+ =
1
2
(p1 · q · r1) = 1
2
(p · q)
(5.4)
La ecuacio´n 5.4 agrupa todas las probabilidades de alternar s y s′, donde la prime-
ra accio´n de s se da en primer lugar. Adema´s. es necesario agrupar la informacio´n
probabil´ıstica cuando la primera accio´n de s′ ocurre en primer lugar.
Teniendo en cuenta, si estas acciones existen o no existen dos posibilidades. Depen-
diendo de s′ podemos obtener las siguientes opciones:
• |s′| = 0: En este caso tenemos q = ∑ *q′ | Q X−−→ q′ nil+, Si Q X−−→ q′ nil, al
aplicar la regla [con4] y luego obtener P ∧Q A−−→ r′·q′
2
P1. En este caso se obtiene,
∑ *r | P ∧Q A−−→ q′·r′
2
P ′
s1X
===⇒p′ nil ∧ r = p′ ·
q′ · r′
2
+ =∑ *1
2
· (p′ · r′ · q′ | P ∧Q A−−→ q′·r′
2
P ′
s1X
===⇒p′ nil+ =∑ *1
2
· (p′ · r′ · (
∑ *q′ | Q X−−→ q′ nil+︸ ︷︷ ︸
q
) | P A−−→ r′ P ′ ∧ P ′ s1X===⇒p′ nil+ =
q
2
·
∑ *r′ · (∑ *p′ | P ′ s1X===⇒p′ nil+︸ ︷︷ ︸
p1
) | P A−−→ r′ P ′ ∧ P ′ ∈ P+ =
1
2
(q · p1) · (
∑ *r′ | P A−−→ r′ P ′ ∧ P ′ ∈ P+︸ ︷︷ ︸
r1
) =
1
2
· (q · p1 · r1) = 1
2
(q · p)
(5.5)
142
La u´nica transicio´n de P ∧Q que permite alternar s y s′ tiene la forma
1. P ∧Q A−−→ r′
2
P ′ ∧Q s′′X===⇒p′ nil como es indicado arriba , o
2. P ∧Q A−−→ q′·r′
2
P ′ s
′′X
===⇒p′ nil.
Entonces,
∑ *r | P ∧Q sX==⇒ nil+ =∑ *r | P ∧Q A−−→ r1
2
P ′ ∧Q s′′X===⇒r2 nil ∧ P ′ A−−→ r1 P ′ ∧
r =
r1
2
· r1 ∧ s′′ ∈ int(s1, s′) + +∑ *r | P ∧Q A−−→ q′·r′
2
P ′
s1X
===⇒p′ nil ∧ r = p′ ·
q′ · r′
2
+ =
1
2
(p · q) + 1
2
(p · q) = p · q
(5.6)
• |s′| > 0: Consideremos s′ = B · s2. En este caso, consideramos las alternaciones
donde Q produce la caracter´ıstica B en primer lugar. Para ello primero aplicamos
la regla [con2]. Considerando el multiconjuntoQ = *Q′ |Q B−−→ r Q′ s2X===⇒q′nil+,
y dado r2 =
∑ *r | Q B−−→ r Q′ ∧ Q′ ∈ Q+ y q1 = ∑ *r | Q′ s2X===⇒rnil ∧ Q′ ∈ Q+.
Con un razonamiento similar a las ecuaciones (5.1) y (5.2) obtenemos:
q = r2 · q1
y
∑ *r | P ∧Q B−−→ r1
2
P ∧Q′ s′′X===⇒r2 nil ∧
r =
r1
2
· r1 ∧ s′′ ∈ int(s, s2)+ = 1
2
(p · q)
(5.7)
La u´nica transicio´n de P ∧Q que implica alternar s y s′ tiene la forma:
1. P ∧Q A−−→ p′· r
2
P ′ ∧Q s′′X===⇒p′ nil donde s′′ es una alternacio´n de s1 y s′, o
2. P ∧Q B−−→ q′· r
2
P ∧Q′ s′′X===⇒p′ nil donde s′′ es una alternacio´n de s y s2,
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Entonces, ∑ *r | P ∧Q sX==⇒ nil+ =∑ *r | P ∧Q A−−→ r1
2
P ′ ∧Q s′′X===⇒r2 nil ∧ P ′ A−−→ r1 P ′ ∧
r =
r1
2
· r1 ∧ s′′ ∈ int(s1, s′) + +∑ *r | P ∧Q B−−→ r1
2
P ∧Q′ s′′X===⇒r2 nil ∧ Q′ B−−→ r1 Q′ ∧
r =
r1
2
· r1 ∧ s′′ ∈ int(s, s2)+ =
1
2
(p · q) + 1
2
(p · q) = p · q
(5.8)
uunionsq
Lema 5.5.9 Dado el te´rmino P ∈ SPLAP , la caracter´ıstica A ∈ F y P sX==⇒p nil.
1. A ∈ s, si y solo si P ⇒ A sX==⇒p nil.
2. A 6∈ s, si y solo si P ⇒ A sAX===⇒p nil.
Demostracio´n: En ambos casos la demostracio´n es simple, por induccio´n sobre la longitud
de |s|. uunionsq
Lema 5.5.10 Dado el te´rmino P ∈ SPLAP , la caracter´ıstica A ∈ F , la traza s ∈ F∗ y la
probabilidad p ∈ (0, 1), entonces P sX==⇒p nil, si y solo si A\P sX==⇒p nil y A 6∈ s.
Demostracio´n: La demostracio´n es simple, por induccio´n sobre la longitud de |s|. uunionsq
Lema 5.5.11 Dado el te´rmino P ∈ SPLAP , las caracter´ısticas A, B ∈ F ,la traza s ∈ F∗ y la
probabilidad p ∈ (0, 1), entonces P sX==⇒p nil, si y solo si A⇒ B in P s
′X
===⇒p nil y s′ y tiene
una de las siguientes formas: A 6∈ s y s′ = s, B ∈ s y s′ = s o A ∈ s, B 6∈ s y s′ = s · B.
Demostracio´n: La demostracio´n se realiza por induccio´n sobre la longitud de s.
|s| = 0: En este caso P X−−→ p nil. Se obtiene el resultado al aplicar la regla [req3].
|s| > 0: Se pueden distinguir tres casos, dependiendo de la primera caracter´ıstica de
s:
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• s = As1: En este caso existe p1, q ∈ (0, 1), tal que P A−−→ p1 P1
s1X
===⇒q nil.
Cuando se aplica la regla [req2] se obtiene A⇒B in P A−−→ p1 P1 ⇒ B. Se obtiene
el resultado al aplicar el lema 5.5.9.
• s = Bs1: En este caso existe p1, q ∈ (0, 1), tal que P A−−→ p1 P1
s1X
===⇒q nil.
Al aplicar la regla [req2] se obtiene A⇒ B in P B−−→ p1 P1 ⇒ A. Se obtiene el
resultado al aplicar el lema 5.5.9.
• s = Cs1 con C 6= A y C 6= A: En este caso existe p1, q ∈ (0, 1), tal que P C−−→
p1 P1
s1X
===⇒q nil. Al aplicar la regla [req1], se obtiene A⇒ B in P C−−→ p1 A⇒
B in P1, obteniendo el resultado de aplicar la hipo´tesis inductiva sobre s1.
uunionsq
Lema 5.5.12 Dado el te´rmino P ∈ SPLAP , las caracter´ısticas A, B ∈ F , s ∈ F∗ y la
probabilidad p ∈ (0, 1), entonces P sX==⇒p nil, si y solo si A 6⇒ B in P sX==⇒p nil, A 6∈ s y
B 6∈ s.
Demostracio´n: La demostracio´n se realiza por induccio´n sobre la longitud de s.
|s| = 0: En este caso P X−−→ p nil. Se obtiene el resultado de aplicar la regla [excl4].
|s| > 0: Se distinguen los siguientes casos dependiendo de la primera caracter´ıstica
de s:
• s = As1: En este caso existe p1, q ∈ (0, 1) tal que P A−−→ p1 P1
s1X
===⇒q nil. Al
aplicar la regla [req2] se obtiene A⇒ B in P A−−→ p1 P1\B. Segu´n el lema 5.5.9,
◦ B ∈ s1, si y solo si P1 ⇒ B s1·X===⇒q nil.
◦ B 6∈ s1, si y solo si P1 ⇒ B s1BX===⇒q nil.
• s = Cs1 con C 6= A: En este caso es p1, q ∈ (0, 1) tal que P C−−→ p1 P1
s1X
===⇒q nil.
Al aplicar la regla [req1], se obtiene A⇒ B in P C−−→ p1 A⇒ B in P1, y entonces
el resultado es obtenido al aplicar la hipo´tesis inductiva sobre s1.
uunionsq
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5.6. Ocultando conjuntos de caracter´ısticas
El ca´lculo de la probabilidad de una caracter´ıstica dentro de una SPL permite determinar
cuan utilizado sera´ un componente dentro de la familia de productos. Por ejemplo, en el
caso del proceso de testing, es interesante conocer las caracter´ısticas ma´s frecuentes para
centrar el ana´lisis en estos componentes. Esta probabilidad se ve afectada por los operadores
sinta´cticos que influyen en la cardinalidad del nu´mero de productos va´lidos a generar. Esta
condicio´n es de suma importancia para la optimizacio´n de los te´rminos del a´lgebra, ya que
de esa manera todo elemento sinta´ctico que no influya en la cardinalidad del conjunto de
productos va´lidos, puede ser eliminado del modelo. Para calcular la probabilidad de un un
conjunto de caracter´ısticas se procedera´ a ocultar otras. Debido a que, por razones de coste
computacional no es posible procesar todos los productos de la SPL. Sin embargo, esperamos
aliviar este inconveniente si restringimos el ana´lisis a un subconjunto de caracter´ısticas. As´ı,
todas las dema´s caracter´ısticas sera´n transformadas en una nueva, mostrada como ⊥ 6∈ F
y considerando el conjunto F⊥ = F ∪ {⊥}.
El conjunto de operadores se ha extendido an˜adiendo uno nuevo. Este nuevo operador
permite ocultar un conjunto de caracter´ısticas dentro de un te´rmino.
[hid1]
P
A−→pP ′, A∈A
P [A] ⊥−−→pP ′[A]
[hid2]
P
A−→pP ′, A6∈A
P [A] A−→pP ′[A]
Figura 5.5: Sema´ntica operacional para el operador de ocultamiento.
Definicio´n 5.6.1 Dado un subconjunto de caracter´ısticas A ⊆ F y un te´rmino P ∈ SPLAP ,
entonces P [A] describe el ocultamiento de las caracter´ısticas en A para el te´rmino P . uunionsq
Es necesario definir la sema´ntica del nuevo operador. Primero, la sema´ntica operacional
se obtiene de las reglas descritas en la figura 5.5. Para poder definir la sema´ntica denotacional
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del nuevo operador, es necesario definir una funcio´n auxiliar que oculte ciertas caracter´ısticas
dado un producto.
Definicio´n 5.6.2 Dado el producto pr ⊆ F y un conjunto de caracter´ısticas A ⊆ F , el
ocultamiento del conjunto A en pr, escrito como pr[A], se define de la siguiente manera:
pr[A] = {A | A ∈ pr ∧ A 6∈ A} ∪
{
{⊥} si pr ∩ A 6= ∅
∅ si pr ∩ A = ∅
De manera ana´loga, para cualquier secuencia s ∈ F∗, se considera que s[A] describe la
traza producida a partir de s una vez reemplazadas todas las ocurrencias de las caracter´ısti-
cas pertenecientes a A por el s´ımbolo ⊥ en s. uunionsq
Definicio´n 5.6.3 Dado el multiconjunto M ∈M y un conjunto de caracter´ısticas A ⊆ F ,
se define:
[[·[A]]]P = accum
(*(pr[A], p) | (pr, p) ∈M+)
uunionsq
Finalmente, es necesario demostrar que la sema´ntica operacional y la sema´ntica denota-
cional coinciden. La demostracio´n del siguiente resultado es una consecuencia inmediata de
la proposicio´n 5.6.5.
Proposicio´n 5.6.4 Dado el subconjunto de caracter´ısticas A ⊆ F y el te´rmino P ∈ SPLAP ,
se obtiene que prodP(P [A]) = [[prodP(P )[A]]]P .
Demostracio´n: (pr, p) ∈ prodP(P [A]), si y solo si
p =
∑ *r | P [A] sX==⇒r P ′[A]. pr = bsc+ =∑ *r | P s′X===⇒r P ′, s = s′[A], pr = bsc+ =∑ *r | P s′X===⇒r P ′, s = pr[A]+ =∑ *r | (pr′, r) ∈ prodP(P ), pr′ = pr[A]+ =
Entonces, (pr, p) ∈ prodP(P [A]), si y solo si (pr, p) ∈ [[(prodP(P ))[A]]]P
uunionsq
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Proposicio´n 5.6.5 P [A] s==⇒r Q[A], si y solo si r =
∑ *p | P s′==⇒p Q, s = s′[A]+
Demostracio´n: La demostracio´n se obtiene por induccio´n sobre la longitud de la traza s.
Si la longitud es cero, es trivial. Se supone que s = A · s1. Si A = ⊥, entonces cualquier
transicio´n P [A] s==⇒p Q[A] puede ser dividida en transiciones, posiblemente ma´s de una.
Por ejemplo.
P [A] ⊥−−→ r1 P1[A]
s1
==⇒r2 Q
de lo cual obtenemos
r =
∑ *p | P [A] s==⇒p Q+ = ∑ *r1 · r2 | P [A] ⊥−−→r1 P1[A] s1==⇒r2 Q+ =∑ *r′1 · r2 | P [A] B−−→r′1 P ′1[A] s1==⇒r2 Q, B ∈ A+
Para cada una de las r′1, es posible aplicar el me´todo inductivo a cada una de las transiciones
P ′1[A]
s1
==⇒r2 Q para obtener r2 =
∑ *r2′ | P1 s′1==⇒ Q, s1 = s′1[A]+. Continuando la u´ltima
ecuacio´n: ∑ *r′1 · r2 | P [A] B−−→r′1 P ′1[A] s1==⇒r2 Q, B ∈ A+ =∑ *r′1 · r2′ | P [A] B−−→r′1 P ′1 s′1==⇒r2′ Q, B ∈ A. s1 = s′1[A]+ =∑ *r1 · r2′ | P [A] ⊥−−→r1 P1 s′1==⇒r2′ Q, B ∈ A. s1 = s′1[A]+ =∑ *r | P s′==⇒r Q, s = s′[A]+
El caso cuando A 6∈ A es similar al anterior, solo es necesario saltar el paso de B a ⊥. uunionsq
Como es usual en las a´lgebras de procesos, es deseable que el operador de ocultamiento
sea derivado, es decir, que dado un te´rmino sinta´ctico, exista un te´rmino sema´nticamente
equivalente sin la ocurrencia del operador de ocultamiento. La siguiente proposicio´n muestra
que este es el caso. Es posible eliminar el operador de ocultamiento de cualquier te´rmino.
La idea es sustituir cualquier ocurrencia de las acciones ocultas por el s´ımbolo ⊥, teniendo
en cuenta que no es posible ocultar acciones que aparezcan en los operadores de restriccio´n.
La demostracio´n del siguiente resultado es simple por induccio´n estructural y utilizando la
proposicio´n 5.6.5.
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Teorema 5.6.6 Dados los te´rminos P,Q ∈ SPLAP , la probabilidad r ∈ (0, 1] y el conjunto
de acciones ocultas A ⊆ F , se obtienen los siguientes resultados:
[[X[A]]]P = [[X]]P
[[nil[A]]]P = [[nil]]P
[[(A;P )[A]]]P =
{
[[⊥; (P [A])]]P si A ∈ A
[[A; (P [A])]]P si A 6∈ A
[[(A;r P )[A]]]P =
{
[[⊥;r (P [A])]]P si A ∈ A
[[A;r (P [A])]]P si A 6∈ A
[[(P ∨P Q)[A]]]P = [[(P [A]) ∨P (Q[A])]]P
[[(P ∧Q)[A]]]P = [[(P [A]) ∧ (Q[A])]]P
Si A, B 6∈ A entonces [[(A⇒ B in P )[A]]]P = [[A⇒ B in (P [A])]]P
Si A, B 6∈ A entonces [[(B 6⇒ P in )[A]]]P = [[A 6⇒ B in (P [A])]]P
uunionsq
Este u´ltimo teorema nos permite hacer una implementacio´n eficiente del ca´lculo de la
probabilidad de una determinada caracter´ıstica. Esta probabilidad se calcula mediante el
ocultamiento del resto de caracter´ısticas. El problema reside en que no es posible ocultar
todas las caracter´ısticas. Tal y como muestran las condiciones del teorema anterior, vemos
que en el caso de los requisitos y las prohibiciones, no se pueden ocultar todas las carac-
ter´ısticas. Por ello, deben estudiarse las relaciones de aquellas caracter´ısticas que quieran, o
no, ocultarse.
5.7. Implementacio´n
Esta seccio´n presenta los resultados obtenidos de la implementacio´n de la sema´ntica
denotacional para la extensio´n probabil´ıstica2. El software esta´ licenciado bajo GPL v3
(mas detalles en http://www.gnu.org/copyleft/gpl.html). La herramienta contiene el
co´digo fuente de la implementacio´n, las instrucciones sobre su u´so y archivos de ejemplo
2El co´digo fuente de la implementacio´n puede ser descargado directamente desde la siguiente URL:
http://ccamacho.github.io/phd/splp/.
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para reproducir los resultados de las simulaciones. De forma similar a como se hizo en
secciones anteriores, en esta seccio´n se presentan detalles sobre posibles usos pra´cticos. Para
ello, se ha utilizado un modelo de variabilidad con 1500 caracter´ısticas. El modelo ha sido
creado utilizando el el generador de modelos de caracter´ısticas BeTTy [96]. Los para´metros
de configuracio´n utilizados en BeTTy han sido los siguientes:
La probabilidad de que exista una caracter´ıstica obligatoria es de 0.2.
La probabilidad de que exista una caracter´ıstica opcional es de 0.3.
La probabilidad de que una caracter´ıstica este´ dentro de una relacio´n de seleccio´n
u´nica es de 0.25.
La probabilidad de que una caracter´ıstica este´ dentro de una relacio´n de paralelo es
de 0.25.
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Figura 5.6: Tiempo de procesamiento para un modelo con 1500 caracter´ısticas.
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Existen dos aplicaciones pra´cticas dentro del ana´lisis de l´ıneas de productos usando
me´todos probabil´ısticos. La primera consiste en calcular la probabilidad de una caracter´ısti-
ca. Esto permitira´ asignar recursos de manera ma´s eficiente al probar las caracter´ısticas con
mayor probabilidad de ocurrencia dentro de la l´ınea de productos. Otra aplicacio´n consiste
en estimar la cobertura de las pruebas dentro de las l´ıneas de productos, ya que es posible
determinar el nu´mero de productos que sera´n abarcados por las pruebas.
0 200 400 600 800 1000 1200 1400
Número de característica
0.4
0.5
0.6
0.7
0.8
0.9
1.0
P
ro
b
a
b
ili
d
a
d
 d
e
 l
a
 c
a
ra
ct
e
rí
st
ic
a
(a) Sin ordenar.
0 200 400 600 800 1000 1200 1400
Número de característica
0.4
0.5
0.6
0.7
0.8
0.9
1.0
P
ro
b
a
b
ili
d
a
d
 d
e
 l
a
 c
a
ra
ct
e
rí
st
ic
a
(b) Ordenado decrecientemente.
Figura 5.7: Probabilidad de las caracter´ısticas del modelo de variabilidad.
La figura 5.6 muestra el tiempo en calcular la probabilidad de cada caracter´ıstica dentro
del modelo de caracter´ısticas. En e´sta gra´fica se puede apreciar que existe una variacio´n
entre el tiempo en calcular la probabilidad de cada caracter´ıstica. Esto se debe al estado
actual del nodo donde se ha ejecutado la simulacio´n. Puesto que los tiempos de ejecucio´n son
pequen˜os cualquier retraso en la planificacio´n del proceso puede tener como consecuencia
una latencia en su ejecucio´n, lo que repercute en el resultado final. Esta variacio´n puede
considerarse insignificante, ya que los tiempos de ejecucio´n esta´n en el rango de 15 y 38
milisegundos para cada caracter´ıstica dentro del modelo.
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El modelo utilizado en la simulacio´n ha sido ejecutado en 10 ocasiones. En todas las
ejecuciones se obtienen resultados similares en la banda de 15 y 20 milisegundos, con algunas
caracter´ısticas procesa´ndose en la banda superior entre 20 y 38 milisegundos.
La figura 5.7a muestra, gra´ficamente, la probabilidad de cada caracter´ıstica dentro del
modelo a medida que e´ste se procesa. Gracias a esta representacio´n gra´fica es posible dis-
tinguir claramente agrupaciones de caracter´ısticas con mayor probabilidad. La figura 5.7b
muestra los resultados de la figura 5.7a ordenados de manera descendiente. Esto permite
apreciar con mayor claridad las caracter´ısticas con mayor probabilidad de ocurrencia.
En este caso particular, es posible identificar que las caracter´ısticas con probabilidad
mayor a 0.75 son so´lo 450 caracter´ısticas de las 1500 caracter´ısticas existentes en el mo-
delo. Este ana´lisis permitir´ıa establecer que al realizar pruebas unitarias sobre ese 28 % de
las caracter´ısticas con probabilidad mayor a 0.75, se incluir´ıan pruebas que abarcar´ıan los
componentes de al menos el 75 % de los productos generados.
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Cap´ıtulo 6
Conclusiones
“Where you start is not as important as where you finish.”
Zig Ziglar
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A lo largo de los u´ltimos 30 an˜os han sido propuestos una amplia variedad de modelos
para representar SPLs. Sin embargo, el ana´lisis formal y automa´tico de los modelos de
variabilidad sigue siendo un desaf´ıo donde, dependiendo de la informacio´n que sea necesario
generar, surgen inconvenientes ligados a la explosio´n combinatoria ocasionada por ciertos
operadores del a´lgebra. Este trabajo propone y muestra un formalismo matema´tico capaz
de definir modelos de variabilidad. El formalismo propuesto es lo suficientemente flexible
como para poder ser aplicado a otros a´mbitos fuera del desarrollo de software, ya que su
aplicacio´n no se basa exclusivamente en las reglas definidas en FODA. Adema´s, se muestran
distintas extensiones e implementaciones que permiten generar informacio´n u´til para la toma
de decisiones.
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6.1. Contribuciones principales
En este trabajo de investigacio´n se ha definido un marco teo´rico para modelar l´ıneas
de productos software, utilizando las a´lgebras de procesos como base teo´rica y FODA como
modelo de variabilidad de referencia.
6.1.1. SPLA: Marco teo´rico para representar diagramas FODA
En la primera fase de esta tesis doctoral se desarrollo´ un marco teo´rico para modelar
y representar formalmente diagramas FODA [4]. Este formalismo comienza con la definicio´n
de la sintaxis del lenguaje. Una vez definidos los operadores sinta´cticos, se procedio´ a des-
cribir el proceso de traduccio´n de FODA a SPLA. Seguidamente se presento´ un mecanismo
que permitiera comprobar factibilidad de un te´rmino del a´lgebra, esto es, comprobar si un
te´rmino sinta´cticamente correcto es capaz de generar productos va´lidos. Posteriormente se
definieron tres sema´nticas dentro del marco formal, la sema´ntica operacional, la sema´ntica
denotacional y la sema´ntica axioma´tica. En la sema´ntica operacional se ha descrito el me-
canismo para calcular todos los productos va´lidos de la SPL, teniendo en cuenta el orden en
el que se procesan las caracter´ısticas. En la sema´ntica denotacional los productos han sido
construidos como conjuntos de caracter´ısticas y, por lo tanto, no se ha tenido en cuenta el
orden en el que e´stos se producen. La sema´ntica axioma´tica ha sido definida para describir
los axiomas necesarios para garantizar que los planteamientos descritos son completos y
correctos.
Una vez presentada la descripcio´n de las sema´nticas y demostrado que la traduccio´n
de un diagrama FODA es consistente al traducirse a SPLA, se demostro´ que a partir de un
diagrama FODA pueden generarse distintos te´rminos SPLA equivalentes entre s´ı. Adema´s,
al existir distintas representaciones de un mismo te´rmino, se demostro´ que e´stas pueden
optimizarse o reducirse, siendo equivalentes a los originales tomados del diagrama FODA.
Para ello, se utilizan u´nicamente los elementos ba´sicos del a´lgebra. Una vez terminada
la especificacio´n formal del me´todo, se procedio´ a describir un caso de estudio utilizando
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un sistema de streaming de video. El modelo de variabilidad de este sistema fue definido
utilizando FODA. Seguidamente, se desarrollo´ el modelo equivalente en SPLA, as´ı como el
mecanismo de procesamiento basado en las reglas de la sema´ntica operacional. Una vez
desarrollado el modelo, se procedio´ a describir la implementacio´n del formalismo, el cual
esta´ formado por dos mo´dulos. El primer mo´dulo permite comprobar la factibilidad de un
te´rmino del a´lgebra, esto es, comprobar si e´ste genera productos va´lidos y el segundo mo´dulo
describe la ejecucio´n de las reglas de la sema´ntica denotacional.
Los resultados obtenidos tras el desarrollo de los conceptos detallados en este apartado
han sido publicados en 1 (ver seccio´n 6.2).
6.1.2. SPLAC: Extensio´n de SPLA para representar costes
Una vez definido SPLA, se procedio´ a definir la extensio´n que permite representar el coste
de procesar una caracter´ıstica en un producto en construccio´n [30]. Debido a la necesidad
de comparar distintos productos va´lidos en funcio´n de su coste de produccio´n, se ha re-
presentado el coste dentro de las reglas sema´nticas del a´lgebra. Para ello, con el objetivo
de tener en cuenta el coste, se han actualizado las reglas de la sema´ntica operacional y de
la sema´ntica denotacional. Una vez actualizadas las reglas sema´nticas, se ha planteado un
caso de estudio modelando un sistema de gestio´n de la configuracio´n con Chef.io. Adema´s,
se ha realizado la implementacio´n de la sema´ntica operacional modelando el coste de cada
producto va´lido. Es importante destacar que la sema´ntica operacional presenta un proble-
ma combinatorio al procesar los operadores de paralelo y opcional. En este punto surge la
necesidad de describir distintos mecanismos que permitan que estos operadores tengan el
menor impacto posible al procesar el modelo. Para minimizar el efecto de estos operadores
se recomienda optimizar el modelo de caracter´ısticas antes de su procesamiento, eliminando
o reduciendo los operadores que agrupan te´rminos en paralelo o de manera opcional. Se-
guidamente, se ha mostrado que es posible procesar los te´rminos del a´lgebra dentro de un
sistema distribuido, distribuyendo la carga entre los distintos nodos del cluster, para as´ı in-
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crementar el rendimiento del sistema. Finalmente se ha mostrado, en la implementacio´n,
la opcio´n de configurar umbrales de coste para procesar los modelos, de tal forma que si
se supera el coste estimado, las ramas correspondientes dentro del a´rbol de trazas no sera´n
procesadas. De igual manera se define un umbral mı´nimo, donde u´nicamente los productos
que superen ese umbral sera´n considerados va´lidos.
Los resultados obtenidos tras el desarrollo de los conceptos explicados en este apartado
han sido publicados en 2 (ver seccio´n 6.2).
6.1.3. SPLAP: Extensio´n de SPLA para representar probabilidades
Con el objetivo de aliviar los problemas asociados a la explosio´n combinatoria de algunos
operadores del a´lgebra, es necesario generar informacio´n relevante para determinar tanto la
probabilidad de que una caracter´ıstica cualquiera se encuentre presente en el conjunto de
los productos va´lidos del te´rmino estudiado, como la probabilidad de generar un producto
va´lido dentro de la SPL [31]. Para ello, se han propuesto nuevos operadores sinta´cticos en
la extensio´n probabil´ıstica. Una vez definidos, se han creado las extensiones para las reglas
de las sema´nticas descritas en secciones anteriores, tales como la sema´ntica operacional
y la sema´ntica denotacional. Una vez proporcionada la definicio´n formal de la extensio´n
probabil´ıstica, es imprescindible mostrar que la extensio´n es consistente con las definiciones
de las secciones anteriores. Por ello, una vez definida la extensio´n probabil´ıstica, se han
descrito las ventajas de ocultar aquellos elementos sinta´cticos que no afectan la cardinalidad
del conjunto de productos va´lidos del sistema. Para mostrar la aplicabilidad de este me´todo,
se ha desarrollado una herramienta con la implementacio´n de la sema´ntica denotacional para
la extensio´n probabil´ıstica. El resultado de esta extensio´n muestra que realizando ana´lisis
probabil´ıstico, es posible calcular la probabilidad de aparicio´n de cada caracter´ıstica en los
productos va´lidos del modelo, y as´ı centrar el ana´lisis de las pruebas sobre las caracter´ısticas
ma´s comunes o probables.
Los resultados obtenidos tras el desarrollo de los conceptos descritos en este apartado se
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encuentran disponibles en 3 (ver seccio´n 6.2).
6.2. Publicaciones obtenidas con esta tesis doctoral
Las contribuciones de este trabajo de investigacio´n han sido descritas de acuerdo a como
han sido publicadas cronolo´gicamente [4, 30, 31]. La informacio´n sobre el ı´ndice de impacto
y cuartil, ha sido extra´ıda de la pa´gina oficial de la Fundacio´n Espan˜ola para la Ciencia y
la Tecnolog´ıa (FECYT)1.
1 C. Andre´s, C. Camacho y L. Llana. A formal framework for software product lines.
Information and Software Technology 55 (11) (2013) 1925–1947. doi:10.1016/j.
infsof.2013.05.005
- Ranking JCR 2013: 31/105.
- Cuartil: Q2.
- Indice de impacto: 1,328.
- En: Computer Science, Software Engineering.
2 C. Camacho, L. Llana y A. Nu´n˜ez. Cost-related interface for software product lines.
Journal of Logical and Algebraic Methods in Programming 85 (2016) 227–244. doi:
10.1016/j.jlamp.2015.09.009
- Ranking JCR 2015: 5/22.
- Cuartil: Q1.
- Indice de impacto: 0,636.
- En: Logic.
3 C. Camacho, L. Llana, A. Nu´n˜ez y M. Nu´n˜ez. Probabilistic software product lines
Esta tesis doctoral y todos sus soportes asociados se encuentran disponibles en la si-
guiente URL: http://ccamacho.github.io/phd/.
1https://www.recursoscientificos.fecyt.es/servicios/indices-de-impacto.
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6.3. Trabajo futuro
Tras observar el inconveniente de la explosio´n combinatoria al aplicar algunos operadores,
se plantea procesar los modelos de variabilidad reduciendo en la manera de lo posible su
coste computacional, intentando aliviar el problema de la explosio´n combinatoria. Entre
las posibles soluciones podr´ıan estudiarse diferentes heur´ısticas que permitan, por ejemplo,
eliminar caracter´ısticas no utilizables.
De igual manera, se considera adaptar el formalismo presentado en esta tesis a herra-
mientas de ana´lisis como Uppaal Cora [1], ya que el modelo definido en SPLA es similar al
definido en [20].
Adema´s, planeamos desarrollar futuros mecanismos que permitan simplificar y optimizar
te´rminos del a´lgebra, basando su ana´lisis, en me´todos probabil´ısticos.
Posibles extensiones de este trabajo de investigacio´n, consistira´n en modelar sistemas
de computacio´n en la nube2 (del ingle´s cloud computing) utilizando las herramientas y
formalismos ya definidos.
Tambie´n, resulta interesante el ana´lisis en tiempo real de modelos de variabilidad que
puedan cambiar de forma dina´mica. Por ejemplo, al modelar los componentes en uso de
una nube de co´mputo3 (del ingle´s cloud). Ya que estos pueden variar de forma dina´mica
de acuerdo a la carga de trabajo de la misma, y en funcio´n de estos cambios, desencadenar
procesos de actualizacio´n de las estructuras previamente definidas para validarlas [85].
Hasta ahora, el uso de las herramientas desarrolladas ha sido mediante l´ınea de co-
mandos, tambie´n se plantea a futuro, desarrollar herramientas con interfaces gra´ficas para
proveer al formalismo de una mejor usabilidad.
De igual manera, para todas las extensiones planteadas SPLA se deben buscar posibles
aplicaciones pra´cticas.
2Este te´rmino hace referencia al consumir recursos informa´ticos como servicios, en vez de ser mantenidos
por el usuario en s´ı.
3Espacio de almacenamiento y procesamiento de datos y archivos ubicado en internet, al que puede
acceder el usuario desde cualquier dispositivo.
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