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STRONG CONVERGENCE IN THE MOTIVIC ADAMS SPECTRAL SEQUENCE
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ABSTRACT. We prove strong convergence results for the motivic Adams spectral sequence of the sphere
spectrum over fields with finite virtual cohomological dimension at the prime 2, and over arbitrary fields
at odd primes. We show that the motivic Adams spectral sequence is not strongly convergent over number
fields. As applications we give bounds on the exponents of the (`, η)-completed motivic stable stems, and
calculate the zeroth (`, η)-completed motivic stable stems.
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1. INTRODUCTION
The analogue of the Adams spectral sequence in motivic homotopy theory has been used successfully
to calculate many interesting motivic invariants. However, the convergence properties of the motivic
Adams spectral sequence are more subtle than in topology, which has limited its use to fairly special-
ized situations. Not even for the motivic sphere spectrum is strong convergence of the motivic Adams
spectral sequence over an arbitrary base field guaranteed.
The goal of this work is to study the vanishing of the derived E∞-term of the motivic Adams spectral
sequence of the sphere spectrum over a general field. This vanishing is the crucial ingredient to obtain
strong convergence from conditional convergence, following Boardman [Boa99]. For formal reasons the
abutment of the motivic Adams spectral sequence is the H-completion of the target spectrum, where H
is the mod `motivic cohomology spectrum. TheH-completion was identified to be the (`, η)-completion
of the target spectrum by Hu, Kriz and Ormsby [HKO11] under some strict bounded cellularity assump-
tions on the target spectrum. Recently a different proof was given by Mantovani [Man18] which drops
the cellularity assumption. Combined with vanishing of the derived E∞-term this implies strong con-
vergence to the homotopy groups of the (`, η)-completed spectrum.
In topology it is usually sufficient for the target spectrum to satisfy some finiteness assumptions on
its cohomology for the Adams spectral sequence to be strongly convergent. Working at the prime 2,
this assumption is usually sufficient in motivic homotopy theory over fields with finitely many square
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classes as well. But there are many interesting fields with infinitely many square classes, for instance the
rationals, over which we would like to compute motivic invariants.
One approach could be to consider the E2-page not as an F2-module, but as a module over mod
2 Milnor K-theory KM∗ (F )/2, and then hope that the successive Er-pages remain finitely generated
KM∗ (F )/2-modules. However, if KM∗ (F )/2 is not Noetherian (equivalently, there are infinitely many
square classes), then kernels of finitely generated KM∗ (F )/2-modules need not be finitely generated.
And indeed this issue occurs in practice when computing the E2-page for the motivic sphere spectrum
over the rationals with the ρ-Bockstein spectral sequence. Over Q the E1-page is a finitely generated
KM∗ (Q)/2-module. However, on some groups the d1-differential is given by multiplication by ρ, hence
the kernel contains a copy of the ρ-torsion in KM∗ (Q)/2, which is an infinitely generated KM∗ (Q)/2-
module.
What saves the day are vanishing regions in the E2-page analogous to the vanishing lines we have
in topology. For a good motivic spectrum X the E2-page of the motivic Adams spectral sequence is
ExtAF∗,∗(H∗,∗(F ;Z/2), H∗,∗(X;Z/2)). These Ext-groups are rather computable, and most of this paper
is concerned with their properties. For the motivic sphere spectrum over the real numbers at the prime 2,
Guillou and Isaksen have shown that there are vanishing regions for Exts,(t,w)AR∗,∗ (H∗,∗(R;Z/2), H∗,∗(R;Z/2))
when t− s > 0 and t− s−w 6= 0. However when t− s = 0 and t− s−w ≥ 0 is even there is an infinite
h0-tower in the Ext-group. Over a general field this infinite h0-tower is tensored with mod 2 Milnor
K-theory, and is spread out in the cone w ≤ t − s ≤ 0 on the E2-page. Inside of this cone there can be
infinitely many differentials exiting a particular tridegree of the motivic Adams spectral sequence, and
it is not clear if the derived E∞-terms vanish here. With the help of the extension
0→ ExtsAR∗,∗(H
R
∗,∗, H
R
∗,∗(S))⊗Z/2[ρ] k∗ → ExtsA∗,∗(H∗,∗, H∗,∗(S))
→ TorZ/2[ρ]1 (Exts+1AR∗,∗(H
R
∗,∗, H
R
∗,∗(S)), k∗)→ 0
we extend the vanishing lines of Guillou and Isaksen to general fields. This is where the assumption on
the finiteness of the virtual cohomological dimension of the base field enters, since if not the outer terms
in the extension can be nonzero for fixed stem and weight and any s. At odd primes we use a Bockstein
spectral sequence to extend the topological vanishing lines of Adams to the motivic Ext-groups.
At odd primes in high Adams filtration the Er-pages of the motivic Adams spectral sequences for
the sphere spectrum and the motivic cohomology spectrum are the same. Thus we would expect there
to be infinitely many differentials leaving a particular tridegree over special base fields (of course, this
is only necessary for the derived E∞-term to be nonzero). Hence it seems reasonable to doubt that the
motivic Adams spectral sequence is strongly convergent in general. In Corollary 7.8 we show that the
motivic Adams spectral sequence is not strongly convergent over number fields. However, with the
help of vanishing regions in the Ext-groups we can show strong convergence for the motivic Adams
spectral sequence for the sphere spectrum in positive stems. For S/`n the outlook is not as grim, and we
prove strong convergence for S/`n over any field of characteristic not `with finite virtual cohomological
dimension if ` = 2 in Corollary 6.5. This suggests a general strategy for adapting classical proofs with
the Adams spectral sequence to the motivic setting. Prove the required properties for S/`n and then
pass to the limit over n, assuming that the properties are well behaved.
Motivic cohomology is often considered a generalization of singular cohomology to smooth schemes.
However, other generalizations are possible; a notable one is the generalized motivic cohomology spec-
trum H˜Z of Bachmann [Bac16]. This spectrum is a closer approximation to the motivic sphere spectrum.
In particular they have the same zeroth motivic homotopy group. For us the likeness manifests itself
in their Ext-groups. It is simpler to describe the vanishing region as an isomorphism of Ext-groups in
high filtration between the motivic sphere spectrum and H˜Z, and then compute the Ext-group of H˜Z.
As part of this we compute the motivic cohomology of several motivic spectra and homotopy modules
related to H˜Z. This seems to be an interesting computation in itself. For instance, motivic cohomology
of the Witt K-theory sheaf is H∗,∗(KW∗ ) = Σ1,−1A∗,∗/A∗,∗(τ,Sq2 +ρ Sq1), which as far as we know has
no classical analogue (its complex realization is zero).
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As a simple corollary of our computations we give a bound on the exponent of the torsion in the
completed motivic stable stems. For instance, in positive stems the exponent of the 2-torsion in pit,w(S∧2,η)
is bounded by 2max{d(t−w+1)/2e,t+vcd(F )}. This is a partial answer to a question in [ALP17]. As a second
application we compute the (2, η)-completed zero-line of the motivic stable stems in Section 9. This is
essentially the same computation as done for pi0,0(S∧2,η) by Morel in [Mor99]. The computation makes
Morel’s pull-back square [Mor04b, Theoreme 5.3] appear less mysterious, since the pull-back square is
suggested by the computation of the Ext-group.
We hope this work will be useful to applications of the motivic Adams spectral sequence over general
base fields. Up to now, most work with the motivic Adams spectral sequence has been at the prime 2
over C, R, or other fields with finitely many square classes.
Previous work. One of the first applications of the motivic Adams spectral sequence was Morel’s proof
of Milnor’s conjecture on quadratic forms in [Mor99]. The proof consists of a computation of pi0,0(S∧2,η).
A more systematic study of the motivic Adams spectral sequence was carried out by Dugger and Isak-
sen [DI10]. They calculate the C-motivic stable stems in a large range. Later Dugger and Isaksen [DI17a]
computed the first four Milnor-Witt stems over the real numbers by using the ρ-Bockstein spectral se-
quence to calculate ExtAR∗,∗(H∗,∗(R;Z/2), H∗,∗(R;Z/2)) in a range and observing that the motivic Adams
spectral sequence collapses in the first four Milnor-Witt stems. In a sequel they establish a comparison
between the real and the C2-equivariant stable stems [DI17b].
Unlike in topology, the motivic Hopf map η ∈ pi1,1(S) is not nilpotent. This has spurred several
investigations into the properties of the eta-inverted sphere S[η−1]. Ananyevskiy, Levine, and Panin
[ALP17] study the η-inverted motivic sphere spectrum. As a corollary they show pim+n,n(S) is torsion
form > 0, n ≥ 0. We give bounds on the exponent of the torsion in Section 8. Guillou and Isaksen [GI15]
work out the calculation of the h1-inverted motivic Adams spectral sequence for the sphere spectrum
over the complex numbers, assuming a certain pattern of differentials. Andrews and Miller [AM17]
verify that the differentials conjectured by Guillou and Isaksen hold to give a complete calculation of
pi∗∗(S∧2 [η
−1]). Guillou and Isaksen [GI16] perform the same calculation, but over the real numbers.
Along the way they establish a vanishing region in ExtAR∗,∗(H∗,∗(R;Z/2), H∗,∗(R;Z/2)). Wilson [Wil18]
extends this calculation to the rational numbers Q and fields with 2-cohomological dimension at most
2. The calculation over Q is notable since there are infinitely many square classes in Q, as KM1 (Q)/2 =
Q×/2 is generated by the classes [−1] and [p] for p a prime. The computation is still successful since it is
possible to determine all the differentials in the spectral sequence.
Calculations of Ext-groups over algebraically closed fields can be done with many of the same tech-
niques as in topology, and also by comparison with topology by complex realization. In this case, the
motivic May spectral sequence can be used to great success, as the work of Isaksen, Dugger, and Guillou
shows [DI10], [DI17a], [GI15], [Isa09]. Unfortunately, the motivic May spectral sequence is not available
over fields in which −1 is not a square. The main tool for computing Ext-groups over such fields is
the ρ-Bockstein spectral sequence. The ρ-Bockstein spectral sequence was introduced by Hill [Hil11] to
calculate the Ext-groups of truncated Brown-Peterson spectra and the very effective connective cover
of hermitian K-theory over the real numbers. In [Wil] there are machine calculations and figures of
Ext-groups over various base fields in a range.
Ormsby and Østvær [OØ14] use the motivic Adams-Novikov spectral sequence over fields of coho-
mological dimension at most 2 to compute the first stable stem of the sphere spectrum. The low coho-
mological dimension avoids many of the complications encountered in this paper. In [OØ13] they use
the motivic Adams spectral sequence to compute the coefficients of motivic (truncated) Brown-Peterson
spectra over the rationals. In this case it is possible to determine all the differentials exactly. Wilson and
Østvær [WØ17] compute pi∗,∗(S) in a certain region over finite fields. In [Orm11] Ormsby computes the
coefficients of motivic (truncated) Brown-Peterson spectra over p-adic fields. Because of the Teichmu¨ller
lift p-adic fields have finitely many square classes. In [LYZ16] Levine, Yang and Zhao use the motivic
Adams spectral sequence to compute the coefficients of MSL∧`,η along the (2n, n)-diagonal over any
perfect field.
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Organization of this paper. We begin in Section 2 with a quick recap of motivic cohomology, the mo-
tivic (dual) Steenrod algebra, the motivic Adams spectral sequence and its E2-page. The main focus
is on structure results of the motivic Steenrod algebra and motivic cohomology needed to describe the
properties of the cobar complex and the Ext-groups. Next we use these tools in Section 3 to compute
the mod 2 motivic cohomology of HZ˜ and related spectra defined by [Bac16]. These calculations form
the input to Section 4 where we study the mod 2 Ext-groups over fields of finite virtual cohomological
dimension. Somewhat simpler are the mod ` Ext-groups which are treated in Section 5 with a Bock-
stein spectral sequence. Combining the two previous sections allow us to prove our main convergence
results in Section 6. Here we use the vanishing regions to show that the derived E∞-terms vanish in
positive stems over arbitrary fields. In nonnegative stems the vanishing of the derived E∞-term is in
general unclear, but we prove strong convergence for S/`n. With the hope of resolving the convergence
in negative stems we study the `-Bockstein spectral sequence for motivic cohomology and its conver-
gence properties in Section 7. This is the same as the mod ` motivic Adams spectral sequence for the
motivic cohomology spectrumHZ. We show that the `-Bockstein spectral sequence is not strongly con-
vergent, and as a corollary we get that the motivic Adams spectral sequence for the sphere spectrum is
not strongly convergent over number fields. We end with two short sections with applications to calcu-
lations of motivic homotopy groups. In Section 8 we give bounds on the torsion in the (`, η)-completed
stables stems. In Section 9 we calculate the zeroth motivic homotopy groups of the (`, η)-completed
sphere spectrum.
Acknowledgments. The authors are grateful to Ivan Panin and John Rognes for stimulating discussions
and questions which prompted the current work. Without the work of Lorenzo Mantovani on localiza-
tions and completions in motivic homotopy theory we would probably not have ventured to write this
paper, and we thank him for explaining his work to us. The authors thank Oliver Ro¨ndigs for pointing
out Remark 2.1, and Paul Arne Østvær for helpful comments.
Notation. Throughout the paper ` will be a fixed prime number. We will work in the stable motivic
homotopy category SH(F ) over a base field F of characteristic not `. We do not require F to be perfect
unless explicitly stated. The following table summarizes the notation used in the paper:
`, F a prime number, a field of characteristic not `
SH(F ) motivic stable homotopy category
X , S motivic spectrum, motivic sphere spectrum
HZ˜,HZ,HW (generalized) motivic cohomology, Witt motivic cohomology spectra
HZ/` = H , H¯ mod ` motivic cohomology spectrum, cofib(S→ H)
H−p,−q = Hp,q = Hp,q(F ;Z/`) mod ` motivic cohomology of F
Sp,q ,Σp,q(−) (S1s )p−q ∧ G∧qm , Sp,q ∧ −
pip,q(X) [Sp,q , X]SH(F )
H∗,∗(X) [X,Σ∗,∗HZ]SH(F ), mod ` motivic cohomology of X
H∗,∗(X) pi∗,∗(X ∧HZ), mod ` motivic homology of X
KM∗ = KM∗ (F ), k∗ Milnor K-theory of F , mod `
KMW∗ , K
M
∗ , K
W
∗ , K
M
∗ /2 Milnor-Witt-, Milnor-, Witt- and mod 2 Milnor K-theory sheaves
h, η hyperbolic plane, Hopf map
A∗,∗,A∗,∗, ∆, , ηL, ηR motivic Steenrod algebra, dual, structure maps of dual
β, Sqi, P i Bockstein, motivic Steenrod squares, motivic power operations
τ , ρ, ξi, τi H∗,∗-algebra generators ofA∗,∗
A∗,∗(1) H∗,∗-subalgebra ofA∗,∗ generated by Sq1 and Sq2
Es,t,wr (X) = E
s,t,w
r Er-page of the motivic Adams spectral sequence of X
Ext
s,(t,w)
A∗,∗ (H∗,∗, H∗,∗(X)) leftA∗,∗-comodule Ext of H∗,∗(X)
C•(H∗,∗, H∗,∗(X)) cobar complex computing ExtA∗,∗ (H∗,∗, H∗,∗(X))
s, t, w cohomological filtration, topological degree, motivic weight
t− s, t− s− w stable stem, Milnor-Witt degree
W (F ), In(F ), In Witt ring of F , fundamental ideal of W (F ), In = W (F ), n ≤ 0
cd`(F ), vcd(F ) = cd2(F (
√−1)) (virtual) `-cohomological dimension of F
〈〈a1, . . . , an〉〉 Pfister form
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2. RECOLLECTIONS ON MOD ` MOTIVIC COHOMOLOGY, THE MOTIVIC STEENROD ALGEBRA AND THE
MOTIVIC ADAMS SPECTRAL SEQUENCE
In this section we fix the notation used later and recall results on the structure of mod ` motivic
cohomology, the motivic Steenrod algebra and the motivic Adams spectral sequence. As usual it is
necessary to treat the prime 2 distinctly from the other primes.
Recall that A∗,∗ = [HZ/`,Σ∗,∗HZ/`]SH(F ) and A∗,∗ = pi∗,∗(HZ/` ∧HZ/`) are the motivic Steenrod
algebra and its dual, with coefficients H∗,∗(F ;Z/`) = H∗,∗ = H−∗,−∗. The dual is a Hopf algebroid with
structure maps ηL, ηR : A∗,∗ → H∗,∗,  : A∗,∗ → H∗,∗,∆ : A∗,∗ → A∗,∗ ⊗H∗,∗ A∗,∗ [Voe03], [HKØ17].
Here the tensor product −⊗H∗,∗ − is formed by considering A∗,∗ as a left H∗,∗-module with ηL and as a
right H∗,∗-module with ηR. For any prime ` we have Hp,q = 0 for p < q or p > 0, and an identification
with mod `MilnorK-theory of the base field along the diagonalHn,n ∼= k−n(F ). Note that the subgroup
k∗ ⊂ A∗,∗ is a central subalgebra.
A motivic spectrum is A∗,∗-good if the canonical map (A∗,∗ ⊗H∗,∗ H∗,∗(X))p,q → [Sp,q, H ∧H ∧X] is
an isomorphism. In this case H∗,∗(X) is a left A∗,∗-comodule by the map
ΨX : [S
p,q, H ∧X]→ [Sp,q, H ∧H ∧X] ∼= (A∗,∗ ⊗H∗,∗ H∗,∗(X))p,q,
where the first map is induced by the unit S → H . All cellular spectra are A∗,∗-good by [DI10, Lemma
7.6].
The prime 2. When ` = 2 we have H∗,∗ = k∗[τ ] (cf. [DI10, 2.1]), with τ ∈ H0,−1 = µ2(F×) represented
by−1. There is also a canonical element ρ ∈ H−1,−1 = F×/(F×)2 represented by−1. The mod 2 motivic
Steenrod algebra is generated as an H∗,∗-algebra by the motivic Steenrod squares Sqi ∈ Ai,bi/2c, subject
to the motivic Adem relations [Rio12, Theorem 4.5.1], [HKØ17, Theorem 5.1]. By [Voe03, 12], [HKØ17,
Theorem 5.6] the dual has the algebra structure
A∗,∗ = H∗,∗[τ0, τ1, . . . , ξ1, ξ2, . . . ]/(τ2i + (τ + ρτ0)ξi+1 + ρτi+1).
Here ξi is in bidegree (2i+1 − 2, 2i − 1), i > 0, and τi is in bidegree (2i+1 − 1, 2i − 1), i ≥ 0. Let
HC∗,∗ = H
−(∗,∗)(C;Z/2) = Z/2[τ ] and HR∗,∗ = H−(∗,∗)(R;Z/2) = Z/2[τ, ρ], and similarly for the dual mo-
tivic Steenrod algebra, AC∗,∗ and AR∗,∗. A consequence of the structure of H∗,∗ and A∗,∗ is that [HKØ17,
Theorem 5.6]
H∗,∗ = HR∗,∗ ⊗Z/2[ρ] k∗ and A∗,∗ = AR∗,∗ ⊗Z/2[ρ] k∗.(1)
Here AR∗,∗ is the motivic Steenrod algebra over R, and k∗ is considered as a Z/2[ρ]-module by mapping
ρ to ρ.
Remark 2.1. The smallest integer n (if it exists) such that ρn = 0 ∈ kn(F ) is the smallest integer n such that−1
is a sum of 2n squares [EL72, Corollary 3.5], [MH73, Theorem III.4.5]. For the fieldQ(x0, . . . , x2n)/(
∑
i x
2
i = 0)
we have ρn = 0 and ρn−1 6= 0 [Pfi65, Satz 5].
Remark 2.2. Let F be a field of odd characteristic with finite virtual cohomological dimension. Then F has finite
2-cohomological dimension. Indeed, if F has finite virtual cohomological dimension then 2In(F ) = In+1(F ) for
n > vcd(F ) [EKM08, Corollary 35.27], [AP71, Korollar 1]. But if Fq is the prime field of F then W (F ) is a
W (Fq)-algebra (i.e., Z/2⊕ Z/2- or Z/4-algebra), hence In+2 = 0.
Odd primes. For ` an odd prime the structure of the motivic Steenrod algebra is simpler, while the
coefficients H∗,∗ are harder to describe.
Lemma 2.3. Let F be a field and let d be the degree of the extension F (ζ`)/F where ζ` is a primitive `’th root of
unity. Multiplication by the generator ζ` ∈ H0e´t(F ;µ⊗d` ) ∼= µ`(F sep) ∼= Z/` induces an isomorphism
ζ` : H
p
e´t(F ;µ
⊗q
` )
∼=−→ Hpe´t(F ;µ⊗(q+d)` ).
Proof. Let G be the Galois group of the extension F sep/F . Then
Hpe´t(F ;µ
⊗q
` ) = Ext
p
Z[G](Z, µ
⊗q
` (F
sep)),
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and µ⊗q` (F
sep) ∼= Z/` as an abelian group, with the action induced by the diagonal action of the Galois
group on each tensor factor. That is g ∈ Z[G] acts on µ⊗q` (F sep) ∼= µ`(F sep) ∼= Z/` as gq (see for instance
[Mil13, p. 46]). The above statements are then easy to check. 
As a corollary of Lemma 2.3 we see that H∗,∗ is generated by elements in Hp,q such that p ≤ q and
q − ` < p. Let H˜∗,∗ be the graded Z/`-submodule of such elements. That is, any element in H∗,∗ is a
multiple of ζ` and a unique element of H˜∗,∗. As an H∗,∗-algebra the mod ` motivic Steenrod algebra
is generated by the Bockstein β in bidegree (1, 0) and the i’th power operation P i in bidegree (2i(` −
1), i(`− 1)). Hence the action of P i on H˜∗,∗ is trivial for degree reasons. Thus the right unit H∗,∗ → A∗,∗
is completely determined by the action of the Bockstein and the action of P i on ζl. By the Adem relations
we have P i(ζk) = ζP i(ζk−1), hence P i(ζk) = 0, i > 0. Consequently the Bockstein is the only element
of A∗,∗ which can act nontrivially on H∗,∗ (this should be contrasted with the mod 2 case, where many
elements of A∗,∗ act nontrivially on powers of τ ).
The algebra structure of the dual mod ` motivic Steenrod algebra is [Voe03, Theorem 12.6], [HKØ17,
Theorem 5.6]
A∗,∗ ∼= H∗,∗[τ0, τ1, . . . , ξ1, ξ2, . . . ]/(τ20 , τ21 , . . . ).
Here ξi is in bidegree (2`i − 2, `i − 1), i > 0, and τi is in bidegree (2`i − 1, `i − 1), i ≥ 0. We can write
this asA∗,∗ = H∗,∗⊗Z/`AT op∗,∗ , whereAT op∗,∗ is the topological dual Steenrod algebra (described by Milnor
[Mil58]), but bigraded such that ξi has the bidegree above. The coproduct is then the same as in topology,
but the left and right units can be highly nontrivial. That is, for any x ∈ Hp,q we have (ηL−ηR)(x) = yτ0
for β(x) = y ∈ Hp−1,q .
The motivic Adams spectral sequence. The mod ` motivic Adams spectral sequence is constructed
in the same way as in topology using motivic Adams resolutions. For an A∗,∗-good spectrum X the
E2-page is
Es,t,w2 = Ext
s,(t,w)
A∗,∗ (H∗,∗, H∗,∗(X))
with dr-differential dr : Es,t,wr → Es+r,t+r−1,wr [DI10, Proposition 7.10]. Here s is the filtration, t is the
topological degree and w is the motivic weight. For formal reasons the spectral sequence is condition-
ally convergent [Boa99, Definition 5.10] to the H-completion pit−s,w(X∧H). For X a motivic spectrum of
bounded cellular type over fields of finite virtual cohomological dimension at the prime 2, and finite
cohomological dimension at odd primes, Hu, Kriz and Ormsby proved that X∧H ' X∧`,η [HKO11]. More
recently Mantovani gave a different proof and showed that the assumptions on cellularity and the (vir-
tual) cohomological dimension can be dropped [Man18]; that is there is a weak equivalence X∧H ' X∧`,η
for X a connective motivic spectrum over a perfect field [Man18, Theorem 1.0.1].
There is also a cohomological motivic Adams spectral sequence with E2-page
Es,t,w2 = Ext
s,(t,w)
A∗,∗ (H
∗,∗(X), H∗,∗).
For A∗,∗-good spectra for which H∗,∗(X) → Hom(H∗,∗(X), H∗,∗) is an isomorphism, and H∗,∗(X) is of
motivic finite type and free over H∗,∗, we have a dualization isomorphism [DI10, Lemma 7.13]
Ext
s,(t,w)
A∗,∗ (H∗,∗, H∗,∗(X))
∼= Exts,(t,w)A∗,∗ (H∗,∗(X), H∗,∗).
In particular this is true for S, H andHZ. In Lemma 3.15 we prove a dualization isomorphism for some
spectra which are not free over H∗,∗.
The Ext-group and the cobar complex. The Ext-group which appears on the E2-page of the motivic
Adams spectral sequence can be computed with the cobar complex C•(H∗,∗, H∗,∗(X)), which takes the
following form (see Ravenel [Rav86, Proposition 3.1.2])
H∗,∗ ⊗H∗,∗ H∗,∗(X)→ H∗,∗ ⊗H∗,∗ A∗,∗ ⊗H∗,∗ H∗,∗(X)→(2)
H∗,∗ ⊗H∗,∗ A
⊗2
∗,∗ ⊗H∗,∗ H∗,∗(X)→ · · · → H∗,∗ ⊗H∗,∗ A
⊗i
∗,∗ ⊗H∗,∗ H∗,∗(X)→ . . . .
Here A∗,∗ = ker() is the augmentation ideal. Elements of the cobar complex are commonly written as
sums of elements l[γ1| . . . |γs]m where l ∈ H∗,∗,m ∈ H∗,∗(X) and γi ∈ A∗,∗. By H∗,∗-linearity we may
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assume each γi is a monomial in ξi’s and τi’s. If X = S we may further assume m = 1, in which case it
is frequently omitted from the notation. The differentials are as follows.
ds(l[γ1| . . . |γs]m) =1[ηR(l)|γ1| . . . |γs]m+
s∑
i=1
(−1)il[γ1| . . . |γi−1|∆(γi)|γi+1| . . . |γs]m(3)
+ (−1)s+1l[γ1| . . . |γs]ψX(m)
Note that whenX = S the coaction is given by ψX = ηL⊗1. We say that an element ofCs(H∗,∗, H∗,∗)(t,w)
or Exts,(t,w)A∗,∗ (H∗,∗, H∗,∗) is in Milnor-Witt degree m = t − s − w [DI17a, p. 2]. The cobar differential
preserves the internal grading (t, w) and increments s by 1. Hence, the cobar differential decreases the
Milnor-Witt degree by 1. Note that the cobar complex is a noncommutative differential graded algebra
when ρ 6= 0. For instance mod 2 we have τ · [τ0] + [τ0] · τ = ρ[τ0]2 and d(τ2) 6= 0. For odd primes let C•T op
be the topological cobar complex [Rav86, A1.2.11], considered as a trigraded object, for example, [ξi] has
tridegree (1, (2`i − 2, `i − 2)). Denote the homology of C•T op by Ext∗,(∗,∗)T op .
For the topological Ext-groups Adams proved [Ada61, Theorem 1]
(4) Exts,tT op(Z/`,H∗(S;Z/`))→ Exts,tT op(Z/`,H∗(HZ;Z/`))
is an isomorphism for t − s < (2` − 3)s. For t − s > 0, the target is zero [Ada61, Corollary 2]. Over the
real numbers Guillou and Isaksen proved an analogue mod 2:
Lemma 2.4 ([GI16, Lemma 5.1]). For all m > 0, t− s−w = m > 0, t− s 6= 0, s > 12 (m+ 3) and 2s > t+ 1
we have the vanishing
Ext
s,(t,w)
AR∗,∗ (H
R
∗,∗, H
R
∗,∗) = 0.
Proof. By [Ada66, Theorem 1.1] s > 12 (m + 3) implies vanishing of the topological Ext
m+s,s
T op (Z/2,Z/2).
Inspection of the proof of [GI16, Lemma 5.1] proves the statement. 
We will use these vanishing results below in Section 3 and Section 5 to obtain vanishing regions in
Ext-groups over general fields.
3. A DETOUR TO HOMOTOPY MODULES
In this section we compute the mod 2 motivic cohomology of the generalized motivic cohomology
spectra of Bachmann [Bac16]. This allows us to formulate the vanishing results in Section 4 as an isomor-
phism in high filtration between the Ext-groups of S and HZ˜. The Ext-group of HZ˜ can be computed
explicitly, see Corollary 3.11. First we establish some cofiber sequences relating the various spectra
and associated homotopy modules. The long exact sequences obtained from the cofiber sequences de-
generate to short exact sequences, and it is relatively easy to get complete descriptions of the mod 2
motivic cohomology of the spectra. We calculate the cohomological Ext-groups of the spectra and part
of the ExtA∗,∗(H∗,∗, H∗,∗)-module structure. Finally we prove a dualization theorem which relates the
cohomological Ext-groups to the homological Ext-groups. This is a little involved since some of the
spectra have motivic cohomology groups which are H∗,∗/τ -modules. In particular they are not free
H∗,∗-modules, and we have to dualize using Ext1H∗,∗(−, H∗,∗), since HomH∗,∗(−, H∗,∗) = 0 on these
spectra.
Recall from [Bac16] that for a perfect field F there are t-structures on SH(F ) and SH(F )eff defined as
SH(F )≥0 = {X ∈ SH(F ) |pii(X)∗ = 0, i < 0}
SH(F )≤0 = {X ∈ SH(F ) |pii(X)∗ = 0, i > 0}
SH(F )eff≥0 = {X ∈ SH(F )eff |pii(X)0 = 0, i < 0}
SH(F )eff≤0 = {X ∈ SH(F )eff |pii(X)0 = 0, i > 0}.
Note that the complex realization of SH(C)≥d is SH, while the complex realization of SH(C)eff≥d is
SH≥2d. The hearts of these t-structures are identified with homotopy modules and effective homotopy
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modules, respectively. Of particular interest are the effective homotopy modules
KMW∗ , K
M
∗ = K
MW
∗ /η, K
W
∗ = K
MW
∗ /h, K
M
∗ /2.
These are the Milnor-Witt K-theory, MilnorK-theory, WittK-theory and mod 2 MilnorK-theory sheaves,
respectively, cf. [Mor12], [Mor04b]. The elements η and h correspond to the Hopf map and the hyper-
bolic plane inKMW−1 = W andK
MW
0
∼= GW, respectively. By [Bac16, Lemma 6] it does not matter where
the cokernels/cones of these elements are formed. Note that both h and η induce the zero map on mod
2 motivic cohomology. By taking effective covers of the above homotopy modules we get generalized
motivic cohomology theories as observed by Bachmann [Bac16, p. 15]:
HZ˜ := f0(KMW∗ ), HZ = f0(K
M
∗ ), HW := f0(K
W
∗ ), H = f0(K
M
∗ /2).
HereHZ represents motivic cohomology, whileHZ˜ represents Milnor-Witt motivic cohomology [BF17].
Bachmann computed the coefficients ofHZ˜ andHW to be [Bac16, Theorem 17]
pit,w(HZ˜) =
{
KMW−t (F ) t− w = 0
H−t,−w(F ;Z) t− w 6= 0, pit,w(HW ) =

W (F ) t− w = 0, t ≥ 0
I(F )−t t− w = 0, t < 0
H−t,−w(F ;Z/2) t− w 6= 0.
In [Bac16] the base field is assumed to be perfect for the t-structure on SH(F ) to be well behaved.
Hence, most of the computations in this section require the base field to be perfect. However, for the
convergence results we only need to make a comparison between the Ext-group of the motivic sphere
spectrum andHZ˜, and this is an entirely algebraic statement. Hence perfectness of the base field is not
needed for the convergence results in Section 6, unless explicitly required.
Lemma 3.1. Over a perfect field of characteristic not 2, there are cofiber sequences of the following form.
HZ h−→ HZ˜→ HW(5)
HZ 2−→ HZ→ H(6)
Σ1,1KW∗
η−→ KW∗ → KM∗ /2(7)
HW≥1 → HW → KW∗(8)
H≥1 → H → KM∗ /2(9)
There are also the equivalences below.
HW≥1
'−→ H≥1(10)
Σ0,−1H '−→ H≥1(11)
Proof. The cofiber sequence (5) is part of the proof of [Bac16, Lemma 19]. The cofiber sequences (6), (8)
and (9) are by definition. The cofiber sequence (7) is the short exact sequence in SH(k)♥
0→ Σ1,1KW∗ η−→ KW∗ → KM∗ /2→ 0.
This sequence is exact since KW∗ (F ) ∼= I∗(F ) for a field F [Mor04b, Theoreme 2.1] (see also [Mor12,
(2.2), p. 66]) and since multiplication by η corresponds to the inclusion of In+1(F ) into In(F ) [Mor04b,
p. 692]. The equivalence (10) is [Bac16, Theorem 17]. The equivalence (11) follows from the equivalence
of cofiber sequences
Σ0,−1H H H/τ
H≥1 H KM∗ /2.
τ
Here H/τ → KM∗ /2 is an equivalence since when evaluated on a field the source and target are both
mod 2 Milnor K-theory which is mapped by the identity, cf. [Hoy15, 2.2]. 
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Next we compute mod 2 motivic cohomology ofHZ˜,HW,KW∗ ,K
M
∗ /2, the Ext-groups of the motivic
cohomology, and their relation to ExtA∗,∗(H∗,∗, H∗,∗). Throughout we use the following convention
for suspensions and bigraded hom-groups: For left A∗,∗-modules we set (Σt,wM∗,∗)p,q = Mp−t,q−w
and Hom(t,w)A∗,∗ (M
∗,∗, N∗,∗) = HomA∗,∗(M∗,∗,Σt,wN∗,∗). For left A∗,∗-comodules we set (Σt,wM∗,∗)p,q =
Mp−t,q−w and Hom
(t,w)
A∗,∗ (M∗,∗, N∗,∗) = HomA∗,∗(M∗,∗,Σ
−t,−wN∗,∗). With this conventionH∗,∗(Σt,wX) =
Σt,wH∗,∗(X), H∗,∗(Σt,wX) = Σt,wH∗,∗(X), Hom
(t,w)
A∗,∗ (A∗,∗, H∗,∗) = Ht,w = Hom(t,w)A∗,∗ (A∗,∗, H∗,∗), and
suspensions on the interesting variable of the Ext-groups can be moved inside and outside without
changing the signs of the suspensions. The Hom-groups are considered as homological objects although
they are indexed with superscripts.
Lemma 3.2. Over a perfect field of characteristic not 2 and for an odd prime `, the motivic cohomology groups
H∗,∗(KW∗ ;Z/`) and H∗,∗(HW ;Z/`) are trivial.
Proof. The first claim follows from the commutative diagram below with cofiber sequences as columns
and rows.
Σ1,1KW∗ K
W
∗ K
M
∗ /2
Σ1,1KW∗ K
W
∗ K
M
∗ /2
Σ1,1KW∗ /` K
W
∗ /` K
M
∗ /(2, `) = 0
η
` ` `
η
η
It follows that η : Σ1,1KW∗ /` → KW∗ /` is an equivalence. But since H∗,∗(η;Z/`) = 0 we must have
H∗,∗(KW∗ ;Z/`) = 0.
The second vanishing claim is deduced from the cofiber sequence (8) and the equivalence (10). 
Recall that A∗,∗(1) is the H∗,∗-subalgebra of A∗,∗ generated by Sq1 and Sq2. The next lemma allows
us to check exactness of short exact sequences in the finite subalgebra A∗,∗(1) of A∗,∗.
Lemma 3.3 ([Gre12, Lemma 3.2.15]). A∗,∗ is free as a right A∗,∗(1)-module.
Proof. In [Gre12, Lemma 3.2.15] it is proven that A∗,∗ is free as a left A∗,∗(1)-module. Since the conjuga-
tion c : A∗,∗ → A∗,∗ [HKØ17, p. 3845] satisfies t(c⊗ c)∆ = ∆c, where t is the twist, the same proof using
the conjugate monomial basis shows that A∗,∗ is free as a right A∗,∗(1)-module. 
Lemma 3.4. We have a short exact sequence of left A∗,∗-modules
0→ Σ2,1A∗,∗/A∗,∗(τ,Sq2 +ρSq1) ·(Sq
2 +ρ Sq1)−−−−−−−−→ A∗,∗/A∗,∗τ
→ A∗,∗/A∗,∗(τ,Sq2 +ρSq1)→ 0.
Proof. By Lemma 3.3 A∗,∗ is free as a right A∗,∗(1)-module. Hence it suffices to show exactness of the
corresponding A∗,∗(1)-modules and tensor up with A∗,∗. Exactness is easy to check with help of the
following figure of A∗,∗(1):
1 Sq
1
Sq2 +ρ Sq1
Sq3
Sq2 Sq1
Sq3 Sq1 Sq
2 Sq3
Sq2 Sq3 Sq1
In the figure left multiplications by Sq1 are indicated by straight lines, while left multiplications by
Sq2 +ρSq1 are indicated by curved lines. The dashed curve indicates the relation
(Sq2 +ρSq1)2 = ρ Sq2 Sq1 +ρSq3 +τ Sq3 Sq1 = Sq3 Sq1 τ.
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Note that
(12) Sq2 τ = τ(Sq2 +ρ Sq1),
so multiplication by Sq2 +ρSq1 is well defined on A∗,∗/τ . Hence the kernel of right multiplication by
Sq2 +ρSq1 on A∗,∗/τ is generated as a left A∗,∗-module by {Sq2 +ρ Sq1,Sq3,Sq2 Sq3,Sq2 Sq3 Sq1}, that
is, the image of right multiplication by Sq2 +ρ Sq1. 
Lemma 3.5. Over a perfect field of characteristic not 2, the mod 2 motivic cohomology groups of the homotopy
modules KM∗ /2 and K
W
∗ are
H∗,∗(KM∗ /2) ∼= Σ1,−1A∗,∗/A∗,∗τ(13)
H∗,∗(KW∗ ) ∼= Σ1,−1A∗,∗/A∗,∗(τ,Sq2 +ρSq1).(14)
Proof. From (9) and (11) we obtain the following long exact sequence.
Σ1,0A∗,∗ ·τ−→ Σ1,−1A∗,∗ → H∗,∗(KM∗ /2)→ A∗,∗ ·τ−→ Σ0,−1A∗,∗
Since τ is not a zero divisor this implies (13).
The second claim requires more work. First consider the case when the base field is R, so that A2,1 ∼=
Z/2{ρSq1,Sq2}. The cofiber sequence (7) gives rise to the following map of short exact sequences of left
A∗,∗-modules (since H∗,∗(η) = 0).
Σ2,1H∗,∗(KW∗ ) H
∗,∗(KM∗ /2) H
∗,∗(KW∗ )
Σ3,0A∗,∗/(τ,Sq2 +ρSq1) Σ1,−1A∗,∗/τ Σ1,−1A∗,∗/(τ,Sq2 +ρSq1)
Σ2,1f ∼= f
·(Sq2 +ρ Sq1)
The induced composite g : H∗,∗(KM∗ /2) → H∗,∗(KW∗ ) → Σ−2,−1H∗,∗(KM∗ /2) is right multiplication by
Sq2 +ρSq1. Since H−1,−2(KW∗ ) = 0, the composite g cannot be zero in bidegree (1,−1). So g must send
1 to Sq2,Sq2 +ρSq1 or ρSq1 over R. The map g cannot be multiplication by ρ Sq1 since changing the
base to C would force g to be zero. If g sends 1 to Sq2 then τ ∈ A∗,∗τ maps to τ Sq2 6∈ A∗,∗τ if ρ 6= 0.
That is, g would not be a left A∗,∗-module map. So g is forced to be ·(Sq2 +ρSq1); hence the left square
commutes. Inductively this implies that f is an isomorphism and (14).
A similar argument also works over Q and finite fields of odd characteristic. The map g will be right
multiplication by Sq2 +a Sq1, where a ∈ KM1 /2. That g must be an A∗,∗-module homomorphism and
g ◦ g = 0 forces a = ρ. The result for a general field is now obtained by using base change from a prime
field. 
The cofiber sequences of Lemma 3.1 give us short exact sequences in motivic cohomology. Hence, we
obtain calculations of the mod 2 motivic cohomology of the spectra.
Lemma 3.6. Over a perfect field of characteristic not 2 there are short exact sequences in mod 2 motivic cohomol-
ogy
0→ Σ1,0H∗,∗(HZ)→ A∗,∗ → H∗,∗(HZ)→ 0(15)
0→ Σ1,0A∗,∗ ·τ−→ Σ1,−1A∗,∗ → H∗,∗(KM∗ /2)→ 0(16)
0→ Σ2,1H∗,∗(KW∗ )→ H∗,∗(KM∗ /2)→ H∗,∗(KW∗ )→ 0(17)
0→ H∗,∗(HW )→ Σ0,−1A∗,∗ → Σ−1,0H∗,∗(KW∗ )→ 0(18)
0→ Σ1,0H∗,∗(HZ)→ H∗,∗(HW )→ H∗,∗(HZ˜)→ 0.(19)
As short exact sequences of H∗,∗-modules, (15), (17) and (19) are split.
Proof. The short exact sequences (15), (16), (17) and (19) are just restatements of (6), (13), (7) and (5), since
H∗,∗(h) = 0 = H∗,∗(η).
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The cofiber sequences (8) and (9) combined with the equivalences (10) and (11) induce the commuta-
tive diagram
Σ1,0A∗,∗ Σ1,−1A∗,∗ H∗,∗(KM∗ /2) A∗,∗
Σ1,0H∗,∗(HW ) Σ1,−1A∗,∗ H∗,∗(KW∗ ) H∗,∗(HW ),
·τ
=
where the map H∗,∗(KM∗ /2)  H∗,∗(KW∗ ) is surjective by (14). Hence the map Σ1,−1A∗,∗ → H∗,∗(KW∗ )
is surjective, so (18) is exact. 
Corollary 3.7. The mod 2 motivic cohomology of the Witt-motivic cohomology spectrum is
H∗,∗(HW ) ∼= Σ0,−1A∗,∗(τ,Sq2 +ρSq1).
Proof. This follows by combining the short exact sequence (18) and the isomorphism (14). 
This has been independently computed by Tom Bachmann [Bac18] to be
H∗,∗(HW ) = coker
((·Sq2 ·Sq3 Sq1
·τ ·(Sq2 +ρSq1)
)
: Σ2,1A∗,∗ ⊕ Σ4,1A∗,∗ → A∗,∗ ⊕ Σ2,0A∗,∗
)
.
These are the same since we have the exact sequence
Σ2,2A∗,∗(1)⊕ Σ4,2A∗,∗(1)
·Sq2 ·Sq3 Sq1·τ ·(Sq2 +ρSq1)

−−−−−−−−−−−−−−−−−−→
(20)
→ Σ0,1A∗,∗(1)⊕ Σ2,1A∗,∗(1) (·τ,·(Sq
2 +ρ Sq1))−−−−−−−−−−−→ A∗,∗(1)(τ,Sq2 +ρSq1)→ 0
Exactness is checked using the figure in Lemma 3.4, and then we tensor up with A∗,∗ to see that the
expressions for H∗,∗(HW ) agree.
Next we compute the Ext-groups of the generalized motivic cohomology spectra and the associated
homotopy modules.
Lemma 3.8. The Ext-groups of A∗,∗/A∗,∗τ and A∗,∗/A∗,∗(τ,Sq2 +ρSq1) are
(21) ExtsA∗,∗(A∗,∗/A∗,∗τ,H∗,∗) ∼=
{
Σ0,1H∗,∗/τ s = 1
0 otherwise,
and
(22) Exts+1A∗,∗(A∗,∗/A∗,∗(τ,Sq2 +ρ Sq1), H∗,∗) ∼=
{
Σ2s,s+1H∗,∗/τ s ≥ 0
0 otherwise.
Proof. To show (21) use the resolution 0 → Σ1,0A∗,∗ ·τ−→ A∗,∗ → A∗,∗/τ → 0. For (22) use the long exact
sequence of Ext groups associated to the short exact sequence of Lemma 3.4. 
Since A∗,∗/τ is not free as an H∗,∗-module we must work a bit to compute the ExtA∗,∗(H∗,∗, H∗,∗)-
module structure.
Remark 3.9. Recall that for any A∗,∗-module M , the Yoneda product gives ExtA∗,∗(M,H∗,∗) the structure of
a right ExtA∗,∗(H∗,∗, H∗,∗)-module as follows [Rog12, pp. 47-48]. Let P • → M and Q• → H∗,∗ be projective
A∗,∗-resolutions ofM andH∗,∗ respectively, and consider cocycles g ∈ Hom(Pu, H∗,∗) and f ∈ Hom(Qt, H∗,∗).
The Yoneda product of g and f is the composite fgt, where gt is obtained by inductively finding lifts gi in diagram
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(23).
(23)
H∗,∗
. . . Qt . . . Q1 Q0 H∗,∗
. . . Pu+t . . . Pu+1 Pu
f
gt g1 g0 g
In Lemma 3.8 we will calculate the Yoneda product using resolutions P • → M which are not necessarily pro-
jective, but which satisfy ExtiA∗,∗(P j , N) 6= 0 only if i = s for some s for all left A∗,∗-modules N , and
ExtiA∗,∗(P
j → P j−1, N) = 0 for all j. To keep the notation simple we momentarily step into the derived
category of A∗,∗-modules. This means that we have yet another shift operation [1] such that ExtiA∗,∗(M,N) =
RHomD(A∗,∗)(M,N [i]). Then the Yoneda product is formed in the same way, using P i[−s] in place of P i in (23).
Lemma 3.10. Let MW≥1 denote the right ideal in ExtA∗,∗(H∗,∗, H∗,∗) generated by those classes in positive
Milnor-Witt degree. The isomorphism (22) can be enhanced to an ExtA∗,∗(H∗,∗, H∗,∗)-module isomorphism
ExtA∗,∗(A∗,∗/A∗,∗(τ,Sq2 +ρSq1), H∗,∗) ∼= {a}ExtA∗,∗(H∗,∗, H∗,∗)/(MW≥1, h0)
where |a| = (1, (0, 1)). Note that Exts+1A∗,∗(A∗,∗/A∗,∗(τ,Sq2 +ρSq1), H∗,∗) is generated over H∗,∗/τ by a · hs1.
Note that in the cobar complex h0 is represented by [τ0] and h1 is represented by [ξ1].
Proof. To establish the ExtA∗,∗(H∗,∗, H∗,∗)-module structure, we use the following resolution for calcu-
lating Yoneda products.
(24) · · · → Σ2,1A∗,∗/τ ·(Sq
2 +ρ Sq1)−−−−−−−−→ Σ2,1A∗,∗/τ ·(Sq
2 +ρ Sq1)−−−−−−−−→ A∗,∗/τ → A∗,∗/(τ,Sq2 +ρSq1)→ 0.
This is a resolution in the sense that ExtsA∗,∗(A∗,∗/τ,H∗,∗) = 0 if s 6= 1, and (Sq2 +ρSq1)∗ = 0 on
Ext1A∗,∗(A∗,∗/τ,H∗,∗). A dimension shifting argument similar to [Wei94, Exercise 2.4.3] shows that the
higher Ext-groups may be calculated with this resolution.
We now show that ahs1 is nontrivial for s ≥ 1. As observed in Remark 3.9 we can use the res-
olution (24) to compute the Yoneda product. Consider the product of the representative of ahs1 in
Ext
1,(2s,s)
A∗,∗ (Σ
2s,sA∗,∗/τ,H∗,∗) with the representative of h1 in Ext0,(2,1)A∗,∗ (Q1, H∗,∗). Consider a resolution
of H∗,∗ beginning with
· · · Q1 = ⊕i∈NA∗,∗{ηi} Q0 = A∗,∗ H∗,∗f
where ηi maps to Sq2
i
under f , and ηi has bidegree (2i, 2i−1). By definition, hi is the dual of ηi. The
Yoneda product of ahs1 and h1 is calculated with the Σ2s,s-suspension of the diagram below.
Σ2,1H∗,∗
Q1 ⊃ Σ2,1A∗,∗ A∗,∗ H∗,∗
Σ2,1A∗,∗/τ [−1] A∗,∗/τ [−1]
f
h1
·(Sq2 +ρ Sq1)
a
The maps A∗,∗/τ [−1] → A∗,∗ are induced by the image of the identity map by HomA∗,∗(A∗,∗,A∗,∗) →
HomA∗,∗(A∗,∗/τ [−1],A∗,∗). The lifts of ahs1 are canonical, and the commutativity of this diagram follows
from the map of distinguished triangles in D(A∗,∗)
Σ2,1A∗,∗/τ [−1] Σ2,2A∗,∗ Σ2,1A∗,∗ Σ2,1A∗,∗/τ
A∗,∗/τ [−1] Σ0,1A∗,∗ A∗,∗ A∗,∗/τ.
·(Sq2 +ρ Sq1)
·τ
· Sq2 ·(Sq2 +ρ Sq1) ·(Sq2 +ρ Sq1)
·τ
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Inductively, we see that ahs1 is nontrivial for all s and ahs1 · hi = 0 when i 6= 1. The products with
elements of MW≥1 vanish for degree reasons. 
Corollary 3.11. The mod 2 Ext-groups ofHW and H˜Z are
Ext
s,(t,w)
A∗,∗ (H
∗,∗(HW ), H∗,∗) ∼=
{
(Σ2s,sH∗,∗/τ)(t,w) s > 0
Ht,w s = 0,
and
Ext
s,(t,w)
A∗,∗ (H
∗,∗(HZ˜), H∗,∗) ∼=

Ext
s,(t,w)
A∗,∗ (H
∗,∗(HW ), H∗,∗)⊕
Ext
s−1,(t−1,w)
A∗,∗ (H
∗,∗(HZ), H∗,∗)
s > 0
Ht,w s = 0.
Furthermore Exts,(t,w)A∗,∗ (H
∗,∗(HW ), H∗,∗) = 0 for t− s− w 6= 0, s > 0, and Exts,(t,w)A∗,∗ (H∗,∗(HZ), H∗,∗) = 0
for t− s > 0. Over R we have Exts,(t,w)A∗,∗R (H
∗,∗
R (HZ), H
∗,∗
R ) = 0 when t− s 6= 0 or t− s− w is odd, and s > 0.
Proof. For s = 0 we get the extension
0→ (Σ0,−1H∗,∗)(t,w) → Ext0,(t,w)A∗,∗ (H∗,∗(HW ), H∗,∗)→ (H∗,∗/τ)(t,w) → 0
from (18). We compare with mod 2 motivic cohomology using the canonical mapHW → H to determine
that the extension is non-split. For s > 0 we get
Ext
s,(t,w)
A∗,∗ (H
∗,∗(HW ), H∗,∗) ∼= Exts+1,(t,w)A∗,∗ (Σ−1,0H∗,∗(KW∗ ), H∗,∗)
∼= Exts+1,(t,w)A∗,∗ (Σ−1,0Σ1,−1A∗,∗/(τ,Sq2 +ρSq1), H∗,∗)
∼= (Σ2s,sH∗,∗/τ)(t,w).
From (19) we get the long exact sequence
. . .→ Exts−1,(t−1,w)A∗,∗ (H∗,∗(HZ), H∗,∗)→ Exts,(t,w)A∗,∗ (H∗,∗(H˜Z), H∗,∗)(25)
→ Exts,(t,w)A∗,∗ (H∗,∗(HW ), H∗,∗)→ Exts,(t−1,w)A∗,∗ (H∗,∗(HZ), H∗,∗)→ . . . .
The composite
Ext
s−1,(t−1,w)
A∗,∗ (H
∗,∗(HZ), H∗,∗)→ Exts,(t,w)A∗,∗ (H∗,∗(H˜Z), H∗,∗)→ Exts,(t,w)A∗,∗ (H∗,∗(HZ), H∗,∗)
is an isomorphism by comparing (5) and (6), hence (25) is split for s > 0, and
Ext
0,(t,w)
A∗,∗ (H
∗,∗(H˜Z), H∗,∗) ∼= Ext0,(t,w)A∗,∗ (H∗,∗(HW ), H∗,∗) ∼= Ht,w.
The statements over R can be seen by a calculation in the cobar complex, cf. [DI17a, Figure 3]. 
So far in this section we have used cohomological Ext-groups. In the next lemmas we establish how
the cohomological Ext-groups relate to the homological Ext-groups, which we use elsewhere in this
paper. We also check that the spectra defined by Bachmann are A∗,∗-good, hence that the Ext-groups
are the E2-pages of their respective motivic Adams spectral sequences. When we know that there is
a dualization isomorphism between the cohomological and homological Ext-groups we can compare
directly with the homological Ext-group of the motivic sphere spectrum. All of this can be avoided,
since for the motivic sphere spectrum we know that the Ext-groups satisfy a dualization isomorphism
by [DI10, Lemma 7.13]. However, the relation between the homological and cohomological Ext-groups
given in Lemma 3.15 seems worth elaborating.
Lemma 3.12. Suppose E is a spectrum that fits into a cofiber sequence Σp,qE f−→ E→ F, where the map
(26) H∗,∗(F)⊗H∗,∗ H∗,∗(H∧s)→ H∗,∗(F ∧H∧s)
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is an isomorphism for all s and H∗,∗(f) = 0. Alternatively, suppose E is a spectrum that fits into a cofiber
sequence F′ → F → E, where for both F and F′ the map (26) is an isomorphism. Then the map (26) is an
isomorphism for E as well.
Proof. This is straightforward; use the snake lemma and the 5-lemma. 
Corollary 3.13. If E is any one of the spectra H , KM∗ /2,HZ, K
W
∗ ,HW , orHZ˜, the map
H∗,∗(E)⊗H∗,∗ H∗,∗(H∧s)→ H∗,∗(E ∧H∧s)
is an isomorphism.
Proof. We can apply Lemma 3.12 to these spectra by using the cofiber sequences from Lemma 3.1 and
Lemma 3.6. 
Remark 3.14. We expect the spectra in Corollary 3.13 to be cellular, in which case the isomorphism (26) follows
from [DI10, Lemma 7.6].
Next we establish a dualization lemma. Note the shift in the (co)homological degree of the Ext-
groups for the spectra KM∗ /2 and K
W
∗ . This is due to HomH∗,∗(H∗,∗(K
M
∗ /2), H
∗,∗) being zero, while
Ext1H∗,∗(H
∗,∗(KM∗ /2), H
∗,∗) is nonzero. From Lemma 3.15 we get that Corollary 3.11 is a computation
of ExtA∗,∗(H∗,∗, H∗,∗(HZ˜)). By (26) this is the E2-page of the motivic Adams spectral sequence ofHZ˜.
Lemma 3.15. (1) If X is H , KM∗ /2,HZ, K
W
∗ ,HW , orHZ˜, then the adjoint of the evaluation map
(27) H ∧X → [[X,H], H]H
is an equivalence. Here [X,Y ] is the internal Hom-object in SH(F ) and [X,Y ]H = hoeq([X,Y ] ⇒ [H ∧X,Y ])
is the internal Hom-object in H-modules.
(2) If X is H ,HZ,HW , orHZ˜, there is an isomorphism
pi∗,∗([[X,H], H]H) ∼= HomH∗,∗(H∗,∗(X), H∗,∗),
and if X is KM∗ /2 or K
W
∗ , there is an isomorphism
pi∗,∗([[X,H], H]H) ∼= Ext1H∗,∗(H∗,∗(X),Σ1,0H∗,∗).
(3) If X is H ,HZ,HW , orHZ˜ we have an isomorphism
ExtsA∗,∗(H
∗,∗(X), H∗,∗)→ ExtsA∗,∗(H∗,∗,HomH∗,∗(H∗,∗(X), H∗,∗)).
If X is KM∗ /2 or K
W
∗ , there is an isomorphism
Exts+1A∗,∗(H
∗,∗(X), H∗,∗)→ ExtsA∗,∗(H∗,∗,Ext1H∗,∗(H∗,∗(X), H∗,∗)).
The isomorphisms in (3) are induced by the dualization map
(f : M → H∗,∗) 7→ (f∨ : HomH∗,∗(H∗,∗, H∗,∗)→ HomH∗,∗(H∗,∗,M)),
and are described in detail in the proof.
Proof. (1) For H this is true by [HKØ17, Lemma 5.2]. If X is KM∗ /2, HW , or HZ˜ we have the cofiber
sequences (9), (8) and (5) where (27) is an equivalence for 2 out of 3 of the spectra, hence (27) is also an
equivalence for the third spectrum. When we smash (6) and (9) with H we get split cofiber sequences,
which implies that (27) is an equivalence forHZ and KW∗ .
(2) This follows from the cofiber sequences in Lemma 3.1, or by using the spectral sequence in
[Elm+97, Theorem IV.4.1] which collapses on the E2-page. The E2-page is analyzed using Lemma 3.6.
(3) This is true forH by [HKØ17, Lemma 5.2]. Note that ExtA∗,∗(H∗,∗,A∗,∗) is readily computed with
the cobar complex [Rav86, A1.2.12].
STRONG CONVERGENCE IN THE MOTIVIC ADAMS SPECTRAL SEQUENCE 15
Given 0 → A−1 → A0 → A1 → 0 an exact sequence of A∗,∗-modules, such that the canonical map
RHomH∗,∗(A∗,∗, H∗,∗)⊗H∗,∗ RHomH∗,∗(Ai, H∗,∗)→ RHomH∗,∗(A∗,∗ ⊗H∗,∗ Ai, H∗,∗) is an isomorphism,
choose projective A∗,∗-resolutions such that the following diagram commutes
0 A−1 A0 A1 0
0 P−1• P
0
• P
−1
• 0.
Dualize the diagram with respect to (−)∨ = HomH∗,∗(−, H∗,∗) and choose injective A∗,∗-comodule
resolutions Ii• of (P i•)∨ such that we have a map of distinguished triangles in D(A∗,∗)
(28)
(P 1• )
∨ (P 0• )
∨ (P−1• )
∨ (P 1• )
∨[1]
I1• I
0
• I
−1
• I
1
• [1].
We then define the map from ExtsA∗,∗(Ai, H∗,∗) = Hs(RHomA∗,∗(P i•, H∗,∗)) to Hs(RHomA∗,∗(H∗,∗, Ii•))
by sending P i• → H∗,∗[s] to the composite H∗,∗[s] = (H∗,∗[s])∨ → (P i•)∨ → Ii•. Since (28) is commu-
tative, these maps induce a map between the long exact sequences associated to ExtA∗,∗ and ExtA∗,∗ .
Then (3) follows from the 5-lemma applied to the short exact sequences we get from Lemma 3.6. In-
deed, for all the spectra either Ii• is an injective resolution of HomH∗,∗(Ai, H∗,∗) or Ii•[1] is an injec-
tive resolution of Ext1H∗,∗(Ai, H∗,∗). Hence, Hs(RHomA∗,∗(H∗,∗, Ii•)) is Ext
s(H∗,∗,HomH∗,∗(Ai, H∗,∗))
or Exts−1(H∗,∗,Ext1H∗,∗(Ai, H∗,∗)). 
Finally we arrive at the main result of this section. In Section 4 this isomorphism is extended to all
fields of characteristic not 2 of finite virtual cohomological dimension.
Proposition 3.16. Over R the canonical map S→ HZ˜ induces an isomorphism
Ext
s,(t,w)
AR∗,∗ (H
R
∗,∗, H
R
∗,∗) ∼= Exts,(t,w)AR∗,∗ (H
R
∗,∗, H
R
∗,∗(HZ˜))
for w, t− s fixed and s 0.
Proof. By Lemma 2.4 and the vanishing in Corollary 3.11 it suffices to prove that we have an isomor-
phism for w, t − s fixed, t − s = 0, or t − s − w = 0. In this case, we make a computation in the cobar
complex of ExtAR∗,∗(H
R
∗,∗, H
R
∗,∗).
When t− s− w = 0: For degree reasons the only elements in the cobar complex which lie in Milnor-
Witt degree 0 = t − s − w are generated by ρ[], [τ0] and [ξ1]. The cobar differential vanishes on all of
these generators. The only entering differentials are generated by d(τ) = ρτ0, d([τ1]) = [ξ1|τ0], and
d([τ0ξ1]) = [τ0|ξ1] + [ξ1|τ0]. Indeed, for degree reasons, elements in the cobar complex which lie in
Milnor-Witt degree 1 = t− s− w are generated as a module over Milnor-Witt degree 0 by the elements
τ [], [τ1], [τ0ξ1], and [ξ21 ] (note that [τ20 ] = τ [ξ1] + ρ[τ0ξ1] + ρ[τ1]).
When t−s = 0: Choose a representative x in the cobar complex for an element of Exts,(t,w)AR∗,∗ (H
R
∗,∗, H
R
∗,∗).
That is, x is some sum of monomials in ρ, τ , ξi and τi in the cobar complex. If x is not of the form
τ−w[τ0| . . . |τ0], then for degree reason x = ρix′ for some x′ and i  0 when s  0. Since there is no
ρ-torsion in the cobar complex and the cobar differential is ρ-linear, d(x′) = 0. However, for s 0, every
element x′ ∈ Exts′,(t′,w′)AR∗,∗ (H
R
∗,∗, H
R
∗,∗) is ρi0 -torsion in ExtAR∗,∗(H
R
∗,∗, H
R
∗,∗) for some i0 when s 0. Indeed,
this is the statement of Lemma 2.4. Hence any potentially nonzero element of Exts,(t,w)AR∗,∗ (H
R
∗,∗, H
R
∗,∗) is of
the form τ−w[τ0| . . . |τ0]. The differential of such an element is ρτ−w−1[τ0|τ0| . . . |τ0] if −w is odd, and 0
otherwise.
It remains to check that τ−2w[τ0]i and ρj [ξ1]k map to the generators of ExtAR∗,∗(H
R
∗,∗, H
R
∗,∗(H˜Z)). We
check this for the cohomological Ext-group. Since the map is an ExtA∗,∗R (H
∗,∗
R , H
∗,∗
R )-module map, it
suffices to check that the generators [τ0] and [ξ1] map to the generators in ExtA∗,∗R (H
∗,∗
R (H˜Z), H
∗,∗
R ).
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This is done in Lemma 3.17. The ExtA∗,∗R (H
∗,∗
R , H
∗,∗
R )-module structure of ExtA∗,∗R (H
∗,∗
R (HW ), H
∗,∗
R ) is
described in Lemma 3.8. The ExtA∗,∗R (H
∗,∗
R , H
∗,∗
R )-module structure of ExtA∗,∗R (H
∗,∗
R (HZ), H
∗,∗
R ) is just
the same as in topology. This can be seen by either mimicking the proof of Lemma 3.8 or by taking
complex realization. 
Lemma 3.17. The map ExtA∗,∗(H∗,∗(S), H∗,∗) → ExtA∗,∗(H∗,∗(HZ), H∗,∗) maps h0 (represented by [τ0] in
the cobar complex) in tridegree (1, 1, 0) to the generator of Ext1,(1,0)A∗,∗ (H
∗,∗(HZ), H∗,∗).
The map ExtA∗,∗(H∗,∗(S), H∗,∗) → ExtA∗,∗(H∗,∗(HW ), H∗,∗) maps h1 (represented by [ξ1] in the cobar
complex) in tridegree (1, 2, 1) to the generator of Ext1,(2,1)A∗,∗ (H
∗,∗(HW ), H∗,∗).
Proof. The map H∗,∗(HZ)→ H∗,∗(S) combined with (15) gives us a map of short exact sequences
(29)
0 A∗,∗ Sq1 A∗,∗ A∗,∗/ Sq1 0
0 A∗,∗>0 A∗,∗ H∗,∗ 0.
=
Here A∗,∗>0 is the kernel of A∗,∗ → H∗,∗. Applying HomA∗,∗(−, H∗,∗) to (29) the map (Sq1 7→ 1) ∈
HomA∗,∗(A∗,∗>0 , H∗,∗) is mapped to (Sq1 7→ 1) ∈ HomA∗,∗(A∗,∗ Sq1, H∗,∗). Hence, we get that h0 ∈
Ext
1,(1,0)
A∗,∗ (H
∗,∗, H∗,∗) is mapped to the generator of Ext1,(1,0)A∗,∗ (H
∗,∗(HZ), H∗,∗).
By (18) we have the short exact sequence
0→ Σ0,−1A∗,∗(τ,Sq2 +ρSq1)→ Σ0,−1A∗,∗ → Σ0,−1A∗,∗/(τ,Sq2 +ρSq1)→ 0.
The map H∗,∗(HW )→ H∗,∗(S) induces the map of short exact sequences
(30)
K A∗,∗ ⊕ Σ2,0A∗,∗ Σ0,−1A∗,∗(τ,Sq2 +ρ Sq1)
A∗,∗>0 A∗,∗ H∗,∗.
(·τ,·(Sq2 +ρ Sq1))
(1,0)
Here K is just the kernel of (·τ, ·(Sq2 +ρSq1)), identified in (20). The map Σ0,−1A∗,∗(τ,Sq2 +ρSq1) →
H∗,∗ maps τ to 1, since H∗,∗(H) → H∗,∗(HW ) → H∗,∗(S) maps 1 to 1. This implies that the middle
vertical map is the identity plus zero. The element (Sq2 7→ 1) ∈ HomA∗,∗(A∗,∗>0 , H∗,∗) corresponds to h1.
By (30) this maps to ((Sq2, τ) 7→ 1) ∈ HomA∗,∗(K,H∗,∗) (note that (Sq2, τ) is an element of K by (12)).
Hence h1 ∈ Ext1,(2,1)A∗,∗ (H∗,∗(S), H∗,∗) maps to the generator of Ext1,(2,1)A∗,∗ (H∗,∗(HW ), H∗,∗). 
4. EXT AT THE PRIME 2
In this section we establish an isomorphism of Ext-groups between the motivic sphere spectrum
andHZ˜ in high filtration over fields of finite virtual cohomological dimension. We get similar vanishing
lines to that of Guillou-Isaksen, but shifted by the virtual cohomological dimension of the base field. The
main observation is Lemma 4.1 which also seems to be of possible computational interest. For instance,
combined with [DI17a, Figure 3] the lemma recovers Morel’s pi1-conjecture [RSØ16] up to resolving one
d2-differential.
Lemma 4.1. Suppose X is S,HZ˜,HZ, H ,HW , orHW/2n. Over a field of characteristic not 2 we have for each
s an extension
0→ ExtsAR∗,∗(H
R
∗,∗, H
R
∗,∗(X))⊗Z/2[ρ] k∗ → ExtsA∗,∗(H∗,∗, H∗,∗(X))
→ TorZ/2[ρ]1 (Exts+1AR∗,∗(H
R
∗,∗, H
R
∗,∗(X)), k∗)→ 0.
Proof. The group ExtA∗,∗(H∗,∗, H∗,∗(X)) is the cohomology of the cobar complex C•(H∗,∗, H∗,∗(X))
given in (2). The differentials in the cobar complex are given in terms of ∆, ηL and ηR. Hence the
differentials are all k∗-linear (cf. (1)), and the cobar complex can be identified with
C•(H∗,∗, H∗,∗(X)) ∼= C•(HR∗,∗, HR∗,∗(X))⊗Z/2[ρ] k∗.
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Since the ring Z/2[ρ] has Tor-dimension 1 the Tor-spectral sequence
Tor
Z/2[ρ]
i (H
j(C•(HR∗,∗, H
R
∗,∗(X)), k∗) =⇒ Hi+j(C•(H∗,∗, H∗,∗(X)))
is concentrated along 2-columns and collapses to yield the above extensions. 
Lemma 4.2. Let F be a field of characteristic not 2 with vcd(F ) = n <∞. Then multiplication by ρ ∈ k1(F )
ρ : km(F )→ km+1(F ),
is an isomorphism for m ≥ n.
First proof. Let I be the fundamental ideal in the Witt-ring W (F ). Let m ≥ n, then 2Im = Im+1, and
Im is torsion free [EKM08, Corollary 35.27], [AP71]. By definition 〈1, 1〉 = 2. By the Milnor-conjecture
Ii/Ii+1 ∼= ki(F ) for all i, and ρ ∈ k1(F ) has a lift to 〈1, 1〉 ∈ I1. Hence, the map 〈1, 1〉 : Im/Im+1 →
Im+1/Im+2 is an isomorphism, i.e., ρ : km(F )→ km+1(F ) is an isomorphism. 
Second proof. Use the Gysin-sequence for the quadratic extension F → F [√−1], cf. [HKO11, Proposition
2]. 
By Lemma 4.2 multiplication by ρ is an isomorphism in degrees greater than or equal to n. Define
C = coker((Z/2[ρ]⊗Z/2 kn)→ k∗),
where kn is considered as a graded Z/2-module concentrated in degree n. Observe that the module C
has a free Z/2[ρ]-resolution
(31) 0→ Z/2[ρ]{J} → Z/2[ρ]{I} → C → 0
where I is a set of generators with degrees in [0, n] and J is a set of generators in degrees [0, n + 1],
relying on the fact that Ck = 0 for k > n.1
Theorem 4.3. For a field F of characteristic not 2 with vcd(F ) = n < ∞ the unit S → HZ˜ induces an
isomorphism
Ext
s,(t,w)
A∗,∗ (H∗,∗, H∗,∗(S))
∼=−→ Exts,(t,w)A∗,∗ (H∗,∗, H∗,∗(HZ˜))
for t− s, w fixed and s 0.
Proof. By Lemma 4.1 it suffices to show that
ExtsAR∗,∗(H
R
∗,∗, H
R
∗,∗(S))⊗Z/2[ρ] k∗ → ExtsAR∗,∗(H
R
∗,∗, H
R
∗,∗(H˜Z))⊗Z/2[ρ] k∗
and
Tor
Z/2[ρ]
1 (Ext
s+1
AR∗,∗(H
R
∗,∗, H
R
∗,∗(S)), k∗)→ TorZ/2[ρ]1 (Exts+1AR∗,∗(H
R
∗,∗, H
R
∗,∗(HZ˜)), k∗) = 0
are isomorphisms, for t− s, w fixed and s 0. The long exact sequence of Tor-groups associated to the
short exact sequence 0→ Z/2[ρ]⊗ kn → k∗ → C → 0 yields the following exact sequence.
0→TorZ/2[ρ]1 (ExtsAR∗,∗(H
R
∗,∗, H
R
∗,∗(X)), k∗)→ TorZ/2[ρ]1 (ExtsAR∗,∗(H
R
∗,∗, H
R
∗,∗(X)), C)→(32)
ExtsAR∗,∗(H
R
∗,∗, H
R
∗,∗(X))⊗Z/2 kn → ExtsAR∗,∗(H
R
∗,∗, H
R
∗,∗(X))⊗Z/2[ρ] k∗ →
ExtsAR∗,∗(H
R
∗,∗, H
R
∗,∗(X))⊗Z/2[ρ] C → 0
Hence it suffices to show that
(33) TorZ/2[ρ]1 (Ext
s
AR∗,∗(H
R
∗,∗, H
R
∗,∗(S)), C)
(t,w) = 0
and
(34) (ExtsAR∗,∗(H
R
∗,∗, H
R
∗,∗(S))⊗Z/2[ρ] C)(t,w) → (ExtsAR∗,∗(H
R
∗,∗, H
R
∗,∗(HZ˜))⊗Z/2[ρ] C)(t,w)
1The set I can evidently be chosen to satisfy the condition. Now say Y is an element of Z/2[ρ]{J} of degree N that is at
least n + 2; we will show Y decomposes as a linear combination of generators with degrees in [0, n + 1]. The class Y maps to
ρ2
∑
i∈I ai(ρ)xi by our assumption that the elements of I are concentrated in degrees [0, n]. But ρ
∑
i∈I ai(ρ)xi also maps to 0 in
CN−1 as N − 1 ≥ n+ 1, and so there is a linear combination
∑
j∈J bj(ρ)yj mapping to ρ
∑
i∈I ai(ρ)xi by exactness. However,
both Y and ρ
∑
j∈J bj(ρ)yj map to the same class, hence are equal by exactness. Therefore Y is not a generator of Z/2[ρ]{J}.
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is an isomorphism for s 0.
Using the resolution (31) we see that (33) is a submodule of (Exts+1AR∗,∗(H
R
∗,∗, H
R
∗,∗){J})t,w. As the set of
bidegrees of the indices in J is finite Proposition 3.16 implies that (33) is 0 for t − s, w fixed and s  0.
Similarly, the source of (34) is a quotient of (ExtsAR∗,∗(H
R
∗,∗, H
R
∗,∗){I})t,w. As the set of bidegrees of the
indices in I is finite Proposition 3.16 implies that (34) is an isomorphism for t− s, w fixed and s 0. 
Corollary 4.4. Let F be a field of characteristic not 2 with vcd(F ) = n. Then Exts,(t,w)A∗,∗ (H∗,∗, H∗,∗) vanishes if
the following three conditions are satisfied: (1) s > 12 (m+ 3); (2) t− s < s+ n+ 1; (3) t− s > 0 or t− s < −n.
Proof. This follows directly by analyzing the two ends in the short exact sequence in Lemma 4.1 at the
motivic sphere spectrum from the vanishing regions obtained by Guillou and Isaksen over R described
in Lemma 2.4. 
5. EXT AT ODD PRIMES
In this section we prove that S → HZ˜ induces an isomorphism of Ext-groups in high filtration at
odd primes as well. Actually, since H∗,∗(HZ˜) = H∗,∗(HZ) by Lemma 3.2 we establish that S → HZ
induces an isomorphism of Ext-groups in high filtration. We use a Bockstein spectral sequence to ex-
tend Adams’s isomorphism (4) to general fields. See [Hil11, 2.2] or [Wil16, p. 51] for Bockstein spectral
sequences at the prime 2 or at odd primes over finite fields. We introduce a generalization of this for
odd primes and arbitrary fields.
Let β denote the Bockstein homomorphism β : Ht,w → Ht−1,w, and write B for the image of β, that
is, B = im(β) ⊂ H∗,∗. Recall that β is a derivation and β2 = 0. Note that the image B is closed under
multiplication, that is, it is a subalgebra of H∗,∗ without unit. Furthermore B is central in A∗,∗, and the
cobar differential is linear with respect to B.
We consider the decreasing filtrations of H∗,∗ and A∗,∗ induced by the powers of B. The filtration at
level n is FnH∗,∗ = BnH∗,∗, and FnA∗,∗ = BnH∗,∗. This induces a filtration {FnC•(H∗,∗, H∗,∗)}n≥0 of
the cobar complex that is given in level n by
FnCs(H∗,∗, H∗,∗) =
∑
i0+···+is+1=n
F i0H∗,∗ ⊗ F i1A∗,∗ ⊗ . . .⊗ F isA∗,∗ ⊗ F is+1H∗,∗.
Since the cobar differential is linear with respect to B this is in fact a filtration of complexes, and of
algebras, hence a filtration of differential graded algebras.
Lemma 5.1. The filtration quotients of the generalized Bockstein filtration are
FnC•(H∗,∗, H∗,∗)
Fn+1C•(H∗,∗, H∗,∗)
∼= B
nH∗,∗
Bn+1H∗,∗
⊗Z/` C•T op.
The tensor product ⊗Z/` is the tensor product of graded Z/`-modules.
Proof. Since the mod ` topological and motivic dual Steenrod algebras are the same up to the coefficients
H∗,∗ (cf. [Mil58], [Voe03, Theorem 12.6], [HKØ17, Theorem 5.6]), the statement is clear considered as an
isomorphism of graded abelian groups. We have to show that the differentials are correct: Consider a
general element x =
∑
I aIγI ∈ C•(H∗,∗, H∗,∗), where aI ∈ H∗,∗ and γI is a bar of monomials in ξi’s and
τj ’s. The differential of x is given by (3)
(35) d(x) =
∑
I
(aId(γI) + β(aI)[τ0|γI ]).
If aI ∈ BnH∗,∗, then β(aI) ∈ Bn+1H∗,∗. Hence, modulo higher filtration (35) is the topological differen-
tial linear with respect to H∗,∗. 
Corollary 5.2. There is a strongly convergent spectral sequence
Es,t,w,n1 =
(
BnH∗,∗
Bn+1H∗,∗
⊗Z/` Ext∗,(∗,∗)T op
)
s,(t,w)
=⇒ Exts,(t,w)A∗,∗ (H∗,∗, H∗,∗),
with dr-differential dr : Es,t,w,nr → Es+1,t,w,n+rr .
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Proof. Given a differential graded algebraAwith a decreasing filtration F jA there is a spectral sequence
Hi(F jA/F j+1A) =⇒ Hi(A),
cf. [Wei94, 5.4.8]. The d1-differential is induced by the differential of A.
In a fixed tridegree (s, t, w) the filtration is finite. Indeed, Bt,w = 0 for t > −1 or t < w, and both Ht,w
and At,w are 0 for t < 2w. So (FnC•(H∗,∗, H∗,∗))(t,w) = 0 for n > t− 2w. 
Theorem 5.3. For ` an odd prime and F a field of characteristic not ` the unit S→ HZ induces an isomorphism
Ext
s,(t,w)
A∗,∗ (H∗,∗, H∗,∗)
∼= Exts,(t,w)A∗,∗ (H∗,∗, H∗,∗(HZ))
for t− s, w fixed and s 0.
Proof. Let t − s = k. Consider the map of spectral sequences Es,t,w,n1 (S) → Es,t,w,n1 (HZ) we get from
Corollary 5.2. This map is induced by f : Ext∗,(∗,∗)T op (S) → Ext∗,(∗,∗)T op (HZ). The part of the E1-page
converging to Exts,(t,w)A∗,∗ (H∗,∗, H∗,∗) is of the form ⊕
(s,t,w)=(s′,t′,w′)+(0,t′′,w′′)
(
BnH∗,∗
Bn+1H∗,∗
)
t′′,w′′
⊗ Exts′,(t′,w′)T op

n
.
For this to be nonzero: We need t′′ ≤ 0, so t− t′′ = t′ ≥ t. We need t′ ≥ 2w′ = 2(w − w′′) ≥ 2(w − t′′) =
2(w− t+ t′), since t′′ ≥ w′′. Hence, 2(t−w) ≥ t′, or t−2w ≥ t′− t = t′−s′−k. But, (2`−3)s > t−2w+k
for s  0, hence (2`− 3)s′ > t′ − s′ − k, so f is an isomorphism by (4) for w, t− s = k fixed and s  0.
That is Es,t,w,n1 (S) ∼= Es,t,w,n1 (HZ) for all n, so we conclude
Ext
s,(t,w)
A∗,∗ (H∗,∗, H∗,∗)
∼= Exts,(t,w)A∗,∗ (H∗,∗, H∗,∗(HZ)).

6. STRONG CONVERGENCE FOR THE SPHERE SPECTRUM
In this section we establish strong convergence of the motivic Adams spectral sequence for the sphere
spectrum over general fields in positive stems, and everywhere for S/`n over fields of finite virtual co-
homological dimension if ` = 2. The Adams spectral sequence is always conditionally convergent to the
homotopy groups of the H-completion. We check that the derived E∞-term vanishes in a range, and
hence that the spectral sequence converges strongly to the abutment in this range. As discussed in Sec-
tion 2, the H-completion can be identified with the (`, η)-completion over perfect fields of characteristic
not ` [Man18].
As corollaries of Theorem 4.3 and Theorem 5.3 we get:
Corollary 6.1. The mod ` motivic Adams spectral sequence for the sphere spectrum is strongly convergent in
tridegree (s, t, w) for t− s > 0 over fields F with finite virtual cohomological dimension if ` = 2.
Proof. If Exts,(t,w)A∗,∗ (H∗,∗, H∗,∗(HZ˜)) = 0 for t−s−1, w fixed and s 0 then there can only be finitely many
nonzero differentials exiting Es,t,wr by Theorem 4.3 and Theorem 5.3. By Corollary 3.11 and Lemma 7.1
we have the vanishing Exts,(t,w)A∗,∗ (H∗,∗, H∗,∗(HZ˜)) = 0 for t − s > 0, w fixed and s  0. Hence we have
strong convergence in tridegrees (s, t, w) with t − s > 1. When t − s = 1, the differentials enter the
column with t − s = 0. But any nonzero element y ∈ Exts,(t,w)A∗,∗ (H∗,∗, H∗,∗(HZ˜)) with t − s = 0 and
s  0 is a multiple of h0, and furthermore, hk0y 6= 0 for all k. For an element x ∈ Es,t,wr , t − s = 1 with
differential dr(x) = y, it follows that 0 = dr(hk0x) = hk0dr(x) = hk0y. But hk0y = 0 only when y = 0. 
Next we show strong convergence of the motivic Adams spectral sequence for S/`n. This requires
us to compare with the motivic Adams spectral sequence for H˜Z/`n, which splits into the spectral se-
quences forHZ/`n andHZ˜/`n in high filtration. This is done in the lemmas below.
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Lemma 6.2. For ` a prime the unit map S/`n → HZ˜/`n induces an isomorphism of Ext-groups
Ext
s,(t,w)
A∗,∗ (H∗,∗, H∗,∗(S/`
n)) ∼= Exts,(t,w)A∗,∗ (H∗,∗, H∗,∗(HZ˜/`n))
for t− s, w fixed and s 0. If ` is odd the latter group is Exts,(t,w)A∗,∗ (H∗,∗, H∗,∗(HZ/`n)).
Proof. The map of cofiber sequences from S→ S→ S/`n toHZ˜→ HZ˜→ HZ˜/`n induces a map of long
exact sequences of Ext-groups. For s  0 two thirds of the maps are isomorphisms, so the 5-lemma
implies that all the maps are isomorphisms.
To get the final claim when ` is odd use the cofiber sequence (5). 
Lemma 6.3. Let ` be a prime and F a perfect field of finite virtual cohomological dimension if ` = 2. Then in the
motivic Adams spectral sequence forHZ˜/`n we have Es,t,w∞ (HZ˜/`n) = 0 for s > t− s+ n+ vcd(F ).
Proof. For ` an odd prime we have Es,t,wr (HZ˜/`n) ∼= Es,t,wr (HZ/`n), for all r ≥ 2 by Lemma 3.2. For
` = 2 we have Es,t,wr (HZ˜/2n) ∼= Es−1,t−1,wr (HZ/2n) ⊕ Es,t,wr (HW/2n), for s > 0. Indeed by Corol-
lary 3.11, this is true for r = 2. Furthermore, any element of Es,t,wr (HZ/2n) is a h0-multiple, while any
element of Es,t,wr (HZ˜/2n), s > 1, is a multiple of h1. Because of the h0- and h1-linearity of the differen-
tials there cannot be any differential between Es−1,t−1,wr (HZ/2n) and Es,t,wr (HW/2n). Hence it suffices
to inspect the spectral sequences Es−1,t−1,wr (HZ/2n) and Es,t,wr (HW/2n) independently. By a variant
of Lemma 7.1 applied to HZ/`n we get that Es,∗,∗n (HZ/`n) = 0 for s > n. By Lemma 6.4, we have
Es,t,wn (HW/2
n) = 0 for s > t− s+ n+ vcd(F ). 
Lemma 6.4. Let F be a perfect field of finite virtual cohomological dimension. Then in the motivic Adams spectral
sequence forHW/2n we have
(36) Es,t,wn+1 (HW/2
n) = 0
for s > t− s+ n+ vcd(F ).
Proof. We have the short exact sequence
(37) 0→ H∗,∗(HW )→ H∗,∗(HW/2n)→ Σ1,0H∗,∗(HW )→ 0.
This induces the following long exact sequence.
. . .→ Exts,(t,w)A∗,∗ (H∗,∗, H∗,∗(HW ))→ Ext
s,(t,w)
A∗,∗ (H∗,∗, H∗,∗(HW/2
n))(38)
→ Exts,(t−1,w)A∗,∗ (H∗,∗, H∗,∗(HW ))→ Ext
s+1,(t,w)
A∗,∗ (H∗,∗, H∗,∗(HW ))→ . . .
We first work over R. When n = 1 the abutment of E∞(HW/2) isW(R) = Z/2. Then in the long exact
sequence 1 ∈ Ext0,(1−1,0)AR∗,∗ (H
R
∗,∗, H
R
∗,∗(HW )) must map to ρ[ξ1] ∈ Ext1,(1,0)AR∗,∗ (H
R
∗,∗, H
R
∗,∗(HW )). Hence,
Exts+1AR∗,∗(H
R
∗,∗, H
R
∗,∗(HW/2)) ∼=
{
Σ2s,sHR∗,∗/(τ, ρ) s > 0
0 otherwise.
Then Lemma 4.1 implies (36) when n = 1, since F has finite virtual cohomological dimension. When
n > 1, the boundary maps in (38) must be zero for the abutment of E∞(HW/2n) to have the correct size.
Hence,
Ext
s,(t,w)
AR∗,∗ (H
R
∗,∗, H
R
∗,∗(HW/2
n)) ∼= Exts,(t,w)AR∗,∗ (H
R
∗,∗, H
R
∗,∗(HW ))⊕ Exts,(t−1,w)AR∗,∗ (H
R
∗,∗, H
R
∗,∗(HW ))
and the extension in Lemma 4.1 implies
Ext
s,(t,w)
A∗,∗ (H∗,∗, H∗,∗(HW/2
n)) ∼= Exts,(t,w)A∗,∗ (H∗,∗, H∗,∗(HW ))⊕ Ext
s,(t−1,w)
A∗,∗ (H∗,∗, H∗,∗(HW ))
over any perfect field when n > 1. Over R, when n > 1, there has to be a dn differential from
1 ∈ Ext0,(1−1,0)A∗,∗ (H∗,∗, H∗,∗(HW )) to ρn[ξ1]n ∈ Ext
n,(n,0)
A∗,∗ (H∗,∗, H∗,∗(HW )) for the abutment to have the
correct size W(R) = Z/2n. By base change we also have this differential over Q (if n = 2, we can have
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dn(1) = (ρ
n + u)[ξ1]
n for some u ∈ k2(Q), ρ2 + u 6= 0, but since ρu = 0 this does not change the conclu-
sion), hence by base change from Q we have dn(1) = ρn[ξ1]n over any field of characteristic 0. Hence,
Es,t,wn+1 = 0 for s > vcd(F ) + n.
Fields of positive characteristic have finite 2-cohomological dimension by our assumption of finite
virtual cohomological dimension, cf. Remark 2.2. Hence Exts,(t,w)A∗,∗ (H∗,∗, H∗,∗(HW/2
n)) = 0 for t − s, w
fixed and s > t− s+ cd2(F ) is automatic. 
Corollary 6.5. For a prime ` the motivic Adams spectral sequence for S/`n is strongly convergent over fields F
with finite virtual cohomological dimension if ` = 2.
Proof. If F is perfect then Es,t,w2 (S/`
n) ∼= Es,t,w2 (HZ˜/`n) for t − s, w fixed and s > s0(t − s, w, 2)
by Lemma 6.2. If F has positive characteristic and is not necessarily perfect, then Es,t,w2 (S/`
n) ∼=
Es,t,w2 (HZ/`n) for t − s, w fixed and s > s0(t − s, w, 2) by the observation at the end of the proof of
Lemma 6.2.
Inductively, Es,t,wr (S/`n) ∼= Es,t,wr (HZ˜/`n) for t− s, w fixed and s > max{s0(t− s− 1, w, r− 1), s0(t−
s, w, r− 1), s0(t− s+ 1, w, r− 1) + r− 1} = s0(t− s, w, r). But Es,t,wr (HZ˜/`n) = 0 for r > n, t− s, w fixed
and s 0 by Lemma 6.3. Hence Es,t,wr (S/`n) = 0 for t− s, w fixed s 0 for some r. Hence the spectral
sequence is strongly convergent. 
As mentioned in the introduction, Corollary 6.5 suggests a general strategy for extending topologi-
cal computations with the Adams spectral sequence to motivic homotopy theory: First prove that the
computation holds for S/`n by mimicking the classical argument, and then pass to the limit over n.
In Milnor-Witt degree 0 we note the following much easier strong convergence result.
Lemma 6.6. The motivic Adams spectral sequence for the sphere spectrum is strongly convergent in Milnor-Witt
degree 0 over any field.
Proof. The E2-page of the spectral sequence is zero in negative Milnor-Witt degrees. Hence there are no
exiting differential from Milnor-Witt degree 0, so REMW=0∞ = 0. 
7. THE `-BOCKSTEIN SPECTRAL SEQUENCE
In this section we study the `-Bockstein spectral sequence for motivic cohomology. As we show below
this is the same as the mod `Adams spectral sequence forHZ. In Section 4 and Section 5 we proved that
this spectral sequence is isomorphic (outside of Milnor-Witt degree 0 at the prime 2) in high filtration
with the motivic Adams spectral sequence for the sphere spectrum. We investigate strong convergence
of the `-Bockstein spectral sequence, and show that the `-Bockstein spectral sequence is not strongly
convergent over number fields. Comparing with the motivic sphere spectrum we conclude that the
motivic Adams spectral sequence is not strongly convergent over number fields.
For ` a prime consider the tower
(39) . . .HZ l−→ HZ l−→ HZ.
The cofiber of each map in this tower is H = HZ/`. After applying pi∗,∗(−) we get a spectral sequence
conditionally convergent to pi∗,∗(HZ∧` ), whose E1-page is
Es,t,w1 = Ht,w(F ;Z/`), s ≥ 0.
The map of cofiber sequences
(40)
S S S/`
Σ−1,0H¯ S H
`
induces a map of spectral sequences
(41) Es,t,wr (Bockstein)→ Es,t,wr (Adams).
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In the next lemma we show that (41) is an isomorphism. This is essentially the observation that (39) is
an Adams resolution.
Lemma 7.1. The map (41) is an isomorphism from the E2-page and onwards.
Proof. The E1-page of the Bockstein spectral sequence takes the form
Es,t,w1 (Bockstein) = pit,w(HZ/`), s ≥ 0,
and the d1-differential is simply the Bockstein β. Hence, the E2-page is
Es,t,w2 (Bockstein) =

ker(β : Ht,w)/ im(β : Ht+1,w) s > 0
ker(β : Ht,w) s = 0
0 s < 0.
The cohomology ofHZ is A∗,∗E∗,∗(0)H∗,∗, where E∗,∗(0) is the Hopf-algebra (H∗,∗, H∗,∗[τ0]/(τ20 )). The
usual base change theorem [Rav86, A1.13.12] implies
Es,t,w2 (Adams) = Ext
s,(t,w)
E∗,∗(0)
(H∗,∗, H∗,∗).
The latter is readily computed with the cobar complex to be
(42) Es,t,w2 (Adams) = ker(β : Ht,w)h
s
0/ im(β : Ht+1,w)h
s
0.
It only remains to observe that (41) induces an isomorphism of these groups. The map is surjective,
since already on the E1-page the map sends x ∈ Hp,w = Es,t,w1 (Bockstein) to xhs0 ∈ Es,t,w1 (Adams).
Indeed, the map is induced by powers of the map S → Σ−1,0H in (40). This is the map representing
h0 = [τ0] in the cobar complex because of the commutative diagram
H ∧ Σ−1,0H
S Σ−1,0H H ∧ Σ−1,0H
S S H ∧ S
τ0
`
=
where the vertical column is a cofiber sequence. The dashed lift exists since the composite S `−→ S →
H ∧ S is zero.
Hence (41) maps x to xhs0. So the map is surjective on the E2-page. Furthermore (41) is injective, since
the d1-differential adds the same relations, and the relations are mapped identically by (41). 
Corollary 7.2. The following are equivalent:
(1) The mod ` motivic Adams spectral sequence forHZ is strongly convergent in bidegree (t, w),
(2) The `-Bockstein spectral sequence for motivic cohomology is strongly convergent in bidegree (t, w).
Proof. This is a consequence of the mapping lemma [Wei94, Exercise 5.2.3]. 
Strong convergence of the `-Bockstein spectral sequence. Boardman’s criteria for strong convergence
[Boa99, 7.1] of the `-Bockstein spectral sequence amounts to showing lim1r Zp,wr = 0. If we use `-local
motivic cohomology, and write ∂ : Hp,w(F ;Z/`) → Hp+1,w(F ;Z(`)) for the relevant connecting homo-
morphism, we must then show the group
(43) lim1r Z
p,w
r = lim
1
r ∂
−1(`r−1 ·Hp−1,w(F ;Z(`))) = lim1r ∂−1(`r−1 ·H−p+1,−w(F ;Z(`)))
is trivial. For all r we have short exact sequences
0→ im(pr)→ Z−p,−wr+1 → im(∂) ∩ `r ·Hp+1,w(F ;Z(`))→ 0,
where pr : Hp,w(F ;Z(`))→ Hp,w(F ;Z/`). The last group is identified with im(∂)∩`r ·Hp+1,w(F ;Z(`)) =
`(`
r ·Hp+1,w(F ;Z(`))). Hence the lim-lim1 sequence implies
(44) limr Z
p,w
r+1
∼= limr `(`r ·Hp+1,w(F ;Z(`))) and lim1r Zp,wr+1 ∼= lim1r `(`r ·Hp+1,w(F ;Z(`))).
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So we have reduced the vanishing of (43) to a question on the structure of motivic cohomology of the
base field.
Lemma 7.3. If limr `rB = 0, then limr `(`rB) = 0. If the exponent of `-torsion for B is bounded, then
lim1r `(`
rB) = 0.
Proof. Consider the exact sequence
0→ `(`rB)→ `rB `−→ `rB → `rB/`r+1B → 0.
Let Xr be the cokernel coker(`(`rB) → `rB). From the exactness of the above sequence, it follows that
Xr is the kernel of the quotient map `rB → `rB/`r+1B; hence there is an isomorphismXr ∼= `r+1B. The
lim-lim1 long exact sequence from the short exact sequence defining Xr is
0→ limr `(`rB)→ 0→ limrXr → lim1r `(`rB)→ lim1r `rB → lim1rXr → 0.
Thus we obtain the vanishing of limr `(`rB).
Now observe that if the exponent of `-torsion for B is bounded, then `(`rB) = 0 for sufficiently
large r. Thus the trivial Mittag-Leffler condition for the tower `(`rB) is satisfied and the vanishing of
lim1r `(`
rB) follows. 
Let F be a number field. We have the localization sequence
(45) · · · → Hp,w(OF,S ;Z(`))→ Hp,w(F ;Z(`))→ ⊕pHp−1,w−1(k(p);Z(`))→ . . . .
For S ⊃ {`,∞} a finite set of places, both Hp,w(OF,S ;Z(`)) and Hp,w(k(p);Z(`)) are finite groups for all
(p, w) 6= (0, 0) [Lev99, Section 14].
Lemma 7.4. For a number field F and any (p, w) 6= (0, 0), we have
`r ·Hp,w(F ;Z(`)) ∼= `r · ⊕pHp−1,w−1(k(p);Z(`))
for r  0.
Proof. This follows since Hp,w(OF,S ;Z(`)) is finite for (p, w) 6= (0, 0) and the localization sequence. 
Lemma 7.5. Let B = ⊕j≥1Z/`kj , for some increasing sequence of integers {kj}≥1. Then lim1r `(`rB) 6= 0.
Proof. Write B = ⊕j≥1Z/`kj{ej}, and consider the element
x ∈
∏
r
`(`
rB) :
(
r 7→
{
`kj−1ej r = kj
0 r 6= kj
∈ ``rB
)
.
The image of x in lim1r ``rB is nonzero. 
Lemma 7.6. Let F be a number field with primes p in OF,S , S ⊃ {`,∞} a finite set of places. Then there exists
a split surjection
⊕pH1,w(k(p);Z)→ ⊕j≥1Z/`kj ,
for some increasing sequence of integers k1 < k2 < k3 < . . . .
Proof. By Quillen’s computation of algebraic K-theory of finite fields we have
H1,w(k(p);Z`) ∼= Z(`)/(pw − 1) ∼= Z/`ν`(p
w−1).
Here ν` is the `-adic valuation. Note that when q ≡ 1 mod ` then ν`(qw − 1) = ν`(q − 1) + ν`(w).
Let k0 = 0. We will find primes p in F inductively whose `-adic valuations are increasing. By
Dirichlet’s theorem about primes in arithmetic progressions [Ser73, Theorem 4.1.2] we can for any in-
teger kj find a prime p with `-adic valuation ν`(p) > kj . Choose a prime p of F lying over p and set
kj+1 = ν`(p
w − 1). 
Corollary 7.7. The motivic Adams spectral sequence for HZ has nonvanishing derived E∞-term in tridegrees
(s, t, w) with t − s = −1, w < −1, s ≥ 0, over any number field. That is, REs,t,w∞ (HZ) 6= 0 when t − s =
−1, w < −1, s ≥ 0. In particular the motivic Adams spectral sequence forHZ over a number field is not strongly
convergent.
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Proof. By Lemma 7.4 we have
lim1r `(`
r ·H2,w+1(F ;Z(`))) ∼= lim1r `(`r · ⊕pH1,w(k(p);Z(`))).
The right hand side surjects onto lim1r `(`r · ⊕j≥1Z/`kj ) by Lemma 7.6, which is nonzero by Lemma 7.5.

Corollary 7.8. The motivic Adams spectral sequence for the sphere spectrum has nonvanishing derived E∞-term
in tridegrees (s, t, w) with t − s = −1, w < −1, s  0, over any number field. That is, REs,t,w∞ (S) 6= 0 when
t − s = −1, w < −1, s  0. In particular the motivic Adams spectral sequence for the sphere spectrum over a
number field is not strongly convergent.
Proof. The kernel of Es,t,w2 (S) → Es,t,w2 (HZ) is finite for t − s < 0, w < −1. Indeed, over a number
field the Z/2[ρ]-module C defined in (31) is such that C3 = 0. Hence, the Tor-term in Lemma 4.1 is
zero. Similarly, the − ⊗ k∗-term of in Lemma 4.1 only sees the part of kn(F ) for n > 2, which is finite.
Hence, since we have an isomorphism Es,t,w2 (S) = E
s,t,w
2 (HZ) for t− s, w fixed and s 0 (Theorem 4.3,
Theorem 5.3), we get that REs,t,w∞ (S) = REs,t,w∞ (HZ) for t − s = −1, w < −1, s  0, which is nonzero
by Corollary 7.7. 
8. BOUNDS ON EXPONENTS OF MOTIVIC STABLE STEMS
As a simple corollary of Lemma 2.4, Lemma 4.1 and Corollary 5.2 we get some very coarse bounds
on the exponents of the stable motivic homotopy groups. This is a partial answer to a problem posed in
[ALP17, p. 2].
Corollary 8.1. Let F be a perfect field of characteristic not 2 with finite virtual cohomological dimension. If t > 1
and t− w > 0 the exponent of pit,w(S∧2,η) is bounded by 2max{d(t−w+1)/2e,t+vcd(F )}.
Proof. Let n = vcd(F ). By Lemma 4.1 ExtsA∗,∗(H∗,∗, H∗,∗) is an extension of Ext
s
AR∗,∗(H
R
∗,∗, H
R
∗,∗)⊗Z/2[ρ] k∗
and TorZ/2[ρ]1 (Ext
s+1
AR∗,∗(H
R
∗,∗, H
R
∗,∗), k∗). In tridegree (s, t, w) and Milnor-Witt degree m = t − s − w, the
first group is zero for s > t − s + 1 + n and s > 12 (m + 3) by Lemma 2.4. The second group is zero
for s > t − s + n and s + 1 > 12 (m + 2). Hence, Exts,(t,w)A∗,∗ (H∗,∗, H∗,∗) is zero for s > t − s + 1 + n and
s > 12 (m+ 3). 
Corollary 8.2. Let ` be an odd prime and F a perfect field of characteristic not `. If t > 0 and t − w > 0 the
exponent of pit,w(S∧`,η) is bounded by `
d(t−w)/(`−2)e.
Proof. By Corollary 5.2 Exts,(t,w)A∗,∗ (H∗,∗, H∗,∗) is a subquotient of ⊕
(s,t,w)=(s′,t′,w′)+(0,t′′,w′′)
(
BnH∗,∗
Bn+1H∗,∗
)
t′′,w′′
⊗ Exts′,(t′,w′)T op

n
.
As in Theorem 5.3 we would need 2(t− w) ≥ t′ for this to be nonzero. But if (2`− 3)s > 2(t− w)− s ≥
t′ − s this is zero by (4). That is, if (` − 2)s > t − w. Hence the exponent of pit,w(S∧`,η) is bounded by
`d(t−w)/(`−2)e. 
9. THE ZEROTH MOTIVIC STABLE STEM
In this section we compute the (2, η)-completed motivic zero line over perfect fields of characteristic
not 2. That is, limkKMW−n /(2k, Ik) → ⊕npin,n(S∧2,η) is an isomorphism. The computation is essentially
the same as Morel’s computation of pi0,0(S) in [Mor99]. We think it is interesting that Morel’s pull-back
square [Mor04b, Theoreme 5.3] for Milnor-WittK-theory shows up naturally as part of the computation.
That is, from (47) we get that the E∞-page converging to pi−n,−n(S∧2,η) is a direct sum of the filtration
quotients of Milnor K-theory with the filtration quotients of the fundamental ideal filtration, glued to-
gether at the first stage of the filtration. We write EMW=m2 for ⊕t−s−w=mEs,t,w2 .
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Recall that the n’th power of the fundamental ideal is generated by the n-fold Pfister forms. There is
a canonical ring map [Mor04a, p. 253]
Φ : KMW−∗ → pi∗,∗(S),
which maps a compatible pair of generators (〈〈a1, . . . , an+k〉〉, [a′1, . . . , a′n]) ∈ In ×In/In+1 KMn = KMWn to
(46) Φ(〈〈a1, . . . , an+k〉〉, [a′1, . . . , a′n]) =
{
[a′1, . . . , a
′
n] k = 0
ηk[a1, . . . an+k] k > 0
∈ pi−n,−n(S),
where [a1, . . . , an] = [a1] ∧ · · · ∧ [an], for [a] : S0,0 → Gm the map which sends the non-basepoint to
a, and η ∈ pi1,1(S) the Hopf-map. We determine the filtration of pin,n(S∧H) explicitly, and show that Φ
induces an isomorphism after (2, I)-completion. Note that to identify pin,n(S∧H) with pin,n(S
∧
2,η) we need
to know that pi∗=∗(S)/(2, η) ∼= pi∗=∗(HZ/2) [Man18, Assumption 5.1], which as far as we know relies on
Morel’s computation of pi∗=∗(S).
Theorem 9.1. Over a perfect field of characteristic not 2, the canonical map Φ : KMW−n → pin,n(S) induces an
isomorphism Φˆ : limsKMWn /(2s, Is)
∼=−→ pi−n,−n(S∧2,η).
Proof. In Milnor-Witt degree 0 Lemma 4.1 tells us that the E2-page of the motivic Adams spectral se-
quence for the sphere spectrum converging to ⊕npin,n(S∧2,η) is
(47) EMW=02 = k∗[h1, h0]/(ρh0, h0h1).
Since the differentials are h1-linear there cannot be any entering differentials fromEMW=12 which hits the
subalgebra k∗[h1] ⊂ EMW=02 . Furthermore, for degree reasons there cannot be any differentials on the
ExtsAR∗,∗(H
R
∗,∗, H
R
∗,∗)⊗Z/2[ρ] k∗ part of EMW=12 , cf. [DI17a, Figure 3]. Hence, there can only be differentials
from ρk∗[h0] ⊂ EMW=12 to k∗[h0]/ρh0 ⊂ EMW=02 . But on these k∗-submodules we have an isomorphism
with the E2-page of the motivic Adams spectral sequence forHZ. That is, the bottom horizontal arrow
in the diagram below is an isomorphism
EMW=12 (S) E
MW=1
2 (HZ)
ρk∗[h0] ρk∗[h0],
∼=
=
and similarly for EMW=02 and k∗[h0]/ρh0. Hence, the differentials are the same on ρk∗[h0], and we get
the following description of the EMW=0∞ -page
Es,t,w∞ (S) ∼= k2s−t ⊕ Es,t,w∞ (HZ) ∼= k2s−t ⊕ 2sKMs−t/2s+1KMs−t, s > 0, t− s− w = 0, w = −n,
and E0,−n,−n∞ (S) ∼= kn. The identification of Es,t,w∞ (HZ) was obtained in Section 7.
Consider the filtered group
F 0 = KMWn = I
n ×In/In+1 KMn , F s = In+s ⊕ 2sKMn , s > 0,
with filtration quotients
F s/F s+1 = In+s/In+s+1 ×In/In+1 2sKMn /2s+1KMn = In+s/In+s+1 ⊕ 2sKMn /2s+1KMn , s > 0.
We want to show that Φ induces a map of filtered groups with isomorphic filtration quotients.
Let F sS be the Adams filtration of pi−n,−n(S). By definition Φ(F 0) ⊂ F 1S. Assume inductively
Φ(F s) ⊂ F sS. We want to show Φ(F s+1) ⊂ F s+1S. It suffices to show that Φ(F s+1) maps to zero
in F sS/F s+1S ∼= Es,s−n,−n∞ . That is, the composite f : In+s+1 ⊕ 2s+1KMn → F sS → F sS/F s+1S ∼=
Es,s−n,−n∞ (S) ∼= kn+s ⊕ 2sKMn /2s+1KMn is zero. Since Es,s−n,−n∞ (S) → Es,s−n,−n∞ (HZ) is the identity
map on 2sKMn /2s+1KMn , the projection of f to 2sKMn /2s+1KMn is zero on 2s+1KMn . The projections is
also zero on x ∈ In+s+1, since x is mapped to a multiple of η by (46), and η is zero on HZ. Hence it
suffices to show that the projection of f to kn+s is zero. For a generator 〈〈a1, . . . , an+s+1〉〉 ∈ In+s+1 this
follows from Lemma 9.2. A generator 2s+1x ∈ 2s+1KMn is mapped by Φ to an element of pi−n,−n(S) in
Adams filtration s+ 1, hence f(2s+1x) is zero in kn+s. So Φ is a map of filtered groups.
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Furthermore Φ induces an isomorphism on the filtration quotients. Indeed, In+s/In+s+1 ∼= kn+s by
Lemma 9.2. The composite KMWn → pi−n,−n(S)→ pi−n,−n(HZ) = KMn is the canonical projection, so by
Section 7 the filtration quotients are isomorphic on 2sKMn /2s+1KMn as well.
Finally, if we complete KMWn with respect to its filtration (if the field has finite virtual cohomological
dimension this is 2-completion) Φ induces an isomorphism [Boa99, Theorem 2.6]. That is, we have an
isomorphism
Φˆ : limsK
MW
n /(2
s, Is)
∼=−→ pi−n,−n(S∧2,η),
since (47) converges strongly by Lemma 6.6. 
Lemma 9.2. The composite In+s → F sS → kn+s ∼= In+s/In+s+1, is the canonical map induced by sending a
Pfister form 〈〈a〉〉 to [a].
Proof. For n + s ≤ 0 this is immediate. By (46) a Pfister form 〈〈a1, . . . , an+s〉〉 ∈ In+s is mapped to
ηs[a1, . . . , an+s] ∈ pi−n,−n(S). The element ηs has a lift to Adams-filtration s, which is given by some
map [h1]s : Ss,s → Σ−s,0H¯∧s. Taking the composite with Σ−s,0H¯∧s → Σ−s,0H¯∧s ∧H we get an element
representing hs1 on theE1-page. Smashing with [a1, . . . , an+s] then shows that ηs[a1, . . . , an+s] is mapped
to hs1[a1, . . . an+s] on the E1-page. I.e., we have a diagram
Sn,n Sn,n
Σ−s,0H¯∧s S
Σ−s,0H¯∧s ∧H,
=
[h1]
s[a]
hs1[a]
ηs[a]
where the vertical composite is hs1[a1, . . . , an]. This element is a permanent cycle, so ηs[a1, . . . , an+s]
is mapped to hs1[a1, . . . an+1] on the E∞-page. That is, 〈〈a1, . . . , an+s〉〉 is mapped to [a1, . . . , an+s] ∈
kn+s. 
Remark 9.3. At an odd prime ` the corresponding computation would give limkKMn /`k ∼= pi−n,−n(S∧`,η). This
is as expected, since the completion of W (F ) at the fundamental ideal and ` is zero. For instance for n < 0,
pi−n,−n(S) = W (F ) by Morel’s theorem [Mor04a, Theorem 6.2.1], and pi−n,−n(S∧`,η) = pi−n,−n(S)
∧
`,η =
limkW (F )/(`
k, Ik). However (`k, Ik) = W (F ) for all k, since 2k ∈ Ik. So pi−n,−n(S∧`,η) = 0. We expect
the HZ˜/`-based motivic Adams spectral sequence to fix this, since this spectral sequence is convergent to the
`-completion by the work of Mantovani [Man18]. This spectral sequence should be essentially identical to the
HZ/`-based motivic Adams spectral sequence, but with a small modification in Milnor-Witt degree 0 to take care
of the Witt-groups.
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