In this article, we introduce dynamical correlation, a new method for quantifying synchrony between 2 variables with intensive longitudinal data. Dynamical correlation is a functional data analysis technique developed to measure the similarity of 2 curves. It has advantages over existing methods for studying synchrony, such as multilevel modeling. In particular, it is a nonparametric approach that does not require a prespecified functional form, and it places no assumption on homogeneity of the sample. Dynamical correlation can be easily estimated with irregularly spaced observations and tested to draw populationlevel inferences. We illustrate this flexible statistical technique with a simulation example and empirical data from an experiment examining interpersonal physiological synchrony between romantic partners. We discuss the advantages and limitations of the method, and how it can be extended and applied in psychological research. We also provide a set of R code for other researchers to estimate and test for dynamical correlation.
In recent years, there has been an increase in research on interpersonal synchrony in developmental psychology, social psychology, child psychiatry, and computational neurosciences. Interpersonal synchrony can be broadly defined as individuals' temporal coordination during social interactions (Delaherche et al., 2012) . This complex social phenomenon is evident between mothers and newborn infants hours after birth, and it continues to play a crucial role in human development throughout the life span. Infants acquire language, develop emotional regulation ability, and form attachment relationships through interacting with their social partners (Eckerman, 1996; Feldman, 2003; Guedeney et al., 2011; Kuhl, 2007) . Stronger mother-infant synchrony during face-toface interactions is linked to greater capacity for symbolic expressions, better emotional regulatory ability, and higher IQ scores of the child, as well as greater capacity for empathy in adolescence (Feldman, 2007) . In romantic relationships, synchrony between partners in emotions and physiology is believed to be an important underlying mechanism contributing to the formation of adult attachment (Butler, 2011; Sbarra & Hazan, 2008) . Spouses coregulate each other's positive and negative affect (Butner, Diamond, & Hicks, 2007; Steele & Ferrer, 2011) , intimacy and disclosure (Boker & Laurenceau, 2006) , and physiological responses to stress (Liu, Rovine, Klein, & Almeida, 2013; Papp, Pendry, Simon, & Adam, 2013; Saxbe & Repetti, 2010) in their everyday life. Interpersonal physiological interactions during discussions of highconflict topics are found to be highly predictive of marital satisfaction in couples (Gottman, Swanson, & Swanson, 2002; Levenson & Gottman, 1983) . In other social situations, interpersonal synchrony has been observed between strangers or peers during conversations, cooperative dyadic games, and group activities (Guastello, Pincus, & Gunderson, 2006; KleinspehnAmmerlahn et al., 2011; V. Müller & Lindenberger, 2011; Wiltermuth & Heath, 2009 ). Because of the close linkage between interpersonal synchrony and social learning, scientists and engineers are now using machine learning algorithms to build better human-machine interfaces and developmental robots (Cassell, Bickmore, Campbell, Vilhjálmsson, & Yan, 2000; Meltzoff, Brooks, Shon, & Rao, 2010) .
The rapid growth of research on interpersonal synchrony can, in part, be attributed to recent technological advancements that enable researchers to collect and code intensive repeated measures data from interacting individuals. The popularization of smart-phones and wearable devices has made it more and more convenient for social scientists to track and record people's physiology, behavior, and mental states in the real world. Computer-assisted coding programs and software that offers automatic coding of emotions, movements, and the like free researchers from hundreds of hours of tedious coding, thus substantially increase the efficiency of observational research. At the same time, physiological recording devices, neuroimaging techniques, and data storage platforms have all become richer and more accessible. The wave of intensive longitudinal data (ILD) as a result of these technological developments creates new opportunities and challenges for data analysis.
ILD differ from traditional longitudinal data in several important ways. Traditional longitudinal data usually consist of only a few measurement occasions over months or years. In contrast, ILD may contain tens, hundreds, or thousands of data points, regularly or irregularly spaced, spanning over a relatively short period of time (e.g., minutes, hours, days, or weeks). However, the major difference between traditional data and ILD is not in the dimensionality of the database, but rather the scientific motivations for collecting them and the hypotheses they aim to address (Walls & Schafer, 2006) . In many traditional longitudinal studies, the major research questions involve describing and explaining intraindividual change and interindividual differences in intraindividual change over a specific time span (Baltes & Nesselroade, 1979) . Accordingly, measurements are usually collected at a few fixed and meaningful time points, and hence the change trajectory can be easily represented by a simple parametric function, such as a low-order (e.g., linear, quadratic) polynomial. With ILD, however, research questions often involve examining the temporal relations among variables and the underlying dynamic processes. Measurement occasions may represent a random instead of a fixed sample of time, that is, the timing of measurement may not be particularly meaningful. The trajectory of these data often cannot be represented by simple functions of time.
Because of these characteristics, researchers often face challenges when using parametric models to represent ILD, especially in the study of synchrony, where two variables, rather than one, need to be considered. The purpose of this article is thus to introduce dynamical correlation, a flexible nonparametric index of synchrony. Dynamical correlation was originally developed by Dubin and Müller (2005) in the statistics literature. To our knowledge, the present study is the first application of this method in psychology.
In the following, we first provide an overview of current parametric methods for studying synchrony. We discuss three different approaches that are mostly seen in the literature-the Pearson correlation, time series analysis, and multilevel modeling (MLM). Next, we present a motivating empirical example examining physiological synchrony between romantic partners in an experimental setting. With this data set, we illustrate some of the challenges in using parametric approaches, especially the most dominant MLM framework, to study synchrony with ILD. We then introduce dynamical correlation and apply it to the same data set. A comparison between these two approaches will showcase how dynamical correlation supplements results from a parametric model and provides a more direct means to answer the research question of interest.
Current Methods for Studying Synchrony
In psychology, a number of statistical approaches have been used to quantify synchrony among multivariate intensively measured variables. One common approach is to simply calculate a product-moment correlation coefficient between the variables of interest. For example, the Pearson correlation has been widely used as a measure of synchrony for fMRI data to study functional connectivity of the human brain (Bellec et al., 2006; Fox et al., 2005; Hlinka, Paluš, Vejmelka, Mantini, & Corbetta, 2011) . In psychophysiological research, the Pearson correlation has been used to examine interpersonal synchrony with various types of signals, including skin conductance, pulse, heart rate, and respiration (e.g., Chatel-Goldman, Congedo, Jutten, & Schwartz, 2014; Manini et al., 2013) . Although the Pearson correlation provides a simple way to capture association between variables, it relies on the assumption of independent observations. Longitudinal data are almost always not independent over time; rather, they are likely to have sequential structures (i.e., autocorrelations). In this case, the Pearson correlation can lead to spurious results.
To see this, consider two time series, X1 and X2, where X1 is simulated based on the first-order autoregressive model, x t ϭ 0.8 ϫ x tϪ1 ϩ ε t , X2 is simulated independently based on the second-order autoregressive model, x t ϭ 0.6 ϫ x t-1 -0.1 ϫ x t-2 ϩ t , and ε i and t are independent Gaussian noise processes with means of zero and variances of 1 (see Figure 1 ). Although the two time series are independent, their Pearson correlation is positive and significant, r ϭ .15, p Ͻ .05. This spurious correlation is a result of the autoregressive structures in the two variables. Alternatively, researchers may construct parametric models by specifying a set of functions to represent synchrony. One commonly used statistical framework for parametric modeling is time series analysis. Although they can be conducted at the group level by pooling data across subjects, they are usually conducted for one subject at a time. These models typically account for autocorrelations in ILD. Hence, they are able to provide a more valid representation of the associations between variables than the Pearson correlation. In the study of interpersonal synchrony, time series models in the form of differential equations have been used to examine self-regulatory and coregulatory processes in romantic This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
partners' physiology and affect (Gottman, Murray, Swanson, Tyson, & Swanson, 2005; Gottman et al., 2002; Helm, Sbarra, & Ferrer, 2012) . When conducted in the frequency domain, time series analysis enables researchers to examine synchrony in the form of shared cyclical patterns between social partners (Lester, Hoffman, & Brazelton, 1985; Liu & Molenaar, in press; Sadler, Ethier, Gunn, Duong, & Woody, 2009 ). However, with a few exceptions (Chow, Ferrer, & Nesselroade, 2007; Chow, Haltigan, & Messinger, 2010; Molenaar, Sinclair, Rovine, Ram, & Corneal, 2009; V. Müller & Lindenberger, 2011) , many time series models rely on the assumption of stationarity, which assumes that the processes of interest have time-invariant statistical properties (e.g., means and covariance matrices). If there are trends and/or timevarying relations in the data that are not accounted for, results from these models may be biased and difficult to interpret. Currently in psychology, the most prominent parametric modeling framework for studying synchrony is MLM. Also known as hierarchical linear models, linear mixed models, and randomeffects models, multilevel models are developed to handle data with a nested structure. In longitudinal data, repeated measurements are nested within subjects. Hence, a general multilevel model for longitudinal data has two levels:
Level 1 is the within-subject level, where y i represents a vector of response values for subject i, TV i is a design matrix for timevarying covariates, and ␥ i is a vector of subject-specific coefficients. At Level 2, these subject-specific coefficients are decomposed into fixed effects ␤, with a design matrix X i , and random effects i , with a design matrix Z i . Coefficients in ␤ are identical for all subjects and represent the average effects at the sample level, whereas i can vary across subjects, enabling researchers to model individual differences. The Level 1 residuals ε i and the random effects are typically assumed to be normally distributed (Bryk & Raudenbush, 1992; Littell, Milliken, Stroup, Wolfinger, & Schabenberger, 2006; Robinson, 1991) .
The MLM framework allows researchers to model trends in longitudinal data by including a set of terms involving time (e.g., time, Time ϫ Time) at Level 1. The resulting model is commonly known as the multilevel growth curve model (Curran, Obeidat, & Losardo, 2010; Hox & Boom, 2012) . With multivariate data, synchrony can be measured as a covariance between the random growth curve parameters. Specifically, at Level 1, each response variable is modeled with a parametric function of time. The associated ␥ i values then represent subject-specific parameters of the function, which capture characteristics of the individual change pattern. The covariances between these random coefficients thus represent synchrony in the change patterns. For example, if both response variables are modeled by a linear function with random intercepts and slopes, the covariance between the random slopes would capture the association between rates of change in the two variables (Laurenceau & Bolger, 2005; Raudenbush, Brennan, & Barnett, 1995; Teachman, 2014; Williams, Conger, & Blozis, 2007) . However, if more complicated functions of time are needed to describe the trends, assessment of synchrony may not be straightforward. For example, if both variables are characterized by quadratic functions with random intercepts, linear slopes, and quadratic slopes, there will be more than one covariance elements capturing different aspects of synchrony (e.g., synchrony in the linear trends, synchrony in the quadratic trends).
Alternatively, researchers have adopted a variation of the growth curve model by specifying one variable as a time-varying predictor of the other variable, after accounting for the trends in the data (Reed, Randall, Post, & Butler, 2013; Saxbe & Repetti, 2010) . In this model, synchrony is represented by a regression coefficient, rather than a set of covariance parameters. This model setup enables researchers to test for possible covariates of synchrony, thus providing greater flexibility in hypothesis testing. However, because regression relations are nonreciprocal, it is difficult to include both variables as the outcome variables in the model. In previous studies, researchers have tried to solve this problem by first testing whether there is a significant difference in synchrony if one versus the other variable is specified as the outcome. If no significant difference is detected, synchrony is then tested by stacking the data together, with each variable treated as the outcome variable in half of the data set (e.g., Reed et al., 2013) .
Regardless of the model specification, the MLM framework comes with some general restrictions. As a parametric approach, the fit of these models depends heavily on how well the data can be represented by the parametric functions specified. In ILD, the response variables often follow a highly nonlinear change pattern that cannot be sufficiently described by a simple function. The misfit in the functional form could undermine the validity of a synchrony measure. In addition, although heterogeneity among subjects can be accommodated by estimating random effects, they are constrained in the sense that all subjects have to follow the same fixed-effects model, and the random effects and residuals have to satisfy a set of assumptions similar to those in linear regression (e.g., normality, linearity, homogeneity of variance). Violations of assumptions can lead to biases in parameter estimates Maas & Hox, 2004; Raudenbush & Bryk, 2002) . A small sample size can also be problematic in MLM because it can result in parameter biases and/or convergence problems, especially when the model is complex Maas & Hox, 2005) .
In the following, we present an empirical example in which MLM is used to study physiological synchrony between romantic partners. Challenges in the modeling process are highlighted to provide motivation for using dynamical correlation, which is introduced later.
A Motivating Example Background
The current study was aimed at investigating physiological synchrony in romantic partners during nonverbal interactions. Synchronizations between peoples' physiology have been observed across a range of contexts and relationships (e.g., Henning, Boucsein, & Gil, 2001; Manini et al., 2013; Reed et al., 2013) . Periods of physiological synchrony have been found to correlate with psychosocial constructs including empathy (Marci, Ham, Moran, & Orr, 2007) , attachment (Diamond, 2001) , and marital dissatisfaction (Levenson & Gottman, 1983) .
Despite its potential importance, little work has addressed the mechanisms driving physiological synchrony, so it is unclear what This document is copyrighted by the American Psychological Association or one of its allied publishers.
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components influence these interactions. Converging evidence indicates that these are multisystemic processes, as synchrony has been observed in studies that eliminated visual (e.g., Creaven, Skowron, Hughes, Howard, & Loken, 2014) , auditory (e.g., Manini et al., 2013) , or physical (e.g., Marci et al., 2007) contact between partners. Such findings suggest that physiological synchrony is not dependent on a single mode of communication; rather, it may develop through a number of different mechanisms. For example, due to within-person synchronizations between heart rate and respiration (i.e., respiratory sinus arrhythmia), if partners subconsciously hear and mirror their partner's breathing, heart rates would likely synchronize as well. Similarly, research has shown that the presence of stress-related sweat induces a stress response in others (Mujica-Parodi et al., 2009) , suggesting a potential olfactory mode for synchrony to develop. Despite the number of potential modalities, comparisons between conditions that alter routes of communication are rare. Two studies suggest that between romantic partners, visual contact enhances a type of synchrony in heart rate (Helm et al., 2012) , and physical contact enhances synchrony in skin conductance (Creaven et al., 2014) . However, no studies have explored the influence of visual contact on synchrony in romantic partners' skin conductance. Skin conductance is a measure of eccrine sweat gland activity and is controlled primarily by the sympathetic nervous system (SNS; Dawson, Schell, & Filion, 2007) . When eccrine sweat glands open, the ability of the skin to conduct electricity increases, leading to higher skin conductance. In general, skin conductance is considered an indicator of psychophysiological arousal, and is associated with a large variety of psychological processes, including orienting, attention, and emotional arousal (Boucsein, 1992) . However, this SNS responsiveness is considered an individualized characteristic, and is often attributed to personality traits (Dawson et al., 2007) . Hence, if partners' physiological responsivity is synchronized, it suggests that SNS activity is socially dependent. The current study was therefore aimed at testing whether synchrony would develop in the skin conductance of romantic partners in the absence and presence of visual contact.
In addition, physiological synchrony could be due to matched environmental and metabolic demands generating equivalent physiological activity. It is therefore important to test whether physiological synchrony exists beyond shared environment. We address this by comparing the strengths of synchrony between partners undergoing the same environmental demands, with and without visual cues. If physiological synchrony is a factor beyond shared conditions, it should be significantly greater when visual cues are included.
Method
Sixteen heterosexual couples completed the current study. The men in the study were 18 to 22 years (M ϭ 19.53), and the women were also 18 to 22 years (M ϭ 18.87). On average, the couples had known each other for 3.89 years (SD ϭ 3.62). During the experiment, each couple was brought into a quiet room. The whole trial lasted for 32 min. In the first 2 min, partners were seated backto-back silently in separate chairs. This was considered an acclimation phase and the data in this phase were excluded from the analysis. In the next 15 min, the participants continued to sit back-to-back silently. We call this the back-to-back (BB) phase. At the end of the 15-min BB phase, a tone sounded alerting the participants to turn their chairs to face each other. They then continued to sit face-to-face in silence for 15 min. We call this last 15 min of the trial the face-to-face (FF) phase. During the whole trial, measures of skin conductance were taken from both partners simultaneously using a J ϩ J Engineering I-330-C2ϩ, 12-channel biofeedback unit at a sampling rate of 10 Hz.
The following hypotheses were tested:
1. Romantic partners synchronize their skin conductance in the BB phase.
2. Romantic partners synchronize their skin conductance in the FF phase.
3. The strength of synchrony is different between the BB and FF phases. Figure 2 shows the raw data from all 16 couples. A large peak is evident in most individuals' skin conductance when they entered the FF phase, which likely resulted from the movement of turning their chairs. Hence, we removed data in the first 10 s of the FF phase to eliminate the effect of body movement.
Using MLM to Study Synchrony
The first step in building a multilevel model is to determine the functional form to represent trends in the data. Because there was no theory to guide us in selecting the functional form to describe changes in skin conductance, we followed the procedure outlined in Lo, Liu, Rovine, and Kosloski (2011) and tested a number of polynomial functions with increasing order, up to the quartic trend. Within each experimental phase, analyses were first conducted for men and women separately in order to find the best-fitting model, respectively, for the two genders. Data were then combined to test a dyadic model, in which synchrony was represented either by covariances between random effects or by a regression coefficient, with one variable being a time-varying predictor of the other variable. Because our data set contains a large number of time points, we subsampled the data every 10 data points to increase the speed of estimation and chance of model convergence. This subsampling step did not affect the shape of the change trajectories. In addition, time was centered within each phase to alleviate the multicollinearity problem typical in fitting polynomial curves. All analyses were conducted using the MIXED procedure in SAS (Littell et al., 2006) .
We used the Akaike information criterion to select the bestfitting model. Overall, many models with complex random effects did not converge, especially in the FF phase. Among those that successfully converged, the best-fitting model for both men and women in the BB phase was a quartic model with random intercept, linear slope, and quadratic slope. In the FF phase, the bestfitting model for men was a linear model with random intercept only, whereas the best-fitting model for women was a cubic model with random intercept only. However, these polynomial models did not fully capture the rich information in the data. For example, Figure 3 shows the raw data along with the corresponding predicted curves for men in the BB phase. As we can see, the degree to which the predicted curve matches the raw data varies dramatically across subjects. For those who showed a slowly changing This document is copyrighted by the American Psychological Association or one of its allied publishers.
pattern in skin conductance (e.g., ID ϭ 5), the model provides a good representation. In contrast, for those whose skin conductance values were characterized by frequent changes (e.g., ID ϭ 4; ID ϭ 14), important information was lost.
To test for synchrony, we examined the covariances between the random effects from the polynomial growth curve models by simultaneously modeling data from men and women. We also fitted a series of models in which one partner's skin conductance was used to predict the other partner's skin conductance after polynomial trends are removed. However, none of these dyadic models successfully converged.
Summary
These analyses highlight the challenges in using typical MLM approaches to study synchrony with ILD. As a parametric method, MLM provides a powerful tool for hypothesis testing, yet it is also constrained by assumptions that may not hold in empirical data. The small sample size typical in studies with ILD may further lead to severe model convergence problems. In addition, even if the models successfully converge, the functional forms typically used in psychology to represent longitudinal data do not always capture the rich dynamics in ILD. With these issues in mind, we introduce dynamical correlation, a nonparametric, more flexible way to study synchrony.
Dynamical Correlation
Dynamical correlation was developed by Dubin and Müller (2005) in the framework of functional data analysis (FDA). FDA (H.-G. Müller, 2008 Müller, , 2011 Ramsay & Silverman, 2005 ) is a new statistical paradigm to analyze data that are in the form of a curve or function. In longitudinal data, each data point can be conceptualized as an observation taken from an underlying smooth function of time, possibly contaminated by noise or measurement errors. In this regard, longitudinal data, whether intensive or not, can be viewed as functional data. However, the application of FDA approaches is much more straightforward for ILD than for traditional longitudinal data, which often require substantial modifications. This is because in order to accurately represent the underlying curve, the sampling interval needs to be frequent enough to capture temporal changes in the process of interest.
Statistical techniques in the FDA framework, such as functional principal components analysis (Yao, Müller, & Wang, 2005a) and functional regression (Yao, Müller, & Wang, 2005b) , often resemble their counterparts in traditional statistical analysis. However, because the unit of analysis is the underlying curve instead of the measurements at specific time points, FDA techniques offer many advantages. For example, if a process is sampled more frequently than it changes, then some data can be removed without significantly influencing the associated curve. This makes typical issues such as missing data or unequal sampling insignificant in the FDA This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
framework. In addition, FDA techniques generally offer more convenience when examining highly nonlinear and heterogeneous processes and when estimating time-varying effects. They also tend to provide better forecasting power in very dynamic environments than traditional methods, and are powerful in visualizing and capturing complex data patterns with a few simple measures (Dass & Shropshire, 2012) . In psychology, applications of FDA are emerging. Examples can be found in studies of emotional experience (Verduyn, Van Mechelen, Tuerlinckx, Meers, & Van Coillie, 2009 ), music perception (Levitin, Nuzzo, Vines, & Ramsay, 2007; Vines, Nuzzo, & Levitin, 2005) , phonetics (Parrell, Lee, & Byrd, 2013) , neuroimaging (Jiang, Aston, & Wang, 2009; Tahmasebi, Abolmaesumi, Zheng, Munhall, & Johnsrude, 2009) , and behavioral health (Shiyko, Lanza, Tan, Li, & Shiffman, 2012; Trail et al., 2014) . Dynamical correlation is a technique for quantifying similarity of a pair of curves. To some degree, it can be thought of as a proxy of the Pearson correlation for functional data, in the sense that dynamical correlation measures the correlation between two random curves, whereas the Pearson correlation measures the correlation between two random variables. Both the dynamical and Pearson correlations are special cases of cosine similarity, that is, for two vectors, X and Y, in the euclidean space, their similarity can be measured by the cosine of the angle between them. 
, where E(X) and E(Y) are the expected values, and SD(X)
and SD(Y) are the standard deviations, of X and Y, respectively. Their Pearson correlation is defined as E(X ‫ء‬ Y ‫ء‬ ). To estimate the Pearson correlation given a random sample (X i , Y i ), i ϭ 1, . . . , n, variables first need to be population-centered by subtracting the sample means from each observation. This population-centering step is essential for constructing a correlation measure that is not influenced by the position of the data. Without population centering, two independent Gaussian variables with positive values would yield a positive Pearson correlation instead of a zero correlation. After population centering, the Pearson correlation is estimated by computing the mean of X ‫ء‬ Y ‫ء‬ , the product of the two standardized variables, from the sample. This step is equivalent to taking the cosine of an angle in the euclidean space. Because the Pearson correlation is the cosine of an angle, it is bounded within the range of Ϫ1 and 1.
Similarly, given two random curves, X(t) and Y(t), dynamical correlation can be viewed as the cosine similarity between them after population centering. However, because the curve is a function that changes over time, dynamical correlation involves an additional centering step. This process is illustrated in Figure 4 . First, each curve is shifted vertically so that it has a mean of zero ( Figure 4A ). This vertical shift aims at aligning two parallel curves 1 The cosine of the angle between X and Y is similarity͑X, Y͒ ϭ cos This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
with the same shape to completely overlap with each other, so they have a dynamical correlation of 1. Second, the shifted curve is population-centered by subtracting its population-mean curve ( Figure 4B -C). This step is essentially equivalent to the population-centering step in the construction of the Pearson correlation. However, unlike in the Pearson correlation, the population-mean here is a curve with time-varying values instead of a constant. Finally, the standardized inner products of the centered and shifted curves are calculated and termed dynamical correlation. Technical details of the definition of dynamical correlation can be found in Appendix A. Because it is also a special case of cosine similarity, dynamical correlation always takes a value between Ϫ1 and 1. Similar to the Pearson correlation, its magnitude can be used to quantify effect sizes, such that a dynamical correlation around .10 can be considered small, .30 can be considered medium, and .50 can be considered large, according to Cohen (1992) . It should be noted that dynamical correlation was named by Dubin and Müller (2005) to reflect the centering on a "dynamical" (i.e., time-varying) instead of a "static" population mean (as in a Pearson correlation). However, the correlation coefficient itself is not time-varying. In other words, dynamical correlation measures the similarity between two sets of curves, which are realizations of two stochastic processes over time. Because time is embedded in the curve itself, dynamical correlation contains information of time, but it is a scalar summary of the correlation within the time span under consideration.
A Simulation Example
To illustrate the information captured by dynamical correlation, we simulated two sets of data, each containing two curves from 100 subjects. Data were generated by the equations
where t j are equally spaced time points on the interval [0, 1], j ϭ 1, . . . , 100, and ε it and it are independent normally distributed measurement errors with means of zero and variances of 0.01. Values of ␣s and ␤s are also normally distributed. In the first data set, we set ␤ ik ϭ 2␣ ik . This results in two sets of curves that have similar shapes but different magnitudes after population centering. Hence, we expect a dynamical correlation of 1 between them. Figure 5 shows three of the 100 simulated pairs of curves before and after population centering. Because of the associations between the parameters, these curves appear to move in synchrony. In fact, after population centering, there is a liner relation between them, such that
if we ignore the small measurement errors. Correspondingly, the estimated dynamical correlation based on this data set was 0.999. 2 We then generated a second data set, in which values of ␣s and ␤s were independently and randomly drawn from a multivariate normal distribution with means of zero and a diagonal covariance matrix. Hence, the shapes of these curves are independent after population centering, as shown in Figure 6 . Correspondingly, the estimated dynamical correlation was 0.038.
These simulations illustrate that dynamical correlation is a measure of similarity above and beyond what could be expected from the average trends in the data. This is different from the Pearson correlation, which is estimated by centering data on a static population mean, and hence does not take into account the overall trends in the data. Mathematically, the dynamical and Pearson correlations will lead to different results when the population-mean curves are not constant. To demonstrate this, we simulated 100 data sets containing two sets of independent curves according to Equation 2. Results show that the Pearson This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
correlation had a downward bias, whereas the dynamical correlation was unbiased. What does this mean conceptually? In our view, constructing a similarity index after removing the population-mean curve is more consistent with how psychologists typically think of synchrony. That is, synchrony is an interpersonal process beyond what can be expected from shared experience. For example, two groups of people who are not interacting may show similar positive increases in their physiology due to experience of a common stimulus (e.g., a loud noise). If the average trends are not taken into account, as in the Pearson correlation, we would obtain a positive correlation between the two groups. This correlation is spurious because it is not relevant to interpersonal interaction. Hence, to truly capture the interpersonal processes, the trends need to be removed by population centering.
It should also be noted that in the simulation, X(t) and Y(t) can be considered data generated from MLMs, with the fixed effects models being different quadratic functions of time, and the intercept, linear slope, and quadratic slope being random effects that can vary across subjects. Because dynamical correlation measures the similarity in the two curves after population centering, it is conceptually similar to using the covariance of random effects as an index of synchrony in multilevel growth curve modeling. However, there are important distinctions between the two methods. Whereas the growth curve approach may yield multiple covariance parameters representing different aspects of synchrony, there is only one dynamical correlation estimate, which can be interpreted more easily. Moreover, dynamical correlation does not require specification of a functional form for the data. Accordingly, it is suitable for modeling processes that cannot be described by simple functions and/or show different trajectories across subjects. In this sense, dynamical correlation offers more flexibility than growth curve modeling in studying nonlinear and/or heterogeneous processes.
Estimating Dynamical Correlation With ILD
In this section, we present the procedure for estimating dynamical correlation. To ensure accuracy in the estimate, the underlying curves of interest need to be well represented by the observed data. Given a high enough sampling rate, if measurements are taken at equal intervals, the integrals involved in constructing the underlying curves (see Appendix A) can be simply replaced by the sums of measurements at discrete time points, and hence the dynamical correlation can be conveniently estimated. 
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Specifically, with two random curves X(t) and Y(t), given measurements at equally spaced discrete time points t 1 , . . . , t J , the first step is to construct the vertically shifted curves for subject i:
and likewise for Y i ͑t j ͒. The resulting X i ͑t j ͒ and Y i ͑t j ͒ both have means of zero. With a sample of n subjects, the population-mean curve for X ͑t͒ can Be estimated as
and likewise for M͓Y i ͑t j ͔͒. Next, the shifted curves are centered and standardized at the sample level to have lengths of 1,
and likewise for Ỹ i * ͑t j ͒.
The dynamical correlation for subject i can then be computed as
Hence, with n subjects, we obtain n subject-level correlation values. These values can then be averaged to produce a populationlevel estimate:
With irregularly spaced measurements or missing data, dynamical correlation can also be estimated, as long as measurements are dense enough within subjects. In these cases, the numerical integration method is needed to replace quantities that aim at approximate an integral. For instance, the term
, which aims at approximating the person-specific mean, can be replaced based on the trapezoidal rule of integration by
This process can be understood intuitively as linear interpolating the intermediate data points between irregularly spaced intervals to obtain the person-specific mean. Alternative interpolation methods using polynomial or other This document is copyrighted by the American Psychological Association or one of its allied publishers.
basis functions are also feasible and may be preferred as they produce smoother curves. For instance, the MATLAB function spline, and R functions spline and splinefun, allow users to interpolate data using cubic splines. In this article, we demonstrate the use of the trapezoidal rule with our empirical data example. Interested readers are referred to de Boor (1978) and MathWorks (2015) for more information on alternative integral approximation methods.
Significance Testing of Dynamical Correlation
Once the subject-level dynamical correlations are estimated, a test can be carried out to determine the significance of the population-level dynamical correlation, or to compare two sets of dynamical correlations. Because the estimated population-mean curve is subtracted from the individual estimates, the subject-level dynamical correlations are not strictly independent.
3 Hence, the test statistic under H 0 does not strictly follow a t distribution. Nevertheless, we can use the bootstrap method to find an approximate distribution of the test statistic under H 0 (Efron, 1981; Efron & Tibshirani, 1993; Mooney & Duval, 1993) .
For example, consider two sets of longitudinal data {(X iA (t), Y iA (t))} and {(X iB (t), Y iB (t))}, i ϭ 1, . . . , n, obtained from a within-subjects experiment under two conditions, A and B. To test whether the two sets of dynamical correlations ͕͑ A i , B i ͖͒ between X and Y are different, the null hypothesis is H 0 : A ϭ B , where A and B are the true dynamical correlations under Conditions A and B, respectively. We can compute
and the average difference
The test statistic is t ϭ D SE͑D ͒ , where SE͑D ͒ is the standard error of D . To use the bootstrap method, resample the pairs of {(X iA (t), Y iA (t))}, or, likewise, {(X iB (t), Y iB (t))}, with replacement n times to get a bootstrap sample of size n, and repeat this M times to get M bootstrap samples. We can then calculate
where D m * is the average difference between A and B estimated from the mth bootstrap sample. Following the guidelines of Hall and Wilson (1991) , the empirical p value for the two-sided test is
where #͕m :Խt m * Խ Ͼ ԽtԽ͖ represents the count of m, such that |t m * | Ͼ |t|.
Regarding the choice of M, the number of bootstrap replications, a larger M generally provides better accuracy for the bootstrap procedure. We recommend at least 1,000 replications. In the empirical data illustration we used M ϭ 5,000.
Significance testing 
Dynamical Correlation: Empirical Data Illustration
We conducted two sets of analyses using dynamical correlation to examine synchrony in our skin conductance data set. The first set of analyses utilized complete data. Specifically, we estimated the dynamical correlation for each couple for the BB and FF phases, and tested the three hypotheses using the bootstrap method with M ϭ 5,000.
4 The subject-level dynamical correlations are shown in Table 1 in the columns named "Complete Data." The average dynamical correlation for the sample was 0.12 in the BB phase, and not significantly different from zero, t ϭ 1.62, p ϭ .18. The average dynamical correlation in the FF phase was 0.32, a medium-size correlation that was significantly different from zero, t ϭ 6.61, p Ͻ .001. The difference in dynamical correlation between the BB and FF phases was also significant, t ϭ 3.32, p Ͻ .01.
To illustrate the estimation of dynamical correlation with irregularly spaced measurements, we conducted a second set of analyses after randomly removing a proportion of measurements from each couple's data. The proportion of removal was randomly chosen for each couple to be either 10%, 20%, or 30%. The integrals involved in estimating dynamical correlation were approximated with the trapezoidal rule. The estimated dynamical correlations with data removed are shown in Table 2 in the columns named "With Data Removal." The subject-level dynamical correlations were almost identical to those estimated with This document is copyrighted by the American Psychological Association or one of its allied publishers. This article is intended solely for the personal use of the individual user and is not to be disseminated broadly.
complete data. As a result, the sample-level dynamical correlations were nearly identical to those estimated with complete data as well.
Comparison With the Pearson Correlation
For comparison purposes, we also estimated the Pearson with our skin conductance data. In the BB phase, we obtained an average Pearson correlation of 0.12, which was not significant, t ϭ 1.51, p ϭ .16. In the FF phase, the average Pearson correlation was 0.30, which was significantly different from zero, t ϭ 4.41, p Ͻ .01. These results are in line with dynamical correlation. However, when testing the third hypothesis, the difference between the BB and FF phases was not significant with the Pearson correlation, t ϭ 1.71, p ϭ .11. This is contradictory to the results from dynamical correlation.
Discussion
In this article, we present an empirical example in which dynamical correlation was used to examine physiological synchrony in the skin conductance of romantic partners when they were seated silently in the same room. Synchrony in skin conductance was only evident when romantic partners were able to see each other, suggesting the importance of visual cues in physiological synchrony. On the other hand, our results suggest that nonverbal conditions were sufficient for physiological synchrony to develop between romantic partners. These findings indicate that visual proximity is sufficient for partners' sympathetic systems to synchronize, suggesting that an individual's state is largely dependent on the state of a nearby partner. This is consistent with previous research showing between-partner coregulation in respiration and heart rate under similar conditions (Helm et al., 2012) . In addition, the significant difference in strength of synchrony between the two conditions suggests that synchrony is likely due to interpersonal processes rather than experiences of shared environmental demands. This is further supported by the use of dynamical correlation, which is estimated after population centering and hence excludes the influences of the average trends.
By analyzing the same data with MLMs and the Pearson correlation, we highlight the ways in which dynamical correlation complements current statistical approaches for quantifying synchrony with multivariate ILD. Compared with the Pearson correlation, dynamical correlation provides a more valid way to capture similarity between repeatedly measured variables, although the two approaches may yield similar results in practice. Compared with MLM, dynamical correlation also offers a number of advantages. First, it does not require a specific functional form for describing the underlying process generating the data. Hence, it is a simple but effective method for researchers to explore data with no theoretical model available, which is often the case in psychological studies involving ILD. Second, unlike MLM, which assumes a universal pattern across subjects and normal distributions of random effects, dynamical correlation does not assume homogeneity in the curve, as long as the individual curves are independent observations from a bivariate population. This feature makes dynamical correlation a much more flexible method than MLM when dealing with highly heterogeneous patterns. In addition, because the unit of analysis is the curve, not the observed measurements, dynamical correlation can be accurately estimated as long as the underlying curves of interest can be approximated by existing data. Hence, with dense enough observations within subjects, irregular spacing between observations and unbalanced measurement occasions across subjects can be easily accommodated. This is a large advantage over many time series models, such as those in the classical autoregressive moving average model family, which are based on equally spaced observations.
In this article, we used skin conductance data from romantic partners to illustrate the utility of dynamical correlation in the study of physiological synchrony. The method can be directly applied to studying interpersonal synchrony in other settings, such as interactions between family members (e.g., mother-child, siblings, and spouses), peers, therapists and patients, teachers and students, and so on. Variables of interest may include attention, affect, engagement, and physiology in microgenetic studies, and emotion, stress, behavior, and various health-related measures (e.g., physical symptoms, blood pressure, glucose level) in daily diary or ecological momentary assessment research, to name just a few. In addition to looking at interpersonal physiological synchrony, our method can be easily adapted to study other topics in psychology in which meaningful research questions involve evaluating joint movements of intensively observed variables. For example, examining how different physiological measures (e.g., skin conductance, heart rate) synchronize will help us understand how different parts of the autonomic nervous system coordinate in individuals with and without psychopathology (Kettunen, Ravaja, Näätänen, Keskivaara, & Keltikangas-Järvinen, 1998; Rachow et al., 2011) . Synchrony among EEG or fMRI signals obtained from different regions of the brain is also a widely studied phenomenon in brain connectivity research (e.g., Dauwels, Vialatte, Musha, & Cichocki, 2010) . It should be noted that although dynamical correlation is defined for pairs of curves, its use is not limited to bivariate data. When more than two variables are involved, one can construct a dynamical correlation matrix that serves as a starting point of further statistical analysis, such as principal component analysis (Dubin & Müller, 2005) .
Dynamical correlation can also be extended to capture more complicated dynamic processes, including those involving derivatives and lagged relations (Dubin & Müller, 2005) . To incorporate derivatives, one could simply replace X(t) and Y(t) with their derivatives, X=(t) and Y=(t), in the estimation. Similarly, to incorporate lagged relation, one could replace X(t) with X(t Ϫ k), or Y(t) with Y(t Ϫ k), where k is the proper lag. This latter extension is closely related to evaluating Granger causality, a causal relation among time series variables that plays an important role in the analysis of brain imaging data (Ding, Chen, & Bressler, 2006; Goebel, Roebroeck, Kim, & Formisano, 2003) .
In the following, we discuss the limitations of dynamical correlation. Although subject-level dynamical correlations are computed in the process of constructing the sample-level dynamical correlation, they are based on the centered and normalized curves, which utilize information from other subjects. Hence, they are not strictly independent, although they are nearly independent with a large sample. Consequently, interpretation of the subject-level dynamical correlations is difficult, and it may not be ideal to use them as predictors or outcome variables in further analysis. If researchers are interested in explaining individual differences in synchrony or understanding its consequences, existing methods in This document is copyrighted by the American Psychological Association or one of its allied publishers.
the MLM or time series analysis frameworks may be more appropriate. Another shortcoming of dynamical correlation is that it is a static measure of similarity within the time span of interest. It does not capture time-varying relations, although this can be achieved by other methods in the FDA family, such as functional regression (Dass & Shropshire, 2012; Tan, Shiyko, Li, Li, & Dierker, 2012) . Several time series analytic techniques, such as windowed crosscorrelation (Boker, Xu, Rotondo, & King, 2002) and state-space modeling (Chow, Zu, Shifren, & Zhang, 2011; Molenaar et al., 2009; Yang & Chow, 2010) , may also provide a more direct way to address time-varying relations.
In addition, dynamical correlation requires that measurements are obtained on an interval or ratio scale, and they are dense enough within subjects that the integrals involved in its estimation can be well approximated. In practice, this means the sampling rate should be large enough to capture important features of the underlying processes of interest. For example, processes believed to change over a longer time period, such as weight loss, may be sufficiently captured using daily sampling. However, if one is studying a fast-paced process, such as fluctuations in heart rate, then millisecond sampling rates may be most appropriate.
Finally, like the Pearson correlation, dynamical correlation is a descriptive statistic that provides a simple measure of similarity. To understand the underlying mechanism in dynamic processes, parametric models in the MLM and time series analysis frameworks are more powerful tools. In practice, researchers may consider first using dynamical correlation as an exploratory approach, and proceed to more complicated parametric modeling.
Despite these limitations, dynamical correlation complements existing statistical approaches for quantifying synchrony with multivariate ILD. As a nonparametric method, it offers a large degree of flexibility, which is much needed in the study of dynamic and heterogeneous processes.
(Appendices continue)
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