Abstract. We give an explicit characterization for group extensions that correspond to elements of the symmetric cohomology HS 2 (G, A). We also give conditions for the map HS n (G, A) → H n (G, A) to be injective.
Introduction
Motivated by a topological construction, in [4] we constructed an action of the symmetric group Σ n+1 on C n (G, A) (G is a group and A is a G-module). We proved that this action gives a subcomplex CS n (G, A) = C n (G, A) Σn+1 of the usual cohomology complex, in particular we have a new cohomology theory HS n (G, A), called symmetric cohomology, and a map HS n (G, A) → H n (G, A). We also showed that to a topological space M with no elements of order 2 or 3 in π 1 (M ), one can associate an element α ∈ HS 3 (π 1 (M ), π 2 (M )). The image of α in H 3 (π 1 (M ), π 2 (M )) is the classical k-invariant introduced by Eilenberg and MacLane in [2] (also called Postnikov invariant).
In the case n = 2 the map HS 2 (G, A) → H 2 (G, A) is always injective. A well known result in group theory states that the elements of H 2 (G, A) are in bijection with the extensions of G by A. So, it is a natural question to ask what are the extensions that correspond to elements of the symmetric cohomology. In this paper we prove that the elements of HS 2 (G, A) are in bijection with those extensions that admit a section s with the property that s(g −1 ) = s(g) −1 . As a corollary we get that HS 2 (G, A) ∼ = H 2 (G, A) if G has no elements of order 2. There are similarities between the symmetric cohomology defined here and the homology theory defined for crossed simplicial groups in [3] . However the results in [3] do not apply to our setting. In particular it is not clear what is the relation between symmetric cohomology and the ordinary one. We approach here this problem and give conditions on the group A for the map HS n (G, A) → H n (G, A) to be injective.
Preliminaries
We recall from [1] some results and notations about cohomology and group extensions.
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Let's notice that ∂ n (σ) =
It is well known that in this way we obtain a chain complex and its homology groups are denoted by H n (G, A).
, and σ is a 2-coboundary if there exist a map ψ :
In [4] it was constructed an action of Σ n+1 on C n (G, A) (for every n) and it was proved that it is compatible with the differential.
It is enough to say what is the action of the transpositions
The above formulas define an action of Σ n+1 on C n (G, A) which is compatible with the differential ∂.
Definition 1.2. The subcomplex of the invariants is called the symmetric cochain and is denoted CS
Its homology is called the symmetric cohomology of G with coefficients in A and is denoted HS n (G, A).
The following computation was done by S. Van Ault [5] using GAP.
Example 1.5. We denote by Z n the cyclic group of order n. With the trivial Z 2 (respectively Z 4 ) action on Z we have:
By an extension of G by A we mean a short exact sequence:
Two extensions are equivalent if there exists a morphism f : X → X ′ such that f i = i ′ and π ′ f = π. To a section t : G → X of the extension (1.1) one can associate a 2-cocycle:
There is a one to one correspondence between the elements of H 2 (G, A) and the set of equivalence classes of extensions of G by A .
Symmetric Extensions
First we prove a result which was stated in [4] .
Also σ is symmetric:
Which means that:
and so σ ∈ BS 2 (G, A).
Let σ be a 2-cocyle. On X = A × G we have the following multiplication:
Define a section s : G → X by s(g) = (0, g). Suppose that σ is a symmetric cocycle, then we have:
Let's notice that:
And so we get:
Suppose that we have a section t : G → X of (1.1) such that
To this section we associate a 2-cocylce
We want to prove that σ a symmetric cocycle. Indeed we have:
Take now two sections t and u of π which satisfy (2.2). To these sections we associate 2-cocycles σ 1 and σ 2 as in (2.3). These 2-cocycles are symmetric and cohomologicaly equivalent. From Lemma 2.1 we see that σ 1 and σ 2 give the same class in HS 2 (G, A). To conclude from the above discussion we have:
There is a one to one correspondence between the elements of HS 2 (G, A) and the set of extensions that admit a section t which satisfy (2.2).
Proof. It follows from above discussion.
Corollary 2.3. If G is a group with no elements of order 2 then HS
Proof. If G is a group with no element of order 2 then any extension has a section which satisfy (2.2). The corollary follows now from Theorem 1.6 and Theorem 2.2.
Example 2.4. There are two extensions of Z 2 by Z:
The first one admits a section which satisfies (2.2) the second one does not. This corresponds to the fact that H 2 (Z 2 , Z) = Z 2 and HS 2 (Z 2 , Z n ) = 0.
Example 2.5. There are four nonequivalent extensions of Z 4 by Z.
with j(x) = (2x, x), δ(a, b) = a + 2b. For this extension we can take a section s defined by s( 0) = (0, 0), s( 1) = (−1, 1), s( 2) = (0, 1) and s( 3) = (1, 1).
where k(x) = −4x and ǫ(a) = a.
where l(x) = 4x and γ(a) = a. As one can see the first two extensions admit a section which satisfy (2.2) the last two do not. This corresponds to the fact that
Example 2.6. Let B n be the braid group and P n the pure braid group. Consider the extension
One can show that there is no element of order two in B n /[P n , P n ] whose image in Σ n is the transposition τ 1 = (1, 2). In particular this means that the above extension is not symmetric.
Injectivity
We denote by τ (n+1) i the transposition (i, i + 1) ∈ Σ n+1 . We have the following relations between the action of Σ n+1 , Σ n+2 and the maps d j :
We denote by Σ n+1 (k : n + k) the group of permutations for the symbols k, k + 1, ..., n + k. As a convention we write Σ n+1 for Σ n+1 (1 : n + 1) Define
By counting the elements in the left and right sum one can notice that
Also using 3.3 one gets:
which give:
Using the above equality and (3.2) we get:
Also one can notice that:
or more generally:
If we add everything together we get:
(n + 2)∂ n S n+1 = S n+2 ∂ n (3.6) Proposition 3.1. Suppose that A is a group such that n + 1 is not a zero divisor and the equation n!x = a has exactly one solution. Then the natural map i : A) is one to one.
Proof. Take α ∈ ZS n (G, A) such that α = ∂ n−1 (β) for some β ∈ C n−1 (G, A). Since α is symmetric S n+1 (α) = (n + 1)!α and so:
this gives α = ∂ n−1 ( 1 n! S n (β)) which means that the map i is injective.
Remark 3.1. There is another way to define the cohomology of groups. One can take the differential ∂ n : C n (G, A) → C n+1 (G, A), ∂ n (σ)(g 0 , g 1 , g 2 , ..., g n ) = g 0 σ(g If we define j n : C n (G, A) → C n (G, A), j n (σ)(g 1 , g 2 , ..., g n ) = σ(g 1 , g 1 g 2 , ..., g 1 g 2 ...g n ) one can show that j n ∂ n = ∂ n j n and so ∂ n defines the same cohomology. It was pointed to us by Z. Fiedorowicz that the corresponding action of Σ n+1 is:
(τ 1 σ)(g 1 , g 2 , ..., g n ) = −g 1 σ(g 1 g n ) (τ 2 σ)(g 1 , g 2 , ..., g n ) = −σ(g 2 , g 1 , g 3 , ..., g n )
... (τ n σ)(g 1 , ..., g n−2 , g n−1 , g n ) = −σ(g 1 , ..., g n−2 , g n , g n−1 )
