Abstract. We prove that the closure (for the Zariski topology) of the set of polynomial automorphisms of the complex affine plane whose polydegree is (cd − 1, b, a) contains all triangular automorphisms of degree cd + a where a, b ≥ 2 and c ≥ 1 are integers and d = ab − 1. When b = 2, this result gives a family of counterexamples to a conjecture of Furter.
Introduction
Let K be a field. We denote by G(K) the group of polynomial automorphisms of the affine plane
). An element σ ∈ G(K) is defined by a pair of polynomials (f, g) ∈ K[X, Y ] 2 such that K[f, g] = K[X, Y ], and we set σ = (f, g). We define the degree of σ ∈ G(K) by deg(σ) = max{deg(f ), deg(g)}.
We denote by A(K) the subgroup of affine automorphisms (i.e. automorphisms of degree 1) and by B(K) the subgroup of triangular automorphisms (of the form (aX + P (Y ), bY + c) with a, b ∈ K * , c ∈ K and P ∈ K[Y ]). For a general reference on polynomial automorphisms, see [4] or [13] .
The classical Jung-van der Kulk theorem ( [10] and [11] , or [4] for a modern treatment) gives G(K) the structure of an amalgamated free product of A(K) and B(K) along A(K) ∩ B(K). This property allows us to define the polydegree of σ ∈ G(K) as the (unique) sequence of the degrees of the triangular automorphisms in a decomposition of σ as a product of affine and triangular automorphisms (cf. [5] ). We denote by G(K) d the set of all automorphisms of G(K) whose polydegree is d = (d 1 , . . . , d l ) where d 1 , . . . , d l ≥ 2 are integers. We say the length of the sequence (d 1 , . . . , d l ) is l. As a convention, we set G(K) ∅ = A(K) where ∅ is the empty sequence. If D denotes the set of sequences of integers ≥ 2, including the empty sequence,
We use those notations mostly in the case K = C and we denote simply G = G(C), A = A(C), B = B(C) and
The group G can be endowed with the structure of an infinite-dimensional algebraic variety (cf. [12] ). If H ⊂ G, we denote by H the closure of H in G for the Zariski topology associated with this structure. To check if an automorphism f ∈ G is in G d , we use the Valuation Criterion due to Furter (see Corollary 1.1 in [8] ):
Theorem 1 (Valuation Criterion). Let τ ∈ G be an automorphism and let d ∈ D be a polydegree. Then τ ∈ G d if and only if τ = lim Z→0 σ Z for some σ Z ∈ G d (C((Z))).
In the previous theorem C((Z)) is the field of fractions of C[[Z]], the ring of formal power series in Z. In this paper, we use the Valuation Criterion only to prove that some τ ∈ B belongs to G d and the σ Z appearing in our proofs are always elements of G d (C[Z] ). In this context, lim Z→0 σ Z is simply the image of σ Z modulo Z.
It is natural to to examine the interaction between the structure of G as an infinite dimensional variety and the amalgamated free product structure of G. The general question we are interested in is (see [8] ): An obvious necessary condition for the inclusion
In the case l = m, this condition is also sufficient (Theorem C in [8] ):
and e = (e 1 , . . . , e l ) be two degree sequences in D with the same length. The following assertions are equivalent:
Friedland and Milnor ( [5] ) proved that G d is an analytic variety of dimension d 1 + · · · + d l + 6. In the case d = e, we have G d ∩ G e = ∅ and the dimension constraint implies that d 1 + · · · + d l ≤ e 1 + . . . + e m − 1 is a necessary condition for the inclusion G d ⊂ G e which is equivalent to G d ⊂ G e G e . We can ask a more precise question:
and e = (e 1 , . . . , e m ) be two degree sequences in
One necessary condition is due to Furter ([7] Theorem 1), who showed that the length of an automorphism is lower semicontinuous. This result can be reformulated in the following way:
In the case l = 1 and m = 2, we usually (see [7] ) make the following conjecture (which implies that the answer to Question 2 is "yes"):
A result of the first author ([1] Theorem 3) is that part A holds when a − 1 divides b − 1. In [9] , Furter proved both parts in the a = 2 and a = 3 case. The method of [9] involves showing special cases of a new conjecture, the Rigidity Conjecture, which implies Conjecture 3. Subsequently, van den Essen and the first author [2] discovered a link between Furter's Rigidity Conjecture and the Factorial Conjecture, which is in turn related to the famous Jacobian Conjecture.
Of particular interest to us is the case l = 1 and m = 3. In [3] , Furter and the first author proved that G (11, 3, 3) intersects G (19) . However, G (11, 3, 3) can not contain G (19) for dimensional reasons (as 19 > 11 + 3 + 3 − 1). This implies that G (11, 3, 3) is not a union of some G e . More generally, we have (see [3] Theorem 2):
Theorem 4 (Edo-Furter). Let a, b ≥ 2 and c ≥ 1 be integers, and set
The reason why G (cd+a) can not be a subset of
Since dim G (cd+a) ≤ dim G (cd−1,b,a) − 1 (with equality if and only if b = 2), both assumptions of Question 2 are fulfilled and one can ask if the inclusion holds in this case. This is precisely the main result of this paper:
Main Theorem. Let a, b ≥ 2 and c ≥ 1 be integers, and set d = ab − 1. Then
To put this result in context, we make three observations.
1. This shows that the inclusion holds in the case (a, b) = (2, 2) of Theorem 4.
That is, the necessary condition (a, b) = (2, 2) in the "moreover" statement of Theorem 4 is also sufficient.
2. When b = 2, our main theorem is optimal in the dimensional sense; that is, The remainder of this paper is devoted to proving the main theorem. The proof is quite technical and is arranged in three parts: in section 2, we introduce the notion of triangular polynomials. This new tool is central in the proof our result. In section 3, we compute a formal inverse which arises naturally in the proof, and we prove that this formal inverse is a triangular polynomial. In section 4, we use the results of the two previous sections to prove the main theorem. The reader may wish to begin with a light reading of section 4 in order to understand the motivation for the results of sections 2 and 3.
Triangular polynomials
We fix a positive integer a and a + 1 variables u 0 , . . . , u a . Let R denote the Laurent polynomial ring
. Given an element r ∈ R and x = (x 0 , . . . , x a ) ∈ C a × C * we denote by r(x) ∈ C the image of r in the quotient R/(u 0 − x 0 , . . . , u a − x a ), which is canonically isomorphic to C. We denote by Q + the semiring of positive rational numbers.
Definition 1 (Triangular polynomial). Let m ≥ 1 be an integer. We say that a polynomial
Triangular polynomials gain their utility from two useful properties. First, in Proposition 5, we show that we can use them to generate a polynomial with the top a + 1 coefficients specified. Then, in the remainder of this section, we show that the set of triangular polynomials has some nice closure properties enabling us to build up other triangular polynomials from U (Y ).
This gives an antecedent x = (x 0 , . . . , x a ) to y.
Proof The point 1) is clear since Q + is closed under addition. Let us prove 2). We write 
Since P (Y ) is m-triangular, we have
To prove 2), suppose deg Q(Y ) = e > 0. Then
But since q j ∈ Q + u a−d+j for each 0 ≤ j ≤ e, we have (j + 1)q j+1 ∈ Q + u a−(d−1)+j for each 0 ≤ j ≤ e − 1. Thus Q ′ (Y ) is linear. Finally, we remark that the proof of part 3) is similar to the proof of point 2) of the preceding proposition.
Using Proposition 7 inductively we deduce:
In particular, if n = a j=0 k j and a j=0 jk j = n, then this polynomial is m + n-triangular and has degree d + (a − 1)n.
A formal inverse computation
Let a, b ≥ 2 be integers. Let R be a Q-algebra, and let u 0 , . . . , u a be in R. We consider the polynomial U (Y ) = 
Now, applying Taylor's formula and setting m = j + k, we deduce
Since U (Y ) has Z-degree zero, we obtain the following recursive relation for v k (Y ):
We would like to find a non-recursive formula for v k (Y ) (see Theorem 11) . To this end, we define for any integer λ ≥ 0:
These polynomials arise naturally in our computation of v k (Y ). However, as they are also defined recursively, we first find a non-recursive formula for w n,λ (Y ).
Proposition 9. Let 1 ≤ n ≤ λ + 1 be an integer. We denote by I n the set of sequences (k 0 , . . . , k a ) of non-negative integers such that a j=0 k j = n and a j=0 jk j = n. Then
Proof We induct on n. The result is trivial when n = 0. Let n ≥ 1 be an integer, and assume the formula holds for w n−1,λ (Y ). For all integers 0 ≤ j ≤ a, we denote by e j the j-th standard basis vector of Q a+1 . If (k 0 , . . . , k a ) belongs to I n , then
where (l 0 , . . . , l a ) = (k 0 , . . . , k a ) + e 1 ∈ I n+1 and
where (l 0,j , . . . , l a,j ) = (k 0 , . . . , k a ) + e 0 − e j + e j+1 ∈ I n+1 , for all integers 0 ≤ j ≤ a − 1. Combining (2), (3), (1), and the induction hypothesis, we see
Since λ > n − 2 and q k 0 ,...,ka , k j ∈ Q + , we haveq (k 0 ,...,ka) ∈ Q + , completing the proof.
Lemma 10. Let n, r be non-negative integers, and let k, m be positive integers
Proof We denote by S(n, k, m, r) the sum in the lemma. It's clear that given integers 1 ≤ k ≤ m and r ≥ 0, S(0, k, m, r) = 0 implies S(n, k, m, r) = 0 for all n ≥ 0 (differentiate n times). We thus assume n = 0 and prove S(0, k, m, r) = 0 for all m ≥ k and r ≥ 0 by induction on k.
First, if k = 1, we have, for any m ≥ k, r ≥ 0 (noting that
Now, suppose k > 1. Let m ≥ k, r ≥ 0 be integers, and assume S(0, k − 1, m ′ , r ′ ) = 0 for all m ′ ≥ k, r ′ ≥ 0. We set λ j = (m + r − j)b and we observe
We now compute by (1) and (4)
Noting that , we see from (5) that the first sum is mbU ′ (y)S(0, k− 1, m − 1, r + 1). Thus, we have
By the induction hypothesis, each of these three terms is zero, so S(0, k, m, r) = 0.
Theorem 11. For m ≥ 0, n ≥ 0, we have
Proof The proof is by induction on (m, n). First, we verify the (0, 0) case:
Let m ≥ 0, n ≥ 1 be integers. We assume the (m, n − 1) case and we prove the (m, n) case. We set N = m + n and λ = bm and we use Leibniz's rule.
Let m ≥ 1 be an integer. We assume the (m ′ , n) case for all pairs (m ′ , n) such that m ′ < m and we prove the (m, 0) case.
The last equality following from Lemma 10 (S(0, m, m, 0) = 0). 
Main theorem
In this section, we prove:
Main Theorem. Let a, b ≥ 2 and c ≥ 1 be integers, we set d = ab − 1, we have:
Proof Let τ ∈ G (cd+a) be a triangular automorphism of degree cd + a. Then we can write
for some r, y cd+a , s ∈ C * and y 0 , . . . , y cd+a−1 , t ∈ C. To prove τ ∈ G (cd−1,b,a) , using the Valuation Criterion (see Theorem 1), we construct an automorphism
We continue to use the notations of section 2 and 3. By Theorem 12, (−1) c c!v c (Y ) is (U, bm + 1)-triangular of degree cd + a. We write v c (Y ) = cd+a l=0 p l Y l with p l ∈ R for l ∈ {0, . . . , cd + a}. We apply Proposition 5, with t l = r (−1) c c! for l ∈ {cd, . . . , cd + a} and P (Y ) = (−1) c c!v c (Y ): there exists x ∈ C a × C * , such that rp l (x) = y l for l ∈ {cd, . . . , cd + a}.
We now fix such an x. 
