We characterize the minima of pseudoconvex functions on a convex set using Dini subdifferentials and normal cones. We consider both the cases of a general constraint set and that of a set defined by inequalities.
Introduction
Nonsmoothness is one of the main concerns of modern Optimization research. When the objective function is not smooth enough, we have to use some kind of generalized derivatives or some subdifferential notion to overcome the difficulties arising from the lack of the gradient. The literature is very rich.
Our aim in this paper is to characterize minima of pseudoconvex functions in terms of Dini upper-subdifferentials of Kuhn-Tucker type.
The Dini upper-derivative gives good results with quasiconvex functions and as we will see with pseudoconvex functions [1, 3, 4, 6, 7] . Dini derivatives are associated to "small" subdifferentials while sharing good properties with bigger ones (Fenchel-Moreau, . . . ) [1, 5] . The results of this paper were mainly inspired by the reading of an interesting paper ( [5] ) introducing "an appropriate subdifferential for quasiconvex functions" by Daniilidis, Hadjisavvas and Martínez-Legaz.
The paper is organized as follows. We begin by recalling the definitions of Dini-subdifferentials, descent directions and pseudoconvexity. We then characterize in section 2 minimizers of pseudoconvex functions on a closed convex set C using Dini-subdifferentials and normal cones. In section 3, we treat the particular case when the constraint set C is defined respectively by one and finitely many inequalities involving pseudoconvex functions.
Let us recall some definitions and properties that will be used in the sequel.
Dini derivatives and subdifferentials
Let f : R n → R ∪ {+∞} be a function. The Dini upper-derivative of f at a in the direction d is defined by
The Dini upper-subdifferential is
Descent directions
The vector d ∈ R n is called a descent direction of the function f at a if and only if there exists T > 0 such that
The descent directions of f at a is a cone denoted by Df (a).
Dini descent directions
The cone D + f (a) is called the cone of Dini descent directions of f at a. It is convex when f is quasiconvex.
Pseudoconvex functions
A function f : R n → R∪{+∞} is pseudoconvex for the Dini upper-subdifferential if for all x, y ∈ R n , the following implication holds:
The pseudoconvexity has also been defined using generalized derivatives. Nevertheless, we will adopt in the sequel this definition.
Using the definition of pseudoconvexity, we can see easily that for a pseudoconvex function f , we have
Moreover, according to Aussel [1] , for any continuous function f ,
An optimization problem for pseudoconvex functions
Consider the following problem:
Let x 0 ∈ C, the upper Dini tangent cone at x 0 ∈ C is defined by
is called the normal cone to C at x 0 Notice that because C is closed convex, the indicatrice function δ C is convex lower semicontinuous (l.s.c.) and
Before proceeding to our main Theorem, we need the following lemma
Proof. If x 0 ∈ C is a solution of (P), then we have
Furthermore we can easily see that
By using (2.2.1), we can easily that (0,
Theorem 2.2. A necessary and sufficient condition for a point
Proof. ⇒) If x 0 ∈ C is a solution of (P), then by lemma2.1, (2.2.1) holds and
Remark 2.3. Notice that the "necessary" optimality condition does not require any kind of generalized convexity. The pseudoconvexity was used only to show that the condition is also sufficient.
The Case of a Constraint Set Given by Inequalities
Consider first the case where C = {x; h(x) ≤ 0}, h is pseudoconvex and continuous such that:
h(x 0 ) = 0 and satisfies the Slater condition
Remark 3.1. The condition (3.3.1) was supposed in [5, Proposition 18] . It is in particular satisfied whenever h is regular or (Pshenichnyi) quasisubdifferentiable at x 0 with nonempty subdifferential.
Theorem 3.2. A necessary and sufficient condition for a point
is closed and a Lagrange multiplier appears.
Lemma 3.4. The following equality holds true
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Proof of the lemma. "⊂": Consider a sequence (
). By (3.3.1), for some (ε n ) n such that ε n 0, we have the existence of a sequence
By (positive) homogeneity, this holds for all s ∈ R n . So, 0 ∈ D + h(x 0 ), and by the pseudoconvexity of h, x 0 is a global minimum. A contradiction with the Slater condition.
and finally, we have equality.
Proof of Theorem 3.2.
Since h(x 0 ) = 0 and by the pseudoconvexity of h, we can easily see that
So, by Lemma 3.4,
Using (3.3.1), we can see that 
where I(x) = {i; h(x) = h i (x)} and h(x) = max 1≤i≤k h i (x). According to [6] 
Claim. The function h satisfies (3.3.1), i.e.,
Indeed, for any
which proves the claim. Moreover, h is pseudoconvex. It suffices to show [1] that h is quasiconvex and satisfies the optimality condition
is a global minimum of h
We know that for all β ∈ R, S h (β) =
i∈I(x)
S h i (β). Since the h i are quasiconvex, the S h i (β) are convex. So S h (β) is convex, for all β ∈ R. Hence, h is quasiconvex. 
Suppose that 0 ∈ ∂
So, for any y ∈ R, there is i ∈ I(x) and x * i ∈ ∂ + h i (x), x * i , y − x ≥ 0. Since the h i 's are pseudoconvex and h i (x) ≤ h i (y), h(x) ≤ h(y). Since y ∈ R was taken arbitrary, x is a global minimum of h, and hence h is pseudoconvex.
So, by Theorem 3.2, we get the following result. 
