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Increasingly competitive software industry, where multiple systems serve the same application domain and compete for customers, favors software with creative features. To
promote software creativity, research has proposed multi-day workshops with experienced
facilitators, and semi-automated tools to provide a limited support for creative thinking.
Such approach is either time consuming and demands substantial involvement from analysts with creative abilities, or useful only for existing large-scale software with a rich issue
tracking system. In this dissertation, we present different approaches leveraging advanced
natural language processing and machine learning techniques to provided automated support for generating creative software requirements with minimal human intervention. A
controlled experiment is conducted to assess the effectiveness of our automated framework
compared to the traditional brainstorming technique. The results demonstrate our framework’s ability to generate creative features for a wide range of stakeholders and provoke
innovative thinking among developers with various experience levels.
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CHAPTER 1
INTRODUCTION

1.1

Motivation
Software requirements, often written in natural language, describe the services a soft-

ware system should provide in order to fulfill stakeholders’ needs and desires [84]. Requirements engineering (RE) is the process of identification and documentation of such
requirements for further analysis, communication, and subsequent implementation [84].
Much of traditional RE is built upon the notion that requirements exist in the stakeholders’ minds in an implicit manner [63], and has focused on models and techniques to aid
the identification and documentation activities of such requirements. However, with the advance of the internet and the rapid growth of the software market, we see an ever-increasing
competition where multiple software systems serve the same application domain and compete for customers. Consequently, the modern software market favors software that provides novel and useful features [70]. Therefore, today’s requirements engineers need to
create innovative requirements to equip the software with a competitive advantage. To
that end, RE, recently framed as a creative problem solving process, plays a key role in
capturing more useful and novel requirements, thereby improving a software system’s sustainability [70].

1

Creativity, a multidisciplinary research field, is widely considered as “the ability to
produce work that is both novel (i.e., original and unexpected) and appropriate (i.e., useful
and adaptive to task constraints)” [111]. Creativity in RE is the capture of requirements
that are new to the project stakeholders but may not be historically new [70]. Research
suggests that creative requirements for a software system could be obtained by exploring,
combining, or transforming existing ideas in the conceptual domain [70, 17] (known as
exploratory, combinational, and transformational creativity, respectively [70]). A common
approach to improve software creativity employs intensive multi-day workshops where
ideas for requirements are manually generated with guidance from experienced human
facilitators [69, 71]. Although considered to be successful in promoting creativity, the
considerable costs stemmed from economic, time, and geographical pressures make the
widespread adoption of such intensive processes less feasible [53]. Researchers have also
investigated semi-automated techniques [20, 83], frameworks [14, 15], and tools [125] to
support creative thinking. Such approaches, however, is still time consuming [83], demands substantial involvement from analysts with creative abilities [20, 125], and useful
only for existing large-scale software with a rich issue tracking system [14, 15]. Observing
the limitations of previous work, we propose this research to further improve and enhance
existing approaches. In particular, our ultimate goal is to develop a set of approaches
capable of suggesting new creative software requirements for the software systems from
different domains and, ultimately, strengthening their competence in an increasingly competitive software market.

2

1.2

Research plan
The main goal of this research is to develop an end-to-end automation to support cre-

ativity for software requirements. In particular, our framework will take a large corpus of
existing requirements, leveraging different techniques used in machine learning and natural language processing to generate creative software requirements, which are, ultimately,
statements written in English.
To the best of our knowledge, there are only a few research on software requirements
generation [14, 15] as of the beginning of this initiative. Such existing research only focuses on specific software systems while relying on issue tracking systems with a long
history. Building upon the existing work we find in the literature, the goal of this dissertation is to pave our way to develop flexible and scalable approaches for requirements
generation.
To carry out this research plan, we employ an iterative approach illustrated in Figure 1.1. Our approach starts with collecting existing requirements from publicly available
resources. The collected requirements will go through a phase where we utilize different
creativity techniques to learn the nature of requirements. Next, we generate candidate
requirements followed by creativity evaluation where generated requirements are evaluated, through human-subject studies, in terms of creativity attributes, including clarity,
novelty, and usefulness. We collect study data including feedback from the participants
and carefully conduct both quantitative and qualitative analyses to uncover interesting insight into our approach’s outcomes. Following this approach will enable us to understand

3

both the benefits and limitations of each iteration, hence further improve subsequent iterations. Next, we present a brief introduction of each step indicated in Figure 1.1.

Figure 1.1: General framework to generate creative software requirements.

1.2.1

Requirements collection

As the idea of our framework is to use existing requirements to generate new creative
requirements, data collection plays a pivotal role in enhancing the quality of the output
requirements. To accelerate the data collection process, which is tedious and time consuming, we implement a web scraper capable of mining and organizing requirements from
different domains available on software application listing websites such as Google Play1
or Softpedia2 . The collected requirements may require further processing (e.g., removing
1
2

https://play.google.com
https://softpedia.com
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too short/long instances, lemmatization, i.e., converting words to their base forms, etc.) in
order to increase the effectiveness of our framework.

1.2.2

Generating requirement statements

We utilize different techniques to tackle the task of providing automated support for
creative requirements generation. The techniques we are considering to leverage can be
loosely categorized into three groups: machine learning (ML), natural language processing
(NLP), and the probabilistic language model.
The machine learning techniques we consider include 1) recurrent neural networks
(RNNs) [80] where the processed information will be stored and used later to make decision on generating new input, and 2) representing requirements as word vectors allowing
us to capture the syntactic and semantic meanings of words and their surrounding context [79, 61]. By learning the structures of words and their relationships from existing
requirements, we will be able to construct new requirements with a high level of syntactic
and semantic accuracy.
The NLP techniques we plan to examine include 1) Part-of-speech tagging to assign
appropriate part-of-speech (i.e., noun, verb, etc.) to individual words in a sentence, which,
in our case, is the scraped requirement, and 2) text chunking to split sentences into nonoverlapping segments of words that are syntactically related [13] (i.e., noun phrase, verb
phrase, etc.). These techniques can help us to identify the probable positions of the words
in generating requirement statements.
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Finally, we plan to investigate several traditional probabilistic language models including n-gram and Hidden Markov Model [10]. Researchers have found these methods to
be effective in modeling different types of sequences [108, 122], notably natural language
that is constructed by sequences of words and are capable of predicting surrounding words
given the current word [21, 65]. Therefore, these attributes make them prospective candidates for us to explore in this dissertation.

1.2.3

Selecting candidate requirements

The applications of such techniques and methods are likely to generate a large number
of requirement statements. However, it is expected that the majority of those statements
are not requirements or not much meaningful. In addition, we want to make it manageable
for the requirements analysts to effectively evaluate the creativity of the generated requirements. The requirements analysts are not part of our automated framework, however, they
will function as a supporting entity when we conduct further studies later on to test the
effectiveness of our framework. To that end, we plan to leverage some filtering heuristics
to eliminate a large number of non-creative and meaningless instances from the large pool
of generated statements. After applying the filtering mechanisms, we will consider the remaining statements as candidate creative requirements. They will constitute a final set of
potentially creative requirements and be presented to the requirements analysts for further
evaluation.
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1.2.4

Creativity evaluation

The last activity in our iterative approach is to evaluate the creativity of candidate requirements. At this point, we will employ participants with a background in software
development and then introduce them to the creativity concepts with an emphasis on RE
creativity. Next, we will ask them to complete a questionnaire consists of several creativityrelated activities including but not limited to rating creativity attributes of candidate requirements and answering follow-up questions regarding their ratings. The data gathered
from questionnaire responses will be used for quantitative and qualitative analyses to assess the effectiveness of the current iteration thereby providing us with useful information
and valuable insights to further enhance our approach.

1.3

Contribution
This research, as a work spanning across psychology and requirements engineering re-

search, presents our attempts to tackle the task of software requirements generation in an
automated manner. The contributions of our work lie in developing a framework to automatically generate concise but potentially creative requirements leveraging state-of-the-art
NLP and ML techniques. Furthermore, the framework provides automated support with
the limited human intervention that facilitates creative practice in the RE process for both
new and existing software systems. Our work also contributes to the further understandings of creative requirements where we seek to answer intriguing questions such as “what
it takes for a requirement to be considered as creative”, or “how stakeholders can take
advantage of creative requirements”.
7

In what follows, we describe the background and related work in Chapter 2. In Chapter 3, we introduce the preliminary study demonstrating requirements generation with Hidden Markov Model and ML techniques including long short-term memory and generative
adversarial network. In Chapter 4, we reflect on the results of the preliminary study then
conduct various data analyses on the scraped requirements to further understand how the
requirements are constructed. Chapter 5, built upon the insights obtained from Chapter 4,
details our improved work leveraging requirements boilerplate. Finally, Chapter 6 proposes our controlled experiment to evaluate the effectiveness of our framework compared
to the traditional approach to attain creativity in RE.
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CHAPTER 2
LITERATURE REVIEW

This chapter describes the overall background and existing fundamental work regarding our research. In particular, we first present the definitions of software requirements and
requirements engineering. Next, we explain creativity and how it is conceptualized in psychology research followed by introducing creativity taxonomy, i.e, extensively-researched
processes in creativity generation. Finally, we discuss some notable approaches attempting
to assess creativity. Furthermore, each subsequent section will include additional background/related work associated with the specific studies presented in that section.

2.1

Software requirements
Despite its popularity, there have been numerous debates on “What a software require-

ment actually is” over the last decades contributing to the confusion with some other similar
software terms. Nuseibeh [84] defines software requirements as the needs and desires of
stakeholders that can be solved by software. In his noted work, Wiegers [118] provides a
more in-depth definition presenting requirement as a statement of customers’ need or objective, or of a condition or capability that a product must possess to satisfy such a need or
objective. To add to the confusion is the following lengthy definition from the acclaimed
software engineering textbook by Sommerville [106]:
9

Requirements are specifications of what should be implemented. They are descriptions of how the system should behave or of a system property or attribute.
They may be constraints on the development process of the system.

Regardless of which definition we prefer, software requirements should not be confused with software requirements specification, which is a set of specification for a particular software product describing many aspects of the developing system including but
not limited to functionality, external interface, and performance [24]. Another misconception comes from the term “feature”, which many believe to be analogous to requirement. Although they share some similarities, software features refer to a collection of
fundamentally-related requirements and tend to represent higher-level concepts of a software system’s functionalities. For instance, an Online Shopping system might provide an
Online Shopping Cart feature and there may be several closely related requirements such
as “Users shall be able to add items to the cart”, “Users shall be able to proceed to checkout
from the cart”, and so on. To that end, our goal is not to offer a complete and comprehensive set of requirements describing capabilities, functions and constraints of the software
project. Instead, we aim to generate a set of short statements expressing potentially creative ideas that can enable users to freely adapt, customize, and elaborate to integrate them
into their software systems.

2.2

Requirements engineering
As part of software engineering research, requirements engineering (RE) is a process

that concerns real-world goals of how software systems function, the constraints among
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software systems, and the relationship “of these factors to precise specification of software
behavior, and to their evolution over time and across software families” [126]. To that end,
the primary goals of understanding and making use of the RE process include 1) identifying stakeholders’ needs, which are often inherently challenging due to communication
barriers and technical discrepancies among stakeholders with vastly different backgrounds
and personalities, and 2) documenting these needs and discussion in forms of requirements
documents (e.g., software requirement specification) for further analysis and implementation [84]. Such goals pose confronting challenges for requirements analysts and software
developers. These challenges include but not limited to delivering a novel software system
satisfying all project constraints and fulfilling the desires of customers and end-users. In
order to integrate RE into well-established software development processes, RE research
community has suggested a set of following core RE activities [59, 84, 107] :
• Planing and eliciting requirements. The first activity in the RE process where
requirements information is captured from stakeholders. At this step, the collected
information will be interpreted and validated to avoid any misinformation that can
affect subsequent activities resulting in a failed RE process and a failed software
as a whole. Commonly used techniques are questionnaires, surveys, or interviews.
Advanced techniques include prototyping, cognitive, or contextual techniques and
goal models including i*.
• Modeling and analyzing requirements. The gathered information from the preceding activity will be modeled and analyzed. The essential goal of this activity is to
produce formal requirements models. To that end, the models should enable requirements engineers to interpret any functional or non-functional requirements as well as
associated constraints existing in the software system. Commonly used techniques
include enterprise modeling, data modeling, and behavioral modeling.
• Communicating and agreeing on requirements. This activity involves establishing an effective communication channel among stakeholders to clarify and validate
requirements. A crucial part of the activity is requirements management in which
requirements must be represented in a readable and traceable fashion.
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• Realizing and evolving requirements. The last activity in the RE process concerns
the proper implementation of the agreed-upon and negotiated requirements. The
work in this activity also includes maintaining agreement among stakeholders as
software systems or, more precisely, stakeholder requirements change over time.
Major questions that need to be addressed during this activity involve “how to resolve
conflicts between stakeholders while maintaining each stakeholder’s satisfaction?”
and “how to manage the requirement changes so that we can monitor their impacts?”.

2.3

Creativity: as we find in the literature
Creativity has been widely studied in Psychology where traditional researchers, for the

most part, have regarded it as a human attribute. In this section, we first present creativity definition followed by its taxonomy. Next, we introduce some research proposed for
creativity evaluation.

2.3.1

Defining creativity

Although creativity has been studied extensively since the 1950s in various humancentric disciplines, including psychology, economics, product management, and innovation [111], the early research era lacked conscientious on the definition or operationalization of creativity [26, 39, 88, 92, 97]. Nevertheless, many creativity researchers gradually
reached the standard definition of creativity, derived from the pioneering works of Barron [6] and Stein [110], and put emphasis on some of creativity’s key attributes. For
example, Sternberg defines creativity as “the ability to produce work that is both novel
(i.e., original, expected) and appropriate (i.e., useful, adaptive concerning the task constraints)” [111]. In recent years, however, the product-oriented approach of defining creativity, i.e., the novelty and usefulness of the product, has become dominant as Mumford
points out [82], “Over the course of the last decade, however, we seem to have reached a
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general agreement that creativity involves the production of novel, useful products”. Along
this line, Runco and Jeager [97] further offer an in-depth look at the originality (i.e., novelty) and usefulness aspects and state that “originality is vital for creativity but is not sufficient as we should not neglect the importance of usefulness”. In our work, we follow the
product-oriented approach and adapt the novel and useful requirement-oriented approach
of defining creativity in RE.

2.3.2

Creativity taxonomy

Although creativity is often regarded as an unpredictable factor and it is reserved for
people with special abilities only, psychology and cognitive science research have constantly attempted to understand how regular people can come up with new innovative ideas.
In a pioneering creativity work, Boden [17] presented three types of creative idea generation processes, which are combinational, exploratory, and transformational creativity. They
are distinguished by how the psychological process is used to generate new ideas [17]. The
followings are brief descriptions of these three types of creativity proposed by Boden [17].
• Exploratory creativity. Generation of new ideas by exploring a space of concepts
under certain constraints.
• Combinational creativity. New ideas are created by combining familiar ideas.
• Transformational creativity. Novel ideas are constructed by changing existing
rules and breaking constraints in the current search space.
Figure 2.1 presents three types of creativity we have discussed above. Let us assume
that a requirement analyst needs to propose new requirements for a given feature F, “Providing access control”, for a software system. The new requirements’ objective is to offer new and innovative ways to securely access the system. The search space would be
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Figure 2.1: Creativity taxonomy (adapted from [14])

comprised of all possible authentication mechanisms the system could follow to provide
access control under certain constraints. Let us consider that hardware availability is the
constraint under which the current search space contains three ideas “Log-in ID and password”, “Fingerprint”, and “Facial recognition”. Using any of these ideas for the requested
feature would be an example of exploratory creativity. Combining different access control
means to make unfamiliar ideas such as “Facial recognition along with Log-in ID and password” can be considered as combinational creativity. Exploring beyond the current search
space’s boundary to find new ideas such as “using retina or DNA scan” to authenticate is
an instance of transformational creativity.
Understanding creativity and its taxonomy is crucial in any idea generation process
and our framework is not an exception. This enables us to evaluate the strengths and
weaknesses of each process leading to determine which process is most suitable to carry out
our research plan. Evaluating the practicality of these idea generation processes, we plan to
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develop a framework to support combinational creativity where the new requirements are
generated by combining existing requirements from similar systems in the same domain
and exploratory creativity where the new requirements are generated by exploring different
software domains.

2.3.3

Measuring creativity

When it comes to measuring creativity, several important, yet challenging, questions
such as “how much novelty?”, “how much usefulness?”, “useful to whom?”, or “who
would judge the novelty and usefulness?” remain unclear, thereby making measuring creativity exceedingly difficult. Despite such challenges in terms of creativity assessment or
measurement, there have been attempts to tackle the task focusing on defining and measuring key attributes of product-creativity. O’Quin and Besemer [86] used the Creative
Product Semantic Scale (CPSS), which assesses the products based on three factors: novelty, resolution, and elaboration & Synthesis. They used CPSS to evaluate 3 products from
a department store catalog [86]. CPSS was also used to evaluate the creativity of print advertisements by three groups of participants with diverse backgrounds, including college
students, advertising professionals, and the general public [117]. In an effort to enhance
traditional creativity assessment approaches, Cropley and Cropley [28] proposed a 27-item
Creative Solution Diagnosis Scale (CSDS) advocating Likert scale ratings along four different dimensions: relevance & effectiveness, novelty, elegance, and genesis. The idea is
that a beholder can look into a product from the perspective of each of the 27 indicators
and provide separate ratings, thereby evaluating its creative merit. A major drawback of
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this scale is that, given a large number of indicators, evaluating even a few products will
be very tedious and time consuming. Such an issue hinders a wide adoption of CSDS as a
practical measurement scale for product-creativity. In our work, without losing the essence
of creativity definition, we employ three straightforward criteria, i.e., clarity, novelty, and
usefulness, to measure the creative aspects of software requirements.
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CHAPTER 3
PRELIMINARY STUDIES

This chapter introduces our preliminary studies on applying different natural language
modeling techniques to provide automated support in software requirements generation.
In particular, we experiment with Hidden Markov Model and advanced machine learning techniques, i.e., long short-term memory and generative adversarial network. To that
end, we have obtained some encouraging results and more importantly, we learned major
limitations from our preliminary studies and therefore, guiding directions for the future
improvements to our approaches.

3.1

Generate requirements with hidden markov model
Creativity can often be seen in artistic productions when artists use their imagination

to create original and novel work. However, the importance of creativity is being broadly
recognized in various areas. Recently, the requirements engineering (RE) research community has been paying more attention to the matter of capturing and generating creative
requirements as it plays a pivotal role in a software system’s sustainability. To further advance the literature, in this chapter, we propose an automated system to alleviate creative
feature generation by using a Hidden Markov Model with requirements data scraped from
Google Play. To evaluate the performance of the system, we experiment with our system
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in two settings, generating features from a specific application domain (i.e., Messaging
platform) and from mixed domains of successful applications including Google Chrome
and Dropbox. The results offer encouraging insights on how our system can support capturing creative requirements and aid the development of more advanced software feature
generators.

3.1.1

Introduction

The modern software industry has become increasingly competitive with the presence
of a variety of software products for the same domain. For instance, Google introduced
Google Docs, Google Sheets, and Google Slides to compete with their counterpart office
products from Microsoft, which are Word, Excel, and PowerPoint, respectively. Despite
the fact that a software company can “borrow” striking features from its competitors, being
the first that develops those features is believed to secure a competitive leading edge for
the tech firms.
Uber and Airbnb are typical examples of innovative products that have gained tremendous successes in recent years. Using these platforms, we can now conveniently make
extra money by sharing what we have in abundance. They contribute to the establishment of a sharing economy and are revolutionizing the entire global economy. Still, a
challenging question remains, “how can a tech firm come up with those terrific ideas?”.
Clearly, developing outstanding software with distinguishing features is not a trivial task.
Originally, the founders of these companies started shaping the ideas when they observed
problems, e.g., catching a taxi is exhausting during rush hours (Uber) or the hotel rooms
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are often overbooked (Airbnb), and then cleverly saw the opportunities of using technology
to solve them. This process is yet restricted by a person’s creative abilities. A supporting
mechanism, preferably automated, is needed to aid the generation of creative software requirements.
As part of software engineering research, RE is largely recognized as a set of Key activities: i) plan and elicit, ii) model and analyze, iii) communicate and agree (i.e., negotiate),
and iv) realize and evolve requirements [84]. Recently, RE researchers have proposed
several approaches to promote the involvement of creative aspects in constructing requirements. Creativity in RE, according to Maiden et al. [70], is the capture of requirements
that are new to the project stakeholders but may not be historically new to humankind.
Motivated by Maiden’s groundwork on creativity in RE, several approaches have been
proposed to elicit creative requirements such as creativity workshops [72, 69, 73], techniques [20, 83], frameworks [14, 15], and tools [125, 56].
The mentioned approaches, however, still largely involve human activities and are limited in terms of generating practical requirements. Therefore, in this section, we examine
the feasibility of applying the Hidden Markov Model (HMM) on generating software requirements as a new attempt to further advance the field. HMM allows us to present the
feature descriptions as a probabilistic sequence model [55]. Using HMM, we can also define hidden states to make the generated features more unique in terms of creativity. The
rest of the section is organized as follows. Section 3.1.2 covers background information on
HMM and creativity in RE. Section 3.1.3 introduces our approach. Section 3.1.5 discusses
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some limitations of our work. Lastly, Section 3.1.6 concludes the section and outlines
future work.

3.1.2

Background

In this section, we present the concept of language model followed by the introduction
to Markov chain and Hidden Markov Model, the language model that we are applying to
statistically represent and generate software requirements.

3.1.2.1

Language model

A statistical language model (SLM) is the probabilistic distribution of sequences of
words [55]. SLM can be applied to any form of information that can be presented as
sequences. Using SLM, researchers have successfully developed a wide range of practical applications such as speech recognition, part-of-speech tagging, and machine translation [22]. The goal of SLM is to compute the probability of a sequence of words
P (W ) = P (w1 , w2 , w3 , . . . , wn ). One of the most popular language models is n-gram,
where the probabilistic distributions of words are computed based on N previous words,
called gram [55]. Three examples of the n-gram models are Unigram, Bigram, and Trigram. However, there is no restriction on choosing the proper number of grams as they
highly depend on the performing tasks. The probabilities of n-gram models are calculated
by using the Chain Rule of Probability [102].
1-gram : P (w1,n ) = P (w1 )P (w2 ) · · · P (wn )

(3.1)

2-gram : P (w1,n ) = P (w1 )P (w2 | w1 ) · · · P (wn | P (wn−1 )

(3.2)

20

3-gram : P (w1,n ) = P (w1 )P (w2 | w1 )P (w3 | w1,2 ) · · · P (wn | wn−2,n−1 )

3.1.2.2

(3.3)

Markov chain

Named after the Russian mathematician Andrey Markov, the Markov chain “is a stochastic model describing a sequence of possible events in which the probability of each event
depends only on the state attained in the previous event” [55]. Similar to the finite automata [104], the Markov chain is defined by a set of states S = {s1 , s2 , . . . , sn } and a set
of weighted transitions between states [55]. Each arc associates with a transition probability denoted by pij of transition from state si to state sj . The total weights coming out
from a state will be equal to 1. One simplified example of a Markov chain is presented as
follows. This Markov chain consists of 6 states ranging from S1 to S6 .

0.7
1

S1

0.5

S2

0.65

S3
0.3

3.1.2.3

S4
0.5

S5

1

0.35

Hidden markov model

Hidden Markov Model (HMM) is a sequence model used when we try to select a proper
set of components, which are driven by hidden variables, from a sequence of observations
[55]. Usually, events in a sequence are highly related. However, there are some events that
are not directly influenced by the observable variables but the latent ones. For instance,
weather forecasts are based on the preceding weather patterns to build a predictive model.
Let’s consider an unfortunate situation where the meteorologists accidentally lost logged
weather data in the past few weeks and the only thing they have left is the tracked activity
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data of the citizens. In this case, the weather status (i.e., rainy or sunny) is hidden. In
order to continue the forecasting, the meteorologists can model those “states” and their
transition probability with HMM as illustrated in Figure 3.1 and use it to forecast the
“hidden” weather conditions. The meteorologists can use observed events and prior belief
(e.g., how many people are walking on the streets each day, with a prior belief that the
more people on the street, the more likely that day was sunny) to make a better prediction.

Figure 3.1: Graphical representation of a hidden markov model (adopted from Wikipedia)

By utilizing HMM, researchers have developed several practical applications specialized for text generation tasks. Conroy and O’Leary [25] proposed a HMM-based approach, consisting of summary states and non-summary states, for automatic text summarization. HMM was also used to generate text for specific languages like Polish or
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English [114, 115], or text with specific sentiment [76]. We find these works are highly
relevant to the feature generation in terms of constructing a meaningful interpretation of
states/events/labels from a sequence of observations. Therefore, it is encouraging to attempt generating software requirements with HMM.

3.1.2.4

Specific focus on creativity

The objective of this study is to not just generate regular but creative requirements.
We define a new requirement as an idea to the software system to enrich its usability and
fulfill users’ needs. An idea is considered as creative when it is both novel (i.e., original) and appropriate (i.e., useful and adaptive to task constraints) [111]. According to
Boden [18], creativity in RE can be categorized as three groups, exploratory creativity,
combinational creativity, and transformational creativity. In this work, we choose combinational creativity as our main approach because the stochastic nature of HMM will
support our system to generate creative features by mixing requirements descriptions from
a set of scraped requirements.

3.1.3

Approach

Figure 3.2 illustrates the overview of our system that follows pipe and filter architecture [7]. The system allows users to input the expected application domain or any related
keywords from their desired features, and outputs the list of auto-generated statements
indicating potential features for end-users.
In this work, we attempt to generate features from two independent settings, Messaging
Domain and Mixed Domain, as discussed below. Within these domains, we have chosen
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Figure 3.2: Framework architecture

specific apps, which are particularly popular within their domains. We assume that the
features of such popular apps are likely to be creative because of the high competitiveness
with other software in the same domain. By mixing their creative features, we expect to
obtain unseen creative requirements.
• Messaging platform. The modern messaging apps have integrated more and more
features rather than just simply sending text messages. We choose 4 popular platforms including Facebook Messenger, Telegram, GroupMe, and WhatsApp as they
are feature-rich and are likely to offers interesting mixed features.
• Mixed domains. We want to experiment with features generated from different
domains. Therefore, we merge features from a wide range of application domains
such as web browser (e.g., Google Chrome), cloud storage service (e.g., Dropbox),
online shopping (e.g., Amazon), and travel (e.g., Yelp) to see if we can generate
some interesting features from the mixed domains.

To avoid duplicate existing features, we randomly select some words from our vocabulary as the seeds of observable sequences (see Section 3.1.3-4). To diversify the feature
descriptions, also, their lengths are determined by the average length of collected features
with some minor margins adjusted. The creativity of each feature is rated by a voluntary
requirements engineer. Next, we describe each component of the system in details.
1. Feature Scraper. A simple scraper implemented in Python that allows users to extract feature descriptions of a software domain or specific mobile applications from Google
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Play Store. We choose Google Play as our source of software features because of its richness with approximately 3.5 million apps available as of December 2017 and an increasingly wide range of application domains [109]. The output of this step will be a raw text of
feature descriptions from application domains or specific apps that users want to generate
new requirements.
2. Preprocessor. After we get raw feature descriptions from the previous step, we
perform some preprocessing steps including tokenization, stopword removal, and lemmatization using Natural Language Processing Toolkit [16].
3. Encoder. Since HMM is a mathematical model, it is necessary to convert our raw
text data into quantifiable instances. In this step, we transform the word dictionary to
n − 1 classes, where n is the number of words in our dictionary. By encoding the words
as numbers, HMM can be trained so much faster and will avoid overwhelming overheads
with processing characters.
4. HMM. We build the Multinomial HMM (i.e., discrete emission probability) to
generate a sequence of words by utilizing scikit-learn library [91]. We use Viterbi algorithm [40] to discover the most probable sequence states given a sequence of observations
(i.e., producing software features given a random choice of seeds, which are starting words
of features. Depend on the chosen seed, the Viterbi algorithm will find a completely different path to completing the feature).
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3.1.4

Results

To comply with the stochastic attribute of HMM, we obtain the candidate requirements
by running the system 5 times for each settings and randomly pick one requirement from
each run. From our assessment, the generated requirements are fairly incomplete, in terms
of both syntax and semantics, thereby requiring considerable brainstorming efforts to make
use of them. Therefore, at this stage, instead of employing a large number of participant
involving in the creativity evaluation activity, which is valuable yet expensive, we have
decided to conduct a simple assessment with only one participant. In what follows, we
discuss characteristics of generated features presented in Table 3.1 and Table 3.2.
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Quickly family type up tools note on chats logged know and photos perfect or better media, and the logged

SMS 5

???
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Possible to infer the creative features given certain understandings about the Messaging domain
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Very few creativity aspect associating with the feature
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Features Facebook Messenger
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Table 3.1: Generated features from messaging platforms
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Table 3.2: Generated features from mixed domains
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?
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Creativity

3.1.4.1

Interesting features

After 10 trials, we found that our framework produced some incomplete but interesting
features. For instance, MIX 1 suggests that we can have a flexible means of receiving your
ordered item. Instead of having Amazon or any online retailers deliver favorite items to
your house, you have an option to come and pick it up at a train station far away from
home. This feature will be quite convenient for users who need to travel frequently. However, completing and making use of this feature still requires substantial expertise on the
application domain and the user expectations.

3.1.4.2

Mixed features are more creative

The ratings from the requirements engineer show that the features generated from
mixed application domains to be more creative. For instance, there is one feature, MIX 1
received rating of three and the other three features received a rating of two. This is understandable because our system captures and combines “valuable” keywords of features
from some highly popular applications.

3.1.4.3

Incomplete features

Not being able to generate a complete feature description makes it harder to infer its
meaning. Consequently, many of the generated features do not make sense to the requirements analyst. Although some parts of the features provide valuable insights, they together
appear to be separate and require arduous efforts to make use of them. MIX 3, for instance, contains a list of seemingly useful keywords such as “fast price”, “photo view”, or
“full rated” that associate with some sort of standard online products. However, they fail
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to make a creative feature in two ways. First, this kind of feature is the backbone of any
online products and has been universally implemented. Therefore, this feature is not new.
Second, MIX 3 offers a limited set of ideas that we can hardly use to expand and create a
new creative feature. Its keywords seem to be disconnected and do not describe a common
theme.

3.1.5

Limitations

In this section, we have experimented with applying HMM into generating requirements. Although researchers have successfully employed HMM on some tasks such as
part-of-speech tagging or speech recognition, we found that our task is inherently different
and therefore requires careful consideration. We can generate some interesting features
after many trials but it is still limited in terms of performance. In what follows, we discuss
some noteworthy limitations of this work.
Technical aspect. In this study, we use a rather simple HMM to represent a probabilistic distribution of words representing software features. Consequently, the model is not
capable of capturing the true underlying textual contents on feature descriptions. Recent
research [121, 80] has been focused on advanced techniques using deep neural networks,
which are generalized mathematical representations with Markov properties, to achieve
better performance.
Feature completeness. English is a highly diverse language and each person has his
unique way to express an idea. In this study, we attempt to collect feature descriptions
from a variety of applications hosted on Google Play Store. Therefore, our input is greatly
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dependent on the software editors’ writing styles and this partly causes generated features
to be unpredictable. These features might be encouraging because we are trying to generate
creative (i.e., unprecedented) features. However, the lack of control over the generated
contents does not guarantee good performance of the system.
Stochastic nature. Generating grammatically correct sentences is hard. We need to
collect fundamental elements such as nouns, verbs, subjects, etc., and then organize them
in some ways that satisfy strict grammatical rules. In this work, we can collect those “partof-speech” items but putting them together to make a grammatically correct sentence does
not seem to be a trivial task. Because of randomly picking initial seeds, our system is still
limited in terms of making easy-to-understand features and took the requirement analyst a
considerable effort to make use of those features.

3.1.6

Conclusion

In this chapter, we introduce a new way of generating features from existing software
requirements by using the Hidden Markov Model. We have demonstrated that generated
features from a stochastic model might not be much useful and require a great effort from
requirements analysts to organize and utilize these pieces of information. Despite that, we
showed that HMM indeed offers some interesting guidance which can be put to use when
developing automated support to generate creative requirements is an important aspect.
In future work, we plan to take into account contextual factors rather than just using
a stochastic model to produce a sequence of words that are based solely on probabilistic
distributions. We also consider applying some recent advanced ML techniques leveraged
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for natural text generation, such as neural networks, to improve our model to achieve better
results. In the next section, we describe our attempts following this direction.

3.2

Leveraging machine learning techniques for requirements generation
A typical software development paradigm starts with developers coming up with new

requirements and then move on to design, develop, and testing activities. New requirements often come from customers and therefore, they are somewhat restricted by customers’ desires and expectations. In reality, customers or end-users often do not know
what features they want until tech companies release new features. Therefore, the new
features must be released frequently to enrich the software ecosystem and attract more
users. However, this is not a trivial task since having ideas for new features are restricted
by human creativity and users’ needs. In this section, we attempt to tackle the task of
generating software features using language model techniques in machine learning, including Long Short-term Memory (LSTM) and Generative Adversarial Networks (GAN).
The results, evaluated by bilingual evaluation understudy (BLEU) score [87], indicate that
using a simple LSTM network outperform complicated GAN network. Jensen-Shannon
divergence [75] is also used to assess the performance of GAN model. Despite obtaining
satisfactory scores in both tests, we notice an unsatisfactory results when we interpret the
generated features. This motivates us to continue fine-tune two network models to further
improve our feature generators.
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3.2.1

Introduction

Language modeling has been a challenging problem to researchers for quite a long
time. The fundamental and long-lasting issue with language modeling is the curse of dimensionality, where modeling joint distribution of all the words and their co-occurrences
with other words in the corpus can take exponential factors for both run time and space
complexity [11]. Traditionally, researchers and practitioners have successfully applied ngram-based approaches to solve various small scale language-modeling-related problems
such as identifying authorship attribution from anonymous text [57], modeling dialogue
acts in conversational speech [112], or determining language used from telephone speech
messages [130]. However, due to the increasing abundance of textual contents along with
the fact that data is becoming more readily accessible and supposedly to contain many
valuable information, the curse of dimentionality once again comes back and strikes researchers’ effort to build a high-quality and scalable language models.
Many techniques have been devised to overcome the problem. Bengio et al., in their pioneering paper, propose the notion of distributed representation of words to reduce the
complexity of the model while maintaining satisfactory syntactic and semantic relationships among words [11]. This innovative idea has opened new research venues attempting to optimize many learning tasks through language modeling. Few notable examples
include Recurrent Neural Networks with Long Short-term Memory [52] and Generative
Adversarial Networks [43].
Despite the tremendous success of applying machine learning in many domains recently, its utilization in Requirements Engineering (RE) still remains limited. A successful
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machine learning applications often involve processing a very large volume of high-quality
data, it poses issues that somehow restrict RE researchers from applying ANNs in solving
their research problems. RE researchers mostly work with software requirements artifacts
collected from many sources. Such types of data, unlike textual contents collected from
news or books, are often disorganized and scattered. As a result, RE researchers become
reluctant to moving toward applying ML techniques to solve their research problems.
The main goal of this section is to examine if advanced machine learning techniques
can be applied to generate syntactic and semantic software requirements with reasonable
satisfaction. As the software market turns increasingly competitive, introducing new software features frequently becomes vital for the success of tech firms. Nevertheless, coming
up with new features for the software systems is never a trivial task. Inspired by this challenge, we leverage established techniques in ML for natural language generation task and
apply to generating software requirements. In particular, we train our generators using
Long Short-term Memory [52] and Generative Adversarial Nets [43] with two datasets to
generate software requirements. We also provide several evaluation metrics to quantitatively compare the performance of two approaches. The preliminary results suggest that
simple LSTM outperforms GAN in the BLEU score [87] but they are both not good enough
to generate usable software features.
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3.2.2
3.2.2.1

Backgrounds
Recurrent neural networks

Recurrent neural networks (RNNs) are a class of artificial neural nets that have gained
considerable success in dealing with its temporal dynamic [80]. There have been practical
applications built upon the concept of RNNs such as image generation [47] or speech
recognition [46]. In traditional feed-forward neural networks, information is passed and
processed in one direction, from the input layer through hidden layers, and ends up at
the output layer. This approach, although proven to be highly effective for many learning
tasks, is nevertheless not a good choice for working with sequential data. Due to one-way
direction, feed-forward nets are not good at remembering what happened in the past and
how they connect to the current data point in the time series. RNNs solve this problem
by integrating directed cycles into hidden layers to have internal memory and produce
temporal outputs that are used later if needed (cf. Figure 3.3).

Figure 3.3: Recurrent neural network versus feed-forward neural network
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3.2.2.2

Long short-term memory

Despite its clever vision, RNNs suffer from two major issues, called vanishing gradient
and exploding gradient, when gradients are used to minimize the gap between predicted
output and actual output [12]. Both the exploding and vanishing gradients can make the
network unstable [42] so that it could be unable to learn the sequential input of data [89]
where the needed information is too far from the current state. Being aware of that situation, Long Short-Term Memory (LSTM) is developed to mitigate the issues [52]. Simply
put, LSTM is a variation of RNN where it is able to keep track of important information
over a long period of time. At the core of the LSTM network is memory blocks (cf. Figure 3.4). Each block consists of a memory cell and three gate units including input, output,
and forget gates. These gate units allow LSTM to purposefully store important information
in cell state for future references or simply ignore irrelevant parts.

Figure 3.4: Memory Block in LSTM
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The gates and their relations are governed by some calculus operations and activation
functions defined as followings.

i(t) = σ(Wix v (t) + Wih h(t−1) + Wic c(t−1) )

(3.4)

f (t) = σ(Wf x v (t) + Wf h h(t−1) + Wf c c(t−1) )

(3.5)

c(t) = f (t)

c(t−1) + i(t) · tanh(Wcx v(t) + Wch h(t−1) )

o(t) = σ(Wox v (t) + Woh h(t−1) + Woc c(t−1) )
h(t) = o(t)

tanh(c(t) )

(3.6)
(3.7)
(3.8)

where i(t) ∈ Rl×1 , f (t) ∈ Rl×1 , o(t) ∈ Rl×1 , c(t) ∈ Rl×1 and h(t) ∈ Rl×1 represent for
input gate, forget gate, output gate, memory cell activation vector and the recurrent hidden
state at time step t; l is the dimension of LSTM hidden units, σ is the sigmoid function
that output a number between 0 and 1, where 0 means “completely forget this” and 1
means “completely keep this”. tanh is the hyperbolic tangent function used in later steps
to decide what new information will be stored in the cell state. Element-wise multiplication
is denoted as

3.2.2.3

.

Generative adversarial networks

First introduced by Goodfellow et al. [43] in 2014, Generative Adversarial Networks
(GAN) have gained popularity in recent years. As the name suggests, GAN is a class of
generative models often viewed as a game involving two competing players, a generator
G and a discriminator D. While generator G tries to produce synthetic data from random
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noise (e.g., Gaussian distribution), discriminator D is trained from real data distribution
and is supposed to distinguish if the generated data comes from actual data rather than
noise [43]. Let D(x) represents the probability that x comes form real data rather than
noise. At the initial phase of the training, D can easily tell if data generated by G is
“fake”. As the training progresses, however, G gets better at producing synthetic data by
maximizing an objective function log D(G(x)). The training terminates when the objective
function optimization is saturated indicating that the discriminator D will not be able to
detect, with high confidence, if the synthetic data is actually produced from generator G or
not.

3.2.3

Software requirement generator

In this section, we introduce the setup of our generative models with GAN and LSTM.

3.2.3.1

Generative model with GAN

Several papers, such as [124, 128, 95], used GAN as the generative model for text
generation. In this section, we use an improved version of GAN, called Wasserstein
GAN [3], which has been proven to be a very effective generative model and utilized
some adjustments from [49] to further improve its performance. Although noted work
such as [124, 128, 95] generate natural-like text in a satisfactory manner, our task is fundamentally different in which our goal is to generate short requirement statements instead
of long text.
Both the generator G and the discriminator D have three Residual Nets [51] in the center of their hidden layers. While G’s hidden layers start with a linear layer and end with
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a convolutional layer to take care of the computational parts, D’s hidden layers are constructed with a reverse order to maintain a two-way responsive manner. We train the network with word-level Wasserstein GAN running for 64 batches and 10000 iterations. The
first hidden layer is an LSTM to speed up the convergence of the network. We specify the
length of software requirements as 20 words. We use the hyperparameters recommended
in [58] with gradient penalty: Adam (α = 10−4 , β1 = 0.5, β2 = 0.9).

3.2.3.2

Generative model with LSTM

In this work, we implement a rather simple LSTM model with only two LSTM layers
containing 128 neurons each in the hidden layer. The reason behind this selection is that
our dataset is fairly small and not that complicated. If the network was constructed with
multiple hidden layers and a large number of neurons, it would be prone to overfitting and
would likely produce ones similar to existing requirements. We use RMRprop as optimizer
with learning rate α = 0.01

3.2.3.3

Dataset

Despite the machine learning’s recent establishments in many domains, its applications
in Requirements Engineering remain limited. Successful machine learning applications
often involve processing an exceptionally large volume of data that is currently, to the best
of our knowledge, unavailable in RE research. The only software requirements dataset
we found publicly available is from [36]. Still, this dataset is rather small and contains
mismatches in XML tags. As a result, we decided to implement a simple web scraper to
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retrieve app descriptions from Google Play 1 . To enrich the requirement dataset, we also
collected user stories from datacite 2 . Table 3.3 shows basic stats about our collected data.
Due to limited computing resources, we can only train our neural networks with a fairly
small set of data. This should not be an issue because we can easily extend our work when
a more powerful machine is available.

Table 3.3: Dataset stats
Dataset

3.2.4

Word Count Vocabulary

Google Play 19,4105

18,789

User Stories

3,599

40,550

Results

The network training took more than 5 hours for each experiment in our Nvidia GTX
1050 GPU. We use BLEU [87] to measure the similarity between generated features and
the collected dataset. BLEU score has been widely used to assess the performance of
machine translation systems but has recently been adapted in language generation research.
The BLEU metric ranges from 0 to 1 where 0 and 1 mean completely different from the
references and completely identical, respectively. For the task of requirements generation,
we do not expect to receive the perfect score because it is equivalent to obtaining the exact
1
2

https://play.google.com/store/apps
https://www.datacite.org/user-stories.html
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existing features. We are looking for the features that are different from those in training
data but also have some quality to become usable.
Table 3.4 shows the obtained results. For each experiment, we sample 10 features
and calculate average BLEU scores for various n-gram tokens (from 1 to 4) to have a
better insight into how well our generator performed. The results show that simple LSTM
outperformed improved GAN in both char-level and word-level training. Although the
differences are not significantly huge, they indicate that the GAN model was not able to
establish a good feedback loop so that the generator can learn to generate better software
features.

Table 3.4: Generation performance evaluated with BLEU
Network

BLEU-1 BLEU-2

BLEU-3 BLEU-4

0.315

0.173

0.112

0.051

word-level 0.844

0.312

0.082

0.048

char-level

0.243

0.127

0.074

0.003

word-level 0.823

0.259

0.058

0.022

char-level
LSTM

GAN

In addition to BLEU scores, Jensen-Shannon (JS) divergence is used to quantify how
similar two probability distributions are from each other [66]. Specifically, we measure the
resemblance between improved distribution drawn by generator G after each iteration and
the real distribution in which discriminator D samples to distinguish actual requirements
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from fake ones. Similar to BLEU scores, we also calculate JS divergence using several
n-gram tokens as depicted in Figure 3.5. There is a gradual decrease in JS 1-gram and convergence occurs after 6000 iterations. In other n-gram measurements, the trend becomes
more unstable, particularly with 4-gram where the convergence value constantly fluctuated
and shown no sign of being converged.

Figure 3.5: Jensen-Shannon divergence for GAN character level

We also examine generated features to see whether they are usable or not. Some features are sampled as in Table 3.5. A quick scan through all features indicates noisy results.
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The features generated from the Google Play dataset, due to having low-quality feature
descriptions, so not make much sense to be interpreted to actual usable features. Things
get much better with user stories dataset. Our generators can learn to produce features
following a standard user story template. Still, generated user stories could not fulfill our
expectation of producing clearly meaning statements conveying creative requirements.

Table 3.5: Generated software requirements
Generated requirements
as a developer, i want to meetings and help the
word level
User stories

so that open spending so that i can considered data
as a repository manager, I want to seicg and chicted to
character level
ugancI gne datasans unkND in EreLtion fepimine the verd
virtual location and video youtube everyday reading for
word level

Google Play

software for testing and detect to food clock
chess the unk give built unk now! story encouraged
character level
personal to your unk portuguese the a unk unk

3.2.5

Limitations

So far, we introduce our attempts using two advanced machine learning techniques,
Long Short-term Memory, and Generative Adversarial Networks, to generate software
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requirements. From this preliminary work, it is obvious that the limitations on various
aspects are unavoidable. In this section, we elaborate on some of those limitations.
Lack of good dataset: Successful natural text generation models are often trained on
large datasets containing billions of words [50, 64, 124]. Having a large and diverse dataset
enhances the learning capability of ML algorithms and allows them to generalize well on
previously unseen data. However, a good dataset is not always available especially for
fields like RE where ML has not been applied widely. Our dataset on software requirements is noticeably small compared to widely-used ones therefore the generated texts look
somewhat unrealistic and are prone to the overfitting problem, which occurred to generated
user stories.
Another issue that negatively affects the quality of our dataset is that the collected
texts do not necessarily reflect true software requirements. For instance, Google Play app
descriptions are written with various writing styles and purposes. As a result, the collected
dataset contains software-feature-irrelevant advertisements in order to attract more users to
purchase the apps. This poses a threat to our attempt to generate usable software features.
Lack of human subject judgment: Human subject evaluation plays an important role
in judging the quality of results generated from empirical studies. In this study, however,
we did not incorporate human evaluation into our study. Some automated evaluation metrics like BLEU [87] and Jensen-Shannon divergence [66] are used to shallowly judge the
similarity between generated software features and those in the dataset. However, without
considering the true meaning of features and put them into specific usage contexts, it is unrealistic to claim that the generator has done a good job. As indicated in Chapter 1, our goal
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is to provide automated support for generating creative software requirements. One important part of the process is to have experts ratings where the generated requirements will be
rated for their creativity attributes. However, human involvement at this point would not
help much as the generated statements are hardly present enough meaning for humans to
interpret in a useful manner. Therefore, we postpone this activity at this stage and will first
put our priority on improving the quality of generated requirements.

3.2.6

Conclusions and future work

In this study, we attempt to leverage advanced techniques in Machine Learning on
Requirements Engineering research. In particular, we apply a Wasserstein GAN [3, 49]
and LSTM [52] to the task of software requirement generation. In general, LSTM performs
better than GAN in generating software features. However, additional works must be done
so that generated statements can be useful to capture creative requirements.
As this is a preliminary study, there exist some limitations. Our biggest remaining
issue is the absence of a high-quality dataset on software requirements. As a result, our
feature generators are unable to learn and produce practical software features. In the future,
collecting high-quality requirements dataset would be our first priority. In addition, we
will conduct data analyses on the requirements dataset to have a sense of how software
requirements are constructed. Insights from the analyses will help us set out the path for
the next improvements in order to generate more realistic and usable requirements.
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CHAPTER 4
EXPLORATORY ANALYSIS ON SCRAPED REQUIREMENTS

At this point, we have collected data from two sources: 1) software features listed
on Google Play and, 2) a set user stories publicly available on the Internet. As indicated
earlier, the major issue regarding any requirements generation approach is the lack of highquality requirements dataset. Having exposed to both encouraging results and limitations
from the last iteration, we plan to do a self-reflection before we proceed with any new approach. First, it is crucial to take a step back and start seeking a new source of requirements
dataset. A quality dataset will enable us to generate better requirements regardless of the
approaches we apply. Second, after obtaining a new requirements dataset, we would like
to analyze requirements data to uncover how requirements are constructed, i.e., if certain
syntactic structures are followed to write such requirements. We expect that a thorough
investigation on collected requirements’ syntax and semantics could give us more control over developing a new, effective mechanism for the task of requirements generation.
Details on these changes will be discussed in the following sections.

4.1

Selecting a new source of requirements
The first step of our framework involves collecting a sufficient number of software re-

quirements necessary for the following activities, such as clustering. In general, software
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Figure 4.1: Subset of TeamViewer’s features listed on Softpedia.

firms use software requirements specification (often known by its acronym, SRS), in addition to project management tools, such as Jira1 , to keep track of the requirements. On
one hand, for a closed source software, such artifacts are typically copyrighted intellectual
properties. On the other hand, open-source systems often restrict access to these artifacts
to active contributors only. Therefore, building a large dataset of software requirements
could be a challenging task. On the bright side, however, software firms often use various
software distribution platforms (SDPs), also known as software product listings, in order to
promote their products to a wide range of users. Using these SDPs, in addition to providing
easily accessible download/install options, developers also enlist a product’s core feature
descriptions (or requirements) that could be appealing to potential users. Therefore, we
posit such SDPs to be good resources in our context for collecting requirements.
1

https://www.atlassian.com/software/jira
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After considering various SDPs, we chose Softpedia2 , an online software and technology distribution platform based in Romania. The rationale behind choosing Softpedia is
twofold. First, it has a large and diverse collection of software spanning across numerous
domains, therefore, assures an abundance of enlisted feature descriptions. Second, based
on our investigation, the types of features, and the quality of their descriptions provided
on Softpedia are better aligned with our purpose compared to other SDPs we explored.
For example, the core features for an application posted on Softpedia are carefully picked
by developers and are written concisely excluding unnecessary advertising information,
which we found prevalent in other SDPs such as Google Play3 or Apple’s App Store4 .
We developed a requirements scraper in Python to exhaustively collect all features in
certain domains from Softpedia. Given a domain, our scraper can visit all applications
belonging to that domain and extract all listed features. Figure 4.1 provides a snippet for
TeamViewer, a remote control software listed on Softpedia, showing its core features that
would be collected by our scraper.

4.2

Requirements analysis
After selecting Softpedia as the new source of software requirements, we implemented

a web scraper that systematically browses the Softpedia website and extracts software requirements listed on the website. In this research, we picked 4 most popular software
domains (in terms of the total number of applications listed) to scrape requirements. We
2

https://www.softpedia.com/
https://play.google.com/
4
https://www.apple.com/ios/app-store/
3
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Table 4.1: Software domains studied

Domain

Number of apps

Number of reqs

Unique words

Antivirus

191

1,814

2,245

Download Manager

256

2,775

2,306

File Sharing

213

1,848

2,181

Web Browser

184

1,756

1,963

used Selenium5 , an automated web application library, to switch between pages and interact with web elements. In addition, we used BeautifulSoup6 to load HTML content and
extract requirements data. The scraping process is repeated for every application in 4 selected domains. The summary of the new requirements dataset is presented in Table 4.1.
Download Manager has the highest total number of apps (256) listed on Softpedia and
leads the number of requirements with 2,775 and vocabulary with 2,306 words. Although
Web Browser is the smallest domain in our context, it does not fall far behind with 184
apps contributing 1,756 requirements and a vocabulary of 1,963 unique words. Next, we
examine the dataset utilizing statistical analysis and visual representations to answer some
interesting questions about the scraped requirements.
5
6

https://www.selenium.dev/
https://www.crummy.com/software/BeautifulSoup
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Figure 4.2: Boxplots of requirements length in each software domain

4.2.1

How descriptive are the requirements?

Figure 4.2 shows the distributions of requirements length, in terms of the total number
of words, from the four most popular software domains on Softpedia: Antivirus, Download Manager, File Sharing, and Web Browser, representing in distinctly colored boxplots.
From the plot, we can see the median requirement-length for each domain is close to 10
words, whereas the third quartile is less than 25 words. Still, there exists a large number of outliers whose lengths are at least 25 words (Download Manager). There is one
requirement in File Sharing with an abnormal length of 150.
To have a better idea of length distributions of the requirements, we plot histograms,
shown in Figure 4.3, depicting the distributions of requirements length in which require50

Figure 4.3: Distribution of requirements length from four software domains

ments with more than 25 words are excluded. The histograms show that for all 4 domains,
requirements length distributions are heavily right-skewed, where the majority of lengths
are concentrated on the left side of the distributions. 2-word requirements dominate the
distributions in which more than 10% of requirements are expressed by only two words.
Served as direct feature descriptions, these short statements sufficiently fulfill the task of
conveying the ideas to the software users. However, they are overly simple and the essential details are omitted. As a result, these short statements fail to achieve requirements
comprehension and elaboration, which are crucial in the RE process. For instance, one
feature listed on the File Sharing domain is Customizable Rules. Serious questions such
as “What rules”, ”For what purpose?” can easily raise at first glance. Therefore, these
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short statements lack quality essential for them to be included in the requirements dataset
we need for this research. On the other hand, lengthy requirements, shown as an example below, often contain irrelevant advertising information that omits important facets of
the requirements and also adds noises to the requirements data. Consequently, it is vital
to balance the descriptive levels of requirements when it comes to constructing a quality
requirements dataset.
Example of a wordy requirement:
“Integrating award winning antivirus engines from 360 Cloud Scan Engine, 360
QVMII AI Engine, Avira and Bitdefender to provide you with the ultimate in Virus
detection and protection capabilities.”

4.2.2

What are the requirements about?

To improve our current approach of requirements generation, we are interested in quantifying word occurrences to see if some words are more important than others. By doing
so, we will be able to observe the trend followed to express new features and gain a deeper
understanding of the dataset.
One popular method to measure how important a word is to use term frequency (tf),
which is, as the name suggests, how frequently the word/term occurs in the document. To
calculate term frequency, we first examine the requirements dataset for each domain, treat
each requirement as a document, then tokenize, i.e., split documents into individual parts
called tokens, all the documents, and count the number of occurrences for each word in the
domain. Figure 4.4 shows the top ten most frequently used words for each domain.
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It is not surprising that the top two most frequent words in each domain (Antivirus –
[scan, virus], Download Manager – [download, video], File Sharing – [file, download],
Web Browser – [page, web]) are highly related words describing the basic functionalities
of the associated domain. Looking at the rest of the lists gives us better, yet fairly limited,
intuitions. As a result, knowing the most common words used in a software domain might
not be particularly useful as they are usually tied to domains’ keywords and, therefore,
providing little to no useful context. Next, we continue our exploratory analysis focusing
on contextual details with the introduction of the n-grams model.
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Figure 4.4: Most common words used in each domain

4.2.3

Understanding requirements context

So far, we have only looked at individual words in the requirements dataset trying
to understand requirements context using term frequency. This technique is, as we have
seen, fairly ineffective as it does not take into account the relationships between words
in a requirement. To address the issue, in this section, we examine the occurrences of
individual words and their neighbors with n-grams model. Specifically, we examine the 2grams (bigram) model where requirements are tokenized into 2-word units, calculate words
co-occurring in every single requirement across domains then visualize word pairs as a
directed graph demonstrated in Figure 4.5. The graph, generated using igraph7 package,
includes pairs of words that co-occur between 10 to 25 times in all requirements. The lower
bound (10) is chosen to ensure the word pairs are sufficiently significant whereas upper
bound (25) is used to eliminate domain-dominating pairs such as “download manager”
or “web pages”. The directed graph represents edges by arrows to show the word order.
The darker the arrow is, the more frequently corresponding word pairs co-occur in the
requirements dataset.
From the graph, we can see some highly-promoted and interesting features such as
“resume broken”, “automatically resume” for resuming incomplete, interrupted download
used in the download manager, or “mouse gesture”, “parental control” are potentially useful features used in a web browser. This observation enhances our understanding of the
requirements dataset and encourages us to leverage requirements context in our next approach to tackling the requirement generation problem.
7

https://igraph.org/
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Figure 4.5: Bigram network of requirements

As discussed above, term frequency can help us identify the trend of what features are
being developed the most in each domain. Nonetheless, the issue of dominating terms,
where most popular terms are not particularly useful to understand the context, remains to
some extend. To alleviate the issue, American linguist George Kingsley Zipf has proposed
an empirical law [129]:
“The frequency that a word appears is inversely proportional to its rank.”
The Zipf law suggests that if a word occurs too frequently in a document, that word might
not be highly important to the document as a whole. This observation is true for common words such as “a”, “the”, “of”, etc., which are part of a special collection called stop
words. Motivated by Zipf’s law, researchers have developed Term Frequency Inverse Document Frequency (tf-idf), a statistical technique composed of two parts, term frequency –
count how frequently words occur in corpus and inverse document frequency – compensate weighting factor (i.e., importance) of less-frequent terms in the corpus. Practically, the
tf-idf value of a word increases proportionally to the number its occurrences and is offset
by the number of documents in the corpus that contain the word. The tf-idf technique will
help with adjusting the importance of the word regarding how frequently it appears in the
corpus. Figure 4.6 illustrates top ten words with highest tf-idf scores for each domain.
Although some of the words are not intuitive without additional context, with tf-idf
rankings, we have a better understanding of requirements in each domain. For instance, on
Download Manager domain, youtube shows us that majority of download manager apps
now support downloading video directly from Youtube. Also, sha1 may suggest that apps
support SHA-1 encryption for secure data transfer. Web browsers are offering users more
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options to interact with websites by implementing gesture support, which is particularly
convenient for users with mobile devices or touch screen laptops.
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Figure 4.6: Words ranked by tf-idf scores

4.2.4

Relationship between words

In this section, we focus on learning relationships among words in the requirements
dataset. First, we examine Fillmore’s case grammar, learning how semantic roles of the
words and syntactic structures of sentences are analyzed. Next, we analyze requirements’
dependency tree to attain additional understanding of the syntactic relations of requirements’ words.

4.2.4.1

Case grammar

Case grammar is a system of linguistic analysis developed by Fillmore in 1967 studying
the syntactic-semantic relationships centered around so-called cases. Fillmore introduced
the notion of case grammar where each verb is associated with a set of cases [38]. Few
examples of cases include Agent, Object, or Beneficiary. According to Fillmore, some
cases are optional while others are mandatory [38]. A case is considered mandatory if its
omission makes a sentence ungrammatical. For instance, in the sentence “David (A) gave
presents (O) to his nephew (B) in his house (L)”, the verb gave requires all three cases
Agent (A), Object (O), and Beneficiary (B) whereas the case Location (L) is optional.
Understanding Fillmore’s Case Grammar is useful in terms of validating the semantic correctness of the generated requirements.

4.2.4.2

Dependency tree

Another way to analyze sentence structure involves using the dependency tree that
focuses on exploring how a word is related to other words in the statements [55, 16]. A
dependency is defined as asymmetric relation established between a head and one of its
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dependents [16]. As an example, Figure 4.7 illustrates a dependency tree where words
are labels by their part-of-speech, and the relations between heads and dependents are
annotated by grammatical functions. An arrow represents a relation connecting the head
to its dependent (e.g., “system” is the head, whereas “Antivirus” is the dependent). In
the dependency tree, a word can be a head, a dependent, or both depending on how the
sentence is grammatically structured. The adjective “fast” only has one incoming arrow
from “scanning” therefore fast is the dependent of scanning. The noun “system” has both
incoming arrow from “provide” and outgoing arrow to “Antivirus”. Therefore, the “system”
is both head and dependent. The verb “provide” is the head since it has outgoing arrows
to other words in the requirement. Besides, “provide” is a special head, denoted as “root”,
because it has no incoming arrow.

Figure 4.7: Dependency tree of a sample requirement

Fillmore’s case grammar indicates that in the sentences, verbs are center and surrounded by cases. To verify the assumption, we extract part-of-speech for every root word,
count the number of occurrences, and then visualize the data as illustrated in Figure 4.8.
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Dominating the list are Verb and Noun with 4,581 and 3,742 occurrences in the requirements dataset, respectively.

Figure 4.8: Frequency of part-of-speech as root words

4.3

Conclusion
In this chapter, we have applied different NLP approaches to Softpedia requirements

dataset. We have examined 1) typical length of the requirements, 2) frequently used words
in the requirements with n-grams models, and 3) the relationships among words with case
grammar and dependency tree. In the next chapter, learning from our requirements analysis, we tackle the requirements generation task in a more structured manner leveraging
requirements boilerplate.
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CHAPTER 5
GENERATING REQUIREMENTS WITH BOILERPLATE

The increasingly competitive software industry, where multiple systems serve the same
application domain and compete for customers, favors software with creative features. To
promote software creativity, research has proposed multi-day workshops with experienced
facilitators and semi-automated tools to provide limited support for creative thinking. Such
approaches are either time consuming and demand substantial involvement from analysts
with creative abilities, or useful only for existing large-scale software with a rich issue
tracking system. In this paper, we present a novel framework, useful for both new and
existing systems, providing end-to-end automation to support creativity. In particular, the
framework reuses freely available requirements for similar software, leverages state-of-theart natural language processing and machine learning techniques, and generates candidate
creative requirements using requirement boilerplate. We apply the framework on three
application domains: Antivirus, Web Browser, and File Sharing, and further report two
human subject evaluations. The results demonstrate our framework’s ability to generate
creative features even for a relatively mature application domain, such as Web Browser,
and provoke innovative thinking among developers with various experience levels.
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5.1

Introduction
Software requirements describe, often in natural language, the services expected of

a software system addressing the needs and desires of its stakeholders [85]. Requirements engineering (RE) is the process that involves the identification and documentation
of such requirements to facilitate further analysis, communication, and implementation activities [85]. Traditional RE, for the most part, builds upon the belief that requirements
remain in the stakeholders’ minds implicitly [63], and focuses on techniques and models
that help elicitation and documentation of those requirements. In the modern internet era,
however, we observe an accelerated growth in the software market, where the same application domain is served by multiple software systems that are competing for end-users. As
a result, this aggressive modern market naturally favors software that provides novel and
useful features [70]. Consequently, contemporary requirements engineers must capture innovative requirements so that their software can be equipped with a competitive advantage.
Therefore, highlighting the key role RE needs to play in improving a software system’s sustainability by aiding the capture of more useful and novel requirements, researchers have
recently framed RE as a creative problem-solving process [70].
Creativity, considered as a multidisciplinary area of research, is commonly known
as “the ability to produce work that is both novel (i.e., original and unexpected) and
appropriate (i.e., useful and adaptive to the task constraints)” [111]. Creativity in RE,
as Maiden et al. defines, is the capture of requirements new to the project stakeholders but may not be historically new to humankind [70]. Investigations into creativity in
other disciplines, including psychology, indicate that we can achieve creativity in RE,
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through exploration, combination, and transformation of ideas that exist in the conceptual domain [70, 17], commonly known as exploratory, combinational, and transformational creativity, respectively [70]. The most common approach to promote creativity in
RE involves multi-day workshops with experienced human facilitators where ideas for requirements need to be generated through manual activities [69, 71]. Although such an
approach is found to be successful in supporting software creativity, associated costs due
to economic, time, and geographical pressures preclude a wide adoption of this intensive
process [53]. Research has also investigated frameworks [14, 15, 32], tools [125], and techniques [20, 83] that are semi-automated in nature to support creative thinking. However,
these approaches are still time consuming [83], requires significant involvement from human analysts who have creative abilities [20, 32, 125], and are applicable only for existing
software for which we have rich and detailed issue tracking systems [14, 15].
In a recent work [33], we have proposed a novel framework that reuses requirements,
freely available online, for other software in the application domain and generates candidate creative requirements in an automated manner. In doing so, this framework leverages
modern natural language processing (NLP) and machine learning (ML) techniques. In
particular, the framework first collects current requirements from online product listings
(e.g., Softpedia1 ). Next, ML techniques, including the doc2vec algorithm [61], are applied
to represent the requirements as real-valued distributed vectors, which are then clustered
applying BIRCH, a state-of-the-art clustering algorithm used for machine learning with
high-dimensional data [127]. After that, in order to extract important requirements at1

https://www.softpedia.com
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tributes, including process, objects, and additional details about objects, the framework
employs heuristics on the requirements picked from the clusters. At the end, our framework leverages Rupp’s boilerplate [93], a popular template used to construct requirements,
to formulate potentially creative requirements. In [33], we have applied our framework
on Antivirus, Web Browser, and File Sharing, three popular application domains found
on Softpedia. [33] has also presented an initial human subject evaluation of our framework with 30 participants. The results from this evaluation indicate that our framework
can exhibit promising performance in promoting creativity by inspiring creative thinking
among developers irrespective of their experience levels. Further qualitative analysis on
the collected data has also uncovered certain interesting questions about our framework.
Motivated by such findings, in this invited extension, we present additional statistical analyses for our earlier research questions and conduct a follow-up study with domain experts.
The results suggest our framework’s ability to promote creativity even for a relatively matured software domain and to further boost innovative aspects through refined requirements
originated from the automated ones.
Through this work, we contribute a framework that automatically generates concise and
possibly creative requirements utilizing modern NLP and ML techniques. In addition, our
framework can promote creativity in RE, for both novel and existing software, requiring
limited human interventions compared to the known approaches. In what follows, Section 5.2 provides background information about some of the techniques we have used in
our work and presents some important work related to our research. Section 5.3.1 presents
an introduction and demonstration of our framework. Section 5.3.2 details the initial hu66

man subject study, which is followed by Section 5.3.3 presenting further discussion and
uncovering some intriguing questions about our framework for additional investigations.
Section 5.4 presents the design of our follow-up study involving domain experts followed
by statistical analyses and discussion of results and implications. Potential validity threats
of our work are discussed in Section 5.5. Finally, Section 5.6 provides some concluding
remarks with a direction towards our future work.

5.2

Background and related work
In this section, we discuss the background and related work on creativity, its evaluation,

and creativity in RE, especially the manual and automated approaches we find in the literature that support creativity triggers or new ideas for requirements. In addition, we present
a comparison of our work with this existing literature. It should be noted that some research we discuss here, in particular, the automated approaches, commonly leverage NLP
techniques which we do not elaborate separately in this section.
In order to make our framework more generalizable, we leverage certain key techniques
that are explained in this section. Hereafter, this manuscript considers requirements analysts,
indicating stakeholders who perform elicitation and elaboration of software requirements,
and requirements engineers as synonymous. In addition, requirement and feature are two
terms used interchangeably.

5.2.1

An overview on requirement boilerplate

Since the dawn of RE, natural language (NL) has been the dominant medium for the
documentation and communication of software requirements. As the nature of NL is in67

herently informal, it often leads to problems such as ambiguity and avoidable complexity.
To mitigate this issue, the RE community has suggested boilerplates [93], i.e., reusable
templates that contain certain placeholders which we can replace with relevant attributes,
thereby formulating consistently-structured requirement statements. Since a major goal of
this work is to generate such statements, boilerplates play a critical part in our approach.
Rupp’s boilerplate [93] and EARS boilerplate [78] are two commonly referenced boilerplates we find in the RE literature. Considering EARS, however, Rupp’s boilerplate is
known as more compact but highly effective. In order to maintain simplicity, this work
adopts the following abridged version of Rupp’s boilerplate [93].
Rupp’s boilerplate.

<system name>shall provide user with the ability to <process>
<object>[additional details about object]

Example.
system

process

object

z
}|
{
z }| { z}|{
Antivirus system shall provide user with the ability to fast scan files depending on
additional details

z
}|
{
the computer specification
As the example presented above indicates, in this work we concentrate on obtaining
3-tuples (process, object, additional details) of associated words and phrases in order to
complete the boilerplate [93]. Here, the aim is to enhance the meaning of generated requirements. As defined by Pohl [93], the definitions of the items in the 3-tuple are as
follows.
68

Process: A verb or verb phrase describing an action or functionality users
can use to fulfill a certain task.
Object: A noun or noun phrase describing an item the process acts upon.
Additional details: A noun phrase containing more context for the feature.
In this work, we deploy certain NLP techniques and extract the items in the 3-tuples from
requirements collected from freely available online resources (in case of this paper, Softpedia). Next, we provide an overview on those NLP techniques.

5.2.2

An overview of the NLP techniques we leverage

In order to extract important information from software artifacts, such as bug reports,
source code, and requirement documents, some NLP techniques have been extensively
applied by the RE community [14, 4]. Two of those techniques, namely Part-of-Speech
(POS) Tagging and Text Chunking, play a pivotal role in our proposed framework. In what
follows, we provide a brief overview on these two techniques.
POS tagging. It is a process commonly used to assign appropriate part of speech to
individual words in a string called sentence. An effective POS tagger needs to be trained
on a very large corpus, usually with at least a few million words (e.g., the Penn Tree
Bank dataset [77]). As an example, Figure 5.1 presents a tagged sentence representing a
requirement. The POS tag for a word is typically determined considering its neighbors
and surrounding contexts. POS tagging arguably acts as a foundational block for further
advanced NLP techniques.
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Figure 5.1: Part-of-speech and text chunking example.

Text chunking. It is a procedure to split the text into chunks [13]. Here, a chunk is
defined as a non-overlapping segment of words that are syntactically related. With the
notion of chunk, we can identify important ideas and keywords in a long text. Some
common examples of text chunks include prepositional phrase (PP), verb phrase (VP),
and noun phrase (NP). A sample requirement annotated with text chunks is presented in
Figure 5.1. In this example, antivirus system, formed by two different nouns: antivirus and
system, is a noun phrase.

5.2.3

An overview of the language model we use

In our context, the capture of 3-tuples (cf. Section 5.2.1) require predicting the probable words that appear next, depending on the words that precede. To that end, we need to
process a large corpus of textual data. In order to make such predictions, a conventional
count-based language model, such as n-gram, could be a potential option. However, a disadvantage of such a model is that, due to “the curse of dimensionality” [11], both time and
space complexities increase exponentially as the amount of data increases. Consequently,
in order to make our framework capable of processing a large amount of data, we need
to employ an advanced technique to extract the 3-tuples. With that objective in mind, we
pick doc2vec [61], which is a generalization of a popular word embedding method called
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word2vec [81]. In order to capture fixed-length vector representations for variable-length
text inputs, including sentences and paragraphs, Le and Mikolov [61] developed doc2vec,
which is essentially an unsupervised ML algorithm. While count-based models represent
words in terms of discrete values, text documents are encoded in contentious-numbered
vectors by doc2vec. This approach followed in doc2vec reduces the model’s complexity,
and at the same time, it allows us to identify the semantic and syntactic relationships among
documents [61].

5.2.4

Creativity in RE

Maiden et al. [70] have recently framed RE as a creative process where stakeholders,
including but not limited to requirements engineers, software developers, and team leaders,
closely work together to come up with innovative ideas for software features. Research on
creativity in RE is often associated with providing creativity triggers for the stakeholders
so that they can develop innovative ideas leveraging those triggers. We present the related work on creativity in RE by broadly classifying existing research into two categories:
manual and automated approaches to formulate creative requirements.
Manual approaches. Traditionally, the process of developing creativity triggers often
involved techniques such as creativity workshops that require commitment of substantial
time and intellectual labour from multiple human facilitators. To that end, most of the earlier literature in creativity in RE predominantly focused on workshops designed to facilitate
creative thinking. These workshops typically spanned over multiple days with intense involvement from experienced human facilitators. In one of such earlier works, for example,
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Maiden and Gizikis [69] organized workshops where the stakeholders were particularly
encouraged to brainstorm and think creatively during a requirements process. In order to
capture system requirements, Maiden and colleagues [71] also proposed RESCUE, which
is a scenario-based RE process that involves creativity workshops. A limitation of creativity techniques involving such workshops is that they require an end-to-end engagement
from human facilitators [53] and heavily depend on the “creative muse” of the participants.
Recent research has proposed some tools and frameworks to support creative thinking
while capturing requirements. As an example, we can mention the algorithmic solution
developed by Zachos and Maiden [125] that explored web services in the domain analogous to current requirement problem. With an aim to identify requirements from scenarios
and to promote creative thinking while collecting information for requirements, an integrated software tool was proposed by Karlsen et al. [56]. Sakhnini and colleagues [99]
applied the elementary pragmatic model, also known as EPM [62], to support elicitation
of creative requirements. In a recent work, Burnay et al. [20] experimented with creativity
triggers as a technique to stimulate stakeholders’ imagination. Murukannaiah and colleagues [83] proposed a sequential process through which potentially creative requirement
could be manually acquired from the crowd [48]. Sakhnini et al. [99] also introduced a
creativity enhancement technique named Power-Only EPMcreate, which aims to expand
creativity search space by engaging two stakeholders in a series of logical combination of
their viewpoints. The tools and frameworks mentioned so far mostly provide a partial support and still require considerable human involvement to generate new ideas. In contrast,
our approach offers a fully-automated solution for those who are looking for next require72

ments ideas. Currently, it supports generating ideas for three popular domains, which are
Antivirus, Web Browser, and File Sharing, but could be readily scaled to include more as
needs arise.
Automated creation of software requirements. Automated generation of creative
software requirements has received a limited attention so far. Existing literature provides a
few examples that involve some level of automation to a certain degree. For instance, Farfeleder and colleagues [35] developed an automated semantic guidance system leveraging
domain ontology and supported the formulation of new requirements building upon manually defined attributes, such as concepts, relations, and axioms. Some researchers have
also focused on the automated creation of requirements triggers that can aid elicitation of
creative requirements [98, 34]. To that end, Bhowmik et al. [14] presented a framework
providing an automated support to create new requirements applying topic modeling [67]
and part-of-speech tagging [19] on the existing requirements of the same software system. A limitation of this framework is that it is only applicable for a software that has
a long history over issue tracking system. Furthermore, it needs to collect and handle
more complex data that include requirements, identity of specific stakeholders, and their
contributions to the issue tracking system in terms of posted comments and artifacts. Another effort for automation was recently reported by Do and Bhowmik [32] where the
researchers experimented with Hidden Markov Model (HMM) to automatically generate
requirements based on hidden creative attributes of existing requirements. The outcomes
of this approach, however, are extremely random as the generated statements are sequence
of apparently unrelated words providing very limited understandability. El-Sharkawy and
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Schimid implemented a semantic-based heuristic approach examining relations among existing requirements to derive new idea triggers [34]. In addition to representing ideas or
creativity triggers as a directed graph, [34] presented six production rules to systematically
retrieve new innovative ideas based on derived associations among existing ideas.
The aforementioned works have helped us to enhance our approach to address noticeable gaps and to offer some practical improvements aiming to 1) significantly reduce human effort and involvement on generating creative requirements and 2) seamlessly support
multiple approaches to accomplish creativity, including exploratory and combinational creativity techniques [70]. In this work, we propose an automated framework, which is useful
for both new and existing software systems. It also generates requirements with improved
meanings compared to the HMM-based approach proposed by Do and Bhowmik [32]. Our
approach is also highly flexible in the sense it can be quickly extended to support combinational creativity [70] from a cross-domain perspective. The techniques we utilized in
this paper, in particular, the word embedding method doc2vec [61] and clustering algorithm BIRCH [127], are greatly effective and efficient in terms of processing large multidimensional dataset which would result in a scalable solution for requirements generation.
Evaluating creativity in RE. Following other disciplines, the RE research community
has recently adopted the “new and useful” definition of creativity [70, 20, 83, 15] and used
various evaluation schemes. While capturing features for an air space management system, Maiden and colleagues [69, 71, 73] followed a simple approach to measure “novel”
and “appropriate” separately on a 3-point Likert scale [72] and collected ratings from two
domain experts. In the case of a security access system, Karlsen et al. [56] asked an expert
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to rate each requirement at a binary scale (i.e., creative or not creative). While capturing
requirements from web services, Zachos and Maiden [125] equated novelty to textual dissimilarity to assess creativity. In [14] and [15], Bhowmik et al. relied on a single Likert
scale rating for “novelty and usefulness”. [15] also included an informal self-rating, i.e.,
scores from individuals who participated in the creation process. Burnay et al. [20] recently used feedback from eight students (non-experts) in order to assess the effectiveness
of six new creativity triggers [20]. Murukannaiah and colleagues [83] collected separate
ratings for clarity, novelty, and usefulness from three hundred participants on a 5-point
Likert scale. In our work, we follow the product-oriented approach and adapt the novel
and useful requirement-oriented definition of creativity in RE. For evaluation, we follow
the approach used by Murukannaiah et al. [83] which facilitates novelty, usefulness, as
well as clarity.

5.3

First study: generating creative requirements with Rupp’s boilerplate
In this section, we present our framework leveraging ML algorithms, NLP techniques,

and Rupp’s boilerplate to generate creative software requirements. We also report of our
human-subject study to evaluate the creativity aspects of generated requirements.

5.3.1

The framework

Figure 5.2 presents the framework we propose to generate creative requirements via requirements reuse. Essentially, our framework utilizes and reuses existing software requirements recorded on online product listings (i.e., Softpedia) as input, and produces candidate
creative requirements as output. As the figure indicates, the entities involved in our frame75

Figure 5.2: A framework to capture creative requirements.

work could be divided into two categories: i) external entities and ii) internal components.
The external entities include resources such as online product listings on the internet and
the requirements analyst who will ultimate analyze the candidate creative requirements.
The internal components, on the other hand, involve “under the hood” items from requirements scraper to candidate selector (cf. Figure 5.2). In particular, the framework acts in a
sequential process that starts with a web scraping tool collecting requirements from online
product listings. These requirements move through various steps that include processes
such as filtering and clustering. Additional techniques, such as POS tagging, text chunking, and similarity analysis, are leveraged to capture necessary attributes that can be used
in Rupp’s boilerplate [93] to formulate candidate creative requirements. At this stage, an
analyst, indicated by the human icon in Figure 5.2, will be able to evaluate and elaborate,
if necessary, the candidate requirements according to his or her expectations or needs2 .
2

The source code is available at http:tinyurl.com/y6pgqn2f
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Table 5.1 provides an overview of components in our approach. In what follows in this
section, each phase of our framework is discussed in detail.

Table 5.1: Overview of the approach’s components
Component

Usage

Part of

Softpedia

Source of requirements used as input for our framework

External

Reqs Scraper

Automate collecting requirements from Softpedia

Framework

Reqs Filter

Filter out “non-qualified” requirements

Framework

Reqs Cluster

Group similar requirements into clustes for further processing

Framework

Attribute Extracter

Extract requirement’s attributes to construct Rupp’s boilerplate

Framework

Reqs Generator

To generate new requirements following Rupp’s boilerplate

Framework

Candidate Selector

Apply heuristic strategies to select candidate creative requirements

Framework

Reqs Analyst

Stakeholders who perform elicitation and elaboration of software requirements External

5.3.1.1

Requirements dataset

As discussed earlier, a quality requirements dataset play a crucial role in our framework. We have started off with collecting software features listed on Google Play3 and a
set of user stories from datacite4 . As the obtained results are undesirable (cf. Chapter 3),
however, we have sought for a better requirements dataset and eventually picked Softpedia5
as our prospective dataset. To demonstrate our framework, we select requirements for the
3

https://play.google.com/store/apps
https://www.datacite.org/user-stories.html
5
https://www.softpedia.com/
4
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software systems from Antivirus, Web Browser, and File Sharing, three popular application
domains in Softpedia. The rationale behind choosing these domains is threefold. First, we
expect that these domains will provide us with an enriched requirement dataset as they top
Softpedia’s chart with most applications listed. Second, as these domains are commonly
used, a large number of users may benefit from the created requirements. And finally, the
participants in the human subject evaluation we plan to conduct (cf. Section 5.3.2) will be
able to evaluate the creative merits of our formulated requirements in a critical manner.

5.3.1.2

Requirements filtering

In order to successfully solve data oriented problems, we need to ensure that the collected data is of high quality. An important characteristic of the requirements we collect
for this study is that they come from various resources and are enlisted by contributors
with a diverse background. As a result, these requirements are somewhat untidy in nature.
Therefore, we must prepare a clean dataset before we can proceed with further processing.
The particular activities we carry out for the purpose of data cleanup are as follows.

1. First, we eliminate the feature descriptions that have either too few or too many
words. After conducting some analysis on our collected requirements, we realize
that a feature description with just a few words generally present a short phrase
indicating a functionality. Therefore, such short descriptions are not suitable for extracting boilerplate attributes (cf. Section 5.2.1). One example along this line would
be Google Chrome. Out of its 17 core features listed on Softpedia, Google Chrome
has 10 feature descriptions with length ranging from 2 to 4 words such as “Dynamic
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tabs”, “Crash control”, or “One box for everything” [44]. These short phrases, without being put into their contexts, are difficult to fully comprehend not to mention
extracting useful information from them. Whereas, a feature description with many
words either represents an advertisement of the product or typically includes many
unrelated terms and technical words that may not be suitable for Rupp’s boilerplate.
For example, a 29-words description advertising an Antivirus software says, “Integrating award winning antivirus engines from 360 Cloud Scan Engine, 360 QVMII
AI Engine, Avira and Bitdefender to provide you with the ultimate in Virus detection
and protection capabilities”. Another description from Web Browser containing 24
words “JavaScript Debugger (”Venkman”) lets you debug JavaScript code on your
websites, add-ons and even in SeaMonkey itself with a suite of powerful debugging
tools” include around 10 technical terms. Therefore, we make a pragmatic choice
and discard feature descriptions with less than 5 and more than 15 words, which
results in a final filtered set of 2,127 requirements out of initial 2,847 requirements
collected (74.7%).
2. Next, we discard non-English words and non-alphabetic letters. During the aforementioned analysis, we identify that the non-English words are typically technical
keywords or typos. To our opinion, these terms are unlikely to produce meaningful
attributes for a boilerplate in our context.
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3. Finally, we extract the original form or root of each word applying lemmatization
(e.g., sending, sent ⇒ send). To that end, we reduce inflectional forms and additional
computational overhead to train our language model presented in section 5.3.1.3.

A demographic overview of the requirements (i.e., feature descriptions in this case) we
have collected for our study is presented in Table 5.2.

Table 5.2: A demographic overview of the requirements we have collected for the study.

# of features
domain

# of systems
initial

5.3.1.3

vocabulary

filtered (# of words)

Antivirus

221

1,087

901

3,214

Web Browser

168

1,286

884

2,853

File Sharing

182

474

342

1,714

Total

571

2,847

2,127

7,781

Clustering the requirements

In this phase, we arrange the requirements into individual clusters of highly related
features. Although developers tend to introduce innovative features from time to time
in an effort to differentiate their software from others in the same application domain,
it is inevitable that the software systems in a domain include common features that are
fundamentally similar. To that end, clustering the requirements can play a critical role in
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attaining combinational creativity, an approach that forms new ideas through a combination
of familiar ideas [17].
K-nearest neighbors (KNN) [2] and k-means [68] are two popular algorithms widely
used for clustering textual data. As we want our framework to be scalable, we leverage
BIRCH [127], a more efficient algorithm for large datasets. To that end, we expect that our
framework is easily expandable to handle large-scale industry-size dataset. The process
we follow for clustering is twofold. At first, we train the requirement dataset by applying
doc2vec [61] and obtain real-valued vectors as the output. Here, a requirement is represented by a vector and similar vector values indicate analogous requirements. Next, the
BIRCH algorithm will use these vectors and group them into requirement clusters. Below
we provide further details on these steps.

Training the doc2Vec model. In order to train our model, we use gensim6 , a popular
open-source framework for natural language processing. In case of each domain, first we
tokenize a feature into a list of words and feed them as input to our training model. In this
manner, we train each domain separately using the parameters as follows. [Please note that
the values we choose here are based on some heuristic experiments.]

1. vector size = 200. It indicates the “fixed-length” size of a continuous-valued vector
that represents a feature. Research has suggested a vector size in between 100 and
300 [61, 81] depending on the dataset. Since we have a dataset with a relatively
6

https://radimrehurek.com/gensim/
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small vocabulary, in order to minimize computational complexity and maintain a
satisfactory performance at the same time, we pick 200 as our vector size.
2. min count = 2. It indicates the minimum number of times a word must appear in
the corpus so that we can include it in our training process. A word with a single
occurrence gets discarded since it is less likely to add any value in building semantic
similarity models for the feature set.
3. epochs = 25. In an ML approach, “epochs” represents the number of iterations a
training session goes through. In case of a very large corpus (for example, containing millions of words), as Le and Mikolov [61] suggest, we should use 10 to 20
iterations. For a smaller dataset like ours, however, a training session with more iterations may help us obtain a better distributed representation, where a similar feature
is represented by a similar vector.
The output of this training process is a n × 200 matrix M , where n is the number of
requirements in a domain and each row in M represents an individual requirement. In this
matrix, two semantically similar requirements are represented by comparable vectors. This
characteristic is leveraged in clustering requirements, which is discussed next.

Creating requirement clusters. In order to cluster the requirements, we employ the
BIRCH algorithm [127], implemented in the scikit-learn7 ML library. In an attempt to
find the optimized number of clusters, the Silhouette values ranging from −1 to +1 are
calculated. Here, a higher Silhouette value indicates a highly cohesive cluster, whereas a
7

https://scikit-learn.org
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lower value indicates otherwise [96]. In case of each domain, our clustering process starts
with k=2 and we keep increasing k until the Silhouette values start to decrease. In this
manner, we obtain 5, 4, and 5 clusters for Antivirus, Web Browser, and File Sharing with
Silhouette values of 0.468, 0.424, and 0.376, respectively.

5.3.1.4

Requirements generation

In this phase, our aim is to create new requirements leveraging Rupp’s boilerplate (cf.
Section 5.2.1). To that end, here, we discuss our strategy to sample requirements from
clusters and further explain the techniques we apply to capture boilerplate attributes in
order to formulate new requirements.

Requirements sampling

In order to examine how our framework performs in generating

creative requirements, we follow a stratified sampling technique [31] for each application
domain, and sample data from disjoint clusters of requirements. As [31] suggests, following this approach we can obtain samples that are better representations of the requirements
population. We randomly select 100 requirements from the clusters in each application domain. Due to the stratified sampling strategy [31] we follow, the number of requirements
contributed by each cluster is directly proportional to its size.

New requirements creation In an attempt to capture Boilerplate attributes, we first use
spacy8 to conduct POS tagging and text chunking activities. We then analyze a tagged
requirement, identify a verb / verb phrase as a process, find additional attributes such as
8

https://spacy.io
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an object as a noun / noun phrase and additional details as another noun phrase. In reality,
a requirement may contain more than one group of attributes. Therefore, from a group of
3 requirements, we alternatively combine the attributes extracted from them to formulate
new requirements. Considering that we get 3 attributes from each requirement, we can
write up to 3 verbs × 2 objects × 1 additional details = 6 new requirements.

5.3.1.5

Selection of candidate requirements

Following the work presented in [14], we need to identify least familiar requirements
that are expected to be more creative. To do so, we calculate the TF-IDF Cosine similarity
scores between each generated requirement and existing requirements in the same application domain. Then, we take requirements that are at the bottom 10% of the similarity chart
and randomly select five final candidates for further evaluation. Table 5.3 represents these
candidate requirements. This randomization improves the validity of our framework’s evaluation, which is detailed in the next section. Furthermore, to our opinion, five requirements
from each domain would be manageable for our study participants. Next, we present the
initial human subject evaluation of our framework.

5.3.2
5.3.2.1

Initial evaluation of the framework
Research questions

The main objective of this human subject evaluation is to assess how our framework
performs in supporting the generation of creative requirements. To that end, we want to
evaluate the automated requirements for Antivirus, Web Browser, and File Sharing in terms
of their creative merits. Therefore, we ask the following research question:
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Table 5.3: The randomly picked five automated requirements from each domain.
The system shall provide user with ability to ...

Antivirus

AV1

... get any background illegal sniffer hacker

AV2

... suspend password protection shield

AV3

... build advanced heuristic analysis malicious program

AV4

... switch Antivirus vulnerability

AV5

... prevent emergency situation any recovery tool

WB1 ... export microsoft internet explorer a file
WB2 ... drop search button to the top
Web
WB3 ... keep any user intervention recent web page
Browser
WB4 ... display functionality description
WB5 ... make file easy mouse gesture
FS1

... customize the files

FS2

... set icon every downloading file

FS3

... highlight the network user

FS4

... save traffic download speed

FS5

... share the client firewall

File
Sharing

RQ1.1 – How creative the requirements generated by our framework are?
At this stage, it is worth mentioning that generating text in an automated manner is
inherently complex and the currently available techniques along this line are still limited,
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despite considerable progress made by modern NLP research. Although we have a few
advanced-level versions of Rupp’s boilerplate [93], in our framework we have utilized a
preliminary version considering its simplicity. Consequently, we anticipate that the automated statements in our case may often be incomplete, grammatically incorrect, or semantically wrong. However, our assumption is that sometimes such a statement could be
interesting enough to perform as a creativity trigger [20], that is, a collection of words or
terms which inspires creative thinking among its beholders. To that end, we also want to
assess this triggering aspect of a generated requirement, thereby ask the research question:
RQ1.2 – How helpful the generated requirements are in capturing new requirements?

In case of startups and small-to-medium-size software firms, typical RE activities, such
as analyzing and clarifying requirements, are often performed by regular developers. As
the developer community in the real world is undoubtedly diverse in terms of the experience and skill sets they possess, we would like to explore to what extent the framework’s
outcome depends on the developer’s experience level. Therefore, the research question we
ask along this line is as follows.
RQ1.3 – Developers with what level of experience benefit from our automated
framework?
5.3.2.2

Study setup

For this study, thirty developers with a diverse background and software development
expertise were recruited. The participants came from both undergraduate and graduate students and staff programmers working at our institute. We made confidentiality agreement
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with our participants about respecting their anonymity. Following the work on creativity in RE by other researchers, e.g., Murukannaiah et al. [83], we wrote a questionnaire
that asked the participants to rate each automated requirement on three different creativity
attributes: clarity–“unambiguous and provides an appropriate level of detail” [83], novelty–“original and unexpected” [111], and usefulness–“adaptive to the system and contains
value or utility” [83]. The participants provided ratings on a 5-point Likert scale: 1=very
low, 2=low, 3=medium, 4=high, 5=very high. Each participant rated all 15 randomly selected requirements as shown in Table 5.3. We also asked the participants to provide some
justifications of their ratings and rewrite/elaborate the requirement, if the idea was interesting to them. We emphasised that the rewriting activity was completely voluntary and the
participants were free to ignore this task if they do not find the requirements interesting.
The latter part of the questionnaire asked the participants to rate the overall helpfulness
of the automated statements in capturing new requirements. Once again, this rating was
captured on a 5-point Likert scale: 1=not at all helpful, 2=slightly helpful, 3=somewhat
helpful, 4=moderately helpful, 5=extremely helpful. Please note that we requested them
to provide this rating for each software domain. Furthermore, the questionnaire included
queries about a participant’s familiarity level with the application domains and software
development experience. Before the participants started working on the questionnaire,
we provided them with a short tutorial explaining different concepts critical to this study,
including the rating scales and the keywords: clarity, novelty, and usefulness. We adapted
the definition of our three creativity attributes from [83] and further refined them to enhance
understandability. The refined definitions are as follows.
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1. Clarity: A clear requirement is unambiguous and provides an appropriate level of
detail.
2. Novelty: A novel requirement is something that a user finds original and unexpected,
i.e., something that is not common place, mundane, or conventional.
3. Usefulness: A useful (and implementable) requirement leads to a product that provides value or utility to its users.

Our participants worked individually and approximately spent one hour and thirty minutes,
on an average, to finish the assigned tasks.

Antivirus

Web Browser

File Sharing

AV1 AV2 AV3 AV4 AV5

WB1 WB2 WB3 WB4 WB5

FS1 FS2 FS3 FS4 FS5

Clarity

5
4
3
2
1
0

Novelty

5
4
3
2
1
0

Usefulness

5
4
3
2
1
0

Figure 5.3: The ratings for helpfulness of our generated requirements.
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5.3.2.3

Results and analysis

RQ1.1 – How creative the requirements generated by our framework are?
In Figure 5.3, we show the average ratings along with associated standard errors on
clarity, novelty, and usefulness for each requirement. We observe that the File Sharing requirements obtain relatively better clarity scores ranging from 3 to 4, i.e., medium to high.
For the other two domains, we clearly notice some mixed opinions among the participants
as just two Antivirus and one Web Browser requirements receive average ratings above
three. Such ratings are probably not surprising, considering the fact that the requirements
are often incomplete and grammatically incorrect. The requirements are fairly consistent
across the domains, however, on their ratings for novelty and usefulness. We note that a
majority of File Sharing requirements as well as a couple from Antivirus have received
medium or high ratings for novelty, whereas all the requirements for Web Browser obtaining medium or even lower. We find the average usefulness ratings fairly consistent and
intriguing as we see all the requirements (excluding one from Antivirus, AV2) obtaining 3
or more as average ratings (up to 4.5 for FS1). In retrospect, we do not anticipate that every
requirement generated by our approach will be perfect on clarity, novelty, and usefulness.
Keeping this aspect into consideration, the results discussed so far suggest that our framework often generates requirements with medium to high creativity level. Further post-hoc
analysis uncovers additional insights along this line, which are discussed in Section 5.3.3.
RQ1.2 – How helpful the generated requirements are in capturing new requirements?
Our data exhibits 253 instances of rewritten requirements. Considering 30 participants
and each with an opportunity to work on 15 requirements, we could have the maximum
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of 450 rewritten requirements. Therefore, 253 becomes 56.2% of the total possibilities.
Given that requirement rewriting or elaboration activity was completely voluntary, we find
this percentage reasonably high. It should be noted that the rewriting activity for some
automated requirements may not always improve all the creativity attributes except clarity. However, considering the voluntary nature of the rewriting activity in our study, it is
reasonable to consider that a beholder would spend time to rewrite/elaborate an automated
requirement if it is interesting and understandable enough to draw her attention. In addition, the average ratings provided by the participants on helpfulness (cf. Section 5.3.2.2)
of the automated statements in case of capturing new features are 3.75, 3.25, and 3.6 with
the medians being 4, 3, and 4 for File Sharing, Web Browser, and Antivirus, respectively.
Figure 5.4 provides a box plot summarizing these ratings. Such results illustrate that the
framework is capable of generating requirements that are moderately helpful in inspiring
creative thinking for further elaboration. Section 5.3.3 includes more insights along this
line, specially some interesting observations about Web Browser.

Figure 5.4: Requirement usefulness ratings.
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RQ1.3 – Developers with what level of experience benefit from our automated framework?
In an attempt to answer this research question, we want to examine if there exists an
association between developers’ level of experience and their requirement-rewriting activities (in case of each domain). Considering the professional development experience, i.e.,
full- or part-time software development jobs, internships, freelance development activities,
and the year-long computer science or software engineering capstone projects where the
participants developed software for real-world customers, we divide our participants into
three different groups: low experience (<2 years), average experience (2 to 4 years), and
high experience (>4 years). Accordingly, we obtain eight, twelve, and ten participants
with low-, medium-, and high-level of experience, respectively. In case of each application
domain, we find the count of rewritten requirements by the participants with each experience level. Given the optional nature of this rewriting activity, each participant had an
equal likelihood of either taking or avoiding this option.
As our groups are of unequal size, in order to perform a comparison among them, we
first normalize the count of rewritten requirements for each group. For example, if 8 participants contribute 26 instances of rewritten requirements for Antivirus, then what would
be the count for 100 participants. In the conference version of our work [33], we have performed a chi-squared test [1] along this line, which is a commonly used statistical tool for
categorical data analysis. The contingency table corresponding to this test is presented as
Table 5.4. Although, we get a χ2 value of 28.31 (degree of freedom df =4 and p=0.000011),
a further look into the contingency table reveals interesting implications. We observe that
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only the participants with low-level of experience have a statistically significant negative
association (studentized Pearson residual spr=-3.4 and p=0.021) with rewriting requirements for Web Browser. The rest of the cells in the contingency table, however, do not
indicate any statistically significant association. In other words, the results possibly suggest that the framework would be useful for developers with different levels of experience.
Section 5.4.1 presents a further investigation along this line.
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93
325
212
275
812

Antivirus

Web Browser

File Sharing

Total

frequency

1.9

-3.4

1.5

spr

Low

741

200

283

.021
.438

258

frequency

.714

p-value

-1.6

2.5

-0.9

spr

Medium

.659

.187

.926

p-value

920

270

320

330

frequency

-0.4

1.0

-0.5

spr

High

.996

.920

.992

p-value

2473

745

815

913

Total

Table 5.4: Contingency table showing relationship between developer experience and requirement rewriting activity.

5.3.3
5.3.3.1

Discussion
Mixed ratings for clarity

Further analysis on our collected data suggests that the participants often got annoyed
by issues, such as incompleteness and syntax errors, which are common to our automated
statements. For example, in case of AV3: “Antivirus system shall provide the user with the
ability to build advanced heuristic analysis malicious program”, a comment in the justification part reads “...looks like a good one but incomplete and awkward wording. Had to
read a few times to actually get it”. This specific participant rewrites the requirement as
“Antivirus system shall provide the user with the ability to generate an advanced heuristic
analysis report on any malicious program”. We notice that in total 18 of the 30 participants,
i.e., 60%, actually elaborated this requirement and incorporated their thoughts on malware
and other malicious programs. We also observe that AV3, despite its low clarity rating, receives relative higher average scores on novelty and usefulness, 3.75 and 3.5, respectively
(please see Figure 5.3).

5.3.3.2

Lower score for novelty

As Maiden and colleagues suggest, the notion of creativity in RE indicates “the capture
of requirements that are new to project stakeholders but may not be historically new to
humankind” [70]. Accordingly, the perceived novelty aspect of a requirement often gets
influenced by the system under consideration. In other words, we may find a feature to be
novel for a certain software system, whereas, the same functionality might already exist
in some other software. In our initial study, we ask the participants to rate requirements
94

for application domains, not for an individual software. Furthermore, our participants are
regular users of multiple software systems from all three domains. We posit that such familiarity, at least to some extent, limits the level of surprise, particularly in case of a well
known domain, such as Web Browser. We find a comment from one of the participants
about WB4, “...the browsers I know of display functionality description when I hover the
mouse on an icon.” We observe that the participants were often cautious on novelty as well
as usefulness scores, despite their excitement about the idea was clearly evident in comments. Let us take FS5 “System shall provide the user with the ability to share the client
firewall” for an example. Some common comments about this requirement include “useful
in the right situation..., fairly novel, but not sure about the potential security risks.... would
not rate very high”. On a different note, such observations further imply our automated
requirements’ ability to provoke critical thinking among beholders.

5.3.3.3

Rewriting the requirements

Each of the 15 requirements was further elaborated where some received more attempts
than the others. Among the more frequently elaborated requirements, we find AV1, AV5,
and WB2 who are rewritten by 24, 22, and 22 participants, respectively. An additional
analysis uncovers an interesting trend. Each one of these three requirements are ranked low
both on clarity (≈2) and novelty (ranging from 1.9 to 2.93). WB2 “Browser shall provide
the user with the ability to drop search button to the top”, is in fact among the lowest rated
automated requirement in our study (average rating ≈2.67). However, many participants
still took time to think about this idea and some of the elaborations look striking. An
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intriguing example would be: “The browser shall include a permanent drop-down search
bar so that users can easily search the internet at any given time.” The requirement suggests
that the browser could add an integrated panel accommodating a search bar so that a user
may search the internet without going away from the website she is currently browsing.
Arguably, if this feature is implemented, we can enjoy the advantage of having double
monitors. This observation points out some interesting questions: Is the framework indeed
able to promote creativity even for a matured domain? Even if the overall creativity merits
of some automated requirements are low, could they still serve as good starting points for
further innovative features? With an aim to gain additional insights along this line, we
conduct additional analysis and study for this invited extension, which is discussed in the
next section.

5.4

Second study: further exploring the framework’s benefits
Building upon the findings of our initial study presented in the previous section, in this

extended work, we further explore our framework’s potential benefits by addressing the
following important questions.
• Will our framework be beneficial to developers with various levels of experience?
• How the framework could support creativity for a matured application domain?
• Even when our framework produces requirements with low creativity merits, would
they still be useful to stakeholders?

In order to answer these questions and to uncover valuable implications, we conduct relevant qualitative and quantitative analyses and carry out an additional study that are detailed
in the next section.
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5.4.1

On developers with different experience levels

Motivated by the aforementioned indication, in this invited extension, we plan to conduct further investigation and strengthen the answer for RQ1.3 . The rest of this section
detail this investigation along with the results and analysis.

5.4.1.1

Hypothesis

To reiterate, we are interested to know if the requirements generated by our approach
are beneficial (i.e., helpful or useful) to only specific groups of developers with certain level
of experience or they can act as creativity triggers for a wide range of developers (irrespective of their experience). In other words, if our approach is generally beneficial, whether a
developer finds it useful or not should not depend on her development experience. With an
objective to explore this notion, we formulate the following null and alternative hypotheses.
H0 : Developer’s software development experience has no influence on whether they
find the generated requirements useful.
H1 : Developer’s software development experience influences whether they find the
generated requirements useful.
During the earlier human-subject study, we clearly explained the participants that the
activity of rewriting candidate requirements were completely voluntary and they could ignore this task if they did not find an idea interesting and worth elaborating. Therefore,
in this context, we presume that the generated requirements are useful or helpful if they
prompt our participants to rewrite/elaborate the given items. Accordingly, we operational97

ize usefulness as the act of rewriting a given requirement, i.e., if rewritten then useful, else
not useful. As software development experience, we consider full- or part-time software
development jobs, internships, freelance development activities, and the year-long computer science or software engineering capstone projects where the participants developed
software for real-world customers. With such constructs, we conduct a mixed-effect logistic regression analysis with repeated-measures design in order to test our hypothesis. The
next few paragraphs provide some background on repeated-measures design and mixed
effects logistic regression along with the rationale behind choosing this analysis technique.

5.4.1.2

Repeated-measures design

It is an experimental design strategy when we take multiple measures of the same
subject under different treatment conditions or over multiple time periods [5]. Repeatedmeasures design is particularly useful when the study has a limited number of participants
as it reduces the variance of estimates among subjects. Therefore, this design allows researchers to draw statistical inferences with a relatively small set of subjects [5].

5.4.1.3

Mixed effects logistic regression

Linear mixed effects model is an extension of generalized linear models used to measure effects in regression models [9]. Unlike linear models whose source of variance comes
from the random samples we collect the data from, a mixed effects model’s variance is contributed by the variables themselves [120]. As depicted in Figure 5.5, a generalized linear
model contains intercept, fixed effects, and an unknown error term, whereas the mixed-
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effect model includes additional random effects stemmed from the variability within the
variables.

Figure 5.5: General model versus mixed-effect model.

Despite the widespread use of mixed effects models in various disciplines, there have
been distinctly conflicting definitions of fixed and random effects [60, 105, 103]. In this
paper, we use those defined in [120], which are not only simple and straightforward but
also preserving important attributes established by the literature. According to [120], fixed
and random effects can be distinguished by the nature of data levels [120]. In this study,
we treat a variable as a fixed effect factor if the collected data contains all levels of interest
for that variable (e.g., genders: male and female; ratings: low, medium, high, etc.). On the
other hand, with random effects, we may not collect all possible levels. Instead, we sample
from “the population of interest” [120]. For instance, the subjects in our sample (i.e., the
participants we have recruited for our study) are far from representing the entire population
of software developers. However, the goal is to generalize our statistical inferences for a
broader range of population. Therefore, as an alternative, we can also think of fixed and
random effects in terms of how they influence the data. Fixed effects are expected to have a
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structured and predictable influence, whereas random effects contribute to non-systematic
and unpredictable influences on the data [120].
In sum, inclusion of random effects in mixed effects models allows us to draw conclusions with increased confidence even if the data is collected from a relatively small
sample. This is one of the reasons we consider a mixed effects model for our analysis.
At this point, it should be noted that the difference between fixed and random effects are
loosely defined [41]. To that end, determining which effect a variable belongs to depends
on what our research question is and what statistical inference we are planning to draw to
answer the research question [41].
Another important reason for us to consider mixed effects model is that in order to
properly employ linear models, several assumptions must be met to guarantee accuracy
and consistency of the analysis. A principal one is the independence assumption stating
that the collected data/observations should be independent, i.e., the value of one observation should not be affected by other observation (e.g., data points comes from different
subjects). Since our data collection involves repeated-measures with multiple responses
gathered from the same subject, a mixed-effect model is a reasonable choice to resolve violation of independence assumption, thereby making our statistical inferences robust and
reliable.

5.4.1.4

Model setup

In order to test our hypothesis on the relation between the developers’ software development experience and their act of rewriting the requirements, the latter is the dependent
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variable with two possible values: rewrite the requirement or do not rewrite the requirement. Therefore, we develop a mixed effects logistic regression model, a specific type of
linear regression model where the dependent variable is dichotomous (i.e., it can take only
two possible values, e.g., gender: male/female, tumor diagnosis: yes/no, rewritten requirement: yes/no). We define the variables of our logistic regression model in Table 5.5.

Table 5.5: Our mixed effects logistic regression model’s variables.

Variable

Description

Effect

Variable Type

subject id

Participant in the study

Random

Categorical - Independent

requirement id

Requirement in the study

Random

Categorical - Independent

Fixed

Continuous - Independent

Fixed

Categorical - Independent

N/A

Categorical - Dependent

Months of working experiences
experience
in software development
Software domains
domain
(Antivirus, Web Browser, File Sharing)
Binary variable stating whether
rewritten
participants rewrote requirements or not

In our study, all the participants were asked to voluntarily rewrite 5 requirements from
3 software domains adding up to 15 requirements per participant. Certainly, our model
needs to factor in the variability contributed by the inherent variability among the subjects/participants. For instance, every participant may have slightly different motivation
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that is likely to affect his/her decision when it comes to rewriting those requirements (e.g.,
requirements come from familiar domain, participant is likely to rewrite first few requirements and become lazy with the remaining ones, etc.).This motivation is non-systematic
and unpredictable, therefore constituting a random effect for subjects and “characterizing
idiosyncratic variation due to individual differences” [120]. Furthermore, when a participant’s attention move from requirement to requirement, the likelihood of rewriting a requirement can be randomly affected by the variability among the requirements. Therefore,
we consider requirement as another random effect in our model. As the fixed effects in our
model, we enter software development experience in months and software domain (without
interaction). Although in our study we consider only three software domains, obviously
there are more domains in the real world. However, we operationally define domain in the
context of our study as the difference among Antivirus, Web Browser, and File Sharing,
and we “exhaustively” test all of them, i.e., each participant gets the opportunity to work on
all the domains in an equal manner. In other words, we fully exhaust the factor “domain”
(as we defined) and following [120], we do not treat domain as a random effect. Each
subject and requirement are assigned individual ID so that the mixed model can recognize
them as random effects and treat them differently than the fixed effects. Outcome variable
is encoded as a binary variable taking Yes/No values, where “Yes” means a requirement
has been rewritten by the participant in the same observation and “No”, otherwise.
We use R [94] and lme4 package [8] to perform the linear mixed effects analysis. In
particular, we run our model using glmer function from lme4 package [8] with domain
as requirement level categorical predictor (Antivirus, Web Browser, or File Sharing), ex102

perience as subject level continuous predictor, and two random effect by subject id and
requirement id (cf. Figure 5.6).
model <- glmer(
data=data, rewritten ∼domain + experiences +
(1|subject_id) + (1|requirement_id),
family = binomial,
control = glmerControl(optimizer = "bobyqa")
)

Figure 5.6: R command used to run our linear mixed effects model.

5.4.1.5

Results and analysis

Table 5.6 presents the results of our mixed effect logistic regression model for rewritten
requirements. Here, we see the associated values for estimate, some of square (SE) and
p-value for all the parameters in the model. It should be noted that we build the logistic
regression model considering Antivirus as the base which is indicated by the parameter
“intercept” in Table 5.6. In order to test our hypothesis, we are particularly interested in
the experience parameter of the model. As Table 5.6 suggests, the estimate and SE values
for experience are −0.007 and 0.034, respectively, with a p-value of 0.827, which is much
higher than α = 0.05. These results indicate that we do not find any evidence at α = 0.05
that experience acts as a factor for a developer’s requirement rewriting activity. Therefore,
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we fail to reject our null hypothesis. In other words, based on the statistical evidence, we
accept:

Developer’s software development experience has no influence on whether
they find the generated requirements useful.
This finding further supports the initial suggestion, provided by the χ2 test we presented
earlier, that our framework can be beneficial for a wide range of developers with various
experience levels.

Table 5.6: Mixed effects logistic regression for rewritten requirements

Parameter
Intercept

Est.

SE

p-value

0.791

0.650

0.224

Domain File Sharing

−0.933

0.463

0.043∗

Domain Web Browser

−0.415

0.461

0.368

Experiences

−0.007

0.034

0.827

Subject

2.359

Requirement

0.54

Nsubjects = 30

Nrequirements = 15
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5.4.2

On software domain and creative merits

Motivated by the insights from our initial human subject evaluation presented in the earlier sections, here, we focus on further examining our framework on two specific aspects
highlighted in Section 5.3.3. There, we have indicated that the level of surprise can play
an integral part in the perceived creative merit of a requirement. As Filipowicz [37] points
out, the level of surprise positively affects the performance of a creative activity. In real
world, some software systems, or application domains for that matter, have been around for
quite some time. Furthermore, some application domains (e.g., Web Browser) are widely
used by a large and diverse group of users, receive frequent contribution by many open
source software developers worldwide (e.g., Mozilla Firefox), and include multiple highly
competitive software systems striving to attract more users. Such aspects can make an application domain highly saturated in that the software systems in the domain might already
have a wide range of features that are well known to common people. Therefore, the requirements (or triggers) automatically generated by our framework may have an inherent
limitation on their level of surprise. It would be interesting to examine if our framework
can be useful for a saturated application domain. To that end, the first research question
we ask in this study:
RQ2.1 – Can our framework promote creativity for a matured application domain
such as Web Browser?

In our initial study, we noticed that some automated requirements consistently received
low ratings, especially on novelty (e.g., AV1, WB1, and FS1), from the participants. How105

ever, given our study setup, each requirement had an equal probability of being elaborated/rewritten by the participants. Therefore, as a natural followup on the aspect “level of
surprise”, the second research question we formulate:
RQ2.2 – Can the automated requirements with low creative merits further promote
innovative features?

5.4.2.1

Study setup

In order to answer the aforementioned research questions, we follow a setup similar
to our initial study (cf. Section 5.3.2.2) in that we collect ratings for clarity, novelty, and
usefulness at a 5-point Likert scale. However, in this invited extension, we focus on the
rewritten requirements (elaborated from the automated requirements/triggers by the participants in our initial study). We recruit three participants Bob, Mary, and John (pseudonim
used) who are domain experts in security, Web Browser, and File Sharing, respectively.
We call them domain experts for several reasons. First, the participants have 5–7 years of
full-time professional software development experience. Second, Bob has worked as a cyber security analyst for 3 years at a security focused software firm and possesses multiple
security certificates, whereas Mary and John use multiple Web Browsers and File Sharing
software, respectively, on a daily basis and an active contributor to at least one open source
software in the domain. Last but not the least, each participant has a Master’s degree in
Computer Science. At the beginning of the session, we provide the participants with a
short tutorial explaining different concepts critical to this study, including the rating scales
and the keywords: clarity, novelty, and usefulness. Each participant works individually for
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about one and a half hours and provides ratings for the rewritten requirements from the
domain he/she is the expert in. Similar to the initial study, the participants also provide
justifications of their ratings, if needed.
In this study, one of our objectives is to gain an increased confidence in the findings
about the utility of our framework. To that end, we want to obtain a conservative estimate on the creative merits of the rewritten requirements. Since, domain experts generally
have a deeper knowledge about the software systems serving the domain and the functionalities they provide, the level of surprise for and expert about a requirement would be
limited. Therefore, following Maiden and colleagues [69, 71, 73, 56], in this study, we
collect expert-ratings, which will give us that lower estimate that can potentially reflect the
minimum level of utility our framework can provide.

5.4.2.2

Results and analysis

RQ2.1 – Can our framework promote creativity for a matured application domain such
as Web Browser?
In our initial study, out of 253 instances of rewritten requirements, we notice 88, 85,
and 80 instances for Antivirus, Web Browser, and File Sharing, respectively. The corresponding domain expert evaluates these requirements and provides ratings. Considering
the voluntary nature of our rewriting activity, those numbers clearly indicate that the triggers for the Web Browser domain, despite possible limitations on the level of surprise, have
inspired the act of rewriting at a level comparable to the other domains.
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Table 5.7: Ratings: automated vs rewritten requirements.

Antivirus

Web Browser

File Sharing

Automated Reqs.

Rewritten Reqs.

(by students & profs.)

(by domain expert)

Mean

SD

Mean

SD

Clarity

2.66

1.22

4.42

0.75

Novelty

2.90

1.27

3.01

1.01

Usefulness

4.07

1.11

4.69

0.72

Clarity

2.98

1.21

4.79

0.61

Novelty

2.15

1.07

3.42

0.92

Usefulness

3.92

1.04

3.88

1.01

Clarity

3.61

1.21

3.89

0.83

Novelty

2.62

1.28

3.01

0.83

Usefulness

3.85

1.04

3.21

0.84

Table 5.7 presents the means (i.e., average in this case) and standard deviations (SDs)
for clarity, novelty, and usefulness ratings obtained from the experts for the rewritten requirements. This table also includes ratings (means and SDs) for the triggers (i.e., the
automated requirements), belonging to the corresponding rewritten ones, obtained in our
initial study. For Web Browser, we notice that both the means of clarity and novelty (4.79
and 3.42) for rewritten requirements are much higher than those of Antivirus and File Sharing. In fact, the mean novelty of 3.42 is the highest among the three domains. In terms of
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usefulness, Web Browser (mean 3.88) does much better than File Sharing (3.21) but not as
good as Antivirus (4.69). Considering the comparison presented in Figure 5.7, we can see
that the overall ratings for the rewritten requirements in case of Web Browser increase in
a similar manner, specially for clarity and novelty, as for the other domains. This analysis
suggests that the automated requirements for Web Browser generated by our framework
inspires creative muse among the participants in a manner similar to the other domains.
Therefore, we conclude that our framework promote creativity even for a matured application domain such as Web Browser.

Figure 5.7: Comparison of the average ratings for automated and rewritten requirements.
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Here, we would like to point out that there is an exception in the usefulness score which
actually drops by .04 (a 1% drop, which is negligible in our opinion) for Web Browser. We
also observe a 16.6% drop in usefulness for File Sharing. To our opinion, this drop in
the average usefulness ratings by experts is not that surprising. As the domain experts
generally have a better idea about the implementation constrains, they can foresee certain
technical difficulties that may make a requirement infeasible for implementation (at least
in the current context). A comment from Mary, our Web Browser expert, corroborates this
aspect, “This feature sounds like a great idea... I will rate 5 for novelty. But I know that we
can not implement it in its current form. 3 for usefulness.”
RQ2.2 – Can the automated requirements with low creative merits further promote
innovative features?
In order to answer this research question, we want to concentrate on the automated
requirements/triggers those received particularly low ratings and further investigate the expert ratings for their rewritten counterparts. In this context, we operationalize any rating
less than 3 as a low rating. Our objective is to see if the creativity ratings for the rewritten
requirements has significantly improved compared to the original triggers. Here, the rationale is that such an increase would indicate the triggers’ ability to provoke brainstorming
activities in the developer’s mind, thereby promoting creative requirements. To that end,
we formulate the following null and alternative hypothesis.
H0 : The overall creativity ratings for the automated requirements are not less than the
ratings for their rewritten counterparts.
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H1 : The overall creativity ratings for the automated requirements are less than the
ratings for their rewritten counterparts.
Before we move on to testing the above hypothesis, we would like to pay attention to
an important nature of our data. It should be noted that we are going to make a comparison
between the ratings for automated and rewritten requirements. The automated ones are low
on clarity due to the inherent limitations of automated text generation techniques and due
to the simplicity of the boilerplate we used. Whereas, the written ones are written by humans, therefore, naturally receive much higher clarity ratings compared to their automated
counterparts in a consistent manner. Table 5.7 and Figure 5.7 both can speak for this phenomenon. In this scenario, including clarity ratings to test our hypothesis may significantly
bias the results towards the rewritten requirements. Therefore, in this analysis, we include
only the novelty and usefulness ratings.
Considering the overall creativity ratings (novelty and usefulness combined), we find
that the automated requirements are rated much lower than the corresponding rewritten
requirements (mean 2.33 and 3.54 respectively). Observing the non-normal nature of our
data, we conduct a Mann-Whitney-Wilcoxon test [74, 119], which is a non-parametric
equivalent of the t-test [1], to statistically examine the difference between the creativity
ratings (novelty and usefulness only). We use R [116], a popular software package for
statistical computing, to perform this test. We find a W value of 144.5 with p-value <
0.00001 and effect size r = 0.54 (showing medium strength [23]), which clearly indicates
a statistically significant difference between the automated and rewritten requirements at
α = 0.05. In order to obtain further confidence in our finding, we conduct Mann-Whitney111

Wilcoxon test [74, 119] on novelty (mean: 1.54 for automated and 3.09 for rewritten) and
usefulness (mean: 1.68 for automated and 3.5 for rewritten) separately and get similar
results (p-value 0.0018 and < 0.00001 for novelty and usefulness, respectively). This
analysis suggests us to reject the null hypothesis, i.e., the overall creativity ratings for the
rewritten requirements are indeed higher than the ratings for automated requirements they
originated from. Therefore, we conclude that the automated requirements, generated by
our framework, that have low creative merits can further promote innovative features.
Reflecting on our observation about rewriting requirements discussed in Section 5.3.3.3,
the average novelty scores for rewritten requirements originated from AV1, AV5, and WB2
substantially increases (ranging from 3.52 to 3.93) compared to their automated counterparts (ranging from 1.9 to 2.93). The novelty scores also exhibit a similar trend (ranging
from 4.33 to 4.77 for the rewritten requirements compared to the range 2.97 to 4.00 for the
automated ones). These findings further attest that more innovative features can be inspired
even by the automated requirements that have low ratings for novelty.

5.4.3
5.4.3.1

Discussion
On software developers with various levels of experience

As shown by the mixed-effect logistic regression model (cf. Section 5.4.1), the requirements generated by our approach are beneficial to a wide range of developers regardless
of their work experience. The participants have few months to up to 8 years of software
development experience. Nevertheless, most of them engaged in requirement-rewriting activity despite this activity being completely voluntary. This encouraging finding suggests
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that software developers with diverse backgrounds can, to a certain degree, take advantage
of our framework. For instance, inexperienced developers can utilize our framework when
they know the application domain for which they want to develop a software, however,
are not really sure about the features they want to include in the application. Generated
requirements from our framework can give them ideas to choose from and elaborate on in
order to capture interesting features. Experienced developers or teams, on the other hand,
are often under pressure from the new releases by the competitors who equip their applications with many impressive features. As demonstrated in Section 5.4.2, RQ2.2 , such
developers or teams can take generated requirements from our framework as inspiration to
capture novel ideas for their application features.

5.4.3.2

On matured domains and requirements with low creativity merits

Matured software domains, such as Web Browser or Antivirus, are expected to engage
in intense competition where software firms are contentiously trying to attract users’ interest. Therefore, it is crucial for a software firm to have ideas as early as possible so that it
can be ahead of its competitors when it comes to analyzing, evaluating, prototyping,a and
eventually delivering new features. The results discussed in Section 5.4.2.2, also suggest
that even for requirements or triggers with low creativity merits, developers, with a bit of
brainstorming, can turn seem-to-be-impractical requirements to usable instances. Which
further emphasizes that our framework could clearly be helpful to developers building software for a mature application domain.
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5.4.3.3

On framework usage

In this work, we have applied our framework on three popular software domains: Antivirus, Web Browser, and File Sharing. Although the current implementation of our framework supports candidate creative requirements generation for these three domains, it could
be adopted for other domains available on Softpedia after necessary modifications. At
present, we can run the framework by executing a python script supplying arguments,
such as chosen domain (i.e., Antivirus, Web Browser, or File Sharing) and the number of
requirements to generate. In future, we plan to implement an user-friendly web application for the whole process of our framework as depicted in Figure 5.2. Nevertheless, the
approach presented in this paper can be beneficial for stakeholders such as requirements
analysts, software developers and customers in various ways which are highlighted next.
Requirements analysts. Our framework can be helpful to a requirements analyst in
determining the future functionalities of the project that could be of rising demands based
on the generated ideas. Being exposed to candidate creative requirements, a requirements
analyst will be able to evaluate and analyze numerous feature ideas, thereby getting an
opportunity to capture interesting features for the next software releases. By planning
ahead of time, the requirements analysis and project team will be able to keep a balance on
both implementing new features and meeting business requirements.
Software developers. As discussed earlier in the paper, software developers with diverse backgrounds can greatly benefit from our framework when they seek for new feature
ideas. In addition, by gaining access to ideas at an early stage, developers can swiftly
implement a prototype to demonstrate to other stakeholders, such as the strategic decision
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makers in the firm, users, and potential customers, thereby shortening the total development time in general.
Users and customers. Our framework can be used to suggest new features to users
and potential customers. If they are interested in any of those features, they can discuss
with requirements analysts and software developers on the feasibility of including the functionalities in the software (after some modifications, if needed). To that end, the users and
customers will have more feature options to consider rather than relying on the development team to propose new features. In addition, with the negotiated features at hand,
relevant stakeholders can work on estimating the cost associated with the implementation
and the customers can receive a more accurate projection on the release timeline.

5.5

Threats to validity
In this paper, we have presented an automated framework to promote creativity in RE

leveraging ML techniques, and requirements reuse. Furthermore, we have conducted two
human subject studies evaluating our framework’s ability to support creative requirements
generation. However, our work has its limitations and several factors can affect the validity
of this research: construct validity, internal validity, external validity, and reliability [123].
In what follows, we elaborate on these threats to validity of our overall work.

5.5.1

Construct validity

Construct validity concerns to what extent the correct operational measures for the concepts being studied [123] are established. A major construct in this work, more specifically
in our human subject studies, include measuring the theoretical construct of creative merits
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of both the automated and rewritten requirements. In order to capture this construct, we
follow a well-established Likert scale rating for granular level creativity attributes: clarity, novelty, and usefulness for both the studies (inspired by the work of Murukannaiah
et al. [83]). Furthermore, we notice corroborating evidence for our findings uncovered
through further qualitative analyses (cf. Section 5.3.3 and Section 5.4.2.2). We also provide
tutorials with practice exercises to our participants at the beginning of the study sessions
in order to train them with the notion of clarity, novelty, and usefulness from a creativity
perspective. Therefore, we believe that our work holds construct validity along this line.
The nature of RQ2.2 (cf. the second study), however, requires us to compare automatically generated text to manually written statements. As the automated text is bound to
be consistently low on clarity due to inherent limitations, we believe this attribute does
not capture the right construct in the given context. Rather, it may have significant bias
towards the manually written statements and further confound our analysis. Therefore,
we exclude clarity while addressing RQ2.2 , which, to our opinion, further improves the
construct validity aspect of our work.
Developer experience is another important construct in our work. We consider true
experience, captured in years and months, gained only through real world software development. In case of the second study, to find a domain expert, we take into account
professional software development experience and other relevant activities, such as working as a security analyst and contributing to open source projects, that can play a critical
role in improving domain knowledge. Therefore, we believe our work does not possess a
significant threat to construct validity in this area.
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5.5.2

Internal validity

Internal validity establishes the accuracy of conclusions drawn upon cause and effect [27]. We examine our research questions and draw conclusions based on both quantitative and qualitative analysis. We employ state-of-the-art sophisticated statistical analysis
techniques, when appropriate. For instance, in order to gain additional confidence in our
initial answer to RQ1.3 obtained from the χ2 test, we conduct a mixed effects logistic regression analysis [9, 120] that takes into account random variabilities originated from human participants and automated requirements. In case of RQ2.2 , following the non-normal
distribution of our relevant data, we conduct Mann-Whitney-Wilcoxon test [74, 119], a
non-parametric equivalent of the t-test [1]. Although we did not use clarity for RQ2.2 in
order to improve construct validity, we consider such ratings to answer RQ2.1 . The rationale being in the later case is that we are interested in the trend of change between
the ratings for the automated and rewritten requirements, not in the absolute difference in
their cumulative means. Considering these aspects, we believe our conclusions possess
reasonable internal validity.

5.5.3

External validity

External validity concerns establishing the domain to which a study’s finding can be
generalized [123]. A major limitation of our framework is that it heavily depends on the
availability of a large number of feature descriptions that are clearly and correctly written. As we leverage Rupp’s boilerplate [93] that requires further contexts for objects to
automatically formulate requirement statements (cf. Section 5.2.1), our framework will
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not be able to perform with inputs that are brief product highlights written using a few key
words and discrete terms or phrases (which is a practice commonly followed on Google
Play). For demonstration, our framework is applied on three different application domains,
including Antivirus, web browser, and File Sharing. In addition, we randomly pick automated requirements from each domain to evaluate performance. Therefore, if the feature
descriptions for an application domain or a software system hold the conditions we just
mentioned, our framework is expected to exhibit similar or better performance.

5.5.4

Reliability

Reliability of a study suggests that the operations of the study can be reproduced with
the same results [123]. With an aim to tackle the built-in complexity we face in automated
text generation, our framework utilizes a simplified boilerplate [93] that accommodates a
maximum of six placeholders. An imminent consequence of this choice is that our framework often leads to incomplete and unstructured sentences (for example, AV5 and WB3).
Due to this reason, the clarity aspect of the requirements are sometimes affected. We acknowledge that this is another major limitation of the framework. However, we expect
that this limitation would be minimized if we implement an enriched boilerplate. Another
important point is that the algorithms we have implemented treat frequently observed contextual text as additional details for objects (please refer to Section 5.2.1). To that end, the
element of surprise gets compromised to some degree. Nevertheless, an implementation of
our framework realizing the same algorithms using the same parameters and a demonstra-
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tion on the same set of original feature descriptions, to our opinion, would provide similar
results.
As we pointed out in Section 5.4.2.2, some automated requirements from our framework might look interesting and novel, however, their implementation might be infeasible
or likely to be infeasible in the current context. Such instances might warrant additional
effort from the analyst to make a clear judgement. We admit this to be a limitation of our
framework in that some requirements might require additional feasibility analysis. In such
a case, we need to rely upon the analyst’s judgment as he/she might decide to move on to
the next requirement ignoring the apparently infeasible one.
To construct a manageable candidate requirements set for our human-subject study, we
pragmatically assume that less familiar requirements lead to more creative requirements.
Even though we have not conducted a dedicated study to validate this assumption, our
previous work on RE creativity [14, 15] have suggested that requirements with lower TFIDF scores tend to obtain higher ratings on creativity aspects. Note that our primary goal is
not to claim that less familiar requirements imply enhancing creativity. Instead, we utilize
this practice as a sensible way to reduce overhead for participants of the study with the main
objective to show the effectiveness of our framework on generating creative requirements.
Therefore, we anticipate similar results will be obtained using the assumption.
In terms of the human subject evaluations, the results from our second study are limited
in that we have obtained ratings from only one expert for each application domain. However, based on some justifications the experts provided on their ratings, we do not expect
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a surprising difference in the overall results if the second study is conducted with more
expert participants.

5.6

Conclusion and future work
In this paper, we present a novel framework that provide an automated support for in-

novating requirements by reusing existing requirements from similar software systems and
leveraging ML techniques. We also report an initial human subject evaluation of our framework using feature descriptions from three application domains and the results demonstrate
the framework’s ability to generate creative requirements. Moreover, additional qualitative
analysis uncovers some intriguing questions about our framework for further investigation
that motivate us to conduct a followup study.
In sum, the results we have obtained from these studies substantiate that the framework
promotes creative thinking among developers with various experience levels, it has the
ability to promote creativity even for a relatively matured software domain, and it may
boost the innovative aspects through refined requirements originated from automat5d ones.
In the future, we want to improve our framework by realizing more complex structures, i.e., boilerplates, for requirements. Furthermore, we aim to generate more complete
requirements, thereby minimizing the dependency on human analysts, to a larger extent,
for elaborating requirements.
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CHAPTER 6
COMPARING THE FRAMEWORK WITH TRADITIONAL APPROACH

In Chapter 5, we have introduced our improved approach for automated generation of
creative requirements leveraging advanced ML-based algorithms, NLP-based techniques,
and Rupp’s boilerplate. In this chapter, we evaluate the effectiveness of our framework
compared to the traditional brainstorming approach. In particular, we explore to what extent the requirement ideas generated by our framework, used as creativity triggers, would
help stakeholders to produce creative requirement compared to the traditional brainstorming technique. To that end, we conduct a controlled experiment with two groups, control
and experimental, formed from 98 participants from a Software Engineering class at the
University of Cincinnati. The participants complete a 2-hour questionnaire consisting of
several creativity related activities where the main task is to produce creative requirements
for 4 software domains: Antivirus, Download Manager, File Sharing, and Web Browser.
To assess the creative merits of generated requirements, we recruit four domain experts
to obtain ratings for three different creativity attributes: clarity, usefulness, and novelty.
The results suggest that our automated framework encourage participants to capture more
creative requirements. The expert ratings also demonstrate that the requirements generated
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by the experimental group, which is supplied with the automated requirement ideas, are
more creative than those produced by the control group.

6.1

Introduction
Requirements engineering has recently been recognized as a creative process, in which

stakeholders, including but not limited to developers, designers, and customers, work together to produce innovative features for software systems [71]. As crucial as it is, especially with present-day competitive software market where tech companies introduce similar software striving to attract more users, attention for RE creativity has grown steadily.
To aid creativity in RE, researchers have proposed several approaches, such as humanintensive multi-day workshops [69, 71], semi-automated supports [20, 83], and software
tools with limited capabilities [14, 125]. However, the most obstructing barrier of those
approaches is that they require substantial resources, commitment from human experts,
and a long period of time to be effective, which ultimately preclude their wide adoption in
the RE process.
To address the issues with traditional creativity techniques, creativity trigger has been
introduced as a lightweight technique to support creativity. During the brainstorming sessions, participants in the idea generation process are provided with a set of creativity aids,
called triggers, guiding them to follow specific directions to produce innovative ideas.
These creativity triggers, could be in the forms of either individual words or short phrases,
represent specific qualities of an innovative product [20]. For instance, Convenience creativity trigger directs the development team, including but not limited to developers and
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designers, to devise new ways to make the software features easy-to-learn, efficient-to-use,
and pleasant. Being considered as an innovative quality, Convenience can be achieved
by “Removing one or more actions that the users undertake, or automate these user actions” [20]. One practical example of fulfilling Convenience quality would be the introduction of Facial Recognition in authenticating apps, which leads to a drastic reduction
of users’ time and effort and can also enhance security. Another example of creativity
trigger is Information and Choice, which encourages development teams to find a better
way of recommending and showing relevant and valuable information to users. Despite
the recent research initiatives to stimulate creative requirement generation using creativity
triggers [20, 69, 73], these studies suffers from two major drawbacks. First, the use of simple guidance creativity triggers is not particularly helpful with a wide range of stakeholders. Creativity triggers such as “Convenience” or “Information and Choice” are still fairly
abstract. Without specific skills and considerable expertise about the software systems,
producing innovative requirements based on such abstract triggers becomes challenging
for the majority of stakeholders. The second limitation is that these research do not report
concrete creativity ratings, which are crucial to uncovering the true creativity aspects of
the generated requirements.
In this chapter, to address the two aforementioned drawbacks, we design and conduct
a controlled experiment to learn how effective our framework is in supporting participants
to capture creative (i.e, new and useful) requirements. In particular, we recruit 98 Software
Engineering students from the University of Cincinnati, split into two groups, control and
experimental group. The main goal of this study is to provide an empirical comparison
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between two groups trying to capture creative requirements. Both groups participate in a
2-hour session from which the control group will brainstorm to produce creative requirements and the experimental group will perform the same task but will be equipped with a
set creativity trigger generated by our automated framework (cf. Chapter 5). During the
2-hour sessions, we also ask participants from both groups questions regarding their feedback, experiences, and opinions on capturing creative requirements. To that end, we report
a lightweight creativity evaluation of the requirements, generated from both groups, with
expert ratings using three specific creativity attributes: Clarity, Usefulness, and Novelty.
The rest of this chapter is organized as follows. Section 6.2 covers related work on using
creativity triggers in the RE process. Section 6.3 introduces our research design followed
by Section 6.4 discussing the results of our experiments. We present a further discussion
on the results in Section 6.5, and finally, conclude the chapter in Section 6.6.

6.2

Related work
As mentioned earlier, the foundation of our research is built upon Sternberg’s noted

work that defines creativity as the production of work that is both novel and appropriate to
the task [111]. The traditional approach of supporting creativity in RE often involves arranging creativity workshops, where stakeholders get together into certain creativity-aided
settings and participate in brainstorming sessions guided by experienced human facilitators [53]. For instance, Schlosser et al. organized a creativity workshop to generate requirements for an event database application [101]. The workshop lasted for about 8 hours
and consisted of several phases including identifying the weaknesses and strengths of the
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studied system and using creativity triggers to generate new requirements. The authors
introduced participants to 6 creativity triggers: Service, Information, Participation, Connections, Trust, and Convenience. At the end of the workshop, customers were asked to
rate their satisfaction on the generated requirements.
Creativity triggers are believed to be derived only from the experiences of practitioners
without being systematically validated [20]. In a recent work, Burnay et al. conducted an
empirical study with interviews and focus groups to identify the probable concepts and uses
of creativity triggers [20]. The authors also designed a survey to explore additional creativity triggers. In particular, the survey collected two types of information: innovative solutions and innovative qualities. Obtained responses were processed, analyzed, and grouped
into six new creativity triggers: Entertaining, Light, Adaptable, Economical, Complete,
and Durable. Finally, the authors conducted a lightweight study to evaluate the effectiveness of new creativity triggers. Eight students were presented with a design problem and
prompted to come up with requirements to solve that problem. After that, the students
were given two creativity triggers: Entertaining and Complete, and asked to improve their
requirements. At the end, the researchers asked the participants a series of open-ended
questions to collect additional feedback.
Besides providing participants with creativity triggers, researchers have proposed some
creative thinking techniques and designs to aid creative requirements generation. To that
end, Maiden and Robertson developed RESCUE (Requirements Engineering with Scenarios for User-Centred Engineering) to facilitate creative thinking in RE [73]. The authors
integrated 4 concurrent modeling and analysis techniques to guide stakeholders through
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the creative thinking process. In the RESCUE process, stakeholders participate in three
specifically-designed workshops consisting of numerous activities aimed to provoke stakeholders’ innovative thinking. Results from the three workshops were collected and analyzed to provide empirical evidence on which creativity techniques worked best [73].
This study is different from above works in several facets. First, instead of using traditional short-phrased, categorical triggers such as Service, Information, or Convenience,
we use requirement ideas generated by our automated framework as creativity triggers.
Unlike traditional creativity triggers, which are conceptual and abstract, the automated requirement ideas are more straightforward and easy-to-use. We would like to see how much
benefits the automated ideas can offer to stakeholders. Second, the aforementioned studies
were conducted with a limited number of participants that could be statistically unreliable.
In contrast, our study involves a large number of participants which can yield statistical
significance and confidence in the obtained results. A large sample size can also help
suppressing the influences of extreme observations or outliers, therefore, yielding better
analyses. Next, we present our study design and associating research questions.

6.3

Methodology
In this section, we first present our research questions regarding the empirical compar-

ison between our framework and the traditional creativity technique, i.e. brainstorming,
in supporting stakeholders produce creative software requirements. We then introduce our
study setup to answer the research questions.
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6.3.1

Research questions

The research questions presented here are centered around our main objective, which is
to assess and compare the effectiveness of our framework with the traditional brainstorming technique while performing creative requirements generation. As our study mainly
consists of two phases, requirements generation and creativity assessment, we are first interested in determining if our framework is helpful to the participants. Therefore we ask
the following research question:
RQ1 – Do the provided requirement ideas boost the productivity of the
participants?
In this study, we ask the participants to produce creative requirements for four different
software domains: Antivirus, Download Manager, File Sharing, and Web Browser. We are
aware that participants might not be equally familiar with all of these domains. It would
therefore be interesting to see if our framework could provide support for participants, with
different levels of domain familiarity, to produce more creative requirements. To that end,
we formulate the second research question:
RQ2 – Is there any difference in participant performance for familiar and
unfamiliar software domains between two groups?
During the second phase of our study, creativity assessment, we examine the effectiveness of our framework, utilized by the experimental group, compared to the traditional
brainstorming technique, followed by the control group, and ask the following research
question:
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RQ3 – How creative are the requirements produced by the experimental
group compared to the control group?

6.3.2

Study setup

Figure 6.1: The experiment setup

Figure 6.1 demonstrates our 3-phased controlled experiment. In order to answer our
research questions, we followed a two-group posttest-only randomized design with 98 participants, including both undergraduate and graduate students from a Software Engineering class at the University of Cincinnati. The participants were randomly assigned into
two groups, namely control and experimental group. Each group worked on a dedicated
questionnaire for two hours completing several creativity related activities. All the participants has some level of experience with software development through their coursework,
internship, and part-time or full-time jobs.
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Each participant worked individually and conducted three major activities in the corresponding online questionnaire created with Google Forms: Control Group Questionnaire1
and Experimental Group Questionnaire2 . Before starting the questionnaires, both groups
were introduced to the important concepts of RE creativity with a dedicated 75-minute
class. The class was delivered one week ahead of the study containing 30- to 35-minute
lecture on the theoretical concepts with the remaining spent on in-class exercise and practice problems. In order to facilitate further exercise, the students individually worked on
an additional assignment, designed on these topics, in a lab class of the same week.
During the study, the participants from each group was provided with a dedicated supplemental material that contains Likert scale details (for both groups) and a list of requirement ideas for the experimental group participants. In addition, a coordinator was present
during the study to clarify any confusion or to answer any question. Note that we also made
a confidentiality agreement with the participants and, after the semester officially end, we
obtain their consent on using their work for scientific research.
In the first activity, “Assessing Domain Familiarity”, the participants were asked to
rate their familiarity with 4 software domains using a single rating on a 5-point Likert
scale: 1=“Not at all familiar”, 2=“Slightly familiar”, 3=“Somewhat familiar”, 4=“Moderately familiar”, and 5=“Extremely familiar”. Knowing how familiar each participant is
with the software domain will help us evaluate the impact of expertise and the support our
automated framework provides for each level of domain acquaintance. The second task,
“Capturing creative requirements”, required the participants to produce requirements from
1
2

https://forms.gle/YVhP93tjbW4ReMt46
https://forms.gle/Bw6qGTHwktjvNjGa7
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4 software domains. Participants from both groups attempted to generate as many requirements as possible under the time constraints. Control group tried to produce requirements
with traditional brainstorming technique, whereas the experimental group were supplied
with 5 requirement ideas × 4 domains = 20 requirement ideas as creativity triggers. These
ideas were generated by our automated framework and randomly selected for this study.
Table 6.1 presents the list of selected requirement ideas. The experimental group had the
option to reuse the provided requirement ideas if they found the ideas met standards of
creativity attributes. For each requirement that the experimental group produced, we asked
them to mention if that requirement was inspired by one or more of our provided requirement ideas. In order to mitigate bias, the participants were not allowed to use the Internet
or to discuss their activities with others. This setup helps us to assess the capability of our
framework in supporting participants to capture new requirements. As the last activity, we
asked participants from both groups a series of questions, both open-ended and rating style,
about their experience completing the questionnaire. Some example questions include:
• How difficult did you find writing creative requirements?
• How difficult it was to brainstorm creative requirements from scratch?
• Did you find the given requirement ideas helpful? If so, how did they help you?

In addition to the questions above, we also encouraged all participants to share their
thoughts, reflections, or views on their requirements.
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The antivirus system shall provide the user with the ability to check the malicious and autorun.inf file internet cache
The download manager shall provide the user with the ability to repair all feature connection problem
The download manager shall provide the user with the ability to automatically link movie and television title the same time

AV Idea-5
DM Idea-1
DM Idea-2

Web Browser

File Sharing

The web browser shall provide the user with the ability to show the true web address just one click
The web browser shall provide the user with the ability to support domain highlighting password

WB Idea-5

The web browser shall provide the user with the ability to rearrange information ad

WB Idea-2

WB Idea-4

The web browser shall provide the user with the ability to check the bandwidth consumption real time

WB Idea-1

The web browser shall provide the user with the ability to show the keyword screen capture

The file sharing system shall provide the user with the ability to fully automate all major cloud computer, file and share folder

FS Idea-5

WB Idea-3

The file sharing system shall provide the user with the ability to encrypt message photo

The file sharing system shall provide the user with the ability to organize exist file folder intuitive categorization feature

FS Idea-2

FS Idea-4

The file sharing system shall provide the user with the ability to highlight network user

FS Idea-1

The file sharing system shall provide the user with the ability to view the technical limitation of mobile devices

The download manager shall provide the user with the ability to correct new site connection

DM Idea-5

FS Idea-3

The download manager shall provide the user with the ability to restore file download any other computer

DM Idea-4

The download manager shall provide the user with the ability to search web page name

The antivirus system shall provide the user with the ability to add communication behavioral and characteristic inspection

AV Idea-4

The antivirus system shall provide the user with the ability to completely disinfect sensitive file unwanted registry entry

AV Idea-2
The antivirus system shall provide the user with the ability to rate personal file the usual interactive mode

The antivirus system shall provide the user with the ability to manage real-time analysis online profiling

AV Idea-1

AV Idea-3

Requirement

Idea

Download Manager DM Idea-3

Antivirus

Domain

Table 6.1: Provided requirement ideas from four software domains

After the participants completed the questionnaires, we moved to the expert rating
phase. We recruited 4 domain experts working at our institution, who were responsible
for evaluating the creative merits of the generated requirements. The experts have at least
3 years of experience analyzing and developing software requirements for the assigned domain. At this stage, we collected all the responses on Google Forms and prepared a set of
requirements for each domain that included requirements from both the control group and
the experimental group. In order to avoid any potential bias, the requirements were randomly ordered and blinded, i.e., the origin of a requirement (control/experimental group)
was kept hidden from the domain experts. We asked the experts to rate each requirement for
clarity, novelty, and usefulness at a 5-point Likert scale: 1=very low, 2=low, 3=medium,
4=high, 5=very high. Before sending the corresponding requirement sets to the domain
experts, we discussed with them the creativity rating process and provided them with the
definitions of three creativity attributes: clarity, novelty, usefulness. We also encouraged
the domain experts to give explanation for the ratings. The definitions of the creativity
attributes we adapted from [83] are as follows.

1. Clarity: A clear requirement is unambiguous and provides an appropriate level of
detail.
2. Novelty: A novel requirement is something that a user finds original and unexpected,
i.e., something that is not common place, mundane, or conventional.
3. Usefulness: A useful (and implementable) requirement leads to a product that provides value or utility to its users.
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6.4

Results and analysis

RQ1 – Do the provided requirement ideas boost the productivity of the participants?
To answer this research question, we examine two relevant criteria: 1) the number
of requirements produced by each group, and 2) the number of times participants in the
experimental group found the requirement ideas helpful.
Of all requirements we collected from participants’ responses, participants in the control group came up with 851 requirements while the experimental group contributed 956
requirements, which translates to 12.3% higher in the total number of new requirements.
Putting into perspective, each participant in the control group produced approximately 17
requirements on average, whereas this number is moderately higher from the experimental
group at 19.5 requirements, on an average, per participant. In addition, another metric we
examined is “The number of times the participants found the requirement ideas helpful”.
In the experimental group’s questionnaire, we asked the participants to mention which requirement ideas inspired them to produce new requirements. Out of 956 requirements that
the experimental group produced, 411 (43%) were inspired by the provided ideas. These
numbers suggest that our automated requirement ideas have encouraged the experimental
group to produce more requirements than they would have done without the given ideas.
To validate our previous claim and answer RQ1 , we develop the null hypothesis, H0 :
There is no difference in the number of requirements produced by two groups. To test the
hypothesis, we perform a two-way ANOVA test at α = 0.05 level of significance to find out
if the number of produced requirements depends on the group and the domain. The number
of produced requirements were analyzed with a 2 (Group: control versus experiment) × 4
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(Domain: Antivirus versus Download Manager versus File Sharing versus Web Browser)
ANOVA. Table 6.2 presents the output of the ANOVA test. The main effect of group type
on the number of requirements was statistically significant, F(1, 384) = 299.099, p < .001.
The main effect of software domain on the number of requirements was also significant,
F(3, 384) = 4.521, p = 0.004. However, the p-value for the interaction between group
type and software domain was not significant (p = 0.356), which indicates that the relationship between group type and the number of produced requirements did not depend
on the software domain that participants were generating requirements for. Furthermore,
Tukey Honest Significant Differences test indicated that an experimental group participant
produced 0.43 requirement higher than the counterpart form the control group (p < .001,
95% CI = [0.27, 0.59]). Considering these results, we reject the null hypothesis and conclude that the requirement ideas generated by our automated framework have boosted the
productivity of the experimental group participants compared to the control group.

Table 6.2: Two-way ANOVA test on the participant productivity

df

Sum Square

Mean Square

F-value

Pr(>F)

Group

1

17.76

17.755

299.099

1.2e-07

Domain

3

8.28

2.759

4.521

0.00395

Group:Domain

3

1.98

0.661

1.083

0.35626

384

234.3

0.610

-

-

Residuals
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Figure 6.2: Average numbers of requirements produced by two groups in each familiarity level

RQ2 – Is there any difference in participant performance for familiar and unfamiliar
software domains between two groups?
In the online questionnaire, we asked the participants from each group to rate their
familiarity with the 4 software domains in a 5-point Likert scale where 1 means “not at all
familiar” and 5 represents “extremely familiar”. In this study, we would like to investigate
if the requirement ideas would make any difference to the participants with different levels
of domain familiarity. In particular, we examine and compare the average numbers of
creative requirements produced by two groups for each domain familiarity level.
Figure 6.2 demonstrates the side-by-side comparison of the average number of produced requirements for each group. The first thing we notice is the diversity of domain
familiarity levels of the participants. Three domains: Antivirus, Download Manager, and
File Sharing had participants with familiarity level ranging from 1–“not at all familiar” to
5–“extremely familiar”. The zeros in the chart indicate that there were no requirements
generated by participants with corresponding familiarity levels. Web Browser, given its
popularity, had no participant with familiarity level 1.
For most of the familiarity levels, the average number of requirements produced by the
participants from both groups span between 4 and 5 with a few being below 4 (e.g., experimental group: Antivirus level 1, control group: Antivirus level 5, Download Manager
level 4) or above 5 (e.g., experimental group: Antivirus level 2 and 3, Web Browser level
3 and 4). The data shows that, on most of the familiarity levels, the experimental group
marginally leads the control group on the average number of produced requirements. There
were few exceptions to this trend where the gap between the two groups is significantly
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larger. For instance, Download Manager level 4 in which there were 3.3 requirements
produced by the control group in contrast to 5 by the experimental group, and Antivirus
familiarity level 5 with control group’s 3 requirements compared to 5 from the experimental group. In contrast, there were some cases in which the average number of requirements
produced by the control group was higher than the experimental group. For example, Antivirus level 1 where the control group produced 5 requirements on an average compared
to the 3 requirements from the experimental group or File Sharing level 2–“Slightly familiar” with 4.7 and 4.6 requirements for the control group and the experimental group,
respectively. Based on such observation, we posit that our automated requirement triggers
contributed to the higher number of creative requirements produced by the experimental
group, compared to the control group, on most of familiarity levels across 4 studying software domains.
RQ3 – How creative are the requirements produced by the experimental group compared to the control group?
After the participants completed the questionnaires, we asked 4 domain experts to rate
the creative merits of the generated requirements in their corresponding domain. To avoid
any potential bias, we randomly reordered the requirements and removed their origins before sending to the domain experts. Figure 6.3 shows the average creativity ratings of the
requirements produced by both groups for each domain. We see that the average ratings are
virtually similar for both groups in case of all 4 domains. As we have provided the participants with creativity training and also encouraged them to focus on each of the creativity
attributes, a participant, regardless her group, would always try to write requirements that
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she feels to be clear, novel, and useful. Therefore, this trend of comparable average ratings
for the requirements from both groups is not surprising. Still, advanced statistical models could be useful in uncovering the underlying variability of the ratings which would
otherwise be infeasible.

Figure 6.3: Control group vs experimental group average creativity ratings for each domain

Our study employed repeated measures design [100], in which we had one participant
produced multiple requirements for different domains and one domain expert rated numerous requirements in her domain. Therefore, in order to answer RQ3 , we setup a linear
mixed-effect model consisting of (1) fixed effects, i.e., the parameters that we are interested in to determine their effect on the dependent variable; and (2) random effects, i.e.,
the parameters with grouping factors that contribute non-systematic and unpredictable in-
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fluences on the data [105, 120]. In this research, we are not concerned with the factors
themselves with random effects but instead we would like to measure the potential differences between the groups. By utilizing the mixed-effect model, we can compare and
contrast the two groups based on the creative merits of the requirements they produced
while taking into account all the variability in the creativity ratings caused by the random
effects, i.e., variability between participants who produced the requirements, and variability between judges who rated the requirements. We run the mixed-effect model using the
lmer package [8]. The independent variables in the model include fixed effects: the group
type and the software domain, and random effects: the participant and the domain expert.
All independent variables are represented as factors, i.e., categorical variables, before running the model. The model’s dependent variable is the average creativity ratings calculated
from the ratings of three creativity attributes: clarity, usefulness, novelty. We obtain the
estimate of 0.035 and 95% CI = [-0.054, 0.123] for the effect of experimental group on
the average creativity ratings, which means the experimental group contributes to 0.035
increase in the average creativity rating compared to the control group.
We now look into a different metric: the number of highly creative requirements, i.e.,
those with average creativity rating greater than 3, which represents “moderately creative”.
Table 6.3 shows the numbers of the highly creative requirements produced by each group
and the percentage differences. The experimental group clearly dominates the control
group in all 4 domains in terms of number of highly creative requirements produced. In
particular, the percentage differences range from 35.7% for Download Manager to an astonishing 122% for File Sharing. Such numbers suggest that, our automated support, even
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Table 6.3: Number of requirements with average creativity ratings ≥ 4 produced by each
group

Control Group

Experimental Group

Relative Change∗

Antivirus

179

252

40.1% (↑)

Download Manager

70

95

35.7% (↑)

File Sharing

9

20

122% (↑)

Web Browser

145

224

54.5% (↑)

∗

The percentage difference of the experimental group compared to the control group

though did not help the participants to produce more creative requirements, contributed a
significantly higher number of highly creative requirements. To that end, we conclude that
our automated framework helps stakeholders to produce more highly creative requirements
compared to the traditional brainstorming approach.

6.5

Discussion
So far, we have discussed our study designed to compare the effectiveness of our auto-

mated framework with traditional brainstorming technique in generating creative requirements. We have pointed out several key differentiators between the two in regard to supporting stakeholders to produce creative software requirements. In this section, we discuss
some important observations, lessons learned, and the threats to validity of the study.
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Figure 6.4: An example of idea inspiration question

6.5.1

On brainstorming and helpfulness of the requirement ideas

In this study, we the provided the experimental group participants with a set of requirement ideas (5 requirements × 4 domains = 20 requirements) generated by our framework
(cf. Chapter 5). Our primary objective for the study is to determine whether these ideas
would help participants in capturing new creative requirements. For each creative requirement that a participant came up with, we asked them if this new requirement idea was
inspired by one or more of our provided ideas. After writing each requirement, the participants indicated which idea, if any, inspired this requirement by choosing one or more
options from the list of provided ideas. Figure 6.4 shows the list of Web Browser. Note
that the participant can choose N/A if the requirement she wrote is not triggered by any of
the given ideas.
While answering RQ1 , we noted that 411 requirements (43%) produced by the experimental group’s participants that were directly inspired by the provided requirement ideas,
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whereas the rest of requirements, 545 requirements (53%), were produced by individual
efforts without any support. Figure 6.5 illustrates how frequently the requirement ideas
were utilized. The plot shows that all 20 given ideas have been used more than 10 times
by the participants from the experimental group. The WB Idea-1 “The web browser shall
provide the user with the ability to check the bandwidth consumption real time” is the most
“helpful” idea as all participants referred to it as a source of a new web browser requirement and followed by FS Idea-4 “The file sharing system shall provide the user with the
ability to encrypt message photo” with nearly 40 times in which it has inspired the participants to write new requirements. Top five most frequently used requirement ideas came
from two domains: Web Browser with 3 instances (WB Idea-1, WB Idea-4, and WB Idea2) and File Sharing with 2 instances (FS Idea-4 and FS Idea-3). Furthermore, we, prior
to the study, have organized training sessions for the participants to learn about important
creativity concepts. One of these concepts was the “combinational creativity” in which the
new ideas are generated by combining familiar, existing ideas [17, 70]. To our surprise, we
noticed there were three instances where the requirements were produced by combining
two different ideas, shown at the bottom of Figure 6.5. Such observation clearly indicate
the usefulness of the training on RE creativity and especially the importance of automated
requirement ideas given to the participants.
As discussed in Section 6.4, the ideas given to participants in the experimental group
provided an effective foundation to support them in producing new requirements. The
experimental group has produced far more requirements than the control group and the
majority of participants in the control group (78%) suggested that brainstorming require142

Figure 6.5: Requirement ideas usages by experimental group

ments from scratch is either difficult or very difficult. When being asked, 36 participants
(73%) from the experimental group found provided requirement ideas useful. Furthermore,
the experimental group participants agreed that the provided requirement ideas gave them a
starting point or direction to start with. For instance, comments such as “Seeing other ideas
will sometimes cause one to pop in my head that I hadn’t previously thought of” and “The
provided requirements gave me a starting position from which I could expand and think of
other requirements” clearly satisfy the fundamental purpose of creativity triggers, which is
to give stakeholders initial ideas as starting points. Some participants, however, were not
entirely convinced of the given requirements’ practicality. The following comment from
one of the participants substantiates this observation.
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“Some of them led me in a certain direction, but others just confused me with
how they fit in that category.”

As we have put 5 random requirement ideas for each domain, the confusion that participants perceived is not surprising. The way the human brain works is widely different
from person to person. Some can combine information from various sources, analyze and
process efficiently while others would feel overwhelmed having to deal with additional
data. As the primary goal of our research is to provide automated support for creative
requirements generation, it is ultimately decided by each user or team on how to use our
framework suitably.

6.5.2

On the difficulty of generating creative requirements from scratch

So far, we have seen how provided requirement ideas have assisted the participants
from the experimental group in generating new creative requirements. While designing the
study, we were also interested in exploring if generating creative requirements would be
difficult for the participants without being equipped with any form of creativity triggers.
In order to find the answer, we asked the control group participants, i.e., those who brainstormed without requirement ideas, two highly similar questions on the difficulty of the
task. First, prior to the “Capturing Creative Requirements” activity, we asked the participants to rate how difficult they thought of the activity was on a 5-point Likert scale where
1=“very easy” and 5=“extremely difficult”. To quantify the difficulty of the task without
having requirement ideas, after the activity was completed, we again asked for the participants’ opinions on the similar question but this time emphasized on the part of “producing
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creative requirements from the scratch”. By doing so, we hoped to capture the participants’
feedback and experiences reflecting the challenges they faced completing the task without
receiving any assistance.

Table 6.4: Control group ratings on the difficulty of capturing creative requirements

Level

Before Activity

After Activity

Count Percentage

Count Percentage

Change∗
Absolute Change

Relative Change

Very easy

0

0%

0

0%

0

0% (–)

Easy

4

8%

4

8%

0

0% (–)

Neutral

20

41%

7

14%

-13

65% (↓)

Difficult

17

35%

23

47%

6

35.3% (↑)

Very difficult

8

16%

15

31%

7

87.5% (↑)

Total

49

100%

49

100%

N/A

∗

N/A

The difference of the experimental group compared to the control group

Table 6.4 summarizes the Likert scale ratings from the control group participants regarding how difficult they found writing creative requirements in general, and how they
would feel if they had to write from scratch. In both questions, there was no response
indicating that the task is “Very easy”, which is unsurprising given the complex nature of
creativity. There were 4 participants considered the task of writing creative requirements
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easy prior to starting the “Capturing creative requirement” activity. Interestingly, after the
activity was completed, there were drastic changes on the upper levels of difficulty on
how participants felt about writing creative requirements from scratch. On the “Neutral”
level, 13 participants, which is equivalent to 65% reduction from the initial 20 participants,
converted from “Neutral” to either “Difficult” (6 participants ∼ 35.3% increase) or “Very
difficult” (7 participants ∼ 87.5% increase). Such drastic changes suggest that the participants have agreed upon the inherent difficulty of generating creative requirements, and,
together with previous discussion, further emphasize the benefits of using our automated
framework to tackle the task.

6.5.3

On writing creative requirements with a low level of domain familiarity

In Section 6.4, we have analyzed the average number of requirements produced by
each group for each level of domain familiarity. The preliminary results, demonstrated
in Figure 6.2, have shown that the experimental group, aided by the requirement ideas,
performed better than the control group in most of domain familiarity levels. As the total
number of produced requirements is not the only primary criterion for understanding the
impact of domain familiarity on writing creative requirements, we conducted a qualitative
analysis to reveal a detailed comprehension on how participants from each group dealt or
felt about generating creative requirements, especially when they were not familiar with
the software domains.
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Struggling with writing creative requirements for unfamiliar software domains is a consensus of opinions among participants from the control group. For instance, one participant
responded:

“It is difficult to think of something entirely unique, or something that does not
seem too fundamentally basic. For the domains I had a good sense of familiarity with, I was able to come up with some creative requirements that would
make sense for the domain and would appeal to those that could potentially
utilize them. The difficulty primarily came in domains I did not know much
about, like download manager. I could not think of many things to do with it
so I definitely struggled there.”

The above remark is perfectly understandable since producing new requirements requires a reasonable level of familiarity with the software domain. The familiarity could be
achieved by using, interacting, or developing the software. The following comment clearly
indicates this phenomenon:

“It seems easy to think of improvement to a program when I am using it
and frustrated that it does not have a feature I want, but writing them myself
presents a lot of difficulty.”

and so does this feedback:

“It was easier for topics I have much experience with such as browsers, and
harder for ones I do not such as download manager.”
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Since we anticipated this phenomena prior the study, we also asked the same question
to the experimental group to see if they would perceive the same way. To our surprise,
the responses obtained from the experimental group are seemingly more positive towards
the use of provided requirements on unfamiliar domains. Generally, the requirement ideas
help providing fundamental understanding about the unfamiliar domains and guiding the
participants to think on their own. The following short comment summarises this situation
well:

“They did educated me on some of the domains which I was unfamiliar with
most.”

and also,

“They gave me an idea of features considered novel for the technologies I was
less familiar with.”

We acknowledge that the above observations might not always be applicable for the
real world settings where requirements analysts or professional developers are normally
experts in their domain and that the new features are often the results of collaborative
efforts. However, one major benefit of our automated framework is that it will be able
to assist new developers who just get started but are unfamiliar with the software domain
in concern. The developers can utilize our framework to get a sense of what their next
features could be. Also, from the interesting starting points, they can definitely “expand
and think of other requirements” as one experimental group’s participant suggested.
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6.5.4

Threats to validity

In this chapter, we have described our controlled experiment as an attempt to evaluate
the effectiveness of our automated framework compared to the traditional creativity technique, i.e. brainstorming. In what follows, we discuss some major threats to validity of our
study.
Construct validity concerns establishing correct operational measures for the concepts being studied [123]. The construct validity was threatened by the use of students
as the main stakeholders in our research. However, recent software engineering research
has shown that using students as participants has no significant biases on the outcomes
if industrial professionals were recruited otherwise [54, 113]. Furthermore, as our study
involves a posttest-only randomized experiment with the addition of 20 randomly selected
requirement ideas, the results we obtained should remain valid. Still, we acknowledge that
further research should be conducted to understand and identify all influencing factors that
might impact the study results.
Internal validity establishes the accuracy of conclusions drawn upon cause and effect [123]. The internal validity was threatened in which we designed our controlled experiment with individual brainstorming instead of group brainstorming, which is often the
real-life practice for idea generation activity. Past studies, however, have suggested that, in
case of idea generation, comparable results could be achieved by either individual or group
brainstorming [45, 90]. Still, we plan to conduct a follow-up study with both individual
and group brainstorming to further validate the results.
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External validity concerns establishing the domain to which a study’s finding can be
generalized [123]. We carried out the study with the student participants and four software
domains from Softpedia as the study’s subjects. However, our study involves 98 participants, which we believe is sufficiently large to make our observation generalizable. In
addition, the four studied software domains offer a diverse range of domain familiarity
from participants. Therefore, we expect the overall conclusions to hold if we include more
domains to the study.

6.6

Conclusion
In this chapter, we report a study conducted to evaluate the effectiveness of our auto-

mated framework detailed in Chapter 5. To that end, we designed and carried out a controlled experiment involving 98 participants in order to compare our automated framework
and traditional brainstorming technique on the task of creative requirements generation.
The results suggest that our framework provides participants with useful starting points to
building new and creative requirements. Feedback from participants who are unfamiliar
with some domains indicates that the provided requirement ideas to some extend help familiarize themselves with these domains and lead them to producing new ideas which is
not possible otherwise.
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CHAPTER 7
CONCLUSION AND FUTURE WORK

In this dissertation, we have presented our approaches to provide automated support for
generating creative software requirements. In particular, we investigated several language
models leveraging Hidden Markov Model and Artificial Neural Networks, i.e., LSTM and
GAN, to capture creative requirements. Next, we developed a requirements scraper to collect a large set of software requirements from Softpedia. We then analyzed the scraped requirements using different NLP techniques to uncover the syntactic-semantic relationships
among the words in the requirements. Insights obtained from this analysis on software
requirements enabled us to develop a more efficient automated framework with Rupp’s
requirement boilerplate. Lastly, we conducted a controlled experiment to compare the
effectiveness of the boilerplate-based automated framework with the traditional creativity technique, i.e., brainstorming, in generating creative requirements. In this chapter, we
summarize the contributions of the dissertation and highlight our future research directions.
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7.1

Summary of contributions
In this section, we highlight the important contributions of this dissertation.

7.1.1

Contributions to requirements engineering research

• We demonstrate different approaches to tackle a challenging task: developing automated support of creative requirements. The encouraging results obtained could
inspire further studies on this new research avenue.
• We contribute a large, high quality requirements dataset scraped from Softpedia. The
dataset could provide practical support for the future RE research concerning with
software requirements.

7.1.2

Contributions to automated support for creativity in RE

• We apply different language models in our preliminary study to provide automated
support for creative requirements with Hidden Markov Models, Long Short-Term
Memory, and Generative Adversarial Network (cf. Chapter 3).
• We develop a boilerplate-based framework to support automated capture of creative
requirements. The framework is capable of generating highly creative requirements
that stakeholders can readily utilize.
• We conduct a controlled experiment involves a large number of participant to compare the effectiveness of our automated framework (cf. Chapter 5) with the traditional brainstorming technique in generating creative requirements.

7.2

Future work
In this section, we outline some potential improvements of the current work and the

future research directions we plan to pursue in the near future.

7.2.1

Improving creativity frameworks and relevant empirical studies

We plan to further refine our automated framework by supporting more advanced boilerplates (e.g, EARS Boilerplate [78]) that are expected to offer a more complete, ready152

to-use requirement instances. Furthermore, to further assess the effectiveness of our automated framework, we intend to conduct a more in-depth study that includes several improvements: (1) comparing the framework with group brainstorming instead of individual,
(2) adding an additional comparison with traditional creativity triggers, i.e., the use of innovative aspects such as Convenience or Durable, and (3) diversifying the participants in the
study to include professionals such as software developers or requirement analysts instead
of only students. Such a study will help us to strengthen our observation made in Chapter 6
and collect valuable feedback and insights from the diverse group of participants.

7.2.2

A more efficient framework for creativity evaluation

In this dissertation, the participants of our human subject studies assess the creative
aspects of the requirements using three creative metrics: clarity, usefulness, and novelty.
Such metrics, even though shown some promising results, are rather simple and fail to
provide in-depth insights on the creative merits of software requirements. In the future, we
plan to develop a more comprehensive framework capable of evaluating the creativity of the
requirements in a more complete manner. In particular, we will investigate the creativity
work by Cropley and colleagues [28, 29] from which the researchers proposed four major
criteria of an innovative product: relevance & effectiveness, novelty, elegance, and genesis.
Furthermore, we will also examine a 27-indicator Creative Solution Diagnosis Scale that
covers all creative aspects of a innovative product in a greater detail [30]. To that end, we
intend to conduct a follow-up human subject study to assess the effectiveness of the new
creativity evaluation framework compared to traditional evaluation mechanism.
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7.3

Publications
So far, the following peer-reviewed publications are resulted from the work of this

dissertation.

1. Q. A. Do and T. Bhowmik, “Automated generation of creative software requirements: a data-driven approach,” Proceedings of the 1st ACM SIGSOFT International
Workshop on Automated Specification Inference. ACM, 2018, pp. 9–12.
2. Q. A. Do, S. R. Chekuri, and T. Bhowmik, “Automated Support to Capture Creative
Requirements via Requirements Reuse,” International Conference on Software and
Systems Reuse. Springer, 2019, pp. 47–63.
3. Q.A. Do, T. Bhowmik, G. Bradshaw, “Capturing Creative Requirements via Requirements Reuse: A Machine Learning-Based Approach,” Journal of Systems and
Software (JSS), (major revision under review)
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