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Abstract
A family A of k-subsets of {1, 2, . . . , N} is a Sidon system if the sumsets A+B, A,B ∈ A
are pairwise distinct. We show that the largest cardinality Fk(N) of a Sidon system of k-
subsets of [N ] satisfies Fk(N) ≤
(
N−1
k−1
)
+N − k and the asymptotic lower bound Fk(N) =
Ωk(N
k−1). More precise bounds on Fk(N) are obtained for k ≤ 3. We also obtain the
threshold probability for a random system to be Sidon for k ≥ 2.
1 Introduction and Results
A set A of integers is a Sidon set if the twofold sums of elements in A are pairwise distinct.
The study of Sidon sets is a classic topic in additive number theory; see e.g. the survey by
O’Bryant [9]. The notion can be extended in a natural way to set systems.
Definition 1.1. Let A = {Ai : i ∈ I, Ai ⊆ Z} be a family of subsets of the integers. We say
that A is a Sidon system if
Ai +Aj = Ai′ +Aj′ =⇒ {i, j} = {i′, j′}.
The analogous problem in this setting is to estimate the maximum cardinality of a Sidon
system. We restrict ourselves to uniform set systems of k-subsets of the integer interval [N ] =
{1, 2, . . . , N}.
Definition 1.2. Given integers N > k ≥ 1, we denote by Fk(N) the largest cardinality of a
Sidon system A ⊆ ([N ]k ).
The case k = 1 corresponds to classical Sidon sets and it is well-known that F1(N) ∼ N1/2.
We address here the problem for k ≥ 2. First we give an upper bound for Fk(N).
Theorem 1.3. For 2 ≤ k < N we have
Fk(N) ≤
(
N − 1
k − 1
)
+N − k.
This upper bound is tight for k = 2, that is, F2(N) = 2N − 3. We believe that it is
asymptotically sharp for any k ≥ 2, but we are only able to prove this for k = 2 and k = 3. For
k ≥ 4, we prove that Nk−1 is the right order of magnitude.
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Theorem 1.4.
F2(N) = 2N − 3
F3(N) ≥ N2/2−O(N)
Fk(N) = Ωk(N
k−1), k ≥ 4.
We also consider the problem of determining the size of a typical Sidon system. We consider
the following model for random uniform families of subsets of [N ].
Definition 1.5. Let N > k be positive integers and 0 < p ≤ 1. A random set system A in([N ]
k
)
is obtained by choosing independently every set A ∈ ([N ]k ) with probability p. We write
A ∈ S(N, k, p) to denote that A is a random system in this model.
For k = 1 the above definition corresponds to the binomial model of random subsets. God-
bole, Janson, Locantore and Rapoport [6] showed, among more general results, that N−3/4 is
the threshold probability for a random set in [N ] to be a Sidon set. In the case of random
systems we obtain the threshold probability for all k ≥ 2.
Theorem 1.6. Let A ∈ S(N, k, p) be a random system. Then, for any k ≥ 2,
lim
N→∞
Pr(A is Sidon) =
{
1, if p = o(N−(2k+1)/4)
0, if p = ω(N−(2k+1)/4)
.
We note that the value of threshold probability in Theorem 1.6 fits with the results in [6] for
Sidon sets (i.e., k = 1). This is in contrast with the results obtained in Theorems 1.3 and 1.4.
In particular, the relative gap between the random and the extremal setting is slightly smaller
in the case of Sidon systems, although not by the amount that one may expect, given that a
priori, equality of sumsets seems to be a stronger condition than equality of sums of numbers.
We also note that the extension of additive problems in the integers or in additive groups to
the monoid of sumsets has been considered in the literature. For instance, Cilleruelo, Hamidoune
and Serra [3] proved analogues of the Cauchy–Davenport and Vosper theorems in this setting.
An important question related to the current work is whether a certain set can be expressed
as a sumset in multiple ways. Alon [1] used probabilistic arguments combined with spectral
techniques to improve earlier bounds by Green [8] on the maximal cardinality of subsets of a
cyclic group of prime order that cannot be expressed as a sumset. Fan and Tringali [4] use
tools from factorization theory to give (among other results) necessary and sufficient conditions
for certain subsets of integers to be written as sumsets in more than one way. Selfridge and
Straus [10] showed that the representation function rA(n) = |{(a, a′) ∈ A × A : n = a+ a′}| of
a subset A in a field of characteristic zero determines the set. They also considered the general
case of h-fold sumsets hA and gave necessary conditions when the representation function of
this sumset completely determines the set A. These results were later generalized by Gordon,
Fraenkel and Straus [7] to torsion free abelian groups. For a more detailed look on these problems,
see also the recent survey by Fomin [5]. In contrast to these results, in the asymmetric case, the
representation function does not determine in general the summands, even in the case of twofold
sumsets A+B.
The paper is organized as follows. First, in Section 2, we introduce some needed definitions
and notation that will be used in the remainder of the article. In Section 3, we prove the upper
bound for Fk(N) in Theorem 1.3. Section 4 gives constructions of Sidon systems based on
analogous constructions for Sidon sets which prove the lower bounds in Theorem 1.4. Section 5
discusses the threshold probability for a random system to be Sidon. We conclude the paper
with final remarks in Section 6.
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2 Notation
For integers N > k, let
([N ]
k
)
0
denote the family of k-subsets of {0, 1, . . . , N} that all contain
0. If A is a k-subset of [N ], we can always write it in the form min(A) + A′, where A′ ∈ ([N ]k )0.
If not otherwise stated, we will often use the following notational convention: for a set A we
denote by the lower case its minimum element, a = min(A), and we denote by a dashed letter
the translation A′ = A− a. In this context, the set A′ will be referred to as the distance set of
A.
Let A,B,U, V be k-subsets of [N ]. We observe that the equation
A+B = U + V (1)
is equivalent to
a+ b = u+ v and A′ +B′ = U ′ + V ′, (2)
so we can often restrict ourselves to elements of
([N ]
k
)
0
and consider translations separately.
Finally, we denote by  the lexicographic order of k-subsets of [N ], namely, A  B if and
only if min(A∆B) ∈ A or A = B, where A∆B denotes the symmetric difference of A and B.
Similarly, we define ≺ such that A ≺ B if and only if A  B and A 6= B. We also use  (resp.
≺) to denote the induced lexicographic order on tuples of k-subsets.
3 An Upper Bound for Sidon Systems
Proof of Theorem 1.3. Let A be a Sidon system of k-subsets in [N ]. For each set A in ([N−1]k−1 )
define
A(A) = {x ∈ [N ] : x+ (A ∪ {0}) ∈ A}.
We have
|A| =
∑
A∈([N−1]k−1 )
|A(A)|. (3)
Denoting by Z+ = Z ∩ N the set of positive numbers in a set Z of integers, we clearly have
|A(A)| ≤ |(A(A)−A(A))+|+ 1. (4)
We observe that if A 6= B are sets in ([N−1]k−1 ), then
(A(A)−A(A))+ ∩ (A(B)−A(B))+ = ∅. (5)
Indeed, suppose there are x′ > x in A(A) and y > y′ in A(B) such that x′ − x = y − y′. Then
this implies (x+A) + (y +B) = (x′ +A) + (y′ +B), which is a violation to the Sidon property
of A. Equation 5 directly implies that∣∣∣∣∣∣∣
⋃
A∈([N−1]k−1 )
(A(A)−A(A))+
∣∣∣∣∣∣∣ =
∑
A∈([N−1]k−1 )
|(A(A)−A(A))+|. (6)
Since max(A) ≥ k − 1 for any set A in ([N−1]k−1 ) and x + max(A) ≤ N for any x ∈ A(A), we
clearly have A(A) ⊆ [N − k+1], and hence (A(A)−A(A))+ ⊆ [N − k]. Together with (5), this
implies ∣∣∣∣∣∣∣
⋃
A∈( [N]k−1)
(A(A)−A(A))+
∣∣∣∣∣∣∣ ≤ N − k. (7)
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Combining Equations 3, 4, 6, and 7, we conclude
|A| ≤
(
N − 1
k − 1
)
+
∑
A∈([N−1]k−1 )
|(A(A)−A(A))+|
=
(
N − 1
k − 1
)
+
∣∣∣∣∣∣∣
⋃
A∈([N−1]k−1 )
(A(A)−A(A))+
∣∣∣∣∣∣∣
≤
(
N − 1
k − 1
)
+N − k.

4 A Lower Bound for Sidon Systems
We will consider the cases k = 2, k = 3 and k ≥ 4 separately.
Proposition 4.1. F2(N) ≥ 2N − 3.
Proof. It is easy to check that the family
A = {{1, 1 + i} : i = 1, . . . , N − 1} ∪ {{N − i,N} : i = 1, . . . , N − 2}
is a Sidon system which satisfies the inequality. 
Proposition 4.2. F3(N) ≥ N2/2 −O(N).
Proof. Let A,B be elements of
(
[N−1]
3
)
0
, write A = {0 < a1 < a2} and B = {0 < b1 < b2}.
Without loss of generality, we can assume a1 ≤ b1.
If all sums in A+B are distinct, then the equations
a1 = min ((A+B) \ {0})
a2 + b2 = max(A+B)
3(a1 + b1 + a2 + b2) =
∑
z∈A+B
z
determine a1, b1, and a2 + b2 from A+B. Moreover, {a1 + b2, a2 + b1} are the second and third
largest elements, say s′ < s, in A+B. If a1+ b2 = s then b2 = s−a1 and a2 = max(A+B)− b2
are the two points distinct from {0, a1, b1, a1 + b1, s, s′, a2+ b2} in A+B, otherwise these points
are a2 = s − b1 and b2 = max(A + B) − a2, and only one of these two possibilities can occur.
Therefore, if |A+B| = 9 then the sumset A+B determines the sets A,B.
If |A + B| = 5 then both A and B are arithmetic progressions with the same common
difference, that is, A = B are dilations of {0, 1, 2}.
If 6 ≤ |A + B| ≤ 8 then a case analysis, which is detailed in Appendix A, shows that the
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only possibilities for the pair A,B are dilations of the sets in following list:
{0, 1, 2} + {0, 2, 5} = {0, 1, 2} + {0, 3, 5} = {0, 1, 2, 3, 4, 5, 6, 7}
{0, 1, 3} + {0, 1, 5} = {0, 1, 4} + {0, 2, 4} = {0, 1, 2, 3, 4, 5, 6, 8}
{0, 1, 3} + {0, 4, 6} = {0, 1, 4} + {0, 3, 5} = {0, 1, 3, 4, 5, 6, 7, 9}
{0, 2, 3} + {0, 4, 5} = {0, 2, 4} + {0, 3, 4} = {0, 2, 3, 4, 5, 6, 7, 8}
{0, 2, 3} + {0, 2, 6} = {0, 2, 5} + {0, 3, 4} = {0, 2, 3, 4, 5, 6, 8, 9}
{0, 1, 2} + {0, 1, 4} = {0, 1, 2} + {0, 2, 4} = {0, 1, 2, 3, 4, 5, 6}
{0, 1, 2} + {0, 3, 4} = {0, 1, 3} + {0, 2, 3} = {0, 1, 2, 3, 4, 5, 6}
{0, 1, 3} + {0, 1, 4} = {0, 1, 3} + {0, 2, 4} = {0, 1, 2, 3, 4, 5, 7}
{0, 2, 3} + {0, 2, 4} = {0, 2, 3} + {0, 3, 4} = {0, 2, 3, 4, 5, 6, 7}
{0, 1, 2} + {0, 1, 3} = {0, 1, 2} + {0, 2, 3} = {0, 1, 2, 3, 4, 5}.
All the above solutions involve either dilations of {0, 1, 2} or {0, 1, 3}, so by eliminating these,
one obtains a Sidon system with N2/2−O(N) sets. More precisely, let
B = {λ · {0, 1, 2}, λ · {0, 1, 3} : 1 ≤ λ ≤ ⌊N/2⌋}.
Then the set
A =
{
1 +A : A ∈
(
[N − 1]
3
)
0
\ B
}
is a Sidon system with
|A| ≥
(
N − 1
2
)
− 5
6
N.
This completes the proof. 
For k ≥ 4 we give a somewhat more involved construction of a large Sidon system.
Proposition 4.3. For k ≥ 4, it holds that
Fk(N) = Ωk(N
k−1).
Proof. Let k ≥ 3 be an integer, and let A = {a0, a1, . . . , ak−1} be a Sidon set such that
0 = a0 < a1 < · · · < ak−1 ≤ 2k2,
which is well known to exist. We can assume that N ≥ 2(2k2 + 1). For i = 1, . . . , k − 1, denote
by Ii the interval
Ii =
(
N
ak−1 + 1
· [ai, ai + 1/2)
)
∩ N,
with cardinality
|Ii| =
⌊
N
2(ak−1 + 1)
⌋
.
Let I0 = {0}. Since A is a Sidon set, for all i, j, i′, j′ ∈ [0, k − 1] we have
(Ii + Ij) ∩ (Ii′ + Ij′) = ∅,
unless {i, j} = {i′, j′}. Consider the family
B = {{b0, . . . , bk−1} : bi ∈ Ii} ⊆
(
[N − 1]
k
)
0
,
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which has cardinality
|B| ≥
⌊
N
2(ak−1 + 1)
⌋k−1
≥
(
N
2(2k2 + 1)
)k−1
.
We will now show that B is a Sidon system.
Let U = {0 < u1 < · · · < uk−1} and V = {0 < v1 < · · · < vk−1} be sets in B. We will show
that U + V determines univocally the sets U, V . We have
U + V ⊆
⋃
0≤i≤j≤k−1
(Ii + Ij).
Since the intervals Ii + Ij are pairwise disjoint, each of them contains at most the two elements
ui + vj, uj + vi ∈ Ii + Ij
from U+V . In particular, for any i ∈ [1, k−1], the set (U+V )∩Ii contains exactly one element
if and only if xi = yi, and clearly, if this happens for all i, then U = V and the set is determined
univocally by the elements in (U +V )∩ Ii. So assume that this is not the case, and let i0 denote
the least positive integer such that (U +V )∩ Ii0 contains two elements. Hence for all 0 ≤ i < i0,
the elements ui = vi are determined by U + V . Without loss of generality, we can assume that
U  V . Therefore
ui0 = min((U + V ) ∩ Ii0) < max((U + V ) ∩ Ii0) = vi0 ,
and so both ui0 and vi0 are determined by U + V . Let i > i0. We have
(U + V ) ∩ Ii = {ui, vi} and (U + V ) ∩ (Ii0 + Ii) = {ui0 + vi, ui + vi0}.
So by subtracting ui0 and vi0 from the elements in (U +V )∩ (Ii0 + Ii), we can determine ui and
vi. This shows that every sumset in B+B can be written uniquely as a sum of two sets from B,
and so B is a Sidon system.
We can now shift every set in B by 1 such that the resulting family B′ is a Sidon system of
k-subsets of [N ] with the same cardinality as B. 
Proof of Theorem 1.4. Theorem 1.3 gives the required upper bounds, while Propositions 4.1, 4.2,
and 4.3 provide the lower bounds. 
5 Random Sidon Systems
In this section we analyze the threshold probability of random families of k-subsets of [N ] for
the property of being a Sidon system.
For some fixed k ≥ 2, let
B =
{
A = (A1, A2) : A1, A2 ∈
(
[N ]
k
)
, A1  A2
}
,
denote the family of ordered pairs of k-subsets of [N ], and let
C = {(A,B) ∈ B × B : A ≺ B, A1 +A2 = B1 +B2}
be the family of distinct ordered pairs of elements in B which violate the Sidon property.
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For (A,B) ∈ C, let IA,B denote the indicator variable that {A1, A2, B1, B2} belongs to the
random system A, and define
X =
∑
(A,B)∈C
IA,B .
Therefore,
Pr(A is a Sidon system) = Pr(X = 0).
Finally, for 2 ≤ ℓ ≤ 4, define
C(ℓ) = {(A,B) ∈ C : |{A1, A2, B1, B2}| = ℓ} .
Every k-subset of [N ] is contained in A independently with probability p, hence for each (A,B) ∈
C(ℓ), we have that
E(IA,B) = p
ℓ.
We will first prove the 1-statement in Theorem 1.6, and begin by giving upper bounds for the
cardinalities of the C(ℓ).
Lemma 5.1. For all 2 ≤ ℓ ≤ 4, we have that
|C(ℓ)| = Ok(N ℓ(2k+1)/4).
Proof. We will use two slightly different approaches. The first one uses the equivalence described
in Equations (1) and (2), namely that two sumsets are equal if and only if the sums of the minimal
elements and the sumsets of the distance sets are equal.
Suppose we have four pairwise distinct k-sets A,B,C,D ⊂ [N ] such that A + B = C +D,
which by the previously mentioned equivalence means that we also have a + b = c + d and
A′ +B′ = C ′ +D′1. Now, since 0 will be contained in each of the sets A′, B′, C ′ and D′, we see
that all four of them will be contained in A′ +B′ = C ′ +D′. Hence, after fixing A′ and B′, the
potential elements of C ′ and D′ must be chosen from the at most k2 elements in A′ + B′, and
hence there are at most Ok(N
2k−2) choices for the quadruple (A′, B′, C ′,D′). Since we have the
relation a+ b = c+ d, at most three of these elements can be chosen freely, which results in
|C(4)| = Ok(N2k+1).
A similar argument works for the case ℓ = 2, by noting that this implies a sumset equality
of the form A + A = A + B or A + A = B + B, with A 6= B, and so the elements of B′ have
to be chosen from A′ + A′. So there are Ok(N
k−1) choices for the pair (A′, B′), and since the
minimal elements satisfy the equality 2a = a+ b or 2a = 2b, and hence a = b, only one of them
can be chosen freely, which results in the upper bound
|C(2)| = Ok(Nk).
For ℓ = 3, there are two possible types of sumset equality, namely
A+A = B + C
or
A+B = A+ C.
The first case can be handled the same way as before, noting that one can choose at most two of
the three minimal elements a, b, c freely, and so there are at most Ok(N
k+1) such bad solutions.
1Recall that for a set A, a denotes its minimal element, and A′ the set A− a.
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The second type requires us to make a slightly different argument. Since B 6= C, we see that
B \ C 6= ∅. Let us for now assume that there is a unique b ∈ B \ C, and let A = {a1, . . . , ak}
and C = {c1, . . . , ck}. Since A+B = A+C, we have that A+ b ⊆ A+C, and hence there exist
permutations π, τ ∈ Sk such that for all i ∈ [k],
ai + b = aπ(i) + cτ(i).
Furthermore, since b /∈ C, we see that ai 6= aπ(i) for all i ∈ [k]. Write this linear system of
equations in matrix form as
M · (a1, . . . , ak, b, c1, . . . , ck)T = 0, (8)
then the i-th row of M will have 1s in the i-th and (k + 1)-st column, as well as −1s in the
π(i)-th and (k+1+ τ(i))-th one, and 0s everywhere else. We will show that M has rank at least
⌈k/2⌉ + 1. Let us ignore the last k columns and only focus on those corresponding to A and b.
We start with row 1, which is clearly nonzero. Call any row that has its 1 entry in a column in
which a previously picked row has a −1 entry closed. For example, at the start, only row π(1)
is closed. Proceed by successively picking a row among the non-closed ones. Since every row
contains only a single −1 entry, it is not hard to see that at the end of this process, we have at
least ⌈k/2⌉ linearly independent rows. Finally, because the (k+1)-st column in every row vector
is 1, we can pick a single arbitrary closed row and end up with ⌈k/2⌉ + 1 linearly independent
rows, which implies the lower bound on the rank of M . Now note that if |B \C| > 1, we can do
the same, but add more columns for the remaining elements in this set. Since we get at least
one linearly independent row per new column as well, the general lower bound will hence be
rk(M) ≥ ⌈k/2⌉+ |B \ C|.
Hence, at most
2k + |B \ C| −
(⌈
k
2
⌉
+ |B \ C|
)
= k +
⌊
k
2
⌋
≤ 3k/2
of the elements in A,C and B\C can be chosen freely to satisfy the equation (8). Since elements
from B ∩ C have to be in C, the same is true (up to maybe some factor only depending on k)
for A,B,C. Since there are only Ok(1) possible matrices M which may lead to an equation of
the form A+B = A+C, we conclude that
|C(3)| = Ok(N3k/2).
This completes the proof. 
We are now ready to prove the 1-statement of Theorem 1.6.
Proposition 5.2. If A ∈ S(N, k, p) is a random family with p = o(N−(2k+1)/4), then
lim
N→∞
Pr(A is a Sidon system) = 1.
Proof. By linearity of expectation and Markov’s inequality, we see that
Pr(X ≥ 1) ≤ E(X) =
∑
(A,B)∈C
E(IA,B) =
4∑
ℓ=2
∑
(A,B)∈C(ℓ)
E(IA,B) =
4∑
ℓ=2
|C(ℓ)|pℓ. (9)
Since |C(ℓ)| = Ok(N ℓ(2k+1)/4) by Lemma 5.1 and p = o(N−(2k+1)/4), we thus have
Pr(X ≥ 1) = o(1),
proving the statement. 
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We will next prove the 0-statement. Let
C′ = {(A,B) = ((A1, A2), (B1, B2)) ∈ C(4) : A′1 6= A′2, A′1 = B′1 and A′2 = B′2}.
This implies in particular that for any (A,B) ∈ C′, the minimal elements a1, a2, b1, b2 must be
pairwise distinct. Let
Y =
∑
(A,B)∈C′
IA,B,
then clearly
Pr(X = 0) ≤ Pr(Y = 0),
and so it suffices to show the 0-statement for C′. Let
D = {((A,B), (C,D)) ∈ C′ × C′ : (A,B) 6= (C,D), {A1, A2, B1, B2} ∩ {C1, C2,D1,D2} 6= ∅
denote the pairs of distinct elements in C′ which share at least one k-set. For 4 ≤ ℓ ≤ 7 we
define the families
D(ℓ) = {((A,B), (C,D)) ∈ D : |{A1, A2, B1, B2, C1, C2,D1,D2}| = ℓ}.
We first give a lower bound for |C′|.
Lemma 5.3. |C′| = Ωk(N2k+1).
Proof. We can choose Ωk(N
2(k−1)) different pairs A′1 6= A′2 of sets in
([N ]
k
)
0
and, for every such
pair, we can choose Ω(N3) elements a1 < b1 < b2 < a2 ∈ [N ] with a1 + a2 = b1 + b2 and
(a1+A
′
1), (a2+A
′
2), (b1+A
′
1), (b2+A
′
2) ∈
([N ]
k
)
which form elements in C′, and so the statement
follows. 
We next give upper bounds for |D(ℓ)| along the same lines as for the upper bounds of |C(ℓ)|
in Lemma 5.1.
Lemma 5.4. For 4 ≤ ℓ ≤ 7, we have that
|D(ℓ)| =


0, if ℓ = 4, 5
Ok(N
3k+1), if ℓ = 6
Ok(N
3k+2), if ℓ = 7
Proof. We first choose that D(4) and D(5) have to be empty. Indeed, for ℓ = 5, three of the sets
in (C,D) will be fixed by (A,B), and so, by the definition of C′, the last one will be as well.
For ℓ = 4, in order to get a nontrivial solution, (C,D) must define an equation of the form
A1 +B2 = B1 +A2 and hence a1 + b2 = b1 + a2, which together with a1 + a2 = b1 + b2 implies
a1 = b1 and a2 = b2, a contradiction, since the definition requires them to be pairwise distinct.
Suppose ℓ = 7. For each pair (A,B) there is a fixed set in the pair (C,D), say e.g. C1. Since
C ′1, C
′
2,D
′
1,D
′
2 ∈
([N ]
k
)
0
, there are Ok(N
k−1) choices for C ′2 and only Ok(1) choices of D
′
1 and
D′2 afterwards, since they have to be chosen from the elements of C
′
1 +C
′
2. Since c1 is fixed and
we have c1 + c2 = d1 + d2, there are O(N
2) choices for c2, d1, d2. Summarizing,
|D(7)| = |C′|Ok(Nk+1) = Ok(N3k+2).
For ℓ = 6, two of the sets in the pair (C,D) are fixed by the pair (A,B). By repeating the
above reasoning, we have at most O(N) choices for c1, c2, d1, d2 giving
|D(6)| = |C′|Ok(Nk) = Ok(N3k+1).
This completes the proof. 
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We are now ready to prove the 0-statement of Theorem 1.6.
Proposition 5.5. If A ∈ S(N, k, p) is a random family with p = ω(N−(2k+1)/4), then
lim
N→∞
Pr(A is a Sidon system) = 0.
Proof. By the Janson inequality (see e.g. Theorem 1.1 in Chapter 8 of [2]) we obtain
Pr(Y = 0) ≤
∏
(A,B)∈C′
Pr(IA,B) = 0) · exp(∆) = (1− p4)|C′| exp(∆), (10)
where
∆ =
∑
((A,B),(C,D))∈D
Pr(IA,BIC,D = 1)
=
7∑
ℓ=5
∑
((A,B),(C,D))∈D(ℓ)
Pr(IA,BIC,D = 1) (11)
=
7∑
ℓ=4
|D(ℓ)|pℓ.
By inserting the upper bounds from Lemma 5.4 into (11) we get
∆ =
7∑
ℓ=4
|D(ℓ)|pℓ = Ok(N3k+2p7 +N3k+1p6),
so for p = ω(N−1) and p = o(N−(2k+1)/4), we see that
N3k+1p6 = ω(N3k+2p7) and N3k+1p6 = o(1).
This implies
∆ = o(1).
Using this and the lower bound on |C′| obtained in Lemma 5.1, (10) therefore gives
Pr(X = 0) ≤ Pr(Y = 0)
≤ (1− p4)|C(4)| exp(∆)
≤ exp(−Ωk(p4N (2k+1)) + o(1))
= exp(−ω(1)).
Since the Sidon property is clearly monotone in p, this proves the statement. 
6 Concluding remarks
6.1 Asymptotically sharp lower bounds for Fk(N)
The most begging question left open by the current work is whether Theorem 1.4 is asymptot-
ically sharp for k ≥ 4. Since for k ≥ 3, translations cannot generate a significant number of
new sets, this is essentially equivalent to saying that one can remove o(Nk−1) sets from
([N−1]
k
)
0
such that the resulting family is a Sidon system. If we consider the family
([N−1]
k
)
0
+
([N−1]
k
)
0
,
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then a randomly chosen element S will asymptotically almost surely have cardinality k2, so it is
reasonable to assume that sumsets of this cardinality are the most important case to consider.
However, while sumsets of this type have only one representation in the case k = 3, this will in
general not be true anymore for larger values of k. To see this, consider for instance the case
k = 4, and let a, b, c, d be integers such that
S = {0, a} + {0, b} + {0, c} + {0, d} and |S| = 16.
Then, in general, we have three different representations for S as a sumset of two 4-sets, namely
by pairing {0, a} with one of the remaining three 2-sets, and pairing the other two. Similar
constructions can be done for any k that is composite. Numerical experiments for moderate
values of N and k (N = 100 for k = 4, N = 60 for k = 5) suggest that these might be the only
instances of sumsets of cardinality k2 that violate the Sidon property. However, note that this
does in general not refute the statement in the beginning of this section, since k-sets constructed
in such a way will always obey some linear equations. In the case k = 4 for example, the largest
element of a 4-set always has to be the sum of the other two nonzero elements, and hence there
are only N2 = o(N3) such sets, and one can remove them from
([N−1]
4
)
0
without affecting the
asymptotic density.
6.2 Bh[g] systems
It is also possible to further generalize the definition of a Sidon system, in the same way that
Sidon sets can be generalized to so called Bh[g] sets. For a family A of integer subsets, a
set of integers C, and an integer h ≥ 2, let rhA(C) denote the number of different multisets
{A1, A2, . . . , Ah}, Ai ∈ A such that A1 + A2 + · · · + Ah = C. A Bh[g] system is a family A of
integer subsets such that rhA(C) ≤ g for all sets C ⊆ Z. So a Sidon system is a B2[1] system.
One can now define Fk,g,h(N) as the largest cardinality of a Bh[g] system A ⊆
([N ]
k
)
. We consider
h = 2, and write Fk,g,2(N) = Fk,g(N). We prove the following upper bound.
Theorem 6.1. For k, g ≥ 2,
Fk,g(N) = Ok(
√
gNk−1/2).
Proof. There are Ok(N
2k−1) sumsets of the form A + B, with A,B ∈ ([N ]k ). Indeed, since any
fixed sumset A+B with A,B ∈ ([N ]k ) is essentially a translation of a sumset of two sets in ([N ]k )0,
there are at most Ok(N
2k−1) of them. Now, if A ⊆ ([N ]k ) is a B2[g] system, then(|A|+ 1
2
)
=
∑
S⊆Z
r2A(S) = Ok(gN
2k−1).
Simplifying this gives the upper bound. 
Remark. This can be made more precise for specific values of k. For instance, there are exactly
N(N − 1)2/2 sumsets in the case k = 2, which gives a bound F2,g(N) ≤ √gN3/2.
At first sight this could seem like a rather weak statement, since the results of Sections 3
and 4 give Fk,1(N) = Θk(N
k−1). However, we will see that for any g ≥ 2, √gNk−1/2 is indeed
the right order for Fk,g(N). More specifically, we get the following lower bound.
Theorem 6.2. Let k ≥ 2, then
Fk,g(N) = Ωk(
√
gNk−1/2).
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Proof. Let A ⊆ {1, 2, . . . , N/2} be a Bh[⌊g/2⌋] set such that |A| = Θ(
√
gN ), which is well known
to exist (c.f. [9]) and let I ⊆ ([N/2]k )0 be a Sidon system. We can use the constructions from
Section 4 and see that |I| = Ωk(Nk−1). We will show that the family
A = {a+ I : a ∈ A, I ∈ I}
is a B2[g] system. Suppose
(a+ I) + (b+ J) = (c+ L) + (d+M),
then by the arguments stated in Section 2, we must have
a+ b = c+ d and I + J = L+M.
Since A is a Bh[⌊g/2⌋] set, a+b has at most ⌊g/2⌋ representations, and since I is a Sidon system,
the latter implies {I, J} = {L,M}. Hence there are at most g representations for this sumset.
Since we clearly have |A| = |A||I| = Ωk(√gNk−1/2), this completes the proof. 
6.3 Results for h-fold sumsets
Another aspect to consider is to generalize Theorems 1.3, 1.4 and 1.6 to the case of h-fold
sumsets for some arbitrary fixed h ≥ 2. We are able to prove the following generalization of the
0-statement of Theorem 1.6.
Proposition 6.3. Let N, k, h be integers, k ≥ 2 and 0 ≤ p ≤ 1. Let A ∈ S(N, k, p) be a random
system and define
p0(N, k, h) = p0 = N
−hk+1
h+2 .
If p = ω(p0), then A is asymptotically almost surely not a Bh[1] system.
Proof. The proof is an adaptation of the one in Theorem 1.6 for the 0–statement in the case
h = 2. As in that proof it suffices to exhibit the occurrence of a particular class of h–tuples
violating the Sidon property.
We recall that, with the above notation, the equation
A1 +A2 + · · · +Ah = B1 +B2 + · · ·+Bh
violating the Sidon condition is equivalent to
A′1 + · · ·+A′h = B′1 + · · ·+B′h and a1 + · · · + ah = b1 + · · ·+ bh.
Let Z be a random system of k–sets. Consider the set
F = {A = (A1, . . . , Ah) : Ai ∈ Z,Ai  Ai+1, i = 1, . . . , h− 1},
of ordered h–tuples of sets in Z. Denote by G the family of ordered pairs of distinct h–tuples
(A,B) ∈ F × F satisfying the following properties:
(i) Ai = ai +A
′
i and Bi = bi +A
′
i, i = 1, . . . h.
(ii) ai = bi for all but two subscripts in [h], the ai’s are pairwise distinct and the bi’s are
pairwise distinct, and
(iii)
∑
i ai =
∑
i bi.
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Thus G consists of pairs violating the Sidon sets with h+ 2 sets in total.
Let Y be the random variable counting the number of pairs in G. The Proposition will be
proved if we show that
lim
N→∞
Pr(Y = 0) = 0.
There are Ω(Nh(k−1)) choices for theA′1, . . . , A
′
h and Ω
h+1 for distinct integers a1, a2, . . . , ah, b1, b2
satisfying
a1 + a2 + a3 + · · ·+ ah = b1 + b2 + a3 + · · ·+ ah.
It follows that
|G| = Ω(Nhk+1).
By the Janson inequality,
Pr(Y = 0) ≤
∏
(A,B)∈G
Pr(IA,B = 0) · exp(∆) = (1− ph+2)|G| exp(∆), (12)
where, by denoting by K the subset consisting of distinct pairs ((A,B), (C,D)) ∈ G × G such
that {A1, . . . , Ah, B1, . . . , Bh}∩{C1, . . . , Ch,D1, . . . ,Dh} 6= ∅ and by K(m) the pairs of K which
have m subsets in total,
∆ =
∑
((A,B),(C,D))∈K
Pr(IA,BIC,D = 1)
=
2h+3∑
m=h+2
∑
((A,B),(C,D))∈K(m)
Pr(IA,BIC,D = 1)
=
2h+3∑
m=h+2
|K(m)|pm. (13)
We will next upper bound the cardinalities of the sets K(m).
Claim 1. We have
|K(m)| =
{
Oh,k(N
⌊(m−h)/2⌋(k−1)−k+m−h+hk−1) if h+ 4 ≤ m ≤ 2h+ 3,
0 otherwise.
Proof. By the definition of G we can not have distinct pairs (A,B), (C,D) ∈ G having at most
h+ 3 sets in total, which shows that K(h+ 2) = K(h+ 3) = ∅.
Suppose that h+4 ≤ m ≤ 2h+3. For a fixed (A,B) ∈ GH , we first note that only m−h−2
of the sets defined by a potential (C,D) can still be chosen freely. So the same is true for the
minimal elements ci, di. Furthermore, we also have the equation
∑
ci =
∑
di, which results
in another non-redundant restriction, and hence there are at most m − h − 3 choices for the
minimal elements of the pair (C,D). We now consider the distance sets. By the definition of G,
there are exactly h pairwise distinct distance sets C ′1, . . . , C
′
h. Since at most m − h − 2 of the
sets defined by (C,D) are not determined by (A,B), we thus have at most⌊
m− h− 2
2
⌋
=
⌊
m− h
2
⌋
− 1
undetermined distance sets. There are at most O(N (⌊(m−h)/2⌋−1)(k−1)) of such sumsets, and so
K(m) = |G| · O(N (⌊(m−h)/2⌋−1)(k−1)) · O(Nm−h−3) = O(N ⌊(m−h)/2⌋(k−1)−k+m−h+hk−1).

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It follows from the above claim that, if
p = o(N−
⌊(m−h)/2⌋(k−1)−k+m−h+hk−1
m ),
then
|K(m)|pm = o(1), h+ 2 ≤ m ≤ 2h+ 3. (14)
We note that, for k, h ≥ 2 and h+ 4 ≤ m ≤ 2h+ 3, we have
(m− h)(k − 1)/2 − k +m− h+ hk − 1
m
<
hk + 1
h+ 2
.
Hence, for any any p such that
p = o(N−
⌊(m−h)/2⌋(k−1)−k+m−h+hk−1
m ) and p = ω(N−
hk+1
h+2 ),
we see that (14) holds, and furthermore when looking at (12) we get
Pr(Y = 0) ≤ (1− ph+2)|G| exp(∆)
≤ exp(−|G|ph+2 +∆)
= exp(−ω(1) + o(1)),
and so the family is asymptotically almost surely not a Bh(1) system for p in this range. But this
property is clearly monotone in p, and hence we get the 0-statement for all p = ω(N−
hk+1
h+2 ). 
Recall that the threshold in Theorem 1.6 essentially resulted from the fact that the most
important case was that of four pairwise distinct sets A,B,C,D such that
A+B = C +D.
Especially in light of the results obtained by Godbole et al. in [6], the initial assumption might
be that this corresponds to the case 2h for general h, which would lead to a threshold at
p1 = N
−
h(k+1)−1
2h .
Proposition 6.3 in fact shows that the case of h + 2 pairwise distinct sets is more important,
since one can easily check that p0 ≤ p1, with equality only if h = 2. Further evidence that the
p0 in Proposition 6.3 might be the correct threshold is given by the fact that it is easy to check
that the 1-statement holds in the special case of k = 2 for any h ≤ 4. Note that inserting k = 1
into the threshold p0 gives something strictly weaker than the result by Godbole et al. for all
h > 2, and so the consistency in the h = 2 case seems to be more of a coincidence.
A Nontrivial Sumset Equalities for 3-Sets
In this section we will show that in the case of 3-sets, there are only few nontrivial sumset
equalities. Moreover, from the proof of the following theorem, it will be possible to extract the
specific solutions mentioned in the proof of Proposition 4.2.
Theorem A.1.∣∣∣∣∣{(X,Y, V,W ) ∈
(
[N ]
3
)4
0
: X + Y = V +W and {X,Y } 6= {V,W}}
∣∣∣∣∣ = O(N).
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Proof. For any set X = {0 < x < x′} ∈ ([N ]k )0, let X denote the set
X = x′ −X = {0 < x′ − x < x′}.
We will refer to X as the dual of X. Let X = {0 < x < x′}, Y, V,W ∈ ([N ]k )0 such that
X + Y = V +W . Without loss of generality, we can assume that X  Y , X  V , and V  W .
Furthermore, X = V only if Y ≺ W . We begin by stating all orderings satisfying the above
relations, but not having any solutions. They are
X = Y ≺ V =W, X = Y = V ≺W, X ≺ Y = V =W,
X = Y ≺ V ≺W, X ≺ Y ≺ V =W, X ≺ V =W ≺ Y,
X ≺ V = Y ≺W, X ≺ V ≺ Y =W, X ≺ Y ≺ V ≺W.
We will quickly go through all of them and see that they are not possible.
X = Y ≺ V = W. This implies x = v as they are the smallest element on either side,
and also 2x′ = 2v′ as the largest element on either side, which implies x′ = v′, and hence
X = Y = V =W , a contradiction.
X = Y = V ≺ W. This implies 2x′ = x′ + w′ and hence x′ = w′. Then we must have
w > x, but now x′+w is strictly larger than x′+x and hence cannot be matched by any element
of X +X, a contradiction. Note that w > x also implies x′ − x > w′ − w, that is, W ≺ X , and
so the case X ≺ Y = V =W is also not possible.
X = Y ≺ V ≺ W. We have v ≤ w, and hence x = v as the smallest element on either
side. This implies x′ < v′ which in turn means x′ > w′ since 2x′ = v′ + w′. But then v′ + w′ >
v′ + w > v′ > w′ > w ≥ v > 0 is a chain in V +W of at least 6 elements, while |X +X| ≤ 6.
Hence we must have v = w which implies w′ > v′, a contradiction.
X ≺ Y ≺ V =W. We have x ≤ y ≤ v and hence x = y = v because the smallest elements
coincide. But then x′ < y′ < v′ which contradicts x′ + y′ = 2v′.
X ≺ V = W ≺ Y. We have x ≤ v ≤ y and hence x = v ≤ y, which implies x′ < v′, and
hence y′ > v′ > x′. But then x+ y′ is strictly larger than v + v′ and hence cannot be matched
by any element of V + V .
X ≺ V = Y ≺W. Since x′ + y′ = y′ +w′ we know that x′ = w′. Furthermore, x ≤ y ≤ w,
and hence x = y as smallest elements. This implies x′ < y′, which in turn means w′ < y′, and
hence w > y. But then y′ + w is strictly larger than y′ + x and x′ + y and hence cannot be
matched by any element of X + Y .
X ≺ V ≺ Y = W. We have x′ + y′ = v′ + y′ and hence x′ = v′. Furthermore x ≤ v ≤ y,
which implies x = v and hence x′ < v′, a contradiction.
X ≺ Y ≺ V ≺ W. Since x ≤ y ≤ v ≤ w, we have x = y = v ≤ w as smallest elements,
which implies x′ < y′ < v′. But now v′ + w will be strictly larger than both x′ + y and y′ + x
and hence cannot be matched by any element of X + Y .
This settles the cases without solutions. The remaining three cases are
X = V ≺ Y ≺W, X ≺ V ≺ Y ≺W, X ≺ V ≺W ≺ Y,
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each of which will actually have solutions, and the analysis is more involved than in the previous
cases.
X = V ≺ Y ≺W. Before splitting this case into further subcases, we make some general
assertions. Since x′+y′ = x′+w′, we know that y′ = w′, and hence w > y (in particular, w > x).
This means that x′ + w > x′ + y, and hence x′ + w ∈ {y′, x+ y′}. Since w > x, this implies in
particular that y′ > x′. It also tells us that x + y′ > x′ + y. Finally, with the same arguments
we also see that x+w ∈ {x′, y′, x′ + y} and w ∈ {x′, x+ y, x′ + y}. Let us now consider specific
subcases.
Case a) x′ + w = y′. This implies that y′ > x′ + y. We get the following diagrams
that represent the sumsets. In this and all following diagrams, we will always omit the unique
greatest element x′ + y′, as well as the unique least element 0.
x+ y′ y′ x′ + y x′ x
x+ y y
x+ y′ y′ x+ w w x
x′
We see that there is at least one element strictly between y′ and x′ in the top diagram, and so it
must hold that x+w > x′, in particular x+w = x′ + y, so in particular x′ + y > w, and hence
w ∈ {x′, x+ y}. We also see that w = x′ if and only if x = y.
Case a)i. w = x′. Then x = y and we have a chain of exactly 7 elements in the bottom
diagram. This implies that x′ = 2x and we get the following solution: x can be freely chosen
from [1, (N − 1)/4], y = v = x, x′ = v′ = w = 2x, and y′ = w′ = 4x.
Case a)ii. w = x+y 6= x′. In particular, we have y > x. We see that x′+y = x+w = 2x+y
and hence x′ = 2x. Also, since w > y > x, we must have that x′ = y, otherwise it cannot be
matched. This leads to the solution v = x, x′ = y = v′ = 2x, w = 3x, and y′ = w′ = 5x, where
x can be chosen freely from the positive integers smaller than (N − 1)/5.
Case b) x′ + w = x + y′. This does not give us enough new information, so we go
directly into three further subcases, depending on the assignment of x+w. Recall that x+w ∈
{x′, y′, x′ + y}, so there are three different cases to consider.
Case b)i. x+w = x′. This means that x′ is strictly larger than x+ y, but strictly smaller
than y′. We get the following diagrams.
x+ y′ x′ + y x′ x+ y y x
y′
x+ y′ y′ x′ w x
This directly implies that we must have y = x, since there is only one element strictly between
x′ and x in the bottom diagram. We thus have w = x+ y = 2x and x′ + y = y′. Solving this,
we get the solution y = v = x, w = 2x, x′ = v′ = 3x, and y′ = w′ = 4x, where x can be chosen
freely among the positive integers smaller than (N − 1)/4.
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Case b)ii. x+ w = y′. In particular, this means that y′ > x + y. We get the following
diagrams,
x+ y′ x′ + y x+ y y x
y′ x′
x+ y′ y′ w x
x′
We see that there is no element strictly between y′ and x+ y′, and hence y′ ≥ x′ + y.
Suppose y′ > x′ + y. This implies that there is an element strictly between x′ and y′, and
hence we must have w = x′ + y > x′. So the bottom diagram will now be a chain of 7 elements,
and so we must have y = x and x+y = x′. This simplifies to the solution y = v = x, x′ = v′ = 2x,
w = 3x, and y′ = w′ = 4x, where x can be chosen freely among the positive integers smaller
than (N − 1)/4.
Suppose now that y′ = x′ + y = x+ w. Since y ≥ x, this implies that w ≥ x′ with equality
if and only if x = y. So we have two cases.
If w = x′ and x = y, then we must have x′ = x+ y = 2x, and we get the solution y = v = x,
x′ = v′ = w = 2x, and y′ = w′ = 3x, where x can be chosen among the positive integers smaller
than (N − 1)/3.
If w > x′ and y > x, then this implies that x+ y = w and y = x′, which leads to the solution
v = x, x′ = y = v′ = 2x, w = 3x, and y′ = w′ = 4x, with x able to be chosen freely from the
positive integers smaller than (N − 1)/4.
Case b)iii. x+w = x′ + y 6= y′. Since y ≥ x we have w ≥ x′ and y = x if and only if
w = x′. So since x′ + y 6= y′, the bottom side of the diagram is now a chain of 7 or 8 elements
(we don’t know whether w = x′). Specifically we get the following diagrams.
x+ y′ x′ + y x+ y y x
y′ x′
x+ y′ x′ + y w x′ x
y′
Now note that the cases (x = y ∧ x+ y = x′) and x < y lead to x′ = 2x: The first is trivial, for
the second note that x < y implies y = x′ and w = x+ y, and hence 2x + y = x+ w = x′ + y.
But then y′ = x′+w− x = w+ x, a contradiction. So we must have x = y and x+ y = y′ = 2x,
which implies w = x′. We get the solution y = v = x, x′ = v′ = w = 3x/2, and y′ = w′ = 2x,
where x can be chosen freely among positive even integers smaller than (N − 1)/2.
X ≺ V ≺ Y ≺ W. We start by observing some general relations. Since x ≤ v ≤ y ≤ w,
we must have x = v ≤ y ≤ w as the smallest elements on each side. This implies x′ < v′ and
since x′ + y′ = v′ + w′ we thus have y′ > w′. But then we must have w > y, so in particular
w > x. Then v′ + w is strictly larger than x′ + y and hence v′ + w ∈ {y′, x+ y′}. Since w > x,
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this implies that y′ > v′, and hence w′ > x′. But then x+w′ < x+ y′, and hence we must have
v′ + w = x+ y′, since otherwise x+ y′ could not be matched.
This already determines the ordering of the duals. First, note that
x′ − x = x′ − (v′ + w − y′) = (v′ + w′ − y′)− (v′ + w − y′) = w′ − w,
and since w′ > x′, this implies X ≺W . Furthermore
w′ − w = w′ − (x+ y′ − v′) = (w′ − y′) + (v′ − v),
and since w′ < y′, this implies v′ − v > w′ − w and hence W ≺ V . Finally,
v′ − v = y′ + x− w − v = y′ − w < y′ − y,
and so V ≺ Y . So by identifying X and Y with their own respective duals, W with V , V with
W , this corresponds to a case of the form X ≺ V ≺W ≺ Y , and so it suffices to check these.
X ≺ V ≺ W ≺ Y. We will again first state some universally true things and then make
case distinctions. Since x ≤ v ≤ w ≤ y we must actually have x = v ≤ w ≤ y since x and v
are the smallest element in their respective sumset. This implies x′ < v′ and hence y′ > w′. So
x+ y′ > x+w′ and hence we know that x+ y′ ∈ {v′, v′ + w}.
But suppose that we have x + y′ = v′. Then v′ > y′ and hence we must have w > x and
x′ > w′. At the same time, there has to be an element strictly between x′ + y′ and x + y′ in
X + Y , and so in particular we must have x′ + y > y′ + x and x′ + y = v′ + w, which implies
y > w. But then x < w < min(x′, y) and hence it cannot be matched by any element in X + Y .
So we must have x + y′ = v′ + w, and so y′ ≥ v′ and hence w′ ≥ x′, in particular y′ > x′.
Furthermore, v′ + w > x + w′ and x + y′ ≥ x′ + y since we know that x + y′ is the second
largest element in V +W . Finally, we see that y′ ∈ {v′, x+ w, x + w′}. But in fact, we cannot
have y′ = v′, since this would imply x′ = w′ and hence w > x. But at the same time, we have
y′ + x = v′ + w = y′ + w which implies x = w. So y′ 6= v′ and hence in fact y′ > v′, which also
implies w′ > x′ and w > x because of y′+x = v′+w. In particular, y > x. We have to consider
two different cases for the assignment of y′.
Case a) y′ = x+ w 6= v′. This tells us in particular that y′ ≤ x + y < x′ + y and since
v′ + w = y′ + x = 2x+ w we have v′ = 2x. We get the following diagrams.
x+ y′ x′ + y x+ y y′ x′ x
y
x+ y′ x+ w′ y′ v′ x
w′ w
From the bottom diagram, we infer that there is only one element strictly between x+ y′ and y′,
so exactly one of the inequalities in the top diagram has to be an equality. Furthermore, since
w′ is strictly between y′ and x′, we must have w′ = y and in particular y′ > y > x′. This also
implies w = x′ and x + w′ = x + y, so we must have x + y > y′ and x + y′ = x′ + y. Finally,
x′+y = x+y′ = v′+w = v′+x′ implies v′ = y. This leads to the solution v = x, x′ = w = 3x/2,
y = v′ = w′ = 2x, and y′ = 5x/2 for any positive even integer x smaller than 2(N − 1)/5.
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Case b) y′ = x+w′. This tells us in particular that x + w′ > v′. Furthermore, we have
x′ + x + w′ = x′ + y′ = v′ + w′ and hence v′ = x′ + x. This implies x′ + x + w = v′ + w =
x+ y′ = 2x+w′, and hence x′ + y ≥ x′ +w = x+w′ = y′. Since y′ is the third largest element
in V +W , this means that x′ + y ∈ {x′ + y, y′}.
Case b)i. x′ + y = y′. So x′ + y = x′ + w and hence w = y. Since w′ is strictly larger
than max{x′, y} but smaller than y′, we must have w′ = x + y. Now we must have y = x′,
since otherwise x′ could not be matched, and hence v′ = w′. This leads to the solution v = x,
x′ = y = w = 2x, v′ = w′ = 3x, and y′ = 4x for a positive integer x smaller than (N − 1)/4.
Case b)ii. x′ + y = x+ y′. We see that x′ + y = v′ + w and hence y > w. Furthermore,
we have that y′ < x′ + y, and since y′ is the third largest element in V +W , we must have
y′ ≥ x+ y.
Case b)ii.α y′ = x + y. Since v′ and w′ are strictly between y′ and x′, we must have
v′ = w′ = y and in particular y > x′, which also implies w = x′. Hence x+w is strictly between
x′ and y′, that is x+ w = y. This leads to the solution v = x, x′ = w = 2x, y = v′ = w′ = 3x,
and y′ = 4x, for any positive integer x smaller than (N − 1)/4.
Case b)ii.β y′ = x+ y. We get following diagrams.
x+ y′ y′ x′ x
x+ y y
v′
x+ y′ y′ w′ w x
x+ w
Since w′, v′ > x′, we must have that x+ y > x′ and in particular x+ y = max{v′, w′}. Further-
more, we also must have v′ > w, since otherwise v′ would have to be matched to min(y, x′) ≤ x′.
Since w < y, we in fact need to have x′ = w and in particular x′ < y. Thus the top diagram is a
chain of 8 elements, and hence there has to be exactly one equality on the bottom side. Since we
now know that x+ y > x+w, we must have x+w = y. Furthermore, v′ + x′ = v′ +w = x′ + y
and hence v′ = y. So since we have to match x+ y, we must have w′ = x+ y > v′. This leads
to the solution v = x, x′ = w = 3x, y = v′ = 4x, w′ = 5x, and y′ = 6x, for any positive integer
x smaller than (N − 1)/6.
So there are only a constant number of different cases, each of which only has O(N) different
solutions. This implies the theorem statement. In particular, after also computing the relevant
duals, we see that the sets violating the Sidon property are exactly the ones described in the
proof of Proposition 4.2. 
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