Abstract. In this paper, we consider the initial value problem for the complex short pulse equation with a Wadati-Konno-Ichikawa type Lax pair. We show that the solution to the initial value problem has a parametric expression in terms of the solution of 2×2-matrix Riemann-Hilbert problem, from which an implicit onesoliton solution is obtained on the discrete spectrum. While on the continuous spectrum we further establish the explicit long-time asymptotic behavior of the non-soliton solution by using Deift-Zhou nonlinear steepest descent method.
Introduction
We study the long-time asymptotic behavior of solution to the complex short pulse (CSP) equation
formulated on the whole line x ∈ R with the initial value data u(x, t = 0) = u 0 (x) ∈ S(R), (1.2) where S(R) denotes the Schwartz space.
The motivation for investigating the CSP equation is as follows: In nonlinear optics, it is well known that the nonlinear Schrödinger (NLS) equation was always used to model the slowly varying wave trains [1] [2] [3] , which was found that it can be solved by the inverse scattering
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1 transform method [4] . However, when the width of optical pulseis in the order of femtosecond (10 −15 s), the NLS equation becomes less accurate [5] . Schäfer and Wayne proposed a so-called short pulse (SP) equation
in [6] , which provided an increasingly better approximation to the corresponding solution of the Maxwell equations [7] . Noticing that q(x, t)
in equation (1.3) is a real-valued function, the one-soliton solution (loop soliton) to the SP equation (1.3) has no physical interpretation [8, 9] . Recently, an improvement (1.1) for the SP equation was proposed in [10] . In contrast with the real-valued function q(x, t) in SP equation (1.3), u(x, t) in equation (1.1) is a complex-valued function.
Since the complex-valued function can contain the information of both amplitude and phase, it is more appropriate for the description of the optical waves [1] . Hence, the equation (1.1) was so-called complex short pulse equation. The CSP equation can be viewed as an analogue of the NLS equation in the ultra-short regime when the width of optical pulse is of the order 10 −15 s, see [10] .
It is founded that the CSP equation also admitted a Wadati-KonnoIchikawa (WKI)-type Lax pair like the SP equation [10, 11] . The soliton solutions were obtained by using Hirota method [10] , and the multibreather and higher order rogue wave solutions to the CSP equation
were constructed by the Darboux transformation method in [12] .
Recently, in [13] we obtained the explicit leading order long-time asymptotic behavior of the solution q(x, t) to the SP equation (1.3) by using the nonlinear steepest descent method [14] . Here we extend above results to give the asymptotic behavior of solution u(x, t) of the CSP equation, but it will be much different from that on the SP equation Organization of this paper is as follows. In section 2, since the associated Lax pair of short pulse (1.1) has singularities at k = 0 and k = ∞,
we perform the spectral analysis to deal with the two singularities, respectively. In section 3, we formulate the associated Riemann-Hilbert in an alternative space variable y instead of the original space variable
x. In this way, we can reconstruct the solution u(x, t) parameterized from the solution of the Riemann-Hilbert problem via the asymptotic behavior of the spectral variable at k = 0. In section 4, we obtain the one-soliton solution of the CSP equation under the assumption of a(k)
having one single zero point. In section 5, we obtain the asymptotic relation between y and x through analyzing the vector Riemann-Hilbert problem with the nonlinear steepest descent method. finally, we get the leading order asymptotic behavior of the solution u(x, t).
Spectral Analysis
To analyze the long-time asymptotic behavior of the solution of the IVP for the CSP equation on the line by employing the nonlinear steepest descent method, the first step is to change the IVP problem into a Riemann-Hilbert problem based i=on the fact that the CSP equation admits a WKI-type Lax pair
where
Here, theū means the conjugate of the complex function u.
We can obtain the scattering data by using the x−part of Lax pair for analyzing the IVP for the integrable equation via inverse scattering transform method. The t−part of Lax pair is only used to determine the time evolution of the scattering data. However, there are two singularities at k = ∞ and k = 0 in the Lax pair (2.1). In order to construct the solution u(x, t) of the CSP equation (1.1), we need use the expansion of the eigenfunction as spectral parameter k → 0. This is similar to the short pulse equation [13] , the Camassa-Holm equation [15] , and modified Hunter-Saxton equation [16] . Hence, in the following we use two different transformations to analyze these two singularities (k = 0 and k = ∞), respectively.
2.1.
For singularity at k = 0.
Introducing the following transformation
then we get the Lax pair of µ
LettingÂ denotes the operators which acts on a 2 × 2 matrix X bŷ
, then the Lax pair of µ 0 (2.3) can be written as
where W 0 (x, t, k) is the closed one-form defined by
We define two eigenfunctions {µ 0 j } 2 j=1 of (2.3) by the Volterra integral equations, are bounded and analytic properties as following:
where 
where D
11 and D
22 satisfy the following differential equation system,
Proof. This asymptotic behavior (2.8) is followed by the expansion of (2.10) and set the matric
, then inserting the above expansion into the Lax pair of µ 0 (2.3) to compare the order of k.
2.2.
For the singularity at k = ∞.
To control the eigenfunctions as k → ∞, we should make some transformations to the original Lax pair (2.1). Firstly, we need some denotations to do the next a series of transformations.
Define a 2 × 2 matrix-value function G(x, t) as
where m is a function of (x, t) defined by
Remark 2.3. Notice that when u x → 0, the nominator √ m − 1 is a high order infinitesimal than denominator u x . So, the matrix function
Introducing a transformation
then we have the Lax pair of Ψ(x, t, k) (2.1) becomes
and
As we can write the CSP equation (1.1) into the conservation law form:
we get
the Lax pair equation of (2.13) becomes Let us define µ(x, t, k) as
where Then the Lax pair of µ(x, t, k) can be written as
where W (x, t, k) is the closed one-form defined by
with
(2.27a)
(
We define two eigenfunctions {µ j } 2 1 of (2.24) by the Volterra integral equations
Proposition 2.6. (Analytic property) From the above definition, we find that the functions {µ j } 2 1 are bounded and analytic properties as following:
Proposition 2.7. (Symmetry property) The eigenfunctions µ j (x, t, k), j = 1, 2 satisfy the following symmetry condition,
(2.29)
also satisfy the asymptotic condition
30)
where I is an 2 × 2 identity matrix.
The scattering matrix S(k).
Because the eigenfunctions µ 1 (x, t, k) and µ 2 (x, t, k) are both the solutions of equation (2.24), they are related by a matrix S(k) which is independent of the variable (x, t).
By the definition of µ j (x, t, k), j = 1, 2 (2.28) and the symmetry property (see, Proposition 2.7), the matrix S(k) has the form
The function a(k) can be computed by
where det (A) means the determinate of a matrix A. We can deduce that a(k) is analytic in D 1 from the analytic property (see, Proposition 2.6).
Proposition 2.9. The proposition (2.10) together with (2.33) allows expressing the expansions in powers of k of a(k) at k = 0,
The relation between µ j (x, t, k) and µ 0 j (x, t, k). We use the eigenfunctions µ j to define the matrix M (x, t, k) (see (3.1)) which is used to formulate a Riemann-Hilbert problem. However, in order to construct the solution u(x, t) from the associate RiemannHilbert problem, we need the asymptotic behavior of µ j as k → 0. So, we need relate the eigenfunctions µ j (x, t, k) to µ 0 j (x, t, k).
Note that the eigenfunctions µ(x, t, k) and µ 0 (x, t, k) being related to the same Lax pair (2.1), must be related to each other as
with C j (k) independent of x and t. Evaluating (2.35) as x → ±∞ gives Proposition 2.10. The functions µ j (x, t, k) and µ 0 j (x, t, k) are related as follows:
(2.37b)
The Riemann-Hilbert problem for CSP equation
Let us define
From the definition (3.1) and (2.28), we can deduce that M (x, t, k)
admits the symmetry
and satisfies the following Riemann-Hilbert problem:
• Jump condition: The two limiting values
are related by
In order to get the information of the solution u(x, t), we should consider the asymptotic behavior of M (x, t, k) as k → 0, that is, 8) where To overcome this, we introduce the new (time-dependent) scale
which make the jump matrix explicit, however, the solution of the initial problem can be given only in implicit form: it will be given in terms of functions in the new scale, whereas the original scale will also be given in terms of functions in the new scale.
By the definition of the new scale y(x, t), we definẽ
then we can obtain the Riemann-Hilbert problem ofM (y, t, k) as follows:
• Analyticity:M (y, t, k) is analytic in the two open half-planes D 1 and D 2 , and continuous up to the boundary k ∈ R.
where the jump matrix is u(x, t) = u(y(x, t), t),
Proof. Since the jump matrixJ(y, t, k) is a Hermitian matrix, then the Riemann-Hilbert problem ofM (y, t, k) indeed has a solution. Furthermore, the Riemann-Hilbert problem has only one solution because of the normalize condition.
The statements of the solution u(x, t) is following from the asymptotic formula (3.8).
Soliton solutions of the CSP equation
In this section, we construct the soliton solutions of the CSP equation. We should first address the residue conditions of the RiemannHilbert obtained.
Residue conditions.
We recall a(k) is analytic in D 1 , hence we assume that a(k) has N simple zeros {k j } N j=1 in D 1 . From the definition of the function a(k) (2.33), we know that if
vectors. Then we conclude that there exists a constant b j such that
It implies that
. And recall the symmetry condition, the complex conjugate of (4.2) is C j e 2ik j (y+
If we impose the symmetry condition (2.7), equation (4.4) can be written as 
One-soliton solution.
In this subsection we derive explicit formulae for the one-soliton solutions. Assume N = 1 so that there is one simple zero of a(k), k 1 in upper-half plane. We find the algebraic system (4.6) reduces to the following two equations
Solving for M 11 (x, t, k 1 ) and M 21 (x, t, k 1 ), we find
where b denotes the image part of k 1 , i.e. we set k 1 = a + ib, and ψ j = ψ j (y, t), j = 1, 2 denote the real and image part of the function ψ(y, t) defined as follows, respectively
(4.8c)
A direct calculation shows that
Thus, from the symmetry we get the explicit expression for M (x, t, k) If assuming that C 1 = 2be 2ic+2y 0 where c and y 0 are real constants, we can find
Hence, we obtain the one-soliton solution as follows, and phase 2ψ 1 in yt−coordinate. And from the equation (4.14), we have , then the solution (4.13) obtained in this paper is equivalent to the expressions in [10] . Both of the expressions of the one-soliton solution have the same amplitude and phase. Hence, we conclude that
• When |a| > |b|, we get smooth soliton;
• When |a| < |b|, we get loop soliton;
• When |a| = |b|, we get cuspon soliton.
Long-time asymptotic analysis
The most important advantage of formulating a Riemann-Hilbert problem to the IVP for the CSP equation is we can rigorously analyze the asymptotic behavior of the solution as t → ∞ via the nonlinear steepest descent method [14] .
In this section, we investigate the long-time asymptotic behavior of the non-soliton solution of the IVP for the CSP equation on the continuous spectrum. To make our analysis be simple, we assume that a(k) has no zeros.
Main results.
Theorem 5.1. Let u 0 (x) satisfy the initial value (1.2) and be such that no discrete spectrum is present. For ξ = 
2) 
Proof of Theorem 5.1.
The key feature of the method is the deformation of the original Riemann-Hilbert problem according to the signature table for the phase function θ in jump matrixJ written in the form
The signature table is the distribution of signs of Imθ(ξ, k) in the k−plane,
where k 1 and k 2 are the real and image part of k, respectively, i.e.
Under the conditionξ < −ε for any ε > 0, then we have Imθ(ξ, k) > 0 and Imθ(ξ, k) < 0, as k 2 = Imk < 0 and k 2 = Imk > 0, respectively, see figure 1. This suggests the use of the following factorization of the jump matrix for all k ∈ R:
In order to deform the original Riemann-Hilbert problem (3.12), we need introduce a scalar functionδ(k) which is defined by the following scalar Riemann-Hilbert problem
which has a explicit solutioñ
Then, we make a transformation ofM (y, t, k) as
It yields that the Riemann-Hilbert problem forM (1) (y, t, k) is 12) where the jump matrixJ (1) (y, t, k) is defined bỹ
Without loss of generality, we may assume that the function
i.e., the lower-triangular factor of the second matrix of the right-hand side of (5. Hence, we can introduce the following transformation if we have the proper analytic conditions: 14) where Ω j , j = 1, 2, . . . , 6 are shown in figure 2 . Figure 2 . The sets {Ω j } 6 j=1 , in the k−plane asξ < 0.
We obtain the new Riemann-Hilbert problem forM (2) (y, t, k), 
Here e −2itθ(k) h II (k) has an analytic continuation to the upper halfplane and decays exponentially in .
(5.18)
Under the assumptionξ > ε > 0, we have the sign picture of Re(iθ) as follows, Hence, this suggests the use of the following factorizations of the jump matrixJ(y, t, k):
, |k| < k 0 . Introducing a scalar function δ(k) which satisfies the following scalar Riemann-Hilbert problem
Then the function δ(k) is given by
The conjugate transformatioñ
yields the Riemann-Hilbert problem forM (1) (y, t, k)
Now, let us come back to the solution u(x, t). From (5.21) it follows that
If we writẽ
0 (y, t) + kM
then from the transformation (5.22) we obtaiñ
Hence, we have we can do a similar procedure to obtain the 'weak' analytic condition as the appendix A of [13] .
If we writeJ
(1) (y, t, k) = (b
then, we can make a transformation as
where T (12) (y, t, k) is defined as
with the Ω j showed as the Figure 4 .
Thus, we obtain the Riemann-Hilbert problem forM (2) (y, t, k)
The jump contour Σ Figure 4 . The sets {Ω j } 10 j=1 , in the k−plane asξ > 0.
wherẽ does not really affect the leading order asymptotic behavior of u(y, t).
Proof. A direct calculation following from (2.34) and from the identity
So, if we writẽ
and let µ (2) (y, t, k) be the solution of the singular integral equation µ (2) = I + C ω µ (2) , here C ω is defined as
, ∀f is a 2 × 2 matrix-valued function, where In order to calculate the explicit asymptotic behavior of the solution u(x, t) in terms of the Riemann-Hilbert problem forM (2) (y, t, k), as t → ∞, we need reduce the Riemann-Hilbert problem to a model problem whose solution can be given explicitly in terms of parabolic cylinder functions. To do this, we should evaluate the leading term of the function δ(k)e −itθ(k) as k → ±k 0 .
Recall that Hence, the solution u(x, t) has the asymptotic (5.1).
