Abstract. In low-resolution phase contrast magnetic resonance angiography, the maximum intensity projected channel images will be blurred with consequent loss of vascular details. The channel images are enhanced using a stabilized deblurring filter, applied to each channel prior to combining the individual channel images. The stabilized deblurring is obtained by the addition of a nonlocal regularization term to the reverse heat equation, referred to as nonlocally stabilized reverse diffusion filter. Unlike reverse diffusion filter, which is highly unstable and blows up noise, nonlocal stabilization enhances intensity projected parallel images uniformly. Application to multichannel vessel enhancement is illustrated using both volunteer data and simulated multichannel angiograms. Robustness of the filter applied to volunteer datasets is shown using statistically validated improvement in flow quantification. Improved performance in terms of preserving vascular structures and phased array reconstruction in both simulated and real data is demonstrated using structureness measure and contrast ratio. © 2016 Society of Photo-Optical Instrumentation Engineers (SPIE)
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Introduction
Phase contrast magnetic resonance angiography (PC-MRA) exhibits excellent background signal separation, allowing better visualization of vessels and flow information. Though this is important in the case of slow-flow vessels like those of the venous system, neuroimaging of head and neck calls for larger field-of-view (FOV) scans, typically 30 to 40 cm. Channel images in large FOV acquisition are blurry, and provide only limited details of vessel structures due to lack of high-frequency information. 1 In phase contrast imaging, the contrast between flowing blood and stationary tissues is obtained by application of a velocity encoding gradient. In order to encode the flow in each direction, the flow-encoding gradient is applied on each of the three gradient axes in separate TR intervals. In addition, a fourth nonflow encoded acquisition is also performed in the four-point velocity method. 2, 3 Data from the latter acquisition are subtracted from each of the three flow-encoded acquisitions by taking the complex differences to eliminate phase accumulation from sources other than velocity, such as field inhomogeneities. The final display, often referred to as a "speed image", is obtained using maximum intensity projection (MIP) applied to the complex difference images.
In MIP, the pixels with maximum intensities are projected along the volume of data, and the resulting projected image will have a thin-structure form. 4, 5 Since intensity projection is performed using component slices with intrinsic blur and noise, the resulting MIP images require preprocessing to mitigate their cumulative effects. Blur is degradation of sharpness and contrast of the image, causing loss of high frequencies. Due to this, vascular edges become obscure on the intensity projected image, thereby reducing image sharpness and contrast. In each channel, the combined effects of large FOV, and intensity projection can be approximately represented using a linear degradation model E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 1 ; 3 2 6 ; 4 1 1Û
whereÛ l denotes the blurred image, U l is the undegraded image, g l is the blurring kernel, and ν is the unknown noise affecting the measurements. The recovery of U l from the measurementsÛ l is an ill-posed problem. 6, 7 The problem that is addressed in this paper is one of deblurring a coil imageÛ l that has been blurred by a blurring kernel g l representing some physical process. The problem is modeled by the convolution relation E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 2 ; 3 2 6 ; 2 9 0Û l ðpÞ ¼
In general, blind approaches for denoising employ iterative updates computed using diffusion models. [8] [9] [10] [11] [12] [13] [14] Likewise, deblurring is achieved via image updates computed from reverse diffusion models. 6, [15] [16] [17] In both cases, the updated image is attempted to fit as closely as possible to the true denoised/ deblurred image. At locations where the fitting is not perfect, the updated image will exhibit a speckled appearance. In reverse diffusion, the image is enhanced by reversing time in the diffusion equation. This is numerically achieved by subtracting the Laplacian from the measured image. Due to the ill-posedness in the process of image correction, there have been several attempts to stabilize the solutions. One of the earliest attempts is the shock filter proposed by Rudin and Osher. 18, 19 These filters implement morphological image enhancement based on partial differential equations. The main drawback of shock filters is the generation of sharp discontinuities at the borders between two regions. Attempt to deblur an image from the temporal evolution of zero crossing of Laplacian was carried out by Humel and Moniot. 20, 21 More recent methods combine anisotropic diffusion filter and shock filter, 22, 23 to selectively deblur the edges. As opposed to the above taxonomy of blind methods, variational [24] [25] [26] [27] approaches for deblurring assume partial knowledge of the blurring kernel, and treat the diffusion process as equivalent to the convolution with a Gaussian kernel. Attempts to regularize reverse diffusion consist of the addition of constraints in the deblurring functional. Using the nonlocal means (NLM) algorithm, 28 the constraint is to maintain the degree of similarity throughout the deblurring process. [29] [30] [31] A numerical implementation of this scheme is obtained by smoothing the difference between the image and its Laplacian using a NLM filter.
The application of nonlocal stabilized reverse diffusion (NLSRD) to multichannel PC-MRA magnetic resonance imaging is particularly noteworthy. Combination of channel images in parallel MRI following application of any filtering procedure often requires a prior scaling applied to the individual channel images. 32 This scaling factor is determined using calibration procedures, or estimation of the noise levels. In addition to restoring vascular elements, the proposed deblurring filter automatically takes care of this scaling, yielding improved phased array reconstruction with a higher structureness (S) measure and contrast ratio (CR).
The theory and principle of NLM filter, reverse diffusion and statistical model of PC-MRA are discussed in Sec. 2. Section 3 summarizes the experimental results obtained using volunteer data. A quantitative performance overview of the proposed filter using the statistical model of PC-MRA, and comparison of image quality metrics with other state-of-the-art deblurring methods are presented in Sec. 4. A brief discussion and conclusion are included in Secs. 5 and 6, respectively.
Material and Methods

Image Deblurring Using Reverse Diffusion
If the blurring kernel in Eq. (1) is assumed to be a spatially invariant Gaussian function, and the additive noise is zero, the blurring process can be described by the isotropic heat equation. Using this model, the blurring of an image is considered to be proportional to its Laplacian. 32 The process of blurring modeled using isotropic heat equation is E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 3 ; 6 3 ; 2 5 4
Here, U l represents the image being diffused using the heat equation, c is the diffusion coefficient, ∇ 2 is the Laplacian of U l , andÛ l ðpÞ is the initial degraded channel image. The variance of this kernel is related to the diffusion coefficient c in heat equation via σ 2 ¼ 2tc. The problem of deblurring is addressed by solving the reverse heat equation, obtained using reversal of time in Eq. (3). This is numerically achieved by subtracting the Laplacian from the observed image. However, solution becomes difficult due to the high-pass nature of the resulting operation and the consequent noise buildup. Even with measures to control the noise buildup, direct application of reverse diffusion can often result in deblurring with structural losses.
Because of the divergence in nature, reverse heat equation remains stable for a short while and degenerates very rapidly, which eventually lead to noise buildup. To make it stable, we can add a regularization term using NLM to the solution of reverse heat equation. A detailed description of the NLM weight calculation and regularization procedure is included in Sec. 2.2.
Nonlocally Stabilized Reverse Diffusion
Nonlocal means filter
NLM filtering method assumes that the image contains an extensive amount of self-similarity and tries to make use of it. For example, Fig. 1 shows three pixels p, q1, and q2 and their respective neighborhoods. The neighborhoods of pixels p and q1 are similar, but the neighborhoods of pixels p and q2 are not similar. Adjacent pixels usually tend to have similar neighborhoods. Additionally, when there is structure in the image, it is observed that even nonadjacent pixels will also have similar neighborhoods. Each pixel p of the NLM filtered image is computed using E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 4 ; 3 2 6 ; 5 2 8 NLUðpÞ ¼ X q∈U wðp; qÞUðqÞ;
where weights wðp; qÞ meet the following conditions 0 ≤ wðp; qÞ ≤ 1, and P q wðp; qÞ ¼ 1. The weights are computed based on the similarity between the neighborhoods of pixels p and q.
The NLM filtered value of a given pixel (p) is a weighted average of all pixels in the image as in Eq. (4). The magnitude of weight assigned to a pixel will depend on the similarity between the neighborhood of that pixel and the neighborhood of p. For example, in Fig. 1 , the weight wðp; q1Þ is much greater than wðp; q2Þ because pixels p and q1 have similar neighborhoods and pixels p and q2 do not have similar neighborhoods. In order to compute the similarity, a neighborhood is first defined.
Let N i be the square neighborhood centered about pixel i. The similarity between two regions is computed using E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 5 ; 3 2 6 ; 3 3 1
(5) Fig. 1 Example of self-similarity in an image. Pixels p and q1 have similar neighborhoods, but pixels p and q2 do not have similar neighborhoods. Because of this, pixel q1 will have a stronger influence on the filtered value of p than q2.
whereū i denotes a vector whose elements consist of intensities UðiÞ such that i ∈ N i . The weights can then be computed using the following formula:
E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 6 ; 6 3 ; 7 1 9 wðp; qÞ ¼ 1 ZðpÞ e −dðp;qÞ
where ZðpÞ is the normalizing constant defined as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 7 ; 6 3 ; 6 6 5 ZðpÞ ¼
and h is the weight-decay control parameter. A criterion for choosing the value of h for the current application is presented in Sec. 3.3.2.
Nonlocal means regularization
The NLM based regularization term has the potential to suppress noise while preserving edges and other details more effectively than conventional regularization techniques. A common image restoration approach is to minimize a cost function such as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 8 ; 6 3 ;
The first term in Eq. (8) ensures fidelity of the estimate from the dataÛ l . The second term is a regularizing or stabilizing constraint γðU l Þ, which may exploit prior knowledge of the underlying image and can be used to avoid noise amplification during deblurring. A regularization parameter λ controls the trade-off between the two terms. The set of weights used in NLM filter is computed from the observed imageÛ l . The deblurred image in each iteration can be used to reestimate a better set of weights to refine, in a second pass, the deblurred result. Since pixels belonging to the whole image are used for the estimation of each new pixel, this regularization prior is described as nonlocal. In order to reduce the computation time, the search region for calculation of weights in Eq. (4) is limited to a search window around the pixel to be estimated. The NL stabilized reverse equation is given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 0 9 ; 6 3 ; 3 1 3
Statistical Analysis of Phase Contrast Magnetic Resonance Angiography
In this article, we present the filtered form of complex difference (CD) speed images in PC-MRA. A phase contrast complex difference angiogram is an image showing the magnitude of the CD vector as pixel intensity. 33 This kind of angiogram will ideally have no signal intensity in pixels with stationary spins. Signal intensity in pixels with flowing spins will vary with flow velocity. Hence, the intended task of this particular form of PC-MRA display is to quantify the flow velocity.
Since noise contained in the complex difference of the two oppositely encoded images is known to possess a zero-mean Gaussian distribution, the CD speed image obtained by the addition of squared modulus of the complex difference images encoded along x; y, and z directions will exhibit a Maxwell distribution. 34 In modeling the intensity characteristics of vessel voxels, a laminar flow pattern is generally assumed. It has been established that the intensity distribution of vascular components in such cases can mostly be treated to have a uniform distribution. [35] [36] [37] A deviation from the stated model occurs when the individual distribution in a given direction does not conform to a perfect Gaussian shape. In such cases, it is often customary to consider the background in the combined CD signal to be modeled as a mixture of a Maxwell and a Gaussian distribution. Using the mixture model and expectation maximization algorithm, 38 we construct a statistical model for a given voxel (i) of the form E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 0 ; 3 2 6 ; 6 2 0
where C's denote the mixture weights, f's the underlying distributions, and suffixes M; G, and U represent the Maxwell, Gaussian, and uniform distributions, respectively. From this model, we derive a threshold using E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 1 ; 3 2 6 ; 5 4 5
In the presence of blur inherent in low-resolution PC-MRA, statistical modeling becomes less efficient due to increase in the number of misclassified voxels. When a significant number of voxels are blurred, this misclassification leads to an increased peak frequency and mean value of Maxwell component representative of background. This leads to a high-threshold value computed using Eq. (11). This implies that any approach to reduce the effect of blur, should also minimize the resulting misclassification. Deblurring achieved during each iteration of NLSRD filter results in more number of voxels representing flow. This increase in the number of voxels, if reliable, should result in a reduced threshold computed using statistical approach. Therefore, we make use of the thresholds from statistical mixture model to validate the filter performance. A quantitative measure indicative of improvement due to filtering is shown using reduction of the resultant intensity threshold with each iteration in Sec. 4.1.
Structureness Measure Applied to Maximum Intensity Projection Images
Intensity projected coil images contain both structural and smooth regions. Degradation in the form of blur reduces the structural information and results in poor visual quality. The structural information is measured using structureness (S) measure, computed using second-order derivatives at each voxel E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 2 ; 3 2 6 ; 2 3 2
where U xx ¼ ∂ 2 U∕∂x 2 and U yy ¼ ∂ 2 U∕∂y 2 .
Experimental Results
Simulated Data
Radio frequency reception sensitivity is a function of coil geometry, and its position relative to the imaging plane. It can be calculated using Biot-Savart law in combination with the principle of reciprocity. 39 Simulated multichannel data are obtained by multiplying a MIP image with coil sensitivities computed for circular coils of a given radius. Figure 2 shows the individual Akshara, Joy, and Paul: Improved image reconstruction of low-resolution multichannel phase. . . channel images prior to and following the application of NLSRD filter. Structureness measure computed for filtered images in each iteration is shown in Fig. 3 . It is seen that S increases with iterations and levels off after a few steps. Maximum enhancement is achieved when the iterations are continued till this saturation point.
Choice of regularization parameter
In the generalized form, the deblurred image is constructed with a constraint to have similarity to vascular structures of the blurred version. This is achieved using a nonlocal deblurring functional E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 3 ; 6 3 ; 1 5 5 E NLU
where λ represents the Tikhonov regularization parameter and k is the iteration number. The first term can be considered as a fidelity term and second as the regularization term. With increase in regularization, the regularization error increases kU If too much regularization is performed on the solution, then it will not fit the data properly, and the regularization error will be too large. On the other hand, if the regularization performed on the residual is too little, then fitting of data will be perfect but the solution will be dominated by the contributions from data errors, and hence perturbation error will be too large. The major advantage of regularizing the solution is that the contributions from both data and rounding errors can be damped and keeps kU ðkÞ l −Û l k 2 within limits. The plot of these two norm quantities versus each other, parameterized by λ gives the L-curve. Figure 4 shows L-curve obtained using simulated data with λ varying from 0.01 to 10. The optimal λ is chosen corresponding to the knee point of the L-curve. For simulated data, the optimal λ was obtained as 1.97. For experiments with simulated channel images, each one of them is blurred with a Gaussian kernel g. The plot of regularization error versus perturbation error is influenced by variance of g. It is seen that increase in variance results in reduction of both regularization and perturbation errors, with a slight increase in optimized regularization parameter.
Characteristics of the error component influence the shape of the L-curve. Experiments with the added Gaussian noise to the channel image show that higher the noise variance, less sharp the L-curve appears. Convergence is obtained when kU ðkþ1Þ l − U ðkÞ l k 2 ≤ δ, for a preset tolerance δ. When applied to coil images with large extent of blur, the convergence slows down.
Volunteer Data
Two volunteer PC-MRA data were acquired on a Siemens 1.5T machine with six head coils. The imaging parameters used were echo time, TE ¼ 9 ms and repetition time, TR ¼ 56.70 ms. The flip angle used was 15 deg. The phase encoding direction was anterior-posterior with velocity encoding, 10 cm∕s. The data acquired for each coil consisted of 256 slices. These were separated into four partitions S11; S12; S13, and S14, each consisting of 64 slices, corresponding to the nonflow encoded and flow-encoded acquisitions along x; y, and z directions, respectively. The process was repeated for all the six channels. CD method was applied to the partitions in each channel using steps outlined in Fig. 5 to obtain structural and flow information.
Using complex difference, magnitude flow information is obtained as maximum intensity projections along x; y, and z direction for each channel. 16, 17 NLSRD filtering was individually applied to the directionally combined images per channel. Due to sensitivity encoding in multichannel imaging, the intensity projections per channel exhibit a spatially modulated thinstructure form. We see that a direct application of NLSRD filter to each channel compensates for this spatial variation, and provides an improved reconstruction. Block diagram of the filtering steps applied to phased array reconstruction of multichannel PC-MRA is shown in Fig. 5 . Figure 6 shows results of PC-MRA acquired using six head coils (channels) for the two volunteer datasets. Panels (a) and (b) show the MIP images prior to and after filtering. Individual channel images are shown in Fig. 7 .
Filter Parameters
Window size
In neuro-vascular structures, the maximum possible width of an artery is 10 mm. In order to limit computation time and also incorporate maximum possible similar patches within a search window, a neighborhood of 121 pixels (approximately equal to 16 mm × 16 mm with 1.5 mm in-plane resolution) is used. This clearly indicates that an increase in window size beyond 11 × 11 will not result in any further improvement.
Weight decay control
The weight-decay control parameter h influences the distribution of weights in the image. High values of h introduces structural losses in the filtered image. Decreasing the value of h leads to weight values at pixels having maximum similarity to deviate from unity. A balance between these two cases is desired. An optimum value of h would result in weights close to unity for the vascular content, and sharper transition in the weight distribution. 
Filter Performance
We utilize the relationship between the physiological nature of origin of PC-MRA, and statistical properties of its maximum intensity projected speed image to demonstrate the quantitative improvement using NLSRD filter. Using statistical mixture modeling discussed in Sec. 2.3, the filtered image is analyzed at successive iterations. In addition to this, visual quality of the restored image is compared based on image quality metrics such as CR and contrast per pixel measures.
Performance Analysis Using Statistical Model
With reference to the description in Sec. 2.3, the observed histograms and fitted models for unfiltered and filtered MIP images of volunteer dataset-2 are as shown in Fig. 9 . Using either the Maxwell-Gaussian-uniform or Maxwell-uniform mixture model, threshold is computed using Eq. (11) . A binary segmentation is performed by labeling voxels with intensities above the threshold as vessels, and the rest as background. It is seen that as the threshold reduces with each iteration of the filtering process, the segmentation yields better results with inclusion of the Gaussian component in the mixture model.
It is also seen that the peak frequency and mean value of the Maxwell component reduces for the first few iterations, and then remains steady for the remaining iterations. This evidently means that for the first few iterations, many voxels represented initially as background, get reclassified as vascular elements due to the filtering process. The initial misclassification of these elements can be attributed to the inherent blur.
Left panels of Fig. 10 show images segmented using mixture model containing only Maxwell distribution (C G ¼ 0) representing the background. Segmented images in right panels are obtained using a mixture of Maxwell and Gaussian distributions. In both cases, voxels having flow information is represented using uniform distribution. Beginning from second row, the left and right panels show images segmented during 1st, 6th, and 12th iteration of the filtering process.
Visual Quality
As a measure of the visual quality, we compare the shock filter, iterative Wiener filter, and nonlocally stabilized reverse diffusion based on CR and contrast per pixel computation. The CR is computed as E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 4 ; 3 2 6 ; 6 9 0
where U is an image of size M × N. The contrast per pixel (C) for U is defined as the average difference in gray level between adjacent pixels and is given by E Q -T A R G E T ; t e m p : i n t r a l i n k -; e 0 1 5 ; 3 2 6 ; 6 1 3
where R represents a local neighborhood of (i; j)th pixel. Increase in C indicates average increase in contrast difference for each pixel compared to the neighboring pixels. The comparisons of results for various filters are summarized in Table 1 .
Major drawbacks of the iterative Wiener filter are the failure to detect less intense vascular structures and background suppression. Shock filter increases background noise and the edge curvatures get lost. From Table 1 , it is clear that NLSRD outperforms the existing methods in terms of CR and contrast per pixel. 
Discussion
Application of stabilized reverse diffusion to low-resolution PC-MRA is able to capture signals of fine details such as small vessels, when acquisition is performed in a larger FOV. A major drawback of this method is the inability to enhance narrow vessels masked by intravoxel dephasing effects. For a given extent of degradation, the method exhibits faster convergence than the Laplacian form of reverse diffusion. With increase in blur, the convergence slows down. Using simulated data, the evolution of structureness measures in successive iterations conforms to the convergence behavior of the deconvolution process. Further, the robustness of our filter applied to real datasets is demonstrated using statistical models elucidating the improvement in flow quantification. As applicable to validation of deconvolution methods using standard forms of image quality metrics, iteratively filtered MIP images show improvement in terms of contrast per pixel and CR as compared with other state-of-the-art methods.
Simulated results show that the filter works equally well with all coil sizes, and its performance is not particularly affected under nonstationary conditions introduced by increased coilto-coil coupling at larger radii. These characteristics indicate the fact that unknown blurring kernel applies to the sensitivity encoded channel images. The results are particularly promising for the case of images reconstructed using intensity projections. Figure 11 shows that the amount of information encoded in combined multichannel MIP images increases with coil radius. Columns (a)-(b) shows channel images for different coil radii combined using sum-of-squares method, without and with application of the NLSRD filter.
Conclusion
We demonstrated the application of nonlocally stabilized form of reverse diffusion to deblur intensity projected channel images prior to sum-of-squares reconstruction in multichannel PC-MRA. The blur introduced during acquisition reduces the contrast of flow images reconstructed using complex difference method. Application of stabilized reverse diffusion to flow channel images is found to yield high-quality images after sum-ofsquare combination. Best performance of the filter requires an a priori adjustment of the regularization parameter. The extension to motion blur kernels could be an interesting generalization, as well as the extension for application to three-dimensional partial Fourier reconstruction.
