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Abstract. Let GM be either the orthogonal group OM or the symplectic group SpM
over the complex field; in the latter case the non-negative integer M has to be even.
Classically, the irreducible polynomial representations of the group GM are labeled by
partitions µ = (µ1, µ2 , . . .) such that µ
′
1 + µ
′
2 6 M in the case GM = OM , or 2µ
′
1 6 M
in the case GM = SpM . Here µ
′ = (µ ′1, µ
′
2 , . . .) is the partition conjugate to µ. Let Wµ
be the irreducible polynomial representation of the group GM corresponding to µ.
Regard GN × GM as a subgroup of GN+M . Then take any irreducible polynomial
representation Wλ of the group GN+M . The vector space Wλ(µ) = HomGM (Wµ ,Wλ )
comes with a natural action of the group GN . Put n = λ1 − µ1 + λ2 − µ2 + . . . . In this
article, for any standard Young tableau Ω of skew shape λ/µ we give a realization of
Wλ(µ) as a subspace in the n -fold tensor product (C
N)⊗n, compatible with the action
of the group GN . This subspace is determined as the image of a certain linear operator
FΩ (M) on (C
N )⊗n, given by an explicit formula.
WhenM = 0 andWλ(µ) =Wλ is an irreducible representation of the group GN , we
recover the classical realization ofWλ as a subspace in the space of all traceless tensors in
(CN )⊗n. Then the operator FΩ (0) may be regarded as the analogue for GN of the Young
symmetrizer, corresponding to the standard tableau Ω of shape λ . This symmetrizer
is a certain linear operator on (CN )⊗n with the image equivalent to the irreducible
polynomial representation of the complex general linear group GLN , corresponding to
the partition λ . Even in the case M = 0, our formula for the operator FΩ (M) is new.
Our results are applications of the representation theory of the twisted Yangian,
corresponding to the subgroup GN of GLN . This twisted Yangian is a certain one-sided
coideal subalgebra of the Yangian corresponding to GLN . In particular, FΩ (M) is an
intertwining operator between certain representations of the twisted Yangian in (CN)⊗n.
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0. Brief introduction
This article draws on the ideas beginning with the Schur–Weyl duality [W],
passing through Gelfand–Zetlin bases [GZ1,GZ2] and continuing through
Yangians [D], with the aim of realizing explicitly irreducible representations
of the orthogonal or symplectic classical group GN . This group corresponds
to a symmetric or alternating, non-degenerate bilinear form 〈 , 〉 on the N -
dimensional complex vector space CN . The irreducuble representations of
the group GN considered in this article are polynomial . By definition, they
are subrepresentations of tensor powers of the defining representation acting
on CN . This work provides new explicit realization of the representation of
GN on the vector space (1.5). This vector space describes the multiplicities
in the restriction of an irreducible representation of the group GN+M to
the subgroup GM . Results follow for the branching rules for restricting
irreducible representations from GN+M to the subgroup GN ×GM , see [P].
Here is an overview of this article. Section 1 gives an exposition of the
principal results, with detailed references given throughout. Section 2 recalls
the classical realization [W] of any irreducible polynomial representation of
the general linear group GLN . This realization involves elements of the
symmetric group rings, known as Young symmetrizers [Y1]. We also recall
the approach to Young symmetrizers due to Cherednik [C2]. Following this
approach, in Section 3 we construct analogues of the Young symmetrizers
for the group GN . This construction provides a realization of any irreducible
polynomial representation of the group GN , more explicit than in [W]. It
is motivated by the representation theory of Yangians and of their twisted
analogues [O2]. The main results concerning branching rules for the groups
GLN and GN are stated as Theorems 1.6 and 1.8, respectively. Theorem 1.6
belongs to Cherednik [C3], its proof given in Section 4 is new. Theorem 1.8
is new, its proof is given in Section 5. It is hoped that this work will further
motivate the interest of readers in Yangians, see [MN,MO,NO].
A word of explanation is necessary in regard to our scheme of referring
to theorems, propositions, lemmas and corollaries. When referring to them,
we indicate the subsections where they respectively appear. There will be
no more than one of each of them in every subsection, so our scheme should
cause no confusion. For example, Theorems 1.6 and 1.8 mentioned above are
the theorems appearing in Subsections 1.6 and 1.8, respectively.
1. Main results
1.1. Let ν = (ν1, ν2 , . . .) be any partition of a non-negative integer n. The
parts of ν are arranged in the non-increasing order: ν1 > ν2 > . . . > 0. As
usual, denote by ν ′ = (ν ′1, ν
′
2 , . . .) the conjugate partition. In particular, ν
′
1
is the number of non-zero parts of ν. Take any positive integer N > ν ′1. Let
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Vν ⊂ (CN )⊗n be the irreducible polynomial representation of the complex
general linear group GLN corresponding to the partition ν. We will also
regard representations of the group GLN as modules over the general linear
Lie algebra glN . Then Vν is an irreducible glN -module of the highest weight
(ν1 , . . . , νN ). Here we choose the Borel subalgebra in glN consisting of the
upper triangular matrices, and fix the basis of the diagonal matrix units
E11 , . . . , ENN in the corresponding Cartan subalgebra of glN .
Now let λ = (λ1, λ2 , . . .) and µ = (µ1, µ2 , . . .) be any two partitions.
Take any non-negative integer M such that λ ′1 6 N + M and µ
′
1 6 M .
Consider the irreducible representations Vλ and Vµ of the groups GLN+M
and GLM , respectively. The decomposition C
N+M = CN⊕CM provides an
embedding of the direct product GLN ×GLM into GLN+M . Consider the
vector space
Vλ(µ) = HomGLM (Vµ ,Vλ ) ; (1.1)
it comes with a natural action of the group GLN . This action of GLN may
be reducible. The vector space Vλ(µ) is non-zero if and only if λi > µi and
λ′i − µ′i 6 N for each i = 1,2, . . . ; see [M, Section I.5]. In this article, we
will consider certain embeddings of Vλ(µ) into the n-fold tensor product
(CN )⊗n where
n = λ1 − µ1 + λ2 − µ2 + . . . .
These embeddings will be compatible with the action of the group GLN .
Suppose that λi > µi for each i = 1,2, . . . . Consider the skew Young
diagram
λ/µ = { (i, j) ∈ Z2 | i > 1, λi > j > µi } .
When µ = (0,0, . . .), this is the usual Young diagram of the partition λ.
We will employ the standard graphic representation [M] of Young diagrams
on the plane R2 with two matrix style coordinates. Here the first coordinate
increases from top to bottom, while the second coordinate increases from
left to right. The element (i, j) ∈ λ/µ is represented by the unit box with
the bottom right corner at the point (i, j) ∈ R2.
The set λ/µ consists of n elements. A standard tableau of shape λ/µ
is any bijection Ω : λ/µ → {1, . . . , n} such that Ω(i, j) < Ω(i + 1, j) and
Ω(i, j) < Ω(i, j + 1) for all possible i, j . Graphically, the tableau Ω is
represented by placing the numbers Ω(i, j) into the corresponding boxes
of λ/µ on the plane R2. By filling the boxes with the numbers 1, . . . , n by
rows downwards, from left to right in every row, we get the row tableau Ωr
of shape λ/µ. The column tableau Ωc of shape λ/µ is also defined in the
obvious way. Both Ωr and Ωc are standard tableaux. Below we represent Ωr
and Ωc for the partitions λ = (5,3,3,3,3,0,0, . . .) and µ = (3,3,2,0,0, . . .):
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−→ j −→ j| |y y
i i
1 2 8 9
3 5
4 5 6 1 3 6
7 8 9 2 4 7
In Section 2, for every standard tableau Ω of shape λ/µ we will define
a certain element eΩ of the symmetric group ring CSn. If µ = (0,0, . . .), eΩ
is a diagonal matrix element of the irreducible representation of the group
Sn labeled by the partition λ ; see (2.1). If Ω is the row or column tableau
of shape λ , this matrix element is given explicitly by (2.3) and (2.4). When
µ 6= (0,0, . . .), the element eΩ ∈ CSn is defined by (2.12) and (2.13).
We denote by EΩ the operator on the n-fold tensor product (C
N )⊗n,
corresponding to the element eΩ ∈ CSn under the action of the group Sn
by permutations of tensor factors. The vector space Vλ(µ) will be realized
as the image of the operator EΩ . Denote this image by VΩ . The subspace
VΩ in (C
N )⊗n is preserved by the natural action of the group GLN . Thus
VΩ can be regarded as a representation of GLN .
Proposition. The representations Vλ(µ) and VΩ of GLN are equivalent.
We prove this proposition in Subsection 4.6. If µ = (0,0, . . .), then
the representation VΩ of GLN is equivalent to Vλ by the classical duality
theorem of Schur [W, Section IV.4]. Note that for any partitions λ and µ,
the operator EΩ on the space (C
N )⊗n does not depend on the integer M .
1.2. There is a description of the operator EΩ on (C
N )⊗n of another kind.
This description is obtained by the fusion procedure, due to Cherednik. For
every k = 1, . . . , n put ck(Ω) = j− i if k = Ω(i, j). The difference ck(Ω) is
the content of the box occupied by the number k in the tableau Ω. In the
above example n = 9, and the sequences of contents c1(Ω
r) , . . . , c9(Ω
r)
and c1(Ω
c) , . . . , c9(Ω
c) are respectively
3,4,0,−3,−2,−1,−4,−3,−2 and − 3,−4,−2,−3,0,−1,−2,3 ,4 .
Introduce n complex variables t1(Ω) , . . . , tn(Ω) with the constraints
tk(Ω) = tl(Ω) if k and l occur in the same row of Ω . (1.2)
Alternatively to (1.2), as in [NT2, Section 2], we can impose the constraints
tk(Ω) = tl(Ω) if k and l occur in the same column of Ω . (1.3)
Thus the number of independent variables among t1(Ω) , . . . , tn(Ω) equals
the number of non-empty rows of the diagram λ/µ in the case (1.2), or the
number of non-empty columns of λ/µ in the case (1.3).
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Order lexicographically the set of all pairs (k, l) with 1 6 k < l 6 n.
Take the ordered product over this set,
−→∏
16k<l6n
(
1− Pkl
ck(Ω)− cl(Ω) + tk(Ω)− tl(Ω)
)
(1.4)
where Pkl denotes the operator on the vector space (C
N )⊗n exchanging
the kth and lth tensor factors. Consider (1.4) as a rational function of the
constrained variables t1(Ω) , . . . , tn(Ω). The next result goes back to [C3].
Theorem. The product (1.4) is regular at t1(Ω) = . . . = tn(Ω). The value
of (1.4) at t1(Ω) = . . . = tn(Ω) coincides with the operator EΩ .
Most of the results of [C3] were given without proofs. In Section 2 of
the present article we give all necessary details of the proof of this theorem.
1.3. The principal aim of this article is to give analogues of the operator EΩ
for the classical complex Lie groups ON and SpN . Let GN be one of these
two Lie groups. We will regard GN as the subgroup in GLN , preserving a
non-degenerate bilinear form 〈 , 〉 on CN , symmetric in the case GN = ON
or alternating in the case GN = SpN . In the latter case N has to be even.
Throughout this article, we always assume that the integer N is positive.
The irreducible polynomial representations of GN are labeled by the
partitions ν of n = 0,1,2, . . . such that ν ′1 + ν
′
2 6 N if GN = ON , and
2ν ′1 6 N if GN = SpN ; see [W, Sections V.7 and VI.3]. Denote by Wν
the irreducible representation of GN corresponding to ν. Take any two
distinct numbers k, l ∈ {1, . . . , n}. By applying the bilinear form 〈 , 〉 to a
tensor w ∈ (CN )⊗n in the kth and lth tensor factors, we obtain a certain
tensor ŵ ∈ (CN )⊗(n−2). The tensor w is called traceless if ŵ = 0 for all
distinct k and l. Denote by (CN )⊗n0 the subspace in (C
N )⊗n consisting of
traceless tensors, this subspace is GN -invariant. Choose any embedding of
the irreducible representation Vν of the group GLN , into the space (C
N )⊗n.
Then Wν can be embedded into (C
N )⊗n as Vν ∩ (CN )⊗n0 .
Denote by gN the Lie algebra of GN , so that gN = soN or gN =
spN . We will regard gN as a Lie subalgebra in glN . We will also consider
representations of the group GN as gN -modules. The gN -module Wν is
irreducible unless gN = soN and 2ν
′
1 = N , in which case Wν is a direct
sum of two irreducible soN -modules; see Subsection 3.6. The soN -module
Wν may be reducible because the group ON has two connected components.
Take a non-negative integer M and choose a non-degenerate bilinear
form on the space CM , symmetric in the case GN = ON or alternating
in the case GN = SpN . In the latter case the integer M has to be even.
Consider the corresponding subgroup GM ⊂ GLM . If M = 0, the group
GM consists only of the unit element. Equip the direct sum C
N ⊕ CM =
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C
N+M with the bilinear form, which is the sum of the forms on the direct
summands. We get an embedding of the direct product GN × GM into
GN+M . Consider the irreducible representations Wλ and Wµ of the groups
GN+M and GM , respectively. Here we assume that the partitions λ and µ
satisfy the conditions from [W, Sections V.7 and VI.3] for the groupsGN+M
and GM , respectively, as described above. Introduce the vector space
Wλ(µ) = HomGM (Wµ ,Wλ ) , (1.5)
it comes with a natural action of the group GN . This action of the group
GN may be reducible. The vector space Wλ(µ) is non-zero if and only if
λi > µi and λ
′
i − µ′i 6 N for each i = 1,2, . . . ; see [P, Proposition 10.1]
in the case GN = ON and [P, Proposition 10.3] in the case GN = SpN .
Thus for any given N we have Wλ(µ) 6= {0} if and only if Vλ(µ) 6= {0}, see
Subsection 1.1 above. Further, for any given N we have the inequality
dimWλ(µ) 6 dim Vλ(µ) . (1.6)
For every standard tableau Ω of shape λ/µ , the results of the present article
provide a distinguished embedding of the vector space Wλ(µ) into Vλ(µ),
compatible with the action of the group GN ⊂ GLN ; see [KS].
1.4. As in the case of the general linear group GLN , suppose that λi > µi
for all i = 1,2, . . . . Take the skew Young diagram λ/µ. For any standard
tableau Ω of shape λ/µ, we will now construct an embedding ofWλ(µ) into
the tensor product (CN )⊗n, where n is the number of elements in the set
λ/µ. This embedding will be compatible with the action of the group GN .
Take any basis u1 , . . . , uN in the vector space C
N . Let v1 , . . . , vN be
the dual basis in CN , so that 〈ui , vj 〉 = δij for i, j = 1, . . . , N . The vector
w (N) =
N∑
i=1
ui ⊗ vi ∈ CN ⊗ CN (1.7)
does not depend on the choice of the basis u1 , . . . , uN and is invariant under
the action of the group GN on C
N ⊗ CN . Introduce the linear operator
Q(N) : u⊗ v 7→ 〈u,v 〉 · w (N) (1.8)
in CN⊗ CN ; it commutes with the action of the group GN . The tableau Ω
defines the sequence of contents c1(Ω) , . . . , cn(Ω). In the case GN = ON ,
we will use the variables t1(Ω) , . . . , tn(Ω) with the constraints (1.3). In the
case GN = SpN it is more convenient to use the variables t1(Ω) , . . . , tn(Ω)
with the constraints (1.2). Take the ordered product over the pairs (k, l)
−→∏
16k<l6n
(
1− Qkl
ck(Ω) + cl(Ω) + tk(Ω) + tl(Ω) +N +M
)
(1.9)
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where Qkl is the linear operator on (C
N )⊗n, acting as Q(N) in the kth and
lth tensor factors, and acting as the identity in the remaining n− 2 tensor
factors. Here the pairs (k, l) are ordered lexicographically, as in (1.4).
Throughout this article, we use the following convention. Whenever
the double sign ± or ∓ appears, the upper sign corresponds to the case of
a symmetric form 〈 , 〉 while the lower sign corresponds to the case of an
alternating form. Now multiply (1.9) by (1.4) on the right, and consider the
result as a rational function of the constrained variables t1(Ω) , . . . , tn(Ω).
Theorem. a) If GN = ON and the variables t1(Ω) , . . . , tn(Ω) obey the
constraints (1.3), then the ordered product of (1.9) and (1.4) is regular at
t1(Ω) = . . . = tn(Ω) = −12 .
b) If GN = SpN and the variables t1(Ω) , . . . , tn(Ω) obey (1.2), then the
ordered product of (1.9) and (1.4) is regular at t1(Ω) = . . . = tn(Ω) =
1
2 .
c) The operator value FΩ (M) of the ordered product of (1.9) and (1.4) at
t1(Ω) = . . . = tn(Ω) = ∓ 12 is divisible on the left and on the right by EΩ .
Note that unlike EΩ , the operator FΩ (M) on the vector space (C
N )⊗n
may depend on the non-negative integer M . Observe that
ck(Ω) + cl(Ω) > 3− 2λ′1 if k 6= l .
If the partition λ satisfies the condition 2λ′1 6 N +M , every factor in (1.9)
is regular at t1(Ω) = . . . = tn(Ω) = ∓ 12 . Then by Theorem 1.2 we have
FΩ (M) =
−→∏
16k<l6n
(
1− Qkl
ck(Ω) + cl(Ω) +N +M ∓ 1
)
·EΩ .
The condition 2λ′1 6 N +M is satisfied when GN = SpN , but may be not
satisfied when GN = ON . The proof of Theorem 1.4 is given at the end of
Subsection 3.4. This proof also provides an explicit formula for FΩ (M) in
the case GN = ON for any λ .
When GN = ON and Ω = Ω
c, this explicit formula for the operator
FΩ (M) on the space (C
N )⊗n is particularly simple. Namely, for GN = ON
FΩc(M) =
−→∏
(k, l)
(
1− Qkl
ck(Ωc) + cl(Ωc) +N +M − 1
)
·EΩc (1.10)
where the ordered product is taken over all pairs (k, l) such that k and l
appear in different columns of the tableau Ωc. For any such pair we have
ck(Ω
c) + cl(Ω
c) > 3− λ′1 − λ′2 > 3−N −M ,
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so that each of the denominators in (1.10) is non-zero. The operator EΩc on
(CN )⊗n corresponds to the element eΩc of the symmetric group ring CSn.
If M = 0, the element eΩc ∈ CSn can be written explicitly by using (2.4).
When GN = SpN , the definition of the operator FΩ (M) on (C
N )⊗n
can be simplified for the row tableau Ω = Ωr. Namely, for GN = SpN
FΩr (M) =
−→∏
(k, l)
(
1− Qkl
ck(Ωr) + cl(Ωr) +N +M + 1
)
·EΩr (1.11)
where the ordered product is taken over all pairs (k, l) such that k and l
appear in different rows of the tableau Ωr. The operator EΩr on (C
N )⊗n
corresponds to the element eΩr of the group ring CSn. If M = 0, the
element eΩr ∈ CSn can be written explicitly by using (2.3). The simplified
formulas (1.10) and (1.11) will be derived at the end of Subsection 3.4.
The vector space Wλ(µ) will be realized as the image of the operator
FΩ (M). Denote this image by WΩ (M). The subspace WΩ (M) in (C
N )⊗n
is preserved by the natural action of the group GN because the operator
FΩ (M) commutes with this action by definition. Thus WΩ (M) can be
regarded as a representation of the group GN .
Proposition. Representations Wλ(µ) and WΩ (M) of GN are equivalent.
The proof is given in Subsection 5.6. Due to Theorem 1.4, the image
WΩ (M) of the operator FΩ (M) is contained in the subspace VΩ ⊂ (CN )⊗n.
If M = 0, then we have the equality
WΩ (0) = VΩ ∩ (CN )⊗n0 for µ = (0,0, . . .) ; (1.12)
see Proposition 3.3. For generalM and µ, the imageWΩ (M) of the operator
FΩ (M) may differ from the intersection VΩ ∩ (CN )⊗n0 . Still our proof of
Proposition 1.4 is based on the equality (1.12). Even when M = 0 and
µ = (0,0, . . .), our formulas for the operator FΩ (0) are new. The operator
FΩ (0) can be regarded as an analogue of the Young symmetrizer [Y1] for
the classical groups ON and SpN instead of GLN , see Subsection 3.3 below.
This provides a solution to a problem formulated by Weyl, see [W, p. 149].
If µ 6= (0,0, . . .), the operator FΩ (M) can also be defined via (3.26)
and (3.35); see (2.12) and (2.13). Our definition of the operator FΩ (M) is
motivated by the representation theory of Yangians [MNO], see below.
1.5. By definition, the vector space Vλ(µ) is irreducible under the natural
action of the subalgebra of GLM -invariants in the universal enveloping
algebra U(glN+M ). We denote this subalgebra by AN (M); it coincides with
the centralizer of the subalgebra U(glM ) ⊂ U(glN+M ). In Section 4 we
describe the action of the algebra AN (M) on Vλ(µ) explicitly, by using the
Yangian Y(glN ) of the general linear Lie algebra glN . The Yangian Y(glN ) is
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a deformation of the universal enveloping algebra of the polynomial current
Lie algebra glN [x] in the class of Hopf algebras, see [D] for instance.
The unital associative algebra Y(glN ) has a family of generators T
(a)
ij
where a = 1, 2, . . . and i,j = 1, . . . , N . The defining relations for these
generators can be written in terms of the formal power series
Tij(x) = δij · 1 + T (1)ij x−1 + T (2)ij x−2 + . . . ∈ Y(glN ) [[x−1]] . (1.13)
Here x is the formal parameter. Let y be another formal parameter. Then
the defining relations in the associative algebra Y(glN ) can be written as
(x− y) · [Tij(x) , Tkl(y)] = Tkj(x)Til(y)− Tkj(y)Til(x) , (1.14)
where i, j ,k , l = 1, . . . , N . The square brackets in (1.14) denote the usual
commutator. If N = 1, the algebra Y(glN ) is commutative. Using the series
(1.13), the coproduct ∆ : Y(glN )→ Y(glN )⊗Y(glN ) is defined by
∆
(
Tij(x)
)
=
N∑
k=1
Tik(x)⊗ Tkj(x) ; (1.15)
the tensor product at the right-hand side of the equality (1.15) is taken
over the subalgebra C[[x−1]] ⊂ Y(glN ) [[x−1]] . The counit homomorphism
ε : Y(glN )→ C is determined by the assignment ε : Tij(x) 7→ δij · 1.
The antipode S on Y(glN ) can be defined by using the element
T (x) =
N∑
i,j=1
Eij ⊗ Tij(x) ∈ End(CN )⊗Y(glN ) [[x−1]] , (1.16)
where the matrix units Eij are regarded as basis elements of the algebra
End(CN ). The formal power series (1.16) in x−1 is invertible, because its
leading term is 1. The anti-automorphism S is defined by the assignment
id⊗ S : T (x) 7→ T (x)−1 .
We also use the involutive automorphism ξN of the algebra Y(glN ) defined
by the assignment
id⊗ ξN : T (x) 7→ T (−x)−1 . (1.17)
For references and more details on the definition of the Yangian Y(glN ) see
[MNO, Section 1]. Some of these details are also given in Section 4 below.
The defining relations (1.14) show that for any z ∈ C , the assignment
τz : Tij(x) 7→ Tij(x− z) for all i, j = 1, . . . , N (1.18)
defines an automorphism τz of the algebra Y(glN ). Here the formal power
series Tij(x − z) in (x − z)−1 should be re-expanded in x−1. Regard the
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matrix units Eij ∈ glN as generators of the universal enveloping algebra
U(glN ). The relations (1.14) show that the assignment
αN : Tij(x) 7→ δij · 1− Eji x−1 (1.19)
defines a homomorphism αN : Y(glN ) → U(glN ) of associative algebras.
By definition, the homomorphism αN is surjective.
By pulling the standard action of the algebra U(glN ) on the space C
N
back through the composition of the homomorphisms
αN ◦ τz : Y(glN )→ U(glN ) , (1.20)
we obtain a module over the algebra Y(glN ), called an evaluation module.
To indicate the dependence on the parameter z , let us denote this Y(glN )-
module by V (z). The operator EΩ on the vector space (C
N )⊗n admits
the following interpretation in terms of the tensor products of evaluation
modules over the Hopf algebra Y(glN ). Let P0 be the linear operator on
(CN )⊗n reversing the order of the tensor factors. This operator corresponds
to the element of the maximal length in the symmetric group Sn.
Proposition. The operator EΩP0 is an intertwiner of the Y(glN )-modules
V (cn(Ω))⊗ . . .⊗ V (c1(Ω)) −→ V (c1(Ω))⊗ . . . ⊗ V (cn(Ω)) .
By Proposition 1.5, the image VΩ of the operator EΩ is a submodule in
the tensor product of evaluation Y(glN )-modules V (c1(Ω))⊗. . .⊗V (cn(Ω)).
This interpretation of EΩ and VΩ is due to Cherednik [C3]. We obtain
Proposition 1.5 as a particular case of Proposition 4.2.
IfM = 0 and µ = (0,0, . . .), the image of the operator EΩ on (C
N )⊗n
is equivalent to Vλ as a representation of the group GLN . Proposition 1.5
then turns Vλ into Y(glN )-module. The resulting Y(glN )-module can also
be obtained from the irreducible glN -module Vλ by pulling back through
the homomorphism αN ; this is a particular case of Theorem 1.6 below.
1.6. Olshanski [O1] has defined a homomorphism from the algebra Y(glN )
to the subalgebra AN (M) of GLM -invariants in U(glN+M ), for each non-
negative integer M . Along with the centre of the algebra U(glN+M ), the
image of this homomorphism generates the algebra AN (M). We will use
the following version of this homomorphism, to be denoted by αNM .
Let the indices i, j range over the set {1, . . . , N +M}. Consider the
basis of the matrix units Eij in the Lie algebra glN+M . We assume that
the subalgebras glN and glM in glN+M are spanned by elements Eij where
1 6 i, j 6 N and N + 1 6 i, j 6 N +M , (1.21)
respectively. The subalgebra in the Yangian Y(glN+M ) generated by T
(a)
ij
where 1 6 i, j 6 N , by definition coincides with the Yangian Y(glN ). Let us
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denote by ϕM this natural embedding Y(glN )→ Y(glN+M ). Consider also
the involutive automorphism ξN+M of the algebra Y(glN+M ), see (1.17).
The image of the homomorphism
αN+M ◦ ξN+M ◦ ϕM : Y(glN )→ U(glN+M )
belongs to the subalgebra AN (M) ⊂ U(glN+M ). Moreover, this image along
with the centre of the algebra U(glN+M ), generates the subalgebra AN (M).
For the detailed proofs of these two assertions, see [MO, Section 2]. In the
present article, we use the homomorphism Y(glN )→ U(glN+M )
αNM = αN+M ◦ ξN+M ◦ ϕM ◦ ξN . (1.22)
Note that when M = 0, the homomorphism (1.22) coincides with αN .
Take any formal power series g(x) ∈ C[[x−1]] with the leading term 1.
The assignment
Tij(x) 7→ g(x) · Tij(x) (1.23)
defines an automorphism of the algebra Y(glN ), see (1.13) and (1.14). Put
gµ(x) =
∏
k>1
(x− µk + k)(x+ k − 1)
(x− µk + k − 1)(x+ k)
. (1.24)
In the product (1.24) over k, only finitely many factors differ from 1. So
gµ(x) is a rational function of x. We have gµ(∞) = 1; therefore gµ(x)
expands as a power series in x−1 with the leading term 1.
As in Subsection 1.1, suppose that λ ′1 6 N +M and µ
′
1 6 M . The
space Vλ(µ) comes with a natural action of the algebra AN (M). Regard
Vλ(µ) as a module over the algebra Y(glN ), by using the composition of
the homomorphism αNM : Y(glN ) → AN (M) with the automorphism of
Y(glN ) defined by (1.23), where g(x) = gµ(x). By Proposition 1.5, the
image VΩ of the operator EΩ can also be regarded as an Y(glN )-module.
Theorem. The Y(glN )-modules Vλ(µ) and VΩ are equivalent.
This result goes back to [C3, Theorem 2.6]. The proof of Theorem 1.6
is given in Subsections 4.4 to 4.6 of the present article. The algebra AN (M)
acts on Vλ(µ) irreducibly; the central elements of U(glN+M ) act on Vλ(µ)
as scalar operators. So Theorem 1.6 has a corollary, see [NT2, Section 4].
Corollary. The Y(glN )-module VΩ is irreducible.
The Yangian Y(glN ) contains the universal enveloping algebra U(glN )
as a subalgebra. The embedding U(glN ) → Y(glN ) can be defined by the
assignment
Eij 7→ −T (1)ji . (1.25)
12 Maxim Nazarov
This embedding provides an action of U(glN ) on the Y(glN )-module Vλ(µ).
On the other hand, the vector space Vλ(µ) comes with a natural action
of U(glN ) as a subalgebra of U(glN+M ). This natural action of U(glN ) on
Vλ(µ) coincides with its action as a subalgebra in Y(glN ), see Subsection 4.3.
The subspace VΩ ⊂ (CN )⊗n is preserved by the standard action of
the Lie algebra glN on (C
N )⊗n, because this subspace is the image of the
operator EΩ corresponding to an element of the symmetric group ring CSn .
Hence U(glN ) acts naturally on the vector space VΩ as well. This natural
action of U(glN ) on VΩ coincides with its action as a subalgebra in Y(glN ),
see again Subsection 4.3.
Note that the natural action of the Lie algebra glN on the vector space
Vλ(µ) may be reducible. Using Theorem 1.6 and its Corollary 1.6, we can
identify the vector space Vλ(µ) with the subspace VΩ in (C
N )⊗n uniquely,
up to multiplication in VΩ by a non-zero complex number. Theorem 1.6
can be regarded as sharpening of Proposition 1.1. Moreover, we will obtain
Proposition 1.1 in the course of the proof of Theorem 1.6. In the proof of
Theorem 1.6, we will use Proposition 2.4.
1.7. Let us now consider the universal enveloping algebra U(gN+M ). Denote
by BN (M) the subalgebra of GM -invariants in U(gN+M ). Then BN (M)
contains the subalgebra U(gN ) ⊂ U(gN+M ). In the case gN = spN , BN (M)
coincides with the centralizer of the subalgebra U(spM ) ⊂ U(spN+M). In
the case gN = soN , BN (M) is contained in the centralizer of the subalgebra
U(soM ) ⊂ U(soN+M ), but may not coincide with the centralizer.
In the case GN = SpN , the vector spaceWλ(µ) is irreducible under the
action of the algebra BN (M). In the case GN = ON , the BN (M)-module
Wλ(µ) is either irreducible, or splits as a direct sum of two irreducible
BN (M)-modules. It is irreducible if Wλ is irreducible as a soN+M -module,
that is, if 2λ′1 6= N +M . But the condition 2λ′1 6= N +M is not necessary
for the irreducibility of the BN (M)-module Wλ(µ) in the case GN = ON ;
see [P, Proposition 10.1]. In any case, Wλ(µ) is irreducible under the joint
action of the algebra BN (M) and the subgroup GN ⊂ GN+M .
In Section 5 we explicitly describe the action of BN (M) in Wλ(µ), by
using the twisted Yangian Y(glN , σ). Here σ is the involutive automorphism
of the Lie algebra glN , such that−σ is the operator conjugation with respect
to the bilinear form 〈 , 〉 on CN . Then gN ⊂ glN is the subalgebra of σ-fixed
points. The associative algebra Y(glN , σ) is a deformation of the universal
enveloping algebra of the twisted polynomial current Lie algebra
{A(x) ∈ glN [x] : σ(A(x)) = A(−x)} .
The deformation Y(glN , σ) is not a Hopf algebra, but a coideal subalgebra
in the Hopf algebra Y(glN ). The definition of the twisted Yangian Y(glN , σ)
was motivated by the work of Sklyanin [S] on quantum integrable systems
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with boundary conditions. This definition was given by Olshanski [O2] with
an assistance from the author of the present article, see [MO, pp. 273–274].
As in Subsection 1.5, let the indices i, j range over the set {1, . . . , N}.
The subalgebra Y(glN , σ) of the associative algebra Y(glN ) is defined in
terms of the generating series (1.13) as follows. Let T˜ (x) be the element
of the algebra End(CN )⊗Y(glN ) [[x−1]], obtained by applying to T (x) the
conjugation with respect to 〈 , 〉 in the first tensor factor, and by changing
x to −x. Then consider the element
T˜ (x)T (x) ∈ End(CN )⊗Y(glN ) [[x−1]] . (1.26)
The subalgebra Y(glN , σ) in Y(glN ) is generated by the coefficients of all
the formal power series from Y(glN ) [[x
−1]], appearing in the expansion of
the element (1.26) relative to the basis of matrix units Eij in End(C
N ).
To give the defining relations for these generators of of Y(glN , σ), let us
introduce the extended twisted Yangian X(glN , σ). The unital associative
algebra X(glN , σ) has a family of generators S
(a)
ij where a = 1, 2, . . . . Put
Sij(x) = δij · 1 + S (1)ij x−1 + S (2)ij x−2 + . . . ∈ X(glN , σ) [[x−1]] . (1.27)
The defining relations for these generators are given in Subsection 5.1, using
S(x) =
N∑
i,j=1
Eij ⊗ Sij(x) ∈ End(CN )⊗X(glN , σ) [[x−1]] . (1.28)
One can define a homomorphism πN : X(glN , σ)→ Y(glN , σ) by assigning
id⊗ πN : S(x) 7→ T˜ (x)T (x) . (1.29)
By definition, the homomorphism πN is surjective. Further, the algebra
X(glN , σ) has a distinguished family of central elements D
(1),D(2), . . . .
These elements of X(glN , σ) are defined in Subsection 5.1, using the series
D(x) = 1 +D(1)x−1 +D(2)x−2 + . . . ∈ X(glN , σ) [[x−1]] . (1.30)
By [MNO, Theorem 6.4] the kernel of the homomorphism πN coincides with
the (two-sided) ideal generated by the central elements D(1),D(2), . . . .
Thus the algebra Y(glN , σ) is defined by the generators S
(a)
ij satisfying
the relation D(x) = 1 and the reflection equation (5.1). This terminology
has been used by physicists; see [MNO, Section 3] for the references, and for
more details on the definition of the algebra Y(glN , σ). In the present article
we need the algebra X(glN , σ), which is determined by (5.1) alone, because
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this algebra admits an analogue of the automorphism ξN of Y(glN ). By
[MNO, Proposition 6.5] the assignment
id⊗ ηN : S(x) 7→ S(−x− N2 )
−1
(1.31)
defines an involutive automorphism ηN of the algebra X(glN , σ). However,
ηN does not determine an automorphism of the algebra Y(glN , σ), because
the map ηN does not preserve the ideal of X(glN , σ) generated by the central
elements D(1),D(2), . . . ; see [MNO, Subsection 6.6].
Note that when z 6= 0, the automorphism τz of the algebra Y(glN )
does not preserve the subalgebra Y(glN , σ) ⊂ Y(glN ); see (1.18). There is
no analogue of the automorphism τz for the algebra X(glN , σ).
Let us now regard Eij as basis vectors of the Lie algebra glN . The
defining relations (5.1) of the algebra X(glN , σ) imply that the assignment
βN : Sij(x) 7→ δij · 1− Eji + σ(Eji)
x± 12
(1.32)
defines a homomorphism of associative algebras βN : X(glN , σ) → U(gN ) ;
see [MNO, Proposition 3.11]. According to our general convention, here
the upper sign in ± corresponds to the case GN = ON while the lower sign
corresponds to GN = SpN . The homomorphism βN is surjective. Moreover,
βN factors through πN . Note that the homomorphism Y(glN , σ)→ U(gN )
corresponding to βN cannot be obtained from αN : Y(glN ) → U(glN )
by restriction to the subalgebra Y(glN , σ), because the image of Y(glN , σ)
relative to αN is not contained in the subalgebra U(gN ) ⊂ U(glN ). The link
between the homomorphisms αN and βN was given by [N3, Proposition 2.4],
see also [MN, Lemma 3.8] and Lemma 5.4 of the present article.
The formulas (1.15),(1.16) and the definition (1.26) imply that for any
choice of the symmetric or alternating non-degenerate form 〈 , 〉 on CN ,
the subalgebra Y(glN , σ) in Y(glN ) is also a right coideal:
∆(Y(glN , σ)) ⊂ Y(glN , σ)⊗Y(glN ) . (1.33)
Although this fact is underlying for our results, it is not directly used in the
present article. Using (1.33), for any Y(glN , σ)-moduleW and any Y(glN )-
module V , one turns the vector spaceW⊗V into a Y(glN , σ)-module again.
In our case W is going to be the trivial Y(glN , σ)-module C defined via the
restriction to Y(glN , σ) of the counit homomorphism ε : Y(glN )→ C .
Let us extend σ to an automorphism of the associative algebra U(glN ).
For any z ∈ C, define the twisted evaluation module V˜ (z) over the algebra
Y(glN ) by pulling the standard action of the algebra U(glN ) on the vector
space CN back through the composition of homomorphisms
σ ◦ αN ◦ τ−z : Y(glN )→ U(glN ) , (1.34)
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see (1.20). It follows from the definition (1.26) that the evaluation module
V (z) and the twisted evaluation module V˜ (z) over Y(glN ) have the same
restriction to Y(glN , σ) ⊂ Y(glN ); see Subsection 5.2 for the explanation.
The linear operator FΩ (M) on (C
N )⊗n has the following interpretation,
in terms of the restrictions to Y(glN , σ) of tensor products of evaluation
modules over the Hopf algebra Y(glN ); see Proposition 1.5. Put
dk(Ω) = ck(Ω) +
M
2 ∓ 12 for each k = 1, . . . , n . (1.35)
Proposition. The operator FΩ (M) is an intertwiner of Y(glN , σ)-modules
V˜ (d1(Ω))⊗ . . .⊗ V˜ (dn(Ω)) −→ V (d1(Ω))⊗ . . .⊗ V (dn(Ω)) .
Therefore the image WΩ (M) of the operator FΩ (M) is a submodule
in the restriction of the tensor product of evaluation Y(glN )-modules
V (d1(Ω))⊗ . . .⊗ V (dn(Ω)) (1.36)
to Y(glN , σ) ⊂ Y(glN ). This interpretation is the source of the definition
of FΩ (M) andWΩ (M). Proof of Proposition 1.7 is given in Subsection 5.3.
If µ = (0,0, . . .) and M = 0, the image of the operator FΩ (M) on
(CN )⊗n is equivalent toWλ as a representation of the group GN ; see (1.12).
Proposition 1.7 turns Wλ into a Y(glN , σ)-module. This Y(glN , σ)-module
can also be obtained from the gN -module Wλ by pulling back through the
homomorphism βN ; this fact is a particular case of Theorem 1.8 below.
1.8. Extending the results of [O1] from glN to other classical Lie algebras
gN = soN and gN = spN , Olshanski [O2] defined a homomorphism from
Y(glN , σ) to the subalgebra BN (M) of GM -invariants in U(gN+M ), for each
non-negative integer M . Along with the subalgebra of GN+M -invariants in
U(gN+M ), the image of this homomorphism generates the algebra BN (M).
We will use the following version of this homomorphism for the algebra
X(glN , σ), to be denoted by βNM .
Let the indices i, j range over {1, . . . , N +M}. In Subsection 1.6 we
chose the basis of the matrix units Eij in the Lie algebra glN+M so that
the subalgebras glN and glM in glN+M are spanned by elements Eij , where
the indices i, j satisfy (1.21). Now assume that gN ⊂ glN and gM ⊂ glM .
Consider the extended twisted Yangian X(glN+M , σ), where −σ is the
conjugation with respect to the form 〈 , 〉 on CN+M . By definition, the
subalgebra in X(glN+M , σ) generated by those S
(a)
ij where 1 6 i, j 6 N ,
coincides with X(glN , σ). Let us denote by ψM this natural embedding of
the algebra X(glN , σ) into X(glN+M , σ).
Consider also the involutive automorphism ηN+M of X(glN+M , σ), see
(1.31). The image of the homomorphism
βN+M ◦ ηN+M ◦ ψM : X(glN , σ)→ U(gN+M ) (1.37)
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belongs to the subalgebra BN (M) ⊂ U(gN+M ). This image along with
the subalgebra of GN+M -invariants in U(gN+M ), generates the subalgebra
BN (M). The proofs of these two assertions are contained in [MO, Section 4].
In the present article, we use the homomorphism X(glN , σ)→ U(gN+M )
βNM = βN+M ◦ ηN+M ◦ ψM ◦ ηN . (1.38)
This is an analogue of the homomorphism (1.22). Note that when M = 0,
the homomorphism (1.38) coincides with βN .
For any formal power series g(x) ∈ C[[x−1]] with the leading term 1,
the assignment
Sij(x) 7→ g(x) · Sij(x) (1.39)
defines an automorphism of the algebra X(glN , σ), this follows from (1.27)
and (5.1). Note that (1.39) determines an automorphism of the quotient
Y(glN , σ) of X(glN , σ) if and only if g(x) = g(−x); see Subsection 5.1.
As in Subsection 1.3, suppose that the partitions λ and µ satisfy the
conditions from [W] for the groups GN+M and GM , respectively. Consider
the vector space Wλ(µ) which comes with a natural action of the algebra
BN (M). Regard Wλ(µ) as a module over the algebra X(glN , σ), using the
composition of the homomorphism βNM : X(glN , σ) → BN (M) with the
automorphism of the algebra X(glN , σ), defined by (1.39) where
g(x) = gµ(x− M2 ± 12); (1.40)
see (1.24). By Proposition 1.7, the image WΩ (M) of the operator FΩ (M)
can also be regarded as an Y(glN , σ)-module.
Theorem. The action of the algebra X(glN , σ) on Wλ(µ) factors through
the homomorphism πN : X(glN , σ) → Y(glN , σ). The Y(glN , σ)-modules
Wλ(µ) and WΩ (M) are equivalent.
Together with the explicit construction of the subspace WΩ (M) in
(CN )⊗n, this analogue of Theorem 1.6 is the main result of the present
article. The proof of Theorem 1.8 is given in Subsections 5.4 to 5.6.
1.9. The twisted Yangian Y(glN , σ) contains the enveloping algebra U(gN )
as a subalgebra. The embedding U(gN )→ Y(glN , σ) can be defined by
Eij + σ(Eij) 7→ −πN (S(1)ji ) , (1.41)
see [MNO, Proposition 3.12]. This embedding yields an action of U(gN )
on the Y(glN , σ)-module Wλ(µ), see the first statement of Theorem 1.8.
On the other hand, the vector space Wλ(µ) comes with a natural action of
the subgroup GN ⊂ GN+M . The corresponding action of U(gN ) on Wλ(µ)
coincides with its action as a subalgebra in Y(glN , σ), see Subsection 5.7.
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The subspace WΩ (M) ⊂ (CN )⊗n is preserved by the standard action
of the group GN on (C
N )⊗n. So U(gN ) acts naturally on the vector space
WΩ (M) as well. This natural action of U(gN ) onWΩ (M) coincides with its
action as a subalgebra in Y(glN , σ), see again Subsection 5.7. Theorem 1.8
thus agrees with Proposition 1.4.
The GM -invariant elements of U(gN+M ) act on the space Wλ(µ) as
scalar operators. In the case GN = SpN , the Y(glN , σ)-module Wλ(µ) is
therefore irreducible. In the case GN = ON , Wλ(µ) is irreducible under the
joint action of the algebra Y(glN , σ) and of the group GN . In our proof of
Theorem 1.8 we construct a surjective linear operator Wλ(µ) → WΩ (M),
which intertwines the actions of both Y(glN , σ) and GN . Hence our proof
of Theorem 1.8 has a corollary, cf. Corollary 1.6.
Corollary. a) If GN = SpN , the Y(glN , σ)-module WΩ (M) is irreducible.
b) If GN = ON , WΩ (M) is irreducible under action of Y(glN , σ) and ON .
In the case when GN = ON , the Y(glN , σ)-module WΩ (M) is either
irreducible, or splits as a direct sum of two irreducible submodules; see the
beginning of Subsection 1.7 for more details.
Using Corollary 1.9, we can identifyWλ(µ) with the subspaceWΩ (M)
in (CN )⊗n uniquely, up to multiplication inWΩ (M) by a non-zero complex
number. This identification is compatible with the action of GN . Thus we
sharpen Proposition 1.4. Moreover, we will obtain Proposition 1.4 in the
course of the proof of Theorem 1.8. In this proof, we will use Proposition 3.5.
By Theorem 1.4, WΩ (M) is a vector subspace in the image VΩ of the
operator EΩ. As explained in Subsection 1.6, we can identify the vector
space Vλ(µ) with VΩ uniquely, up to multiplication in VΩ by a non-zero
complex number. Using the identification of Wλ(µ) with WΩ (M) as above,
we obtain a distinguished embedding of the vector space Wλ(µ) into Vλ(µ);
see the inequality (1.6). This embedding is compatible with the action of
the subgroup GN ⊂ GLN , and depends on the choice of standard tableau Ω
of shape λ/µ. This result supports a thesis of Cherednik [C3], that Yangians
are “hidden symmetries” of the classical representation theory.
The subspace VΩ in (C
N )⊗n can also be regarded as a submodule in
the tensor product of evaluation Y(glN )-modules (1.36); this follows by
setting z = M2 ∓ 12 in Proposition 4.2. Denote this Y(glN )-submodule by
VΩ (M). By Proposition 1.7, thenWΩ (M) is a submodule in the restriction
of VΩ (M) to the subalgebra Y(glN , σ) ⊂ Y(glN ).
Let us now consider the case when N = 2 and GN = Sp2 . Then the
equality of dimensions in (1.6) is attained, see [P, Proposition 10.3]. In
this case, the restriction of the Y(gl2)-module VΩ (M) to the subalgebra
Y(gl2, σ) ⊂ Y(gl2) is irreducible, and coincides withWΩ (M). SoWΩ (M) is
an irreducible Y(gl2)-module in this case. By using Theorem 1.8 along with
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[NT1, Corollary 2.13], one then derives [M1, Theorem 5.2] which describes
Wλ(µ) as Y(gl2)-module, and which has been pivotal for this work of Molev.
In another special case when N = 2 and GN = O2 , our results on the
vector space Wλ(µ) are different from those implied by [M2, Theorem 3.2]
and [M3, Theorem 2.3]: unlike Molev, in this case we work with the non-
connected Lie group O2+M rather than with its Lie algebra so2+M . In any
case, the methods of this article are different from those of [M1,M2,M3].
2. Young symmetrizers
2.1. We begin this section with recalling several classical facts [Y1,Y2]
about the irreducible representations of the symmetric group Sl over the
complex field C. These representations are labeled by partitions of l. We will
identify partitions with their Young diagrams. Denote by Uλ the irreducible
representation of Sl corresponding to the partition λ. We will also regard
representations of the group Sl as modules over the group ring CSl. Fix the
chain S1 ⊂ S2 ⊂ . . . ⊂ Sl of subgroups with the standard embeddings.
There is a decomposition of the space Uλ into a direct sum of one-
dimensional subspaces, labeled by the standard tableaux of shape λ. The
one-dimensional subspace UΛ ⊂ Uλ corresponding to a standard tableau Λ
is defined as follows. For any m ∈ {1, . . . , l− 1} take the tableau obtained
from Λ by removing the numbers m + 1, . . . , l. Let the Young diagram µ
be the shape of the resulting tableau. Then the subspace UΛ is contained
in an irreducible CSm-submodule of Uλ corresponding to µ. Any basis of
Uλ formed by vectors uΛ ∈ UΛ is called a Young basis. Fix an Sl-invariant
inner product ( , ) on Uλ. All the subspaces UΛ ⊂ Uλ are then pairwise
orthogonal. We choose the vectors uΛ ∈ UΛ so that (uΛ, uΛ ) = 1.
For any standard tableau Λ, denote by SΛ (respectively by S
′
Λ) the
subgroup in Sl preserving the collections of numbers appearing in every
row (every column) of the tableau Λ. Then introduce the elements of CSl
pΛ =
∑
s∈SΛ
s and qΛ =
∑
s∈S ′Λ
s · sgn s .
The product pΛqΛ ∈ CSl is the Young symmetrizer corresponding to Λ. By
[Y1] the normalized product pΛqΛ · dim Uλ/l ! is a minimal idempotent in
the group ring CSl. The left ideal in CSl generated by the element pΛqΛ
is equivalent to the representation Uλ , under the action of the group Sl on
this ideal via left multiplication.
For any standard tableau Λ consider the diagonal matrix element of
the representation Uλ corresponding to the vector uΛ ,
eΛ =
∑
s∈Sl
(uΛ , s ·uΛ ) s ∈ CSl . (2.1)
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We have the equality
e2Λ = eΛ · l !/dim Uλ . (2.2)
There is an explicit formula for the element eΛ of the group ring CSl .
This formula is particularly simple when Λ is the row tableau Λr, or the
column tableau Λc . Using the lemma from [W, Section IV.2], one can obtain
Proposition. a) There are equalities of elements of CSl
eΛr = pΛr qΛr pΛr/λ1!λ2! . . . , (2.3)
eΛc = qΛc pΛc qΛc/λ
′
1!λ
′
2 ! . . . . (2.4)
b) There exist invertible elements p,q ∈ CSl such that
pΛr qΛr pΛr = pΛr qΛr p and qΛc pΛc qΛc = qΛc pΛc q .
For any k = 1, . . . , l−1 let sk ∈ Sl be the transposition of k and k+1.
An expression for the matrix element eΛ with arbitrary Λ can be obtained
from either of (2.3) and (2.4) by using the formulas [Y2] for the action of the
generators s1 , . . . , sl−1 of the group Sl on the vectors of the Young basis.
Fix any standard tableau Λ. For every k = 1, . . . , l let ck = ck(Λ) be the
content of the box occupied by k in Λ. Consider the tableau skΛ obtained
from Λ by exchanging the numbers k and k+1. The resulting tableau may
be non-standard. This happens exactly when k and k + 1 stand (next to
each other) in the same row or column of Λ. But ck 6= ck+1 always; put
h = (ck+1 − ck)−1. If skΛ is non-standard, we have h = 1 or h = −1.
So far the vector uΛ has been determined up to a multiplier z ∈ C
with |z| = 1. Due to [Y2] all the vectors of the Young basis can be further
normalized so that for any standard tableau Λ and k = 1, . . . , l − 1
sk · uΛ =
{
huΛ +
√
1− h2 uskΛ if skΛ is standard;
huΛ otherwise.
(2.5)
This normalization determines all the vectors of the Young basis up to a
common multiplier z ∈ C with |z| = 1. If the tableau skΛ is standard, then√
1− h2 uskΛ = (sk − h)uΛ (2.6)
due to (2.5). Then by the definition (2.1) we have the relation
(1− h2) eskΛ = (sk − h) eΛ (sk − h). (2.7)
For any standard tableau Λ there is a sequence of transpositions sk1 , . . . , skb
such that Λ = skb . . . sk1Λ
r and the tableaux ska . . . sk1Λ
r are standard for
all a = 1, . . . , b ; see for instance [N1, Section 2]. Using (2.7) repeatedly, one
can derive from (2.3) an explicit formula for the element eΛ ∈ Sl. Another
explicit formula for eΛ can be derived in a similar way from (2.4).
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2.2. There is an expression for the element eΛ ∈ CSl of another kind. This
expression is obtained by the so-called fusion procedure [C2]. For every two
distinct indices i, j ∈ {1, . . . , l} introduce the rational function of x,y ∈ C
fij(x,y) = 1− (ij )
x− y , (2.8)
valued in CSl ; here (ij ) ∈ Sl is the transposition of i and j. As direct
calculation shows, these rational functions satisfy the relations
fij(x,y) fik(x,z) fjk(y ,z) = fjk(y ,z) fik(x,z) fij(x,y) (2.9)
for pairwise distinct indices i, j ,k. For pairwise distinct i, j ,m,n we also
have
fij(x,y) fmn(z ,w) = fmn(z ,w) fij(x,y) . (2.10)
Now take l complex variables t1 , . . . , tl. Order lexicographically the
set of all pairs (i, j) with 1 6 i < j 6 l. The ordered product over this set,
−→∏
16i<j6l
fij(ci + ti , cj + tj ) (2.11)
is a rational function of t1 , . . . , tl with values in CSl. This function depends
only on the differences ti − tj. Denote by TΛ the set of tuples (t1 , . . . , tl)
such that ti = tj whenever the numbers i and j appear in the same row of
the standard tableau Λ. Alternatively, we can choose TΛ to be the set of all
tuples (t1 , . . . , tl) such that ti = tj whenever the numbers i and j appear
in the same column of Λ. The following proposition goes back to [C2].
Proposition. Restriction to TΛ of the rational function (2.11) is regular
at t1 = . . . = tl. The value of this restriction at t1 = . . . = tl coincides with
the element eΛ ∈ CSl.
In its present form, Proposition 2.2 has been proved in [N2, Section 2].
The proof actually provides an explicit formula for the element eΛ ∈ CSl ,
different from those obtained by using (2.3) or (2.4).
2.3. We need a generalization of Proposition 2.2 to standard tableaux of
skew shapes [C2]. Take any m ∈ {0, . . . , l− 1}. Let Υ be standard tableau
obtained from Λ by removing the boxes with the numbers m + 1, . . . , l.
Let µ be the shape of the tableau Υ . Define a standard tableau Ω of the
skew shape λ/µ by setting Ω(i, j) = Λ(i,j) −m for all (i, j) ∈ λ/µ . Every
standard tableau Ω of shape λ/µ is obtained from a certain Λ in this way.
Put n = l −m. Denote by ιm the embedding of the symmetric group
Sn into Sl as a subgroup preserving the subset {m + 1, . . . , l}; we extend
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the map ιm to CSn by linearity. Denote by Smn the subgroup Sm× ιm(Sn)
in Sl. Introduce the linear map
θm : CSl → CSmn : s 7→
{
s if s ∈ Smn ;
0 otherwise.
(2.12)
By definition, the element eΛ ∈ CSl is divisible on the left and on the right
by eΥ ∈ CSm. Hence there exists an element eΩ ∈ CSn such that
θm(eΛ) = eΥ · ιm(eΩ). (2.13)
The element eΩ ∈ CSn does not depend on the choice of standard tableau
Υ of the shape µ , because the boxes with the numbers 1, . . . ,m have in Λ
and Υ the same contents; see (2.7). The generalization of Proposition 2.2
from Λ to Ω is based on the following simple observation.
Lemma. The image under the map θm of the product (2.11) equals
−→∏
16i<j6m
fij(ci + ti , cj + tj ) ·
−→∏
m<i<j6l
fij(ci + ti , cj + tj ) . (2.14)
Proof. The pairs (i, j) in the product (2.11) are ordered lexicographically:
(1,2) , . . . , (1, l) , (2,3) , . . . , (2, l) , . . . , . . . , . . . , (l − 1, l) . (2.15)
Now expand the product (2.11) as a sum of the products of transpositions
(i1 j1) . . . (id jd) = s with coefficients from the field C(t1 , . . . , tl); the sum
is taken over subsequences (i1 , j1) , . . . , (id , jd) in the sequence (2.15). Let
(ib , jb) be the first pair in the subsequence such that ib 6 m < jb , we
suppose the pair exists. Let (ic , jc) be the last pair in the subsequence such
that ic = ib. Note that jc > jb > m, while for any pair (ia , ja) with a < b
we have ia < ja 6 m. Hence s(ib) = jc > m for ib 6 m , and θm(s) = 0. ⊓⊔
Now consider the ordered product on the right-hand side of (2.14),
−→∏
m<i<j6l
fij(ci + ti , cj + tj ) . (2.16)
Corollary. Restriction of (2.16) to TΛ is regular at tm+1 = . . . = tl. The
value of this restriction at tm+1 = . . . = tl coincides with ιm(eΩ) ∈ CSl.
Proof. Consider the restriction of the rational function (2.14) to TΛ. By
Proposition 2.2 and Lemma 2.3, this restriction is regular at t1 = . . . = tl ;
the value of this restriction at t1 = . . . = tl is θm(eΛ). By Proposition 2.2
applied to the tableau Υ instead of to Λ, the value at t1 = . . . = tm of the
restriction of the product over 1 6 i < j 6 m in (2.14) is eΥ . Therefore the
value at tm+1 = . . . = tl of restriction to TΛ of the product (2.16) is the
element ιm(eΩ), determined by the relation (2.13). ⊓⊔
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The proof of Proposition 2.2 from [N2, Section 2] implies the following.
Proposition. The element eΛ is divisible on the left and right by ιm(eΩ).
2.4. For any two standard tableaux Λ and Λ ′ of the same shape λ , consider
the matrix element of the representation Uλ corresponding to the pair of
vectors uΛ and uΛ′ of the Young basis,
eΛΛ′ =
∑
s∈Sl
(uΛ , s ·uΛ′ ) s ∈ CSl .
If Λ = Λ ′ , then we have the equality eΛΛ′ = eΛ by the definition (2.1). Now
take any m ∈ {0, . . . , l− 1}. Put n = l−m as in Subsection 2.3. Consider
the element θm(eΛΛ′) ∈ Smn , see the definition (2.12). Let Υ and Υ ′ be
the standard tableaux obtained by removing the boxes with the numbers
m+ 1, . . . , l from the tableaux Λ and Λ ′, respectively.
Lemma. We have θm(eΛΛ′) = 0 unless Υ and Υ
′ are of the same shape.
Proof. By definition, the element eΛΛ′ ∈ CSl is divisible by eΥ ∈ CSm on
the left, and by eΥ ′ ∈ CSm on the right. The image θm(eΛΛ′) ∈ CSmn
inherits these two divisibility properties. If the tableaux Υ and Υ ′ are not
of the same shape, the irreducible representations UΥ and UΥ ′ of Sm are
not equivalent, and eΥ s eΥ ′ = 0 for any s ∈ Sm . ⊓⊔
Consider the permutational action of the symmetric group Sn on the
tensor product (CN )⊗n. We denote by EΩ the linear operator on (C
N )⊗n
corresponding of the element eΩ ∈ CSn. In the notation of Subsection 1.2,
we have ck(Ω) = cm+k for k = 1, . . . , n . Moreover, when (t1 , . . . , tl) ∈ TΛ
we can put tk(Ω) = tm+k for k = 1, . . . , n . Then we obtain Theorem 1.2
as a reformulation of Corollary 2.3, see the definition (2.8).
Consider the image VΩ of the operator EΩ . Recall that the standard
tableau Ω is of shape λ/µ . Take any non-negative integer M such that
λ ′1 6 N+M and µ
′
1 6 M . Consider the vector space Vλ(µ) defined by (1.1).
Proposition. If Vλ(µ) 6= {0}, then VΩ 6= {0}.
Proof. Take the operator EΛ on the vector space (C
N+M )⊗ l, corresponding
to the element eΛ ∈ CSl . Realize the irreducible representation Vλ of the
group GLN+M from (1.1) as the image VΛ of EΛ . Split (C
N+M )⊗ l into the
direct sum of subspaces, obtained from the subspaces (CM )⊗k⊗ (CN )⊗(l−k)
by some permutations of the l tensor factors; here k = 0, . . . , l. Each of
these subspaces is preserved by the action of the subgroupGLM ⊂ GLN+M .
The vector space VΛ is the sum of the images of all these subspaces with
respect to EΛ, but only the images with k = m may contribute to
Vλ(µ) = HomGLM (Vµ ,VΛ ) .
Representations of Yangians 23
Further, consider the projections of VΛ onto the direct summands of
(CN+M )⊗ l obtained from the subspaces (CM )⊗k ⊗ (CN )⊗(l−k) by some
permutations of the l tensor factors. Again, irreducible representations of
GLM equivalent to Vµ may occur only in the projections with k = m. Let
us denote by Im the projector onto the direct summand
(CM )⊗m ⊗ (CN )⊗n ⊂ (CN+M )⊗ l . (2.17)
Let Ps be the operator on (C
N+M )⊗ l corresponding to permutation s ∈ Sl .
Now suppose that Vλ(µ) 6= {0}. By the above argument, then there
exist permutations s ′ and s ′′ in Sl such that
HomGLM (Vµ , Im Ps′ EΛ Ps′′ · (CM )⊗m ⊗ (CN )⊗n ) 6= {0} . (2.18)
The product Ps′ EΛ Ps′′ in (2.18) can be written as a linear combination of
the operators EΛ′Λ′′ on (C
N+M )⊗ l, corresponding to the matrix elements
eΛ′Λ′′ ∈ CSl . In this linear combination the coefficients are taken from C ,
while Λ ′ and Λ ′′ range over all standard tableaux of shape λ . By (2.18),
there exists at least one pair of tableaux Λ ′ and Λ ′′ such that
HomGLM (Vµ , ImEΛ′Λ′′ · (CM )⊗m ⊗ (CN )⊗n ) 6= {0} . (2.19)
Restriction of the operator ImEΛ′Λ′′ to the subspace (2.17) coincides
with the restriction of the operator on (CN+M )⊗ l, corresponding to the
element θm(eΛ′Λ′′) ∈ CSmn . Consider the tableaux Υ ′ and Υ ′′, obtained by
removing the boxes with the numbers m + 1, . . . , l from the tableaux Λ ′
and Λ ′′, respectively. Due to Lemma 2.4, the inequality (2.19) implies that
Υ ′ and Υ ′′ are of the same shape. But then eΛ′Λ′′ = eΛ′ e for some invertible
element e ∈ CSmn , see (2.6). Then
EΛ′Λ′′ · (CM )⊗m ⊗ (CN )⊗n = EΛ′ · (CM )⊗m ⊗ (CN )⊗n .
By applying the relation (2.13) to the tableau Λ ′ instead of Λ , the inequality
(2.19) now implies that the tableau Υ ′ is of shape µ . Moreover, the left-
hand side of (2.19) then equals VΩ′ for some standard tableau Ω
′ of skew
shape λ/µ . By (2.7), the inequality VΩ′ 6= {0} implies that VΩ 6= {0}. ⊓⊔
The space Vλ(µ) comes with an action of the subgroup GLN ⊂ GLL .
The subspace VΩ ⊂ (CN )⊗n is preserved by the action of the group GLN .
Let us now consider Vλ(µ) and VΩ as representations of the group GLN .
In Subsection 4.6 we will prove that these representations are equivalent,
as stated in Proposition 1.1. Note that the operator EΩ on (C
N )⊗n does
not depend on M . It is well known that the dimension of the vector space
Vλ(µ) is the same for all integers M such that λ
′
1 6 N +M and µ
′
1 6 M ;
see for instance [M, Section I.5].
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2.5. In this subsection, we collect a few results which we need for the proof
of Theorem 1.6. Let us keep fixed a standard tableau Λ of non-skew shape
λ . Here λ is a partition of l. For every k = 1, . . . , l we denote ck = ck(Λ).
Consider the rational functions (2.8) with pairwise distinct indices i, j ∈
{1, . . . , l + 1}; these functions take values in the group ring CS l+1. Take
the element eΛ ∈ CSl defined by (2.1). Consider the image of eΛ under the
embedding ι1 : CSl → CS l+1, see the beginning of Subsection 2.3. For the
proof of the following proposition, see [N2, Section 2].
Proposition. We have equality of rational functions in x, valued in CS l+1
f12(x,c1) . . . f1,l+1(x,cl) · ι1(eΛ) =
(
1 −
l∑
k=1
(1 k + 1)
x
)
· ι1(eΛ) .
Now for each m = 0, . . . , l−1 define a linear map γm : CSl+1 → CSl+1
as follows. By definition, for any group element s ∈ Sl+1
γm(s) =
{
s if s(1) 6= 2, . . . ,m+ 1;
0 otherwise.
(2.20)
Lemma. For any z1 , . . . , zl ∈ C we have equality of rational fuctions in x
γm (f1,l+1(x,zl) . . . f12(x,z1)) = f1,l+1(x,zl) . . . f1,m+2(x,zm+1) .
Proof. Let us expand the product f1,l+1(x,zl) . . . f12(x,z1) as a sum of the
products of transpositions (1ia) . . . (1i1) with coefficients from C(x); here
the sum is taken over all subsequences i1 , . . . , ia in the sequence 2, . . . , l+1.
By the definition (2.20) we have γm(1) = 1, while for a > 1
γm ((1ia) . . . (1i1)) =
{
(1ia) . . . (1i1) if i1 > m+ 1;
0 otherwise. ⊓⊔
We will need a reformulation of this lemma. For each m = 0, . . . , l− 1
define a linear map γ ′m : CSl+1 → CSl+1 as follows: for s ∈ Sl+1 ,
γ ′m(s) =
{
s if s−1(1) 6= 2, . . . ,m+ 1;
0 otherwise.
(2.21)
Corollary. For z1 , . . . , zl ∈ C we have equality of rational fuctions in x
γ ′m (f12(x,z1) . . . f1,l+1(x,zl)) = f1,m+2(x,zm+1) . . . f1,l+1(x,zl) .
This result is derived from Lemma 2.5 by using the anti-automorphism
of the group ring CSl+1, such that s 7→ s−1 for every group element s .
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3. Traceless tensors
3.1. For any positive integer L choose a non-degenerate bilinear form 〈 , 〉
on the vector space CL, symmetric or alternating. In the latter case L has
to be even. For any positive integer l consider the commutant of the image
of the classical group GL = OL or GL = SpL in the operator algebra
End((CL)⊗ l). This commutant is called the Brauer centralizer algebra, see
[W, Section V.2]. We will denote this algebra by C l(L).
Consider the linear operator Q(L) on CL⊗CL, see (1.8). This operator
commutes with the action of the group GL in C
L ⊗ CL. For any distinct
indices i, j ∈ {1, . . . , l} let Qij be the operator on (CL)⊗ l acting as Q(L) in
the ith and jth tensor factors, and acting as the identity in the remaining
l − 2 tensor factors. Note that Qij = Qji . Here we also have
Q 2ij = L ·Qij for any distinct i, j ∈ {1, . . . , l} . (3.1)
Consider the image of the symmetric group ring CSl in End((C
L)⊗ l). The
algebra C l(L) is generated by this image and all the operators Qij on
(CL)⊗ l with i < j . Let Pij be the operator on (C
L)⊗ l corresponding to
transposition (i j) ∈ Sl . We have the equalities
Qij (1∓ Pij) = 0 for any distinct i, j ∈ {1, . . . , l} . (3.2)
According to our general convention, the upper sign in ∓ corresponds to
the case GL = OL , while the lower sign corresponds to the case GL = SpL .
For any two distinct indices i, j ∈ {1, . . . , l} consider the rational
function of x,y ∈ C
R ij(x,y) = 1− Pij
x− y (3.3)
which takes values in End((CL)⊗ l); this is the Yang rational R-matrix .
The function (3.3) corresponds to (2.8) under the action of the symmetric
group Sl on (C
L)⊗ l. Due to (2.9) we have the relation
R ij(x,y)R ik(x,z)Rjk(y ,z) = Rjk(y ,z)R ik(x,z)R ij(x,y) (3.4)
for any pairwise distinct indices i, j ,k ; it is called the Yang–Baxter relation.
Note that
R ij(x,y)Rji(y ,x) = 1− 1
(x− y)2 . (3.5)
The operator Q(L) on CL⊗CL can be obtained from the permutation
operator on CL ⊗ CL by conjugation in any one of the two tensor factors
relative to the bilinear form 〈 , 〉 . For any i 6= j introduce the functions
R˜ ij(x,y) = 1 +
Qij
x+ y
and Rij(x,y) = 1− Qij
x+ y + L
; (3.6)
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then we have
R˜ ij(x,y) Rij(x,y) = 1 . (3.7)
As Qij = Qji , we also have the relations
R˜ ij(x,y) = R˜ ji(y ,x) and Rij(x,y) =Rji(y ,x) . (3.8)
By applying to the relation (3.4) the conjugation relative to the form 〈 , 〉
in the ith tensor factor, and by changing x to −x, we get the relation
R˜ ik(x,z) R˜ ij(x,y)Rjk(y ,z) = Rjk(y ,z) R˜ ij(x,y) R˜ ik(x,z) . (3.9)
By using (3.7), we obtain from (3.9) the relation
R ij(x,y)R ik(x,z)Rjk(y ,z) = Rjk(y ,z)R ik(x,z)R ij(x,y) . (3.10)
Using (3.7) and (3.8), we also obtain from (3.9) the relation
R˜ ij(x,y)R ik(x,z)R jk(y ,z) =R jk(y ,z)R ik(x,z) R˜ ij(x,y) . (3.11)
The relations (3.4),(3.5) and (3.7) to (3.11) are equalities of functions that
take their values in the Brauer centralizer algebra C l(L).
3.2. The irreducible modules over the algebra C l(L), or equivalently, the
irreducible representations of the group GL appearing in the tensor product
(CL)⊗ l, are labeled by the partitions of l , l−2, . . . satisfying the conditions
from [W] for GL as described in Subsection 1.3. In the present article, we
consider only the irreducible C l(L)-modules which are labeled by partitions
of l. The corresponding irreducible representations of the group GL appear
in the subspace
(CL)⊗ l0 ⊂ (CL)⊗ l (3.12)
of traceless tensors. The images of the groups Sl and GL in End((C
L)⊗ l0 )
span the commutants of each other, see [W, Sections V.7 and VI.3] again.
By definition, all the operators Qij on (C
L)⊗ l vanish on the subspace
(3.12). Denote by I l(L) the two-sided ideal in C l(L) generated by all the
operators Qij . The quotient algebra C l(L)/ I l(L) can be identified with
the image of the group ring CSl in the operator algebra End((C
L)⊗ l0 ). The
image of the element Pij ∈ C l(L) in the quotient algebra is then identified
with the operator on the subspace (3.12) corresponding to (ij) ∈ Sl .
Take any partition λ of l satisfying the above mentioned conditions.
The irreducible representation Wλ ⊂ (CL)⊗ l0 of the group GL corresponds
to the irreducible representation Uλ of the group Sl . We will regard Uλ as
a C l(L)-module using the canonical homomorphism
C l(L) −→ C l(L)/ I l(L) . (3.13)
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Then Uλ is the irreducible C l(L)-module corresponding to the partition λ .
Fix any standard tableau Λ of shape λ. As in Section 2, let ck = ck(Λ)
be the content of the box occupied by k in Λ. Consider the product
−→∏
16i<j6l
R ij(ci + ti , cj + tj ) ·
−→∏
16i<j6l
R ij(ci + ti , cj + tj ) (3.14)
as a rational function of the complex variables t1 , . . . , tl which takes values
in the algebra C l(L). Here the pairs (i, j) with 1 6 i < j 6 l are ordered
lexicographically, as usual. Denote by TΛ the set of tuples (t1 , . . . , tl) such
that ti = tj whenever the numbers i and j appear in Λ the same column
for GL = OL , or in the same row for GL = SpL . Denote by EΛ the linear
operator on (CL)⊗ l corresponding to the element eΛ ∈ CSl , see (2.1).
Proposition. Restriction to TΛ of the rational function (3.14) is regular at
t1 = . . . = tl = ∓ 12 . The value FΛ of this restriction at t1 = . . . = tl = ∓ 12
is divisible on the left and on the right by the operator EΛ on (C
L)⊗ l.
Proof. Denote by ω the involutive anti-automorphism of the algebra C l(L),
such that all the elements Pij and Qij are ω -invariant. The element EΛ of
C l(L) corresponds to (2.1). Therefore EΛ is also ω -invariant. Applying ω
to the product (3.14) just reverses the ordering of the factors. The initial
ordering can then be restored by using the relations (3.4) and (3.10). So
any value of the function (3.14) is ω -invariant. Thanks to this observation,
it suffices to prove the divisibility of FΛ by EΛ only on the right.
Take l complex variables x1 , . . . , xl . Choose any k ∈ {1, . . . , l − 1}
and write x ′1 , . . . , x
′
l for the sequence of variables obtained by exchanging
the terms xk and xk+1 in the sequence x1 , . . . , xl. Using (3.4), we obtain
Pk,k+1Rk+1,k (xk+1 ,xk) ·
−→∏
16i<j6l
R ij(xi ,xj )
=
−→∏
16i<j6l
R ij(x
′
i ,x
′
j ) · Rk,k+1 (xk ,xk+1)Pk,k+1 . (3.15)
Using (3.10) along with the second relation in (3.8), we obtain the equality
Pk,k+1Rk+1,k (xk+1 ,xk) ·
−→∏
16i<j6l
R ij(xi ,xj )
=
−→∏
16i<j6l
R ij(x
′
i ,x
′
j ) ·Rk+1,k (xk+1 ,xk)Pk,k+1 . (3.16)
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Now suppose that the index k ∈ {1, . . . , l − 1} is chosen so that the
tableau skΛ is standard. Then | ck − ck+1| > 1. Set xi = ci + ti for each
i = 1, . . . , l in the two equalities (3.15) and (3.16). Then these two equalities
show that when multiplying (3.14) on the left by
Pk,k+1Rk+1,k (ck+1+ tk+1 , ck + tk) , (3.17)
and dividing on the right by
Rk,k+1 (ck + tk , ck+1+ tk+1)Pk,k+1 , (3.18)
we get the analogue of (3.14) for the standard tableau skΛ instead of Λ . As
| ck−ck+1| > 1, the functions (3.17) are regular at tk = tk+1 . Moreover, the
values of the functions (3.17) at tk = tk+1 are invertible. By (2.7) and (3.5),
Pk,k+1Rk+1,k (ck+1 ∓ 12 , ck ∓ 12 ) EΛ
= EskΛRk,k+1 (ck ∓ 12 , ck+1 ∓ 12 )Pk,k+1 .
Hence it suffices to prove Proposition 3.2 for the tableau skΛ instead of Λ.
First consider the case GL = OL. Here we select the upper sign in ∓ .
There is a sequence of transpositions sk1 , . . . , skb such that skb . . . sk1Λ =
Λc and the tableaux ska . . . sk1Λ
r are standard for all a = 1, . . . , b ; see
Subsection 2.1. Therefore it suffices to prove Proposition 3.2 only for Λ =
Λc. Then the set TΛc consists of all tuples (t1 , . . . , tl) such that ti = tj
whenever i and j appear in the same column of Λc .
Suppose that the numbers k and k + 1 appear in the same column
of Λc. Using the relations (3.4) we can demonstrate that in (3.14), the
second ordered product over 1 6 i < j 6 l is divisible on the left by the
function Rk,k+1 (tk + ck , tk+1 + ck+1). Restriction of this function to TΛc
equals 1− Pk,k+1. Now reorder the pairs (i, j) in the first ordered product
over 1 6 i < j 6 l in (3.14) as follows. For every a = 1, . . . , λ1 first
come all the pairs (i, j) where both i and j occur in the ath column of the
tableau Λc. These pairs are ordered between themselves lexicographically.
After them come all the pairs (i, j) where i occurs in the ath column, while
j occurs in the bth column, for all b > a. These pairs are again ordered
lexicographically. After these come the pairs (i, j) where i occurs in the
bth column, for some b > a. This reordering involves only transpositions of
commuting factors, so the value of the product (3.14) will not change.
Now take any a ∈ {1, . . . , λ1}. Let c, c + 1, . . . , d be the consecutive
numbers appearing in the ath column of Λc. In the restriction to TΛc of the
reordered product (3.14), the product of all the factors succeeding
−→∏
c6i<j6d
R ij(ci + ti , cj + tj ) , (3.19)
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is divisible on the left by 1−Pk,k+1 whenever c 6 k < d. This follows from
the relations (3.10). Moreover, then the product of the succeeding factors
is divisible on the left by 1 − Pij for c 6 i < j 6 d. Using the relations
(3.2) with the upper sign in ∓ , we now eliminate all the products (3.19)
from the restriction of (3.14) to TΛc, consecutively for a = 1, . . . , λ1. The
restriction to TΛc of the product of the remaining factors in (3.14) is regular
at t1 = . . . = tl = −12 . Thus we get the first statement of Proposition 3.2.
Moreover, we get the explicit formula
FΛc =
−→∏
(i, j)
(
1− Qij
ci(Λc) + cj(Λc) + L− 1
)
·EΛc for GL = OL (3.20)
where the ordered product is taken over all pairs (i, j) such that i and j
appear in different columns of Λc. For any such pair we have
ci(Λ
c) + cj(Λ
c) > 3− λ′1 − λ′2 > 3− L ,
so that each of the denominators in (3.20) is non-zero. The operator EΛc on
(CL)⊗ l corresponds to the element eΛc ∈ CSl , and we used Proposition 2.2.
The operator FΛc given by (3.20) is evidently divisible by EΛc on the right.
The proof of Proposition 3.2 in the case GL = SpL is much simpler. As
we observed in Subsection 1.4, in this case every factor R ij(ci + ti , cj + tj )
in the product (3.14) is regular at t1 = . . . = tl =
1
2 , for any choice of the
tableau Λ. Using Proposition 2.2, we get from (3.14) the explicit formula
FΛ =
−→∏
16i<j6l
(
1− Qij
ci + cj + L+ 1
)
·EΛ for GL = SpL . (3.21)
Thus FΛ is divisible by EΛ on the right. Thanks to the observation made
in the beginning of the proof, FΛ is also divisible by EΛ on the left. ⊓⊔
Observe that in the case GL = OL, for any tableau Λ and any two
distinct numbers i, j ∈ {1, . . . , l} we have ci+ cj > 3−L unless both i and
j appear in the first column of Λ. Therefore the factor R ij(ci + ti , cj + tj )
in the product (3.14) may have a pole at t1 = . . . = tl = − 12 , only if both i
and j appear in the first column of Λ. However, this observation does not
facilitate significantly the proof of Proposition 3.2. Our proof also has a
Corollary. If the tableau skΛ is standard for some k ∈ {1, . . . , l−1}, then
Pk,k+1Rk+1,k (ck+1 , ck) FΛ = FskΛRk,k+1 (ck , ck+1)Pk,k+1 .
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In the case GL = OL, our proof of Proposition 3.2 also provides the
formula (3.20) for the operator FΛc . In the case GL = SpL , there is a
simplified formula for the operator FΛr , similar to (3.20). We have
FΛr =
−→∏
(i, j)
(
1− Qij
ci(Λr) + cj(Λr) + L+ 1
)
·EΛc for GL = SpL (3.22)
where the ordered product is taken over all pairs (i, j) such that i and j
appear in different rows of Λr. The proof of the formula (3.22) is similar
to that of (3.20). Here we work with the rows of the tableau Λr. But here
from the very beginning of the proof we can set t1 = . . . = tl =
1
2 in the
first product over 1 6 i < j 6 l in (3.14) where Λ = Λr, at the same time
replacing the second product in (3.14) by EΛr . If k and k+1 appear in the
same row of Λr, due to (2.5) the operator EΛr is divisible on the left by
1 + Pk,k+1 = Rk,k+1(ck +
1
2 , ck+1 +
1
2 ) .
We omit other details of the proof of the formula (3.22).
3.3. For any standard tableau Λ , denote by VΛ and WΛ the images in the
space (CL)⊗ l of the operators EΛ and FΛ , respectively. We have WΛ ⊂ VΛ
by the second statement of Proposition 3.2. Consider the subspace (3.12) of
the traceless tensors. The next proposition is pivotal for the present article.
Proposition. We have the equality of vector spaces WΛ = VΛ ∩ (CL)⊗ l0 .
Proof. For any distinct indices i, j ∈ {1, . . . , l} the operator Pij preserves
the subspace (3.12) while the operator Qij vanishes on this subspace. So
the action of (3.14) on this subspace coincides with the action of the second
product over 1 6 i < j 6 l in (3.14). Hence by the definition of the operator
FΛ we get the equality FΛ ·w = EΛ ·w for any vector w ∈ (CL)⊗ l0 . Therefore
WΛ ⊃ EΛ · (CL)⊗ l0 = VΛ ∩ (CL)⊗ l0 .
We already noted that WΛ ⊂ VΛ . It remains to prove that WΛ ⊂ (CL)⊗ l0 .
Equivalently, we have to prove that Qij FΛ = 0 for any distinct i and j .
Firstly let us prove the equality Q12 FΛ = 0 for every Λ. Consider the
case GL = OL. In every standard tableau Λ, the number 1 always occupies
the upper left corner. The number 2 appears in Λ either next to the right
of 1, or next down from 1. In the latter case, the operator EΛ is divisible
on the left by 1 − P12 . By Proposition 3.2, the operator FΛ is then also
divisible on the left by 1−P12 . But Q12(1−P12) = 0 for GL = OL by (3.2).
Suppose that 2 appears in Λ next to the right of 1. Then for any j 6= 1
c1 + cj > 1− λ′1 > 1 + λ′2 − L > 2− L .
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So none of the factors R 1j(c1+ t1 , cj + tj ) in the product (3.14) has a pole
at t1 = . . . = tl = − 12 . Some of the factors R ij(ci + ti , cj + tj ) with i 6= 1
may have poles at t1 = . . . = tl = − 12 . Then consider the standard tableau
of shape λ , which is obtained by placing the numbers 1 and 2 in the first
row as in Λ, and by filling the remaining boxes of the Young diagram λ by
columns. Let us denote this new tableau by Λo. Arguing as in the proof of
Proposition 3.2, we show that the equality Q12 FΛ = 0 is sufficient to prove
for Λ = Λo. This argument involves multiplying the product (3.14) on the
left by (3.17) and dividing on the right by (3.18), for some k ∈ {3, . . . , l−1}
such that the tableau skΛ is standard. Further, arguing as in the proof of
Proposition 3.2, we show that FΛo is divisible on the left by
R12(c1 − 12 , c2 − 12 ) = 1−Q12/L .
The equality Q12 FΛo = 0 now follows from (3.1).
In the case GL = SpL, the proof of the equality Q12 FΛ = 0 for any
standard tableau Λ is much simpler. In this case for any Λ, every factor
R ij(ci + ti , cj + tj ) in the product (3.14) is regular at t1 = . . . = tl =
1
2 . If
the numbers 1 and 2 appear in the first row of Λ, then the operator EΛ is
divisible on the left by 1 + P12 . The operator FΛ is then also divisible on
the left by 1 + P12 . But for GL = SpL we have Q12(1 + P12) = 0. If 1 and
2 appear in the first column of Λ, then the operator FΛ is divisible on the
left by
R12(c1 +
1
2 , c2 +
1
2 ) = 1−Q12/L .
The equality Q12 FΛ = 0 now follows from (3.1).
Let us now prove the equality Qij FΛ = 0 for any pair of distinct
indices i and j. If for some k ∈ {1, . . . , l− 1} the tableau skΛ is standard,
then by Corollary 3.2
Pk,k+1FΛ =
FΛ
ck+1 − ck + FskΛRk,k+1 (ck , ck+1)Pk,k+1 .
If the tableau skΛ is not standard, then Pk,k+1FΛ equals FΛ or −FΛ ; this
equality follows from the second statement of Proposition 3.2 by (2.5).
For any permutation s ∈ Sl , let Ps be the corresponding operator on
the space (CL)⊗ l. For some elements RΛ′(s) ∈ C l(L) that may also depend
on Λ , we have
Ps FΛ =
∑
Λ′
FΛ′RΛ′(s) ,
where Λ′ ranges over all standard tableaux of shape λ . Let us now choose
the permutation s so that s(i) = 1 and s(j) = 2. Then we get
Qij FΛ = P
−1
s Q12 PsFΛ =
∑
Λ′
P−1s Q12FΛ′RΛ′(s) = 0. ⊓⊔
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By definition, the associative algebra C l(L) is semisimple. Denote by
Cλ(L) the simple ideal of C l(L) corresponding to the irreducible C l(L)-
module Uλ. Proposition 3.3 gives the following characterization of the FΛ .
Corollary. The operator FΛ ∈ C l(L) is the unique element of the simple
ideal Cλ(L), with the image under (3.13) corresponding to eΛ ∈ CSl .
Proof. By definition, we have FΛ ∈ EΛ + I l(L); see Proposition 2.2. Hence
the image of FΛ under the homomorphism (3.13) corresponds to the element
eΛ ∈ CSl . By Proposition 3.3, we also have FΛ ∈ Cλ(L), see the beginning
of Subsection 3.2. But any element of the ideal Cλ(L) ⊂ C l(L) is uniquely
determined by the image of this element under (3.13). ⊓⊔
Note that due to (2.2), the above characterization of the operator FΛ
implies the equality
F 2Λ = FΛ · l !/dim Uλ . (3.23)
3.4. We will now extend the results of Subsection 3.2 to standard tableaux
of skew shapes. Take any m ∈ {0, . . . , l − 1}. As in Subsection 2.3, denote
by Υ the standard tableau obtained from Λ by removing the boxes with
the numbers m + 1, . . . , l. Let µ be the shape of the tableau Υ . Define a
standard tableau Ω of the skew shape λ/µ by setting Ω(i, j) = Λ(i,j)−m
for all (i, j) ∈ λ/µ . Put n = l −m, the number of elements in the set λ/µ.
Take any M ∈ {0, . . . , L− 1} and put N = L−M . Then choose the
decomposition CL = CN⊕CM so that the subspaces CN and CM in CL are
orthogonal relative to the form 〈 , 〉 on CL. In the case GL = SpL both N
and M have to be even. If M > 0, the restriction of the form 〈 , 〉 from CL
to CM is non-degenerate. Consider the corresponding subspace of traceless
tensors
(CM )⊗m0 ⊂ (CM )⊗m. (3.24)
We will assume that the irreducible representation Vµ of the group GM
appears in the subspace (3.24), so that the partition µ of m satisfies the
conditions from [W] for GM as described in Subsection 1.3. In particular,
if M = 1, then GM = O1 and we have to take m ∈ {0,1}.
Recall that in Subsection 2.4, we denoted by Im the projector to the
direct summand (2.17). Now, there is a unique GM -invariant projector
Hm : (C
M )⊗m → (CM )⊗m0 .
Let us denote by Jm the composition of the operators Im and Hm⊗1. This
composition is a projector to the subspace
(CM )⊗m0 ⊗ (CN )⊗n ⊂ (CL)⊗ l. (3.25)
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Regard Jm as an operator on the vector space (C
L)⊗ l. Then, for any linear
operator A on (CL)⊗ l, define an operator on the same space,
A∨ = JmAJm .
We may also regard A∨ as an operator on the subspace (3.25). The projector
Jm commutes with the action of subgroup GN ×GM ⊂ GL on (CL)⊗ l. So
for A ∈ C l(L),
A∨ ∈ (Cm(M)/ Im(M))⊗ Cn(N) .
Here the quotient algebra Cm(M)/ Im(M) is identified with the image of
the symmetric group ring CSm in End((C
M )⊗m0 ). We get a linear map
Θm : C l(L)→ (Cm(M)/ Im(M))⊗ Cn(N) : A 7→ A∨ . (3.26)
As the map Θm is linear, for any distinct i, j ∈ {1, . . . , l} we have
R∨ij (x,y) = 1−
P∨ij
x− y and R
∨
ij(x,y) = 1−
Q∨ij
x+ y + L
.
If i 6 m < j or i > m > j, then we have P∨ij = 0 and Q
∨
ij = 0. If i, j 6 m
then Q∨ij = 0 also, while the operator P
∨
ij on (3.25) acts in the tensor factor
(CM )⊗m0 as the permutation corresponding to (ij) ∈ Sm , and it also acts
as the identity in (CN )⊗n. If i, j > m then each of the operators P∨ij and
Q∨ij acts as the identity on (C
M )⊗m0 . Then the action of P
∨
ij on (C
N )⊗n
corresponds to the transposition (i−m,j−m) ∈ Sn . Then Q∨ij acts as Q(N)
in the (i−m)-th and (j −m)-th tensor factors of (CN )⊗n, and acts as the
identity in the remaining n− 2 tensor factors of (CN )⊗n. Our extension of
the results of Subsection 3.2 to standard tableaux of skew shapes is based
on the next observation, see Lemma 2.3.
Proposition. The image of the product (3.14) under the map Θm equals
−→∏
16i<j6m
R∨ij(ci + ti , cj + tj ) (3.27)
×
−→∏
m<i<j6l
R ∨ij(ci + ti , cj + tj ) ·
−→∏
m<i<j6l
R∨ij(ci + ti , cj + tj ) . (3.28)
Proof. When multiplying the product (3.14) on the left by the operator
Jm , the factors R ij(ci + ti , cj + tj ) with i < j 6 m and i 6 m < j cancel.
Indeed, since (CM )⊗m0 ⊂ (CL)⊗m0 , we have JmQij = 0 for i < j 6 m. Since
the subspaces CM and CN are orthogonal with respect to the form 〈 , 〉 on
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C
L, we also have JmQij = 0 for i 6 m < j. Thus by multiplying (3.14) by
Jm on the left and right, we obtain the product
Jm ·
−→∏
m<i<j6l
R ij(ci + ti , cj + tj ) ·
−→∏
16i<j6l
R ij(ci + ti , cj + tj ) · Jm . (3.29)
Expand the product of all factors R ij(ci + ti , cj + tj ) in (3.29) as a
sum of the operators Ps on (C
L)⊗ l corresponding to permutations s ∈ Sl ,
with the coefficients from C(t1 , . . . , tl). The operators R ij(ci + ti , cj + tj )
with m < i < j commute with the operator on (CL)⊗ l, which acts as
the projector to the subspace CM ⊂ CL along CN in each of the first
m tensor factors, and which acts trivially in the last n tensor factors of
(CL)⊗ l. Hence the summand in (3.29) corresponding to Ps vanishes, unless
the permutation s ∈ Sl preserves the subset {1, . . . ,m} ⊂ {1, . . . , l}. By
Lemma 2.3, the product (3.29) then equals
Jm ·
−→∏
m<i<j6l
R ij(ci + ti , cj + tj )
×
−→∏
16i<j6m
R ij(ci + ti , cj + tj ) ·
−→∏
m<i<j6l
R ij(ci + ti , cj + tj ) · Jm
= Jm ·
−→∏
m<i<j6l
R ij(ci + ti , cj + tj ) · Jm (3.30)
×
−→∏
16i<j6m
R∨ij(ci + ti , cj + tj ) ·
−→∏
m<i<j6l
R∨ij(ci + ti , cj + tj ) .
Now expand the expression displayed in the line (3.30), as a sum over
all subsequences
(i1 , j1) , . . . , (id , jd) (3.31)
in the sequence of lexicographically ordered pairs (i, j) with m < i < j 6 l.
The summand of (3.30) corresponding to the subsequence (3.31) is equal,
up to a coefficient from C(t1 , . . . , tl), to the product JmQ i1j1 . . . Q idjd Jm .
We will prove that for some permutation s of the set {i1 , j1}∪ . . .∪{id , jd},
and for some pairwise distinct elements ı¯1 , ¯1 , . . . , ı¯c , ¯c of this set, we have
Q i1j1 . . . Q idjd = PsQ ı¯1 ¯1 . . . Q ı¯c ¯c . (3.32)
Since
Jm PsQ ı¯1 ¯1 . . . Q ı¯c ¯c Jm = P
∨
s Q
∨
ı¯1 ¯1 . . . Q
∨
ı¯c ¯c ,
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we will then also have the equality
JmQ i1j1 . . . Q icjc Jm = Q
∨
i1j1 . . . Q
∨
icjc .
The last equality shows that the expression (3.30) equals the first product
over m < i < j 6 l in (3.28). Hence Proposition 3.4 will follow from (3.32).
Since Qij = Qji for any i 6= j, we can assume that ı¯1 < ¯1 , . . . , ı¯c < ¯c
in (3.32). We will prove the equality (3.32) under this assumption. We will
also show that the indices ı¯1 , ¯1 , . . . , ı¯c , ¯c in (3.32) can be so chosen that
c 6 d , and (¯ıb , ¯b) 4 (id , jd) for all b = 1, . . . , c . (3.33)
Here ≺ indicates the lexicographical ordering. The operators Q ı¯b¯b in (3.32)
pairwise commute, so their ordering is irrelevant. We proceed by induction
on d = 0,1,2, . . . . If d = 0, there is nothing to prove. Now suppose that
for some subsequence (3.31), the equality (3.32) is true along with (3.33).
Suppose that i < j and (id , jd) ≺ (i, j) . By the induction assumption,
we have
Q i1j1 . . . Q idjd Qij = PsQ ı¯1 ¯1 . . . Q ı¯c ¯cQij .
This equality makes the induction step, unless i or j coincides with one of
the indices ı¯1 , ¯1 , . . . , ı¯c , ¯c . Suppose there is such a coincidence. Let b be
the maximal number such that {ı¯b , ¯b} ∩ {i, j} 6= ∅ . Here ı¯b 6= j because
(¯ıb , ¯b) ≺ (i, j). Then there are three possibilities:
i = ı¯b < ¯b < j ; ı¯b < ¯b = i < j ; ı¯b < i < j = ¯b . (3.34)
Consider, for instance, the first of the possibilities (3.34). Here we have
Q ı¯b ¯bQij = Q ı¯b ¯bQ ı¯bj = P ¯bjQ ı¯bj .
For each a = 1, . . . , c we have ı¯a 6= j. By our choice of b , we have ¯a 6= j for
a = b, . . . , c. If ¯a 6= j also for a = 1, . . . , b− 1, then we have the equality
PsQ ı¯1 ¯1 . . . Q ı¯c ¯cQij = Ps P ¯bj Q ı¯1 ¯1 . . . Q ı¯b−1 ¯b−1Q ı¯b+1 ¯b+1 . . . Q ı¯c ¯cQ ı¯bj ,
which makes the induction step. If ¯a = j for some number a < b, then the
number a is unique, and we have the equalities
PsQ ı¯1 ¯1 . . . Q ı¯c ¯cQij = PsQ ı¯1 ¯1 . . . Q ı¯a−1 ¯a−1P ¯b ¯aQ ı¯b+1¯b+1 . . . Q ı¯c ¯cQ ı¯b ¯a =
PsP ¯b¯aQ ı¯1 ¯1 . . . Q ı¯a−1 ¯a−1Q ı¯a ¯bQ ı¯a+1 ¯a+1 . . . Q ı¯b−1 ¯b−1Q ı¯b+1 ¯b+1 . . . Q ı¯c ¯cQ ı¯b ¯a.
Thus we again make the induction step, because (¯ıa , ¯a) ≺ (i, j) = (¯ıb , ¯a)
implies ı¯a < ı¯b , so that here we have ı¯a < ¯b and (¯ıa , ¯b) ≺ (¯ıb , ¯a).
The second and the third possibilities in (3.34) are treated similarly.
We omit the details of this treatment. ⊓⊔
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Consider the product (3.28) as a rational function of the variables
t1 , . . . , tl . This function may actually depend only on tm+1 , . . . , tl . The
values of this function are linear operators on the subspace (3.25), which
act as the identity in the tensor factor (CM )⊗m0 of (3.25). Regard EΩ as
the operator acting on the tensor factor (CN )⊗n of (3.25).
Corollary. Restriction of (3.28) to TΛ is regular at tm+1 = . . . = tl = ∓ 12 .
The value of this restriction at tm+1 = . . . = tl = ∓ 12 is divisible on the left
and right by the operator id⊗ EΩ .
Proof. Consider the restriction of the rational function (3.28) to TΛ. Due to
Propositions 3.2 and 3.4, this restriction is regular at t1 = . . . = tl ; the value
of this restriction at t1 = . . . = tl is Θm(FΛ). By Proposition 2.2 applied to
the tableau Υ instead of to Λ, the value at t1 = . . . = tm of the restriction
of the function (3.27) to TΛ equals the operator (EΥ | (CM )⊗m0 )⊗ id ; here
the first tensor factor is the restriction of the operator EΥ in (C
M )⊗m to
the subspace (3.24). Hence the restriction to TΛ of the product (3.28) is
regular at tm+1 = . . . = tl. The second statement of Corollary 3.4 now
follows from Proposition 2.3. ⊓⊔
In the notation of Subsection 1.2, ck(Ω) = cm+k for each k = 1, . . . , n.
When (t1 , . . . , tl) ∈ TΛ , we can put tk(Ω) = tm+k for k = 1, . . . , n . Then
we get Theorem 1.4 as a reformulation of Corollary 3.4. Moreover, the value
at tm+1 = . . . = tl = ∓ 12 of the restriction of (3.28) to TΛ, is id⊗ FΩ (M).
If M = 0, then µ = (0,0, . . .) and Ω = Λ, so that FΩ (M) = FΛ .
For arbitrary M and Ω, our proof of Corollary 3.4 shows that the operator
FΩ (M) on (C
N )⊗n, as defined by Theorem 1.4, satisfies the relation
Θm(FΛ) = (EΥ | (CM )⊗m0 )⊗ FΩ (M) . (3.35)
This relation, along with Proposition 3.2, can be regarded as an alternative
definition of the operator FΩ (M). Using the relation (3.35) along with the
proof of Proposition 3.4, we also obtain the simplified formulas (1.10) and
(1.11) from the formulas (3.20) and (3.22), respectively.
3.5. The image of the operator FΩ (M) acting on the vector space (C
N )⊗n
is denoted by WΩ (M). If M = 0, then µ = (0,0, . . .) and Ω = Λ . In this
case WΩ (0) =WΛ , so that we have the equality (1.12) by Proposition 3.3.
For arbitraryM > 0, we will need the following analogue of Proposition 2.4.
Proposition. If Wλ(µ) 6= {0}, then WΩ (M) 6= {0}.
Proof. Let us realize the irreducible representation Wλ of the group GN+M
from (1.5) as the image WΛ ⊂ (CN+M )⊗ l of the operator FΛ . Define the
vectors w (M) ∈ (CM )⊗2 and w (N+M) ∈ (CN+M )⊗2 as in (1.7). Note that
w (N +M) = w (N) + w (M) . (3.36)
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The vector space (CN+M )⊗ l is the sum of its subspaces, obtained by some
permutations of the l tensor factors from the subspaces of the form
(CM )⊗k0 ⊗ (Cw (M))⊗d ⊗ (CN )⊗(l−k−2d) ; (3.37)
here k and d are non-negative integers such that k + 2d 6 l. This sum
may be not direct, but every summand is preserved by the action of the
subgroup GM ⊂ GN+M ; see [W, Section V.6]. For instance, consider the
subspace (3.37) itself. The image of this subspace under the operator FΛ
coincides with the image of the subspace
(CM )⊗k0 ⊗ (Cw (N))⊗d ⊗ (CN )⊗(l−k−2d) . (3.38)
This coincidence follows from (3.36) and from the equalities FΛQij = 0 for
(i, j) = (k + 1,k + 2) , . . . , (k + 2d− 1,k + 2d) ; (3.39)
here Qij are operators on (C
N+M )⊗ l. These operator equalities are implied
by Proposition 3.3; see also the beginning of the proof of Proposition 3.2.
But the subspace (3.38) is contained in (CM )⊗k0 ⊗ (CN )⊗(l−k) . Note that
HomGM (Wµ ,FΛ · (CM )⊗k0 ⊗ (CN )⊗(l−k)) 6= {0} ⇒ k = m.
Further, define a projector J
(d)
k from the vector space (C
N+M )⊗ l to
the subspace (3.37) as follows. Let H
(d)
k be the linear operator on the tensor
product (CM )⊗ (k+2d) , acting as the (unique) GM -invariant projector
Hk : (C
M )⊗k → (CM )⊗k0
in the first k tensor factors of (CM )⊗ (k+2d) , and acting as the operator
(Q(M)/M)⊗d in the last 2d tensor factors of (CM )⊗ (k+2d) . Then J
(d)
k is
the composition of the projector Ik+2d to the direct summand
(CM )⊗(k+2d) ⊗ (CN )⊗(l−k−2d) ⊂ (CN+M )⊗ l ,
with the operator H
(d)
k ⊗1. Note that the projector J (d)k is GM -equivariant.
In a similar way, by using the operator (Q(N)/N)⊗d instead of the
operator (Q(M)/M)⊗d, define a projector J¯
(d)
k from (C
N+M )⊗ l to the
subspace (3.38). In the notation of Subsection 3.4, we have
J
(0)
k = J¯
(0)
k = Jk .
Let us apply the projector J
(d)
k to the subspaceWΛ ⊂ (CN+M )⊗ l . If an
irreducible representation of GM equivalent to Wµ occurs in the projection
ofWΛ to (3.37), it also occurs in the projection ofWΛ to (3.38). This follows
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from (3.36) and the equalities QijFΛ = 0 for the pairs of indices i and j
given by (3.39). Either occurrence implies that k = m. But again we have
J¯ (d)m · FΛ ⊂ J¯ (0)m · FΛ = Jm · FΛ .
Now suppose that Wλ(µ) 6= {0}. By the above argument, there exist
permutations s ′ and s ′′ in Sl such that
HomGM (Wµ , Jm Ps′ FΛ Ps′′ · (CM )⊗m0 ⊗ (CN )⊗n ) 6= {0} . (3.40)
Let Λ ′ and Λ ′′ range over the set of all standard tableaux of shape λ . Denote
by FΛ′Λ′′ the unique element of the simple ideal Cλ(L) ⊂ C l(L), with the
image under (3.13) corresponding to the matrix element eΛ′Λ′′ ∈ CSl . If
Λ = Λ ′ = Λ ′′, then FΛ = FΛ′Λ′′ by Corollary 3.3. The product Ps′ FΛ Ps′′
in (3.40) can be written as a linear combination of the operators FΛ′Λ′′ on
(CN+M )⊗ l, with the coefficients from C . Due to (3.40), there exists at least
one pair of tableaux Λ ′ and Λ ′′ such that
HomGM (Wµ , Jm FΛ′Λ′′ · (CM )⊗m0 ⊗ (CN )⊗n ) 6= {0} . (3.41)
According to Subsection 3.4, the restriction of the operator Jm FΛ′Λ′′
to the subspace (3.25) is denoted by Θm(FΛ′Λ′′) . Consider the tableaux Υ
′
and Υ ′′, obtained by removing the boxes with the numbers m + 1, . . . , l
from the tableaux Λ ′ and Λ ′′, respectively. The operator Θm(FΛ′Λ′′) on the
subspace (3.25) is divisible on the left and right, respectively by
(EΥ ′ | (CM )⊗m0 )⊗ id and (EΥ ′′ | (CM )⊗m0 )⊗ id .
These divisibility properties follow from Proposition 3.2; see the proof of
Lemma 2.4. Now the inequality (3.41) implies that the tableaux Υ ′ and Υ ′′
are of the same shape. But then FΛ′Λ′′ = FΛ′E for the operator E on the
subspace (3.25) corresponding to some invertible element e ∈ CSmn ; see
the end of the proof of Proposition 2.4. Then
FΛ′Λ′′ · (CM )⊗m0 ⊗ (CN )⊗n = FΛ′ · (CM )⊗m0 ⊗ (CN )⊗n .
By applying the relation (3.35) to the tableau Λ ′ instead of Λ , the inequality
(3.41) now implies that the tableau Υ ′ is of shape µ . Moreover, the left-
hand side of (3.41) equals WΩ′(M) for some standard tableau Ω
′ of skew
shape λ/µ . The inequality WΩ′(M) 6= {0} implies that WΩ (M) 6= {0}. ⊓⊔
The space Wλ(µ) comes with an action of the subgroup GN ⊂ GL .
The subspace WΩ (M) ⊂ (CN )⊗n is preserved by the action of the group
GN because FΩ (M) ∈ Cn(N). Let us consider Wλ(µ) and WΩ (M) as
representations of the group GN . In Subsection 5.6 we will prove that these
representations are equivalent, as stated in Proposition 1.4.
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3.6. Let gL be the Lie algebra of GL, so that gL = soL or gL = spL. We
regard gL as a Lie subalgebra in glL. Let us now consider representations of
the group GL as gL-modules. IfGL = SpL, the spL-modulesWλ for different
partitions λ of l = 0,1,2, . . . with 2λ′1 6 L are irreducible and pairwise
non-equivalent. One obtains all irreducible finite-dimensional spL -modules
in this way. If we choose the Borel subalgebra, and then fix the basis in the
corresponding Cartan subalgebra of spL as in [KT, Subsection 1.1], thenWλ
is the irreducible spL -module of highest weight (λ1 , . . . , λL/2). However, in
the present article we do not use the highest weight theory of spL -modules.
If GL = OL, we have λ
′
1 + λ
′
2 6 L. Therefore, by changing the length
λ′1 of the first column of the Young diagram of the partition λ to L − λ′1,
we obtain the Young diagram of a certain partition. Denote this partition
by λ∗. The two representations Wλ and Wλ∗ are called associated , and
are equivalent as soL-modules. The soL-module Wλ is irreducible unless
λ = λ∗, that is, unless 2λ′1 = L. In the last case Wλ splits into a direct sum
of two irreducible soL-modules. The irreducible soL-modules corresponding
to different partitions λ are pairwise non-equivalent, except for the pairs of
modules Wλ and Wλ∗ with λ 6= λ∗ . In this way one obtains all irreducible
finite-dimensional non-spinor soL-modules, see [W, Section V.9]. We can
choose the Borel subalgebra, and fix the basis in the corresponding Cartan
subalgebra of soL as in [KT, Subsection 1.1]. If 2λ
′
1 = L , then Wλ splits
into a direct sum of two irreducible soL-modules of highest weights
(λ1 , . . . , λL/2−1 ,λL/2) and (λ1 , . . . , λL/2−1 ,−λL/2) .
If 2λ′1 < L , then Wλ is the irreducible soL-module of the highest weight
(λ1 , . . . , λ [L/2]). But again, the highest weight theory of soL-modules is not
used in the present article.
Observe that when GL = OL , the first column length of at least one of
the two partitions λ and λ∗ does not exceed L/2. Therefore, when regarding
Wλ as a soL-module, we can assume that 2λ
′
1 6 L. Under this assumption,
for any two distinct indices i, j ∈ {1, . . . , l} we have
ci + cj > 3− 2λ′1 > 3− L .
Then every factor R ij(ci + ti , cj + tj ) in the product (3.14) is regular at
t1 = . . . = tl = − 12 , for any choice of the standard tableau Λ of shape λ.
By Proposition 2.2, we then obtain from (3.14) the explicit formula
FΛ =
−→∏
16i<j6l
(
1− Qij
ci + cj + L− 1
)
· EΛ for gL = soL ,
which is similar to the explicit formula (3.21).
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4. Yangian representations
4.1. Using the formal power series (1.13) in x−1, introduce the elements of
the algebra (End(CN ))⊗2 ⊗Y(glN ) [[x−1]]
T1(x) =
N∑
i,j=1
Eij ⊗ 1⊗ Tij(x) and T2(x) =
N∑
i,j=1
1⊗ Eij ⊗ Tij(x) .
The defining relations (1.14) of the algebra Y(glN ) are equivalent to
R12(x,y) T1(x) T2(y) = T2(y) T1(x) R12(x,y) . (4.1)
After multiplying both sides of the equality (4.1) by x − y , it becomes
an equality of formal Laurent series in x−1 and y−1 with the coefficients
from the algebra (End(CN ))⊗2⊗Y(glN ). In (4.1), we identify the element
R12(x,y) of End((C
N )⊗2)(x,y) as defined by (3.3), with the element
R12(x,y)⊗ 1 ∈ (End(CN ))⊗2(x,y)⊗Y(glN ) .
Using the defining relations of Y(glN ) in the form (4.1), together with
(3.5), one shows that the assignment (1.17) defines an automorphism of the
algebra Y(glN ). Evidently, this automorphism is involutive.
For any z ∈ C consider the evaluation Y(glN )-module V (z), see (1.20).
Let us denote by ρz the corresponding homomorphism Y(glN )→ End(CN ).
Then T (x) 7→ R12(x,z) under the homomorphism
id⊗ ρz : End(CN )⊗Y(glN )→ (End(CN ))⊗2 ; (4.2)
see the definitions (1.16),(1.18),(1.19) and (3.3). More generally, consider
the tensor product of evaluation Y(glN )-modules V (z1)⊗ . . .⊗ V (zn), for
any z1 , . . . , zn ∈ C. The corresponding homomorphism
ρz1... zn : Y(glN )→ (End(CN ))⊗n (4.3)
is the composition of the map ρz1⊗ . . . ⊗ ρzn with n-fold comultiplication
map Y(glN )→ Y(glN )⊗n. By definition (1.15), then
T (x) 7→ R12(x,z1) . . . R1,n+1(x,zn) (4.4)
under the homomorphism
id⊗ ρz1... zn : End(CN )⊗Y(glN )→ (End(CN ))⊗(n+1) . (4.5)
Now consider the standard action of the algebra U(glN ) on (C
N )⊗n.
Denote by ̟n the homomorphism U(glN ) → End((CN )⊗n). Using the
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matrix units Eij ∈ End(CN ), we can write the operator of transposition of
the tensor factors in (CN )⊗2 as the sum
N∑
i,j=1
Eij ⊗ Eji .
So by the definition (1.19) of the homomorphism αN : Y(glN )→ U(glN ),
T (x) 7→ 1 −
n∑
k=1
P1,k+1
x
(4.6)
under the homomorphism
id⊗ (̟n ◦ αN ) : End(CN )⊗Y(glN )→ (End(CN ))⊗(n+1) . (4.7)
4.2. Now take any standard tableau Ω with n boxes. Consider the operator
EΩ on the vector space (C
N )⊗n, as defined in Subsection 1.1. We denote by
P0 the linear operator on (C
N )⊗n reversing the order of the tensor factors.
Setting z = 0 in the following proposition, we obtain Proposition 1.5.
Proposition. Put zk = ck(Ω) + z for k = 1, . . . , n . Then the operator
EΩP0 is an intertwiner of the Y(glN )-modules
V (zn)⊗ . . .⊗ V (z1) −→ V (z1)⊗ . . .⊗ V (zn) . (4.8)
Proof. The action of Y(glN ) on the module at the right-hand side of (4.8)
can be described by the assignment (4.4). The action of Y(glN ) on the
module at the left-hand side of (4.8) can be described by the assignment
T (x) 7→ R12(x,zn) . . . R1,n+1(x,z1) . (4.9)
Take n complex variables x1 , . . . , xn. Using (3.4) repeatedly, we obtain
the equality of rational functions in x,x1 , . . . , xn
R12(x,x1) . . . R1,n+1(x,xn) ·
−→∏
16i<j6n
R i+1,j+1(xi ,xj ) · (1⊗ P0)
=
−→∏
16i<j6n
R i+1,j+1(xi ,xj ) · (1⊗ P0) · R12(x,xn) . . . R1,n+1(x,x1) ,
with values in the tensor product (End(CN ))⊗(n+1). Using the constrained
variables t1(Ω) , . . . , tn(Ω) from Subsection 1.2, put
xk = ck(Ω) + tk(Ω) for each k = 1, . . . , n .
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Then at t1(Ω) = . . . = tn(Ω) = z we have xk = zk for k = 1, . . . , n. By
Theorem 1.2, the above equality of rational functions in x,x1 , . . . , xn yields
R12(x,z1) . . . R1,n+1(x,zn) · (1⊗ EΩP0)
= (1⊗ EΩP0) · R12(x,zn) . . . R1,n+1(x,z1) . (4.10)
In view of (4.4) and (4.9), the equality (4.10) proves Proposition 4.2. ⊓⊔
Due to Proposition 4.2, for any z ∈ C the subspace VΩ in (CN )⊗n can
be regarded as a submodule in the tensor product of evaluation Y(glN )-
modules
V (c1(Ω) + z)⊗ . . .⊗ V (cn(Ω) + z) .
This fact will be also used in Section 5, for the particular value z = M2 ∓ 12 .
4.3. Consider the embedding U(glN ) → Y(glN ) as defined by (1.25). By
the definition (1.19), the homomorphism αN : Y(glN )→ U(glN ) is identical
on the subalgebra U(glN ) ⊂ Y(glN ). The automorphism ξN of Y(glN ) is
also identical on this subalgebra, see the definition (1.17). It follows that the
restriction of αNM to this subalgebra coincides with the natural embedding
U(glN ) → U(glN+M ). For the particular choice (1.24) of the series g(x),
the automorphism (1.23) is identical on the subalgebra U(glN ) ⊂ Y(glN ),
because the coefficient of gµ(x) at x
−1 is 0. So the action of the subalgebra
U(glN ) ⊂ Y(glN ) on the Y(glN )-module Vλ(µ) coincides with its natural
action, corresponding to the natural action of the group GLN on Vλ(µ).
Furthermore, the action of the subalgebra U(glN ) ⊂ Y(glN ) on any
evaluation module V (z) over Y(glN ) coincides with the natural action of
U(glN ) on the vector space C
N of V (z). The assigment (1.25) determines
a Hopf algebra embedding, because by (1.15) we have
∆
(
T
(1)
ij
)
= T
(1)
ij ⊗ 1 + 1⊗ T (1)ij .
Therefore the action of the subalgebra U(glN ) ⊂ Y(glN ) on the tensor
product of evaluation Y(glN )-modules V (c1(Ω))⊗ . . .⊗V (cn(Ω)) coincides
with the natural action of U(glN ) on the vector space (C
N )⊗n. The Y(glN )-
module VΩ is defined as a submodule of this tensor product of evaluation
modules. Hence the action of U(glN ) ⊂ Y(glN ) on this submodule coincides
with the natural action of U(glN ) on the subspace VΩ ⊂ (CN )⊗n.
4.4. In the remainder of this section we prove Theorem 1.6. Fix a standard
tableau Λ of non-skew shape λ , such that the tableau Ω is obtained from
Λ by removing the boxes with numbers 1, . . . ,m . Here λ is a partition of
l, and m = l− n. As in Sections 2 and 3, write ck = ck(Λ) for k = 1, . . . , l.
The standard tableau of non-skew shape µ , obtained by removing the boxes
with the numbers m+ 1, . . . , l from the tableau Λ , is denoted by Υ .
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Put L = N + M . Take the vector space CL = CN ⊕ CM . In the
present subsection the rational functions R12(x,y) , . . . , R1,l+1(x,y) of the
variables x and y will take values in the algebra (End(CL))⊗(l+1) .
We always denote by EΛ the operator on the vector space (C
L)⊗ l,
corresponding to eΛ ∈ CSl . By Proposition 2.5, we have the equality
R12(x,c1) . . . R1,l+1(x,cl) · (1 ⊗ EΛ)
=
(
1 −
l∑
k=1
P1,k+1
x
)
· (1⊗ EΛ) , (4.11)
of rational functions in x, with values in the algebra (End(CL))⊗(l+1) . The
operator P1,k+1 on (C
L))⊗(l+1) corresponds to (1 k + 1) ∈ S l+1 , see (3.3).
The equality (4.11) is the starting point for our proof of Theorem 1.6.
First consider the case, when M = 0 and µ = (0,0, . . .). In this case
N = L, n = l and the standard tableau Ω = Λ has a non-skew shape.
In this case, the left-hand side of the equality (4.11) describes the action
of the Yangian Y(glL) on the submodule VΩ = VΛ of the tensor product
V (c1)⊗ . . .⊗V (cl) of evaluation Y(glL)-modules; see (4.4). The right-hand
side of (4.11) describes the action of Y(glL) on the module Vλ(µ) = Vλ ,
defined in Subsection 1.6; see (4.6). Indeed, here gµ(x) = 1 and αNM = αN .
The image of the operator EΩ = EΛ , as a glL -submodule in (C
L)⊗ l, is
equivalent to the glL -module Vλ . Thus the equality (4.11) shows that the
Y(glL)-modules VΛ and Vλ are equivalent.
Let us now prove Theorem 1.6 for M > 1. As in Subsection 2.4, split
the vector space
(CL)⊗ l = (CN ⊕ CM )⊗ l
into the direct sum of subspaces, obtained from (CM )⊗k ⊗ (CN )⊗(l−k) by
some permutations of the l tensor factors. Here k = 0, . . . , l. Consider the
projector onto the direct summand (2.17),
Im : (C
L)⊗ l → (CM )⊗m ⊗ (CN )⊗n . (4.12)
Note that the operator (4.12) is GLN ×GLM -equivariant; here we use the
embedding GLN ×GLM → GLL chosen in the beginning of Subsection 1.6.
Consider the Y(glL)-module, obtained by pulling the tensor product
of the evaluation Y(glL)-modules corresponding to c1 , . . . , cl back through
the automorphism ξL of Y(glL); see (1.17). The action of Y(glL) on this
module is described by the assignment
L∑
i,j=1
Eij ⊗ Tij(x) 7→ R1,l+1(−x,cl)−1 . . . R12(−x,c1)−1 (4.13)
= f(x) · R1,l+1(x,−cl) . . . R12(x,−c1) , (4.14)
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where
f(x) =
l∏
k=1
(x+ ck)
2
(x+ ck)2 − 1
; (4.15)
see (3.5) and (4.4). Denote by Vl the restriction of this Y(glL)-module
to the subalgebra Y(glN ) ⊂ Y(glL); here we use the natural embedding
ϕM : Y(glN )→ Y(glL). That is, ϕM : Tij(x) 7→ Tij(x) for 1 6 i, j 6 N by
definition. Further, denote by V ∗l the Y(glN )-module obtained by pulling
the Y(glN )-module Vl back through the automorphism ξN of Y(glN ). Note
that the vector space of the Y(glN )-modules Vl and V
∗
l is (C
L)⊗ l.
Take the vector space (CM )⊗m ⊗ (CN )⊗n. For k = m+ 1, . . . , l put
R ∧1,k+1(x,y) = 1−
P ∧1,k+1
x− y (4.16)
where P ∧1,k+1 denotes the operator on C
N ⊗ (CM )⊗m ⊗ (CN )⊗n, acting as
transposition in the first and (k + 1)-th tensor factors, and acting as the
identity in the remaining l−1 tensor factors. One can define an action of the
algebra Y(glN ) on the vector space (C
M )⊗m ⊗ (CN )⊗n by the assignment
N∑
i,j=1
Eij ⊗ Tij(x) 7→ f(x) · R ∧1,l+1(x,−cl) . . . R ∧1,m+2(x,−cm+1) .
Denote by Vmn the Y(glN )-module defined by the above displayed
assignment. Further, denote by V ∗mn the Y(glN )-module obtained by pulling
the Y(glN )-module Vmn back through the automorphism ξN of Y(glN ). The
action of the algebra Y(glN ) on V
∗
mn is then described by the assignment
N∑
i,j=1
Eij ⊗ Tij(x) 7→ h(x) · R ∧1,m+2(x,cm+1) . . . R ∧1,l+1(x,cl) ,
where
h(x) = f(−x)−1 ·
l∏
k=m+1
(x− ck)2
(x− ck)2 − 1 =
m∏
k=1
(x− ck)2 − 1
(x− ck)2 . (4.17)
Note that the Y(glN )-module V
∗
mn can also be obtained as follows. Take
the Y(glN )-module, obtained by pulling the tensor product of evaluation
Y(glN )-modules with the parameters cm+1 = c1(Ω) , . . . , cl = cn(Ω) back
through the automorphism Tij(x) 7→ h(x)Tij(x) of the algebra Y(glN ).
The vector space of this Y(glN )-module is (C
N )⊗n. Then by regarding the
tensor product (CM )⊗m⊗ (CN )⊗n as Y(glN )-module where every element
of the Hopf algebra Y(glN ) acts on (C
M )⊗m via the counit homomorphism
ε : Y(glN )→ C, we obtain the Y(glN )-module V ∗mn .
Representations of Yangians 45
Proposition. The projection (4.12) is an intertwining operator of Y(glN )-
modules Vl → Vmn .
Proof. This result follows by comparing (4.13),(4.14) with the definition of
the Y(glN )-module Vmn , and by using Lemma 2.5 in the case
z1 = −c1 , . . . , zl = −cl . ⊓⊔ (4.18)
Corollary. The projection (4.12) is an intertwining operator of Y(glN )-
modules V ∗l → V ∗mn .
We end this subsection with the next lemma. Consider the rational
functions gµ(x) and h(x), defined by (1.24) and (4.17), respectively.
Lemma. We have the equality gµ(x)h(x) = 1.
Proof. Consider the product at the right-hand side of the equalities (4.17).
This product is symmetric in c1 , . . . , cm and therefore does not depend on
the choice of a standard tableau Υ of shape µ. We choose Υ to be the row
tableau of shape µ . For any index i > 1, take the boxes in the i th row of the
Young diagram µ in their natural order, from the leftmost to the rightmost
box. The contents of these boxes form the sequence 1− i, . . . , µi − i which
is increasing by 1; this sequence is empty if µi = 0. Therefore
h(x) =
m∏
k=1
(
x− ck + 1
x− ck
· x− ck − 1
x− ck
)
=
∏
i>1
(
x+ i
x− µi + i ·
x− µi + i− 1
x+ i− 1
)
= gµ(x)
−1. ⊓⊔
4.5. Let us continue our proof of Theorem 1.6. Consider the image of the
subspace (2.17) under the operator EΛ on (C
L)⊗ l. Note that this image is
contained in the subspace VΛ ⊂ (CL)⊗ l. Consider the Y(glN )-module Vl
defined in Subsection 4.4; the vector space of this module is (CL)⊗ l.
Proposition. The image of the subspace (2.17) under the operator EΛ is
an Y(glN )-submodule of Vl .
Proof. The action of the coefficients of the series Tij(x) with 1 6 i, j 6 N
on the Y(glN )-module Vl is described by the assignment (4.13). Here we use
the natural embedding ϕM : Y(glN )→ Y(glL). Consider the product (4.14)
in the algebra (End(CL))⊗(l+1)(x). We have a relation in this algebra,
R1,l+1(x,−cl) . . . R12(x,−c1) · (1 ⊗ EΛ) = (1⊗ EΛ)
× R12(x,−c1) . . . R1,l+1(x,−cl) ; (4.19)
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see (4.10). Expand the product in the second line of the display (4.19), as
R12(x,−c1) . . . R1,l+1(x,−cl) =
L∑
i,j=1
Eij ⊗Aij(x)
for certain rational functions Aij(x) ∈ (End(CL))⊗ l(x). Then consider the
restrictions of the operator values of the functions Aij(x) with 1 6 i, j 6 N
to the subspace (2.17). Using Corollary 2.5 in the case (4.18), we prove that
N∑
i,j=1
Eij ⊗ (Aij(x) | (CM )⊗m ⊗ (CN )⊗n)
= R ∧1,m+2(x,−cm+1) . . . R ∧1,l+1(x,−cl) .
In particular, the operator values of the functions Aij(x) with 1 6 i, j 6 N
preserve the subspace (2.17). Now Proposition 4.5 follows from (4.19). ⊓⊔
The Y(glN )-module V
∗
l is obtained from Vl by pulling back through
an automorphism of Y(glN ). Therefore Proposition 4.5 has a corollary.
Corollary. The image of the subspace (2.17) under the operator EΛ is an
Y(glN )-submodule of V
∗
l .
4.6. In this subsection we complete the proof of Theorem 1.6. Consider the
image of the subspace (2.17) under the linear operator
ImEΛ : (C
L)⊗ l → (CM )⊗m ⊗ (CN )⊗n .
This image coincides with the vector subspace
VΥ ⊗ VΩ ⊂ (CM )⊗m ⊗ (CN )⊗n . (4.20)
Indeed,
ImEΛ | (CM )⊗m ⊗ (CN )⊗n = EΥ ⊗ EΩ ;
see (2.12) and (2.13). It now follows from Corollaries 4.4 and 4.5 that the
vector subspace (4.20) is a submodule in the Y(glN )-module V
∗
mn . Let us
denote this submodule of V ∗mn by V . Note that V is a subquotient of the
Y(glN )-module V
∗
l by definition.
The description of the Y(glN )-module V
∗
mn given after (4.17) yields
the following description of the Y(glN )-module V . Take the Y(glN )-module
VΩ as defined in Subsection 1.5. Pull VΩ back through the automorphism
Tij(x) 7→ h(x)Tij(x) of Y(glN ). Extend the resulting action of Y(glN ) on
the vector space VΩ to the vector space VΥ ⊗ VΩ so that every element of
Y(glN ) acts on VΥ as the identity. Then we obtain the Y(glN )-module V .
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The subspace VΥ ⊂ (CM )⊗m is equivalent to Vµ as a representation of
the group GLM . Consider the subspace VΛ ⊂ (CL)⊗ l as a representation of
GLL , equivalent to Vλ. Then regard VΛ as Y(glN )-module by pulling back
through the homomorphism αNM : Y(glN )→ U(glL); see definition (1.22).
Proposition. The Y(glN )-module V is a subquotient of Y(glN )-module VΛ.
Proof. By the definition (1.22), we have
αNM = αL ◦ ξL ◦ ϕM ◦ ξN .
Consider VΛ as a submodule in the tensor product of the evaluation Y(glL)-
modules with the parameters c1 , . . . , cl. We have already shown that the
action of Y(glL) on this submodule factors through the homomorphism
αL : Y(glL) → U(glL). So the Y(glN )-module VΛ as defined above can
also be obtained by pulling the action of Y(glL) on VΛ back through the
injective homomorphism
ξL ◦ ϕM ◦ ξN : Y(glN )→ Y(glL) .
Thus VΛ is a submodule in the Y(glN )-module V
∗
l . But by definition, V is
a quotient of a certain Y(glN )-submodule of V
∗
l . The latter submodule of
V ∗l is contained in VΛ . ⊓⊔
Consider the restriction of the representation VΛ of the group GLL to
the subgroup GLM . Realize the vector space (1.1) as
HomGLM (VΥ ,VΛ ) . (4.21)
Since the image of the homomorphism αNM is contained in the subalgebra
of GLM -invariants AN (M) ⊂ U(glL), the action of the algebra Y(glN ) on
VΛ induces an action of Y(glN ) on (4.21). This action of Y(glN ) on (4.21)
is irreducible, see [MO, Section 2].
The operator (4.12) is GLN ×GLM -equivariant, and the vector space
VΥ ⊗ VΩ of the Y(glN )-module V has a natural action of the groups GLN
and GLM . The action of GLM on V commutes with the action of the
algebra Y(glN ). By Proposition 4.6, the Y(glN )-module
HomGLM (VΥ ,V ) (4.22)
is a subquotient of (4.21). Since the Y(glN )-module (4.21) is irreducible, it
must be equivalent to the Y(glN )-module (4.22); see Proposition 2.4.
The Y(glN )-module (4.22) can also be obtained by pulling the Y(glN )-
module VΩ , as defined in Subsection 1.5, back through the automorphism
(1.23) of Y(glN ), where g(x) = gµ(x)
−1. Here we use Lemma 4.4. The proof
of Theorem 1.6 is now complete.
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Note that (4.22) is also a subquotient of (4.21) as a representation of
the group GLN . Thus we obtain Proposition 1.1 together with Theorem 1.6.
Proposition 1.1 could be proved independently of Theorem 1.6. We chose
the present proofs, because they have analogues for the classical groups ON
and SpN instead of GLN . These analogues will be given in the next section.
5. Twisted Yangians
5.1. Using the formal power series (1.27) in x−1, introduce the elements of
the algebra End(CN )⊗2 ⊗X(glN , σ) [[x−1]]
S1(x) =
N∑
i,j=1
Eij ⊗ 1⊗ Sij(x) and S2(x) =
N∑
i,j=1
1⊗Eij ⊗ Sij(x) .
The defining relations of the algebra X(glN , σ) can be written as
R12(x,y)S1(x) R˜12(x,y)S2(y) = S2(y) R˜12(x,y)S1(x)R12(x,y) . (5.1)
After multiplying both sides of the equality (5.1) by x2 − y2 , it becomes
an equality of formal Laurent series in x−1 and y−1 with the coefficients
from the algebra End(CN )⊗2⊗X(glN , σ). In (5.1), we identify the elements
R12(x,y) and R˜12(x,y) of End(C
N )⊗2(x,y) as defined by (3.3) and (3.6),
respectively with the elements R12(x,y)⊗ 1 and R˜12(x,y) ⊗ 1 of
End(CN )⊗2(x,y) ⊗X(glN , σ) .
Using (3.5) and (3.7) where L = N , one derives from the defining
relations (5.1) that the assignment (1.31) defines an automorphism of the
algebra X(glN , σ). For details of this argument see [MNO, Subsection 6.5].
By dividing each side of the equality (5.1) by S2(y) on the left and
right, and then setting y = −x, we obtain the equality
Q12 S1(x)R12(x,−x)S2(−x)−1 = S2(−x)−1R12(x,−x)S1(x)Q12 .
As in (5.1), here we identify the element Q12 ∈ End(CN )⊗2 with
Q12 ⊗ 1 ∈ End(CN )⊗2 ⊗X(glN , σ) .
Since the image of the operator Q12 = Q(N) in (C
N )⊗2 is one-dimensional,
the last displayed equality implies the existence of a formal power series
D(x) in x−1 with coefficients in X(glN , σ) and leading term 1, such that
Q12 S1(x)R12(x,−x)S2(−x)−1 =
(
1∓ 1
2x
)
D(x)Q12 . (5.2)
Representations of Yangians 49
By using (3.5) when y = −x, one derives from (5.2) that D(x)D(−x) = 1.
By [MNO, Theorem 6.3], all coefficients of the series D(x) belong to
the centre of the algebra X(glN , σ). By [MNO, Theorem 6.4], the kernel
of the surjective homomorphism πN : X(glN , σ) → Y(glN , σ) is generated
by the coefficients of the series 1 − D(x). For any series g(x) ∈ C[[x−1]]
with the leading term 1, the definition (5.2) of the series D(x) shows that
the assignment (1.39) determines an automorphism of the quotient algebra
Y(glN , σ) of X(glN , σ), if and only if g(x) = g(−x).
5.2. For any z ∈ C , consider the restriction of the evaluation Y(glN )-
module V (z) to the subalgebra Y(glN , σ) ⊂ Y(glN ). By definition, this
subalgebra is generated by the coefficients of all the formal power series from
Y(glN ) [[x
−1]], appearing in the expansion of the element (1.26) relative to
the basis of matrix units Eij in End(C
N ). Under the homomorphism (4.2)
corresponding to the Y(glN )-module V (z), we have T˜ (x) 7→ R˜12(x,z); see
(3.6) and Subsection 4.1. Therefore, under the homomorphism (4.2)
T˜ (x)T (x) 7→ R˜12(x,z)R12(x,z) . (5.3)
Now consider the twisted evaluation Y(glN )-module V˜ (z), see (1.34).
Let us denote by ρ˜z the corresponding homomorphism Y(glN )→ End(CN ).
Then T (x) 7→ R˜12(x,z) under the homomorphism
id⊗ ρ˜z : End(CN )⊗Y(glN )→ (End(CN ))⊗2 .
Therefore under this homomorphism
T˜ (x)T (x) 7→ R12(x,z) R˜ 12(x,z) . (5.4)
The obvious equality of the right-hand sides of (5.3) and (5.4) explains why
the restrictions of the Y(glN )-modules V (z) and V˜ (z) to the subalgebra
Y(glN , σ) ⊂ Y(glN ) coincide.
Consider the restriction of the tensor product of evaluation Y(glN )-
modules V (z1) ⊗ . . . ⊗ V (zn) to the subalgebra Y(glN , σ) ⊂ Y(glN ), for
any z1 , . . . , zn ∈ C. The action of Y(glN ) on this tensor product defines
the homomorphism (4.3). Then
T˜ (x)T (x) 7→
R˜1,n+1(x,zn) . . . R˜12(x,z1)R12(x,z1) . . . R1,n+1(x,zn) (5.5)
under the homomorphism (4.5), see the formula (4.4).
Furthermore, consider the restriction of the tensor product of twisted
evaluation Y(glN )-modules V˜ (z1) ⊗ . . . ⊗ V˜ (zn) to Y(glN , σ) ⊂ Y(glN ).
The action of Y(glN ) on this tensor product defines a homomorphism
ρ˜z1... zn : Y(glN )→ (End(CN ))⊗n .
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This homomorphism is the composition of the map ρ˜z1⊗ . . .⊗ ρ˜zn with the
n-fold comultiplication map Y(glN )→ Y(glN )⊗n. By the definition (1.15),
T (x) 7→ R˜12(x,z1) . . . R˜1,n+1(x,zn)
under the homomorphism
id⊗ ρ˜z1... zn : End(CN )⊗Y(glN )→ (End(CN ))⊗(n+1) . (5.6)
Therefore, under (5.6)
T˜ (x)T (x) 7→
R1,n+1(x,zn) . . . R12(x,z1) R˜12(x,z1) . . . R˜1,n+1(x,zn) . (5.7)
Note that when n > 1, the images of the product T˜ (x)T (x) under the
homomorphisms (4.5) and (5.6) may be non-equal; see Subsection 5.3.
Let us now consider the extended twisted Yangian X(glN , σ), and the
homomorphism βN : X(glN , σ)→ U(gN ) defined by the assignment (1.32).
Consider the standard action of the algebra U(gN ) on the tensor product
(CN )⊗n. The corresponding homomorphism U(gN ) → End((CN )⊗n) is
just the restriction of the homomorphism ̟n : U(glN ) → End((CN )⊗n)
to the subalgebra U(gN ) ⊂ U(glN ), see the end of Subsection 4.1. Using
the matrix units Eij ∈ End(CN ), we can write the operator −Q(N) on
(CN )⊗2 as
N∑
i,j=1
Eij ⊗ σ(Eji) =
N∑
i,j=1
σ(Eij)⊗ Eji . (5.8)
Hence
S(x) 7→ 1 − (x± 12 )−1
n∑
k=1
(P1,k+1 −Q1,k+1 ) (5.9)
under the homomorphism
id⊗ (̟n ◦ βN ) : End(CN )⊗X(glN , σ)→ (End(CN ))⊗(n+1) .
Note that under the homomorphism (4.7),
T˜ (x)T (x) 7→
(
1 + x−1
n∑
k=1
Q1,k+1
)(
1 − x−1
n∑
k=1
P1,k+1
)
; (5.10)
see (4.6). The elements of the algebra End(CN ))⊗(n+1)(x) at the right-hand
sides of the assignments (5.9) and (5.10) are different. This difference was
explained by [N3, Proposition 2.4], see also Lemma 5.4 below.
5.3. Now take any standard tableau Ω of shape λ/µ . We assume that the
partitions λ of l and µ of m satisfy the conditions from [W] for the groups
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GM+N and GM , respectively, as described in Subsection 1.3. Consider the
operator FΩ (M) on the vector space (C
N )⊗n ; this operator is defined by
Theorem 1.4. Here n = l −m. Let us also keep to the notation (1.35).
Proof of Proposition 1.7. The action of the algebra Y(glN , σ) on the tensor
products V (d1(Ω)) ⊗ . . . ⊗ V (dn(Ω)) and V˜ (d1(Ω)) ⊗ . . . ⊗ V˜ (dn(Ω)) is
explicitly described by the formulas (5.5) and (5.7), respectively, where
z1 = d1(Ω) , . . . , zn = dn(Ω) . (5.11)
As in Subsection 4.2, take n complex variables x1 , . . . , xn. Using (3.4),
(3.9) and (3.11) for L = N repeatedly, we obtain the equality of rational
functions in the variables x,x1 , . . . , xn
R˜1,n+1(x,xn) . . . R˜12(x,x1) R12(x,x1) . . . R1,n+1(x,xn)
×
−→∏
16i<j6n
R i+1,j+1(xi ,xj ) ·
−→∏
16i<j6n
R i+1,j+1(xi ,xj )
=
−→∏
16i<j6n
R i+1,j+1(xi ,xj ) ·
−→∏
16i<j6n
R i+1,j+1(xi ,xj )
× R1,n+1(x,xn) . . . R12(x,x1) R˜12(x,x1) . . . R˜1,n+1(x,xn)
with values in the tensor product (End(CN ))⊗(n+1). Using the variables
t1(Ω) , . . . , tn(Ω) constrained as in Theorem 1.4, put
xk = ck(Ω) + tk(Ω) +
M
2 for each k = 1, . . . , n .
At t1(Ω) = . . . = tn(Ω) = ∓12 the above equality of rational functions in
x,x1 , . . . , xn then yields the equality of rational functions in x,
R˜1,n+1(x,dn(Ω)) . . . R˜12(x,d1(Ω)) R12(x,d1(Ω)) . . . R1,n+1(x,dn(Ω))
× FΩ (M) = FΩ (M) ×
R1,n+1(x,dn(Ω)) . . . R12(x,d1(Ω)) R˜12(x,d1(Ω)) . . . R˜1,n+1(x,dn(Ω)) .
In view of (5.5),(5.7) and (5.11), this equality proves Proposition 1.7. ⊓⊔
5.4. In this and the next two subsections, we prove Theorem 1.8. We use
the same method as in the proof of Theorem 1.6. As in Subsection 4.4,
fix a standard tableau Λ of shape λ , such that the tableau Ω is obtained
from Λ by removing the boxes with the numbers 1, . . . ,m . Here λ is a
partition of l, and m = l − n. For k = 1, . . . , l write dk = ck(Λ)∓ 12 . The
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standard tableau of shape µ , obtained by removing the boxes with numbers
m+ 1, . . . , l from the tableau Λ , is denoted by Υ .
Put L = N +M . Consider the vector space CL = CN ⊕ CM . In the
present subsection, the rational functions
R12(x,y) , . . . , R1,l+1(x,y) and R˜12(x,y) , . . . , R˜1,l+1(x,y)
will take values in the algebra (End(CL))⊗(l+1) . Take the linear operator
FΛ on the vector space (C
L)⊗ l, this operator is defined by Proposition 3.2.
Lemma. We have the equality in (End(CL))⊗(l+1)
R˜1,l+1(x,dl) . . . R˜12(x,d1) R12(x,d1) . . . R1,l+1(x,dl) · (1⊗ FΛ)
=
(
1 −
l∑
k=1
P1,k+1 −Q1,k+1
x± 12
)
· (1⊗ FΛ) . (5.12)
Proof. Due to Proposition 3.2, the operator FΛ is divisible on the left by
the operator EΛ . Using Proposition 2.5 twice, we can rewrite the product
at the left hand side of the desired equality (5.12) as(
1 +
l∑
k=1
Q1,k+1
x∓ 12
)(
1 −
l∑
k=1
P1,k+1
x± 12
)
· (1⊗ FΛ) ; (5.13)
see (4.11). Due to Proposition 3.3, for any distinct indices i, j ∈ {1, . . . , l}
Q1,i+1P1,j+1 · (1⊗ FΛ) = P1,j+1Qj+1,i+1 · (1⊗ FΛ) = 0 .
Therefore, by using the relations
Q1,k+1P1,k+1 = ±Q1,k+1 for each k = 1, . . . , l
we can rewrite the product (5.13) as at the right-hand side of (5.12). ⊓⊔
The equality (5.12) is the starting point for our proof of Theorem 1.8.
First, consider the case when M = 0 and µ = (0,0, . . .). In this case
N = L, n = l and the standard tableau Ω = Λ has a non-skew shape. In
this case, the left-hand side of (5.12) describes the action of the twisted
Yangian Y(glL, σ) on its module WΩ (0) =WΛ(0); see (5.5) and the end of
Subsection 1.7.
The right-hand side of the equality (5.12) describes the action of the
extended twisted Yangian X(glL, σ) on its moduleWλ(µ) =Wλ , defined in
Subsection 1.8; see (5.9). Indeed, here we have gµ(x) = 1 and βNM = βN .
The image of the operator FΩ (0) = FΛ , as a gL -submodule in (C
L)⊗ l, is
equivalent to the gL -module Wλ . Thus the equality (5.12) shows that in
the case M = 0 the action of the algebra X(glL, σ) on Wλ factors through
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the homomorphism πL : X(glL, σ) → Y(glL, σ); see (1.29). The equality
(5.12) also shows that WΛ and Wλ are equivalent as Y(glL, σ)-modules.
Now suppose thatM > 1. In Subsection 3.4, we introduced a projector
Jm : (C
L)⊗ l → (CM )⊗m0 ⊗ (CN )⊗n . (5.14)
Note that the linear operator (5.14) is GM ×GN -equivariant by definition.
Take the tensor product of the evaluation Y(glL)-modules with the
parameters d1 , . . . , dl . Consider the restriction of this tensor product to
the subalgebra Y(glL, σ) ⊂ Y(glL). Pull this restriction back through the
homomorphism πL ◦ ηL : X(glL, σ)→ Y(glL, σ), see (1.29) and (1.31). The
action of X(glL, σ) on this module is described by the assignment
L∑
i,j=1
Eij ⊗ Sij(x) 7→ R1,l+1(−x− L2 , dl)−1 . . . R12(−x− L2 , d1)−1
× R˜12(−x− L2 , d1)−1 . . . R˜1,l+1(−x− L2 , dl)−1 (5.15)
= f(x+ L2 ∓ 12 ) · R1,l+1(x+ L2 ,−dl) . . . R12(x+ L2 ,−d1)
× R˜12(x− L2 ,−d1) . . . R˜1,l+1(x− L2 ,−dl) , (5.16)
see (5.5). Here the function f(x) ∈ C(x) is defined by (4.15); in the notation
of Subsection 4.4 we have dk = ck ∓ 12 for every k = 1, . . . , l. Denote by
Wl the restriction of this X(glL, σ)-module to the subalgebra X(glN , σ) of
X(glL, σ); here we use the natural embedding ψM : X(glN , σ)→ X(glL, σ).
That is, ψM : Sij(x) 7→ Sij(x) for 1 6 i, j 6 N .
Further, denote by W ∗l the X(glN , σ)-module obtained by pulling the
X(glN , σ)-module Wl back through the automorphism ηN of X(glN , σ).
Note that the vector space of the Y(glN )-modules Wl and W
∗
l is (C
L)⊗ l.
Take the vector space (CM )⊗m0 ⊗ (CN )⊗n. For k = m + 1, . . . , l we
will keep using the notation (4.16). But from now on we will regard P ∧1,k+1
as an operator on the subspace
C
N ⊗ (CM )⊗m0 ⊗ (CN )⊗n ⊂ CN ⊗ (CM )⊗m ⊗ (CN )⊗n . (5.17)
For k = m + 1, . . . , l consider the operator on CN ⊗ (CM )⊗m ⊗ (CN )⊗n,
acting as Q(N) in the first and (k+1)-th tensor factors, and acting as the
identity in the remaining l−1 tensor factors. The restriction of this operator
to the subspace (5.17) will be denoted by Q∧1,k+1. Using this notation, put
R˜
∧
1,k+1(x,y) = 1 +
Q∧1,k+1
x+ y
.
54 Maxim Nazarov
One can define an action of X(glN , σ) on the space (C
M )⊗m0 ⊗(CN )⊗n
by the assignment
N∑
i,j=1
Eij ⊗ Sij(x) 7→
f(x+ L2 ∓ 12 ) · R ∧1,l+1(x+ L2 ,−dl) . . . R ∧1,m+2(x+ L2 ,−dm+1)
× R˜ ∧1,m+2(x− L2 ,−dm+1) . . . R˜
∧
1,l+1(x− L2 ,−dl) ; (5.18)
see below for the proof of this assertion. Denote by Wmn the X(glN , σ)-
module defined by the assignment (5.18). Denote by W ∗mn the X(glN , σ)-
module obtained by pulling the X(glN , σ)-module Wmn back through the
automorphism ηN of X(glN , σ). Using the function h(x) ∈ C(x) defined by
(4.17), the action of X(glN , σ) on W
∗
mn is described by
N∑
i,j=1
Eij ⊗ Sij(x) 7→
h(x− M2 ± 12 ) · R˜1,l+1(x,dl+ M2 ) . . . R˜1,m+2(x,dm+1+ M2 )
× R1,m+2(x,dm+1+ M2 ) . . . R1,l+1(x,dl+ M2 ) .
Note that the X(glN , σ)-module W
∗
mn can also be obtained as follows.
Take the tensor product of the evaluation Y(glN )-modules with parameters
dm+1+
M
2 = d1(Ω) , . . . , dl+
M
2 = dn(Ω) .
Consider the restriction of this tensor product to Y(glN , σ) ⊂ Y(glN ). Then
regard this restriction as X(glN , σ)-module by using the homomorphism
πN : X(glN , σ)→ Y(glN , σ). Pull this X(glN , σ)-module back through the
automorphism
Sij(x) 7→ h(x− M2 ± 12 ) · Sij(x) (5.19)
of the algebra X(glN , σ). The vector space of the resulting X(glN , σ)-
module is (CN )⊗n. Then by regarding (CM )⊗m0 ⊗ (CN )⊗n as X(glN , σ)-
module where every element of X(glN , σ) acts on (C
M )⊗m0 trivially, we
obtain the X(glN , σ)-module W
∗
mn .
Proposition. The projector (5.14) is an intertwiner of X(glN , σ)-modules
Wl →Wmn .
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Proof. Expand the product at the right hand-side of the equality (5.16) as
the sum L∑
i,j=1
Eij ⊗Bij(x)
for certain rational functions Bij(x) ∈ (End(CL))⊗ l(x). It suffices to show
that the sum N∑
i,j=1
Eij ⊗ (JmBij(x)) (5.20)
is equal to the product at the right-hand side of the assignment (5.18),
multiplied by Jm on the right. To show this, let us expand the right-hand
side of the equality (5.16) as the sum of the products
P1ia . . . P1i1Q1j1 . . . Q1jb (5.21)
with coefficients from C(x); here the sum is taken over all subsequences
i1 , . . . , ia and j1 , . . . , jb in the sequence 2, . . . , l + 1. Consider four cases.
1) Suppose that j1 6 m+1. Also suppose that a = 0 or i1 > m+1. In
this case, the product (5.21) is divisible on the left by Q1j1 or by Q i1j1 . The
product (5.21) does not contribute to the sum (5.20) in this case, because
the subspaces CM and CN in CL are orthogonal.
2) Suppose that i1 6 m+1 and b = 0. In this case, the product (5.21)
does not contribute to the sum (5.20); see the proof of Lemma 2.5.
3) Suppose that i1 6 m + 1 and b > 0. Then the product (5.21) is
divisible on the left by Q i1k for some index k ∈ {1, . . . , l + 1}. If k = 1 or
k > m+ 1, then (5.21) does not contribute to the sum (5.20), because the
subspaces CM and CN in CL are orthogonal. If 1 < k 6 m+1, then (5.21)
does not contribute to (5.20), because the subspace (CM )⊗m0 ⊂ (CL)⊗m
consists of traceless tensors with respect to the bilinear form 〈 , 〉 on CL.
4) It remains to consider the case, when both i1 , . . . , ia and j1 , . . . , jb
are subsequences in the sequence m+2, . . . , l+1. Suppose this is the case.
Write (5.21) as the sum L∑
i,j=1
Eij ⊗Bij
for certain elements Bij ∈ (End(CL))⊗ l . If b > 0, the product (5.21) can
also be written as
P1ia . . . P1i1 Pjb−1jb . . . Pj1j2Q1jb .
Using this observation and Lemma 2.5, we prove that in our remaining case
N∑
i,j=1
Eij ⊗ JmBij = P ∧1ia . . . P ∧1i1Q∧1j1 . . . Q∧1jb Jm . ⊓⊔
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Corollary. The projector (5.14) is an intertwiner of X(glN , σ)-modules
W ∗l →W ∗mn .
5.5. Let us continue our proof of Theorem 1.8. Consider the image of the
subspace (3.25) under the operator FΛ on (C
L)⊗ l. Note that this image is
contained in the subspace WΛ ⊂ (CL)⊗ l. Consider the X(glN , σ)-module
Wl defined in Subsection 5.4; the vector space of this module is (C
L)⊗ l.
Proposition. The image of the subspace (3.25) under the operator FΛ is
an X(glN , σ)-submodule of Wl .
Proof. The action of the coefficients of the series Sij(x) with 1 6 i, j 6 N
on the X(glN , σ)-module Wl is described by the assignment (5.15). Here
we use the natural embedding ψM : X(glN , σ) → X(glL, σ). Consider the
product in the algebra (End(CL))⊗(l+1)(x), displayed at the right-hand
side of the equality (5.16). We have a relation in this algebra,
R1,l+1(x+
L
2 ,−dl) . . . R12(x+ L2 ,−d1)
× R˜12(x− L2 ,−d1) . . . R˜1,l+1(x− L2 ,−dl) · (1⊗ FΛ) = (1⊗ FΛ)
× R˜1,l+1(x− L2 ,−dl) . . . R˜12(x− L2 ,−d1)
× R12(x+ L2 ,−d1) . . . R1,l+1(x+ L2 ,−dl) ; (5.22)
see Subsection 5.3. Consider the 2l factors displayed in the last two lines
of the relation (5.22). Expand the product of these factors as the sum
L∑
i,j=1
Eij ⊗ Cij(x)
where Cij(x) ∈ (End(CL))⊗ l(x). Consider the restrictions of the operator
values of the functions Cij(x) with 1 6 i, j 6 N to the subspace (3.25). By
an argument similar to the one used in the proof of Proposition 5.4,
N∑
i,j=1
Eij ⊗ (Cij(x) | (CM )⊗m0 ⊗ (CN )⊗n)
= R˜
∧
1,l+1(x− L2 ,−dl) . . . R˜
∧
1,m+2(x− L2 ,−d1)
× R ∧1,m+2(x+ L2 ,−dl) . . . R ∧1,l+1(x+ L2 ,−dl) .
In particular, the operator values of the functions Cij(x) with 1 6 i, j 6 N
preserve the subspace (3.25). Now Proposition 5.5 follows from (5.22). ⊓⊔
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The X(glN , σ)-moduleW
∗
l has been obtained fromWl by pulling back
through an automorphism of X(glN , σ). So Proposition 5.5 has a corollary.
Corollary. The image of the subspace (3.25) under the operator FΛ is an
X(glN , σ)-submodule of W
∗
l .
5.6. In this subsection we will complete the proof of Theorem 1.8. Consider
the image of the subspace (3.25) under the linear operator
JmFΛ : (C
L)⊗ l → (CM )⊗m0 ⊗ (CN )⊗n .
Due to Proposition 3.3, this image coincides with the vector subspace
WΥ ⊗WΩ (M) ⊂ (CM )⊗m0 ⊗ (CN )⊗n . (5.23)
Indeed,
JmFΛ | (CM )⊗m0 ⊗ (CN )⊗n = (EΥ | (CM )⊗m0 )⊗ FΩ (M) ;
see (3.26) and (3.35). It now follows from Corollaries 5.4 and 5.5 that the
vector subspace (5.23) is a submodule in the X(glN , σ)-module W
∗
mn . Let
us denote this submodule of W ∗mn by W . Note that W is a subquotient of
the X(glN , σ)-module W
∗
l by definition.
The description of the X(glN , σ)-moduleW
∗
mn given just before stating
Proposition 5.4, yields the following description of the X(glN , σ)-module
W . Take the Y(glN , σ)-module WΩ (M) as defined in Subsection 1.7. Then
regardWΩ (M) as X(glN , σ)-module by using the homomorphism πN . Pull
the X(glN , σ)-module WΩ (M) back through the automorphism (5.19) of
the algebra X(glN , σ). Now extend the resulting action of X(glN , σ) on
the vector space WΩ (M), to the vector space WΥ ⊗WΩ (M) so that ev-
ery element of X(glN , σ) acts on WΥ as the identity. Then we obtain the
X(glN , σ)-moduleW . Note that the subspaceWΥ of the vector space (3.24)
is equivalent to Wµ as a representation of GM ; see Proposition 3.3.
Consider the vector subspaceWΛ ⊂ (CL)⊗ l as a representation of GL ,
equivalent to Wλ. Then regard WΛ as X(glN , σ)-module by pulling back
through the homomorphism βNM : X(glN , σ)→ U(gL), see (1.37).
Proposition. The X(glN , σ)-module W is a subquotient of the X(glN , σ)-
module WΛ.
Proof. By (1.37), we have βNM = βL ◦ ηL ◦ ψM ◦ ηN . Consider WΛ as a
submodule in the restriction of the tensor product of the evaluation Y(glL)-
modules with the parameters d1 , . . . , dl to Y(glL, σ) ⊂ Y(glL). Then regard
WΛ as a X(glL, σ)-module, using the homomorphism πL . We have already
shown that the resulting action of X(glL, σ) in WΛ factors through the
homomorphism βL : X(glL, σ) → U(gL). Hence the X(glN , σ)-module WΛ
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as defined above can also be obtained by pulling the just determined action
of X(glL, σ) on WΛ , back through the injective homomorphism
ηL ◦ ψM ◦ ηN : X(glN , σ)→ X(glL, σ) .
ThusWΛ is a submodule in the X(glN , σ)-moduleW
∗
l . But by definition,W
is a quotient of a certain X(glN , σ)-submodule ofW
∗
l . The latter submodule
of W ∗l is contained in WΛ . ⊓⊔
We can now complete our proof of Theorem 1.8. Let us consider the
restriction of the representation WΛ of the group GL to the subgroup GM .
Realize the vector space (1.5) as
HomGM (WΥ ,WΛ ) . (5.24)
Since the image of the homomorphism βNM is contained in the subalgebra
of GM -invariants BN (M) ⊂ U(gL), the action of the algebra X(glN , σ) on
WΛ induces an action of X(glN , σ) on (5.24). If GL = SpL , then this action
of X(glN , σ) on (5.24) is irreducible, see [MO, Section 4]. If GL = OL, then
(5.24) is irreducible under the joint action of the algebra X(glN , σ) and the
subgroup GN ⊂ GL .
The operator (5.14) is GM × GN -equivariant, and the vector space
WΥ ⊗WΩ (M) of the X(glN , σ)-module W comes with the natural action
of the group GM ×GN . The action of GM on W commutes with the action
of the algebra X(glN , σ). By Proposition 5.6, the X(glN , σ)-module
HomGM (WΥ ,W ) (5.25)
is a subquotient of the X(glN , σ)-module (5.24). It is also a subquotient
of (5.24) as a representation of the group GN . Since (5.24) is irreducible
under the joint action of X(glN , σ) and GN , this action must be equivalent
to the joint action of X(glN , σ) and GN on (5.25); see Proposition 3.5.
The X(glN , σ)-module (5.25) can also be obtained in the following way.
Take the Y(glN , σ)-module WΩ (M) as defined in Subsection 1.7. Regard
WΩ (M) as X(glN , σ)-module by using the homomorphism πN . Finally, pull
this X(glN , σ)-module back through the automorphism (1.24) of X(glN , σ),
where
g(x) = gµ(x− M2 ± 12 )−1 .
Here we use Lemma 4.4. This explicit description of the X(glN , σ)-module
(5.25) completes the proof of Theorem 1.8. We also obtain Proposition 1.4.
5.7. In this subsection, we prove analogues of the results of Subsection 4.3
for the twisted Yangian Y(glN , σ). Due to (1.31) and (1.32), for the elements
S
(1)
ij ∈ X(glN , σ) we have ηN (S(1)ij ) = S(1)ij and βN (S(1)ij ) = −Eji − σ(Eji);
here the matrix unit Eji is regarded as a generator of the algebra U(gN ).
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Therefore for any non-negative integer M , by the definition (1.38) of
the homomorphism βNM : X(glN , σ)→ U(gN+M ) we obtain the equality
βNM (S
(1)
ij ) = −Eji − σ(Eji) ; (5.26)
at the right-hand side of this equality we have an element of the subalgebra
U(gN ) ⊂ U(gN+M ). This equality shows that the element S(1)ij ∈ X(glN , σ)
acts as −Eji − σ(Eji) on the X(glN , σ)-module Wλ(µ). Here we use the
fact that the coefficient of the series (1.40) at x−1 is zero; see also (1.24).
Consider the surjective homomorphism πN : X(glN , σ) → Y(glN , σ),
and the embedding U(gN ) → Y(glN , σ) defined by (1.41). Using the first
statement of Theorem 1.8, we can regard Wλ(µ) as Y(glN , σ)-module. The
right-hand side of the equality (5.26), as an element of the subalgebra
U(gN ) ⊂ Y(glN , σ), coincides with πN (S(1)ij ) ; see (1.41). Independently
of Theorem 1.8, this coincidence shows that the action of the elements S
(1)
ij
on the X(glN , σ)-module Wλ(µ) factors through the homomorphism πN .
Moreover, this coincidence shows that the natural action of the algebra
U(gN ) on Wλ(µ) coincides with its action as a subalgebra in Y(glN , σ).
Let us now consider the Y(glN , σ)-module WΩ (M). It is a submodule
in the restriction of the tensor product (1.36) of evaluation Y(glN )-modules
to the subalgebra Y(glN , σ) ⊂ Y(glN ), see also (1.35). Observe that the
embedding U(gN ) → Y(glN , σ) as defined by (1.41) can also be obtained
by restricting the embedding U(glN ) → Y(glN ) to Y(glN , σ) ⊂ Y(glN ) ;
see (1.25) and (1.29). Here we use the equality (5.8) in glN ⊗ glN . But the
action of the subalgebra U(glN ) ⊂ Y(glN ) on the Y(glN )-module (1.36)
coincides with the natural action of U(glN ) on the vector space (C
N )⊗n ; see
Subsection 4.4. Therefore the natural action of U(gN ) onWΩ (M) coincides
with its action as a subalgebra in Y(glN , σ).
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