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Einleitung 
Konstruktionsaufgaben werden im Maschinenbau typischerweise analog zu 
bereits gelösten Aufgabenstellungen umgesetzt. Dabei liegt der Unterschied 
der Vorgehensweisen zwischen einem jungen Spezialisten und einem erfah-
renen Konstrukteur in der Anzahl bereits bearbeiteter Probleme und der 
ihnen vertrauten Lösungsmöglichkeiten. Denn erst der langjährige Umgang 
mit einer bestimmten Materie begründet eine Wissensbasis, auf die dann in 
unterschiedlicher Form zugegriffen wird. Dies geschieht einerseits über indi-
viduell erworbene Kenntnisse und Erfahrungen, die sowohl intuitiv wie struk-
turiert eingesetzt werden, und andererseits über formalisiertes und katalogi-
siertes Wissen, die als formalisierte Wissensobjekte und digitale 
Konstruktionswerkzeuge zur Verfügung stehen. 
Letztlich beruht aber auch das formalisierte Technikwissen auf individuellen 
Erhebungen, Überlegungen und Erkenntnissen, die in langwierigen Harmo-
nisierungs-prozessen zu Standards verdichtet werden. In der Normungsar-
beit sowie in Entwicklungs- und Forschungsvorhaben entstehen im Diskurs 
der Ingenieure und Wissenschaftler Regeln und Richtlinien, die den Entwick-
lern und Konstrukteuren schließlich als Handwerkszeug bereitgestellt wer-
den. Dieser meist mehrstufige und intransparente Prozess der Daten- und 
Wissensaufbereitung kennzeichnet sowohl unternehmensinternes Wissens-
management wie auch auf Normen abzielende und branchenweit angelegte 




Seitdem die Methoden der Künstlichen Intelligenz (KI) in den Fokus der Inge-
nieure gelangt sind, spielen sie bei der Aufbereitung von Daten zur Produkti-
onssteuerung eine zunehmende Rolle. Betrachtet man die Produktentste-
hung ebenfalls als Phase eines Prozesses, wird deutlich, dass die 
Voraussetzungen für den Einsatz von KI hier ebenfalls gegeben sind. Zwar 
werden die Eingangsdaten für die Lernphasen nur sehr verzögert und teil-
weise sporadisch erzeugt. Dennoch gibt es für kontinuierliche Verbesse-
rungsprozesse, die sich analog zum reibungslosen Produktionsablauf verhal-
ten, keine Alternative. 
Im Rahmen des Artikels wird ein Ansatz für einen "intellektuellen Konstrukti-
onsassistenten" auf der Basis digitalisierter Erfahrung vorgeschlagen. Diese 
an die analytischen und numerischen Verfahren anknüpfenden Assistenten 
werden unter Verwendung von Methoden der Künstlichen Intelligenz er-
zeugt. Sie sollen bereits bekannte Wissenselemente und Erfahrungen auf-
nehmen und durch eine fortgesetzte Spiegelung an der Realität fortschrei-
ben, ohne dass eine aufwendige Algorithmenbildung und zeitraubende 
Numerik den Transfer neuer, oftmals inhärenter Erkenntnisse in die tägliche 
Praxis und damit das Qualitätsmanagement behindert. Wissensunterschiede 
zwischen Abteilungen können auf diese Weise schnell beseitigt und Bildungs-
unterschiede zwischen Mitarbeitern ausgeglichen werden. Andererseits 
kann hiermit in den Unternehmen aber auch die Abbildung besonderer Stär-
ken durch einen automatischen Abgleich gleichgelagerter Konstruktionen vo-
rangetrieben werden. 
Produktentwicklung als erfahrungsgebundener Prozess 
Die Arbeitsweise eines erfahrenen Konstrukteurs hat in der Regel assoziati-
ven Charakter und greift auf bereits von ihm oder von Kollegen abgeschlos-
sene Aufträge zurück, die der aktuellen Aufgabe möglichst nahekommen. 
Eine notwendige Bedingung für die Entwicklung neuer Konstruktionslösun-
gen ist, dass auf alles Wissen einer Organisation transparent und strukturiert 
zugegriffen werden kann. Da das Wissen immer häufiger in automatisierten 
Prozessketten verarbeitet wird, sollte es entsprechend gestaltet sein und in 
digitaler Form vorliegen. Gelegentlich sind Klassifikationssysteme mit den 





Anschließend werden die Lösungswege an das aktuelle Projekt angepasst. 
Intuition und Erfahrung dienen hierbei als hauptsächliche Entscheidungs-
werkzeuge und bilden mit Berechnungen und neueren technischen und wis-
senschaftlichen Erkenntnissen eine weitere Grundlage für das Lösungsge-
rüst. Man kann diesen Ablauf in folgenden drei Schritten zusammenfassen: 
 1. Die Suche nach „Close Design Solutions“ als Vorlage für das  
  aktuelle Problem. 
 2. Die konzeptionelle Anpassung an die aktuellen Erfordernisse. 
 3. Die detaillierte, den Anforderungen entsprechende Ausarbei-
tung. 
Grundsätzlich neue Produktentwicklungen sollen hier nur insofern betrach-
tet werden, als sie innerhalb des verfügbaren Wissensspektrums liegen. Dazu 
zählen natürlich auch solche Lösungen, die aufgrund der durch viele Inter-
dependenzen verursachten Komplexität den herkömmlichen Auslegungs-
prozessen meistens verwehrt waren. 
Das mathematische Modell eines intellektuellen Assistenten 
Das oben dargestellte dreistufige Modell zur Erzielung einer Projektlösung 
entspricht dem analogen Prinzip der Ähnlichkeits- oder Anpassungskon-
struktion. Der dahinführende Prozess kann durch eine formalisierte techni-
sche Spezifikation in Form eines Vektors der Anforderungen X und des Vek-
tors der Konstruktionspara-meter Y sowie einer Umwandlungsfunktion f(X) 
repräsentiert werden. Der Eingangsvektor X = (x1, ..., xn) beinhaltet bei einer 
Getriebeauslegung zum Beispiel Anforderungen wie die Eingangsleistung an 
der Welle und die erforderliche Winkelgeschwindigkeit. Der Ergebnisvektor Y 
= (y1, ..., ym) beschreibt dagegen die gewonnen Konstruktionsparameter wie 
Abmessungen, Übersetzung und Zähnezahl am Ritzel (siehe Abb. 1). Die Er-
zielung einer neuen konstruktiven Lösung YNeu entspricht also der Funktion: 
YNeu = f (XNeu) 
Die verwendete Funktion f(X) ist in ihrer detaillierten Form zwar zunächst un-
bekannt, kann jedoch mit Hilfe von Intuition und klassifiziertem Wissen ange-
nähert werden. Voraussetzung ist allerdings dass es eine formalisierte Basis 




diskreten Anforderungen (X1,Y1),… (Xn,Yn) gibt. Der erfahrene Konstrukteur er-
kennt schnell, welche Projekte i mit entsprechenden Xi-Werten den Anforde-
rungen XNeu des neuen Projektes am nächsten kommen. Dies lässt erwarten, 
dass die entsprechenden Yneu-Parameter den gewünschten Anforderungen 
ebenfalls nahekommen werden.  
 
Abbildung 1:  Prozessmodell Entstehung einer Konstruktionslösung 
Die Annahme hierbei ist, dass ähnliche konstruktive Lösungen einen repro-
duzierbaren Einfluss der Eingangsparameter Xi auf die Parameter der kon-
struktiven Lösung Yi haben. Diese zunächst trivial anmutende Prämisse ist 
eine der Grundlagen der Tätigkeit eines erfahrenen Ingenieurs. Er reduziert 
nämlich umfangreiche analytische und numerische Prozesse auf die intellek-
tuelle Verarbeitung vorhandener Erfahrung. Mathematisch gesehen kann 
dieser Prozess als eine Optimierungsaufgabe auf der Grundlage eines Re-
gressionsmodells unter Verwendung einer vorhandenen „Datenbank“ mit 
bekannten Lösungen beschrieben werden. Auf diese Weise kann der Kon-
strukteur selbst komplexe Optimierungen durchführen, ohne die inneren Zu-
sammenhänge einer Aufgabe näher zu beleuchten. Denn dies leisten die in-
tellektuellen Fähigkeiten seiner neuronalen Netze, die in der 
Problemerfassung sowie in ihrer Assoziations- und Kombinationsfähigkeit 
ein jahrelanges Training erfahren haben. Die Methoden der Künstlichen In-
telligenz setzen genau hier an: bei der Nachbildung klassischer geistiger Tä-
tigkeiten.  
Die Verarbeitung von Informationen durch einen Ingenieur lassen immer ei-
nen gewissen Interpretationsspielraum zu, sie können unscharf und wider-
sprüchlich sein. Die rechnergestützte Verarbeitung verlangt dagegen, jeden-
falls heute, formalisierte Prozessparameter. Das heißt alle am Prozess 
beteiligten Informationen wie Produkteigenschaften, Anforderungen und 




und. Dies kann am besten durch eine geeignete Klassifikation erreicht wer-
den. Wie diese beschaffen sein sollte bzw. welches System man implemen-
tiert, richtet sich nach dem Aufgaben-gebiet und nach den am jeweiligen Ver-
fahren beteiligten Nutzergruppen. 
Ein kurzer Einblick in die Methoden der Künstlichen Intelligenz 
Es gibt sehr viele Prozesse, die zu kompliziert sind, um sie analytisch zu be-
schreiben. In solchen Fällen erfahren Methoden der Künstlichen Intelligenz 
eine zunehmende Bedeutung. Eine besondere Stellung nimmt hierbei das 
Maschinelle Lernen ein. Beim Maschinellen Lernen werden aus Beispielen 
gleichgelagerter Aufgabenstellungen innere Gesetzmäßigkeiten bzw. funkti-
onale Zusammenhänge identifiziert und extrahiert. Dies geschieht unter Ver-
wendung bestimmter Lernalgorithmen innerhalb neuartiger KI-Entwick-
lungsumgebungen, deren Reifegrad außerordentlich schnell wächst. Im 
Gegensatz zu deduktiv aus Daten und explizitem Wissen erstellten Experten-
systemen und Wissensdatenbanken, die aufwendig zu pflegen und dement-
sprechend sehr wenig flexibel sind, erfolgt die Wissensrepräsentation hierbei 
mit Hilfe des Maschinellen Lernens, ohne dass explizite Regeln generiert wer-
den (Felden 2016). Mit Deep-Learning als Teilbereich des Maschinellen Ler-
nens werden heute vor allem Sprache und Bilder erkannt und klassifiziert. 
Dabei wird üblicherweise eine sehr große Menge an Daten benötigt, denn 
um ein Objekt zu erkennen, muss dieses in leichter Variation in sehr großer 
Anzahl in den Lerndaten vorhanden sein. Inzwischen gibt es aber auch An-
sätze, um Erkenntnisse auch schon aus einer vergleichsweise geringen Da-
tenmenge zu gewinnen (Döbel I., u.a., 2018). Ein neuronales Netz besteht aus 
künstlichen Neuronen und orientiert sich hinsichtlich seines Aufbaus und sei-
ner Funktionsweise am menschlichen Gehirn. Dadurch soll ein neuronales 
Netz in der Lage sein, besonders realistische Berechnungen zu erstellen (Lit-
zel 2016). Der schematische Aufbau eines künstlichen neuronalen Netzes 
(KNN) ist in der nachstehenden Abbildung dargestellt.  
Hierbei sieht man, dass die KNN aus mehreren Schichten künstlicher Neuro-
nen bestehen. Lernen bedeutet dabei, aus den Differenzen zwischen den 
Ausgabewerten und den richtigen Antworten rückwärts die Korrekturen der 




von Signalen verarbeiten die KNN Zahlenmengen, welche mathematisch ge-
sprochen als „Vektoren“ transformiert werden (Döbel I., u.a., 2018).  
Um das angestrebte Ziel, die Entwicklung eines „intellektuellen Konstruktion-
sassistent“ zu erreichen, ist gemäß dem vorgeschlagenen dreiphasigen Mo-
dell ein synthetischer Ansatz erforderlich, der sowohl die Wissensbasis als 
auch Regressionsmodelle umfasst. Künstliche neuronale Netzwerke bieten 
sich hierfür insofern an, als sie sowohl Klassifizierungsaufgaben als auch die 
Regressionsbildung unterstützen können. 
 
Abbildung 2:  Aufbau eines künstlichen neuronalen Netzes (KNN) (Haykin 2009, adaptiert) 
Die Anwendung von künstlichen neuronalen Netzen 
Für die Nutzung von neuronalen Netzen gibt es mittlerweile eine Vielzahl von 
Entwicklungsumgebungen. Da zum Zeitpunkt der Sammlung erster Erfah-
rungen mit neuronalen Netzen gute Programmierkenntnisse in der C# -Spra-
che vorlagen, fiel die Auswahl auf die API von Accord.Net. Aus heutiger Sicht 
wäre die Entscheidung eher zugunsten von Keras oder Tensorflow getroffen 
worden, die auf der Sprache Python basieren, da hiermit auch eingebettete 
Lösungen realisiert werden können. Außerdem kann dabei auf die nicht zu 
unterschätzende Erfahrung und Unterstützung der heute sehr großen Com-




Die Verwendung von einem neuronalen Netz setzt ein entsprechendes Trai-
ning des Netzes voraus. Im Allgemeinen besteht das Ziel des Trainings darin, 
die Intensität der Gewichte für die Informationsübertragung zwischen den 
Neuronen zu finden. Die auf vorbestimmten Lernregeln beruhende Lern-
phase eines neuronalen Netzes liegt deshalb im Aufbau einer Regression, die 
sich dem ursprünglich bekannten Satz experimenteller Daten maximal annä-
hert. Lernregeln wie die Hebb-Regel, Delta-Regel, Backpropagation (Kriesel 
2010) sind stark von der Art des Netzes und den Lerndaten abhängig und 
sollen hier zunächst nicht näher betrachtet werden. Stattdessen wird der Fo-
kus auf die Aufbereitung der Lerndaten gelegt, denn diese bilden den eigent-
lichen Content bzw. die zu digitalisierende Erfahrung ab. 
Die Vorgehensweisen bei der Entwicklung eines KI-Modells richten sich da-
nach, ob bereits ähnliche Aufgabenstellungen und entsprechende Modelle 
existieren. Denn setzt man eine komplexe Aufgabe auf ein schon bestehen-
des KI-Modell auf, kann der eigene Trainingsaufwand verringert werden und 
die benötigte Datenmenge hält sich in Grenzen. Idealerweise muss man die 
Maschinen so aufbauen, dass sie auch anhand weniger Beispiele lernen kön-
nen (Döbel I., u.a., 2018). 
Digitalisierung des Wissens und der Erfahrung 
Wie bereits vorher ausgeführt wurde, kann jede erfolgreiche Konstruktion 
durch die Vektoren X (Eingabeparameter) und Y (Produktmerkmale, Bei-
werte) beschrieben werden. Daher reicht es aus, diese beiden Vektoren in 
einer Datenbank abzulegen, um erfolgreiche und beispielhafte Lösungen 
eindeutig zu kennzeichnen. Bei einer neuen Konstruktionsaufgabe wird dann 
gemäß einem neuen Eingabevektor Xneu mit Hilfe des angelernten neurona-
len Netzes (gewonnenes Regressionsmuster) der neue Vektor Yneu bestimmt. 
Erweist sich das dabei erzielte Ergebnis als zutreffend, kann es unmittelbar 
bzw. nach entsprechender Korrektur für das Nachlernen des Systems ge-
nutzt werden. Dies führt zu einer fortschreitenden Festigung des Modells.  
Bevor man mit der Eingabe der charakteristischen Merkmale des Erfahrungs-
wissens beginnt, kann es sinnvoll sein, die Aufgabe so zu strukturieren, dass 
sie in mehrere Teilaufgaben zerfällt. Solche Teilaufgaben können z.B. bereits 
bekannte, in Normen und Richtlinien abgebildete Zusammenhänge beschrei-




Grundlage zu stellen. Zwar führt die Umsetzung einer Norm nach einem 
standardisieren Prozess, z.B. zur Berechnung von Schrauben oder Wellen, 
nicht zu neuen Erkenntnissen, bildet aber die Basis für die nachfolgende Er-
weiterung auf komplexere und praxisnahe Aufgabenstellungen. Ergänzt wer-
den können die herkömmlich gewonnenen normierten Erfahrungen mit em-
pirisch gewonnenen Erkenntnissen. Allgemein gilt, dass unterschiedliche 
Verfahren der Datenerhebung wie Messungen, Beurteilungen und Tester-
gebnisse als Referenzdaten für das Maschinelle Lernen in Frage kommen 
(Bortz 1984). Gemeinsam mit dem Fundus an theoretischen Grundlagen aus 
dem jeweiligen Fachgebiet führen diese Daten schließlich zum „intellektuel-
len Assistenten“. 
Ein Beispiel für die Entwicklung eines solchen Assistenten ist die Werkstoff-
kenndaten-Ermittlung nach FKM (FKM 2012) in Abhängigkeit von der Teilege-
ometrie und den Betriebsbedingungen. Dabei beschreiben die identifizierten 
Muster die Eigenschaften von Materialien unter realen Einflüssen, und zwar 
quantitativ mit bestimmten Toleranzen, die u.a. von der Größe des verfügba-
ren Datenkonvoluts abhängen. So ist es möglich, für dedizierte Einsatzbedin-
gen eines Produktes Kennwerte zu erhalten, die zuvor niemals gemessen 
wurden. Bei diesem Beispiel basierte die Modellerstellung allerdings noch 
auf herkömmlichen Regressionsmethoden und auf individuellen Interpreta-
tionen des jeweiligen Bearbeiters. Durch die Einführung von KI wird die bis-
her durch Formelwerke repräsentierte Abstraktionsebene entbehrlich und 
es können auf der Basis von künstlichen neuronalen Netzen deutlich genau-
ere Modelle erstellt werden. 
Eine praktische Anwendung 
Mit der Anwendung des Maschinellen Lernens in der Konstruktion lässt sich 
nicht nur die Performance eines Prozesses verbessern wie bei der Bildung 
von Ersatz-modellen für FE-Berechnungen auf Basis künstlicher neuronaler 
Netze, sondern es lassen sich auch vollständig neue Prozesse generieren. 
Nachfolgend wird ein Beispiel für die Erstellung einer neuartigen Rückwärts-
rechnung auf Basis der bekannten Parameterbeziehungen aus der Vorwärts-
rechnung dargestellt. Hierbei geht es um den rechnerischen Nachweis der 
Lebensdauer einzelner Komponenten im Betrieb. Ein gutes Beispiel dafür ist 




Wälzlagers. Für diese Aufgabe existieren die analytischen Methoden der 
etablierten Norm DIN ISO 281. Mit ihnen ist eine Nachrechnung ausgewähl-
ter Komponenten bzw. Konfigurationen möglich. 
Die DIN ISO 281 wird verwendet, um die Beziehungen zwischen der gewähl-
ten Geometrie und Belastung eines Lagers mit den gesuchten Größen wie 
Lebensdauer und statische Sicherheit zu beschreiben. Hier soll nun ein 
künstliches neuronales Netz (KNN) mit den beschriebenen Berechnungspa-
rametern trainiert werden, so dass im Laufe des Trainingsprozesses die in-
verse Funktion für die Abhängigkeit der Geometrieparameter des Lagers von 
der Belastung, der geforderten Lebensdauer und der statischen Sicherheit 
entwickelt wird. 
Zunächst erfolgt eine Vorwärtsrechnung für eine Welle-Lager Baugruppe mit 
folgenden Parametern: 
Lager: Rillenkugellager; Innendurchmesser d = 60 mm, Außendurchmesser 
Da = 78 mm, Lagerbreite B = 10mm, dynamische Tragzahl C = 12600 N, stati-
sche Tragzahl C0=11100 N.  
Belastung: Radiale Kraft Fr = 1500 N, Axiale Kraft Fa = 900N.  
Antriebsdaten: Drehzahl n = 1200 1/min. 
Mindestlebensdauer: lh10 = 2000 h. 
Mindestsicherheit (statisch): 1,3 
Ein nach DIN ISO 281 durchgeführter Lebensdauernachweis liefert eine zu 
erwartende Lebensdauer von 2672 h und eine statische Sicherheit S0 von 
7,4. Damit ist die Konstruktion mit dem Faktor 1,3 dynamisch und dem Faktor 
5,0 statisch ausreichend dimensioniert. 
Für dieselbe Aufgabe wird ein neuronales Netz aufgebaut und trainiert. Als 
Entwicklungsumgebung für das Maschinelle Lernen wurde die Open-Source 
Bibliothek Accord.Net (Accord.net 2019) ausgewählt. Das aufgebaute Netz 
besteht aus drei Schichten. Die erste Schicht beinhaltet sechs Neuronen und 
die Ausgabeschicht vier. Beide Größen entsprechen der Anzahl der Eingabe- 
bzw. Ausgabeparameter. Die Zwischenschicht setzt sich aus 25 Neuronen 
zusammen. Die Anzahl der Neuronen in der Zwischenschicht wurde experi-




in der Testphase. Die Trainingsdaten beinhalten eine Geometrievariation des 
Lagers der Lagerreihe 618 entsprechend dem inneren Durchmesser von d = 
20 mm bis d = 80 mm. Die Belastungen werden von 10 N bis 1500 N jeweils 
für die radiale und axiale Kraft variiert. Insgesamt wurden dafür etwa 1200 
Datensätze generiert. Anschließend erfolgte die Prüfung des Modells an Test-
beispielen, die nicht in der Lernphase verwendet wurden. Ein Auszug aus 
dem Vergleich der mit dem neuronalen Netz ermittelten Größen mit den 
Werten aus der analytischen Berechnung ist in der Abbildung 3 dargestellt. 
 
Abbildung 3:  Vergleich der Ergebnisse (analytisch nach DIN ISO 281 
  und mit Maschinellem Lernen (ML)) 
Die Auswertung der Ergebnisse dieser Nachrechnungen zeigt eine maximale 
Abweichung von knapp 13% bei der statischen Sicherheit und ca. 5% bei den 
anderen Größen. Diese Werte können durch eine Feinjustierung des künstli-
chen neuronalen Netzes bzw. der zum Anlernen verwendeten Daten redu-
ziert werden. Für die prinzipiellen Überlegungen ist dies aber hier nicht not-
wendig. 
Eine weitaus komplexere Aufgabe stellt sich, wenn es nicht um eine Verifizie-
rung, sondern um die Auswahl einer optimalen Lagergeometrie bei gegebe-
 
 
nem Wellendurchmesser geht. Konventionell kann diese Aufgabe über Nach-
rechnungen mit unterschiedlichen Geometrien für vorhandene Annahmen 
zum Last- und Betriebszustand gelöst werden. Das kann zu einer großen An-
zahl von Berechnungen führen, bevor eine optimale Lösung gefunden wird. 
Allerdings beschränkt sich dabei der Lösungsraum auf die im Katalog vorhan-
denen Ausführungen.  
Im Rahmen der dargestellten Überlegungen wird dagegen ein Weg skizziert, 
mit dem man unter Verwendung von Methoden des Maschinellen Lernens 
eine Rückwärts- oder Entwurfsberechnung erzeugt. Hierbei wird durch das 
Anlernen eines neuronalen Netzes mit den vertauschten Eingabe- und Aus-
gabeparameter aus der Vorwärtsrechnung ein geeignetes Prozessmodell ge-
neriert. Da die inverse Aufgabe eine sehr große Anzahl an Lösungen aufwei-
sen kann, werden bestimmte Betriebs- und Geometriebedingungen 
angenommen, um die Variantenvielfahl bei den Lösungen einzuschränken. 
In den Abbildungen 4 und 5 ist der Aufbau des jeweiligen KNN-Berechnungs-
modells für die Vorwärts- und Rückwärtsrechnung dargestellt. 
 
Abbildung 4:  Aufbau des KNN-Modells für die Nachrechnung 
 




Für das Anlernen des Zweiten KNN-Modells wurden die gleichen Lernbei-
spiele verwendet wie für das erste Modell. Die Prüfaufgabe wurde wie folgt 
definiert: 
Es ist ein Lager zu finden welches für die Betriebsbedingungen von: Fr: 450 
N, Fa: 1200 N und n= 800 1/min und der erwarteten Lebensdauer von 15000 
h verwendet werden soll. Der Wellendurchmesser soll 85 mm betragen. 
Nachfolgend ist der Vergleich der Ergebnisse der durchgeführten Berech-
nungen mit KNN und dem konventionellem Software (nach DIN ISO 281) dar-
gestellt. 
 
Quelle d [mm] D [mm] B [mm] C [N] C0 [N] Lh10[h] S0 [-] 
Berechnung DIN 
ISO 281 
85 110 13 20400 19800 18069 22,8 
KNN 85 109 12,6 17034 19240 15000 16,6 
Tabelle 1:  Ergebnisse der Auslegung 
Die Analyse des Ergebnisses ergibt, dass die Geometrieproportionen der La-
gerreihe 618 eingehalten wurden. Das mit KNN ermittelte Lager war nicht 
Gegenstand der Lernbeispiele und repräsentiert damit eine völlig neue Lö-
sung im Vergleich zur konventionellen Vorgehensweise. Mit der Erweiterung 
dieses Modells auf weitere Parameter wie Lagertyp, Lagerreihe, etc. wird es 
möglich sein, auf Basis der Beziehungen aus dem Nachrechnungsprozess 
den Auslegungsprozess noch besser zu unterstützen. 
Fazit 
Die Anwendung von Maschinellem Lernen wird der Maschinenbau-Konstruk-
tion neue Impulse geben. Wertvolle Erfahrungen und Erkenntnisse aus un-
gezählten Projekten, die heute auf viele Mitarbeiter und Dokumente verteilt 
sind und nur in wenigen Fällen einem stringenten und nachvollziehbaren Al-
gorithmus folgen, können nunmehr, wenn auch unscharf, nachvollziehbar als 
Muster und Modelle unternehmensweit und generationenübergreifend ab-
gelegt werden. Voraussetzung ist allerdings eine merkmalsorientierte Be-
schreibung der Bedingungen und Anforderungen bereits ausgeführter Pro-




Ausgehend von den Grundlagen des Konstruierens und des Maschinellen 
Lernens wurde aufgezeigt, wie sich standardisierte Berechnungsabläufe mit 
hinreichender Genauigkeit auch als KI-Modell darstellen lassen. Ihre Wirkung 
entfalten diese normenbasierten Modelle allerdings erst dann, wenn eigene 
Konstruktionsergebnisse sowie verifizierte Projekte der Fach-Community 
hinzukommen und den engen Bereich der Norm auflösen. In der Folge las-
sen sich Berechnungsnormen auf der Basis offener KI Umgebungen in Rich-
tung spezieller Problemstellungen erweitern, ohne dass analytische Bezie-
hungen entwickelt werden müssen. 
Es wurde darüber hinaus nachgewiesen, dass mit Hilfe Künstlicher Neurona-
ler Netze auch Vorlagen für Auswahlprozesse und Auslegungsberechnungen 
erzeugt werden können. Die KI-Modelle werden dabei aus den vertauschten 
Input- und Output-Daten einer großen Menge ausgeführter Projekte und Be-
rechnungen abgeleitet. Dies gilt für numerische Analysen wie FEM-Berech-
nungen, die in KI-gestützten Ersatzmodellen abgebildet werden, ebenso wie 
für die heute meist vielschichtigen, durch viele Iterationen geprägten Ausle-
gungsverfahren in den verschiedenen Phasen der Produktentstehung.  
Weitere Arbeiten werden insbesondere die Anpassung der Entwicklungsum-
gebung an die besonderen Bedingungen der Anwendung, die Usability der 
Anwendung selbst, die Erweiterung der Anwendung auf Autorenfunktionen 
sowie die Entwicklung mehrstufiger Netzwerke betreffen. Dabei gilt es, die 
Dynamik der eigenen Arbeiten und Überlegungen jederzeit mit den am Markt 
verfügbaren Entwicklungswerkzeugen abzugleichen. Schließlich stellt sich die 
Aufgabe, diese neuen Konstruktionswerkzeuge in die die Arbeitsabläufe der 
Konstrukteure so einzubinden, dass der dabei entstehende Content nicht 
nur von jedermann genutzt und überprüft, sondern auch auf seine eigenen 
Ergebnisse hin angepasst und erweitert werden kann. 
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