An artificial neural network approach to laser-based direct part marking of data matrix symbols by Porter, J. David et al.
AN ABSTRACTOF THE DISSERTATIONOF
Witaya Jangsombatsirifor the degree of Doctor ofPhilosophy in Industrial and
Manufacturing Engineeringpresented onMarch 8111,2004.
Title: An Artificial NeuralNetwork Approach to Laser-basedDirect Part Marking of Data Matrix Symbols.
Abstract approved
.71dPort
Abstract
Certain applications haverecently appeared in industrywhere a traditional
bar code printedon a label will not survive because theitem to be tracked hasto be
exposed to harsh environments.Laser direct-part marking isa manufacturing
process used to create permanentmarks on a substrate that couldhelp to alleviate
this problem. In thisresearch, a 532rim laser was utilized to createa direct-part
marked Data Matrixsymbol onto carbon steelsubstrates with different carbon
content. The quality of thelaser marked Data Matrixsymbol was then evaluated
according to the criteriaoutlined in the ISO/IEC16022 bar code technology
specification for Data Matrix.
Several experimentswere conducted to explore the effectsthat different
parameters have on the qualityof the laser direct-partmarked symbols. First,an
experiment was conductedto investigate the effect oftwo different laser tool path
Redacted for privacypatterns.In later experiments, parameters suchas type of carbon steel, percent of
laser tool path overlap, profile speed,average power and frequency were found to
have significant effectson the quality of laser direct-part marked Data Matrix
symbols. The analysis of the resultsindicated that contrast and print growthwere
the critical standard performancemeasures that limited laser direct-part marked
Data Matrix symbols from achievinga higher final grade. No significant effects
were found with respect to other standard performancemeasures (i.e., encode, axial
uniformity, and unusederror correction).
Next, the experimental data collectedfor contrast and print growthwas
utilized as training, validation andtesting data sets in the modeling of artificial
neural networks for the laser direct-partmarking process.Two performance
measures (i.e., mean squared error and correlation coefficient)were employed to
assess the performance of the artificial neural networkmodels.Single-output
artificial neural network modelscorresponding to a specific performancemeasure
were found to have good learning and predictingcapabilities. The single-output
artificial neural network modelswere compared to equivalent multiple linear
regression models for validationpurposes. The prediction capability of the single-
output artificial neural network models withrespect to laser direct-part marking of
Data Matrix symbolson carbon steel substrates was superior to that of the multiple
linear regression models.®Copyright by Witaya Jangsombatsiri
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DIRECT PART MARKING OF DATA MATRIX SYMBOLS
1. INTRODUCTION
Bar code technology has been used successfully for the last 40years to
increase productivity and to minimize humanerror by providing an automated
means for data collection and product tracking. In most applications, the bar code
symbol is printed onto a label that is then attached toan item that needs to be
tracked. The amount of information thatcan be encoded onto a label (in the form
of a bar code) is therefore limited by the size of the item and thetype of bar code
symbology used.
Recently, applications have appeared in industry in whicha bar code
symbol must fulfill the following two requirements (Payne, 1999):
1. Survive exposure to harsh environments.
2. Encode large amounts of information in a smallspace.
The second requirement has been fulfilled with the utilization oftwo-
dimensional bar code symbologies. Two-dimensional symbologies allow for the
generation of bar codes (typically referred toas symbols) that are capable of
encoding information in a fraction of thespace required by one-dimensional bar
code symbologies, as depicted in Figure 1 (Sharp, 2001).2
OREGON TE UNIVERSITY
Figure 1: Code 39 Bar Code and DataMatrix SymbolEncoding
"Oregon State University".
One-dimensional symbologies encode information intoa bar code by
varying the width of alternating whitespaces and dark bars.Two dimensional
symbologies, on the other hand, encode information by varyingboth the width and
the height of the bar code symbol's physical elements(e.g., cell or a bar).In
addition, two-dimensional symbologies allow for higherdata security through the
implementation of embedded error correction algorithms. Severaltwo-dimensional
bar code symbologies have been acceptedas a standard for product tracking in
industry, including Data Matrix, PDF 417, and Maxicode(Palmer, 2001). Data
Matrix is one of the most popular two-dimensional bar codesymbologies and has
been adopted by a large number of industry associationsfor part tracking purposes
such as the automotive and aviation industries (NASA,2001).
Nonetheless, the utilization of two-dimensional bar code symbologiesdoes
not address the first requirement: implementing bar codetechnology in a harsh
environment. For a bar code symbol to be undamaged when exposedto a harsh
environment, it must be embedded directlyonto the item to be tracked.This is
achieved with an approach knownas direct-part marking. Direct-part marking can
be performed through a variety of manufacturingprocesses including chemicaletching, dot peening, and laser marking.Laser marking is essentially a thermal
process that employs a high intensity beam of focused laser light to create a
contrasting mark on the substrate surface (Ng & Yeo, 2001). Laser marking has
been commonly used to create an alphanumeric codeon the surface of a product to
indicate the date of manufacture, best-before, serial number, etc. (McKee, 1996).
1.1Motivation of the Research
The biggest challenge in a direct-part marking application is to consistently
produce good quality direct-part marked machine-readable marks. The fact that
this problem has not been overcome is mainly due to tworeasons: 1) the laser
marking literature that addresses this problem isscarce, and 2) a quality assessment
standard for direct-part marked machine-readable marks does not exist (Sharpe,
2001). Presently, a machine-readable mark (e.g.,a Data Matrix symbol) is created
without a true assessment of its resulting quality.
Last but not least, there is no modeling tool that can be used to design laser
direct-part marking processes of machine-readable marks whena new type of
substrate is involved.This is mainly due to the complexity of laser-material
interaction mechanisms. Therefore,a laser direct-part marking process for a
specific substrate is normally designed by adjusting laser machine parameters via
trial and error.4
1.2Objectives of the Research
The objectives of the proposed researchwere:
1.To identify the specific laser parameters that havea significant effect on
the resulting quality ofa laser direct-part marked Data Matrix symbol.
The quality of the laser marked Data Matrix symbol will be evaluated
according to the criteria outlined in the ISO/IEC 16022 bar code
tecimology specification for Data Matrix. This standard is specific for
assessing the quality of Data Matrix symbols producedon paper
substrates.
2.To develop an artificial neural network model that will predict the
quality of a direct-part marked Data Matrix symbol basedon a given set
of input laser parameters and selected properties of the substrate.
1.3Contribution of the Research
The primary objective of this researchwas to provide more understanding
and knowledge on thelaser marking process of machine-readable marks.
Specifically, this research addressed the issues involved with usinga laser to direct-
part mark a Data Matrix symbol on cold-roll carbon steel substrates with different
carbon contents.It is expected that this research will provide useful experimental
results that could be used to developa quality assessment standard specifically
targeted to direct-part marked machine-readable symbols.5
Moreover, this research explored the suitability of artificial neural networks
modeling techniques as ameans to support the design of laser direct-part marking
processes. An artificial neural networks-based tool was developed to assist in the
selection of the initial laser parameters to producea direct-part mark on a new
substrate based upon its critical properties.2. BACKGROUND
2.1Direct-Part Marking
Having the ability to produce permanent bar codes directlyon parts that can
be reliably read and that are resistant to harsh operational conditions has generated
a lot of interest in industry in recent years. Many industry associations such as the
Automotive Industry Action Group (AIAG), Semiconductor Equipment and
Materials International (SEMI), Electronics Industry Association (ETA), Automatic
Identification Manufacturers Association (AIM) and the Air Transportation
Association (AlA) have already adopted direct-part markingas a method for
applying permanent marks for identificationpurposes (Cherniavsky, 1999).
The most important effort to date in outlining industry-wide procedures for
direct-part marking has been led by the National Aeronautics and Space
Administration (NASA). These NASA guidelinesare specific for producing direct-
part marked Data Matrix symbols onto parts with a variety of processes such as
electro-chemical etching, dot peening, ink jet, molding, and laser marking. NASA
indicates that laser marking is the most appropriate technique for producing Data
Matrix symbols on small parts due of the flexibility of the laser spot size (NASA,
2001).
Three different approaches exist to produce a permanent mark usinga laser
and they differ in the way the laser beam and the substrate interact.These
approaches are:7
.Laser Coloring. Involves employing a low power laser to pass across
the substrate surface in order to create contrast for the markedarea. No
burning, melting, or vaporizing of the substrate occurs with this
approach.
.Laser Etching. This process requires a more powerful laser than that
employed in the laser coloring process to melt the surface of the
substrate material.
.Laser Engraving. This process requires an even higher poweron the
laser because the marking is done by vaporizing the surface of the
substrate material.
Different levels of laser power may lead to different effects dependingupon
the properties of the substrate that is being laser marked. For example,a particular
power level applied on a substrate such as aluminum may result in laser engraving
but it will only produce laser coloring ina harder substrate, such as carbon steel.
Therefore, the level of laser power is one of the most important factors in laser-
based direct-part marking.['I
2.1.1Data Matrix Symbology
Data Matrix is a matrix, two-dimensional symbology developed by RVSI
Acuity CiMatrix that has been accepted bymany organizations as a standard for
direct-part marking identification. The characteristics that make the Data Matrix
symbology suitable for direct-part marking applicationsare the easily scalable size
of the symbol and its data encoding capability. The size ofa Data Matrix symbol
can range from a 1 mil (1 mil = 0.001 inches) square to a 14-inch square. These
features also make Data Matrix very suitable for markingon small parts.
A Data Matrix symbol consists of two major components:a finder pattern
and data regions, as depicted in Figure 2.The finder pattern is made up of two
separate components: a solid dark line that delineates the left and lower side of the
symbol and a line of alternating dark and light modules that outlines the right and
upper side of the symbol. The solid dark line of a Data Matrix symbol is used by a
reader (i.e., scanner) to determine physical size, orientation and symbol distortion,
while the line of alternating dark and light modules is mainly used to define cell
structure.The data regions contain nominal modules representing the encoded
data. In a larger Data Matrix symbol employing higher levels oferror checking and
correction, the data regions are separated by alignment patterns.2000):
Finder Pattern
Iu.
C
Alignment Pattern Data Regions
Figure 2: Structure of a Data Matrix Symbol.
The basic characteristics of Data Matrix symbols are as follows (ISO/IEC,
.Both the ASCII (128 characters) and extended ASCII character sets can
be encoded.
.A Data Matrix symbol is constructed with many square cells known as
modules (see Figure 2).Data is encoded in a binary format: a dark10
module represents a binary one whereasa light module represents a
binary zero.
Data Matrix allows for error checking and correction (ECC). Thereare
two types of ECC that can be used with Data Matrix symbols: ECC 000-
140 and ECC 200.According to the ISO/IEC 16022 standard, ECC
000-140 is recommended for closed applications for whichone party is
responsible for producing and reading the symbols. ECC 200 provides
a better error checking and correction algorithm and is recommended for
newly developed applications.
The size of a Data Matrix symbol employing ECC 000-140can vary
from 9 modules square to 49 modules square. The size ofa Data Matrix
symbol employing ECC 200 can vary from 10 modulessquare to 144
modules square.
The largest Data Matrix symbol employing ECC 200 (i.e., 144 modules
square) can encode either up to 2335 characters of alphanumeric data,
1556 characters of 8-bit byte data, or 3116 digits of numeric data.
A Data Matrix symbol is omnidirectional (i.e., orientation independent).
This property allows a reader to capture the symbol inany orientation.11
2.1.2Bar Code Scanning Technology for Direct-Part Marking
Two types of bar code readers are used in traditional data collection
applications: laser based and charge-coupled device (CCD) based. CCD readers
employ the same technology used in digital imagers suchas digital cameras. Both
of these readers decode a bar code by detecting different levels of reflected light
from dark and light features (i.e., bars and spaces). This reflected light is further
analyzed to complete the decodingprocess. The main difference between laser and
CCD based readers is the light detection mechanism. Laser based readers detect
reflected light via an embedded mirror while CCD based readers detect it withan
array of photodiode sensors.Tn the 90s, laser based readers used to outperform
CCD based reader.However, significant enhancements in imaging technology
have allowed CCD based readers to perform comparably with laser based readers
(Palmer, 2001).
The process of reading a bar code starts by using a lightsource to illuminate
the symbol. The light reflected by the arrangement of dark and light features is
detected by an array of photodiode array sensors in the reader, digitized, and then
sent to the processor to complete the bar code decoding process. These stepsare
depicted in Figure 3. In traditional bar code symbols (i.e., black bars printed ontoa
white substrate), black areas absorbmore light than the white areas. For direct-part
marked Data Matrix symbols (assuming ablatedareas represent the black areas on a
traditional bar code), the amount of light reflected depends not onlyon the12
difference in color between the ablated and non-ablatedareas but also on the
difference in surface geometry.
Light
Source
p
Lens
Symbol on a substrate
Light
> Source
Lens
Output
Figure 3: CCD Based Bar Code Reader Arrangement.
2.1.3Standard Performance Measures for the Data Matrix Symbology
According to the ISO/IEC 16022 standard, the quality ofa Data Matrix
symbol can be determined by evaluating the following five performancemeasures:
Decode. A Data Matrix symbol is assigned a grade of "A" if itcan be
decoded using the reference decoding algorithm specified in the
ISO/IEC 16022. Otherwise, it is assigned a grade of"F"13
.Symbol Contrast. To determine a grade for this performancemeasure,
all of the image pixels of the test symbol are first sorted in accordance
with their reflectance values to select the darkest 10% and the lightest
10% of the image pixels. The difference between the arithmeticmeans
of these two groups is defined as symbol contrast.
.Print Growth. Print Growth, defined as the extent to which darkor light
markings appropriately filltheir module boundaries, tests that the
graphical features comprising the symbol have not grownor shrunk
from nominal so much as to hinder readability with less optimum
imaging conditions than the test condition (ISO/IEC, 2000).This
parameter is an important indication of process quality that affects
reading performance.The particulargraphicalstructuresmost
indicative of element growth or shrinkage from nominal dimensions will
vary widely between symbologies, and shall be defined within their
specifications, but will generally be either fixed structures or isolated
elements whose dimension(s)Dis/are determined by counting pixels in
the binary digitized image. More than one dimension, for example both
horizontal and verticalgrowth, may be specified and checked
independently.Each checked dimension shall have specified both a
nominal valueDNOMand maximumDMand minimumDMJNallowed
values.Each measured shall beDnormalized to its corresponding
nominal and limit values:14
S
(D-DNOM) D
ID
>NOM
MAX NOM)
(D DNOM)
Otherwise
(DNOMDMJN)'
Print growth is then graded according to the following criteria:
If 0.50 D' 0.50 A (4.0)
If 0.70 D' 0.70 B (3.0)
If 0.85 D' 0.85 C (2.0)
Ifl.00 D' 1.00 D (1.0)
If D <-1.00 or D' > 1.00F (0.0)
.Axial Nonuniformity. Two dimensional matrix symbols include data
fields of modules nominally lying in a regular polygonal grid andany
reference decode algorithm must adaptivelymap the center positions of
those modules to extract the data.Axial nonumiformity measures and
grades the spacing of the mapping centers, i.e., the sampling points, in
the direction of each of the grid's majoraxes.The gaps between
adjacent sampling points are independently sorted for each polygonal
axis.Then, the average spacing (XAVG) along each axis is computed.
Axial nonuniformity is a measure of how much the sampling point
spacing differs from one axis to another, namely:15
AN
abs(XAVG 'AVG)
{(XAVG + YAvG}
where abs(XAVGAvG) yields the absolute value. Axial nonuniformity
is then graded as follows:
IfAN0.06 A(4.0)
If AN0.08 B (3.0)
IfAN0.10 C(2.0)
TfAN0.12 D(1.0)
IfAN>0.12 F(0.0)
Axial nonuniformity tests for uneven scaling of the symbol that would
hinder readability at some non-normal viewing anglesmore than others
(ISO/IEC, 2000).
.Unused Error Correction. Tests the extent to which regionalor spot
damage in the symbol has eroded the reading safety margin thaterror
correction provides (ISO/IEC, 2000).
The final grade assigned for quality toa Data Matrix symbol will be
determined by the lowest grade obtainedon the above mentioned performance
measures. Table 1 summarizes the different criterion used to grade the quality of a
Data Matrix symbol according to the ISO/IEC 16022 standard.16
Table 1: Summary of Data Matrix Bar Code Print Quality Parameters.
GradeReference
Decode
Symbol
Contrast
Print Growth Axial
Nonuniformity
Unused
Error
Correction
A(4.0) Passes SC70%-O.50D' 0.50 AN0.06 UECO.62
B (3.0) SC 55% -0.70D'0.70 AN0.08 UEC0.50
C (2.0) Sc 40% -0.85D'0.85 AN 0.10 UEC0.37
D(1.0) SC20%-1.00D' 1.00 AN0.12 UECO.25
F (0.0) Fails SC <20% D' <-1.00
orD' >1.00
AN >0.12 UEC <0.25
2.2Laser-Material Interaction
The concept of laser (Light Amplification by Stimulated Emission of
Radiation) is considered to have originated in the1 940s when Valentin A.
Fabrikant stated the possibility of "molecular amplification" in his doctoral thesis
(Kuhn, 1998).In 1945, the maser (Microwave Amplification by Stimulated
Emission of Radiation) was first demonstrated at Columbia University by JamesP.
Gordon, Charles H. Townes, and Herbert J. Zeiger. In its early developmentstage,
laser technology was consideredas "an answer in search of a question". However,
numerous laser applications have been developed in the last two decades (Miller,
1998).
One of the most common laser applications is laser material processing
which includes laser cutting, laser drilling, laser welding, and laser marking.In
ordertosuccessfully employ laserformaterialprocessing,laser-material
interaction needs to be understood.17
Many laser ablation models have been proposed in the literature in recent
years (Peligard et al., 2002). However, none of these models completely simulates
the phenomena due to the complexity of the laser ablation mechanisms. The laser
ablation mechanisms are depicted in Figure 4; solid lines indicate direct channels of
ablation whereas indirect channels are shownas dashed lines.
Laser Light
I
Material Excitation
Temperature Thermal + Direct Bond
Rise non-thermal Breaking
Excitations
4 Volume
Changes Stress
Defects
Ablation Plasma
Formation
Figure 4: Flow Chart of Laser Ablation Process.
Laser ablation is a highly dynamic and complicated process in which
material can be removed by thermal activation through evaporation, photophysical
ablation due to stress, and photochemical ablation through direct bond breaking.I1
These ablation mechanisms are closely related.For instance, while the thermal
ablation is occurring, the rising temperature may induce stress and lead to
explosive-type ablation.In addition, the properties of the material (e.g., optical
properties) change instantaneously due to the high temperatures and stress.The
complexity of the laser ablation process is not only caused by the aforementioned
mechanisms but also by the plasma formation and electric fields induced from the
ejection of electron and ions during the ablation process.
Laser-material interaction can be roughly estimated based on the following
equations:
The average power, (in watts) for pulsed lasers can be calculated
as the energy per pulse (J) times the pulse repetition rate (Hz) (Khun,
1998)
=Epuise x Rrep,.ate (2. 1)
The peak power,peak'(in watts) for pulsed lasers can be calculated as
the energy per pulse (J) divided by the temporal length of the pulse (in
seconds) (Khun, 1998)
Epuise
peak= (2.2)
tpulse
For pulsed laser beams, the pulse fluence (F) can be calculated as pulse
energy divided by area
(2.3)Iv
where E and w represent pulse energy and beam radius, respectively
(Miller, 1998).
The absorption depth of laser energy into the material,dabscan be
expressed as follows (Miller, 1998):
db=-- (2.4)
y4rk
In equation 2.4, ? represents the laser wavelength andk isthe imaginary
part of the refractive index.
m=nik (2.5)
For electromagnetic radiation at normal incidence on an opaque surface
such as that of a metal, the absorptivity, A, independent of polarization
is calculated as (Duley, 1999)
4nA=22 (2.6)
The volumetric energy intensity absorbed by the target material ata
depth z from the surface is given by (Miller, 1998)
Qab (x,y,z,t) (i -R)I(x,y,t)ye (2.7)
The surface normal incidence surface reflectivity, R, is described by
(Miller, 1998)
R=
(ni)2 +k2
(2.8)
(n+l) +k20
The transient temperature field can be calculated by solving the heat
conduction equation
(pc)(T)-Zi=v.(K(T)vT)+Qab(x,y,z,t) (2.9)
where p, C, K and T are density, specific heat for constant pressure,
thermal conductivity, and temperature, respectively (Miller, 1998).
2.3Artificial Neural Networks
Artificial neural networks were inspired from the studies of the biological
nervous system as an attempt to create machines that work in a similar way to the
human brain (Picton, 2000). The human brain is a highly complex, nonlinear, and
parallel computer (Haykin, 1999).Although the computation time of a digital
computer (< 1 0sec) is much faster than that of the human brain (1 0sec), the
human brain outperforms a digital computer in certain tasks suchas pattern
recognition.This is due to the fact that the human brain employs parallel
computing to process information as opposed to sequential computing employed by
a digital computer (Graupe, 1997).
An artificial neural network consists of one or more processing units known
as neurons. A nonlinear model of a neuron is depicted in Figure 5. In this model,
the input signals to neuron k (i.e.,Xkl, Xk2,...,Xkm)are first multiplied by their
corresponding weights (i.e.,Wkl, wk2,...,wkm).In addition, an external parameter21
bias, bk, can be used to alter thenet input. Therefore, the net input to neuron k can
be expressed mathematicallyas:
Vk = WkIXJ +bk (2.10)
An activation function, p(.), is then appliedto equation 2.10 to limit the value of
the neuron's output signal to be withina finite range. This operation is expressed
mathematically as:
Yk=co(vk)
WI( Bias
Xm1 Wkrnl
x Wkm
Figure 5: A Nonlinear Model of a Neuron.
2.3.1TypesofActivation Functions
(2.11)
There are three basic types of activation functions used inartificial neural
networks:
.Threshold Function: an example of this type of activation functioncan
be expressed as:22
(v)= (2.12)
otherwise
The output of a neuron using equation 2.12as the activation function
will be equal to 1 when the input value ismore than or equal to the
threshold, x, and will bezero otherwise.
.Piecewise-Linear Function:an example of this type of activation
function can be expressedas:
1,v1
ço(v)=v,0<v<1 (2.13)
0, vO
The output of a neuron using equation 2.13as the activation function
will take a value betweenzero and one depending on the value of the
input.
Sigmoid Function: This type of activation functionisthe most
commonly used in the construction of artificial neuralnetworks
(Haykin, 1999). Equation 2.14 isan example of a sigmoid activation
function.
1
ço(v)=
1+exp(av)
(2.14)
The slope of this example sigmoid activation functioncan be varied by
changing the value ofa.As the slope approaches infinity, a sigmoid
activation function will also be similarto a threshold activation
function.23
2.3.2TypesofArtificial Neural Networks' Architectures
An artificial neural network is constructedby putting many processing
units, or neurons, together.Fundamentally, there are three different classes of
artificial neural network architectures:
Single-layer feed-forward networks
Multilayerfeed-forwardnetworks(alsoknownasmuitilayer
perceptrons)
.Recurrent networks.
Multilayer feed-forward networksare the most widely used and best
understood of all the different artificial neuralnetworks (Picton, 2000). A typical
multilayer feed-forward network consists of threedifferent components: one input
layer, one or more hidden layers, andone output layer, as illustrated in Figure 6.
Input layer nodes are connected to hiddenlayers with weight factors,w11..The
outputs of the hidden layer nodesare then connected to output layer nodes with
weight factors, w. The outputs of theprevious adjacent layer are used as inputs
for the next adjacent layer. The hidden layerworks as a "black box" attempting to
extract higher-order statistics between input andoutput.
In a multilayer feed-forward artificial neuralnetwork architecture, the
number of hidden neurons and hidden layers isdecided on a case by case basis. In
other words, the structure of the artificialneural network architecture is application-
dependent.24
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Input 1
Input 2
Input 3
Hidden Layer
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Output 1
Output 2
Output 3
Figure 6: Multilayer Feed-forward Network Architecture.
2.3.3Training an Artificial Neural Network
The next step after defining the architecture andstructure of an artificial
neural network is to train it by presenting it witha set of input-output data. During
the training processes, the weights associatedwith the neurons will be adjusted
based on the value of input-output pairs.This is done through an operation in
which the artificial neural networkcaptures the relationship between the input and
the output data.
There is no unique algorithm to trainan artificial neural network. One of
the most popular algorithms for traininga multilayer feed-forward network is the
back-propagation algorithm proposed by Rumelhart, Hintonand Williams (1986).25
The steps involved in the back-propagationalgorithm for training a multilayer feed-
forward network areas follows (Haykin, 1999):
1.Initialization. Assign the weights using randomvalues from a uniform
distribution whose mean iszero.
2.Presentation of Training Examples.Present the prepared training
examples to the artificial neural network.
3.Forward Computation. Witha set of training examples(x(n),d(n)),
wherex(n)is the input vector andd(n)represents the desired response
vector, the input signal to neuronj in layer 1 is
1) (1)
v1(n) = (n) (2.15)
i=o
Then the output, oj, ofneuron j will be determined from the selected
activation function.At the output layer, the error signal will be
calculated as
e(n) =d(n)o(n) (2.16)26
4. Backward Computation. Calculate the S(i.e., local gradient) for each
connection of the artificial neural network usingthe following equation:
r (L)
e (n)ço (v1
(L)
(n)) for neuron j in output layer L
(1)= (') v (1+1) (1+1) (2.17) (n))8 (n)wkf (n)forneuronjinhiddenlayer 1
k
Then, modify the weights of the artificialneural network according to
the generalized delta rule:
(i-I) (1)
w1' (n + 1)= (n) + a[w111 (n - 1)] + (n)y (n)(2.18)
whereiis the learning-rate parameter andais the momentum
constant.
5.Iteration.Repeat the process of forward and backward computations
using new epochs of training examples.Stop the training after the
stopping criterion is met.27
3. LITERATURE REVIEW
As stated in Section1.2,the objective of this research was to first identify
the specific laser parameters that have significanteffects on the resulting quality of
a laser marked Data Matrix symbol.Once this was accomplished, an artificial
neural network model was developedto predict the quality of a laser direct-part
marked Data Matrix symbol basedon a given set of input laser parameters. To
accomplish these goals, different methodologiesfor generating permanent marks
with laser technology and modeling strategiesaimed at predicting the outcome of
such processes were addressed.
This section summarizes the research effortscompleted thus far in the field
of laser marking. In Section3.1,the review of literature focusingon laser marking
is presented.Section 3.1 is divided into three sub-sections basedon important
elements in laser marking studies. Section3.2presents the review of laser marking
modeling. Then the status of artificial neuralnetworks in laser-material processing
application is presented in Section3.3.The last section gives the summary of the
literature review.
3.1Laser Marking
Laser radiation is employed in laser markingto produce a mark on a
substrate either by ablationor by causing a color change in the surface layerthrough instantaneous localized heating (Klimt, 1988).A laser mark can take a
number of forms: black carbonization; bleachingor color change of a colorant in
the material; physical modification of thesurface finish; scribing a shallow groove
into the material by vaporization; highly-controlledmodification of the surface by
melting; and a combination ofany of these processes (McKee, 1996).
Industrial laser systemswere first introduced in the late 1960s, when a
couple of Q-switched CW Nd:YAG laser markingsystems were developed in the
U.S. and West Germany in 1969. However, thesesystems were too expensive and
therefore cost prohibitive for most applications (Weiner,1976). Personal computer
(PC) based desktop laser systemswere not available on a broad scale until the mid
1 980s. This marked the advent of the first relativelyinexpensive laser markers for
producing computer-generated letter-qualitytype images (Hayes, 1997). By the
end of the 1980s, the niche market of laser markingexperienced an increased
specialization due to the potential for this technologyin most manufacturing
environments (Hayes, 1997).
One of the first applications of laser markingsystems was for scribing
(Garman & Ponce, 1986). Since then, laser marking hasbeen utilized in a variety
of applications suchas marking silicon wafers and printed-circuit-board (PCB5) in
the electronic industry and marking artificial hip jointsin the medical industry
(Crafer & Oakley, 1993).In the automotive industry, laser marking has been
employed for marking car dash logos and engineparts and to produce bar codes to
represent part numbers on identification tags and cylinder bore sizeson engine29
blocks (Garman & Ponce, 1986). However,there still exist issues that need to be
resolved regarding the quality and thereforereadability of the produced marks
(Sharpe, 2001).
3.1.1Laser Parameters and TypeofSubstrate
In laser direct-part marking,a specific set of laser parameters used in
conjunction to mark different types of substrates will resultin different types of
laser-material interactions.The relationship between specificsets of laser
parameters and their effect on different substrates has been studiedextensively over
the last 20 years (O'Reilly, Mosher, Goffe, 1979;McKee, 1996; Qi, Wang, Liang,
Zhu, Fang, 1998; Ba, 1998; Hayakawa, 2000; Ng& Yeo, 2001).In all these
studies, the main objective has beento identify the laser parameters that have the
most significant effect on a substrate.
O'Reilly, et al., (1979) presenteda set of equations describing the marking
of metallic and organic films witha scanned laser beam. In the experiment they
conducted to investigate the performance of the given equations,beam scanning
velocity, average energy density, andpower were utilized as controlled laser
parameters. They concluded that the equations given fora scanned Gaussian laser
beam could be applied to the marking of metallic and organicfilms.
Qi, et at., (1998) conducted research in laser markingof stainless steel. In
thisstudy,the relationship between thecontrolfactors and mark quality30
characteristics was explored in order to be able to produce highquality marks.
Three laser parameters were chosenas control factors:electric current used for
generating the laser beam, pulse frequency, and traverse speed of the laserbeam.
Based on the results obtained from the experiments, itwas concluded that an
increase in pulse frequency led to maximum mark depth but hadno influence on
mark width while an increase in electric current causedan increase in both mark
depth and width. In contrast, an increase in traverse speed ledto a decrease in mark
depth and width. The results also indicated thatan increase in pulse frequency or
electric current caused a lower mark contrast whilean increase in traverse speed of
the laser beam caused a higher mark contrast.
Ba (1998) conducted research to determine the effects of laser beam, optical
system, and workpiece on the quality of calibration tail marks producedon slide
calipers with a Q-switched YAG laser marking system.Laser power (i.e., lamp
current), Q-switch frequency, and beam modewere selected as controlled laser
parameters in this study.According to the experimental results, these controlled
laser parameters had an effect on the quality of the produced calibration tails.The
calibration tails were wider and blacker when lamp currentwas increased.In
contrast, the calibration tails were narrower and lighter when scanning velocitywas
increased. The best quality calibration tailswas achieved when Q switch frequency
was set at mid-value.
Hayakawa (2000) developed a method thatuses a Nd:YAG laser to
effectively produce a mark on glass substrates by laser deposition and laser31
trimming. Lamp current and Q-switch frequencywere used as the controlled laser
parameters in the validation experiments.
Ng & Yeo (2001) studied aesthetic laser markingassessment. Laser power
and scalming velocity were chosenas the controlled laser parameters in the
experiment conducted to validate the proposed qualityassessment of aesthetic laser
marking.Four different surfaces (i.e., clear anodized aluminum, stainlesssteel,
poly-butylene tetra-phthalate (PBT), and phenol formaldehyde)were used in the
validation experiment.
A summary of the laser parameters usedas controlled factors in the studies
discussed in this section is shown in Table 2.Even though a variety of laser
parameters were used in these studies, laserpower, frequency, and scanning
velocity are always present.It is also important to note that with the exception of
the study conducted by Hayakawa, metalswere primarily used as substrates to
conduct the laser marking experiments.32
Table 2: Summary of Controlled LaserParameters and Type of Substrate.
Author(s) Controlled Laser Parameters Type of Substrate
O'Reilly, et. al., (1979) Laser power Metal and others
Scanning velocity
Average energy density
Qi, et. al., (1998) Laserpower(i.e.,electricMetal
current)
Pulse frequency
Transversespeedoflaser
beam
Ba (1998) LaserPower(i.e.,lampMetal
current)
Q-switch frequency
Beam mode
Hayakawa (2000) Lamp current Glass
Q-switch frequency
Ng&Yeo (2001) Laser power Metal and others
Scanning velocity
3.1.2Type of Mark
Marks produced by laser markingcan be categorized into three types:
images (e.g., a straight line, logo), human-readablecharacters (e.g., letters andlor
numbers) and machine-readable symbols(e.g., bar code symbols).In the early
stages of laser marking research,a simple image (e.g., a line) was normally used to
study the laser markingprocess.Saifi & Paek (1973) used straight lines in their
study of the thermal stress distribution oflaser scribing process on a glass substrate.
O'Reilly, et al., (1979) employeda simple image to study the laser marking process33
of metallic and organic films. Finally, Ba (1998) generatedcalibration tail marks in
his study of laser marking of slide calipers.
Recently, the need to produce machine-readable marks has increased in
tracking applications tosupport the implementation of lean supply chain
management (Navas, 2001). Laser marking of machine-readable marks (e.g.,one-
dimensional bar code symbol)was first introduced in the late 1980s as an
alternative to slower mechanical label applicators to generate serialized,permanent,
high quality marks on the surface and edge of PCB (Williams & Healy Jr., 1988).
The major difference between the laser marking of machine-readable andhuman-
readable marks is how the produced marksare read.Machine-readable marks
produced with a laser have to be captured witha reader (e.g., machine vision
system, laser or CCD-based bar code scanners), which is notas flexible as the
human eyes.Consequently, the quality of the laser-etched marks has to be
carefully controlled to ensurea consistent performance from the reader.Parnas
(1989) addressed this issue in the electronic industry where precise, clear,and
permanent marks are critical. He explicitly stated that certain surfaces would not
provide enough color or shade contrast for bar code reading after laser marking and
suggested that a light colored or whiteepoxy ink was silk screened or roller-coated
onto the surface to be marked.
In the late I 990s, the possibility of laser marking two-dimensional bar code
symbols (especially Data Matrix) was first investigated. Sheu (2000) characterized
several commercial laser marking systems for their suitability to produceData34
Matrix bar code symbols onto flexible circuitsfor tracking purposes. Most of the
commercial systems evaluated did not produceacceptable results due to problems
relatedtocontamination,physicaldamages,andreadability.Therefore,
modifications were needed in order to achieve therequired quality. Sheu used a
combination of various design of experiment techniquesto adjust the laser marking
system to improve the readability of the Data Matrix symbolproduced. As a result,
readability higher than the goal (i.e., 95%)was achieved.
Hayakawa (2000) developeda method that uses a Nd:YAG laser to
effectively mark Data Matrix bar code symbolson a glass substrate by laser
deposition and laser trimming. Togenerate a bar code, metal film is first deposited
onto a glass substrate using the laser beam with thepurpose of creating metal
plasma from metal plate. The metal filmon the glass substrate is then trimmed also
using the laser beam. The results obtainedfrom the experiment indicated that this
marking method produces laser marked bar codesthat have stable quality for code
identification due to high contrast and high resolution,and have wide tolerance of
laser power.
3.1.3Quality AssessmentofLaser Produced Marks
Frequently, the quality of a mark produced with laser markingis assessed to
match the requirements ofa particular application.Many quality assessments
methods have been employed by researchers withoutcomplying with a standard.35
The quality measures employed in these studiesvary from simple metrics (e.g., the
geometry of the produced marks) tovery specific metrics (e.g., the luminance ratio
based on spectrophotometric measurements).
The geometry of the laser produced marks is commonly usedas a quality
indicator when the study is not dedicated toa specific application or is dedicated to
a specific application using simple mark types (e.g., straight line). Qi, et al., (1998)
and Ba (1998) employed this approach in their studiesto evaluate the quality of the
produced mark.Qi, et al., used mark depth, mark width, and mark contrastto
evaluate the quality of the mark, whereas Ba analyzed width, color darkness,
appearance of the edge, the end point of the line, its straightness and whether or not
break points were present.
More specific metrics are employed toassess the quality of a laser mark
when the study is dedicated to a specific applicationor when a special type of mark
(e.g., aesthetic logo and machine-readable mark) is employed.For instance, in
Sheu (2000) and Hayakawa (2000) the quality of the marks produced bya laser
was evaluated by their readability characteristics using a CCD-based fixed-mount
camera and a CCD-based bar code scanner, respectively.
In aesthetic marking, the critical factor used for quality assessment is the
colorimetric dissimilarity between the marked and unmarked surface,as perceived
by the human eyes. Ng and Yeo (2001) studied aesthetic laser markingassessment
and introduced a colorimetric indicator called the luminance ratio basedon
spectrophotometric measurements derived from marked and unmarked surfaces.36
According to their study, the luminance ratio provided an effective means to
quantitatively evaluate aesthetically laser marked surfaces.
3.2Modeling of Laser Marking
In spite of the large number of publications on modeling of laser processes
such as laser marking and laser welding, no explicit analytical solution of the
complete set of equations is available (Peligard et al., 2002). This section presents
a review of different techniques that have been used in the modeling of laser
marking processes.
Conde, Lusquifios, Gonzalez, Leon, and Pérez-Amor (2001) developed a
theoretical model to describe the temperature distribution on a plastic material
known as methacrylate during the laser marking process. To assess the validity of
the proposed theoretical model, the heat-affected zone radius calculated by it was
compared to that obtained from experiments.The results indicated that the
theoretical model performed well when the surface temperature reached values
below the ignition threshold. However, when the ignition temperature (733 °K)
was reached, the theoretical model did not perform as well due to additional effects
that were not considered such as internal reflections, exothermic reactions, and
phase transitions (Conde et al., 2001).
Peligrad, Zhou and Morton (2002) proposed a model for laser marking of a
ceramic material (i.e., UK standard construction red clay tiles).This model37
employed a multi-input and multi-output (MIMO) dynamic model (i.e., transfer
function) to relate the control signals (i.e., laser power and beam velocity) to the
temperature distribution and melt pooi width in the ceramic tile.The model was
validated by generating a series of lines onto the specimen surface witha
continuous wave surgical high power diode laser (HPDL).Experimental data
indicated that the dynamics of the temperature distribution and the melt pool width
when actuated by the laser power and traverse speed can be approximated bya (3,
3, 0) auto regressive with an exogenous term (ARX) model.Therefore, it was
concluded that the temperature distribution and melt pool width are good quality
parameters for feedback control systems.
3.3Artificial Neural Networks in Laser-Material Processing
Artificial neural networks have been employed to solve and/or to study
complex problems in many areas such as economics, management, computer
science, and engineering.In laser material processing, this technique has been
employed in many applications such as laser welding, laser cutting, laser bending
and laser marking. A few examples of studies that have employed artificial neural
networks in laser material processing are described in this section.
Jeng, Mau and Leu (2000) employed artificial neural networks to predict
the laser welding parameters in laser butt joint welding.The prediction model
included a program for optimal focused position determination and three artificialneural networks: one learning vector quantization (LVQ) network and two back
propagation networks. The input and output parameters for each artificial neural
network are shown in Table 3.Jeng, et al., verified the prediction model by
comparing the obtained results against the experimental results and concluded that
the prediction model performed satisfactorily.
Table 3: List of Input and Output Parameters of Each Artificial Neural
Network Developed by Jeng, et al. (2000).
Artificial Neural Networks Input Parameters Output Parameters
LVQ Workpiece thickness Over penetration
Laser power No penetration
Welding speed Successful penetration
Back Propagation (Layer 1) Workpiece thickness Maximum welding gap
Laser power
Welding speed
Back Propagation (Layer 2) Workpiece thickness Weld width
Welding gap Undercut
Laser power Distortion
Welding speed
Chang and Na (2001) employed artificial neural networks to predict the
bead shape when using a Nd:YAG laser to spot-weld thin sheets of stainless steel
type 304. Laser spot welding process parameters (e.g., focal length, energy, and
pulse time), sheet metal thickness (e.g., upper and lower plate), gap size, and bead39
shape (e.g., penetration depth and nugget size) of the workpiecewere selected as
the input variables for the back-propagation learning algorithm of the artificial
neural network, while the bead shape (e.g., penetration depth and nugget size) of
the workpiece with various gap sizes was used as the output variable. The artificial
neural network developed was able to predict the laser spot weld bead shape with
an error of less than 10 percent.
Caiazzo, Daurelio, Ludovico, Minutolo, and V. Sergi (2001), created two
Multilayer Perceptron (MLP) network models to predict the melting area and
welding efficiency forCO2laser welding in a variety of stainless steels, including
type 304, 316, 420, and 430, with a wide thickness range. Due to the unsatisfactory
results obtained from the first attempt to use a single artificial neural network
model to predict both output variables, the authors decided to dedicate one artificial
neural network model for each output.The input variables were stainless steel
types (i.e., 304, 316, 420, and 430), laser power level (i.e., 0.3513 kW), welding
speed (i.e., 0.10 9 rn/mm), covering gas (i.e., He andN2),focal length (i.e., 3.75
5 in), converging lens (i.e., ZnSe and KC1), and stainless steel thickness (i.e., 0.40
15 mm). Based on the checking set of the experimental data, the artificial neural
network models developed could be used to effectively forecast the melting area
and the welding efficiency.3.4Summary
Itis evident from the review of the laser marking literature that the
understanding of the physical interaction of light with materials during the marking
process plays an important role in the production of the laser marks on different
types of substrate (McKee, 1996). The important factors often being investigated
include laser parameters (e.g.,frequency, power, and scanning speed) and
properties of the substrate (e.g., thermal diffusivity). The type of marks and the
quality assessment of these marks are addressed insome studies depending on the
purposes of that particular application.With more interest in laser direct-part
marking of two-dimensional bar code symbols, many issues have not been
addressed due to the lack of a standard protocol for this relatively new application.
These important issues include the effects of laser parameterson the quality of the
produced mark and the quality assessment of the mark.
Presently, there is no evidence of research employing artificial neural
networks to assess the quality of the produced marks.Artificial neural networks
modeling techniques have been used in many laser material processing applications
(e.g., laser welding, laser cutting, laser bending, and laser marking). However, just
a few researchers have employed this technique in laser marking studies.
It was expected that this research would fulfill the voids in the body of
literature of laser direct-part marking.Moreover, an artificial neural networks
technique was proposed as a tool to select the appropriate laser parameters for the41
marking process. Finally, a unique quality assessment approach conforming to the
international standard (ISO/IEC 16022) was presented.42
4. RESEARCH METHODOLOGY
In order to effectively fabricate direct-part marked symbols on a specific
substrate, the relationship between the properties of a direct-part marked symbol
and the performance measures that determine the quality of a Data Matrix symbol
needs to be understood. Then, laser parameters can be set so that the preferable
properties of a direct-part marked symbol can be obtained.
Hence, in this research we first determined thkey properties that
significantly affect the quality performance measures of a direct-part marked Data
Matrix symbol,asoutlinedinthe ISO/IEC 16022 standard(Information
TechnologyInternational Symbology SpecificationData Matrix).Then,
artificial neural network models were developed based on the identified properties
of the symbol (as a set of output variables from the model), so that the preferable
direct-part marked symbol's quality could be obtained from a set of given laser
parameters (e.g., laser power, frequency, and scanning speed) and the properties of
the substrate.Finally, an experiment was designed to validate the model
developed. This process is depicted graphically in Figure 7.43
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Figure 7: Research Methodology for Lased-based Direct-part Marking.
As depicted in Figure 7, it was expected that both the laser parameters and
the properties of the substrate would play major roles in determining the quality of
a direct-part marked Data Matrix symbol.
For the purpose of this research, the final grade of a laser marked Data
Matrix symbol was determined by analyzing several key features based on the
ISO/IEC 16022 standard. To the best of our knowledge, there is no previous work
in the literature that has focused on assessing the effect that the properties of a44
direct-part marked symbol have on the symbol quality according to the ISO/JEC
16022 standard.
4.1Experimental Apparatus
4.1.1Laser Micromachining System
The ESI 4410 laser micromachining system was employed to produce the
direct-part marked Data Matrix symbols onto the test substrate. The ESI 4410 isa
Nd:YAG laser with a wavelength of 532 nm. Other relevant specifications of the
laser micromachining system are shown in Table 4.
Table 4: Relevant Specifications of the ES! 4410 Laser
Micromachining System.
Parameter Specifications
AC Power Requirement 15 Amps continuous
Beam Positioner Recoilless X and Y linear motors
Laser EST Nd:YAG laser (532 urn)
Computer Gateway Pentium III 400MHz
Software MS-DOS45
4.1.2Image Capture and Measurement System
After a Data Matrix symbol was laser direct-part marked ontoa substrate,
an image capture and measurement system was employed to analyze the resulting
shape of the individual modules. Figure 8 depicts the major components of this
system.
Figure 8: Image Capture and Measurement System.
The LEICA DM LM microscope is equipped with 2.5X, 5X, and lOX
objective lens that provide 25X, 50X, and 100X magnifications, respectively. The
light source of the microscope is a 100W halogen lamp.This microscope was
employed to analyze such properties of the direct-part marked Data Matrix symbol
as completeness of the edge of a module and the comparison of its actual
dimension against the intended module dimension.A Sony CCD color video camera (model DXC 960-MD)was then used to
capture images from the LEICA DM LM microscope.These images were
transmitted to the VIA-100 video measurement systemso that the features of
individual modules in the direct-part marked Data Matrix symbol could be
measured.
4.1.3Data Matrix Symbol Verifier
The print quality of a bar code symbolcan be evaluated using a device
known as averfIer.Verifiers analyze how well a bar code complies with the
guidelines outlined by a symbology-specific standard.
In this research, the DMx Verifier was used to determine the quality of
direct-part marked Data Matrix symbols according to the ISO/IEC 16022 standard.
The DMx Verifier+ consists of three components:a single slot PCI framegrabber,
the Data Matrix verification software, and the image acquisition equipment. The
verification parameters provided as output by the DMx verifier include the standard
performance measures specified by the ISO/IEC 16022 standard (see Section 2.1.3)
as well as information about cell placement accuracy, cell size uniformity, cell
modulation, and border match percentage.
The MXi hand-held scanner (see Figure 9) was employed to acquire images
of the direct-part marked Data Matrix symbols.These images were further
processed by the single slot PCI framegrabber and the Data Matrix verificationlaser direct-part marked onto them. The protocol followed for the cleaningprocess,
both before and after the laser marking process, was as follows:
1.Prepare the cleaning solution, Liqui-Nox® (Anionic Liquid Detergent)
diluted in water, in a beaker.
2.Put the beaker in an ultrasonic bath.
3.Turn on ultrasonic for five minutes.
4.After turning off ultrasonic, rinse the substrate with acetone and
methanol.
5. Dry the substrate with pressured air.
4.2Substrate Materials
The substrate materials used in this research were carbon steels.These
substrates were selected because they are commonly used in the automobile and
aerospace industries (Davis, 1996).Carbon steels can be divided into three
categories according to carbon content: low-carbon (containup to 0.30% C),
medium-carbon (contain 0.30 to 0.60% C), and high-carbon (contain 0.60 to 1.00%
C) steels.The AISI 1008/1010, AISI 1050 and AISI 1095 representing low,
medium and high carbon steels, respectively,were used as substrate materials in
this research.49
4.3Reference Data Matrix Symbol and Symbol Dimensions
According to the ISO/IEC 16022 standard, a Data Matrix symbol with
dimensions of 16 x 16 modules and ECC 200, and that encodes the data
"30Q324343430794<OQQ" can be used as a reference symbol forprocess control
purposes. An example of a reference symbol is depicted in Figure 10.
Figure 10: ECC200 Reference Symbol Encoding "30Q324343430794<OQQ".
According to the ISO/IEC 16022 standard, the dimensions of Data Matrix
symbol should meet the following specifications:
"X-dimension: the width of a module shall be specified by the
application, taking into account the scanning
technology to be used, and the technology to
produce the symbol
Finder pattern: the width of the finder pattern shall equal X
Quiet zone: the minimum quiet zone is equal to one module
width on all four sides." (ISO, 2000)50
Based on these recommendations and considering both the EST 4420 laser
micromachining system's beam diameter (i.e., 40 .tm) and the resolution of the
MXi handheld reader (i.e., 640x 480 pixels), a modular X-dimension of 400 im
was used to generate the direct-part Data Matrix symbol.51
4.4Experimental Design Approach
Figure 11 depicts the experimental design approach followed in this
research:First, an experiment was conducted to investigate the effect of two
different laser tool path patterns on the quality ofa direct-part marked Data Matrix
symbol. This experiment is described in Section 4.5.
Once an optimal laser tool path pattern was identified, thiswas used to
produce the direct-part marked Data Matrix symbols employed in two separate
experiments: the identification of critical laser parameters experiment and the
acquisition of testing data experiment.The results from the identification of
critical laser parameters experimentwere utilized as the training and validation
data sets in the modeling of the artificial neural networks, whereas the results from
the acquisition of testing data experimentwere used as the testing data set in the
modeling of artificial neural networks. These experimentsare described in Section
4.6 and 4.7, respectively.
Finally, several artificial model networkswere developed and tested. The
modeling approach utilized in this stage of the research is described in Section 4.8.52
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Figure 11: Diagram of the Experimental Studies.
4.5Laser Tool Path Pattern Selection
Before a Data Matrix symbol can be produced on a carbon steel substrate,a
tool path for that particular symbol needs to be generated and loaded onto the laser
machining control computer. Laser tool path pattern, therefore, isone of several
parameters that may affect the final grade of a laser direct-part marked Data Matrix
symbol.
The effect of the laser tool path pattern was investigated througha separate
experiment from those employed to assess the effects of laser parameters and type
of substrate. The laser tool path pattern selectedas a result of this experiment was
used in further experiments to identify the factors that have significant effectson
the quality of direct-part marked Data Matrix symbols. The factors varied in the
experiments included the laser machine settings and the properties of the substrate.53
4.5.1Laser Tool Path Patterns
Two different tool path patternscan be used to create a single module (see
Figure 2) of a Data Matrix symbol.These tool path patterns are referred to as
spiral and zigzag.
4.5.1.1 Spiral Laser Tool Path Pattern
Figure 12 illustrates the procedure utilized to createa single module of a
Data Matrix symbol using the spiral tool pathpattern.With this method, nine
square profiles are needed to generate a single 400 tm X-dimension Data Matrix
module using a Nd:YAG laser witha 40 tm beam diameter. Once the first square
profile has been created, the center point of thelaser beam is shifted 20 jtm
diagonally from the center point of the module untilthe last (and outermost) square
profile is completed.I
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Figure 12: Creating a Cell with Spiral Laser Tool Path Pattern(Ideal Case).
4.5.1.2 Zigzag Laser Tool Path Pattern
Figure 13 illustrates the procedure utilizedto create a single module of a
Data Matrix symbol with the zigzag tool pathpattern. With this method, twenty
straight-line profiles arenecessary to generate a single 400 tm X-dimension Data
Matrix module using a Nd:YAG laser witha 40 p.m beam diameter. Once the first
tool path has been created, the center point of the laser beamis shifted 20 p.m to the
right to point 2. Subsequent tool paths will be createdin the same fashion until the
last(201h)tool path is completed.400
St
Po,
Point 2
20 jim
20th tool path
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Figure 13: Creating a Cell with Zigzag LaserTool Path Pattern (Ideal Case).
4.6Experiment to Identify Critical Laser Marking Parameters
The factors that havean effect on the quality of a direct-part marked Data
Matrix symbol can be classified intotwo categories: laser parameters and
properties of the substrate (see Figure 7).In this research, the specific factors
investigated in each categorywere as follows:
Laser Parameters
oTool Path Overlap56
oProfile Speed
o Average Power
a Frequency
Properties of the Substrate
o Percent of Carbon Content (according to type of carbon steel)
These factors were tested usinga2kfactorial experimental design (where k
represents the number of experimental factors) and their correspondinglevels are
shown in Table 6.
Table 6: Controlled Factors in the Experimentto Identify Critical Laser
Marking Parameters.
Factors Level of theFactor
+
A. Type of Carbon Steel 1008/1010 1095
B. Tool Path Overlap 25% 50%
C. Profile Speed 6 mm/sec 12 mm/sec
D.AveragePower 0.7W 1.4W
E. Frequency 4 kHz 8 kHz
The resulting 32 treatment combinations of the experimentaldesign are
shown in Table 7. Each treatment conditionwas replicated four times resulting in a
total of 128 experiments. These experimentswere conducted in a random order to
minimize experimental bias.57
Table 7: Treatment Conditions of the Experimentto Identify Critical Laser
Marking Parameters.
Conditions Factors
A B C 0 E
1 - - - -
2 - - - - +
3 - - - +
4 - - - + +
5 - - + -
6 - - + - +
7 - - + +
8 - - + + +
9 - + - -
10 - + - - +
11 - + - +
12 - + - + +
13 - + + -
14 - + + - +
15 + + +
16 - + + + +
17 + - - -
18 - - - +
19 - - +
20 + - - + +
21 + - + -
22 + - + - +
23 + - + + -
24 + - + + +
25 + + - -
26 + + - - +
27 + + - +
28 + - + +
29 + + -
30 + + - +
31 + + + + -
32 + + + + +4.7Experiment to Acquire Testing Data for Artificial Neural Networks
Data obtained from theidentificationof criticallaser parameters
experiment was used for training and validationpurposes in the modeling of the
artificial neural network. Anew set of data (i.e., never before presented to the
model) was utilized to test its performance.
Table 8 depicts the controlled factors utilized in the experimentsfor testing.
In addition to the low (-) and high (+) levels for eachcontrolled factor, an
intermediate level (0) was utilized to createa new set of data.
Table 8: Controlled Factors in the Experimentsto Acquire Testing Data.
Factors
Level of the Factor
- 0 +
A. Type of Carbon Steel 1008/1010 1050 1095
B. Tool Path Overlap 25% -- 50%
C. Profile Speed 6 mm/sec 9 mm/sec 12 mm/sec
D. Average Power 0.7 W 1.0 W 1.4 W
E.Frequency 4kHz 6kHz 8kHz
Table 9 depicts the thirty treatment conditions employedto produce a new
set of data. These treatment conditionswere chosen so that each had at least one
controlled factor set at the intermediate level. For example,treatment conditions 1
and 2 have four out of five controlled factorsset at the intermediate level whereas
treatment conditions 3 to 10 each has three out of five controlled factorsset at the
intermediate level. In the same fashion, treatment conditions11 to 22 and 23 to 30
include two and one controlled factors setat the intermediate level, respectively. It59
is important to note that eachtreatment condition consists of a combination of two
levels (i.e., the low and intermediate levelsor the high and intermediate levels).
Table 9: Treatment Conditions for theExperiments to Acquire Testing Data.
Conditions Factors
A B C D E
1 0 0 0 0
2 0 + 0 0 0
3 0 0 -
4 + 0 0 +
5 0 0 0
6 + 0 + 0
7 - 0 0
8 0 + + 0
9 0 0 0
10 + + 0 0 0
11 0____ 0 - -
12 0 + 0 + +
13 0 - 0 -
14 0 + + 0 +
15 0 - - 0
16 + + + 0
17 - 0 0 -
18 + + 0 0 +
19 - 0 0
20 + + 0 + 0
21 - - 0 0
22 + + 0 0
23 0 - - - -
24 0 + + + +
25 - 0 - -
26 + + 0 + +
27 - - 0 -
28 + + + 0 +
29 - - - 0
30 + + + + 0ri&
4.8Modeling of Artificial Neural Networks
The results and analyses of the identification of critical laserparameters
experiment showed that all controlled factors havestatistically significant effects
on the quality measures of a laser direct-part marked Data Matrix symbol. Thus,
these controlled factors (i.e., substratetype, tool path overlap, profile speed,
average power, and frequency) were used as inputs for the artificial neural
networks model. Since the print growth (X-axis andY-axis) before the cleaning
process and the contrast before and after the cleaningprocess are the primary
constraints to the quality ofa laser direct-part marked Data Matrix symbol, these
performance measures were selectedas the outputs of interest of the model.
Figure 14 depicts the approach employed in this researchto design the
artificial neural network models. The inputs andoutputs of interest were identified
from the analyses of the results obtained from theidentification of critical laser
parameters experiment, as described in Section 4.6. The next stepwas to design
the structure (i.e., number of hidden layers and numberof neurons in each layer) of
the artificial neural networks then train them with the dataobtained from the same
experiment. The data obtained from Section 4.7, whichhad never been seen by the
artificial neural network,were used in evaluating the prediction performance of the
trained artificial neural network. An artificial neuralnetwork was trained many
times with the same training data, but with differentstarting weights for the
neurons.In the modeling process,a set of outputs from the artificial neural61
network (i.e., the number of hidden layers and the numberof neurons in each
artificial neural network)were varied to identify the structure that would provide
the best learning and prediction performance.
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Figure 14: An Approach to Designing of Artificial Neural Networks.
4.8.1ArchitectureofEmployed Artificial Neural Network
Figure 15 depicts the architecture of the multilayer feed-forwardartificial
neural networks employed in this research. The artificial neuralnetwork consisted
of five inputs with one ormore hidden layers and provided four outputs.Each
neuron employed the hyperbolic tangent sigmoid function havinga response within
a range of [-1, 1] as the transfer function.Carbor
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Figure 15: Architecture of the Artificial Neural Networks inthis Research.
4.8.2Preprocessingof the Data
Since the transfer function used in the modeling ofan artificial neural
network produces an output withina certain range, it is useful to preprocess the set
of data to be used in training the artificial neural network. In thisresearch, before
the original training data was presentedto an artificial neural network, the inputs
and outputs were scaled so that theywere in the range of [-1,1] using the
MATLAB 6.5 functionpremnmx.
The data was categorized into threegroups (i.e., training data, validation
data and testing data). The training data and validation datawere used during the
training. The testing data setwas used to evaluate the prediction performance of a
trained artificial neural network.63
Training data set
aInputs: treatment conditions of the ident/Ication of critical laser
parameters experiment, as shown in Table 7.
aTarget outputs: results of each of the 128 individual replications,as
shown in Table 17 and Table 18.
Validation data
aInputs: treatment conditions of the identificationofcritical laser
parameters experiment, as shown in Table 7.
o Target outputs: average values of each treatment condition, as
shown in Table 17 and Table 18.
Testing data
oInputs: treatment conditions of the acquisition of testing data
experiment, as shown in Table 9.
aTarget outputs: results of each of the 60 individual replications,as
shown in Table 29 and Table 30.64
4.8.3Performance Assessment of Artificial Neural Networks
In this research, two primary performancemeasures were utilized to assess
the performance of an artificial neural network:
.Mean squared error (MSE)
Correlation coefficient (R)
The MSE was calculated as the difference between thetarget values for the
outputs (i.e., experimental data) and the values of the outputs given bya trained
artificial neural network. Large differences between the valuesof target outputs
and the values of output given bya trained artificial neural network cause high
mean squared errors.
The correlation coefficientwas derived from fitting the target values of
output and the values of outputs obtained froma trained artificial neural network.
The correlation coefficient hasa value between minus one and one. A value of one
indicates that the trained artificial neural network givesoutputs that exactly match
the experimental data with respect to thesame set of inputs.
In summary, these two performancemeasures were utilized to evaluate the
learning and prediction capabilities ofa trained artificial neural network.65
5. RESULTS
5.1Laser Tool Path Pattern Selection Results
An experiment was conductedto investigate the effect of two different laser
tool path patterns (i.e., spiral and zigzag)have on the quality of direct-part marked
symbols. A total of ten reference Data Matrixsymbols were laser direct-part
marked onto a C1008/l010 steel substrate witha thickness of 0.032 inches. Five of
these symbols were produced using thespiral laser tool path pattern and fivewere
produced with the zigzag laser toolpath pattern.The settings of the laser
parameters used to generate these symbolswere as follows:
Tool path overlap:50%
Profile speed: 6 mm/sec
Average power: I Watt
Repetition rate: 4000 Hertz
After the ten reference Data Matrix symbolswere completed, these were
examined with the DMx verifier-f- (seeSection 4.1.3) according to the ISO/IEC
16022standard to assess the effect that the different lasertool path patterns had on
the quality of direct-part marked symbols.This verification process was performed
twice: the first verificationprocess took place within 24 hours after the reference
Data Matrix symbols had been generated;the second verification process was
performed after the reference symbolswent through the cleaning process asdescribed in Section 4.1.4.In both verification processes, each symbolwas
captured five times with the DMx verifier-1- and the results recorded.
5.1.1Verification Results before the Cleaning Process
Table 10 and Table 11 present the quality assessment results obtained
before the cleaning process for the zigzag and spiral laser tool pathpatterns,
respectively. In both tables, when the verificationprocess performed on a reference
symbol resulted in a final grade of F, the value of the standardperformance
measure that caused this result is shown in bold.
The results indicate that the spiral laser tool path pattern produced symbols
with higher average contrast, loweraverage print growth in both axes (i.e., X and
Y), and lower average axial uniformity. However, the zigzag laser tool pathpattern
produced symbols with higher average unusederror correction. The results also
indicate that the spiral laser tool path pattern produced symbols with lowerstandard
deviation for contrast, print growth, axial uniformity, and unusederror correction.
To complement these results, tests of hypotheseswere performed on these
parameters and the results are discussed in Section 5.1.3.1.Table 10: Quality Assessment of Data Matrix SymbolsCreated with Zigzag
Laser Tool Paths (Before the Cleaning Process).
Standard Performance Measures
Print Growth
Unuse ea ma SamIe
'NumberContrast
A ,.Ata.
Error Grade UruformityCorrection
1 27 1.221 0.726 0 1 F
2 30 1.2870.792 0.02 1 F
1 29 1.353 0.759 0 1 F
4 28 1.221 0.792 0 1 F
5 29 1.254 0.693 0.02 1 F
Avg. 28.6 1.26720.7524 0.008 1 F
1 32 1.419 0.792 0 0.67 F
2 31 1.452 0.891 0.02 0.67 F
2 3 31 1.419 0.792 0 0.67 F
4 31 1.386 0.792 0 0.67 F
5 34 1.452 0.891 0.02 0.67 F
Avg. 31.8 1.42560.8316 0.008 0.67 F
1 25 0.858 0.627 0.02 1 D
2 23 0.858 0.627 0.02 1 D
3
3 24 0.891 0.627 0 1 D
4 23 0.924 0.627 0 1 D
5 26 0.891 0.627 0 1 D
Avg. 24.2 0.88440.627 0.008 1 D
1 32 0.924 0.627 0 1 D
2 33 1.023 0.693 0.02 0.84 F
4
3 33 1.023 0.66 0 0.84 F
4 33 1.023 0.66 0 1 F
5 34 0.99 0.66 0 0.84 D
Avg. 33 0.9966 0.66 0.004 0.904 D
1 29 0.792 0.627 0 1 D
2 29 0.825 0.627 0 1 D
3 29 0.759 0.627 0 1 D 5
4 29 0.792 0.627 0 1 D
5 29 0.759 0.627 0 1 D
Avg. 29 0.78540.627 0 1 D
Average 29.321.071840.6996 0.0056 0.91 48 F
Std 3.4110.267470.0899 0.00358 0.14302leT.
Table 11: Quality Assessment of Data Matrix Symbols Created withSpiral
Laser Tool Paths (Before the Cleaning Process).
Standard Performance Measures
Read Print Growth
Unused Final SampleNumberContrast
.Axial Error Grade . . UniformityCorrection
1 29 1.485 0.627 0 1 F
2 29 1.518 0.66 0 1 F
1 29 1.386 0.594 0.02 1 F
4 30 1.353 0.594 0 1 F
5 30 1.452 0.66 0 1 F
Avg. 29.4 1.43880.627 0.004 1 F
1 36 1.155 0.594 0 0.84 F
2 35 1.221 0.627 0 0.67 F
2 35 1.188 0.495 0 0.67 F
4 36 1.089 0.66 0 0.67 F
5 36 1.155 0.66 0.02 0.67 F
Avg. 35.6 1.16160.6072 0.004 0.704 F
1 28 0.759 0.561 0 0.84 D
2 29 0.924 0.627 0 0.84 D
3
3 28 1.023 0.726 0 1 F
4 29 0.891 0.627 0 1 D
5 28 0.924 0.627 0 1 0
Avg. 28.4 0.90420.6336 0 0.936 D
1 29 0.99 0.693 0 0.84 D
2 30 0.858 0.561 0 0.84 D
4
3 30 0.792 0.627 0 0.84 D
4 29 0.891 0.561 0 0.84 D
5 30 0.759 0.627 0.02 1 D
Avg. 29.6 0.8580.6138 0.004 0.872 D
1 32 0.825 0.627 0 1 D
2 32 0.858 0.627 0 1 0
5
3 31 0.825 0.627 0 1 D
4 32 0.858 0.627 0 1 0
5 32 0.792 0.627 0 1 D
Avg. 31.8 0.83160.627 0 1 0
Average 30.961038840.621 72 0.0024 0.9024 F
Std 2.8750.259240.010840.00219 0.122955.1.2Verification Results after the Cleaning Process
Table 12 and Table 13 present the quality assessmentobtained after the
cleaning process results for the zigzag and spiral tool pathpatterns, respectively. It
can be seen in both tables that both laser tool path patterns produced symbols with
perfect unused error correction. The results also indicate thatthe spiral laser tool
path pattern produced symbols witha higher average contrast and higher final
grade (i.e., C). However, the zigzag laser tool pathpattern produced symbols with
a slightly lower print growth on both X and Y axes and lower axial uniformity. In
addition, the results indicate that the spiral laser tool pathpattern produced symbols
with lower standard deviation ofcontrast and print growth but higher standard
deviation of axial uniformity. To complement theseresults, tests of hypotheses
were performed on theses parameters and the resultsare discussed in Section
5.1.3.2.70
Table 12: Quality Assessment of Data Matrix Symbols Created with Zigzag
Laser Tool Paths (After the Cleaning Process).
Standard Performance Measures
smapeRead Print Growth
.Axial Unused Final
NumberContrast Error Grade
x y UniformityCorrection
1 45 0.33 0.198 0 1 C
2 45 0.33 0.264 0 1 C
1 46 0.33 0.264 0 1 C
4 46 0.264 0.231 0 1 C
5 44 0.198 0.231 0 1 C
Avg. 45.2 0.29040.2376 0 1 C
1 32 0.132 0.132 0 1 D
2 34 0.099 0.165 0 1 D
2 32 0.099 0.165 0 1 D
4 32 0.099 0.132 0 1 D
5 35 0.099 0.132 0 1 D
Avg. 33 0.10560.1452 0 1 D
1 41 0.099 0 0 1 C
2 30 0.099 0 0 1 D
3
3 41 0.066 0 0 1 C
4 43 0.099 0 0 1 C
5 40 0.099 0 0 1 C
Avg. 39 0.0924 0 0 1 0
1 36 0.198 0.066 0 1 D
2 34 0.198 0.066 0 1 D
4
3 43 0.165 0.066 0 1 C
4 43 0.165 0.099 0 1 C
5 34 0.33 0.198 0 1 D
Avg. 38 0.2112 0.099 0 1
1 34 0.066 0.066 0 1 D
2 37 0.066 0 0 1 0
3 34 0 0.099 0 1 D 5
4 33 0 0.066 0 1 D
5 34 0 0.132 0 1 D
Avg. 34.4 0.02640.0726 0 1 0
Average 37.920.14520.11088 0 1 D
Std 4.76360.104770.08823 0 071
Table 13: Quality Assessment of Data Matrix Symbols Created with Spiral
Laser Tool Paths (After the Cleaning Process).
Standard Performance Measures
Read Print Growth Unused Final SampleNumberContrast
.Axial Error Grade
X y Uniformity
Correction
1 47 0.495 0.231 0 1 C
2 47 0 0 0.09 1 C
I
3 48 0.462 0.231 0 1 C
4 49 0.429 0.198 0 1 C
5 50 0 0.099 0.09 1 C
Avg. 48.2 0.27720.1518 0.036 1 C
1 39 0.396 0.165 0 1 D
2 52 0.495 0.099 0 1 C
3 56 0.264 0 0 1 B 2
4 54 0.297 0 0 1 C
5 54 0.297 0 0 1 C
Avg. 51 0.34980.0528 0 1 C
1 48 0.396 0.165 0 1 C
2 48 0 0.264 0.08 1 C
3 47 0.396 0.132 0 1 C 3
4 47 0.429 0.132 0 1 C
5 48 0.429 0.165 0 1 C
Avg. 47.6 0.33 0.1 716 0.016 1 C
1 39 0.363 0.099 0 1 D
2 40 0.297 0.132 0 1 C
4
3 40 0.363 0.132 0 1 C
4 40 0.297 0.099 0 1 C
5 40 0.297 0 0 1 C
Avg. 39.8 0.32340.0924 0 1 0
1 49 0.396 0.165 0 1 C
2 47 0.363 0.165 0 1 C
5
3 49 0.396 0.165 0 1 C
4 47 0.363 0.132 0 1 C
5 49 0.297 0.165 0 1 C
Avg. 48.2 0.363 0.1584 0 1 C
Average 46.960.328680.1254 0.0104 1 C
Std 42150.032800.050700.01 590 072
5.1.3EffectofZigzag and Spiral Laser Tool Path Patternson the Standard
Performance Measures
Single-factor Analysis of Variance (ANOVA) tests witha 95% confidence
level were employed toassess the effect of the laser tool path patterns on the
standard performance measures obtained from the created symbols.Single-factor
ANOVA analyses were conductedon the data collected before and after the
cleaning process and the resultsare presented in the following subsections.
5.1.3.1 Analyses of the Results Obtained before theCleaning Process
Table 14 depicts the results of the hypotheses tests performedon the data
collected before the cleaningprocess for each standard performance measure. For
instance, the null hypothesis ofcontrast states that the mean of contrast obtained
from symbols produced with the zigzag laser tool pathpattern, jtzc, is equal to that
obtained from symbols produced with the spiral laser toolpath pattern, tscThe
alternate hypothesis states thatiZCis different fromLsC.73
Table 14: ANOVA Tests of Quality Assessment before the Cleaning Process.
Hypotheses Zigzag Spiral
P-value Statistical
(1ZX) ('sX) Inference
H0: tZC = ,LSC
Contrast 29.32 30.96 0.4349 Accept H0
H1:is
Print Growth:
H0: IIZPx =SPx
X-axis 1.07184 1.03884 0.8479 Accept H0
H1: LZPX JSpx
H0: JiZPy SPy
Y-axis 0.6996 0.62172 0.0906 Accept H0
H1: iZPy tSpy
Axial H0:ZAJtSA
0.0056 0.0024 0.1265 Accept H0 Uniformity H1: .tZA 1SA
Unused Error H0: tZU =
0.9148 0.9024 0.8868 Accept H0 Correction H1: -'zu ts
Note: The first subscript in the means represents the laser tool path pattern(z stands for
zigzag; s for spiral), whereas the second subscript represents the standard performance
measure (e.g., c stands for contrast,stands for unused error correction).
According to the results shown in Table 14, thereare no statistically
significant differences that support rejecting H0 forany of the standard performance
measures. In other words, there are no statistically significant differences to infer
that the contrast, print growth (X and Y axes), axial uniformity, and unusederror
correction obtained from symbols produced with the zigzag and spiral laser tool
path patterns are different.74
5.1.3.2 Analyses of the Results Obtained after the CleaningProcess
Table 15 depicts the results of the hypotheses tests performedon the data
collected after the cleaningprocess for each standard performance measure.It is
important to mention that the results for the unusederror correction were not
reported in the table since all samplesgave the same value of 1.
Table 15: ANOVA Tests of Quality Assessment after the CleaningProcess.
Hypotheses Zigzag Spiral
P-value Statistical
(J.tzx) (lsx) Inference
Contrast H0: tZC = 'sc
37.92 46.96 0.013 Reject H0
H1: tZC LSC
Print Growth:
H0:ZPx = l-SPx
X-axis 0.1452 0.32868 0.0057 Reject H0
H1: izp JlSpx
H0: l-ZPy =SPy
Y-axis 0.11088 0.1254 0.7578 Accept H0
H1: iZPy j.LSPy
Axial H0: 1ZA = .LSA
0 0.0104 0.1817 Accept H0 Uniformity H1: J.'zA .tsA
According to Table 15, the results indicate that thereare no statistically
significant differences to infer that the print growth (Y-axis), axialuniformity, and
unused error correction obtained from symbols produced with the zigzagand spiral
laser tool path patterns are not equal. On the other hand, thereare statistically
significant differences to infer that the contrast obtained from symbolsproduced
with the zigzag laser tool path pattern is less than that obtainedfrom symbols
produced with the spiral laser tool path pattern.75
5.1.4ComparisonofZigzag and Spiral Laser Tool Path Patterns
Table 16 summarizes the hypotheses tests results (before and after the
cleaning process) and shows the preferred laser tool path pattern for each standard
performance measure.
Table 16: Summary of Zigzag and Spiral Laser Tool Path Patterns
Statistical Inferences.
Standard Performance Measures
Cleaning
Contrast
Print Growth Axial
Uniformity
Unused Error
Correction x y
Before ZZISPZZ/SPZZISP ZZ/SP ZZISP
After SP ZZZZ/SP ZZISP ZZ/SP
SP =Spiral Laser Tool Path Pattern; ZZ = Zigzag Laser Tool Path Pattern.
As mentioned is Section 2.1.3, the final grade assigned to a Data Matrix
symbol is the lowest grade obtained among the individual performance measures.
The verification data showed that the print growth (X-axis) was the performance
measure that determined the final grade for the Data Matrix symbol before the
cleaning process, whereas the contrast was the limiting factor after the cleaning
process (see Table 10, Table 11, Table 12 and Table 13).
According to the results shown in Table 16, the spiral and zigzag laser tool
path patterns performed similarly before the cleaning process.However, these
results also show that the spiral laser tool path pattern produces significantly higher
contrast levels than the zigzag laser tool path pattern after the cleaning process.76
In summary, the results show that no statistically significant differences in
quality were found on the Data Matrix symbols produced with the spiral and the
zigzag laser tool path patterns before the cleaning process. However, statistically
significant differences were found between these methods after the cleaning
process with respect to the performance metrics of contrast and print growth (X-
axis). Despite the fact that the zigzag laser tool path pattern produces better results
with respect to print growth (X-axis) than the spiral laser tool path pattern, this
performance measure is not the limitation to obtain a better final grade for the Data
Matrix symbol after the cleaning process.Therefore, the spiral laser tool path
pattern was selected to be employed in the remaining experiments conducted in this
research.77
5.2Results from the Experiment to Identify Critical Laser Marking
Parameters
The identification of critical laser parameters experimentwas performed to
investigate the effect that different factors have on the quality of direct-part marked
symbols. The factors investigated included type of carbon steel, tool path overlap,
profile speed, average power, and frequency. A total of 128 reference Data Matrix
symbols were created using the spiral laser tool path pattern basedon the treatment
conditions depicted in Table 7.
After the 128 reference Data Matrix symbols were completed, these were
also examined with the DMx verifier+ according to the ISO/IEC 16022 standard.
As with the experiment described in Section 4.6, the verification processwas
performed twice: the first verification process took place within 24 hours after the
reference Data Matrix symbols had been generated; the second verification process
was performed after the reference symbols went through the cleaning process as
described in Section 4.1.4. Next, the symbols were read five times each with the
DMx verifier-i- and the results of the verification process were recorded.5.2.1Verification Results before the Cleaning Process
Table 17 presents the results obtained from verifying the 128 samples
before the cleaning process. Each cell in this table displays the average of five
readings.Seventeen out of the thirty-two treatment conditions shown in Table 7
produced at least one sample with a final grade of F.Eight out of seventeen of
these treatment conditions (i.e., 4, 8, 12, 16, 20, 24, 27, and 28) produced four
samples having a final grade of F.It is important to note that almost all of these
conditions (except the 27th condition) have a high level for factor D (average
power) and factor E (frequency). However, the 27 condition hasa high level for
factor D (average power) and a low level for factor E (Frequency). The best final
grade obtained from one of four samples produced with the seventeenth and
thirtieth conditions was a B. These two conditions have a low level for factor D
(average power) and E (frequency). Moreover, all treatment conditions that havea
high level for factor D (average power) produced at least one symbol witha final
grade of F.Figure 16 depicts the distribution of final grades assessed from the
produced samples.79
Table 17: Quality Assessment of Data Matrix Symbols Created from
the Experiment to Identify Critical Laser Parameters (Before the
Cleaning Process).
Conditions
Re etition
(Experiment
Number)
Standard Performance Measures
Final
Grade Contrast
Print Growth ial
Uniformity
Unused
Error
Correction X Y
I I (Ex# 12) 42.8 0.38940.2970 0 0.968 C
2(Ex#20) 46 0.36300.3234 0 1 C
3 (Ex# 31) 46 0.32340.3300 0 0.468 C
4(Ex#72) 49.4 0.46860.3696 0 1 C
Average 46.05 0.38610.3300 0 0.859 C
2 1 (Ex#14) 48.8 0.26400.1518 0 1 C
2(Ex#24) 49.4 0.30360.2046 0 1 C
3(Ex#32) 47 0.32340.2244 0 1 C
4 (Ex# 77) 46.6 0.30360.1848 0 0.968 C
Average 47.950.29870.1914 0 0.992 C
3 1 (Ex# 38) 36.8 0.92400.9570 0 1 D
2(Ex# 103) 35.2 1.02300.9570 0 1 F
3(Ex# 117) 34 1.02960.9306 0.008 1 F
4(Ex# 118) 40 0.95040.9570 0 0.968 D
Average 36.5 0.98180.9504 0.002 0.992 D
4 1 (Ex#21) 49.6 1.41240.4752 0.012 1 F
2(Ex#81) 40.4 1.32000.5148 0.008 1 F
3 (Ex# 109) 41.4 1.32660.4620 0.004 1 F
4(Ex#110)41.4 1.26720.5478 0.004 1 F
Average 43.2 1.33160.5000 0.007 1 F
5 1 (Ex# 45) 46.2 0.42240.3234 0 1 C
2(Ex#80) 47.4 0.56100.4224 0 1 C
3(Ex#83) 42 0.46860.3432 0 1 C
4 (Ex# 108)42.6 0.44880.3630 0 1 C
Average 44.55 0.47520.3630 0 1 C
6 1 (Ex#56) 31 0.1254-0.0990 0 1 D
2(Ex#64) 37.6 0.21780.0594 0 1 D
3(Ex#91) 37 -0.12540.0726 0 0.936 D
4 (Ex# 105) 32.2 0.0858-0.1254 0.004 1 D
Average 34.450.0759-0.0231 0.001 0.984 D
7 1 (Ex#25) 32.2 1.09560.9042 0.008 1 F
2(Ex#78) 31.8 0.89760.7590 0.012 0.838 D
3(Ex#82) 34 0.91080.8514 0 1 D
4(Ex# 104) 34.6 0.85140.7920 0 1 D
Average 33.150.93890.8267 0.005 0.9595 DConditions
Re etition
(Experiment
Number)
Standard Performance Measures
Final
Grade Contrast
Print Growth Axial
Uniformity
Unused
Error
Correction X V
8 1 (Ex#46) 37.2 1.16160.7656 0 1 F
2(Ex#47) 42.2 1.10880.6534 0.016 1 F
3 (Ex# 86) 40.6 1.02300.6996 0 1 F
4(Ex#94) 40.6 1.35960.5148 0.01 1 F
Average 40.15 1.16330.6584 0.0065 1 F
9 1 (Ex#41) 45.8 0.45540.3300 0 1 C
2 (Ex# 68) 44.2 0.47520.3300 0 1 C
3 (Ex# 98) 47 0.46860.3828 0 1 C
4(Ex# 124)42.8 0.40920.3696 0 1 C
Average 44.950.45210.3531 0 1 C
10 1(Ex# 26) 48.2 0.30360.2640 0 1 C
2 (Ex# 35) 47.2 0.34320.3036 0 1 C
3 (Ex# 53) 45.6 0.33000.2706 0 1 C
4(Ex#85) 50.2 0.33000.3168 0 1 C
Average 47.8 0.32670.2888 0 1 C
11 1 (Ex#4) 29.2 0.92401.1484 0 1 F
2(Ex#11) 29.4 0.76560.9108 0 1 D
3(Ex#67) 36.8 1.00320.9702 0 1 F
4(Ex# 112) 33.2 0.95040.9702 0 1 D
Average 32.15 0.91 080.9999 0 1 D
12 1 (Ex#62) 41.8 1.46520.7062 0 0.84 F
2 (Ex# 63) 40.4 1.47180.6336 0.004 0.84 F
3 (Ex# 120) 39.6 1.32000.6006 0.02 0.872 F
4(Ex# 121) 38.8 1.35300.6336 0.004 1 F
Average 40.15 1.40250.6435 0.007 0.888 F
13 1 (Ex#60) 41.4 0.62700.5544 0 1 C
2 (Ex# 99) 39.2 0.53460.4554 0 1 D
3 (Ex# 106) 48.2 0.48840.3432 0 1 C
4(Ex# 119) 41 0.64020.5346 0 1 C
Average 42.450.57260.4719 0 1 C
14 1 (Ex# 23) 40.4 0.32340.3036 0 1 C
2(Ex#29) 40.6 -0.01320.0000 0 0.802 C
3(Ex#40) 43.6 0.29700.2244 0 1 C
4(Ex#87) 44.2 0.17820.1452 0 1 C
Average 42.2 0.19640.1683 0 0.9505 C
15 1 (Ex#33) 31.8 0.97680.8118 0.004 0.968 D
2 (Ex# 89) 33.8 0.96360.9042 0 1 D
3(Ex#96) 36.6 1.06260.8118 0.008 1 F
4(Ex# 111) 31 0.91080.9306 0.004 1 D
Average 33.3 0.97850.8646 0.004 0.992 D[31
Conditions
Re etition
(Experiment
Number)
Standard Performance Measures
Final
Grade Contrast
Print Growth Axial
Uniformity
Unused
Error
Correction X Y
16 1 (Ex# 18) 32.8 1.10220.6600 0.008 0.704 F
2 (Ex# 54) 30.6 1.24740.6996 0.004 0.902 F
3 (EX# 93) 36.6 1.16820.5676 0.004 0.936 F
4 (Ex# 97) 36.4 1.1 7480.5478 0 1 F
Average 34.1 1.17320.6188 0.004 0.8855 F
17 1 (Ex# 13) 52.2 0.53460.4488 0 1 C
2 (Ex# 15) 47.8 0.43560.3564 0 1 C
3 (Ex# 52) 54.4 0.47520.3762 0 1 C
4(Ex# 101) 56.4 0.45540.3366 0 1 B
Average 52.7 0.47520.3795 0 1 C
18 1 (Ex#16) 47.2 0.31020.2772 0 1 C
2 (Ex# 75) 51.4 0.33000.2442 0 0.904 C
3 (Ex# 76) 50.6 0.29700.2112 0.004 1 C
4 (Ex# 95) 49.8 0.38280.2970 0 1 C
Average 49.750.33000.2574 0.001 0.976 C
19 1 (Ex# 5) 30 0.89760.8448 0 0.702 D
2 (Ex#19) 32.6 0.92401.0428 0 1 F
3(Ex#28) 35.4 1.10220.8118 0.004 1 F
4 (Ex# 70) 33.2 1.04940.9372 0 0.84 F
Average 32.8 0.99330.9092 0.001 0.8855 D
20 1 (Ex# 10) 44.6 1.29360.4620 0.016 1 F
2 (Ex# 22) 44 1.40580.51 48 0 0.838 F
3 (Ex# 34) 47 1.33320.5478 0.004 0.738 F
4 (Ex# 58) 45.2 1.28040.5016 0.004 1 F
Average 45.2 1.32830.5066 0.006 0.894 F
21 1 (Ex#1) 23.2 0.50160.3564 0.006 1 D
2(Ex#30) 40.2 0.54120.2376 0 1 C
3 (Ex# 36) 42.4 0.54780.3366 0 0.9 C
4 (Ex# 49) 45.2 0.61380.5082 0 1 C
Average 37.75 0.55110.3597 0.0015 0.975 C
22 1 (Ex#71) 53.4 0.33000.2310 0 0.968 C
2(Ex#79) 46.6 0.1716-0.1056 0 1 C
3(Ex#115) 49.4 0.33000.2376 0 1 C
4 (Ex# 122) 48.2 0.29040.0660 0 1 C
Average 49.4 0.28050.1073 0 0.992 C
23 1 (Ex# 6) 38.6 1.00980.87 12 0 0.602 F
2 (Ex# 8) 38 0.92400.9438 0 0.772 D
3 (Ex# 92) 29.4 1.04940.5808 0.03 0.968 F
4(Ex# 116)40.8 0.95700.8184 0 0.736 D
Average 36.7 0.98510.8036 0.0075 0.7695 DConditions(t
Number)
Standard Performance Measures
Final
Grade Contrast
Print Growth Axial
Uniformity
Unused
Error
Correction X Y
24 1(Ex#37) 39.6 1.12200.7788 0.004 1 F
2(Ex# 48) 44.6 1.00980.7458 0.004 0.968 F
3 (Ex# 50) 46.4 1.14840.6138 0.004 1 F
4(Ex# 113)44.6 1.06260.6732 0 0.872 F
Average 43.8 1.08570.7029 0.003 0.96 F
25 1 (Ex#42) 49 0.42900.3168 0 1 C
2 (Ex# 61) 39.8 0.54780.4356 0 1 D
3(Ex# 123) 47 0.46860.3432 0 1 C
4(Ex# 127)46.8 0.50160.3828 0 1 C
Average 45.650.48680.3696 0 1 C
26 1 (Ex# 9) 51.6 0.35640.2838 0 1 C
2 (Ex# 39) 50 0.38940.3300 0 1 C
3 (Ex# 66) 48.2 0.19800.0396 0 0.84 C
4 (Ex# 84) 50.4 0.17820.01 32 0 1 C
Average 50.050.28050.1667 0 0.96 C
27 1 (Ex#3) 28.8 1.00981.1022 0 1 F
2 (Ex# 69) 34.6 0.96361.0230 0 1 F
3 (Ex# 88) 25.6 0.93721.0758 0 0.704 F
4 (Ex# 107) 28.2 1.04941.0560 0 0.936 F
Average 29.3 0.99001.0643 0 0.91 F
28 1 (Ex#55) 43.8 1.53780.6336 0.004 0.936 F
2(Ex#57) 41 1.54440.7656 0.004 0.904 F
3 (Ex# 74) 45.6 1.49820.5808 0.016 0.534 F
4 (Ex# 128) 42 1.57740.7920 0.006 1 F
Average 43.1 1.53950.6930 0.0075 0.8435 F
29 1 (Ex#27) 47.2 0.62700.5214 0 0.136 F
2 (Ex# 73) 42.8 0.62700.52 14 0 0.736 C
3 (Ex# 90) 50 0.71280.61 38 0 0.636 C
4 (Ex# 100)49.8 0.64020.5874 0 0.936 C
Average 47.450.65180.5610 0 0.611 C
30 1 (Ex#44) 57.4 0.34320.2904 0.004 1 B
2(Ex#59) 45.4 0.11880.0264 0.004 1 C
3 (Ex# 65) 50.8 0.2706-0.0462 0 1 C
4(Ex# 125) 54 0.33000.2772 0 1 C
Average 51.9 0.26570.1370 0.002 1 C
31 1 (Ex#2) 27.6 1.20781.2012 0 0.736 F
2(Ex#7) 34.4 1.00320.8910 0 0.904 F
3 (Ex# 102) 35.6 1.07580.7854 0 0.936 F
4(Ex# 126) 36 0.95040.8712 0 0.838 D
Average 33.4 1.05930.9372 0 0.8535 FConditions
Repetition
(Experiment
Number)
Standard Performance Measures
Final
Grade Contrast
Print Growth .Axial
Uniformity
Unused
Error
Correction X Y
32 1 (Ex#17) 41.4 1.09560.9306 0.004 1 F
2 (Ex# 43) 33.8 1.16820.8250 0 1 F
3(Ex#51) 32.6 1.18800.5082 0.014 1 F
4 (Ex# 114) 36.4 0.90420.7062 0.008 1 D
Average 36.05 1.08900.7425 0.0065 1 F
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Figure 16: Summary of Final Grade from the Samples before the Cleaning
Process (n = 128).
5.2.2Verification Results after the Cleaning Process
Table 18 presents the results obtained from verifying the 128 samples after
they were put through the cleaning process. The results presented in the table were
obtained from an average of five readings for each sample. Figure 17 depicts the
distribution of final grades assessed from the produced samples. In this case, noneof 128 samples got a final grade of F. The highest final grade was an A which was
achieved by one sample produced with the nineteenth condition.
Table 18: Quality Assessment of Data Matrix Symbols Created from
the Experiment to Identify Critical Laser Marking Parameters (After
the Cleaning Process).
Conditions
Repetition
(Experiment
Number)
Standard Performance Measures
Final
Grade Contrast
Print Growth Axial
Uniformity
Unused
Error
Correction X Y
I I (Ex# 12) 54.8-0.0264-0.0132 0 1 C
2 (Ex# 20) 58.40.05280.0000 0 1 B
3 (Ex# 31) 60.80.00000.0000 0 1 B
4 (Ex# 72) 53.20.00000.0000 0 1 C
Average 56.80.0066-0.0033 0 1 B
2 1 (Ex# 14) 46.60.0000-0.0594 0 0.968 C
2 (Ex# 24) 57.60.0000-0.0726 0 1 B
3 (Ex# 32) 47.80.00000.0000 0 1 C
4 (Ex# 77) 52-0.0264-0.0396 0 1 C
Average 51 -0.0066-0.0429 0 0.992 C
3 1 (Ex# 38) 53 0.20460.0000 0 1 C
2(Ex# 103) 55 0.33000.1782 0 1 B
3(Ex# 117) 57 0.36960.1716 0 1 B
4(Ex# 118) 58 0.31020.1452 0 1 B
Average 55.750.30360.1238 0 1 B
4 1 (Ex#21) 59 0.6468-0.00660.008 1 B
2 (Ex# 81) 53.40.28380.00000.004 1 C
3 (Ex# 109) 58.20.46860.02640.012 1 B
4 (Ex# 110) 61.20.47520.0462 0 1 B
Average 57.950.46860.01 650.006 1 B
5 1 (Ex#45) 54 0.00000.0000 0 1 C
2 (Ex# 80) 56.60.00000.0000 0 1 B
3 (Ex# 83) 52.20.01320.0000 0 1 C
4 (Ex# 108) 55.60.00000.0000 0 1 B
Average 54.60.00330.0000 0 1 C
6 1 (Ex#56) 35.2-0.0264-0.1320 0 1 D
2 (Ex# 64) 37.20.0000-0.0330 0 1 D
3 (Ex# 91) 43 0.00000.0000 0 1 C
4 (Ex# 105) 35.60.07260.0000 0 1 D
Average 37.750.0116-0.0413 0 1 DConditions
Repetition
(Experiment
Number)
Standard Performance Measures
maF
Grade Contrast
Print Growth Axial
Uniformity
Unused
Error
Correction X Y
7 1 (Ex# 25) 53.40.29700.0660 0 1 C
2 (Ex# 78) 54.40.17820.0000 0 1 C
3(Ex#82) 53 0.14520.0132 0 1 C
4(Ex# 104) 54.20.21120.0000 0 1 C
Average 53.750.20790.01 98 0 1 C
8 1 (Ex# 46) 51.80.44880.0924 0 1 C
2(Ex#47) 55 0.33000.0396 0 1 B
3 (Ex# 86) 56.40.24420.0132 0 1 B
4 (Ex# 94) 60.20.45540.0396 0 1 B
Average 55.850.36960.0462 0 1 B
9 1 (Ex# 41) 56.80.00000.0000 0 1 B
2 (Ex# 68) 59 0.00000.0000 0 1 B
3 (Ex# 98) 61 .40.00000.0000 0 1 B
4 (Ex# 124) 52.60.00000.0000 0 1 C
Average 57.450.00000.0000 0 1 B
10 1 (Ex# 26) 49.20.00000.0000 0 1 C
2 (Ex# 35) 58-0.0396-0.0396 0 1 B
3 (Ex# 53) 49.40.00000.0000 0 1 C
4 (Ex# 85) 59.40.00000.0000 0 1 B
Average 54-0.0099-0.0099 0 1 C
11 1 (Ex#4) 44 0.01320.01 32 0 1 C
2(Ex#11) 42 0.00000.0000 0 1 C
3(Ex#67) 52.20.33000.1716 0 1 C
4(Ex# 112) 54.80.34320.1782 0 1 C
Average 48.250.17160.0908 0 1 C
12 1 (Ex# 62) 58.80.65340.0462 0 0.67 B
2 (Ex# 63) 57.40.33000.0330 0 1 B
3 (Ex# 120) 61 .60.2904-0.0396 0 1 B
4 (Ex# 121) 58.40.39600.0000 0 1 B
Average 59.050.41750.0099 0 0.9175 B
13 1 (Ex#13) 51.60.00000.0000 0 1 C
2 (Ex# 99) 50.80.00000.0000 0 1 C
3 (Ex# 106) 56.20.00000.0000 0 1 B
4 (Ex# 119) 58 0.00000.0000 0 1 B
Average 54.150.00000.0000 0 1 C
14 1 (Ex# 23) 59.20.0000-0.0660 0 1 B
2 (Ex#29) 41.6-0.1386-0.0858 0 1 C
3 (Ex# 40) 48.6-0.0924-0.0924 0 1 C
4 (Ex# 87) 44.60.05940.0132 0 1 C
Average 48.5-0.0429-0.0578 0 1 Crisi
Conditionf
Repetition
(Experiment
Number)
Standard Performance Measures
Final
Grade Contrast
Print Growth Axial
Uniformity
Unused
Error
Correction X V
15 1 (Ex#33) 49.40.15840.0000 0 1 C
2(Ex#89) 52.40.18480.0858 0 1 C
3 (Ex# 96) 58 0.26400.0264 0 1 B
4(Ex# III) 54.60.31020.1650 0 1 C
Average 53.60.22940.0693 0 1 C
16 1(Ex#18) 44.20.57420.0792 0 1 C
2 (Ex# 54) 44.80.2508-0.0132 0 1 C
3(Ex#93) 59.60.52140.1188 0.004 1 B
4 (Ex# 97) 56.40.40920.0726 0.004 1 B
Average 51.250.43890.0644 0.002 1 C
17 1 (Ex# 13) 69.20.00000.0000 0 0.936 B
2 (Ex# 15) 59.20.01 320.0000 0 1 B
3 (Ex# 52) 59 0.00000.0000 0 1 B
4(Ex# 101) 58.80.00000.0000 0 1 B
Average 61.550.00330.0000 0 0.984 B
18 1 (Ex# 16) 46 0.0000-0.0330 0 1 C
2 (Ex# 75) 47.60.0000-0.0726 0 1 C
3 (Ex# 76) 43.4-0.0594-0.0594 0 0.634 C
4 (Ex# 95) 53 0.0000-0.0792 0 1 C
Average 47.5-0.0149-0.0611 0 0.9085 C
19 1 (Ex#5) 44 0.14520.0264 0 1 C
2(Ex#19) 61.60.44220.2244 0 1 B
3 (Ex# 28) 73.60.33000.19 14 0 1 A
4(Ex#70) 62.20.31680.2112 0 1 B
Average 60.350.30860.1634 0 1 B
20 1 (Ex# 10) 37.40.0462-0.0528 0 0.436 D
2(Ex#22) 58.20.97680.09240.016 0.936 D
3(Ex#34) 66 0.46200.0726 0 1 B
4 (Ex# 58) 54.60.70620.01 32 0.004 1 C
Average 54.050.54780.03140.005 0.843 C
21 1 (Ex# 1) 60 0.0000-0.0726 0 0.772 B
2 (Ex# 30) 56 0.07260.0000 0 1 B
3 (Ex# 36) 53.40.01320.0396 0 1 C
4 (Ex# 49) 50 0.03960.0660 0 0.836 C
Average 54.850.03140.0083 0 0.902 CConditionsIf
(Experiment
Number)
Standard Performance Measures
Final
Grade Contrast
Print Growth Axial
Uniformity
Unused
Error
Correction X Y
22 1 (Ex# 71) 56 0.0000-0.0528 0 0.838 B
2(Ex#79) 48 0.1254-0.1452 0 0.736 C
3 (Ex# 115) 51.2-0.0792-0.0396 0 1 C
4(Ex# 122)48.8-0.0264-0.0594 0 1 C
Average 51 0.0050-0.0743 0 0.8935 C
23 1 (Ex#6) 54.40.17160.0000 0 1 C
2(Ex#8) 38.80.10560.0000 0 1 D
3(Ex#92) 52.80.43560.1518 0 1 C
4 (Ex# 116) 55.40.33000.0792 0 1 B
Average 50.350.26070.0578 0 1 C
24 1 (Ex#37) 59.80.36960.1056 0 1 B
2 (Ex# 48) 60.60.42240.0726 0 1 B
3 (Ex# 50) 58.60.33660.0396 0 0.968 B
4(Ex# 113) 59.80.48180.0594 0 1 B
Average 59.70.40260.0693 0 0.992 B
25 1 (Ex#42) 61.20.01320.0264 0 1 B
2 (Ex# 61) 45.60.00000.0000 0 1 C
3(Ex# 123) 59.40.00000.0000 0 1 B
4(Ex# 127) 60 0.00000.0000 0 1 B
Average 56.550.00330.0066 0 1 B
26 1 (Ex# 9) 42.2-0.0792-0.0924 0 1 C
2 (Ex# 39) 54.40.0000-0.0396 0 0.704 C
3 (Ex# 66) 39.60.0000-0.1056 0 0.84 D
4 (Ex# 84) 41.40.0000-0.0660 0 1 C
Average 44.4-0.0198-0.0759 0 0.886 C
27 1 (Ex#3) 46.80.17160.0528 0 0.872 C
2(Ex#69) 68 0.33000.1782 0 1 B
3(Ex#88) 44.60.35640.2112 0 1 C
4 (Ex# 107)48.60.32340.1980 0 1 C
Average 52 0.29540.1601 0 0.968 C
28 1 (Ex#55) 61.20.52140.0462 0 1 B
2 (Ex# 57) 57 0.3168-0.0528 0 0.934 B
3 (Ex# 74) 60.80.3432-0.0528 0 1 B
4 (Ex# 128) 63.80.36960.0330 0 1 B
Average 60.70.3878-0.0066 0 0.9835 B
29 1 (Ex# 27) 59 0.00000.0000 0 0.84 B
2(Ex#73) 51.60.01320.0000 0 1 C
3(Ex#90) 61.60.03960.0000 0 1 B
4(Ex# 100) 59.80.00000.0000 0 1 B
Average 58 0.01 320.0000 0 0.96 B[zj
Conditions
Repetition
(Experiment
Number)
Standard Performance Measures
Final
Grade Contrast
Print Growth Axial
Uniformity
Unused
Error
Correction X V
30 1 (Ex#44) 59.8-0.01320.0000 0 1 B
2 (Ex# 59) 52.6-0.0132-0.0594 0 0.968 C
3 (Ex# 65) 53.8-0.0792-0.0792 0 1 C
4(Ex#125)61.8-0.0132-0.0330 0 1 B
Average 57 -0.0297-0.0429 0 0.992 B
31 1 (Ex#2) 41.80.0660-0.0198 0 1 C
2(Ex#7) 38 0.07260.0528 0 1
3(Ex# 102) 55 0.15840.0000 0 1 B
4 (Ex# 126) 56.60.20460.0000 0 1 B
Average 47.850.12540.0083 0 1 C
32 1 (Ex#17) 59.60.30360.0264 0 1 B
2 (Ex# 43) 57.40.44880.0858 0 1 B
3 (Ex# 51) 68.20.58080.0990 0 1 B
4(Ex# 114) 65.40.33000.1386 0 1 B
Average 62.650.41 580.0875 0 1 B
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Figure 17: Summary of Final Grade from the Samples after the
Cleaning Process (n = 128).5.2.3Statistical Analyses
This section describes the effects of the controlled factors (see Table 6) that
were extracted from the experimental results by performing a multi-factor
ANOVA.For the purpose of this research, factors were considered to be
statistically significant if their p-value is less than 0.05.
The following four subsections present theANOVAresults for each
standard performance measure.Results tables only include factors that are
statistically significant. The completeANOVAtables are included in Appendix A.
5.2.3.1 Effect of Controlled Parameters on the Contrast
The factors that according to the multi-factorANOVAhave a statistically
significant effect on the contrast are shown in Table 19. The p-value of all main
effects is less than 0.05, which indicates that all controlled factors (i.e., substrate
type, laser beam overlap, profile speed, average power and frequency) have a
statistically significant effect on the resulting contrast of the direct-part marked
Data Matrix symbols before they were cleansed.
The interaction effects in Table 19 that show a statistically significant effect
are as follows:
The two-factor interactions that have a statistically significant effect
included substrate type with profile speed, substrate type with averagepower, substrate type with frequency, overlap with average power,
profile speed with average power and profile speed with frequency.
.The three-factor interactions that have a statistically significant effect
included substrate type and profile speed with frequency, overlap and
profile speed with average power, and profile speed and average power
with frequency.
.The four-factor interactions that have a statistically significant effect
included the interaction of substrate type, overlap, profile speed and
frequency, and the interaction of substrate type, profile speed, average
power and frequency.
Table 19: Multi-factor ANOVA Table of Controlled Factors
for the Contrast (before the Cleaning process).
Analysis of Variance for ContrastEeforeType III Sums of Squares
Source Sumof Squares Df Mean Square F-Ratio P-Value
MAIN EFFECTS
A;SubstrateType 219.451 1 219.451 17.33 0.0001
B:Overlap 50.5013 1 50.5013 3.99 0.0487
C:ProfileSpeed 270.281 1 270.281 21.34 0.0000
D:AvgPower 2520.5 1 2520.5 198.99 0.0000
E:Frequency 619.52 1 619.52 48.91 0.0000
INTERACTIONS
AC 62.1612 1 62.1612 4.91 0.0291
AD 88.445 1 88.445 6.98 0.0096
AE 167.445 1 167.445 13.22 0.0004
BD 198.005 1 198.005 15.63 0.0001
CD 66.125 1 66.125 5.22 0.0245
CE 70.805 1 70.805 5.59 0.0201
DE 270.281 1 270.281 21.34 0.0000
ACE 51.005 1 51.005 4.03 0.0476
BCD 111.005 1 111.005 8.76 0.0039
CDE 65.5512 1 65.5512 5.18 0.0251
ABCE 59.405 1 59.405 4.69 0.0328
ACDE 193.061 1 193.061 15.24 0.0002
RESIDUAL 1228.67 97 12.6667
TOTAL (CORRECTED) 6562.96 127
All F-ratios are based onthe residualmeansquare error.91
Table 20 shows the multi-factor ANOVA results table presenting the factors
that have a statistically significant effect on the contrast obtained after the symbols
went through the cleaning process. The results indicate that the average power is
the only factor that has a statistically significant effect on the contrast. However,
several multiple-factor interactions showed a statistically significant effect in this
case:
The two-factor interactions that have a statistically significant effect
included substrate type with profile speed, overlap with frequency, and
average power with frequency.
The three-factor interactions that have statistically significant effects
included substrate type and profile speed with average power, and
substrate type and profile speed with frequency.
Table 20: Multi-factor ANOVA of Controlled Factors on the
Contrast (after the Cleaning process).
Analysis of Variance for ContrastAfterType III Sums of Squares
Source Sum of Squares Df Mean Square F-Ratio P-Value
MAIN EFFECTS
D:AvgPower 180.5 1 180.5 5.19 0.0249
INTERACTIONS
AC 154.001 1 154.001 4.43 0.0379
BE 230.051 1 230.051 6.61 0.0116
DE 1303.05 1 1303.05 37.47 0.0000
ACD 154.001 1 154.001 4.43 0.0379
ACE 605.52 1 605.52 17.41 0.0001
RESIDUAL 3373.67 97 34.7801
TOTAL (CORRECTED) 6926.16 127
All F-ratios are basedon the residualmeansquare error.92
5.2.3.2 Effects of Controlled Parameters on the Print Growth
The factors that according to the multi-factor ANOVA have a statistically
significant effect on the print growth (X-axis) are presented in Table 21. The p-
value of the four main effects is less than 0.05 indicating that substrate type, laser
beam overlap, profile speed and average power have a statistically significant effect
on the print growth (X-axis) before the reference symbols were put through the
cleaning process.In addition, the two-factor interactions of profile speed with
frequency and average power with frequency also have statistically significant
effects on the print growth (X-axis).
Table 21: Multi-factor ANOVA Table of Controlled Factors on the Print
Growth X-axis (before the Cleaning process).
Analysis of Variance f or XBeforeType III Sums of Squares
Source Sumof Squares Df Mean Square F-Ratio P-Value
MAIN EFFECTS
A:SubstrateType 0.00607753 1 0.00607753 10.12 0.0020
B:Overlap 0.00553878 1 0.00553878 9.23 0.0031
C:ProfileSpeed 0.0108413 1 0.0108413 18.06 0.0000
D:AvgPower 1.61056 1 1.61056 2683.12 0.0000
INTERACTIONS
CE 0.0479725 1 0.0479725 79.92 0.0000
DE 0.209466 1 0.209466 348.96 0.0000
RESIDUAL 0.058225 97 0.000600258
TOTAL (CORRECTED) 1.98731 127
All F-ratios are based onthe residualmeansquare error.
Table 22 shows the multi-factor ANOVA results table with the factors that
have a statistically significant effect on the print growth (X-axis) after the symbolswere put through the cleaning process. The results indicate that the average power
and frequency are the two single factors that have statistically significant effects on
the print growth (X-axis). The other factors do not have a statistically significant
effect with respect to the print growth (X-axis) except the two-factor interaction of
average power and frequency.
Table 22: Multi-factor ANOVA Table of Controlled Factors on the Print
Growth X-axis (after the Cleaning process).
Analysis of Variance for XAfterType III Sums of Squares
Source Sun of Squares Of Mean Square F-Ratio P-Value
MAIN EFFECTS
D:AvgPower 0.334358 1 0.334358 301.16 0.0000
E:Frequency 0.0217883 1 0.0217883 19.62 0.0000
INTERACTIONS
DE 0.033735 1 0.033735 30.39 0.0000
RESIDUAL 0.107694 97 0.00111025
TOTAL (CORRECTED) 0.517245 127
All F-ratios are based onthe residualmeansquare error.
The factors that according to the multi-factor ANOVA have a statistically
significant effect on the print growth (Y-axis) are presented in Table 23.
The single factors that have a statistically significant effect on the print
growth (Y-axis) after the symbols were put through the cleaning process include
overlap, average power and frequency.Besides these single factors, the three-
factor interactions of substrate type and overlap with average power, overlap and
profile speed with average power, and profile speed and average power withfrequency, also have a statistically significant effect with respect to the print growth
(Y- axis).
Table 23: Multi-factor ANOVA Table of Controlled Factors on the Print
Growth Y-axis (before the Cleaning process).
Analysis of Variance for YBeforeType III Sums of Squares
Source Sum of Squares Df Mean Square F-Ratio P-Value
MAIN EFFECTS
B:Overlap 0.0181451 1 0.0181451 20.95 0.0000
D:AvgPower 0.723605 1 0.723605 835.29 0.0000
E:Frequency 0.200978 1 0.200978 232.00 0.0000
INTERACTIONS
ABD 0.0043245 1 0.0043245 4.99 0.0278
ECD 0.00877813 1 0.00877813 10.13 0.0020
CDE 0.0335405 1 0.0335405 38.72 0.0000
RESIDUAL 0.08403 97 0.000866289
TOTAL (CORRECTED) 1.08932 127
All F-ratios are based on the residual mean square error.
Table 24 shows the multi-factor ANOVA results table presenting the factors
that have a statistically significant effect on the print growth (Y-axis) after the
symbols went through the cleaning process. The results indicate that the average
power and frequency are the two single factors that have a statistically significant
effect on the print growth (Y-axis). A couple of multiple-factor interactions also
proved to be statistically significant in this case:
.The two-factor interaction that has a statistically significant effect is
profile speed with frequency.
.The three-factor interaction that has a statistically significant effect is
profile speed and average power with frequency.Table 24: Multi-factor ANOVA Table of Controlled Factors on the Print
Growth Y-axis (after the Cleaning process).
Analysis of Variance for YAfterType III Sums of Squares
Source Sum of Squares Of Mean Square F-Ratio P-Value
MAIN EFFECTS
D:AvgPower 0.0226845 1 0.0226845 105.55 0.0000
E:Frequency 0.0072 1 0.0072 33.50 0.0000
INTERACTIONS
CE 0.003698 1 0.003698 17.21 0.0001
CDE 0.00456013 1 0.00456013 21.22 0.0000
RESIDUAL 0.020846 97 0.000214907
TOTAL (CORRECTED) 0.0636449 127
All F-ratios are based on the residual mean square error.
5.2.3.3 Effects of Controlled Parameters on the Axial Uniformity
Table 25 depicts the factors that according to the multi-factor ANOVA have
a statistically significant effect on the axial uniformity. The single factors that have
a statistically significant effect on the axial uniformity before the symbols went
through the cleaning process include overlap, average power and frequency. The
other factors do not have a statistically significant effect with respect to the axial
uniformity except the two-factor interaction of average power and frequency.Table 25: Multi-factor ANOVA Table of Controlled Factors on the
Axial Uniformity (before the Cleaning process).
Analysis of Variance for AxialUniformityBeforeType III Sums of Squares
Source Sum of Squares Df Mean Square F-Ratio P-Value
MAIN EFFECTS
D:AvgPower 0.000472781 1 0.000472781 25.36 0.0000
E:Frequency 0.000116281 1 0.000116281 6.24 0.0142
INTERACTIONS
SE 0.0000812812 10.0000812812 4.36 0.0394
RESIDUAL 0.00180828 970.0000186421
TOTAL (CORRECTED) 0.00278697 127
All F-ratios are based on the residual mean square error.
Table 26 shows the multi-factor ANOVA results table presenting the factors
that have a statistically significant effect on the axial uniformity after the symbols
went through the cleaning process. The results indicate that the average power and
frequency are the two single factors that have a statistically significant effect on the
axial uniformity.Several multi-factor interactions also proved to be statistically
significant:
The two-factor interaction that has a statistically significant effect is
overlap with profile speed.
The three-factor interactions include overlap and profile speed with
average power, and overlap and profile speed with frequency, and
The four-factor interaction is overlap, profile speed, average power and
frequency.97
Table 26: Multi-factor ANOVA Table of Controlled Factors on the
Axial Uniformity (after the Cleaning process).
Analysis of Variance for AxialUniformityAfterType III Sums of Squares
Source Sum of Squares Df Mean Square F-Ratio P-Value
MAIN EFFECTS
D:AvgPower 0.000021125 1 0.000021125 7.61 0.0069
E:Frequency 0.000021125 1 0.000021125 7.61 0.0069
INTERACTIONS
BC 0.000021125 1 0.000021125 7.61 0.0069
BCD 0.000021125 1 0.000021125 7.61 0.0069
BCE 0.000021125 1 0.000021125 7.61 0.0069
BCDE 0.000021125 1 0.000021125 7.61 0.0069
RESIDUAL 0.000269125 970.00000277448
TOTAL (CORRECTED) 0.000506875 127
All F-ratios are based on the residual mean square error.
5.2.3.4 Effects of Controlled Parameters on the Unused Error Correction
Table 27 depicts the factors that according to the multi-factor ANOVA have
a statistically significant effect on the unused error correction.The only single
factor that has a statistically significant effect on the unused error correction before
the symbols went through the cleaning process is substrate type. In addition, the
following multi-factor interactions have a statistically significant effect:
The two-factor interactions include substrate type with frequency and
profile speed with frequency.
The three-factor interactions include substrate type and overlap with
average power, substrate type and overlap with frequency, substrate
type and profile speed with frequency, and overlap and profile speed
with average power.Table 27: Multi-factor ANOVA Table of Controlled Factors on the Unused
Error Correction (before the Cleaning process).
Analysis of Variance for UnusedErrorCorrectionBeforeType III Sums of Squares
Source Sum of Squares Sf Mean Square F-Ratio P-Value
MAIN EFFECTS
A:SubstrateType 0.095157 1 0.095157 8.24 0.0050
INTERACTIONS
AS 0.0654315 1 0.0654315 5.66 0.0193
CE 0.06204 1 0.06204 5.37 0.0226
ADD 0.0744015 1 0.0744015 6.44 0.0127
ABE 0.0561963 1 0.0561963 4.86 0.0298
ACE 0.131456 1 0.131456 11.38 0.0011
BCD 0.0602913 1 0.0602913 5.22 0.0245
RESIDUAL 1.12051 97 0.0115516
TOTAL (CORRECTED) 2.02748 127
All F-ratios are basedon the residualmeansquare error.
Table 28 shows the multi-factor ANOVA results table presenting the factors
that have a statistically significant effect on the unused error correction after the
symbols went through the cleaning process. The results indicate that substrate type
is the only single factor that has a statistically significant effect on the unused error
correction. No other single factors or multi-factor interactions have a statistically
significant effect on the unused error correction.
Table 28: Multi-factor ANOVA Table of Controlled Factors on the Unused
Error Correction (after the Cleaning process).
Analysis of Variance for UnusedErrorCorrectionAfterType III Sums of Squares
Source Sum of Squares Sf Mean Square F-Ratio P-Value
MAIN EFFECTS
A:SubstrateType 0.0445511 1 0.0445511 7.06 0.0092
RESIDUAL 0.61208 97 0.00631011
TOTAL (CORRECTED) 0.830931 127
All F-ratios are based on the residual mean square error.5.3Results from the Experiment to Acquire Testing Data
Table 29 shows the quality assessment data for the Data Matrix symbols
produced with the treatment conditions shown in Table 9 that correspond to the
acquisition of testing data experiment.In the modeling of the artificial neural
networks, this data was used to evaluate the prediction performance of a trained
artificial neural network.
Table 29: Results from the Experiment to Acquire Testing Data.
Treatment
Conditions
Repetition
(Experiment
Number)
Standard Performance Measures
Contrast Print Growth
Before
Cleaning
After
Cleaning
I I (Ex#6) 41.0 57.4 0.51480.3432
2 (Ex# 25) 46.0 54.8 0.48840.3894
Average 43.5 56.1 0.50160.3663
2 1 (Ex#4) 43.0 60.0 0.62700.5214
2 (Ex# 28) 39.2 58.0 0.62700.5148
Average 41.1 59.0 0.6270 0.5181
3 1 (Ex#37) 40.6 60.0 0.69960.5610
2 (Ex# 49) 42.6 58.0 0.64020.5346
Average 41.6 59.0 0.66990.5478
4 1 (Ex# 26) 38.6 59.2 0.50820.3432
2 (Ex# 34) 42.6 56.8 0.47520.3696
Average 40.6 58.0 0.49170.3564
5 1 (Ex# 20) 39.6 57.6 0.40920.3300
2(Ex#51) 41.6 55.2 0.40920.3168
Average 40.6 56.4 0.40920.3234
6 1 (Ex# 42) 39.4 56.8 0.8844 0.6270
2 (Ex# 44) 43.2 59.2 0.85140.6270
Average 41.3 58.0 0.86790.6270
7 1 (Ex#12) 39.8 55.4 0.62700.4818
2 (Ex# 14) 33.4 56.4 0.40920.3300
Average 36.6 55.9 0.51 81 0.4059100
Treatment
Conditions
Repetition
(Experiment
Number)
Standard Performance Measures
Contrast Print Growth
Before
Cleaning
After
Cleaning
8 1 (Ex# 8) 38.8 56.0 0.69960.5676
2 (Ex# 21) 37.4 58.8 0.65340.6006
Average 38.1 57.4 0.6765 0.5841
9 1 (Ex# 38) 44.4 57.6 0.56760.4026
2(Ex#40) 41.2 57.2 0.56100.4356
Average 42.8 57.4 0.5643 0.4191
10 1(Ex#5) 48.6 61.0 0.62700.5874
2 (Ex# 32) 46.2 57.4 0.66660.5676
Average 47.4 59.2 0.64680.5775
11 1(Ex#1) 38.0 58.0 0.6270 0.5742
2 (Ex# 15) 40.0 57.4 0.62040.4554
Average 39.0 57.7 0.62370.5148
12 1 (Ex# 3) 39.4 47.8 0.67980.4752
2 (Ex# 7) 39.8 52.4 0.6402 0.5280
Average 39.6 50.1 0.66000.5016
13 1 (Ex# 11) 38.2 57.8 0.84480.6270
2(Ex#36) 39.4 60.2 0.73920.6270
Average 38.8 59.0 0.7920 0.6270
14 1 (Ex# 18) 38.4 56.6 0.46860.3564
2 (Ex# 19) 35.4 58.2 0.4686 0.3300
Average 36.9 57.4 0.4686 0.3432
15 1 (Ex#48) 47.8 56.2 0.46200.3300
2 (Ex# 52) 48.6 56.8 0.40260.3036
Average 48.2 56.5 0.4323 0.31 68
16 1 (Ex#9) 41.2 56.2 0.94380.7656
2 (Ex# 10) 43.2 50.8 0.9702 0.81 84
Average 42.2 53.5 0.95700.7920
17 1 (Ex#54) 45.4 57.8 0.58080.4356
2 (Ex# 56) 50.0 60.2 0.68640.5544
Average 47.7 59.0 0.63360.4950
18 1 (Ex# 50) 59.8 60.8 0.49500.4290
2 (Ex# 58) 59.0 63.4 0.54120.3894
Average 59.4 62.1 0.51 81 0.4092
19 1 (Ex# 46) 57.2 58.4 0.42900.3300
2 (Ex# 47) 45.2 55.0 0.40920.3300
Average 51.2 56.7 0.4191 0.3300101
Treatment
Conditions
Repetition
(Experiment
Number)
Standard Performance Measures
Contrast Print Growth
Before
Cleaning
After
Cleaning
20 1 (Ex# 2) 47.6 69.8 0.86460.6534
2 (Ex# 23) 46.4 72.8 0.87780.6732
Average 47.0 71.3 0.87120.6633
21 1 (Ex# 13) 37.4 56.6 0.49500.3564
2(Ex#45) 40.8 61.4 0.5676 0.3498
Average 39.1 59.0 0.5313 0.3531
22 1 (Ex# 27) 49.8 67.4 0.74580.5874
2 (Ex# 31) 46.6 66.2 0.70620.5808
Average 48.2 66.8 0.7260 0.5841
23 1 (Ex# 16) 36.6 60.8 0.47520.3300
2 (Ex# 39) 42.6 58.2 0.6270 0.4950
Average 39.6 59.5 0.5511 0.4125
24 1(Ex# 17) 37.8 57.4 0.64020.4884
2 (Ex# 30) 40.0 57.4 0.71 280.5544
Average 38.9 57.4 0.67650.5214
25 1 (Ex#24) 45.8 61.2 0.42240.3432
2 (Ex# 29) 39.4 56.8 0.48840.4026
Average 42.6 59.0 0.4554 0.3729
26 1 (Ex# 35) 53.4 65.6 0.7062 0.6072
2(Ex#41) 52.6 65.0 0.65340.5280
Average 53.0 65.3 0.67980.5676
27 1 (Ex# 22) 42.2 63.4 0.62700.5940
2 (Ex# 43) 52.0 62.4 0.44880.3630
Average 47.1 62.9 0.5379 0.4785
28 1 (Ex# 53) 54.0 61.8 0.50820.3828
2 (Ex# 59) 50.2 64.8 0.48840.3894
Average 52.1 63.3 0.4983 0.3861
29 1 (Ex# 55) 45.8 51.6 0.43560.3234
2 (Ex# 57) 45.8 53.8 0.42900.3300
Average 45.8 52.7 0.43230.3267
30 1 (Ex# 33) 52.4 62.8 0.93720.7788
2 (Ex# 60) 46.8 65.0 0.99000.8184
Average 49.6 63.9 0.96360.7986102
5.4Modeling of Artificial Neural Networks
As described in Section 4.8, several artificial neural networks with various
structures were created and then trained. The performance of the trained artificial
neural networks was evaluated to identify the network that would provide the best
learning and prediction performance for the laser direct-part markingprocess of
carbon steel substrates.
5.4.1Modeling ofArtificial Neural Networks with Four Outputs
Table 30 depicts the results from the modeling of artificial neural networks
with four outputs.The structure of an artificial neural network is shown in the
leftmost column with the number ofneurons in each hidden layer.In this research,
the maximum number of hidden layers employedon an artificial neural network
was three. Each structure was trained many times to find the best representative for
the particular structure.For each trained artificial neural network, the mean
squared error (MSE) and the correlation coefficient (R)were calculated on both
data sets (i.e., training and testing).The numbers shown in bold indicate the
optimum values of the MSE and R thatwere reached. Table 30 clearly shows that
MSE and R did not improveas the number of neurons per hidden layer was
increased.103
Table 30: Results from the Modeling of Artificial Neural Networkswith
Four Outputs.
Number of Neurons Performance on Training Data Performance on Testing Data
MSE
Correlation foefficients
MSE
CorrelationCoefficients in a Hidden Lager
Contrast PrintGrowth Contrast PrintGrowth
1 2r BeforeAlter X Y BeforeAlter X V
4 004557 0836 0636 0969 0932 02447 0103 0238 03350545
5 0 04071 0858 06550978 0 945 04106 0204 0 209 0 423 0 378
6 0 03768 0877 0 671 0981 0 950 0 1479 0 388 0 635 0 650 0 834
7 0035400879 0707 0980 0953 02279 0122 -0141 0621 0759
8 0 0:3571 0877 07040982 0951 02026 0335 0533 0614 0759
9 003222 0908 0713 0982 0957 04605 0460 0522 0594 0209
10 0032050906 0717 09820959 03812 -0063 0161 0566 0655
11 003149 0908 0718 0984 0960 02141 -01940047 07090805
12 003131 0908 0718 09850960 05101 0381 0346 0619 0696
13 0031280908 0718 0985 0961 02623 0226 0175 0699 0715
14 0.0312309080.7180.9850.961 02473 0157 0118 06800657
15 0031230.9080.7180.9850961 02738 0020 0422 07470658
16 0.031230.9080.7180.9850.961 01638 0143 0344 04390902
17 0.031230.308071809850961 02997 -01580222 07550793
18 0.031230.9080.71809850961 02060 0156 00940688 0804
4 4 0039790887 0638 0971 0948 04573 0064 0192 06750645
5 5 0032500905 0715 09820956 02478 0121 0332 08080754
6 6 0032000903 0717 0984 0958 03383 0355 0120 0700 0612
7 7 003159 0907 0718 0984 0959 06645 -03870568 0290 0262 8 8 0.031230.9080.7180.9850.961 02389 0180 0333 0388 0673 9 9 0.0312309080.7180.9850.961 02087 0129 0402 0614 0 751
10 10 0031230.9080.7180.9850961 01846 0043 0253 0612 0762
11 11 0.0312309080.71809850961 02177 0272 0349 0690 0736
12 12 0.031230.9080.71809850.961 01711 0137 0285 0700 0759
13 93 0.0312309080.7180.9850.361 01597 0 278 0091 0524 0825
14 14 0.031230.9080.7180.9850.961 01931 .0239 0451 0584 0826
4 4 4 0.03754 0.876 0,700 0661 0.936 0.6171 .0.276 0.045 0.536 0.548
5 5 5 0.03216 cr908 0.715 0884 0.955 0.2434 0.406 0.259 0.411 0754
S S S 0.031230.9080.7180.9850.961 0.2738 0.230 -0.175 0.725 0724
7 7 7 0.03!230.9080.7180.9350961 0.2445 0.021 0.207 0.606 1j462
8 8 8 0.031230.9080.7180.9850.961 0.2282 0.137 0.280 0.568 0.726
9 9 9 0.031230.9080.7180.9850.961 0.1814 0.177 0.266 0.705 0.756
10 10 10 0.031230.3080.7180.9850.961 0.1556 0.216 0.442 0.674 0.582
According to the results, the optimum MSB and Rwere reached with
artificial neural networks of the following structure:
Single hidden layer with 14neurons
.Two hidden layers with 8 neuronsper layer, and
.Three hidden layers with 6 neuronsper layer.
Although increasing the number ofneurons per hidden layer did not
improve the MSE and R of the training data set, the MSE and R of the testingdata
set could be improved. However, the results showed that with fouroutputs (i.e., the
contrast before and after the cleaning process and the print growth, Xaxis and Y-104
axis, before the cleaning process), it is difficult foran artificial neural network to
perform effectively for all outputs. Asa result, four artificial neural networks each
with a single output were created to maximize their predictionperformance.
5.4.2ModelingofArtificial Neural Networks with Single Output
Due to the unsatisfactory prediction performance of the four-output
artificial neural networks, single-output artificial neural networkswere developed
for the following four factors:
Contrast before the cleaning process
.Print growth (X-axis) before the cleaningprocess
Print growth (Y-axis) before the cleaningprocess
Contrast after the cleaning process
Table 31 presents the results ofan artificial neural network for the single
output of contrast before the cleaningprocess. The optimum performance on the
training data set (shown in bold in Table 31)was reached with artificial neural
networks of one hidden layer with 6or more neurons, two hidden layers with 4 or
more neurons per layer, and three hidden layers with 4 ormore neurons per layer.105
Table 31: Results from Artificial Neural Networks Modeling forthe Contrast
before the Cleaning Process as the Output.
The Contrast before the CleaningProcess
Performance on Performance on
Number of Neurons Training Data Testing Data
in a Hidden Layer
MSE Correlation
Coefficients MSE Correlation
Coefficients
1 2 3
4 0.03576 0.892 0.16430 0.259
5 0.03442 0.897 0.15600 0.209
6 0.03072 0.908 0.14240 0.370
7 0.03072 0.908 0.21600 0.586
8 0.03072 0.908 0.18410 0.522
9 0.03072 0.908 0.16370 0.439
10 0.03072 0.908 0.13110 0.460
2 2 0.04911 0.848 0.20510 0.301
3 3 0.03353 0.899 0.19740 0.294
4 4 0.03072 0.908 0.17320 0.295
5 5 0.03072 0.908 0.14500 0.369
6 6 0.03072 0.908 0.14860 0.432
7 7 0.03072 0.908 0.13710 0.409
2 2 2 0.05607 0.825 0.35360 0.440
3 3 3 0.03165 0.905 0.31240 0.315
4 4 4 0.03072 0.908 0.24000 0.443
5 5 5 0.03072 0.908 0.13760 0.407
6 6 6 0.03072 0.908 0.14430 0.432
Table 32 presents the results ofan artificial neural network for the single
output of print growth (X-axis) before the cleaningprocess.The optimum
performance on the training data set (shown in bold)was achieved with the
artificial neural networks ofone hidden layer with 5 or more neurons, two hidden
layers with 4 or more neuronsper layer, and three hidden layers with 4 or more
neurons in each layer.106
Table 32: Results from Artificial Neural Networks Modeling withthe Print
Growth (X-axis) before the Cleaning Processas the Output.
Print Growth (X-axis) before the Cleaning Process
Performance on Performance on
Number of Neurons Training Data Testing Data
in a Hidden Layer
MSE Correlation
MSE Correlation
Coefficients Coefficients
1 2 3
4 0.00717 0.985 0.11320 0.625
5 0.00683 0.985 0.06790 0.697
6 0.00683 0.985 0.11490 0.744
7 0.00683 0.985 0.08160 0.719
8 0.00683 0.985 0.06640 0.673
9 0.00683 0.985 0.09750 0.721
10 0.00683 0.985 0.08590 0.725
2 2 0.00768 0.983 0.06850 0.670
3 3 0.00714 0.985 0.08460 0.776
4 4 0.00683 0.985 0.08980 0.804
5 5 0.00683 0.985 0.06820 0.706
6 6 0.00683 0.985 0.05980 0.654
7 7 0.00683 0.985 0.07250 0.723
2 2 2 0.00758 0.984 0.06080 0.624
3 3 3 0.00691 0.985 0.06560 0.589
4 4 4 0.00683 0.985 0.05530 0.739
5 5 5 0.00683 0.985 0.06910 0.665
6 6 6 0.00683 0.985 0.05570 0.699
Table 33 presents the results ofan artificial neural network for the single
output of print growth (Y-axis) before the cleaningprocess.The optimum
performance on the training data set (shown in bold)was achieved with the
artificial neural networks ofone hidden layer with 6 or more neurons, two hidden
layers with 4 or more neuronsper layer, and three hidden layer with 3 or more
neurons in each layer.107
Table 33: Results from Artificial Neural Networks Modeling with the Print
Growth (Y-axis) before the Cleaning Processas the Output.
Print Growth (Y-axis) before the Cleaning Process
Performance on Performance on
Number of Neurons Training Data Testing Data
in a Hidden Layer
MQ Correlation
M Correlation
Coefficients Coefficients
1 2 3
4 0.01635 0.960 0.04030 0.859
5 0.01625 0.961 0.03710 0.839
6 0.01620 0.961 0.04500 0.860
7 0.01620 0.961 0.03210 0.867
8 0.01620 0.961 0.02620 0.821
9 0.01620 0.961 0.02630 0.811
10 0.01620 0.961 0.02500 0.807
11 0.01620 0.961 0.02470 0.814
12 0.01620 0.961 0.03610 0.860
13 0.01620 0.961 0.03480 0.867
2 2 0.01810 0.956 0.02940 0.810
3 3 0.01620 0.961 0.04940 0.757
4 4 0.01620 0.961 0.03200 0.839
5 5 0.01620 0.961 0.01900 0.825
6 6 0.01620 0.961 0.03190 0.764
7 7 0.01620 0.961 0.02470 0.797
2 2 2 0.01 782 0.957 0.01 700 0.882
3 3 3 0.01620 0.961 0.03920 0.804
4 4 4 0.01620 0.961 0.02710 0.750
5 5 5 0.01620 0.961 0.03400 0.764
6 6 6 0.01620 0.961 0.03370 0.804
Table 34 presents the results ofan artificial neural network for the single
output of contrast after the cleaningprocess. The optimum performance on the
training data set (shown in bold)was reached with the artificial neural networks of
one hidden layer with 6 or more neurons, two hidden layers with 4 or more neurons
per layer, and three hidden layers with 4 or more neurons in each layer.108
Table 34: Results from Artificial Neural Networks Modeling with the Contrast
after the Cleaning Process as the Output.
Contrast after the Cleaning Process
Performance on Performance on
Number of Neurons Training Data Testing Data
in a Hidden Layer
'SE CorrelationME Correlation
Coefficients Coefficients
1 2 3
4 0.07265 0.711 0.15200 0.443
5 0.07187 0.714 0.14050 0.523
6 0.07115 0.718 0.15700 0.567
7 0.07115 0.718 0.12620 0.583
8 0.07115 0.718 0.08470 0.430
9 0.07115 0.718 0.07260 0.487
10 0.07115 0.718 0.08630 0.550
2 2 0.08360 0.656 0.22980 0.214
3 3 0.07152 0.716 0.19290 0.619
4 4 0.07115 0.718 0.14390 0.412
5 5 0.07115 0.718 0.09400 0.443
6 6 0.07115 0.718 0.08600 0.568
7 7 0.07115 0.718 0.08290 0.491
2 2 2 0.09034 0.620 0.07570 0.371
3 3 3 0.07249 0.711 0.15400 0.297
4 4 4 0.07115 0.718 0.10220 0.392
5 5 5 0.07115 0.718 0.11120 0.435109
6. DiscussioN
6.1Laser Marking Experimental Results
In this section, the experimental results and the analyses of the resultsare
discussed. First, the effect of the cleaningprocess on the quality assessment of the
created symbols is discussed. Next,a discussion of the effects of the controlled
factors on each performancemeasure of Data Matrix symbols is presented.
6.1.1Effrcts ofthe Cleaning Process
Figure 18 depicts pictures ofa sample laser direct-part marked Data Matrix
symbol with 25X magnification. The pictures in Figure 18 showthe condition of
the area surrounding individual modules of the symbol bothbefore and after the
cleaning process.It is evident in these pictures that thegray area around each
module was removed after the cleaningprocess.As a result, the difference
between the colors (i.e., contrast) of the processedarea and the underlying substrate
is enhanced resulting in less print growth.112
Besides the aforementioned effects, the cleaningprocess also affected the
average final grade of the produced symbols significantly,as shown in Figure 21.
After the cleaning process, there isno symbol with a final grade of F and the
average final grade improves dramatically.
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Figure 21: Comparison of Final Grade before and afterthe Cleaning Process.
Besides the improvement in the final grade, the cleaningprocess also
affected the constraint limiting the final grade.Figure 22 depicts the standard
performance measures prohibitinga symbol from getting a better final grade both
before and after the cleaningprocess.Before the cleaning process, the contrast
alone is the constraint for roughly 50% of the produced symbols whilethe print
growth alone also is a major constraint for most of the other symbols.Both the113
contrast and print growth are constraints for about 10% of the symbols. However,
after the cleaning process, all symbols share thesame constraint which is the
contrast.
In conclusion, these results indicate that thegrey areas around the marked
areas produced by the laser marking process caused the higher print growth.
However, these grey areas are not permanent marks andcan be removed with the
cleaning process.
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Figure 22: Constraint to Final Grade before and after the CleaningProcess.114
6.1.2Efftcts ofthe Controlled Factors on Data Matrix Symbols'Performance
Measures
Table 35 presents a summary of the results discussed in Section 5.2.3. A
"+" sign in Table 35 indicates that the specific controlled factor hada statistically
significant effect on the specific performancemeasure, whereas, a "-" sign
indicates that the specific controlled factor did not havea statistically significant
effect on the specific performancemeasure. The capital letters that appear in the
interactions column indicate the interactions of the controlled factors that havea
statistical significant effect on the specific performancemeasures.
Based on the results obtained in this research,we can conclude that the
average power and frequency are the most important laser-related factors in direct-
part marking of Data Matrix symbols on cold-roll carbon steel substrates. This is
due to their statistically significant effecton most of the performance measures
both before and after the cleaningprocess. Although the other factors do not have
individualstatisticalsignificant effects,their interactions do have statistical
significant effects on the performancemeasures.
Considering the constraints of the final grade before (i.e., contrast and print
growth) and after (i.e., contrast) the symbols went through the cleaningprocess, all
five controlled factors (i.e., substrate type, overlap, profile speed,average power
and frequency) do have a statistically significant effect.Thus, these controlled
factors should be included in the artificial neural networks model.115
Table 35: Summary of the Significant Effects of ControlledFactors on Data
Matrix Performance Measures.
Controlled Factors
CleaningPerformance A: B: C: D: E:
Process MeasuresSubstrateOverlapProfileAverageFrequency
Interactions
Type Speed Power
AC, AD, AE,
BC, BD,
Contrast + + + + +
CD, CE,
DE, A CE,
BCD, CDE,
ABCE
Print
Growth
Before
CD, CE,
X-axis + + + + DE, ABD,
ACD,ACDE
ABD, BCD,
V-axis - + - + +
CDE
Axial
Uniformity
- - + + DE
Unused AE, CE,
Error + - - - ABD, ABE,
Correction A CE, BCD
Contrast - - - + -
A C, BE, DE,
ACD, ACE
Print
Growth
X-axis - - - + + DE
After Y-axis - - - + + CE, CDE
Axial
BC, DE,
Uniformity
- - + + BCD,BCE,
BCDE
Unused
Error + - - - - -
Correction116
6.1.2.1 Effects of the Controlled Factorson Contrast
The results in Table 35 show thatallfive controlled factors have
statisticallysignificanteffects on the contrast before the cleaningprocess.
Moreover, eight two-factor interactions, three three-factor interactions,and one
four-factor interaction also have statistically significanteffects.In comparison,
only the main factor averagepower and a reduced number of interactions (i.e.,
three two-factor and two three-factor interactions) havestatistically significant
effects on the contrast after the cleaningprocess.
These results indicate that it is more complicated to derive thecontrast of a
laser direct-part marked Data Matrix symbol from theset of main factors before the
cleaning process than after the cleaningprocess. This phenomenon may be caused
by the removal of any non-permanent marks and other random effectsafter the
cleaning process. It is important to mention that both before andafter the cleaning
process, the common statistically significant factors consist ofaverage power,
interaction of substrate type and profile speed, interactionof average power and
frequency, and the three-factor interaction of substratetype, profile speed and
frequency.In summary, all five controlled factors have statistically significant
effects on the contrast before and after the cleaningprocess as either main effects
and/or interaction effects.117
6.1.2.2 Effects of the Controlled Factorson Print Growth
In the case of the print growth (X-axis) before the cleaning process, only the
controlled factor of frequency is not statistically significantas main effect.
However, all five controlled factors were found to have statistically significant
interaction effects as two-, three-,or four-factor interactions.After the cleaning
process, only two factors (i.e., average power and frequency) were identified as
statistically significant factors. As discussed in Section 6.1.1, the cleaningprocess
removes the non-permanent marks resulting in an improvement of the Data Matrix
symbol's quality. What the results shown in Table 35seem to indicate is that the
non-permanent marks that generate the excessive print growth before the cleaning
process are potentially caused by the substrate type, overlap and profile speed
besides average power and frequency.
For print growth (Y-axis), all five controlled factorswere found to have
statistically significant effects (eitheras main effect or interactions) before the
cleaning process.Substrate type and profile speed have only interaction effects
within the three-factor interaction of substrate type, overlap andaverage power,
three-factor interaction of overlap, profile speed, andaverage power, and three-
factor interaction of profile speed,average power and frequency.After the
cleaning process, there were only three controlled factors (i.e., profile speedas
interaction effect, average power, and frequency) identified to be statistically
significant.118
The changes in the statistically significant factors after the cleaningprocess with
respect to the print growth (X-axis) and print growth (Y-axis)were similar, except
that profile speed was still a significant interaction factor for print growth (Y-axis)
after the cleaning process.The profile speed was found to have statistically
significant effect in only one axis (i.e., Y), possibly because thepower density
distribution of the laser beam was not perfectly identical along the X and Yaxes.
6.1.2.3 Effectsofthe Controlled Factors on Axial Uniformity
For axial uniformity, average power and frequencywere found to have
statistically significant effects both before and after the cleaningprocess. After the
cleaning process, overlap and profile speedwere found to have statistically
significant effects only as interaction.These two factors were not found to be
significant before the cleaningprocess probably because of the non-permanent
marks on the laser direct-part marked symbols. Once the non-permanent marks
were removed with the cleaning process, the differences of axial uniformity caused
by different levels of overlap and profile speedare noticeable. As a result, overlap
and profile speed were found to have statistically significant effects after the
cleaning process.119
6.1.2.4 Effects of the Controlled Factorson Unused Error Correction
When comparing the statistically significant factors for the unusederror
correction before and after the cleaningprocess, drastic changes in the statistically
significant factors were identified. Before the cleaningprocess, substrate type has
statistically significant main effects, while the other four factorswere found to be
statistically significant as interaction effects. However, after the cleaningprocess,
only the main effect of the substrate type hasa statistically significant effects on the
unused error correction (no interactionswere statistically significant).This is
probably because the unusederror correction is determined by examining the
remaining redundant data not being used in the decodingprocess. Since one type
of error that occurs in the decodingprocess is the misinterpretation of a white
module as a black module and viceversa, this error is possibly caused by excessive
print growth. Therefore, with the significant improvement of print growthand the
elimination of non-permanent marks after the cleaningprocess, unused error
correction was affected by the differences in the surface properties (e.g., color and
reflection) of each substrate type.120
6.1.3CharacteristicsofLaser Direct-part Marking
The experimental results and analyses showed that symbols produced with
laser direct-part marking give good quality basedon the axial uniformity and
unused error correction.However, without the cleaning process, the laser
parameters have to be carefully selected in order to prevent excessivegrey areas
which may produce an unacceptable final grade. To limit theprint growth, not
only do laser parameters have to be accounted for butalso the substrate properties
(e.g., heat conductivity) due to the laser-material interactionmechanism.By
performing the cleaning process, the contrast is the only factor that determinesthe
final grade of the produced symbols.
From the experimental results, it is noticeable that the print growth (X-axis)
and print growth (Y-axis)are not identical. Moreover, the print growth (X-axis)
has crucial effects on the final grade of the produced symbols.This phenomenon
could be caused by the laser beam characteristics and/or themicrostructure of the
substrate.Additional research outside of thescope of this thesis is necessary to
better understand this phenomenon.121
6.2Modeling of Artificial Neural Networks
In this section, the results obtained from the modeling of the artificial neural
networks presented in Section 5.4 are further discussed.First, insights from the
modeling of artificial neural networks with four outputsare presented followed by
a discussion of single output artificial neural networks modeling.
6.2.1Modeling ofArtificial Neural Networks with Four Outputs
Figure 23 compares the performancemeasures (i.e., MSE and R) obtained
with the testing data on different four-output artificial neural networkstructures.
Allartificialneural network structuresdepictedin Figure 23 performed
equivalently by giving the same MSE and Ron the training data set (see Table 30).
From Figure 23 it is also clear that the correlation coefficients of the print
growth (X-axis and Y-axis) were much higher than that of the contrast (before and
after the cleaning process) for all the artificial neural networks. Therefore, four-
output artificial neural networks could not achieve a satisfactory prediction
performance.1.00
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Figure 23: Performance Measures of Four-output Artificial Neural Networks
Modeling.
6.2.2Modeling ofArtificial Neural Networks with Single Output
Since the four-output artificial neural networks did not perform wellon the
testing data set, single-output artificial neural networkswere created and evaluated.
Four single-output artificial neural networkswere created instead of one four-
output artificial neural networks to maximize the prediction performance.
The process to select the best artificial neural networkstructure was as
follows:
1.First, the MSE and R were sorted.MSE values were sorted in
ascending order whereas R values were sorted in descending order.123
2. The artificial neural network structure with the smallestMSE was given
the MSE rank score of one while the artificial neural networkstructure
with the highest R was given the R rankscore of one.
3.The overall rank score was calculated by averaging the MSE rank and
the R rank.The artificial neural network structure with the lowest
overall rank score was selectedas the best artificial neural network
structure.
Table 36 presents the performancemeasures (i.e., MSE and R) on the
testing data set of the artificial neural networks that produceda single output for the
contrast before the cleaning process. All the artificial neural networks in Table36
resulted in the same MSE (i.e., 0.03072) and R (i.e., 0.908)shown in Table 31
when presented with the training data set which indicates that theycaptured the
relationships between inputs and output equally well.The single hidden-layer
artificial neural network with 7neurons gave the highest R whereas the single
hidden-layer artificial neural network with 10neurons gave the lowest MSE. The
overall rank score suggested that the single hidden-layer artificialneural network
with 10 neurons possesses the best overall predictionability for the artificial neural
network with single output of the contrast before the cleaningprocess.124
Table 36: MSE and R Rank Scores of the ArtificialNeural Networks with
Single Output (Contrast before the cleaning process).
Performance on Testing Data Number of Neurons in a
Hidden Layer
MSE Correlation R Overall
MSE
RankCoefficientsRank Rank
Score 1 2
6 0.14240 4 0.370 10 7.0
7 0.21600 11 0.586 1 6.0
8 0.18410 10 0.522 2 6.0
9 0.16370 8 0.439 5 6.5
10 0.13110 1 0.460 3
4 4 0.17320 9 0.295 11 10.0
5 5 0.14500 6 0.369 12 9.0
6 6 0.14860 7 0.432 6 6.5
7 7 0.13710 2 0.409 8 5.0
4 4 4 0.24000 12 0.443 4 8.0
5 5 5 0.13760 3 0.407 9 6.0
6 6 6 0.14430 5 0.432 7 6.0
Table 37 presents the MSE rank, R rank and overallrank score on the
testing data set of the artificial neural networkstructures that produce a single
output with respect to the print growth (X-axis) before the cleaningprocess. These
artificial neural networks perform equivalentlyon the training data because they
resulted in the same values of MSE (0.00683) and R(0.985) as shown in Table 32.
The lowest MSE on the testing dataset was achieved with the three-hidden-layer
artificial neural network with 4neurons per layer. The highest R on the testing data
set was achieved with the two-hidden-layer artificial neural networkwith 4 neurons
per layer. When applying the overall rank score approach, the three-hidden-layer
artificial neural network with 4neurons per layer was the best artificial neural125
network structure to predict values for the print growth (X-axis) before the cleaning
process.
Table 37: MSE and R Rank Scores of the Artificial Neural Networks with
Single Output (Print Growth (X-axis) before the cleaning process).
Performance on Testing Data Number of Neurons
in a Hidden Layer
Overall
MSE MSECorrelation R Rank RankCoefficientsRank Score 1 2 3
5 0.06790 5 0.697 10 7.5
6 0.11490 13 0.744 2 7.5
7 0.08160 9 0.719 7 8.0
8 0.06640 4 0.673 11 7.5
9 0.09750 12 0.721 6 9.0
10 0.08590 10 0.725 4 7.0
4 4 0.08980 11 0.804 1 6.0
5 5 0.06820 6 0.706 8 7.0
6 6 0.05980 3 0.654 13 8.0
7 7 0.07250 8 0.723 5 6.5
I 4 4 0.05530 1 0.739
0.06910 5 5 5 7 0.665 12 9.5
6 6 6 0.05570 2 0.699 9 5.5
Table 38 presents the MSE rank, R rank and overall rankscore on the
testing data set of each artificial neural network structure.The artificial neural
networks in Table 38 produced a single output with respect to the print growth (Y-
axis) before the cleaning process.These artificial neural networks perform
equivalently on the training data set by givingan MSE value of 0.01620 and an R
value of 0.961, as shown in Table 33.The two-hidden-layer artificial neural
network with 5 neurons per layergave the lowest MSE whereas the one-hidden-126
layer with 13 neurons per layergave the highest R against the testing data set.
However, with the overall rankscore approach, the two-hidden-layer with 5
neurons per layer is the best artificial neural network structure for predicting values
for the print growth (Y-axis) before the cleaningprocess.
Table 38: MSE and R Rank Scores of the Artificial Neural Networkswith
Single Output (Print Growth (Y-axis) before the cleaning process).
Performance on Testing Data Number of Neurons
in a Hidden Layer
MSE Correlation R Overall
MSE
Rank
. . CoefficientsRank Rank
Score 1 2 3
6 0.04500 16 0.860 3 9.5
7 0.03210 10 0.867 1 5.5
8 0.02620 5 0.821 7 6.0
9 0.02630 6 0.811 9 7.5
10 0.02500 4 0.807 10 7.0
11 0.02470 2 0.814 8 5.0
12 0.03610 14 0.860 3 8.5
13 0.03480 13 0.867 1 7.0
4 4 0.03200 9 0.839 5 7.0
0.01900 1 0.825 6 3.5
6 6 0.03190 8 0.764 14 11.0
7 7 0.02470 2 0.797 13 7.5
3 3 3 0.03920 15 0.804 11 13.0
4 4 4 0.02710 7 0.750 16 11.5
5 5 5 0.03400 12 0.764 14 13.0
6 6 6 0.03370 11 0.804 11 11.0127
Table 39 depicts the MSE rank, R rank and the overall rankscore of each
artificial neural network that produceda single output with respect to the contrast
after the cleaning process. These artificial neural networksperformed equally well
on the training data set by giving an MSE value of 0.07115 andan R value of
0.7 18, as shown in Table 34. The single hidden-layer artificialneural network with
9 neurons and single hidden-layer artificial neural network with7 neurons gave the
lowest MSE and the highest Ron the testing data set, respectively. However, with
the overall rank score, the two-hidden-layer artificial neuralnetwork with 6 neurons
per layer is the best artificial neural network structure for predicting values for the
contrast after the cleaning process.
Table 39: MSE and R Rank Scores of the Artificial NeuralNetworks with
Single Output (Contrast after the cleaning process).
Performance on Testing Data Number of Neurons
in a Hidden Layer
MSECorrelation R Overall
MSE
RankCoefficientsRank Rank
Score 1 2 3
6 0.15700 11 0.567 3 7.0
7 0.12620 9 0.583 1 5.0
8 0.08470 3 0.430 9 6.0
9 0.07260 1 0.487 6 3.5
10 0.08630 5 0.550 4 4.5
4 4 0.14390 10 0.412 10 10.0
5 5 0.09400 6 0.443 7 6.5
6 6 0.08600 4 0.568 2 3.0
7 7 0.08290 2 0.491 5 3.5
4 4 4 0.10220 7 0.392 11 9.0
5 5 5 0.11120 8 0.435 8 8.0128
7. VALIDATION
Validation of a model isnecessary to determine if the work that has been
done is an accurate reflection of the actualsystem being studied.Validation
procedures are also important because they help otherusers to believe in the
relevance of the model for their specific problem.If a model is not valid, then
conclusions drawn from using the model will be of doubtfulvalue (Adam &
Dogramaci, 1979).
The four single-output artificial neural network modelsdeveloped in this
research were validated by comparing themto equivalent multiple linear regression
models.In other words, the response variable of the multiple linearregression
models reflected the same performancemeasures generated as outputs by the
single-output artificial neural network models.
For consistency, the linear regression modelswere formulated from the
training data set.Values for MSE and R were calculated for each individual
regression model. Next, the prediction capability of the linear regressionmodels
was assessed by calculating the MSE and R of the models against the testing data
set.In this section, the results obtained from thesetwo modeling approaches are
compared.129
7.1Validation Data
Table 40 shows the values for MSE and R obtainedfrom the training and
testing data sets with the four single-output artificialneural network models, as
described in Section 0. The MSE and R valueswere calculated for the performance
measures of contrast (before and after the cleaning process), print growth in theX-
axis (before the cleaning process) and printgrowth in the Y-axis (before the
cleaning process).
Table 40: MSE and R Obtained via the ArtificialNeural Network Models.
Performance
Measures
Artificial Neural Network
Training Data SetTestingData Set
MSE R MSE R
Contrast (Before) 0.00090.90800.00380.4600
Print Growth (X-axis)
(Before) 0.00500.98500.04010.7390
Print Growth (V-axis)
(Before) 0.00710.96100.00840.8250
Contrast (After) 0.00260.71800.00320.5680
Table 41 shows the values for MSE and R obtained fromthe training and
testing data sets with the four multiple linear regressionmodels. Again, the results
correspond to the performancemeasures of contrast (before and after the cleaning
process), print growth in the X-axis (before the cleaningprocess) and print growth
in the Y-axis (before the cleaning process).130
Table 41: MSE and R Obtained via the Linear Regression Models.
Performance
Measures
Linear Regression
Training Data SetTestingData Set
MSE R MSE R
Contrast (Before) 0.00140.75730.00470.1257
Print Growth (X-axis)
(Before) 0.00060.96310.16690.7149
Print Growth (V-axis)
(Before) 0.00080.91810.11790.8412
Contrast (After) 0.00330.45420.00290.3557
The values of MSE in both Table 40 and Table 41were derived from the
untransformed input data so that the results could be compared with those obtained
with the multiple linear regression models. The values ofR, on the other hand,
were not affected by the transformation of the input data.
Figure 24 depicts a graphical comparison of the MSE values obtained with
the artificial neural network and linear regression models. Figure 25depicts the
comparison of the values of R obtained with thesesame techniques. In both figures
there are four groups of bars, each representingone of the following performance
measures:
Contrast (before the cleaning process)
Print growth, X-axis (before the cleaning process)
Print growth, Y-axis (before the cleaning process)
Contrast (after the cleaning process)131
Within each group, there are four bars representing the values viathe
following models:
ArtfIcial neural network (ANN) modelon the training data set
Multiple linear regression (MLR) modelon the training data set
ANN on the testing data set
.MLR model on the testing data set
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Figure 24: Comparison of MSE from Artificial Neural Networksand
Linear Regression Models.132
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Figure 25: Comparison of R from Artificial Neural Networks and
Linear Regression Models.
7.2Validation Results
LI
7.2.1Contrast before the ci eaningprocess
The single-output artificial neural network model forcontrast (before the
cleaning process) provided a lower value of MSE than that of itscorresponding
multiple linear regression model against both the training dataand testing data sets.
In addition, the artificial neural network model also produceda higher R than the
linear regression model on both datasets. Thus, it is obvious that the single-output
artificial neural network model clearly outperformed the multiplelinear regression
model.133
7.2.2Print growth (X-axis) before the cleaningprocess
The MSE value for the training data set obtained withthe single-output
artificial neural network model for print growth,X-axis (before the cleaning
process) was higher than that of the corresponding multiplelinear regression
model. This indicates that the multiple linear regression modelprovided a better
fit. However, the MSE against the testing dataset of the multiple linear regression
model was very high; therefore its prediction capability isnot acceptable.
The MSE against the testing data set of the single-outputartificial neural
network model was significantly lower than that of the multiplelinear regression
model.In addition, the values of R (for both the training andtesting data sets)
obtained from the single-output artificial neural networkmodel were more than that
from the linear regression model. Therefore, it is also concludedthat the single-
output artificial neural network model outperformed the multiple linearregression
model.
7.2.3Print growth (V-axis) before the cleaningprocess
For this performance measure, the characteristics of the MSEwere similar
to that of the print growth (X-axis) before the cleaningprocess. Hence, it could be
concluded that the multiple linear regression model of the printgrowth (Y-axis)
provides a better fit for the training dataset.However, the multiple linear
regression model performed poorlyon the testing data set.134
The single-output artificial neural network modelgave the higher R against
the training data set but slightly lower R against the testingdata set than the
multiple linear regression model. In conclusion, the single-output artificialneural
network outperformed the linear regression model dueto its better prediction
ability.
7.2.4Contrast after the cleaning process
The MSE obtained from both the single-output artificial neural network
model and the multiple linear regression model against the training and testingdata
were similar for this performance measure. However, the single-output artificial
neural network gave a higher R against both datasets than that produced by the
multiple linear regression model.This indicates that the single-output artificial
neural network model could explain the relationship better.Therefore, it can be
concluded the single-output artificial neural network model outperformedthe
multiple linear regression model.
7.3Summary
According to the results of the validationprocess, the prediction capability
of the single-output artificial neural network models is superiorto that of the
multiple linear regression modelsas it applies to laser direct-part marking of carbon
steel substrates.135
8.CoNcLusioNs AND OPPORTUNITY FORFUTUREWORK
8.1Conclusions
The process of laser direct-part marking of Data Matrix symbolson carbon
steel substrate has been investigated in this research.The primary conclusions
from this research are summarized in this section.
First, the spiral and zigzag laser tool pathpatterns produced direct-part
marked Data Matrix symbols before the cleaningprocess that exhibited no
statistically significant difference with respectto standard performance measures.
However, after the Data Matrix symbols went through the cleaningprocess, the
symbols produced with the spiral laser tool pathpattern showed statistically
significant higher contrast and print growth (X-axis). Dueto its ability to produce
Data Matrix symbols with a higher contrast, the spiral laser toolpath was selected
to be used in subsequent experiments in this research.
The experiments to identify the laser markingparameters that are critical in
thedirect-part marking process found the followingparametersto be of
importance:
.Tool path overlap
.Profile speed
Average power
Repetition rate136
In addition, the type of substratewas also found to be critical in the laser
direct-part marking process.
With the spiral laser tool path pattern, itwas also found that when laser
direct-part marking Data Matrix symbols, print growth (X-axis) is the performance
measure that affects the resulting quality the most before the cleaning process.
After the symbols go through the cleaningprocess, the contrast is the performance
measure that prevents the symbols from getting a higher final grade for quality.
Finally, artificial neural networks was found to bean effective technique to
predict the resulting quality of Data Matrix symbols produced with the laser direct-
part marking process on carbon steel substrates.However, to maximize the
prediction performance, a single-output artificial neural network model specificto a
standard performance measure wasnecessary.Based on the average rank score
(see Section 6.2.2), the best artificial neural network structure for each standard
performance measure is as follows:
Contrast (before the cleaning process)
o One hidden layer with ten neurons.
Print growth, X-axis (before the cleaning process)
a Three hidden layers with four neurons per layer.
Print growth, Y-axis (before the cleaning process)
o Two hidden layers with five neurons per layer.
Contrast (after the cleaning process)
o Two hidden layers with six neurons per layer.137
8.2Opportunities for Future Work
This research describes a methodology to assist in the design of laser direct-
part marking process. However, thereare still several research issues that needed
to be addressed to gain an even better understanding of thisprocess. These issues
include:
1.Exploring the quality of laser direct-part marked Data Matrix symbols
after going through harsh environments.
2.Investigating the effects that changes in the microstructure of the
substrate have on the resulting contrast of the produced symbols.
3.Studying the laser direct-part markingprocess in an inert atmosphere.
4.Validating the proposed artificial neural network modelson other
carbon steel substrates.
5.Exploring the issues related to the laser direct-part markingprocess with
respect to other metallic and non-metallic substrates.138
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Appendix A Complete ANOVA Results for Standard PerformanceMeasures
Mult-factor ANOVA Table of Controlled Factorson the Contrast (before
the Cleaning process).
Analysis of Variance for ContrastBefore- Type III Sums of Squares
Source Sumof Squares Df Mean Square F-Ratio P-Value
MAIN EFFECTS
A:SubstrateType 219.451 1 219.451 17.33 0.0001
B:Overlap 50.5013 1 50.5013 3.99 0.0487
C:ProfileSpeed 270.281 1 270.281 21.34 0.0000
D:AvgPower 2520.5 1 2520.5 198.99 0.0000
E:Frequency 619.52 1 619.52 48.91 0.0000
INTERACTIONS
AB 0.66125 1 0.66125 0.05 0.8198
AC 62.1612 1 62.1612 4.91 0.0291
PD 88.445 1 88.445 6.98 0.0096
AE 167.445 1 167.445 13.22 0.0004
BC 59.9512 1 59.9512 4.73 0.0320
BD 198.005 1 198.005 15.63 0.0001
BE 1.125 1 1.125 0.09 0.7663
CD 66.125 1 66.125 5.22 0.0245
CE 70.805 1 70.805 5.59 0.0201
DE 270.281 1 270.281 21.34 0.0000
ABC 3.25125 1 3.25125 0.26 0.6136
ABD 2.42 1 2.42 0.19 0.6630
ABE 9.68 1 9.68 0.76 0.3842
ACD 0.045 1 0.045 0.00 0.9526
ACE 51.005 1 51.005 4.03 0.0476
ADE 11.7613 1 11.7613 0.93 0.3376
BCD 111.005 1 111.005 8.76 0.0039
BCE 45.125 1 45.125 3.56 0.0621
BDE 44.6513 1 44.6513 3.53 0.0635
CDE 65.5512 1 65.5512 5.18 0.0251
ABCD 45.125 1 45.125 3.56 0.0621
ANCE 59.405 1 59.405 4.69 0.0328
ABDE 19.5313 1 19.5313 1.54 0.2173
ACDE 193.061 1 193.061 15.24 0.0002
BCDE 7.41125 1 7.41125 0.59 0.4462
RESIDUAL 1228.67 97 12.6667
TOTAL (CORRECTED) 6562.96 127
All F-ratios are based onthe residualmeansquare error.145
Appendix A (Continued)
Mult-factor A?4OVA of Controlled Factors on the Contrast (after the
Cleaning process).
Analysis of Variance for ContrastAfterType III Sums of Squares
Source Sumof Squares Df Mean Square F-Ratio P-Value
MAIN EFFECTS
A:SubstrateType 103.68 1 103.68 2.98 0.0874
H:Overlap 0.845 1 0.845 0.02 0.8765
C:ProfileSpeed 87.7812 1 87.7812 2.52 0.1154
D:AvgPower 180.5 1 180.5 5.19 0.0249
E:Frequency 69.0313 1 69.0313 1.98 0.1621
INTERACTIONS
AS 1.125 1 1.125 0.03 0.8576
AC 154.001 1 154.001 4.43 0.0379
AD 2.42 1 2.42 0.07 0.7925
AE 26.2813 1 26.2813 0.76 0.3868
BC 95.9113 1 95.9113 2.76 0.1000
SD 93.845 1 93.845 2.70 0.1037
BE 230.051 1 230.051 6.61 0.0116
CD 0.01125 1 0.01125 0.00 0.9857
CE 34.445 1 34.445 0.99 0.3221
DE 1303.05 1 1303.05 37.47 0.0000
ABC 15.4013 1 15.4013 0.44 0.5073
ADD 64.98 1 64.98 1.87 0.1748
ABE 7.03125 1 7.03125 0.20 0.6540
ACD 154.001 1 154.001 4.43 0.0379
ACE 605.52 1 605.52 17.41 0.0001
ABE 21.4513 1 21.4513 0.62 0.4342
BCD 50.5013 1 50.5013 1.45 0.2311
BCE 20.48 1 20.48 0.59 0.4447
BIDE 4.96125 1 4.96125 0.14 0.7065
CDE 0.02 1 0.02 0.00 0.9809
ABCD 12.7513 1 12.7513 0.37 0.5463
ABCE 2.42 1 2.42 0.07 0.7925
ABDE 78.7513 1 78.7513 2.26 0.1356
ACDE 0.02 1 0.02 0.00 0.9809
BCDE 131.22 1 131.22 3.77 0.0550
RESIDUAL 3373.67 97 34.7801
TOTAL (CORRECTED) 6926.16 127
All F-ratios are based onthe residualmeansquare error.146
Appendix A (Continued)
Mutt-factor ANOVA Table of Controlled Factors on the Print Growth X-axis (before
the Cleaning process).
Analysis of Variance for XBeforeType III Sums of Squares
Source Sum of Squares Df Mean Square F-Ratio P-Value
MAIN EFFECTS
A:SubstrateType 0.00607753 1 0.00607753 10.12 0.0020
B:Overlap 0.00553878 1 0.00553878 9.23 0.0031
C:ProfileSpeed 0.0108413 1 0.0108413 18.06 0.0000
D:AvgPower 1.61056 1 1.61056 2683.12 0.0000
E:Frequency 0.000892531 1 0.000892531 1.49 0.2257
INTERACTIONS
AS 0.00000903125 10.00000903125 0.02 0.9026
AC 0.0000427812 1 0.0000427812 0.07 0.7901
AD 0.00139128 1 0.00139128 2.32 0.1312
AE 0.000810031 1 0.000810031 1.35 0.2482
BC 0.000318781 1 0.000318781 0.53 0.4679
BD 0.00000703125 10.00000703125 0.01 0.9140
BE 0.0000475312 1 0.0000475312 0.08 0.7790
CD 0.0123638 1 0.0123638 20.60 0.0000
CE 0.0479725 1 0.0479725 79.92 0.0000
DE 0.209466 1 0.209466 348.96 0.0000
ABC 0.000371281 1 0.000371281 0.62 0.4335
ABD 0.00286903 1 0.00286903 4.78 0.0312
ABE 0.000195031 1 0.000195031 0.32 0.5700
ACD 0.00385003 1 0.00385003 6.41 0.0129
ACE 0.0000632812 1 0.0000632812 0.11 0.7461
ADE 0.000586531 1 0.000586531 0.98 0.3254
BCD 0.00123753 1 0.00123753 2.06 0.1543
BCE 0.00232903 1 0.00232903 3.88 0.0517
BDE 0.00229503 1 0.00229503 3.82 0.0534
CDE 0.00109278 1 0.00109278 1.82 0.1804
ABCD 0.000371281 1 0.000371281 0.62 0.4335
ABCE 0.000603781 1 0.000603781 1.01 0.3184
ABDE 0.000427781 1 0.000427781 0.71 0.4006
ACDE 0.00398278 1 0.00398278 6.64 0.0115
BCDE 0.00246753 1 0.00246753 4.11 0.0454
RESIDUAL 0.058225 97 0.000600258
TOTAL (CORRECTED) 1.98731 127
All F-ratios arebased on the residualmeansquare error.147
Appendix A (Continued)
Mult-factor ANOVA Table of Controlled Factors on the Print Growth X-axis (after the
Cleaning process).
Analysis of Variance for XAfterType III Sums of Squares
Source Sum of Squares Df Mean Square F-Ratio P-Value
MAIN EFFECTS
A:SubstrateType 0.000318781 1 0.000318781 0.29 0.5933
B:Overlap 0.00302253 1 0.00302253 2.72 0.1022
C:ProfileSpeed 0.00203203 1 0.00203203 1.83 0.1792
D:AvgPower 0.334358 1 0.334358 301.16 0.0000
E:Frequency 0.0217883 1 0.0217883 19.62 0.0000
INTERACTIONS
AID 0.000427781 1 0.000427781 0.39 0.5362
AC 0.000270281 1 0.000270281 0.24 0.6228
AD 0.000132031 1 0.000132031 0.12 0.7310
AE 0.0000577812 1 0.0000577812 0.05 0.8200
BC 0.000603781 1 0.000603781 0.54 0.4626
BID 0.000790031 1 0.000790031 0.71 0.4010
BE 0.0000427812 10.0000427812 0.04 0.8448
CD 0.00264628 1 0.00264628 2.38 0.1259
CE 0.00000528125 10.00000528125 0.00 0.9452
IDE 0.033735 1 0.033735 30.39 0.0000
ABC 0.000569531 1 0.000569531 0.51 0.4756
ABD 0.000520031 1 0.000820031 0.47 0.4954
ABE 0.000116281 1 0.000116281 0.10 0.7469
ACD 0.000935281 1 0.000935281 0.84 0.3610
ACE 0.000175781 1 0.000175781 0.16 0.6916
AIDE 0.0000137812 1 0.0000137812 0.01 0.9115
BCD 0.00203203 1 0.00203203 1.83 0.1792
BCE 0.000442531 1 0.000442531 0.40 0.5293
BDE 0.000457531 1 0.000457531 0.41 0.5224
CDE 0.000116281 1 0.000116281 0.10 0.7469
ABCD 0.000569531 1 0.000569531 0.51 0.4756
ABCE 0.00158203 1 0.00158203 1.42 0.2355
ABDE 0.000270281 1 0.000270281 0.24 0.6228
ACDE 0.000282031 1 0.000282031 0.25 0.6154
BCDE 0.00123753 1 0.00123753 1.11 0.2937
RESIDUAL 0.107694 97 0.00111025
TOTAL (CORRECTED) 0.517245 127
All F-ratios are basedon the residualmeansquare error.148
Appendix A (Continued)
Mult-factor ANOVA Table of Controlled Factors on the Print Growth Y-axis (before
the Cleaning process).
Pnalysis of Variance for YBef oreType III Sums of Squares
Source Sum of Squares Df Mean Square F-Ratio P-Value
MAIN EFFECTS
A:SubstrateType 0.00277513 1 0.00277513 3.20 0.0766
B:Overlap 0.0181451 1 0.0181451 20.95 0.0000
C:ProfileSpeed 0.001058 1 0.001058 1.22 0.2718
D:AvgPower 0.723605 1 0.723605 835.29 0.0000
E:Frequency 0.200978 1 0.200978 232.00 0.0000
INTERACTIONS
AS 0.0000125 3. 0.0000125 0.01 0.9046
AC 0.00112813 1 0.00112813 1.30 0.2566
AD 0.000120125 1 0.000120125 0.14 0.7104
AE 0.000021125 1 0.000021125 0.02 0.8762
DC 0.000253125 1 0.000253125 0.29 0.5901
BD 0.000276125 1 0.000276125 0.32 0.5737
BE 0.000231125 1 0.000231125 0.27 0.6067
CD 0.000072 1 0.000072 0.08 0.7737
CE 0.0000125 1 0.0000125 0.01 0.9046
DE 0.0018 1 0.0018 2.08 0.1527
ABC 0.0003645 1 0.0003645 0.42 0.5181
ABD 0.0043245 1 0.0043245 4.99 0.0278
ABE 0.002738 1 0.002738 3.16 0.0786
ACD 0.000015125 1 0.000015125 0.02 0.8952
ACE 0.000561125 1 0.000561125 0.65 0.4229
ABE 0.000780125 1 0.000780125 0.90 0.3450
BCD 0.00877813 1 0.00877813 10.13 0.0020
BCE 0.00165313 1 0.00165313 1.91 0.1703
BDE 0.000028125 1 0.000028125 0.03 0.8574
CDE 0.0335405 1 0.0335405 38.72 0.0000
ABCD 0.0001805 1 0.0001805 0.21 0.649].
ABCE 0.000032 1 0.000032 0.04 0.8480
ABDE 0.00125 1 0.00125 1.44 0.2326
ACDE 0.000028125 1 0.000028125 0.03 0.8574
BCDE 0.000528125 1 0.000528125 0.61 0.4368
RESIDUAL 0.08403 97 0.000866289
TOTAL (CORRECTED) 1.08932 127
All F-ratios are basedon the residualmeansquare error.149
Appendix A (Continued)
Mult-factor ANOVA Table of Controlled Factorson the Print Growth Y-axis (after the
Cleaning process).
Analysis of Variance for YAfterType III Sums of Squares
Source Sum of Squares Df Mean Square F-Ratio P-Value
MAIM EFFECTS
A:SubstrateType 0.0000245 1 0.0000245 0.11 0.7364
B:Overlap 0.000001125 1 0.000001125 0.01 0.9425
C:ProfileSpeed 0.000406125 1 0.000406125 1.89 0.1724
D:AvgPower 0.0226845 1 0.0226845 105.55 0.0000
E:Frequency 0.0072 1 0.0072 33.50 0.0000
INTERACTIONS
AS 0.000128 1 0.000128 0.60 0.4421
AC 0.0000045 1 0.0000045 0.02 0.8852
AD 0.000528125 1 0.000528125 2.46 0.1202
AE 0.000300125 1 0.000300125 1.40 0.2402
BC 0.000105125 1 0.000105125 0.49 0.4860
SD 0.000072 1 0.000072 0.34 0.5641
BE 0.0000405 1 0.0000405 0.19 0.6652
CD 0.000242 1 0.000242 1.13 0.2913
CE 0.003698 1 0.003698 17.21 0.0001
BE 0.000021125 1 0.000021125 0.10 0.7546
ABC 0.000002 1 0.000002 0.01 0.9233
ADD 0.000105125 1 0.000105125 0.49 0.4860
ABE 0.000021125 1 0.000021125 0.10 0.7546
ACD 0.000253125 1 0.000253125 1.18 0.2805
ACE 0.000703125 1 0.000703125 3.27 0.0736
ABE 0.000072 1 0.000072 0.34 0.5641
BCD 0.0002205 1 0.0002205 1.03 0.3136
BCE 0.0000405 1 0.0000405 0.19 0.6652
BIDE l.25E-7 1 l.25E-7 0.00 0.9808
CDE 0.00456013 1 0.00456013 21.22 0.0000
ABCD 0.000378125 1 0.000378125 1.76 0.1878
ABCE 0.000820125 1 0.000820125 3.82 0.0536
ABDE 0.0000125 1 0.0000125 0.06 0.8099
ACDE 0.0001445 1 0.0001445 0.67 0.4142
BCDE 0.000010125 1 0.000010125 0.05 0.8286
RESIDUAL 0.020846 97 0.000214907
TOTAL (CORRECTED) 0.0636449 127
All F-ratios are basedon the residualmeansquare error.150
Appendix A (Continued)
Mult-factor ANOVA Table of Controlled Factors on the Axial Uniformity (before the
Cleaning process).
Analysis of Variance for AxialuniformityBeforeType III Sums of Squares
Source Sum of Squares Df Mean Square F-Ratio P-Value
MAIN EFFECTS
A:SubstrateType 3.125E-8 1 3.125E-8 0.00 0.9674
B:Overlap 0.0000137812 1 0.0000137812 0.74 0.3920
C:ProfileSpeed 0.0000112813 1 0.0000112813 0.61 0.4385
D:AvgPower 0.000472781 1 0.000472781 25.36 0.0000
E:Frequency 0.000116281 1 0.000116281 6.24 0.0142
INTERACTIONS
AID 7.8125E-7 1 7.8125E-7 0.04 0.8382
AC 3.125E-8 1 3.125E-8 0.00 0.9674
AD 0.00000703125 10.00000703125 0.38 0.5406
AE 2.8l25E-7 1 2.8l25E-7 0.02 0.9025
BC 0.00000378125 10.00000378125 0.20 0.6534
0.00000703125 10.00000703125 0.38 0.5406
BE 0.0000300312 10.0000300312 1.61 0.2074
CD 7.8l25E-7 1 7.8125E-7 0.04 0.8382
CE 0.0000525313 1 0.0000525313 2.82 0.0964
DE 0.0000812812 1 0.0000812812 4.36 0.0394
ABC 3.125E-8 1 3.l25E-8 0.00 0.9674
ABD 2.8125E-7 1 2.8l25E-7 0.02 0.9025
ABE 0.0000340312 1 0.0000340312 1.83 0.1798
ACD 7.8125E-7 1 7.8125E-7 0.04 0.8382
ACE 2.8l25E-7 1 2.8125E-7 0.02 0.9025
AIDE 3.125E-8 1 3.125E-8 0.00 0.9674
BCD 0.00000528125 10.00000528125 0.28 0.5958
BCE 0.00000903125 10.00000903125 0.48 0.4881
BIDE 0.0000195313 1 0.0000195313 1.05 0.3086
CDE 0.0000577813 1 0.0000577813 3.10 0.0815
ABCD 0.00000378125 10.00000378125 0.20 0.6534
ANCE 0.0000382812 1 0.0000382812 2.05 0.1551
ABDE 0.0000112813 1 0.0000112813 0.61 0.4385
ACDE 2.8125E-7 1 2.8125E-7 0.02 0.9025
BCDE 2.8125E-7 1 2.8125E-7 0.02 0.9025
RESIDUAL 0.00180828 97 0.0000186421
TOTAL (CORRECTED) 0.00278697 127
All F-ratios arebased on the residualmeansquare error.151
Appendix A (Continued)
Mutt-factor ANOVA Table of Controlled Factorson the Axial Uniformity (after the
Cleaning process).
Analysis of Variance for AxialuniformityAfterType III Sums of Squares
Source Sum of Squares Df Mean Square F-Ratio P-Value
MAIN EFFECTS
ASubstrateType 0.000001125 1 0.000001125 0.41 0.5258
B:Overlap 0.000010125 1 0.000010125 3.65 0.0590
C:ProfileSpeed 0.000010125 1 0.000010125 3.65 0.0590
D:AvgPower 0.000021125 1 0.000021125 7.61 0.0069
E:Frequency 0.000021125 1 0.000021125 7.61 0.0069
INTERACTIONS
AS l.25E-7 1 l.25E-7 0.05 0.8324
AC l.25E-7 1 l.25E-7 0.05 0.8324
AD 0.000001125 1 0.000001125 0.41 0.5258
AE 0.000001125 1 0.000001125 0.41 0.5258
BC 0.000021125 1 0.000021125 7.61 0.0069
BD 0.000010125 1 0.000010125 3.65 0.0590
BE 0.000010125 1 0.000010125 3.65 0.0590
CD 0.000010125 1 0.000010125 3.65 0.0590
CE 0.000010125 1 0.000010125 3.65 0.0590
DE 0.000021125 1 0.000021125 7.61 0.0069
ABC 0.000001125 1 0.000001125 0.41 0.5258
ABD 1.25E-7 1 1.25E-7 0.05 0.8324
ABE l.25E-7 1 1.25E-7 0.05 0.8324
ACD l.25E-7 1 1.25E-7 0.05 0.8324
ACE l.25E-7 1 1.25E-7 0.05 0.8324
ADE 0.000001125 1 0.000001125 0.41 0.5258
BCD 0.000021125 1 0.000021125 7.61 0.0069
BCE 0.000021125 1 0.000021125 7.61 0.0069
BDE 0.000010125 1 0.000010125 3.65 0.0590
CDE 0.000010125 1 0.000010125 3.65 0.0590
ABCD 0.000001125 1 0.000001125 0.41 0.52S8
AECE 0.000001125 1 0.000001125 0.41 0.52S8
ABBE l.25E-7 1 1.25E-7 0.05 0.8324
ACDE 1.25E-7 1 1.25E-7 0.05 0.8324
BCDE 0.000021125 1 0.000021125 7.61 0.0069
RESIDUAL 0.000269125 970.00000277448
TOTAL (CORRECTED) 0.000506875 127
All F-ratios arebased on the residualmeansquare error.152
Appendix A (Continued)
Mult-factor ANOVA Table of Controlled Factorson the Unused Error Correction (before
the Cleaning process).
Analysis of Variance for UnusedErrorCorrectionBeforeType III Sums of Squares
Source Sum of Squares Df Mean Square F-Ratio P-Value
MAIN EFFECTS
A:SubstrateType 0.095157 1 0.095157 8.24 0.0050
B:Overlap 0.014835 1 0.014835 1.28 0.2599
C:ProfileSpeed 0.00894453 1 0.00894453 0.77 0.3811
D:AvgPower 0.0272028 1 0.0272028 2.35 0.1281
E:Frequency 0.0336053 1 0.0336053 2.91 0.0913
INTERACTIONS
AB 0.00517653 1 0.00517653 0.45 0.5048
AC 0.0151815 1 0.0151815 1.31 0.2544
AD 0.0135713 1 0.0135713 1.17 0.2811
AE 0.0654315 1 0.0654315 5.66 0.0193
BC 0.0153563 1 0.0153563 1.33 0.2518
ED 0.00354903 1 0.00354903 0.31 0.5807
BE 0.00482653 1 0.00482653 0.42 0.5196
CD 0.00990528 1 0.00990528 0.86 0.3567
CE 0.06204 1 0.06204 5.37 0.0226
DE 0.0112875 1 0.0112875 0.98 0.3254
ABC 0.000108781 1 0.000108781 0.01 0.9229
ADD 0.0744015 1 0.0744015 6.44 0.0127
ABE 0.0561963 1 0.0561963 4.86 0.0298
ACD 0.0357113 1 0.0357113 3.09 0.0819
ACE 0.131456 1 0.131456 11.38 0.0011
AIDE 0.00380628 1 0.00380628 0.33 0.5673
BCD 0.0602913 1 0.0602913 5.22 0.0245
BCE 0.0301965 1 0.0301965 2.61 0.1092
DDE 0.0414 1 0.0414 3.58 0.0613
CDE 0.00326028 1 0.00326028 0.28 0.5965
ABCD 0.0101888 1 0.0101888 0.88 0.3500
ABCE 0.0150078 1 0.0150078 1.30 0.2572
ABDE 0.0175313 1 0.0175313 1.52 0.2210
ACDE 0.012129 1 0.012129 1.05 0.3081
BODE 0.0292215 1 0.0292215 2.53 0.1150
RESIDUAL 1.12051 97 0.0115516
TOTAL (CORRECTED) 2.02748 127
All F-ratios are basedon the residualmeansquare error.153
Appendix A (Continued)
Mult-factor ANOVA Table of Controlled Factorson the Unused Error Correction (after the
Cleaning process).
Analysis of Variance for UnusedErrorCorrectionAfterType III Sums of Squares
Source Sum of Squares Df Mean Square F-Ratio P-Value
MAIN EFFECTS
A:SubstrateType 0.0445511 1 0.0445511 7.06 0.0092
B:Overlap 0.004608 1 0.004608 0.73 0.3949
C:ProfileSpeed 0.00825612 1 0.00825612 1.31 0.2555
D:AvgPower 0.0043245 1 0.0043245 0.69 0.4098
E:Frequency 0.0206045 1 0.0206045 3.27 0.0739
INTERACT I ONS
AB 0.0145351 1 0.0145351 2.30 0.1323
AC 0.000722 1 0.000722 0.11 0.7359
AD 0.0140281 1 0.0140281 2.22 0.1392
AE 0.00632813 1 0.00632813 1.00 0.3191
BC 0.00234612 1 0.00234612 0.37 0.5434
BD 0.001922 1 0.001922 0.30 0.5823
BE 0.001458 1 0.001458 0.23 0.6318
CD 0.0114761 1 0.0114761 1.82 0.1806
CE 0.0238711 1 0.0238711 3.78 0.0547
DE 0.0004205 1 0.0004205 0.07 0.7968
ABC 0.000018 1 0.000018 0.00 0.9575
ABD 0.000406125 1 0.000406125 0.06 0.8003
ABE 0.00825613 1 0.00825613 1.31 0.2555
ACD 0.0029645 1 0.0029645 0.47 0.4947
ACE 0.008192 1 0.008192 1.30 0.2573
ABE 0.00103513 1 0.00103513 0.16 0.6864
BCD 0.00374113 1 0.00374113 0.59 0.4432
BCE 0.000015125 1 0.000015125 0.00 0.9611
BDE 0.000968 1 0.000968 0.15 0.6962
CDE 0.000003125 1 0.000003125 0.00 0.9823
ABCD 0.0156645 1 0.0156645 2.48 0.1184
AECE 0.0032 1 0.0032 0.51 0.4781
ABDE 0.00904512 1 0.00904512 1.43 0.2341
ACDE 0.0029645 1 0.0029645 0.47 0.4947
BCDE 0.00292613 1 0.00292613 0.46 0.4975
RESIDUAL 0.61208 97 0.00631011
TOTAL (CORRECTED) 0.830931 127
All F-ratios are basedon the residualmeansquare error.154
Appendix B Multiple Linear Regression Models
Box-Cox transformation applied:power = 1.7191 shift = 0.0
Analysis of Variance for ContrastBef
Source Sum of Squares DfMean Square F-Ratio P-Value
Model 0.494644 15 0.0329763 23.29 0.0000
Residual 0.158565 112 0.00141576
Total (Corr.) 0.653209 127
Type III Sums of Squares
Source Sum of Squares DfMean Square F-Ratio P-alue
o 0.013906 1 0.013906 9.82 .0022
PS 0.0313133 1 0.0313133 22.12 .0000
AP 0.0443534 1 0.0443534 31.33 .0000
Freq 0.0135132 1 0.0135132 9.54 .0025 CCPS 0.00693844 1 0.00693844 4.90 .0289 OPS 0.016482 1 0.016482 11.64 .0009 0*AP 0.00958345 1 0.00958345 6.77 .0105
O*Freq 0.00586986 1 0.00586986 4.15 .0441
0.0297495 1 0.0297495 21.01 .0000
AP*Freq 0.0290857 1 0.0290857 20.54 .0000
CC*PS*Freq 0.0331924 1 0.0331924 23.45 .0000
CC*AP*Freq 0.0108609 1 0.0108609 7.67 .0066
0*PS*AP 0.0118049 1 0.0118049 8.34 .0047
o*Ap*Freq 0.00588712 1 0.00588712 4.16 .0438
PS*AP*Freq 0.0259503 1 0.0259503 18.33 .0000
Residual 0.158565 112 0.00141576
Total (corrected) 0.653209 127
The equation of the fitted model is
BoxCox(Contrast3ef) = 0.935025 - 1.14938*0- 0.0523139*PS -
0.751299*Ap - 0.05l8308*Freq - 0.00518884*CC*PS + 0.0956906*0*PS+
0.862094*0*AP + 0.0856582*O*Freq + 0.0482879*PS*AP+ 0.07224ll*AP*Freq
+ 0.002l35l1*CC*PS*Freq0.006404l6*CC*AP*Freq - 0.073l688*O*PS*AP -
0.0775065*0*AP*Freq - 0.00232774*PS*AP*Freq
where
BoxCox(ContrastBef) = 1 +
(ContrastBef1 .7191-1)1(1.7191*0 .4084980 .719098)155
Appendix B (Continued)
Analysis of Variance for XBef ore
Source Sum of Squares DfMean Square F-Ratio P-Value
Model 1.91397 12 0.159497 250.09 0.0000
Residual 0.0733436 1150.00063777
Total (Corr.) 1.98731 127
Type III Sums of Squares
Source Sum of Squares DfMean Square F-Ratio P-Value
Freq 0.116201 1 0.116201 182.20 0.0000
CC'PS 0.00770429 1 0.00770429 12.08 0.0007
0.0171444 1 0.0171444 26.88 0.0000 O*AP 0.011517 1 0.011517 18.06 0.0000 PS*AP 0.00637034 1 0.00637034 9.99 0,0020 AP*Freq 0.199091 1 0.199091 312.17 0.0000 CCOPS 0.00179419 1 0.00179419 2.81 0.0962 CC*O*AP 0.00269411 1 0.00269411 4.22 0.0421 CC*PS*AP 0.00633579 1. 0.00633579 9.93 0.0021 O*PS*Freq 0.00743802 1 0.00743802 11.66 0.0009 O*AP*Freq 0.00798033 1 0.00798033 12.51 0.0006 P5*AP*Freq 0.0201307 1 0.0201307 31.56 0.0000
Residual 0.0733436 115 0.00063777
Total (corrected) 1.98731 127
The equation of the fitted model is
XBefore = 0.1345170.0494354*Freq + 0.00788676*CC*PS +
0.0286243*O*PS - 0.201093*O*AP + 0.00623157*PS*AP+ 0.0654269*AP*Freq
- 0.00830894*CC*O*PS + 0.0657944*cC*o*Ap - 0.0055764*CC*PS*AP-
0.00328407*O*PS*Freq + 0.0296l19*O*AP*Freq- o.0o195963*Ps*AP*Freq156
Appendix B (Continued)
Analysis of Variance for YBefore
Source Sum of Squares DfMean Square F-Ratio P-Value
Model 1.0001 17 0.0588296 72.53 0.0000
Residual 0.0892164 1100.000811058
Total (Corr.) 1.08932 127
Type III Sums of Squares
Source Sum of Squares DfMean Square F-Ratio P-Value
CC 0.00522926 1 0.00522926 6.45 0.0125
o 0.0215491 1 0.0215491 26.57 0.0000
AP 0.0336233 1 0.0336233 41.46 0.0000
Freq 0.00765247 1 0.00765247 9.44 0.0027
CC*AP 0.00607353 1 0.00607353 7.49 0.0072 O*PS 0.0338076 1 0.0338076 41.68 0.0000
O*AP 0.00922742 1 0.00922742 11.38 0.0010
O*Freq 0.00491662 1 0.00491662 6.06 0.0154
PS*AP 0.0052562 1 0.0052562 6.48 0.0123
PS*Freq 0.0180782 1 0.0180782 22.29 0.0000
AP*Freq 0.0482699 1 0.0482699 59.51 0.0000
CC*O*AP 0.00662273 1 0.00662273 8.17 0.0051
CC*O*Freq 0.00643286 1 0.00643286 7.93 0.0058
CC*AP*Freq 0.00574972 1 0.00574972 7.09 0.0089 O*PS*AP 0.0155494 1 0.0155494 19.17 0.0000
O*pS*Freq 0.00376515 1 0.00376515 4.64 0.0334
PS*AP*Freq 0.0424027 1 0.0424027 52.28 0.0000
Residual 0.0892164 110 0.000811058
Total (corrected) 1.08932 127
The equation of the fitted model is
YBefore = -0.0624847 + 0.0848499*CC- 0.940525*0 + 0.465056*AP +
0.0350297*Freq0.15222*CC*AP + 0.114753*O*PS + 0.544177*0*AP +
0.0693119*O*Freq - 0.0161597*PS*AP- 0.00524462*PS*Freq -
0.0777891*AP*Freq + 0.2l8259*CC*O*AP- 0.0360562*CC*O*Freq +
0.0127103*CC*AP*Freq - 0.0703145*0*PS*AP- 0.00605504*O*PS*Freq +
0 .00725713*PS*AP*Freq157
Appendix B (Continued)
Box-Cox transformation applied:power1.51766 shift 0.0
Analysis of Variance for ContrastAf
Source Sun of Squares DfMean Square F-Ratio P-Value
Model 0.306686 16 0.0191679 5.77 0.0000
Residual 0.36848 111 0.00331964
Total (Corr.) 0.675166 127
Type III Sums of Squares
Source Sum of Squares DfMean Square F-Ratio P-Value
CC 0.0297633 1 0.0297633 8.97 0.0034
o 0.0414336 1 0.0414336 12.48 0.0006
PS 0.0704275 1 0.0704275 21.22 0.0000
AP 0.0775832 1 0.0775832 23.37 0.0000
Freq 0.131909 1 0.131909 39.74 0.0000
CC'0 0.0328175 1 0.0328175 9.89 0.0021
CC*Freq 0.0547104 1 0.0547104 16.48 0.0001 OPS 0.0533837 1 0.0533837 16.08 0.0001
O*Freq 0.0371785 1 0.0371785 11.20 0.0011
PS*AP 0.0419422 1 0.0419422 12.63 0.0006
AP*Freq 0.125318 1 0.125318 37.75 0.0000
CC*O*AP 0.0411198 1 0.0411198 12.39 0.0006
CC*PS*AP 0.0506396 1 0.0506396 15.25 0.0002
CC*PS*Freq 0.0852573 1 0.0852573 25.68 0.0000
O*PS*AP 0.0414899 1 0.0414899 12.50 0.0006
O*PS*Freq 0.0156602 1 0.0156602 4.72 0.0320
Residual 0.36848 111 0.00331964
Total (corrected) 0.675166 127
The equation of the fitted model is
BoxCox(ContrastAf) = 1.09165 + 0.219476*CC- 0.817164*0 - 0.0502971*PS
0.341601*AP - 0.07253l6*Freq - O.560476*CC*O- 0.0452292*CC*Freq +
0.1l19l9*O*PS + 0.103669*O*Freq + 0.0323942*PS*AP + 0.0446997*AP*Freq
+ 0.522101*CC*0*P - 0.0231667*CC*PS*AP + 0.00548178*CC*PS*Freq-
0.0523847*0*PS*AP - 0.0056321*0*PS*Freq
where
BoxCox(ContrastAf) = 1 +
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Appendix C (Continued)
Test Report of C1095 Substrate