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In this paper, we introduce the notion of a weak sharp set of solutions to a variational
inequality problem (VIP) in a reﬂexive, strictly convex and smooth Banach space, and
present its several equivalent conditions. We also prove, under some continuity and
monotonicity assumptions, that if any sequence generated by an algorithm for solving (VIP)
converges to a weak sharp solution, then we can obtain solutions for (VIP) by solving
a ﬁnite number of convex optimization subproblems with linear objective. Moreover,
in order to characterize ﬁnite convergence of an iterative algorithm, we introduce the
notion of a weak subsharp set of solutions to a variational inequality problem (VIP),
which is more general than that of weak sharp solutions in Hilbert spaces. We establish
a suﬃcient and necessary condition for the ﬁnite convergence of an algorithm for solving
(VIP) which satisﬁes that the sequence generated by which converges to a weak subsharp
solution of (VIP), and show that the proximal point algorithm satisﬁes this condition. As
a consequence, we prove that the proximal point algorithm possesses ﬁnite convergence
whenever the sequence generated by which converges to a weak subsharp solution of (VIP).
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Let X be a real Banach space with the dual space X∗ . As usual, we denote by 〈x∗, x〉, or 〈x, x∗〉 the duality pairing of X∗
and X . We denote by BX and BX∗ the closed unit balls in X and X∗ , and denote by
◦
BX and
◦
BX∗ the corresponding open
unit balls, respectively. Let C be a nonempty closed convex subset of X . We consider the following variational inequality
problem ((VIP) for short): ﬁnd a vector x¯ ∈ C such that〈
F (x¯), x− x¯〉 0, ∀x ∈ C, (1)
where F is a mapping from X to X∗ . We denote by C¯ the solution set of (VIP).
The subject of variational inequalities has its origin in the calculus of variations associated with the minimization of
inﬁnite-dimensional functionals. The systematic study of the subject began in the early 1960s. Variational inequalities have
important applications in economics, engineering, operations research and nonlinear analysis, and many theoretical results
and numerical methods for them are proposed. An excellent survey of the research in this area prior to 1990 can be found
in Harker and Pang [13]. Further references of more recent works can also be found in [10].
The proximal point algorithm is one of the popular methods for solving variational inequality, which was ﬁrst proposed
by Martinet [17] and further developed by Rockafellar [21] in a framework of maximal monotone operators in a Hilbert
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Banach spaces, we refer the readers to [6]. Both numerical experiments and theoretical analysis have demonstrated that
the proximal point algorithm is robust and has nice convergence properties (for a survey see [14]). A number of scholars
have paid attention to ﬁnite convergence of this algorithm, i.e., an exact solution of the problem can be found in a ﬁnite
number of iterations. In a Hilbert space H , Rockafellar [21] ﬁrst proved that the proximal point algorithm possesses ﬁnite
convergence with a key assumption that the solution x¯ of (VIP) is strongly nondegenerate, i.e.
0 ∈ int[T (x¯) := F (x¯) + NC (x¯)]. (2)
However this assumption implies that the solution is unique. Luque [15] obtained the same termination property under a
relaxed condition
T−1(δ
◦
BH ) ⊂ C¯ , for some δ > 0,
and, in this case, the solution set of (VIP) is not necessarily a singleton or a compact set.
In Rn , Burke and Ferris [7] introduced the notion of weak sharp minimum for the convex optimization problem, which
extends the notion of a sharp or strongly unique minimum introduced by Polyak [20] to the convex optimization admitting
nonisolated local minimum. With this notion, they derive a suﬃcient condition for the ﬁnite termination of the proximal
point method to a local minima of mathematical programming problem (see [11]).
Let S¯ denote the solution set of the following convex optimization problem:
min
x∈S φ(x), (CP)
where φ :Rn →R is a closed convex function and S ⊆Rn is a closed convex set.
The solution set S¯ is said to be a set of weak sharp minima if there exists α > 0 with
φ(x) φ(x¯) + αd(x, S¯), ∀x ∈ S, x¯ ∈ S¯,
where d(x, S¯) := inf{‖x− y‖ | y ∈ S¯}.
Patriksson [18] extended the notion of weak sharpness to the solution set of (VIP) as follows: the solution set C¯ is said
to be weakly sharp if
−F (x¯) ∈ int
⋂
x∈C¯
[
TC (x) ∩ NC¯ (x)
]◦
(3)
holds for all x¯ ∈ C¯ , and analyzed the ﬁnite convergence of approximation algorithms in cases where the mapping F is
invariant on the solution set; see also [19, p. 208]. In [16], Marcotte and Zhu introduced the pseudomonotonicy condition
to ensure the invariance property and further developed the notion of weak sharpness to the solution set of (VIP). Under
the assumptions that C is compact and F is continuous and pseudomonotone+ over C , they proved that C¯ is weakly sharp
if and only if the dual gap function G for (VIP) has an error bound on C , i.e.
G(x) αd(x, C¯), ∀x ∈ C,
and also gave suﬃcient conditions for the ﬁnite convergence of descent algorithms for solving (VIP) by using the notion of
weak sharpness. Wu and Wu [24] studied the weak sharpness of the solution set for (VIP) in Hilbert spaces. They showed
that C¯ is weakly sharp if and only if G has an error bound on C under slightly weaker assumptions than those were used
in [16]. Zhang et al. [27] proved that G has an error bound on C if and only if a different kind of weak sharpness of
the solution set for (VIP) holds; it is implied by the weak sharpness in the sense of (3) under the assumptions that F is
continuous and pseudomonotone on C . When G is differentiable on C¯ , the two notions of weak sharpness are equivalent.
In [26] Xiu and Zhang analyzed the ﬁnite convergence of an arbitrary algorithm for (VIP) by using the notion of weak
sharpness of the solution set without the assumptions that C is compact and F is pseudomonotone+ over C . By applying
this result, they conclude that the proximal point algorithm for solving (VIP) possesses ﬁnite convergence if the solution set
is weakly sharp. For an extensive discussion on the ﬁnite termination property of the proximal point method, in the case of
both optimization problems and variational inequalities, we refer the reader to [19].
This paper is motivated by two observations. The ﬁrst one is that all the above papers deal with the problems in Rn or
Hilbert spaces; the second observation is that the obstacle problems and Signorini problem of elasticity can be equivalently
formulated as variational inequalities in reﬂexive, strictly convex and smooth Banach spaces (see [3,22]). The aim of this
paper is to extend the notion of weak sharpness for the solution set of (VIP) from Rn (or a Hilbert space) to a reﬂexive,
strictly convex and smooth Banach space, present its equivalent characterizations, and establish ﬁnite convergence of prox-
imal point algorithm for (VIP) in terms of the weak sharpness of the solution set. The algorithms proposed here could be
applied to the problems just mentioned in the second observation.
2. Preliminaries
Let X be a real Banach space with topological dual space X∗ . Let ‖ · ‖ and ‖ · ‖∗ denote the norms on X and X∗ ,
respectively.
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a direction v ∈ X if the limit
G ′(x, v) := lim
t↓0
G(x+ tv) − G(x)
t
exists. If G is directionally differentiable at x in every direction v ∈ X , we say that G is directionally differentiable at x.
We say that G is Gâteaux differentiable at x if G is directionally differentiable at x and the directional derivative G ′(x, v)
is linear and continuous in v . We denote this operator (when it exists) by ∇G(x), i.e. 〈∇G(x), v〉 = G ′(x, v).
We say that G is directionally differentiable at a point x ∈ X in the Hadamard sense if the directional derivative G ′(x, v) exists
for all v and, moreover,
G ′(x, v) = lim
u→v
t↓0
G(x+ tu) − G(x)
t
. (4)
If in addition G ′(x, v) is linear in v , it is said that G is Hadamard differentiable at x. (4) can be formulated in the following
equivalent form, for any sequence vn → v and tn ↓ 0:
G ′(x, v) = lim
n→∞
G(x+ tnvn) − G(x)
tn
.
A mapping G is said to be directionally differentiable at a point x ∈ X in the Fréchet sense if G is directionally differentiable at x
and
G(x+ v) = G(x) + G ′(x, v) + o(‖v‖), ∀v ∈ X .
If in addition G ′(x, ·) is linear and continuous, it is said that G is Fréchet differentiable at x.
We say that G is Lipschitz continuous on a set C ⊆ X with modulus M if there exists a constant M > 0 such that∥∥G(x1) − G(x2)∥∥ M‖x1 − x2‖
for all x1, x2 ∈ C .
The following lemma demonstrates the relationship between the above concepts of directional differentiability.
Lemma 2.1. (See [5, Proposition 2.49].) Suppose that G is directionally differentiable at x and is Lipschitz continuous with modulus M
in a neighborhood of x. Then G is directionally differentiable at x in the Hadamard sense and the directional derivative G ′(x, ·) is
Lipschitz continuous with modulus M on X.
Assume that f is a convex function from X into R¯ := R ∪ {±∞}. The function f is said to be proper if the effective
domain
dom( f ) := {x ∈ X: f (x) < +∞} = ∅
and the set{
x ∈ X: f (x) = −∞}= ∅.
If f is proper convex and x ∈ dom( f ), then f ′(x, v) exists for any v ∈ X and
f ′(x, v) = inf
t>0
f (x+ tv) − f (x)
t
,
where the derivative value is either ﬁnite or inﬁnite.
The subdifferential of a proper convex function f at x ∈ X in the sense of convex analysis is given by
∂ f (x) := {x∗ ∈ X∗: 〈x∗, y − x〉 f (y) − f (x), ∀y ∈ X}.
It also can be written as
∂ f (x) = {x∗ ∈ X∗: 〈x∗, v〉 f ′(x, v), ∀v ∈ X}.
Let C ⊆ X be a closed convex subset. The set-valued mapping PC : X → C deﬁned by
x → PC x :=
{
y ∈ C : ‖x− y‖ = d(x,C)},
is called the metric projection operator. Note that for any x ∈ X , PC x is the set of optimal solutions of the following minimiza-
tion problem:
inf ‖x− y‖2. (P1)
y∈C
Y.H. Hu, W. Song / J. Math. Anal. Appl. 374 (2011) 118–132 121If X is reﬂexive then PC x is nonempty for any x ∈ X . If X is strictly convex then PC x has one point at most for any x ∈ X .
Thus PC is a single-valued mapping when X is a reﬂexive and strictly convex Banach space. In this case we call it the best
approximate operator.
The duality mappings J : X → X∗ and J∗ : X∗ → X are deﬁned by
J (x) = {x∗ ∈ X∗ ∣∣ 〈x∗, x〉= ∥∥x∗∥∥2∗ = ‖x‖2}, ∀x ∈ X
and
J∗
(
x∗
)= {x ∈ X ∣∣ 〈x, x∗〉= ‖x‖2 = ∥∥x∗∥∥2∗}, ∀x∗ ∈ X∗.
The following basic results concerning the duality mapping are well known (see [4,9]):
• X is reﬂexive if and only if J is surjective;
• X is strictly convex if and only if J is injective or strictly monotone, that is, 〈x− y, x∗ − y∗〉 > 0 holds for any x, y ∈ X ,
x∗ ∈ J x, y∗ ∈ J y with x = y;
• X is smooth if and only if J is single-valued;
• If X is a Fréchet smooth Banach space (i.e. the norm of X is Fréchet differentiable), then J is norm-to-norm continuous,
that is, xn → x implies J xn → J x;
• If X is reﬂexive, strictly convex and smooth, then J , J∗ are one-to-one single-valued operators and J−1 = J∗ .
Assume that X is a reﬂexive, strictly convex and smooth Banach space and assume that C ⊆ X is a closed convex set.
Now consider the following optimization problem:
inf
y∈C W (x, y), (P2)
where W (x, y) := ‖x‖2 − 2〈 J x, y〉+ ‖y‖2. We know that the problem (P2) has a unique solution because W (x, y) is strictly
convex in y. The operator ΠC : X → C deﬁned by
ΠC x := argmin
y∈C
W (x, y)
is said to be the generalized projection operator (see [1]). When X is a Hilbert space, since J is an identity operator and
W (x, y) = ‖x− y‖2, ΠC coincides with the metric projection operator PC . Some applications of the generalized projection
operator can be found in [1–3].
The following results are of great importance (see [1,3]):
Lemma 2.2 (Basic variational principle for the metric projection). Assume that X is a reﬂexive, strictly convex and smooth Banach
space. Assume that C ⊆ X is a closed convex set and xˆ ∈ C. Then xˆ= PC x if and only if the inequality〈
J (x− xˆ), y − xˆ〉 0, ∀y ∈ C
holds.
Lemma 2.3 (Basic variational principle for the generalized projection). Assume that X is a reﬂexive, strictly convex and smooth Banach
space. Assume that C ⊆ X is a closed convex set and xˆ ∈ C. Then xˆ= ΠC x if and only if the inequality
〈 J x− J xˆ, y − xˆ〉 0, ∀y ∈ C
holds.
Let K be a convex set of X . The polar of K is deﬁned by
K 0 = {x∗ ∈ X∗: 〈x∗, x〉 1, ∀x ∈ K}.
If K is a convex cone, then we deﬁne the polar cone and the dual cone of K as follows, denoted by K 0 and K+ ,
K 0 = {x∗ ∈ X∗: 〈x∗, x〉 0, ∀x ∈ K},
K+ = {x∗ ∈ X∗: 〈x∗, x〉 0, ∀x ∈ K}.
Obviously, K 0 and K+ are closed convex cones in X∗ . Furthermore, K+ = −K 0. If K is a closed convex cone, then K 00 = K .
Lemma 2.4. (See [2, Theorem 2.4], and also [23, Theorem 3.1].) Assume that X is a reﬂexive, strictly convex and smooth Banach space
and the set K ⊆ X is a nonempty closed convex cone. Then for every x ∈ X and x∗ ∈ X∗ , the decompositions
x= PK x+ J∗ΠK 0 J x and 〈ΠK 0 J x, PK x〉 = 0,
x∗ = PK 0x∗ + JΠK J∗x∗ and
〈
PK 0x
∗,ΠK J∗x∗
〉= 0
hold.
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TC (x) = cl cone(C − x) = cl
[⋃
λ>0
λ(C − x)
]
, (5)
where cl A denotes the closure of a subset A of X , and it can be written in the form
TC (x) =
{
d ∈ X: ∃tk ↓ 0, dk → d with x+ tkdk ∈ C, ∀k 1
}
. (6)
The polar cone of tangent cone TC (x) is called the normal cone to C at x. That is
NC (x) :=
[
TC (x)
]0
.
If C is convex, then
NC (x) =
{ {x∗ ∈ X∗: 〈x∗, z − x〉 0, ∀z ∈ C} if x ∈ C,
∅ otherwise.
From the deﬁnitions of normal cone and tangent cone, we know that a vector x¯ ∈ C is a solution of (VIP) if and only if
−F (x¯) ∈ NC (x¯) or equivalently ΠTC (x¯)[ J∗(−F (x¯))] = 0 duo to Lemma 2.4.
It is easy to see that the indicator function associated with a convex set C given by
IC (x) :=
{
0 if x ∈ C,
+∞ if x /∈ C
satisﬁes ∂ IC (x) = NC (x) for x ∈ C .
The mapping F : X → X∗ is said to be monotone on C if for any x, y ∈ C ,〈
F (x) − F (y), x− y〉 0.
The mapping F : X → X∗ is said to be pseudomonotone on C if for any x, y ∈ C ,〈
F (x), y − x〉 0 ⇒ 〈F (y), y − x〉 0.
The mapping F is said to be pseudomonotone+ on C if it is pseudomonotone on C and, for any x, y ∈ C ,〈
F (x) − F (y), x− y〉= 0 ⇒ F (x) = F (y).
It is easy to see that monotonicity of F is stronger than pseudomonotonicity of F and pseudomonotonicity+ of F is
stronger than pseudomonotonicity of F .
The dual variational inequality problem (DVIP) (see [16]) associated with (VIP) is to ﬁnd a vector xˆ ∈ C such that〈
F (x), x− xˆ〉 0, ∀x ∈ C . (7)
We denote by Cˆ the solution set of the (DVIP).
Recall that the pseudomonotonicity of F on C is suﬃcient for C¯ ⊆ Cˆ , while the continuity of F on C guarantees the
inclusion Cˆ ⊆ C¯ . So C¯ = Cˆ whenever F is continuous and pseudomonotone on C . The solution set of (VIP) can be represented
as the intersection of half-spaces, and it is closed and convex.
3. Main results
Throughout this paper, we assume that X is a reﬂexive, strictly convex and smooth Banach space, and that the solution
sets C¯ of (VIP) and Cˆ of (DVIP) are nonempty. First, we introduce the notion of weak sharpness for C¯ .
Deﬁntion 3.1. The nonempty solution set C¯ of (VIP) is said to be weakly sharp, if
−F (x¯) ∈ int
⋂
x∈C¯
[
TC (x) ∩ J∗NC¯ (x)
]◦
(8)
holds for all x¯ ∈ C¯ . A solution x¯ ∈ C¯ is said to be weakly sharp if (8) holds at x¯.
If X is the Euclidean space Rn or a Hilbert space, then J is identity, and then in this case, (8) reduces to (3).
In order to give characterizations of weak sharpness of the solution set to (VIP), as usual we consider the dual gap
function for (VIP). The dual gap function G(x) associated with the (VIP) is deﬁned as
G(x) := sup
z∈C
〈
F (z), x− z〉, ∀x ∈ X .
The function G is lower semicontinuous, proper convex and non-negative on C , and clearly,
xˆ ∈ Cˆ ⇔ G(xˆ) = 0 ⇔ xˆ ∈ Λ(xˆ), (9)
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Λ(x) := argmax
z∈C
〈
F (z), x− z〉, ∀x ∈ X .
Thus, any solution of the (VIP) is a global minimizer for the convex optimization problem minx∈C G(x) with zero optimal
value.
As in [16] and [27], we show that the solution set is weakly sharp if and only if the function G provides a global error
bound when X is a reﬂexive, strictly convex and smooth Banach space. Moreover, we can drop the assumption that C is
compact and weaken the requirement of the monotonicity of F .
The following Lemma 3.1 was proved in [27, Proposition 3.13] when X = Rn . It is not diﬃcult to see that the proof is
still valid in a reﬂexive, strictly convex and smooth Banach space. For the readers’ convenience, we include the proof here.
Lemma 3.1. Assume that F is pseudomonotone and continuous on C and assume that G is Gâteaux differentiable at some point x¯ ∈ C¯ .
Then the following conclusions are true:
(i) ∇G(x¯) = F ( y¯) for any y¯ ∈ Λ(x¯), i.e., F (·) is a constant on Λ(x¯).
(ii) F is a constant vector on C¯ .
Proof. (i) Since F is pseudomonotone and continuous on C , it follows that C¯ = Cˆ , and hence by (9), we have G(x¯) = 0.
Deﬁne the upper level set of the function y → 〈F (y), x¯− y〉 over C as
L(x¯, δ) = {y ∈ C : 〈F (y), x¯− y〉 δ}, δ ∈R.
From the deﬁnition of G , we know that for every v ∈ X , λ > 0 and δ < 0,
G(x¯+ λv) = sup{〈F (y), x¯+ λv − y〉 ∣∣ y ∈ C}
 sup
{〈
F (y), x¯− y〉+ λ〈F (y), v〉 ∣∣ y ∈ L(x¯, δ)}
 δ + λ sup{〈F (y), v〉 ∣∣ y ∈ L(x¯, δ)}.
This implies that
G(x¯+ λv) − δ
λ
 sup
{〈
F (y), v
〉 ∣∣ y ∈ L(x¯, δ)}.
Letting δ ↑ G(x¯) and then λ ↓ 0, we get
G ′(x¯, v) lim
δ↑G(x¯)
sup
{〈
F (y), v
〉 ∣∣ y ∈ L(x¯, δ)}.
Since Λ(x¯) ⊆ L(x¯, δ) for any δ < 0, we know
G ′(x¯, v)
〈
F ( y¯), v
〉
, ∀ y¯ ∈ Λ(x¯),
which shows that F ( y¯) ∈ ∂G(x¯) for arbitrary y¯ ∈ Λ(x¯). Since G is Gâteaux differentiable, we have
F ( y¯) = ∇G(x¯), ∀ y¯ ∈ Λ(x¯), (10)
i.e., F is a constant vector on Λ(x¯).
(ii) In what follows we shall prove that C¯ = Λ(x¯). Since F is pseudomonotone and continuous on C , we have C¯ = Cˆ .
Hence for any y¯ ∈ C¯ , we have 〈F ( y¯), x¯− y¯〉 = 0. This, together with (9), implies that〈
F ( y¯), x¯− y¯〉= 0= G(x¯),
i.e., y¯ ∈ Λ(x¯). This shows that C¯ ⊆ Λ(x¯). Conversely, for every z¯ ∈ Λ(x¯), it follows from (i) that F (z¯) = F (x¯), and that〈
F (x¯), x¯− z¯〉= 〈F (z¯), x¯− z¯〉 G(x¯) = 0.
Since x¯ ∈ C¯ , 〈F (x¯), x¯− z¯〉 0. It follows that 〈F (z¯), x¯− z¯〉 = 0. Hence for every x ∈ C
〈
F (z¯), x− z¯〉= 〈F (x¯), x− x¯〉+ 〈F (z¯), x¯− z¯〉 0.
That is z¯ ∈ C¯ . Hence, we can conclude that Λ(x¯) = C¯ and that F is a constant vector on C¯ . 
Theorem 3.1. Assume that F is pseudomonotone and continuous on C and assume that G is Gâteaux differentiable and Lipschitz
continuous on C¯ . Then C¯ is weakly sharp if and only if there exists α > 0 such that
G(x) αd(x, C¯), ∀x ∈ C . (11)
124 Y.H. Hu, W. Song / J. Math. Anal. Appl. 374 (2011) 118–132Proof. First, we claim that the conclusion
αBX∗ ⊆ F (x¯) +
[
TC (x¯) ∩ J∗NC¯ (x¯)
]0
, ∀x¯ ∈ C¯ (12)
holds if and only if〈
F (x¯), z
〉
 α‖z‖, ∀z ∈ TC (x¯) ∩ J∗NC¯ (x¯). (13)
Indeed, if (12) holds, then for every x∗ ∈ BX∗ , we have
αx∗ − F (x¯) ∈ [TC (x¯) ∩ J∗NC¯ (x¯)]0, ∀x¯ ∈ C¯ .
Thus, for each z ∈ TC (x¯) ∩ J∗NC¯ (x¯), we have 〈αx∗ − F (x¯), z〉  0. Taking x∗ = J z‖ J z‖∗ , z = 0 in the above inequality, we
obtain (13). Now assume that (13) holds. Then for any x¯ ∈ C¯ , x∗ ∈ BX∗ and z ∈ TC (x¯) ∩ J∗NC¯ (x¯),〈−F (x¯) + αx∗, z〉= 〈−F (x¯), z〉+ 〈αx∗, z〉

〈−F (x¯), z〉+ α‖z‖
 0.
This implies that (12) holds as well.
Now, assume that C¯ is weakly sharp. Then there exists a positive number α such that (12) holds, and then so is (13).
For any x ∈ C , set x¯= PC¯ x. Clearly, x− x¯ ∈ TC (x¯) ∩ J∗NC¯ (x¯) by (5) and Lemma 2.2, and it follows from (13) that〈
F (x¯), x− x¯〉 α‖x− x¯‖ = αd(x, C¯). (14)
Since x¯ ∈ C¯ , by the deﬁnition of dual gap function G , we have
G(x)
〈
F (x¯), x− x¯〉, ∀x ∈ C .
Combining the above two inequalities, we get (11) immediately.
Conversely, suppose that (11) is satisﬁed. We claim that (12) is true for the same α. This is obvious for the case when
x¯ ∈ C¯ satisfying TC (x¯)∩ J∗NC¯ (x¯) = {0}. Next we show that (12) still holds for any x¯ ∈ C¯ with TC (x¯)∩ J∗NC¯ (x¯) = {0}. Let x¯ ∈ C¯
and v ∈ TC (x¯) ∩ J∗NC¯ (x¯) \ {0}. Then
〈 J v, v〉 > 0 and 〈 J v, y¯ − x¯〉 0, ∀ y¯ ∈ C¯ .
This implies that C¯ is separated from x¯+ v by the hyperplane
Hv :=
{
x ∈ X: 〈 J v, x− x¯〉 = 0}.
In addition, since v ∈ TC (x¯) there exists a sequence {vk} converging to v , such that x¯ + tkvk ∈ C for some sequence of
positive numbers {tk} decreasing to zero. Since 〈 J v, vk〉 > 0 for suﬃciently large k, we can assume that x¯+ tkvk lies in the
open set {x ∈ X: 〈 J v, x− x¯〉 > 0} which is separated from C¯ by Hv . So
d
(
x¯+ tkvk, C¯
)
 d
(
x¯+ tkvk, Hv
)= tk〈vk, J v〉‖v‖ .
By (11) and G(x¯) = 0, we obtain
G
(
x¯+ tkvk
)− G(x¯) = G(x¯+ tkvk) αd(x¯+ tkvk, C¯) α tk〈v
k, J v〉
‖v‖ . (15)
Since G is Gâteaux differentiable and Lipschitz continuous on C¯ , by Lemma 2.1 and (15), we have
〈∇G(x¯), v〉= lim
k→∞
G(x¯+ tkvk) − G(x¯)
tk
 lim inf
k→∞
α〈vk, J v〉
‖v‖ = α‖v‖.
This, together with the ﬁrst conclusion of Lemma 3.1, i.e., ∇G(x¯) = F (x¯), implies that (13) holds. Thus (12) is valid. From
the second conclusion of Lemma 3.1, we can see that F is a constant vector over C¯ . Thus,
−F (x¯) ∈ int
⋂
x∈C¯
[
TC (x) ∩ J∗NC¯ (x)
]◦
(16)
holds for all x¯ ∈ C¯ , which means that C¯ is weakly sharp. 
Y.H. Hu, W. Song / J. Math. Anal. Appl. 374 (2011) 118–132 125Our next characterization of the weak sharpness (8) involves the notion of minimum principle suﬃciency which was
introduced by Ferris and Mangasarian [12] for mathematical programming and extended by Marcotte and Zhu [16] to (VIP).
Consider a reformulation of (VIP) as the following optimization problem
min
x∈C g(x),
where g is the primal gap function associated with (VIP) deﬁned as
g(x) := sup
y∈C
〈
F (x), x− y〉, ∀x ∈ X, (17)
and let
Γ (x) := argmax
y∈C
〈
F (x), x− y〉
= argmin
y∈C
〈
F (x), y
〉
.
We say that the (VIP) possesses the minimum principle suﬃciency (MPS) property if Γ (x¯) coincides with the solution set C¯ ,
for every x¯ ∈ C¯ .
Theorem 3.2. Assume that F is continuous and pseudomonotone on C and that the set
K := int
⋂
x∈C¯
[
TC (x) ∩ J∗NC¯ (x)
]◦
is nonempty. Then, for each z∗ ∈ K , one has that
argmax
{〈
z∗, y
〉
: y ∈ C}⊆ C¯ .
Moreover, if −F (x¯) ∈ K for every x¯ ∈ C¯ , i.e., the solution set C¯ of (VIP) is weakly sharp, then the (VIP) possesses the MPS property.
Proof. Taking x ∈ C \ C¯ , let x¯= PC¯ x. It follows from (5) and Lemma 2.2 that
x− x¯ ∈ TC (x¯) ∩ J∗NC¯ (x¯). (18)
For any z∗ ∈ K , there exists a positive number δ such that 〈z∗ + w∗, x − x¯〉 < 0 for all w∗ ∈ δBX∗ . Thus, by taking w∗ =
δ
J (x−x¯)
‖ J (x−x¯)‖∗ (x = x¯), we have〈
z∗, x
〉
<
〈
z∗, x¯
〉− δ‖x− x¯‖ < 〈z∗, x¯〉,
i.e., x /∈ argmax{〈z∗, y〉: y ∈ C}, which brings out the conclusion.
Suppose that −F (x¯) ∈ K for every x¯ ∈ C¯ . It follows from what we have proved that
Γ (x¯) = argmax{〈−F (x¯), y〉: y ∈ C}⊆ C¯ .
Let xˆ ∈ C¯ . Then 〈F (x¯), xˆ− x¯〉 = 0. Since x¯ ∈ C¯ , 〈F (x¯), x¯− y〉 0 for all y ∈ C . Hence〈
F (x¯), xˆ− y〉= 〈F (x¯), xˆ− x¯〉+ 〈F (x¯), x¯− y〉 0, ∀y ∈ C,
that is xˆ ∈ Γ (x¯). Therefore, C¯ ⊆ Γ (x¯). By gathering the two preceding inclusions, we conclude that Γ (x¯) = C¯ . That is, the
(VIP) possesses the MPS property. 
Theorem 3.2 is an extension of Theorem 4.2 in [16] or Theorem 3.2 in [24] from the Euclidean space Rn or a Hilbert
space to a reﬂexive, strictly convex and smooth Banach space.
As a consequence of Theorem 3.2, we obtain the following results.
Corollary 3.1. Assume that F is uniformly continuous and pseudomonotone on C and assume that G is Gâteaux differentiable at some
point x¯ ∈ C¯ . Assume that C¯ is weakly sharp. If {xk} is a sequence produced by an algorithm for solving (VIP) satisfying d(xk, C¯) → 0,
then Γ (xk) ⊆ C¯ for all suﬃciently large k.
Proof. For any xk , let x¯k = PC¯ (xk). Then ‖xk − x¯k‖ = d(xk, C¯) → 0. By the uniform continuity of F on C¯ , for arbitrary ε > 0,
for suﬃciently large k, we have∥∥F (xk)− F (x¯k)∥∥< .
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Since C¯ is weakly sharp, we get
−F (xk) ∈ int⋂
x∈C¯
[
TC (x) ∩ J∗NC¯ (x)
]◦
.
Thanks to Theorem 3.2, the conclusion is true. 
Corollary 3.2. Assume that F is continuous and pseudomonotone on C. If xk is a sequence produced by an algorithm for solving
problem (VIP), and if limk→∞ xk = x¯ ∈ C¯ and (8) holds at x¯, then Γ (xk) ⊆ C¯ for all suﬃciently large k.
Proof. Since limk→∞ xk = x¯ ∈ C¯ , (8) holds at x¯ and F is continuous, there is a positive integer k0 such that for all k k0,
−F (xk) ∈ int⋂
x∈C¯
[
TC (x) ∩ J∗NC¯ (x)
]◦
. (19)
Thanks to Theorem 3.2, the conclusion is true. 
The above corollaries generalize Theorem 5.1 in [16] from the Euclidean space Rn to a reﬂexive, strictly convex and
smooth Banach space, and weaken the requirement of the monotonicity of F .
In order to establish the following characterization of the weak sharpness for the solution set of (VIP), we need a known
result concerning the error bound of a lower semicontinuous convex function.
Lemma 3.2. (See [25, Theorem 7].) Let X be a Banach space and f : X → (−∞,+∞] be a proper lower semicontinuous convex
function. Then for some α > 0
f (x)+  αd(x, L), ∀x ∈ X
if and only if
‖ξ‖ α, ∀ξ ∈ ∂ f (x), ∀x ∈ f −1(0,+∞),
where L := {x ∈ X: f (x) 0} and f (x)+ =max{ f (x),0}.
Theorem 3.3. Assume that F is pseudomonotone and continuous on C and assume that G is Gâteaux differentiable and Lipschitz
continuous on C¯ . Then C¯ is weakly sharp if and only if Γ (x∗) = C¯ for all x∗ ∈ C¯ and there exists α > 0 such that
α
◦
BX∗ ∩
[
F
(
x∗
)+ NC (x)]= ∅, ∀x∗ ∈ C¯, ∀x ∈ C \ C¯ . (20)
Proof. First, suppose that C¯ is weakly sharp. Then, by Theorem 3.2, Γ (x¯) = C¯ for each x¯ ∈ C¯ . In addition, as in the proof of
Theorem 3.1, we can see that there exists α > 0 such that for each x ∈ C \ C¯ , by setting x¯= PC¯ x,〈
F (x¯), x− x¯〉 α‖x− x¯‖ = αd(x, C¯).
For any x¯, y¯ ∈ C¯ , we know that 〈F (x¯), y¯ − x¯〉 = 0. Moreover, by the second conclusion of Lemma 3.1, we obtain
F (x¯) = F ( y¯). Hence, for any ﬁxed x∗ ∈ C¯ , we have 〈F (x∗), x − x∗〉 = 〈F (x¯), x − x¯〉 for all x¯ ∈ C¯ . This implies that the fol-
lowing lower semicontinuous proper convex function
f (x) := 〈F (x∗), x− x∗〉+ IC (x), ∀x ∈ X
is well deﬁned and satisﬁes
f (x) αd(x, C¯), ∀x ∈ X .
Denote by L := {x ∈ X: f (x) 0}. By the deﬁnition of Γ and x∗ ∈ C¯ , it is easy to see that
L = {x ∈ C : 〈F (x∗), x− x∗〉 0}= Γ (x∗).
So, we have
f (x) αd(x, L), ∀x ∈ X .
Thus, it follows from Lemma 3.2 that
‖ξ‖ α, ∀ξ ∈ ∂ f (x), ∀x ∈ f −1(0,+∞) = C \ C¯ .
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∂ f (x) = F (x∗)+ ∂ IC (x) = F (x∗)+ NC (x).
Conversely, suppose that Γ (x∗) = C¯ for all x∗ ∈ C¯ and there exists α > 0 such that (20) holds. Then for the above f ,
‖ξ‖ α, ∀ξ ∈ ∂ f (x), ∀x ∈ f −1(0,+∞).
For each x∗ ∈ C¯ , by Lemma 3.2 again, we have
f (x) αd(x, L) = αd(x,Γ (x¯))= αd(x, C¯), ∀x ∈ X .
That is,〈
F
(
x∗
)
, x− x∗〉 αd(x, C¯), ∀x∗ ∈ C¯, ∀x ∈ C .
It follows that
G(x)
〈
F
(
x∗
)
, x− x∗〉 αd(x, C¯), ∀x ∈ C .
Hence, C¯ is weakly sharp by Theorem 3.1. 
In [24], Wu and Wu established a similar result in a Hilbert space under the assumptions that F is pseudomonotone+
over C and 〈F (x∗) − F (y∗), x∗ − y∗〉 = 0 for all x∗ ∈ Cˆ and y∗ ∈ Λ(x∗).
However, it is diﬃcult to establish the ﬁnite convergence results in a reﬂexive, strictly convex and smooth Banach space
in terms of the notion of weak sharpness deﬁned by (8). In the following we shall introduce another notion of weak
sharpness for the solution set to (VIP).
Deﬁntion 3.2. The nonempty solution set C¯ of (VIP) is said to be weakly subsharp, if
J x¯− F (x¯) ∈ int
[⋃
x∈C¯
(
J x+ NC (x)
)]
(21)
holds for all x¯ ∈ C¯ . A solution x¯ ∈ C¯ is said to be weakly subsharp if (21) holds at x¯.
When X is a Hilbert space, since J = I , it is clear that (21) collapses to
x¯− F (x¯) ∈ int
[⋃
x∈C¯
(
x+ NC (x)
)]
, ∀x¯ ∈ C¯ . (22)
When X = Rn , Burke and Ferris proved that the weak sharpness implies the weak subsharpness. In the following we shall
show that this implication is still valid in Hilbert spaces. In order to show that we recall a lemma which was proved in [7]
in the case when X is the Euclidean space Rn . It is not diﬃcult to see the proof is also valid in Hilbert spaces. For the
readers’ convenience, we include the proof.
Lemma 3.3. (See [7, Lemma 4.6].) Let F be any nonempty closed convex subset of a closed convex subset Q of a Hilbert space H. Then
F +
⋂
x∈F
[
T Q (x) ∩ NF (x)
]0 ⊆ ⋃
x∈F
[
x+ NQ (x)
]=: K .
Proof. Let x¯ ∈ F . We need only show that
K¯ := x¯+
⋂
x∈F
[
T Q (x) ∩ NF (x)
]0 ⊆ K .
Let y ∈ K¯ and let y¯ be the projection of P Q y onto F . Since y ∈ K¯ , there is a z ∈ [T Q ( y¯) ∩ NF ( y¯)]0 such that y = x¯ + z.
Hence
0= 〈y − y, P Q y − y¯〉
= 〈P Q y + (y − P Q y) − x¯− z, P Q y − y¯〉
= 〈(P Q y − y¯) + (y − P Q y) + ( y¯ − x¯) − z, P Q y − y¯〉
= ‖P Q y − y¯‖2 + 〈y − P Q y, P Q y − y¯〉 + 〈 y¯ − x¯, P Q y − y¯〉 + 〈−z, P Q y − y¯〉.
Observe that each of the terms in the ﬁnal sum is non-negative. The second term and the third term are non-negative due
to Lemma 2.2. The fourth term is non-negative since P Q y − y¯ ∈ T Q ( y¯) ∩ NF ( y¯). Hence each term is zero so that P Q y = y¯,
that is y ∈ y¯ + NQ ( y¯) ⊆ K . 
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−F (x¯) ∈ int
⋂
x∈C¯
[
TC (x) ∩ NC¯ (x)
]◦
, ∀x¯ ∈ C¯ (23)
holds, then
x¯− F (x¯) ∈ int
[⋃
x∈C¯
(
x+ NC (x)
)]
, ∀x¯ ∈ C¯ (24)
holds.
Proof. For any x¯ ∈ C¯ , by (23), we have
x¯− F (x¯) ∈ C¯ + int
⋂
x∈C¯
[
TC (x) ∩ NC¯ (x)
]◦
⊆ int
(
C¯ +
⋂
x∈C¯
[
TC (x) ∩ NC¯ (x)
]◦)
.
Hence, using Lemma 3.3 with F = C¯ , Q = C , we get
x¯− F (x¯) ∈ int
⋃
x∈C¯
(
x+ NC (x)
)
. 
However, we do not know whether (21) implies (8) in a reﬂexive, strictly convex and smooth Banach space.
Next, we establish a suﬃcient and necessary condition for the ﬁnite convergence of an algorithm for solving (VIP)
satisfying that the sequence generated by which converges to a weak subsharp solution of (VIP).
Theorem 3.4. Assume that X is a reﬂexive, strictly convex and Fréchet smooth Banach space. Assume that F is continuous and pseu-
domonotone on C. If xk ∈ C is a sequence produced by an algorithm for solving (VIP) such that limk→∞ xk = x∞ ∈ C¯ and (21) holds
at x∞ , then xk ∈ C¯ for all suﬃciently large k if and only if
lim
k→∞
ΠTC (xk)
(
J∗
(−F (xk)))= 0. (25)
Proof. If xk ∈ C¯ for all suﬃciently large k, then −F (xk) ∈ NC (xk). Applying Lemma 2.4 with K = TC (xk) and K 0 = NC (xk),
we obtain
ΠTC (xk)
(
J∗
(−F (xk)))= 0,
which completes the proof of the necessity. Conversely, by Lemma 2.4, we have that for all k ∈N,
−F (xk)= PNC (xk)
(−F (xk))+ JΠTC (xk)
(
J∗
(−F (xk))).
Since limk→∞ xk = x∞ ∈ C¯, in view of (25) and the continuity of duality mapping, we obtain
lim
k→∞
PNC (xk)
(−F (xk))= −F (x∞).
This, together with the continuity of duality mapping, yields to
lim
k→∞
(
J xk + PNC (xk)
(−F (xk)))= J x∞ − F (x∞).
It follows from (21) that for suﬃciently large k,
J xk + PNC (xk)
(−F (xk)) ∈ ⋃
x∈C¯
(
J x+ NC (x)
)
.
This implies the following inclusion
J∗
(
J xk + PNC (xk)
(−F (xk))) ∈ ⋃
x∈C¯
J∗
(
J x+ NC (x)
)
. (26)
By Lemma 2.3 and (26), we have
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(
J∗
(
J xk + PNC (xk)
(−F (xk))))
∈
⋃
x∈C¯
ΠC
(
J∗
(
J x+ NC (x)
))
=
⋃
x∈C¯
{x}
= C¯,
which completes the proof. 
Consider a proximal point algorithm in a reﬂexive, strictly convex and smooth Banach space deﬁned as following: given
x0 ∈ X arbitrarily, for k = 0,1,2, . . . , if xk /∈ C¯ , then deﬁne
xk+1 = ΠC
(
J∗
(
J xk − αk F
(
xk+1
)))
, (27)
where αk > 0 is a number determined by a stepsize rule.
The following theorem states that in fact the algorithm terminates at the closest point in the solution set to the last
nonoptimal iterate.
Theorem 3.5. Assume that F is continuous and pseudomonotone on C. Let {xk} be generated by (27) and set Ck = C ∩ Hk, where
Hk = {x ∈ X | 〈F (xk), x− xk〉 0}. Then:
(i) C¯ ⊆ Ck;
(ii) xk = ΠCk (xk−1);
(iii) xk = ΠC¯ (xk−1) if the proximal point algorithm terminates at xk.
Proof. (i) For any x¯ ∈ C¯ , we have 〈F (x¯), x¯ − xk〉  0. From the pseudomonotonicity of F we obtain 〈F (xk), x¯ − xk〉  0, i.e.,
x¯ ∈ Hk . Hence x¯ ∈ Ck for any k ∈N. The conclusion (i) is proved.
(ii) Clearly, Ck is closed and convex. Let yk = ΠCk (xk−1). We need only show xk = yk . As xk ∈ Ck and yk = ΠCk (xk−1), by
Lemma 2.3, we have〈
J xk−1 − J yk, xk − yk〉 0. (28)
On the other hand, since yk ∈ C , xk = ΠC ( J∗( J xk−1 − αk−1F (xk))), again by Lemma 2.3, we get〈
J xk−1 − αk−1F
(
xk
)− J xk, yk − xk〉 0. (29)
This, together with yk ∈ Hk and αk−1 > 0, implies that〈
J xk−1 − J xk, yk − xk〉 αk−1〈F (xk), yk − xk〉 0. (30)
Combining (28) with (30), we have〈
J xk − J yk, xk − yk〉 0.
The strict monotonicity of J yields the conclusion (ii).
(iii) Assume that the exact proximal point algorithm terminates at xk , i.e., xk ∈ C¯ . By (ii) and Lemma 2.3,〈
J xk−1 − J xk, x− xk〉 0, ∀x ∈ Ck. (31)
Since C¯ ⊆ Ck by (i), we have that〈
J xk−1 − J xk, x− xk〉 0, ∀x ∈ C¯ . (32)
It follows from Lemma 2.3 that xk = ΠC¯ (xk−1). This completes the proof of (iii). 
Lemma 3.4. (See [8, Theorem 3.1].) Let K be a closed convex cone of a Banach space Y . Deﬁne the function φ : Y →R by
φ(y) := d(y,−K ) = inf{‖y + k‖: k ∈ K}.
Then φ satisﬁes the equation
φ(y) = ψ∗(y ∣∣ B0Y ∩ K+) := sup{〈y, y∗〉: y∗ ∈ B0Y ∩ K+}.
The next theorem shows that, for any given x0 ∈ X , the exact proximal point algorithm has ﬁnite termination if αk is
chosen such that αk is bounded below from zero.
130 Y.H. Hu, W. Song / J. Math. Anal. Appl. 374 (2011) 118–132Theorem 3.6. Assume that X is a reﬂexive, strictly convex and Fréchet smooth Banach space. Assume that F is continuous and pseu-
domonotone on C. Let {xk} be generated by (27) such that limk→∞ xk = x∞ and infk{αk} α > 0. If (21) holds on x∞ , then xk ∈ C¯
for all suﬃciently large k.
Proof. By Lemma 2.4, for any k, we have
−F (xk)= PNC (xk)(−F (xk))+ JΠTC (xk)( J∗(−F (xk))).
This, together with Lemma 3.4, implies that∥∥ JΠTC (xk)( J∗(−F (xk)))
∥∥= ∥∥−F (xk)− PNC (xk)(−F (xk))
∥∥= d(−F (xk),NC (xk))
= sup
v∈TC (xk)∩B0X∗
〈−F (xk), v〉= sup
v∈cone(C−xk)∩BX
〈−F (xk), v〉.
By the deﬁnitions of the duality mapping and the supremum, for every ε > 0 there exists vk ∈ cone(C − xk) and ‖vk‖ 1
such that∥∥ΠTC (xk)
(
J∗
(−F (xk)))∥∥= ∥∥ JΠTC (xk)
(
J∗
(−F (xk)))∥∥ 〈−F (xk), vk〉+ ε. (33)
Since xk = ΠC ( J∗( J xk−1 − αk F (xk))), by Lemma 2.3,〈
J xk−1 − αk F
(
xk
)− J xk,w − xk〉 0, ∀w ∈ C .
By the assumption that infk{αk} α > 0, we have
〈−F (xk),w − xk〉 1
α
〈
J xk − J xk−1,w − xk〉, ∀w ∈ C .
Due to vk ∈ cone(C − xk), there exists μ > 0 such that xk +μvk ∈ C . It follows that
〈−F (xk), vk〉 1
α
〈
J xk − J xk−1, vk〉.
Since xk → x∞ , by the continuity of J and (33), it follows that
limsup
k→+∞
∥∥ΠTC (xk)( J∗(−F (xk)))
∥∥ ε.
As  is arbitrary, we know
lim
k→+∞
ΠTC (xk)
(
J∗
(−F (xk)))= 0.
According to Theorem 3.4, the conclusion is true. 
Theorems 3.4, 3.5, 3.6 extend the corresponding results of Theorems 3.2, 4.1, 4.2 in [26] from the ﬁnite-dimensional case
to a reﬂexive, strictly convex and smooth Banach space.
We next present two examples of variational inequalities in reﬂexive, strictly convex and smooth Banach spaces, which
arise from constrained optimization and obstacle problems.
Example 3.1. (See Example 7 in Section 1.3 in [3].) Consider the Lebesgue space Lp(R3), 1 < p < ∞, formed by the measur-
able functions f (x) such that∫
R3
∣∣ f (x)∣∣p dx < ∞, x ∈R3,
with the norm deﬁned by
‖ f ‖LP =
(∫
R3
∣∣ f (x)∣∣p dx
) 1
p
.
It is clear that Lp(R3) (p > 1) is a uniformly convex and uniformly smooth Banach space with respect to this norm and
its dual space is the Lebesgue space Lq(R3) with q > 1 such that p−1 + q−1 = 1. (The deﬁnitions of uniform convexity and
uniform smoothness and related properties can be found in [4,9].) From the above facts, we know that the space Lp(R3) is
a reﬂexive, strictly convex and Fréchet smooth Banach space. Consider the operator
Au(x) = ∣∣u(x)∣∣p−2u(x)
∫
3
|u(y)|p
|x− y| dy, p > 2R
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Φ(u) = 1
2p
∫
R3
∫
R3
|u(x)|p|u(y)|p
|x− y| dxdy,
and acts from Lp(R3) to Lq(R3), p−1 + q−1 = 1. In addition, since the functional Φ(u) is proper lower semicontinuous
convex, the operator A is maximum monotone.
Let C = {u = u(x) ∈ Lp(R3): u(x) 0, a.e. x ∈R3}. Consider the following optimization problem:
min
u∈C Φ(u).
It is well known that the above optimization problem is equivalent to the following variational inequality: ﬁnd u ∈ C such
that 〈
A(u), v − u〉 0, ∀v ∈ C .
The proximal point algorithm deﬁned by (27) for the above variational inequality can be written as
uk+1 = ΠC
(
J∗
(
J uk − αk A
(
uk+1
)))
,
where αk > 0 and the duality mapping in Lp(R3) is deﬁned by the following expression:
J u = ‖u‖2−pLp
∣∣u(x)∣∣p−2u(x), x ∈R3.
Example 3.2. (See Example 4.4.2 in [3].) Let G be a bounded measurable set in R2 with suﬃciently smooth boundary Γ .
The Sobolev space W p1 (G) (or W
1.p(G)) is the set of all functions w(x, y) satisfying
∫ ∫
G
∣∣w(x, y)∣∣p dxdy +
∫ ∫
G
∣∣∣∣∂w∂x
∣∣∣∣
p
dxdy +
∫ ∫
G
∣∣∣∣∂w∂ y
∣∣∣∣
p
dxdy < ∞,
with the norm
‖w‖W p1 =
(∫ ∫
G
∣∣w(x, y)∣∣p dxdy +
∫ ∫
G
∣∣∣∣∂w∂x
∣∣∣∣
p
dxdy +
∫ ∫
G
∣∣∣∣∂w∂ y
∣∣∣∣
p
dxdy
) 1
p
.
The Sobolev space W p1 (G) is uniformly convex and uniformly smooth Banach space. Set
X = {w = w(x, y) ∈ W p1 (G): w(x, y)|Γ = 0}
and deﬁne
‖w‖ =
(∫ ∫
G
[∣∣∣∣∂w∂x (x, y)
∣∣∣∣
p
+
∣∣∣∣∂w∂ y (x, y)
∣∣∣∣
p]
dxdy
) 1
p
.
It is well known from Poincaré’s inequality that ‖ · ‖W p1 is equivalent to ‖ · ‖ on X .
Assume that nonlinear functions ai(x, y, ξ), i = 1,2, and P (x, y, ξ) satisfy the following conditions:
(i) ai(x, y, ξ), i = 1,2, and P (x, y, ξ) are measurable on G for all ξ ∈ R1, continuous and non-decreasing with respect to ξ
for almost (x, y) ∈ G;
(ii) there exist ci > 0 and ki(x, y) ∈ Lq(G), q = pp−1 , p > 2, i = 1,2,3, such that∣∣ai(x, y, ξ)∣∣ ci(ki(x, y) + |ξ |p−1), i = 1,2,
and ∣∣P (x, y, ξ)∣∣ c3(k3(x, y) + |ξ |p−1).
Construct the operator A as follows: for all v,w ∈ X
〈Aw, v〉 =
∫ ∫
G
(
a1
(
x, y,
∂w
∂x
)
∂v
∂x
+ a2
(
x, y,
∂w
∂ y
)
∂v
∂ y
+ P (x, y,w)v
)
dxdy.
The operator A : X → X∗ is continuous and monotone.
132 Y.H. Hu, W. Song / J. Math. Anal. Appl. 374 (2011) 118–132The membrane bend problem can be stated as the following variational inequality problem (see [3, Example 4.4.2]): ﬁnd
u ∈ C such that〈
A(u), v − u〉 0, ∀v ∈ C,
where
C = {v ∈ X ∣∣ v(x, y) χ(x, y), a.e. (x, y) ∈ G}
and the function χ(x, y) is a ﬁxed obstacle.
The proximal point algorithm deﬁned by (27) for the above variational inequality can be written as
uk+1 = ΠC
(
J∗
(
J uk − αk A
(
uk+1
)))
,
where αk > 0 and the duality mapping is deﬁned by the following expression:
〈 J u, v〉 = ‖u‖2−p
∫ ∫
G
(∣∣∣∣∂u∂x
∣∣∣∣
p−2
∂u
∂x
∂v
∂x
+
∣∣∣∣ ∂u∂ y
∣∣∣∣
p−2
∂u
∂ y
∂v
∂ y
)
dxdy, ∀u, v ∈ X, u = θX , JθX = θX∗ ,
and θX and θX∗ denote the origins of X and X∗ , respectively.
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