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Abstract
Controlling the radar beam-pattern by optimizing the transmit covariance matrix is a well-established approach
for performance enhancement in multiple-input-multiple-output (MIMO) radars. In this paper, we investigate the
joint optimization of the waveform covariance matrix and the antenna position vector for a MIMO radar system to
approximate a given transmit beam-pattern, as well as to minimize the cross-correlation of the received waveforms
reflected back from the targets. We formulate this design task as a non-convex optimization problem and then propose a
cyclic optimization approach to efficiently approximate its solution. We further propose a local binary search algorithm
in order to efficiently design the corresponding antenna positions. We show that the proposed method can be extended
to the more general case of approximating the given beam-pattern using a minimal number of antennas as well as
optimizing their positions. Our numerical investigations demonstrate a great performance both in terms of accuracy and
computational complexity, making the proposed framework a good candidate for usage in real-time radar waveform
processing applications such as MIMO radar transmit beamforming for aerial drones that are in motion.
Index Terms
Antenna selection, beam-forming, dynamic programming, MIMO radar, waveform design.
I. INTRODUCTION AND PRIOR WORKS
Multiple-input-multiple-output (MIMO) radar refers to a unique radar architecture that employs multiple spatially
distributed transmitters and receivers— an emerging technology in the last two decades, attracting a great deal of
interest from researchers in radar signal processing community as well as industry [2]–[9]. Unlike a conventional
phased array radar, a MIMO transmitter can transmit a set of arbitrary waveforms orthogonal to each other in order
to increase the spatial diversity [5], [10]. One way to exploit such diversity in MIMO systems is by transmitting
orthogonal waveforms, and the echo signals can then be re-assigned to the single transmitter. Thus, from an antenna
array of MT transmitters and MR receivers, a MIMO architecture results in a virtual array of MTMR elements
with enlarged size of virtual aperture which provides additional degrees of freedom to improve the spatial resolution
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2[11], [12], immunity to interference [13], and an improved target localization capability [14]–[16]. The advantages
of MIMO radar over traditional phased array radar has inspired researchers to address various associated waveform
design problems. Among them, is the problem of maximizing the output signal-to-interference-plus-noise ratio
(SINR) by jointly optimizing the probing signal and the receive filter coefficients [18]–[20]. Moreover, the probing
waveforms transmitted by a MIMO radar can be designed to approximate a desired beam-pattern, and to further
minimize the cross-correlation sidelobes of the waveforms reflected from various targets of interest [21]–[24]. The
main focus of this design problem is to control the spatial distribution of the transmit power.
An extensive body of work already exists on designing the covariance matrix of radar transmit waveforms in lieu
of designing the waveforms directly; which leads to extra degrees of freedom in the design stage. For example,
in [26], the authors describe a method to optimize the waveform covariance matrix to approximate the desired
beam-pattern and minimize the correlation sidelobes using semidefinite quadratic programming (SQP), while in
[21] a cyclic algorithm (CA) is proposed to synthesize the constant-modulus waveform matrix to approximate a
desired covariance matrix. A closed-form covariance matrix design method is described in [27] to achieve the
desired beam-pattern based on discrete Fourier transform (DFT) coefficients and Toeplitz matrices. An extension of
the DFT-based methods to a planar-antenna-array for constant-modulus waveforms design can be found in [28] and
[29]. Although the DFT-based techniques for matching the transmit beam-pattern benefit from a lower computational
complexity, the performance is not satisfactory for small number of antennas. Two algorithms are described in [31]
to synthesize the waveform covariance matrix for a given desired beam-pattern. In the first algorithm, the elements
of a square-root matrix of the covariance matrix are parameterized using the coordinates of a hypersphere in order
to implicitly optimize the designed square matrix as a positive semidefinite matrix in an iterative manner. In the
second algorithm, the constraints and redundant information in the covariance matrix are exploited to find a closed-
form solution, which although may yield a ‘pseudo’-covariance matrix, the outcome is not guaranteed to be positive
semidefinite. For a further study on transmit beam-pattern synthesis approaches, we refer the interested readers to
consult [32]–[37], and the references therein.
Note that all the aforementioned algorithms consider only a uniform linear array (ULA) with half-wavelength
inter-element spacing, while designing the covariance matrix of the probing signal to match the given transmit beam-
pattern. However, it was shown in [37] that the selection of the array position can introduce additional degrees
of freedom for designing transmit beam-pattern. Namely, by carefully choosing the position of antennas, one can
design the desired beam-pattern using much less number of antennas. In other words, one can achieve a similar
beam-pattern by carefully redistributing the available antennas in a wider transmit field which amounts to increased
virtual aperture. As a result, a joint optimization of the covariance matrix and the antenna selection vector can
achieve superior results compared with existing methods using ULA with the same number of antennas. In [37],
authors describe a method based on the Alternating Direction Method of Multipliers (ADMM) [38] to design the
antenna selection vector. However, a convex relaxation is used to approximate the solution which is not guaranteed
to produce an optimal outcome to the non-convex problem (that is NP-hard in general).
Contributions: In this paper, we tackle the aforementioned problems using an iterative greedy local search
approach inspired by dynamic programming and evolutionary algorithms. In each iteration, a set of optimization
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3parameter vectors is chosen to be perturbed and the corresponding objective values are calculated. The best
parameters are then selected to form the population for the next generation, and then the entire procedure is
repeated until a stopping criteria based on the original objective function is met. The main contributions of this
paper can be described as follows:
• A novel cyclic algorithm is proposed in order to jointly design the covariance matrix of the transmit waveforms
and antenna selection vector. The proposed method further allows for minimizing the cross-correlation sidelobe
levels.
• We design the antenna selection vector using a novel greedy search framework for binary variables. We show
that by using the all-one vector as initialization, the proposed algorithm can provide a good approximate
solution in a specific number of iterations. Our new framework may be of interest on its own as a general
non-convex solver for waveform design in MIMO radar systems with practical constraints.
• We further provide an extension to the general antenna selection scenario where the algorithm selects the
minimum number of antennas.
To promote reproducible research, the codes for generating the results presented are made publicly available along
with this paper.
Organization of the paper: The remainder of the paper is organized as follows. Sections II and III describe the
general signal model and problem formulation for jointly designing the covariance matrix of the probing signal
and the antenna position vector. In Section III-A, we propose a novel cyclic optimization approach to tackle the
aforementioned problem, while in Section IV, we discuss the antenna selection strategy using an iterative greedy
search algorithm in detail. We extend the antenna selection problem to a more general case in Section V using a
minimal number of antennas. Section VI lays out several numerical examples for the proposed framework. Finally,
Section VII concludes the paper.
Notation: We use bold-lowercase and bold-uppercase letters to represent vectors and matrices, respectively. xi
denotes the i-th element of the vector x. The superscripts (·)∗, (·)T , and (·)H represent the conjugate, the transpose,
and the Hermitian operators, respectively. 1M and 0M are the all-one and all-zero vectors of length M , respectively.
BMN = {x | ‖x‖1 = N,x ∈ {0, 1}M , N ≤M} is the set of all binary vectors with size M and N non-zero elements
and SM is the set of all real symmetric matrices of size M ×M . The sets of N ×N real, real non-negative and
complex matrices are denoted by R, R+, and C, respectively. The `1-norm is represented by ‖ · ‖1. <(·) is the
(element-wise) real-part of the complex argument. Finally,  denotes the Hadamard product of matrices.
II. SIGNAL MODEL
We consider the problem of selecting N transmit antennas placed on a linear array positions with M(≥ N) grid
points with equal grid spacing d, in order to achieve a desired beam-pattern as depicted in Fig. 1. A generalized
version of the problem requires choosing the minimum number of antenna positions out of M grid points for the
similar purpose. In the subsequent sections we consider both scenarios in a detailed manner. Let us consider a
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4Fig. 1. Geometry of a colocated MIMO radar with M grid points with inter-spacing d. Only N grid points can be used for antenna placement.
binary antenna position vector to represent the antenna configuration, viz.
p =[p1, p2, · · · , pM ]T ,
pm ∈ {0, 1}, m ∈ {1, · · · ,M}, (1)
where pm = 1 indicates that the m-th grid point is chosen for antenna placement; otherwise, we have pm = 0.
We consider a MIMO radar system transmitting distinct waveforms from each transmission antenna to achieve
a desirable beam-pattern. Let sm(l), with m ∈ {1, · · · ,M} and l ∈ {1, · · · , L}, denote the transmit signal from
m-th antenna, where L is the signal length in discrete-time. Assuming that the transmit waveforms are narrow-band
and that the propagation is non-dispersive, the baseband waveform at the desired target location θ can be expressed
as [5]
M∑
m=1
e−j
2pi
λ md sin(θ)sm(l) , aH(θ)s(l), l ∈ {1, . . . , L}, (2)
where λ is the wavelength of the transmitted signal, and s(l) = [s1(l), s2(l), · · · , sM (l)]T is the space-time transmit
waveform with length M , and a(θ) is the steering vector of the ULA at the direction θ, defined as
a(θ) = [1, ej
2pi
λ d sin(θ), · · · , ej 2piλ (M−1)d sin(θ)]T . (3)
We seek to select N antennas out of M grid point to design the desired beam-pattern. Let p ∈ BMN denote the
antenna selection vector. The corresponding waveform at the target location at the direction θ with respect to (w.r.t.)
the ULA is then given by,
x(l) = (p a(θ))Hs(l), l ∈ {1, · · · , L}. (4)
Consequently, the power produced by the waveforms at a generic direction θ can be written as
P (θ) = E
{|x(l)|2} (5)
= (p a(θ))HE{s(l)sH(l)} (p a(θ))
= pTR (a(θ)aH(θ))∗ p,
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5where
R = E
{
s(l)sH(l)
}
(6)
is the time-averaged covariance matrix of the transmit waveforms {s(l)}. As usual in the literature, we refer to the
spatial power spectrum defined in (5), as the transmit beam-pattern. Note that, in a similar manner, one can define
the cross-correlation terms between the probing signals at locations θ and θ¯ as
P¯ (θ, θ¯) , pT<
{
R (a(θ)aH(θ¯))∗}p. (7)
Our goal is to jointly design the antenna selection vector p and the covariance matrix R of the transmitted
waveforms in order to generate the desired beam-pattern while reducing the cross-correlation terms. Once R has
been determined, a signal sequence s(l) can be designed that has R as its covariance matrix [4], [26].
III. PROBLEM FORMULATION
The probing signals transmitted by the MIMO radar system can be designed to enable the system to approximate
a desired transmit beam-pattern as well as to minimize the cross-correlation of the signals backscattered from
various targets. Let φ(θ) denote the desired transmit beam-pattern, and {θk}Kk=1 be a grid of points that covers
the radial sectors of interest. We assume that the said grid comprises of points which are good approximations
of the locations of K˜ targets of interest that we wish to probe at locations {θk}K˜k=1. In addition, we assume that
some partial information regarding the target positions are available at hand, i.e., we possess some initial estimates
{θ˜k}K˜k=1 of {θk}K˜k=1. In practice, one can obtain {θ˜k}K˜k=1 using the Capon spatial spectrum and the generalized
likelihood ratio test (GLRT) function for target localization. For example, we form the desired beam-pattern by
using the dominant peak locations of the GLRT pseudo-spectrum, denoted by {θ˜k}Kˆk=1 with Kˆ being the resulting
estimate of K˜, as follows:
φ(θ) =
 1, θ ∈ [θ˜k −
4
2 , θ˜k +
4
2 ], k ∈ {1, · · · , Kˆ},
0, otherwise,
(8)
where 4 is the chosen beam-width for each target (4 should be greater than the expected error in {θ˜k}); see [5].
Our goal is to design R such that the transmit beam-pattern P (θ), approximates the desired beam-pattern φ(θ)
over the radial sectors of interest in a least squares (LS) sense, and moreover, such that the contribution from all
cross-correlation terms P¯ (θ, θ¯) (for θ 6= θ¯), are minimized (again, in an LS sense) over the set of possible target
locations {θ˜k}K˜k=1. Formally, we make use of the following cost function that incorporates the aforementioned
criteria as follows [5]:
J(p,R, α) (9)
=
1
K
K∑
k=1
wk
∣∣∣pTR (a(θk)aH(θk))∗ p− αφ(θk)∣∣∣2
+
2ωc
K˜(K˜ − 1)
K˜−1∑
p=1
K˜∑
q=p+1
∣∣∣pT<{R (a(θ˜p)aH(θ˜q))∗}p∣∣∣2
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6where α > 0 is a scaling factor to be optimized, ωk ≥ 0 is the weight factor for the k-th grid point (for k =
1, · · · ,K), and ωc ≥ 0 is the weight factor for the cross-correlation terms. Note that we introduce α as a design
parameter in order to achieve the desired transmit beam-pattern that approximates an appropriately scaled version
of φ(θ) to take into account different transmit energy allocations.
In the sequel, we formulate the problem of designing beam-pattern with low cross-correlation for a MIMO radar
system as a constrained optimization problem and further impose proper constraints for designing R and p. First,
one should impose the constraint that the designed matrix R must be positive semi-definite since it is a covariance
matrix. Next, under a uniform elemental power constraint, all the diagonal elements of R must attain the same
value as all antennas are required to transmit uniform power. Hence, the feasible region for the desired transmit
covariance matrix can be compactly expressed as,
R  0, (10a)
Rmm =
c
M
, for m = 1, · · · ,M, (10b)
with given c > 0, and Rmm denoting the m-th diagonal element of R. In the case of designing unimodular
sequences, one can simply set c = 1.
Secondly, due to the fact that we are placing only N antennas in M(≥ N) grid points to achieve the desired
beam-pattern, we further impose the constraint that the binary antenna selecting vector p should contain N non-zero
elements. More precisely, we aim to design p according to the following constraints,
‖p‖1 = N, (11a)
pm = {0, 1}, for m = 1, · · · ,M, (11b)
or, equivalently p ∈ BMN . Therefore, the overall transmit covariance optimization problem can be formulated as
min
p,R,α
J(p,R, α) (12a)
s.t. R  0, (12b)
Rmm =
c
M
, for m = 1, · · · ,M, (12c)
‖p‖1 = N, (12d)
pm = {0, 1}, for m = 1, · · · ,M, (12e)
α > 0. (12f)
It is easy to verify that the optimization problem in (12) can be categorized as a mixed Boolean-nonconvex problem,
especially due to the constraints imposed on p, the likes of which is very difficult and computationally expensive to
solve. In the next subsection, we propose an efficient and novel cyclic optimization approach based on semi-definite
programming and a greedy search algorithm to tackle the non-convexity of the said problem in (12).
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7A. Cyclic Optimization Algorithm
Hereafter, we address the problem of designing the desired covariance matrix R, the scaling factor α, and the
corresponding antenna selection vector p according to the objective function J and by proposing an alternating
optimization approach to tackle the problem of (12). Specifically, the minimization of J(p,R, α) in (12) can be
tackled via employing a cyclic optimization approach with respect to the design variables (R, α) and p.
• Optimization of R and α:
For a fixed p, the minimization problem in (12) with respect to (R, α) can be recast as
min
R,α
J(p,R, α) (13a)
s.t. R  0, (13b)
Rmm =
c
M
, for m = 1, · · · ,M, (13c)
α > 0. (13d)
Interestingly, it was shown in [26] that the above minimization problem with respect to design variables (R, α)
is convex and can be reformulated as a semi-definite program (SDP), which can then be efficiently solved using
numerical methods (e.g., interior point method [40]).
• Optimization of p:
On the other hand, for fixed (R, α) the optimization problem of (12) with respect to the antenna selection vector
p can be expressed as
min
p
J(p,R, α) (14a)
s.t. p ∈ BMN , (14b)
where M and N denote the total number of grid points and the total number of antennas we are restricted to
choose, in order to form the desired beam-pattern, respectively. Note that the constraint set BMN is not convex due
to the (discrete) Boolean constraint of p ∈ {0, 1} imposed on the antenna selection vector. Put differently, we are
interested in minimizing the objective function J over a subset of vertices of a hypercube of dimension M , which
is represented by BMN . We tackle this problem using a greedy search algorithm which is discussed in Section IV
in detailed manner.
Finally, as mentioned earlier, the cyclic optimization method alternates between the following optimization
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8problems at each cycle: (
R(t), α(t)
)
= arg min
R,α
J(p(t−1),R, α) (15)
s.t. R  0,
Rmm =
c
M
,
for m = 1, · · · ,M,
α > 0,
and
p(t+1) = arg min
p
J(p,R(t), α(t)) (16)
s.t. p ∈ BMN ,
where t denotes the iteration index of the cyclic optimization method.
IV. THE PROPOSED ANTENNA POSITION DESIGN TECHNIQUE
In this section, we develop a heuristic optimization approach inspired from the dynamic programming and genetic
algorithms (a special case of evolutionary optimization technique [41]) equipped with a simple local search to tackle
the non-convexity of (14). Note that the objective function J(p,R, α) is quartic with respect to the vector p, and
thus, it is deemed extremely difficult to solve. The ref [37] proposes one approach (14) based on a relaxation of
the Boolean constraint (e.g., via the linear relaxation of 0 ≤ p ≤ 1), which yields a suboptimal solution in expense
of heavy computation. In this paper, we resort to a greedy search algorithm which can solve the exact problem in
(14) in an efficient manner.
Especially we mimic the process of natural selection for solving an optimization process by iteratively improving
the generated set of feasible solutions. The fitness of each feasible solution is usually governed by an objective
function. Then, according to a predefined criteria, the algorithm maintains the best subset of feasible solutions at
each iteration to generate better solution individuals accordingly. Here in each generation, we produce the set of
feasible solutions and select the best individual according to a greedy policy, however by design, the particular
choice of policy allows for shrinking the cardinality of feasible set in each generation. In the following, we go
through the main ingredients of the proposed method in order to design the antenna position vector p.
A. Generation of Feasible Solutions Set
As mentioned earlier that our search space for a solution is a subset of vertices of an M -dimensional hypercube
represented by BMN . Hence we undertake a deterministic strategy for the generation of feasible solutions set. Note
that the binary vector p of length M represents a hypercube with 2M vertices. Given the most fitted solution (parent
solution) at iteration k, e.g., p(k), we generate a new set of feasible (candidate) solutions (i.e., offspring of the
parent solution) p(k+1)CS as follows:
p
(k+1)
CS =
{
p | H
(
p,p(k)
)
= 1, ‖p‖1 < ‖p(k)‖1
}
, (17)
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9Algorithm 1 for generating children set of p which are not in seen_children using mutation
1: procedure GENERATECHILDREN(p, seen_children, prob_mut)
2: children.PUSH(p)
3: for i = 1, 2, · · · , LEN(p) do
4: if pi = 1 then
5: child ← Toggle i-th bit of p
6: if rand(1)≤ prob_mute then
7: child ← Toggle uniformly selected one bit of child with probability prob_mut
8: end if
9: if child is not in children and seen_children then
10: children.PUSH(child)
11: end if
12: end if
13: end for
14: return children
15: end procedure
where H(x,y) denotes the Hamming distance between the two vectors, and is defined to be the number of positions
i such that xi 6= yi, where the subscript i denotes the i-th element of the corresponding vector. In other words,
given a parent solution p(k), the new set of candidate solutions (CS) is generated as the set of vectors which only
differs from p(k) in one bit (with one less non-zero element only). Then each candidate solution is mutated using a
predefined probability (prob_mut), meaning one randomly selected bit (using uniform sampling) is toggled with
the said probability. The purpose of mutation is to introduce diversity into the candidate solution set. Mutation
operators are used in an attempt to avoid local minima by preventing the active bits of candidates (chromosomes)
from becoming too similar to each other, thus slowing or even stopping convergence to the global optimum. This
reasoning also leads to avoid only taking the fittest of the candidates in generating the next generation, but rather
selecting a random (or semi-random) set with a weighting toward those that are fitter [41]. Hence, at each iteration
the cardinality of the new candidate solution is upper bounded by
∣∣∣p(k+1)CS ∣∣∣ ≤ ‖p(k)‖1. This procedure is summarized
in Algorithm 1.
B. Selection of the Fittest Solution
The goal of selection procedure is to propagate the fittest candidate solution, i.e., the one with the highest fitness
value, or in other words lowest objective value, to have a higher probability of generating new offspring or CS
for the next iteration (generation) of the algorithm. There exist several stochastic and deterministic methods in the
literature for the selection procedure, and in this paper, we consider a deterministic approach. For fixed (R, α), let
us denote the objective function (9) as J(p). Having the current CS p(k)CS at hand, we select the fittest solution p
(k)
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Algorithm 2 for choosing the best child of p
1: procedure BESTCHILD(children)
2: Calculate the functional values of J(child,R, α) in (9) for each child in children
3: return the child for which the functional value is minimum
4: end procedure
Algorithm 3 for updating seen_children
1: procedure UPDATESEENCHILDREN(seen_children, children)
2: for each child in children do
3: if child is not in seen_children then
4: seen_children.PUSH(child)
5: end if
6: end for
7: return seen_children
8: end procedure
to be considered for generating new candidate solutions at the next stage as follows:
p(k) = arg min
p∈p(k)CS
J(p). (18)
Next, p(k) is used as the seed for generating new CS in the crossover procedure for the next stage of the algorithm.
This procedure is summarized in Algorithm 2.
C. Stopping Criteria
Once the selection procedure selects a vector p(k) as its output such that p(k) ∈ BMN or equivalently ‖p(k)‖1 = N ,
then one can easily argue that a suboptimal solution is obtained. Note that p(k) ∈ BMN implies p(k−1) ∈ BMN+1.
Hence, one can conclude that if p(k) ∈ BMN , then p(k) is a local optimal point in a 1-Hamming distance neighborhood
of p(k+1) such that ‖p(k)‖1 < ‖p(k−1)‖1, and that p(k−1) ∈ BMN+1. Moreover, the cardinality of the search space
in the 1-Hamming distance local search in (18) is at most ‖p(k−1)‖1 and as a result the search space is reduced in
each generation. The corresponding search process is summarized in Algorithm 4.
The above greedy search approach can be best manifested via considering a toy example. Assume M = 3, N = 1,
and the initial antenna position vector p(0) = 1M . Fig. 2 illustrates the iterations of the proposed greedy search
algorithm, where the red vertices denote the parent solution (output of the selection procedure), yellow vertices
correspond to the candidate solutions pCS, and the blue vertices are the selected solution for the next iteration. At
the first iteration, the candidate solutions p(1)CS = {[0, 1, 1], [1, 0, 1], [1, 1, 0]} ⊆ B32, and each member of p(1)CS is also
in a 1-Hamming distance of p(0). Next, we introduce mutation to each of the candidate solutions according to a
predefined mutation probability. Generally, such probability is kept low ( < 0.5) to introduce a controlled diversity so
September 16, 2020 DRAFT
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Algorithm 4 for choosing the best p using greedy search algorithm (The procedure UPDATESEENCHILDREN is
described in Algorithm 3)
Require: R, α, total number of antennas N , total number of grid points M , prob_mut
Ensure: p← 1M , seen_children ← ∅, flag ← 1
1: while flag do
2: children ← GENERATECHILDREN(p, seen_children, prob_mut)
3: p← BESTCHILD (children)
4: seen_children ← UPDATESEENCHILDREN (seen_children, children)
5: if ‖p‖1 = N then
6: flag ← 0
7: end if
8: end while
9: return p
 
x
y
z
[1, 1, 1]
[1, 0, 1]
[1, 1, 0]
[0, 1, 1]
 
x
y
z
[0, 0, 1]
[0, 1, 0]
[0, 1, 1]
Fig. 2. Illustration of the iterations of the proposed greedy search algorithm, where the red vertices denote the parent solution (output of the
selection procedure), yellow vertices correspond to the candidate solutions pCS, and the blue vertices denote the selected solution for the next
iteration.
that only a small number of candidates are mutated but not all. Let us assume, during the mutation process, only one
candidate: [1, 0, 1] is mutated to [1, 0, 0], and thus the new candidate set becomes: pˆ(1)CS = {[0, 1, 1], [1, 0, 0], [1, 1, 0]}
Next, during the selection procedure, let us assume that the vertex [0, 1, 1] is chosen as the fittest solution and then
used to generate offspring (candidate solutions), e.g. p(1) = [0, 1, 1]. The new CS generated from p(1) is the set
p
(2)
CS = {[0, 0, 1], [0, 1, 0]} ⊆ B31. Once again, we apply mutation to all the candidates, however, assume that due
to the smallness of the predefined mutation probability, none of the candidates are mutated in this iteration. The
fittest solution is then p(2) = [0, 0, 1] and due to the fact that it is a member of the desired set B31, the algorithm
stops. Next, the antenna position vector p(2) is used to design the covariance matrix R.
As it was discussed earlier, we consider the alternating (cyclic) optimization approach to solve the joint opti-
mization of covariance matrix and the antenna position vector. Namely, after performing the above greedy search
technique for obtaining the solution to (14) at the t-th iteration, i.e. obtaining the antenna selection vector p(t),
we fix p = p(t) and optimize the objective function with respect to the design variables (R, α) according to the
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method described in Section III-A. Finally, the proposed cyclic optimization approach is summarized in Table I.
V. EXTENSION TO GENERAL ANTENNA SELECTION SCENARIO
So far, we have discussed the joint optimization of transmitted signal covariance matrix and the antenna position
while restricted to placing N antennas into M grid points in an optimal manner. However, the same proposed greedy
search algorithm can be extended to a more general scenario in which we aim to choose the minimum number of
antennas Nmin for placing in M grid points. Namely, in the general antenna selection scenario, we consider the
optimization of the signal covariance matrix to form the desired beam-pattern, by letting the algorithm choose the
best placement positions while using the minimum number of antennas. For this general scenario, we consider the
following relaxed optimization problem,
min
p,R,α
J(p,R, α) + ρ (|‖p‖1 −N |) (19)
s.t. R  0,
Rmm =
c
M
, for m = 1, · · · ,M,
pm = {0, 1}, for m = 1, · · · ,M,
α > 0,
where ρ > 0 denotes the penalty parameter. Note that a lower value of ρ relaxes the solution p to have less (than
N ) number of active antennas by encouraging the total number of non-zero elements ‖p‖1 of the solution to go
far from N . Conversely, a larger value of ρ keeps the total number of non-zero elements of the solution near N .
Hence, depending on the application, one can choose a lower weight for the total number of active antennas via
varying the penalty factor ρ. Also, N in (19) can be interpreted and chosen accordingly as an approximation of the
number of antennas one can afford to use.
Let J2(p,R, α) , J(p,R, α) + ρ (|‖p‖1 −N |) denote the augmented objective function in (19). Then, with a
slight modification, the same cyclic optimization approach described in Section III-A can be employed to solve it.
Note that the extra term in J2(p,R, α) only depends on p, and hence the optimization of J2 with respect to the
design variables (R, α) remains unchanged and is the same as the procedure described in Section III-A. In the
previous scenario, we were restricted to a solution p such that it satisfies p ∈ BMN . However, we have no such
restriction in the generalized scenario but only to have p ∈ {0, 1}M and instead we are interested in choosing the
minimum number of antennas while optimizing their positions.
In order to optimize the new augmented objective function J2 with respect to the vector p, we only need to
change the stopping criteria and the fitness function. In this general case, the fitness function is considered to be
J2(p,R, α) and the corresponding stopping criteria for the greedy search approach can be described as follows. As
it was discussed earlier in Section IV, starting with the initialization p(0) = 1M , at each iteration of the proposed
search algorithm, the parent node p(k) ∈ BMN−k is a local optimal point in a 1-Hamming distance neighborhood of
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TABLE I
THE PROPOSED JOINT OPTIMIZATION METHOD
Step 0: Initialize the antenna position vector p(0) = 1M , the complex
covariance matrix R(0) ∈ CN ×N , and the scaling factor α(0) ∈ R+,
and the outer loop index t = 1.
Step 1: Solve the convex program of (15) using the procedure described
in Section III-A and obtain
(
R(t), α(t)
)
.
Step 2: Employ the proposed greedy search approach described in Section
IV and solve the antenna position design program of (16) to obtain the
vector p(t+1).
Step 3: Repeat steps 1 and 2 until a pre-defined stop criterion is satisfied.
p(k−1). Hence, a heuristic proper stopping criteria can be assumed when the following condition is satisfied at the
k-th inner iteration of the search process:
H
(
p(k),p(k−1)
)
= 0. (20)
In other words, the above criteria implies that the solution p(k) is a 1-Hamming distance optimal point for its parent
p(k−1) as well as the newly generated candidate solutions p(k+1)CS .
VI. NUMERICAL EXAMPLES
In this section, we provide several examples of numerical simulations in order to assess the performance of
our proposed algorithm. In the following experiments we assume a colocated narrow-band MIMO radar with a
linear array with M = 15 grid points and half-wavelength inter-grid interval i.e. d = λ/2. The range of angle is
(−90◦, 90◦) with 1◦ resolution. We set the weights for the k-th angular direction as wk = 1, for k = 1, · · · ,K.
Note that the optimization problem with respect to the variables (R, α) is carried out using the convex optimization
toolbox CVX [42]. Furthermore, we consider the mutation probability as 0.1.
In Fig. 3, we consider a design scenario where initial direction of arrival (DoA) information about K˜ = 3 targets
with unit complex amplitudes, and approximately located at angles {−50◦, 0◦, 50◦} is available through the Capon
or GLRT method. Hence, we desire to design a symmetric beam-pattern with three directions of interest: θ˜1 = −50◦,
θ˜2 = 0
◦, and θ˜3 = 50◦, respectively and the beam-pattern of width 4 = 20◦ and thus the given transmit pattern is
φ(θ) =
 1, θ ∈ [θ˜k −
4
2 , θ˜k +
4
2 ], k = 1, 2, 3,
0, otherwise.
Herein, we compare the resulting beam-pattern with the desired one for the two cases of ωc = 1 (with cross-
correlation) and ωc = 0 (without cross-correlation). Note that the designed beam-patterns obtained with and without
considering the cross-correlation term are similar to one another. However, the cross-correlation behavior of the
former is much better than that of the latter in that the reflected signal waveforms corresponding to ωc = 1, are
almost uncorrelated with each other. This can be further verified from Fig. 4, where we provided the comparison of
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Fig. 3. The transmit beam-pattern design for M = 15, N = 10 with and without the cross-correlation suppression with three mainlobes at
θ˜ = {−50◦, 0◦, 50◦} with a beam-width 4 = 20◦. It is noticeable that our algorithm outperforms [37].
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Fig. 4. The comparison of the normalized magnitudes of the cross-correlation coefficients for three targets of interest at directions
{−50◦, 0◦, 50◦} as functions of ωc.
the normalized magnitudes of the cross-correlation coefficients (as formulated in the second term of the right hand
side of (9)) for the same three targets of interest at directions θ˜ = {−50◦, 0◦, 50◦}, as functions of ωc. It is evident
from Fig. 4 that when ωc is very small (close to zero), the first and third reflected signals are highly correlated.
On the other hand, for ωc > 0.1 all cross-correlation coefficients are approximately zero. The proposed algorithm
outperforms the method in [37] in terms of accuracy (measured in MSE), and additionally, is capable of designing
waveform covariance matrices with low cross-correlation.
In Fig. 5, we further consider the design scenario of approximating the beam-patterns with one mainlobe at
θ˜ = 0◦, with a width of 60◦, with and without cross-correlation suppression. Note that in both cases of ωc = 0 and
ωc = 1, our proposed method can accurately approximate the desired beam-pattern and provide a better beam-pattern
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Fig. 5. The transmit beam-pattern design for M = 15, N = 10 with and without the cross-correlation suppression with one mainlobe at
θ˜ = 0◦ with a beam-width of 4 = 60◦. It can be noted that our algorithm outperforms [37].
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Fig. 6. The transmit beam-pattern design for M = 20, N = 15 with and without the cross-correlation suppression with five mainlobes at
θ˜ = {−60◦,−30◦, 0◦, 30◦, 60◦} with a beam-width of 4 = 10◦. Full array represents the 15 antenna elements tightly placed in all 15 grid
points.
than that of [37].
Fig. 6 shows the beam-pattern with five mainlobes at θ˜ = {−60◦,−30◦, 0◦, 30◦, 60◦} with a shorter beam-width
of 10◦ for M = 20 and N = 15. We compare the beam-pattern approximated by our framework (i.e., with the
configuration of 15 antennas placed in an array of 20 grid points) with that generated by a full linear array i.e. 15
antenna elements tightly placed in all 15 grid points. It can be clearly seen from the Fig. 6 that the proposed method
approximates the beam-pattern better than that of full array. One can further notice that the transmitted power values
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Fig. 7. The antenna positions for M = 15, N = 10 with and without the correlation suppression.
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Fig. 8. The generated covariance matrix for M = 15, N = 10 with cross-correlation suppression.
are almost the same in all mainlobe despite being farther away from the central mainlobe, as compared to the full
array.
In Fig. 7, we demonstrate the final antenna position vectors suggested by the proposed algorithm for the two
cases of ωc = 0 and ωc = 1. It is interesting to note that the effective antenna aperture of the array is M = 15,
which can be safely reached by selecting only N = 10 antennas. The corresponding beam-patterns are depicted in
Fig. 3.
In addition Fig. 8 shows the final covariance matrix of the transmit signal, which can be used to design the
transmitted sequence. It can be readily shown that the generated matrix is symmetric and its eigenvalues are all
non-negative (i.e. R is a positive semidefinite matrix).
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Fig. 9. Comparison of the computational cost of our proposed algorithm and that of proposed in [37] for different number of grid points and
that of antennas. We consider M = 4 and N = 3 as initialization, and then linearly scale M and N by the factor of β = {1, 2, 3, 4}.
In Fig. 9, the comparison of the computational cost of the proposed algorithm and that of the method in [37] for
different number of grid points and antennas are shown. For this experiment, we consider M = 4 and N = 3 as
initialization, and then linearly scale M and N by the factor of β ∈ {1, 2, 3, 4}. The proposed algorithm significantly
reduces the computational cost of the ADMM-based method in [37] by a factor of more than 200. To give it a
perspective, [37] takes ∼ 4500 seconds to design the beam-pattern for M = 15 and N = 10, in around 20 outer
iterations (on average) in a standard PC with 8-core processor and 16 GB memory. Whereas, our proposed method
finishes the same task in just 17 seconds using 3 outer iterations in the same standard PC, making the proposed
framework particularly suitable for real-time applications.
Finally, Fig. 10 illustrates the beam-pattern design for the generalized case described in Section V. In the
generalized case, we relax the constraints of (12d) (i.e., ‖p‖1 = N ), and allow the total number of active antennas
to deviate from N (which can be chosen depending on the applications) via changing the penalty variable ρ. For this
simulation, we set M = 20 and N = 15 and provide the obtained beam-patterns and the final arrangement and total
number of antennas suggested by the proposed algorithm, in Fig. 10-(a) and 10-(b), respectively for different values
of ρ. It is interesting to note that for ρ = 0.1, the proposed algorithm successfully returns an arrangement with 15
antennas as requested in the design parameter. However, for ρ = 0.01, the algorithm suggests an arrangement with
10 antennas, which remains unchanged for ρ < 0.01, suggesting N = 10 is the minimum number of antenna that
can be utilized. Further note that the resulting beam-pattern for the two cases are similar in the mainlobes, although
having different number of antennas.
VII. CONCLUSION
In this paper, the problem of jointly designing the probing signal covariance matrix as well as the antenna
positions to approximate a given beam-pattern was studied. In order to tackle the problem, a novel cyclic (alternating)
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Fig. 10. The (a) beam-pattern and, (b) final arrangements and total number of selected antennas for M = 20 grid points and penalty parameter
ρ = {0.1, 0.01}.
optimization method based on the non-convex formulation of the problem, was proposed. In addition, we used a
greedy search algorithm to tackle the non-convex problem of designing antenna position. Several numerical examples
were provided which demonstrates the superiority of the proposed method over the existing methods in terms of
accuracy and computational efficiency.
APPENDIX A
TIME-COMPLEXITY ANALYSIS OF THE PROPOSED METHOD
The computational complexity of the proposed method in Table I for a problem size of (M,N) (i.e., N antennas
are to be selected from M locations) can be obtained through the following steps:
1) Evaluation of
(
R(t), α(t)
)
is a convex SDP problem and has a polynomial worst-case complexity [45].
2) Evaluation of p(t) involves:
a) generation of pCS, and calculation of J(p) for each member of pCS.
b) choosing the best p.
A careful investigation of the optimization step for p reveals that it requires only (M − N) inner-iterations (see
Step 2 above). Note that the generation of pCS and choosing the best p (Step 2 above) linearly depend on the
cardinality of the set pCS, and thus, can be achieved in linear time-complexity. Namely, assuming |pCS| = l, the
problem of finding p∗ ∈ arg min pCS has a complexity of O (l). For the k-th inner-iteration, let us denote the
complexity of the calculations corresponding to the Step 2(a) above as a function of the cardinality of pCS, i.e.
C(l), where l = M − k. Furthermore, the calculation of J(p) for each p has a constant cost c. Hence, the total
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cost of optimization with respect to the vector p at each outer-iteration admits the following upper-bound:
Ctot =
M−N∑
k=1
c · (M − k) + C(M − k)
≤
M−N∑
k=1
cM + C(M)
= (M −N)(cM) + (M −N)C(M)
≤ cM2 +MC(M). (21)
Thus, the worst-case complexity is O (M2) (note that C(M) corresponds to a complexity of O (M)).
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