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Abstract
This paper compares different pseudo-Anosov maps coming from different
Birkhoff sections of a given flow. More precisely, given a hyperbolic surface and
a collection of periodic geodesics on it, we study those Birkhoff sections for the
geodesic flow on the unit bundle to the surface bounded by the collection. We
show that there is a canonical identification of all those surfaces, and that the
first-return maps induced by the flow can all be expressed as a composition of
negative Dehn twists along the same family of curves : only the order depends on
the choice of a particular surface.
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Introduction
The unit sphere of the Thurston norm of a compact 3-manifold M is a polyhedron
in H2(M,R). To a fibration M → S1 by surfaces corresponds a rational point in the
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sphere given by homology ray containing the fibers. By a theorem of Thurston, a flow
in M corresponds to a so-called fibered face in the unit sphere, given by all fibrations
whose fibers are global sections for the flow. The flow also induces first-return maps
on these global sections. The goal of this paper is to understand how these first-return
maps are all connected, in a specific case.
When the flow is of pseudo-Anosov type, the first-return on a section S is of pseudo-
Anosov type. In particular they have a dilatation factor K > 1. Fried studied [Fri82a]
the function χ(S) ln(K), which is convex and tends to infinity on the boundary of the
fibered face. McMullen defined [McM00] the Teichmu¨ller polynomial in Z[H1(M,Z)],
whose specialization at an integral point has K as greater root. This paper goes in the
same direction by giving, for one explicit family of fibered faces, a computation and a
comparison of the first-return maps, as products of Dehn twists.
We are interested in the geodesic flow of a hyperbolic surface, which is an Anosov
flow. Once one removes finitely periodic orbits, we obtain a pseudo-Anosov flow on a 3-
manifold with toric boundary. The global sections for such flows come from Birkhoff
sections of the original flow. Under a certain symmetry assumption, the fibered faces
for these are rather well-understood.
Main results. Given a hyperbolic surface S and a symmetric collection Γ of periodic
orbits of the geodesic flow on T 1S, there is a common combinatorial model ΣΓ for all
Birkhoff sections bounded by Γ and a finite collection η1, . . . , ηn of simple closed curves
on ΣΓ such that the first-return map along the geodesic flow is of the form τ
−1
ηi1
◦· · ·◦τ−1ηin
for some permutation i of {1, . . . , n} which depends explicitly on the point in the fibered
face. Here τ−1η denotes the negative Dehn twist along η.
These results will be restated below in course of the introduction as Theorems A, B
and C. The product of negative Dehn twists gives a way to explicitly compare first-
return maps for different integer points of the same face, by only changing the order
of the Dehn twists.
These results are reminiscent of A’Campo’s divide construction [A’C98], where, in
the case of divide links in the unit tangent bundle of the disc, A’Campo decomposes
the monodromy as an explicit product of Dehn twists. A’Campo’s result was recently
generalized by Dehornoy and Liechti [DL19] who expressed the monodromy for divide
links in the unit tangent bundle of arbitrary surfaces as products of two antitwists.
Our results deal more generally with all integral points in the fibered face, instead of
just the center.
Birkhoff sections. Let S be a hyperbolic closed surface with a fixed hyperbolic
metric on S, and let φ be the geodesic flow on T 1S. We will study some properties of
the flow φ. For the rest of the paper, S and φ will designate this hyperbolic surface and
its geodesic flow. We are interested in finding Birkhoff sections, which are compact
embedded surfaces Σ ⊂ T 1S such that :
• the interior of Σ is transverse to φ,
• there exists t > 0 such that φ[0,t](Σ) = T 1S (every orbit reaches S after a bounded
time),
• ∂Σ is a finite union of closed orbits of φ.
We say transverse surface if only the first and third points are satisfied. For a
Birkhoff section Σ, we denote by rΣ : int(Σ)→ int(Σ) the induced first-return map.
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Birkhoff sections with symmetric boundary. Let Γ ⊂ S be a closed geodesic
multi-curve composed by n curves. For the rest of the article, we suppose that Γ is
filling, that is, S \Γ is a union of discs. We also suppose that Γ is in generic position,
that means with only degree 4 intersections, as on Figure 1. This multi-curve lifts
in T 1S into a multi-curve
↔
Γ of 2n closed orbits of φ, where each curve of Γ is lifted
with both orientations. We fix on
↔
Γ the orientation given by the geodesic flow. Birkhoff
sections bounded by
↔
Γ are said to have symmetric boundary.
Figure 1: Filling geodesic multi-curve on a hyperbolic surface.
In Section 1, we construct explicitly a surface Σ transverse to the flow, that is
represented on Figure 2. It relies on the choice of a Eulerian coorientation η of Γ.
Elementary properties and diffeomorphisms will be expressed using the combinatorics
of η, for example Ση is a Birkhoff section if and only if the cohomology class of η lies
in a certain polyhedron of H1(M,Z).
According to the classification of Birkhoff sections with symmetric boundaries
of [CD16], every Birkhoff section is isotopic to one such Ση.
Figure 2: Local picture of the surface Ση ⊂ T 1S locally identified with R2 × S1.
The surface Ση stays mainly in some specific fibers of pi : T
1S → S, and pi|Ση is
not an immersion. In order to make Ση easier to use, we deform it into an immersed
surface.
Theorem A. Given a geodesic multi-curve Γ and an Eulerian coorientation η of Γ,
there exists a small isotopy (ft)t of the associated surface Ση such that f0 = ι|Ση↪−→S
and pi ◦ f1 : Ση → S is an immersion (see Figure 3).
We will study several representation of Ση in Section 1. We are precisely interested
by the immersion of Theorem A, and by the ribbon graph representation it induces.
3
Figure 3: A small perturbation of Ση into a horizontal surface.
Partial return maps. The main idea for computing the first-return map Ση → Ση
is to define intermediate disjoint and cohomologous Birkhoff sections (Σi)i, so that the
first-return map r is the composition of partial return maps
Ση = Σ0 → Σ1 → . . .→ Σn−1 → Σn = Ση
We define the surfaces Σi by induction using elementary transformations, so that
Σi → Σi+1 is quite simple to compute. These elementary transformations have a
combinatorial and a geometric version. The combinatorial version consists in taking
an Eulerian coorientation η and modify it around one specific face, thus obtaining a
new coorientation η′. The surface Ση and Ση′ are isotopic and easy to compare. If we
do this transformation around each face in the right order, we describe a cyclic family
of Birkhoff sections (Σi)0≤i≤n (pairwise easily comparable).
The geometric version of this transformation consists in taking η and η′ that differ
around a face f , and to follow the flow only in T 1f S. It describes an application
Ση → Ση′ that we call partial return map. The partial return maps together with the
family of Birkhoff sections (Σi)i allow us to reconstruct the first-return map.
Theorem B. Let Γ ⊂ S be a filling geodesic multi-curve of a hyperbolic surface S,
η an acyclic Eulerian coorientation of Γ and f1, . . . , fn be the faces of S \ Γ, ordered
by η. Then the first-return map along the geodesic flow on the Birkhoff section Ση is
given by r = rn ◦ . . . ◦ r1, where ri is the partial return map along the face fi.
In this theorem, we order the faces so that if η goes from the face fi to fj around
an edge, then j < i. We study this elementary transformation in Section 2, together
with the combinatorial tools needed to express precisely Theorem C.
Explicit first-return map. To compute the first-return map, we need to compute
explicitly the partial return maps. Fix ri : Σi → Σi+1 a partial return map. We
would like to compose ri with a nice correction function ci so that the composition
Σi
ri−→ Σi+1 ci−→ Σi is a Dehn twist. We will use the ribbon representation of Σi and Σi+1
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to compare them, especially around the vertices at which they differ. After defining ci,
the composition ci ◦ri is isotopic to a negative Dehn twist along the curve γf , as shown
on Figure 4.
f
γv γv
γf
Figure 4: Curves γv for a vertex v and γf for a face f .
Figure 4 only shows γf for a sink face. A complete description of γf in the general
case is done in Section 3. This computation, together with Theorem B, allows to
compute the first-return map as a product of negative Dehn twists.
Theorem C. Let η be an acyclic Eulerian coorientation and Ση its corresponding
Birkhoff section. Then the first-return map r : Ση → Ση is the product of negative
Dehn twist along γv and γf for all v ∈ Γ0 and f ∈ Γ?0. The order of the Dehn twists is
given by η.
A precise statement and a proof of this theorem will be given in Section 3.
Example on a flat torus. On a flat torus, the classification of Birkhoff sections
is different, and can be found in [Deh15]. However the surfaces Ση can be defined
similarly and they are Birkhoff sections. Also Theorem A, B and C are still true for
these surfaces. However it is simpler to illustrate them on the torus.
In Figure 5, we briefly illustrate the theorems on the flat torus. Let Γ and η be the
multi-curve and the coorientation given on the picture. Theorem A gives an immersion
which is represented on the right. Four examples of the curves γf (in red) and γv (in
blue and green) are also represented.
Theorem C states that the first-return map r is a product of Dehn twists, whose
order is given in Figure 5. So that if Tγ denotes the negative Dehn twist along γ, then:
r = Tγf12 ◦ Tγf11 ◦ Tγv10 ◦ Tγv9 ◦ Tγv8 ◦ Tγv7 ◦ Tγf6 ◦ Tγf5 ◦ Tγv4 ◦ Tγv3 ◦ Tγf2 ◦ Tγf1
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1 11 5
9 7 3
10 8 4
12 6 2 12
12
1
Figure 5: Example on a flat torus R2/Z2.
1 Representations of the Birkhoff sections Ση
Main conventions. In this article, we will focus on the following assumptions, which
allow to study the first-return map of the Birkhoff section Ση (constructed in Sec-
tion 1.1). We fix a hyperbolic surface S, φ the geodesic flow on T 1S, Γ ⊂ S a filling
geodesic multi-curve in generic position and η is an Eulerian coorientation (defined in
Section 1.1) such that Ση is a Birkhoff section of φ.
Starting from η, an object called a coorientation of Γ, we construct a Birkhoff
section Ση of the geodesic flow φ. We then find good representations of Ση, including a
ribbon graph representation. It will later help us to do explicit computations. Our two
goals in this section are to prove Theorem A and to study some elementary properties
of the ribbon representation.
1.1 Construction of Ση
In this subsection, we construct the surface Ση. This construction and its first prop-
erties come from [Deh14].
See Γ as a graph (Γ0,Γ1) in S, were Γ0 is the set of double points of Γ, and Γ1
the set of edges delimited by Γ0. We also denote by Γ2 the set of faces of S delimited
by Γ. We consider a coorientation η of Γ, in the sense that η is a union of a transverse
orientation for every edge in Γ1 (see Figure 5 left). We are interested in Eulerian
coorientations, that is around every vertex, there are as many edges locally oriented
clockwisely and anticlockwisely. In particular around a vertex, there are two ways to
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coorient Γ up to rotation, that we call the alternating and non-alternating vertices (see
Figure 6).
Definition 1. We denote by EulCo(Γ) the set of all Eulerian coorientations of Γ.
alternating non-alternating
Figure 6: Eulerian coorientation around a vertex.
Examples 2. • We can coorient every geodesics of Γ and combine them in an
Eulerian coorientation of Γ, with only non-alternating vertices.
• If [Γ] ≡ 0 ∈ H1(S, Z/2Z), we can color the faces of Γ ⊂ S in black and white,
and then define the coorientation that goes from white to black. It has only
alternating vertices. This is a historical example which corresponds to a previous
work by Birkhoff [Bir]. In [A’C98], N.A’Campo computed the first-return map
in a different context (where S is a disc), and proved that it is a product of three
Dehn multi-twists.
We now fix an Eulerian coorientation η and construct the surface Ση. The first step
is to define a vertical 2-complex Σˆη in T
1S. For every edge e ∈ Γ1, let re = {(x, v) ∈
T 1S|x ∈ Γ, v and ηe are in the same direction} be a vertical rectangle (see Figure 8.c).
Then define the 2-complex Σˆη = ∪e∈Γ1re. Apart from the fibers of the non-alternating
vertices, it is a topological surface with boundary
↔
Γ.
Let v be an alternating vertex of Γ. On the fiber T 1v S, the complex Σˆη admits a
degree 4 edge, as a X shape times [0, 1]. We need to resolve this singularity. There are
two ways to desingularise and smooth Σˆη into a surface around T
1
v S, but only one is
transverse to φ. We desingulerise Σˆη and define Ση the smoothing of Σˆη into a surface
transverse to φ. A local lift of Ση to R2×R is represented on Figure 8. This surface is
unique up to a small isotopy along the flow. To simplify forthcoming expressions, we
denote by Ση the interior of the surface, but we still consider its boundary ∂Ση =
↔
Γ.
Remark 3. We will see that the diffeomorphism class of the surface Ση does not
depend on the type of vertices induced by the coorientation η. Thus it does not depend
on the coorientation η itself. However its isotopy type inside T 1S depends on η, as
explained at the end of the section.
For a given property P, we say that there exist a small application h : Ση →
T 1S that satisfies P if: ∀ > 0,∃µ > 0 such that if ‖s‖C1 < µ, then there exists a
diffeomorphism h that satisfies P such that d (h, Id)C1 < . We extend this vocabulary
for isotopies.
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Classification of the Birkhoff sections with boundary
↔
Γ. Given a coorienta-
tion η and a generic curve γ in S, we can count the algebraic intersection between (Γ, η)
and a curve γ, which we write η(γ).
Lemma 4. [CD16] If η is Eulerian, η(γ) depends only on the homology class [γ] ∈
H1(S,Z). Thus η induce a cohomology class [η] ∈ H1(S,Z).
It is known that Birkhoff sections are classified by their homology (see [Fri82b]).
Given an Eulerian coorientation η, its cohomology is used in [CD16] to classify the
transversed surfaces and Birkhoff surfaces with symmetric boundary
↔
Γ. According to
theorems C and D of [CD16], the set of Ση represent every transverse surfaces with
oriented boundary, up to isotopy. In particular every Birkhoff section bounded by
↔
Γ
is isotopic to one Ση for some η. For two Eulerian coorientations, [η] = [ν] if and only
if Ση and Σν are isotopic through the geodesic flow φ. Additionally the set of [η] is a
convex polyhedra of H1(M,Z), and Ση is a Birkhoff section if and only if [η] lies in the
interior of this polyhedra.
The set of Birkhoff sections with fixed symmetric boundary is a polyhedra not
completely understood, but we can describe explicitly every points it contains. Indeed
given σ ∈ H1(S,Z), there is a procedure that constructs, if it exists, η ∈ EulCo(Γ)
such that σ = [η] (see Appendix A).
1.2 Skeleton of Ση
We use Figure 7 to define a skeleton Xˆ of Σˆη, that will by pushed into a skeleton X
of Ση. Take an edge e ∈ Γ1. It corresponds to a flat rectangle re in Σˆη, that is isometric
to e× [−1, 1]. Denote by {v1, v2} = ∂e and a1, a2 ∈ (−1, 1) the angle between e and the
intersection geodesic on v1 and v2. The rectangle re is attached to four other rectangles
(counting with multiplicity) on the four segments given by vi× [−1, ai] and vi× [ai, 1].
So we put a vertex on the middle of each of these segments, and we connect them as on
Figure 7. The union for every e ∈ Γ1 define a skeleton Xˆ of Σˆη, that we push into Ση
to define the skeleton X.
−→e
←−e
T 1v1S T
1
v2S
Xˆ
Figure 7: Skeleton of Σˆη in the rectangle re
Remark that locally around each vertex v ∈ Γ0, the skeleton X is homeomorphic
to a circle glued once to four edges leaving the circle, independently of the nature of v.
To be more precise, we describe pi(X) the projection of X into S. If the smoothing
of Ση is well chosen, pi(X) can be obtained from Γ by replacing each alternating vertex
by a scare, and each non-alternating vertices by a twisted scare, as on Figure 8.e.
8
a)
b)
c)
d)
e)
f)
Figure 8: Local representations: a) a multi-geodesic Γ and a coorientation η of Γ, b) the
projection pi(X) of the skeleton X in S, c) a local picture of the surface Ση ⊂ T 1S
locally identified with R2×R, d) the isotope immersion Ση → S provided by Theorem
A, e) the ribbon representation of the skeleton of Ση (see Section 1.4) and f) the
twisted representation of Ση.
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1.3 Isotopies and immersion of Ση.
The definition of Ση makes it a bit hard to compute algebraic and geometric intersec-
tions between explicit curves. We will give two other descriptions, obtained by isotopy,
of Ση that will help us.
Isotopy with an immersion. The isotopy of T 1S that interest us is the parallel
transport that pushes (x, u) in the direction iu:(
ft : (x, u) ∈ T 1S 7→ exp(x,u)(tiu)
)
t≥0
Unfortunately, it does not induce an immersion on all of Ση. We will modify this
isotopy to make it computable and prove Theorem A. First we study ft in local explicit
models, then we will glue these local models. We do it in a flat model.
Let S′ = C be the flat plane, γ1 = R× {0} and γ2 = {0} × R. Let Γ′1 = {γ1} and
Γ′2 = {γ1, γ2} represent respectively an edge and a crossing. We define gt : (z, u) 7→
(z + tiu, u) similarly to ft. Thus it is enough to study gt in this model. Let η be
an Eulerian coorientation of Γ′i and construct Σ
′ ⊂ T 1S′ in the same way as we
construct Ση, for both alternating and non-alternating vertices.
Lemma 5. Let N ⊂ Σ′ be a tubular neighbourhood of ∂Σ′. Then, for every T > 0,
there is a small smoothing of Σ′ such that for all t > T , (pi◦gt)|(Σ′\N ) is an immersion.
Proof. We first prove the result for T arbitrary large and for a fixed smoothing of Σ′.
We first consider Γ′1. In this case we have Σ′ = {(x, eiθ), x ∈ R, θ ∈ [0, pi]}, where
 = ±1 depends on the coorientation η. We have dgt(x, eiθ) = dx − t eiθ dθ, which is
injective if θ ∈ (0, pi). Thus gt is an immersion on the interior of Σ′.
Consider now Γ′2. Fix t > 0 and take (x, u) ∈ T 1S. Then ker(d(pi ◦ gt)(x, u)) is
directed by Ut = (u,
1
t
∂
∂θ ). But limt→+∞Ut = (u, 0) which generates the geodesic flow.
Let K ⊂ Σ′ \ ∂Σ′ be a compact sub-manifold. Then for t > 0 large enough, Ut is
transverse to K, so (pi ◦gt)|K is an immersion. We can suppose that outside a compact
K ′ ⊂ S′, Σ′ has been smoothed so that Σ′\T 1K′S′ ⊂ pi−1(Γ′\K ′). Then Σ′\(T 1K′S′∪∂Σ′)
is transverse to Ut for all t > 0, as in the first case.
We can combine these two transversal properties. Let N ⊂ Σ′ be a neighbourhood
of ∂Σ′. Let K ′ be a compact as above, and K = (T 1K′S
′ ∩Σ′) \ N . By what precedes,
there exists T > 0 such that for all t > T , (pi ◦ gt)|(Σ′\N ) is an immersion.
To prove that T can be made arbitrary small if we change the smoothing of Σ′, it
is enough to conjugate the previous isotopy with the diffeomorphism (z, u) ∈ T 1C 7→
(sz, u) for s a fixed parameter small enough. This diffeomorphism makes the smoothing
of Σ′ smaller and proves the lemma.
Proof of Theorem A. Let N ⊂ Ση be a small tubular neighbourhood of ∂Ση that does
not intersect the skeleton X of Ση. Consider a flat metric g˜ on a small neighbourhood
of Γ ⊂ S, such that Γ stays geodesic for g˜. Then by compactness, there exists a finite
open cover U of a small neighbourhood of Γ ⊂ S. For each U ∈ U , we can find an
isometry between U and an open subset V of the standard model S′ containing 0.
Then by using Lemma 5, we can find an isotopy of (Σ ⊂ N ) ∩ T 1U to an immersion
that stays in any small thickening of V . Since the isotopies are parallel transports
of the form (x, u) 7→ (x + λiu, u), with the metric g˜, we can glue these isotopies for
all U ∈ U .
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Therefore there exists an isotopy of Ση \ N whose composition with pi : T 1S → S
ends with an immersion. We compose this isotopy with a retraction of Ση into a small
neighbourhood of X ⊂ Ση \ N . The image of the neighbourhood of both kinds of
vertices are obtained explicitly with the local model S′.
Remarks 6. We could have chosen to take t < 0. The image of the immersion would
be similar. Also the order of the auto-intersection of the immersion does not matter
since it comes from the projection of a S1 fiber.
Definition 7. The immersion Ση → S thus constructed does not depend on the
choices made (for t > 0) up to isotopy through immersion. It will be called the
isotope immersion, and denoted by ψim.
Remark 8. It is natural to orient the Birkhoff surface according to the geodesic flow
and the orientation of T 1S. In this case, ψim(Σ) is anti-clockwisely oriented, which is
not the orientation induced by the boundary. We keep this orientation for this paper.
The isotopy by twisted immersion. There exists another representation of Ση
that can be interesting. Take X the skeleton of Ση as on Figure 8. Replace every vertex
of X (which has degree 3) by a triangle and replace every edges by a twisted rectangle.
Glue them along the triangle corresponding to the ends of the edges. We obtain the
image of a ”twisted immersion” of Ση as on Figure 8. There exists a small isotopy of Ση
in T 1S that gives this representation when composed with pi. One can prove this by
using either the isotope immersion, or by understanding geometrically how to twist a
rectangle re around a vertex v depending on the orientation of η around v. However
we will not use this representation later.
1.4 The ribbon graph representation of Ση.
In this subsection, we adapt and use the notion of ribbon graph to describe Ση and
its skeleton X as combinatorial objects. We start by defining the combinatorial tools
that interest us. Then we connect them with the isotope immersion of Ση. Eventually,
this will make the study of isotopies and diffeomorphisms easier.
Definition 9. Let S be a surface, X = (X0, X1) a graph and φ : X → S a continuous
map. We say that (X,φ) is a ribbon graph if
• φ|X0 is injective,
• for all e ∈ X1 (as closed segment), φ|e is immersed,
• for all v ∈ X0, the tangents to φ|e, for all e ∈ X1 bounding v, are pairwise not
positively collinear (and not zero).
Definition 10. Let (X,φ) be a ribbon graph on a surface S. We call induced surface
of (X,φ) the thickened immersed surface obtained from the blackboard framing. More
precisely, it corresponds to (ΣX,φ, ι, pi), where ΣX,φ is a smooth surface, ι : X #
int(ΣX,φ) is an embedding and pi : ΣX,φ ↪→ S is an immersion, such that ΣX,φ retracts
by deformation to ι(X), and pi ◦ ι = φ.
Example 11. The isotope immersion defined in Section 1.3 naturally yields a ribbon
graph and its induced surface, as on Figure 8.
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Definition 12. Two ribbon graphs are said to be weakly isotopic if there exists a
succession of isotopies of ribbon graphs, of twists, fusions and contractions that goes
from one to the other. The twist, fusion and contraction moves are represented on
Figure 9.
twist
contraction
fusion
Figure 9: Weak isotopy of ribbon graph.
Remark that during such an isotopy, the order of the edges around a vertex do not
change. Examples of weak isopoties are given on Figure 10.
Proposition 13. Let (X,φ) and (Y, ψ) be two weakly isotopic ribbon graphs. Then
their induced surfaces are diffeomorphic. Also this diffeomorphism together with the
retractions ΣX,φ → X and ΣY,ψ → Y induce the same homotopy equivalence X ' Y
than the weak isotopy.
Because of the twist move, this diffeomorphism does not always comes from an
isotopy of their immersed image in S.
The combinatorial representation of Ση . Theorem A gives a representation
of Ση as a ribbon graph. In this paragraph, we use this representation to compare the
alternating and non-alternating vertices, that can be found on Figure 8. This will be
useful in Section 2 for identifying the surface Ση one with another.
We will detail here how to compare two Birkhoff sections associated to two coori-
entations that differ around a specific vertex v of Γ. Figure 10 describe two isotopies
of ribbon graphs that interest us. The idea of the isotopies is the following. Use the
image pi(X) ⊂ S of the skeleton X. There is in pi(X) a (maybe twisted) scare  asso-
ciated to the vertex v. Fix e a non twisted edge of . In the scare , the edge e has
two neighbouring edges, that we move along e.
Definition 14. The isotopies described above and shown on Figure 10 are called slide
along e.
On Figure 10 are represented respectively a slide along the top right edge and along
the bottom left edge. All possible slides are obtained by doing rotation or symmetry
of these two slides. Remark that these slides are ”pseudo involution”, in the sense
that sliding along the same edge twice is isotopic to the identity. We are interested in
compositions of slides.
Let v in Γ0 and denote by c1, c2, c3, c4 the four corners around v, ordered according
to an Eulerian coorientation, for example as on Figure 11. Denote by sli the slide
along ci, which is well-defined when the skeleton X admits an edge ei along ci.
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e
twist move
e
twist move
Figure 10: Isotopy of ribbon graphs (slide along e)
alternating non-alternating
v v
12
34
12
34
Figure 11: Ordering the slides around a vertex v.
Lemma 15. In the above context, the diffeomorphism of Ση induced by sl4◦sl3◦sl2◦sl1
is well-defined and isotopic to a negative Dehn twist along the curve γv, represented on
Figure 17.
Remark 16. The curve γv is a skeleton of Ση when restricted to a small neighbourhood
of T 1v S.
Proof. We prove the lemma when v is an alternating vertex. The other case only needs
an adaptation of the diagram we will use. Let δ be a curve visiting the vertex v, as on
Figure 12, and denote by f : Ση → Ση the diffeomorphism induced by the isotopy.
On Figure 12, we give the diagrams of four isotopies of ribbon graphs, and we keep
track of δ along these isotopies. It proves that the concatenation is well-defined, and
that, in homology, f?([δ]) = [δ]± [γv]. Also the isotopy fixes the ribbon graph outside
a small neighbourhood of the vertex v. So the support of f is included in an annulus,
and f acts in homology like a Dehn twist. Figure 12 gives the sign of the Dehn twist.
Thus it is isotopic to the negative Dehn twist along γv.
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slide move
1
2
3
4
δ
Figure 12: Action of four slides around an alternating vertex v and their traces on δ.
2 Elementary flips and partial return maps
The main idea for computing the first-return map is to see it as a composition of
partial return maps Σ = Σ0 → Σ1 → . . . → Σn = Ση. In this section, we study
the combinatorics and the geometry of the partial return maps, in order to prove
Theorem B. We also introduce tools needed to formulate Theorem C precisely.
2.1 Combinatorial flip transformation
We introduce in this subsection the main combinatorial tool: the flip. We start by
studying Γ? the dual graph of Γ ⊂ S. In Γ?, every face f of S \Γ (diffeomorphic to B2)
is replaced by a vertex f? inside the face. Every edge of e ∈ Γ1 between two faces f1
and f2 (not necessarily different) is replaced by a transverse edge e
? from f?1 to f
?
2 .
And every vertex v ∈ Γ0 is replaced by a face v?.
Let η be a coorientation of Γ. It naturally induces an orientation on Γ?, which will
also be denoted by η.
Lemma 17. Let η in EulCo(Γ), then Ση is a Birkhoff section if and only if the ori-
ented graph (Γ?, η) has no oriented cycle. In this case, we say that η is an acyclic
coorientation.
If there exists an acyclic coorientation, then every edges bounds two different faces
of Γ.
Proof. Suppose that Ση is not a Birkhoff section. Then for arbitrary large T > 0,
there exists (x, u) ∈ T 1S such that for ∀0 ≤ t ≤ T , φt(x, u) 6∈ Ση. Take T > nd
where n = #Γ? and d = maxf?∈Γ?(diameter of f?). Then the geodesic arc φ[0,T ](x, u)
must travel through at least n + 1 faces (counted with multiplicity). Thus it induces
in Γ? a path γ? that admits auto-intersections. Note that the orientation of γ? in Γ?
is the opposite to the one provided by η. Hence a restriction of γ? between two auto-
intersections, with the opposite orientation, is an oriented cycle in (Γ?, η).
Suppose there is an oriented cycle c = (c1, . . . , cn) in (Γ
?, η). Let γ ∈ S be an
oriented curve that realises c. Hence for every Eulerian coorientation µ of Γ, we have:
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[µ](γ) =
n∑
i=1
iµ(ci, γ)
=
n∑
i=1
±1
≤ n,
[µ](γ) ≤ [η].(γ)
Hence there is a half-space of H1(T 1S,R) that contains {[µ], µ ∈ EulCo(Γ)}, such
that [η] is in its boundary. So [η] ⊂ ∂{[µ], µ ∈ EulCo(Γ)} and according to Theorem D
of [CD16], Ση is not a Birkhoff section.
For the last statement, it is enough to remark that an edge in Γ bounding twice by
the same face is dual to a loop in Γ?.
Thus when Ση is a Birkhoff section, (Γ
?, η) is acyclic and must have at least one
sink face, that is, η is going inward f .
Definition 18. Let η in EulCo(Γ) and f be a sink face. We define If (η) ∈ EulCo(Γ) the
coorientation obtained by flipping η along ∂f . We call If an elementary flip along f .
We also define recursively I{f1,...,fk}(η) = Ifk(I(f1,...,fk−1)(η)), when the condition of
minimality of fk is recursively satisfied.
f f
flip
If η is Eulerian, If (η) remains Eulerian and is cohomologous to η.
Representations. Around a vertex v, an Eulerian coorientation of Γ gives an order
on the (possible) 4 adjacent faces. We consider the order so that the coorientation
is decreasing. We choose the order of the vertex v relatively to these faces using
Figure 13. That is, if v is alternating, we set v bigger than the sink faces and smaller
than the source faces. If v is not alternating, we set v smaller than the source face and
bigger than the three other faces. We call this ordering the coherent order. This
order represents the order of the Dehn twists in the product in Theorem C. The order
around non-alternating vertices may be any arbitrary convention, that we fix until the
end.
Remark 19. Suppose the classical assumptions are satisfied, so that Ση is a Birkhoff
section. By Lemma 17, if a vertex is twice the corner of a face, the corners must be
opposite around v. So if v is several times the corner of one or two faces, the coherent
ordering is still well-defined on Γ2 ∪ Γ0.
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alternating non-alternating
v v
Figure 13: Coherent ordering of a vertex relatively to its adjacent faces.
Definition 20. Under the classical assumption, we call partial representation of η
a total order on Γ2, which extends the coorientation η. We call a representation of
η a total order on Γ0 ∪ Γ2 which extends the coorientation η and the coherent order.
Thanks to acyclicity, representations always exist.
Example 21. If Γ ≡ 0 ∈ H1(S, Z/2Z), then the faces of Γ can be colored in black and
white, and we can take the Eulerian coorientation η that goes from black to white. Then
a representation can look like: white faces totally ordered < vertices totally ordered <
black faces totally ordered.
The point is to use and deform a representation and its coorientation in order to
represent the first-return map as a product of elementary diffeomorphisms. We have
defined an elementary operation on coorientations, that we will extend to representa-
tions.
Definition 22. Let (η,≤) be an acyclic Eulerian coorientation with one partial rep-
resentation. We define I(η,≤) to be (If (η), If (≤)), where f is the minimal face of ≤
and If (≤) is obtained from ≤ by setting f to the maximum. It is called the elemen-
tary flip of (η,≤).
2.2 Algorithm of the first-return map.
In order to describe the first-return map, we will first describe how it acts on the
representations of acyclic Eulerian coorientation. Let η be such a coorientation and ≤
one partial representation. By iterating the flip I, we create a family of #Γ2 coori-
entations and partial representations, before looping to (η,≤). We will translate this
geometrically later. For now let us detail a bit more what the coorientations obtained
in this process look like.
Lemma 23. Let (η,≤) be a partial representation. Let 1 ≤ k < n, f be the kth face
for ≤ and (ν,) = Ik(η,≤). For all e ∈ Γ1 bounded by two faces f1 and f2, we
have ν(e) = η(e) if and only if f1 and f2 are simultaneously greater than f for ≤, that
is, either (f1 > f and f2 > f) or (f1 ≤ f and f2 ≤ f).
Proof. The partial representation  differ from ≤ by moving the k lower faces on top.
So ν(e) 6= η(e) if and only if one of the fi is in this subset, and the other is not.
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This lemma will be needed in the next section. The algorithm that consists in
applying elementary flips If for successive minimal faces f will be called by the flip
algorithm 1. This algorithm gives a way to compute the first-return map by com-
puting the n elementary flips that correspond to the iteration of I.
2.3 Partial return map
The partial return maps are the geometric realisation of the combinatorial flip. We
define the partial return maps and prove Theorem B in this subsection.
Let η in EulCo(Γ) and f ∈ Γ?0 a sink face for η. Write Σ1 = Ση and Σ2 = ΣIf (η).
The elementary flip If acts geometrically by pushing Σ1 along the flow only around
the face f , as on Figure 14. Define h : Σ1 → R+ such that h(x) is the smallest t ≥ 0
such that φt(x, u) in Σ2, and rf : Σ1 → Σ2 by rf (x, u) = φh(x)(x, u).
rf Trf
f
Σ1
Σ2
φ
Figure 14: Relative positions of Σ1 = Ση and Σ2 = ΣIf (η)) inside T
1S.
Proposition 24. There exist two smoothings of Σ1 and Σ2,  > 0 arbitrary small
and U the complement of a small neighbourhood of T 1f S such that :
• Σ1 and Σ2 are disjoint and rf : Σ1 → Σ2 is well-defined and smooth,
• φ−(Σ2) ∩ U = Σ1 ∩ U and (φ− ◦ rf )|Σ1∩U = Id.
We call rf a partial return map. It does not depend on the smoothing of Σ1
and Σ2, so we can define it without precision on the smoothing.
Proof. We write Σˆi for the 2-complex that we smooth for constructing Σi (without its
boundary). First define hˆ : Σˆ1 → R and rˆ : Σˆ1 → Σˆ2 the following way. Let (x, u)
in Σˆ1 not in T
1
v ∩ Σˆ1 for a non-alternating vertex v. If x is in f and u goes in-
side f , define rˆ(x, u) to be the first intersection of Σˆ2 and of the geodesic starting
at (x, u), and hˆ(x, u) to be the length of this geodesic arc. Elsewhere set rˆ(x, u) = (x, u)
and hˆ(x, u) = 0.
Let (x, u) in T 1v ∩ Σˆ1 for a non-alternating vertex v. After the desingularisation
of Σˆ1, two points of Σˆ1 correspond to (x, u) and we must define rˆ and hˆ for both points.
One of them is adjacent to the two edges of f adjacent to v, and we define hˆ and rˆ
on it as if it was going inside f . The other is adjacent to the two other edges, and we
define hˆ and rˆ on it as it was outside of f .
Both functions hˆ and rˆ are well-defined and continuous. We smooth together Σˆ1,
Σˆ2, hˆ and rˆ into Σ1, Σ2, h and r. We use smoothings smaller that /3.
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On a small neighbourhood of each corner of f , h may be negative. To make h
positive, take g a negative smoothing of −max(0,−h) and push Σ1 with φg. We
suppose that |g + max(0,−h)| <  and that g = −max(0,−h) outside the tubular
neighbourhood B(f, ) of f . Now h ◦ φ−g ≥ 0.
Let U = T 1S \T 1B(f,)S be the complement of f in T 1S. By construction Σ1 ∩U =
Σ2 ∩ U and (rf )|Σ1∩U = Id. We finish by replacing Σ2 by φ(Σ2).
Fix a representation of η. The flip algorithm generates a family of cohomologous
Birkhoff sections, consecutively disjoint. The partial return maps describe how the
flow moves one to the next one.
Theorem B. Let Γ ⊂ S be a divide of a hyperbolic surface, η ∈ EulCo(Γ) acyclic, ≤ a
partial representation of η and denote the faces by f1 ≤ . . . ≤ fn. Then the first-return
map is r = rn ◦ . . . ◦ r1.
Equivalently, the family of cohomologous Birkhoff sections are pairwise disjoint.
Proof of Theorem B. We will prove that r = rn ◦ . . . ◦ r1 on a dense subset of Σ0.
Let (x, u) in int(Σ) such that the geodesic starting at (x, u) intersects Ση again before
intersecting T 1Γ0S. This represents a dense subset of Ση. We can suppose that the
smoothings have been done away from the short geodesic starting at (x, u) and ending
on Σ0 when it first intersects it. So for U a small neighbourhood of the geodesic from
(x, u) to r(x, u), we have Σi ∩U = Σˆi ∩U . Denote by f the face fj at which u is going
inside. By definition of the partial return maps, we have rk ◦ . . .◦r1(x, u) = φth(x, u) ∈
Σk for some t ≥ 0. But tj > 0 since (x, u) ∈ T 1f S and going inside f . Also (tk)k is
increasing, so t = tn > 0. The goal is to prove that it is exactly the minimal t > 0 that
satisfies φt(x, u) ∈ Σn.
The main idea is that rk ◦ . . . ◦ r1(x, u) remains constant in k, once it is in Σn for
one k ≥ j. Therefore we would have rn ◦ . . . ◦ r1(x, u) = rk ◦ . . . ◦ r1(x, u) for the
minimal k ≥ j that satisfies rk ◦ . . . ◦ r1(x, u) ∈ Σn, and t > 0 would be the minimal
one.
To prove this, let j ≤ k ≤ n and suppose rk ◦ . . . ◦ r1(x, u) = (y, v) ∈ Σ0. Denote
by fp the face in which v is pointing, fq the face in which v is going out, and e ∈ Γ1
the edge containing y. We claim that q ≤ k, because since k ≥ j, (y, v) is going out
of the last face that affected the product rk ◦ . . . ◦ r1(x, u). Since (y, u) ∈ Σk ∩ Σ0, we
have ηk(e) = η0(e). Then Lemma 23 implies that p ≤ k. Thus for all k < l ≤ n, l > p
so (y, v) 6∈ supp(rl), and by induction rl ◦ . . . ◦ r1(x, u) = (y, v).
3 Explicit first-return map
Let r : Ση → Ση the first return map for the geodesic flow. In Section 2, we have
decomposed the first return map as a product of partial return maps. In this section,
we first compare these partial return maps to negative Dehn twists, along prescribed
curves. Then we state and prove Theorem C.
3.1 Explicit computation of partial return maps.
Let f be a sink face of η ∈ EulCo(Γ) and denote Σ1 = Ση and Σ2 = ΣIf (η). We will
compare the partial return map r : Σ1 → Σ2 to a negative Dehn twist, but r is not an
endomorphism. We need to correct it with a simple diffeomorphism c : Σ2 → Σ1 so
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that Σ1
r−→ Σ2 c−→ Σ1 can be expressed as a Dehn twist. In order to find c, we use the
ribbon representation of Σi and the slides from Definition 14.
To simplify the computation of c ◦ r, we need to precise which slides we use.
Let {c1, . . . , ck} be the set of corners of f . If f has double corners, we consider them
twice. For 1 ≤ i ≤ k, the ribbon graph of Σ2 around ci as an edge corresponding to
the vector based on ci and going inside f . We denote by ei this edge, as on Figure 15.
e1 e2
e3
f
Figure 15: Edges used for the slide correction.
Definition 25. Let r : Σ1 → Σ2 be a partial return map around f . We define
c : Σ2 → Σ1 the composition of slides along every ei for 1 ≤ i ≤ k. We call it the slide
correction of r.
The diffeomorphism c is well-defined. Indeed f is a sink face so the slides are well-
defined, and the slides on different corners can be done independently in a commutative
way. The diffeomorphism c ◦ r will be compared to the Dehn twist along γf , for the
curve γf represented on Figure 4. This curve does one turn around f , and follows the
edge ei for each corner ci of f .
Proposition 26. Let η and ν be two Eulerian coorientations that differ only by an
elementary flip along a sink face f . Let r : Ση → Σν be the partial return map and
cr : Σν → Ση the corresponding slide correction. Then cr ◦ r is isotopic to the negative
Dehn twist along γf .
Proof. We start with an additional assumption on f : we suppose that f does not admit
double corners as an immersed polygon. That is, we suppose that f is an embedded
polygon. First we see that there is an annulus containing the support of cr ◦ r. Denote
by U the union of the complement of a small neighbourhood of c1f and of the opposite
sides of ei for every corner ci of f (the opposite side in the ribbon graph of Ση around
a corner ci). Denote V = Σ1 \ U . We can do this choice so that V is homeomorphic
to an annulus that retracts on γf , as on Figure 16.
The remark comes from the fact that both cr and r do not act on U . We mean by
”not act” that the immersions pi ◦ ψim and pi ◦ ψim ◦ cr ◦ r are equal on U . Thus they
lift to the equality (cr ◦ r)|U = IdU and supp(cr ◦ r) ⊂ V . So cr ◦ r is isotopic to a
multiple of the negative Dehn twist along γf .
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In order to understand which multiple it is, we use an arc δ transversal to V , and
we compare δ to cr ◦ r ◦ δ. Let x, y ∈ ∂f be two points that are not corners of f .
Suppose that the smoothings of Σ1 and Σ2 have been done away from x and y, so
that γx = T
1
xS ∩ Σi and γy = T 1y S ∩ Σi are two arcs that do not depend on i. Once δ
will be defined, since γy intersects the core of V only once, the multiplicity of the Dehn
twist is equal to the algebraic intersection of [r(δ)− δ].[γy].
f
δT ◦ r(δ)
x
y
V
U
Figure 16: Action of the partial return map around an alternating vertex.
Take two arcs γ+x and γ
−
x in ∂Σ1, that start from the ends of γx and end in U .
Then define δ to be an arbitrary closed smoothing of δ−x ∪ δx ∪ δ+x that remains in Σ1,
as on Figure 16. For p ∈ δ arbitrary close to ∂Σ1, rf (p) is not in γy since x and y
are on different faces of f . Thus rf (δ) intersects γy only once, corresponding to the
geodesic in f between x and y. Also by construction, δ ∩ γy = ∅. Since cr restrict
to the identity outside a small neighbourhood of Γ0 ∩ S, [cr ◦ r(δ)− δ].[γy] = ±1, the
multiplicity is ±1. Figure 16 shows in blue cr ◦ r(δ), which helps finding the sign. To
know more precisely the sign, one could detail how the orientation of ∂Ση imposes
to cr ◦ r(δ) to intersect Σ∩ T 1y with this sign. So cr ◦ r is isotopic to a negative Dehn
twist along γf .
To prove the property in the general case, we could either use a covering of S such
that f lifts to an embedded polyhedron, or adapt the last argument around the double
corners (and see why V is still an annulus).
3.2 Curves for Dehn twists.
We now understand the first-return map as product of simple maps. We first define the
curves needed to state Theorem C. We define a curve γv for every vertex v ∈ Γ0 and a
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Figure 17: Curves γv for a vertex v (in the middle), and γf for a face f (in the right).
curve γf for every face f ∈ Γ2. For the definition of γf , we fix a convention around the
non-alternating vertices (this convention depends on the convention on representations
we used earlier).
Definition 27. For every vertex v ∈ Γ0, define the curve γv as the skeleton of the
annulus Σ ∩ T 1BS for B ⊂ S a small ball around v, as on Figure 17.
For each face f ∈ Γf , define the curve γf in Ση that does one turn around f , such
that the behavior of γf around a vertex is as on Figure 17.
An example of a full γf is presented on Figure 4.
3.3 Reconstruction of the first-return map
We can now state and prove the main theorem.
Theorem C. Let η be an acyclic Eulerian coorientation and Ση its corresponding
Birkhoff section. Then the first-return map r : Σ→ Ση is the product of negative Dehn
twist along γv for all v ∈ Γ0 and γf for all f ∈ Γ?0. The product is ordered by any
representation of η (write from left to right from highest to lowest).
Remark 28. According to Remark 29, we could have taken other curves and make
them appear in a different order. We took a convention that depends mainly on the
choice of the Eulerian coorientation.
Proof of Theorem C. For this proof, we denote by Tγ the negative Dehn twist along
γ, for a simple curve γ.
According to Theorem B, the first-return map is a product of partial return maps
rn ◦ . . . ◦ r1. Denote by ci : Σi+1 → Σi the slide correction of ri, and for 1 ≤ i ≤ n
define gi = c1 ◦ . . . ◦ ci. According to Proposition 26, ci ◦ ri is isotopic to a negative
Dehn twist along γfi , so that:
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r = rn ◦ . . . ◦ r1
=
1∏
i=n
ri
=
1∏
i=n
g−1i ◦ gi−1 ◦ ci ◦ ri
= g−1n ◦
1∏
i=n
gi−1 ◦ ci ◦ ri ◦ g−1i−1
r = g−1n ◦
1∏
i=n
gi−1 ◦ Tγfi ◦ g−1i−1
We will see that g−1n : Σ→ Ση is a commutative product of Dehn twists, and then
we characterise the curve along which gi−1 ◦ Tγfi ◦ g−1i−1 is a Dehn twist. We will also
change the order in which the Dehn twists appear.
We claim that:
g−1n =
∏
v∈Γ0
Tγv
The isotopy g−1n is a concatenation of slides (which are isotopies). Since all faces
appear in the product gn = c1 ◦ . . . ◦ cn, the slide for every corner of Γ appears in g−1n .
If two slides appear on different vertices of Γ, they have disjoint supports. So we can
rearrange the slides so that they appear by groups of four, one group for every vertex
of Γ. The way we have constructed g−1n ensures that the slides in each group appear
in the same order than in Lemma 15. So the lemma proves that g−1n is a product of
negative Dehn twists along the curve γv.
We proved that r is the product of negative Dehn twists given by:
r =
∏
v∈Γ0
Tγv ◦
1∏
i=n
(gi−1 ◦ Tγfi ◦ g−1i−1)
where gi−1 ◦ Tγfi ◦ g−1i−1 is the pullback of a negative Dehn twist. Also gi−1 ◦
Tγfi ◦ g−1i−1 = T (g−1i−1(γf )) (see Remark 29). Here, f is the i-th face given by the
representation, and γf is the curve of Σi along f .
Remark 29. Recall that for g a positive diffeomorphism of S and γ a simple closed
curve on S, we have g ◦Tγ ◦ g−1 = Tg(γ) (Fact 3.7 of [FM12]). So if γ and δ are two
simple closed curves of S, we have
Tδ ◦ Tγ = T (Tδ(γ)) ◦ Tδ
= Tγ ◦ T (T−1γ(δ))
Instead of computing g−1i−1(γf ), we first change the order of Dehn twists in the
product, so that they appear in the order prescribed by the representation. In order
to not increase the number of notations and indices, we will do an informal proof.
We already know that r is a product of curves corresponding to all vertices and all
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γ g−13 (γ) Tγvg
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3 (γ)
Figure 18: Determination of γf around a non-alternating vertex in third position.
faces of Γ. Also the Dehn twists corresponding to the faces are already in positions
prescribed by the induced partial representation. We first change the order in our
product, then prove that the Dehn twists are along the announced curves.
A curve γv can only intersect g
−1
i−1(γf ) if f admits v as corner. So we can change the
position of γv in the product until Tγv ◦T (g−1i−1(γf )) appears in the product. According
to Remark 29, we have:
Tγv ◦ T (g−1i−1(γfi)) = T (Tγv(g−1i−1(γ′fi))) ◦ Tγv (1)
We use this equation for changing the position of the two curves in the product.
We repeat the procedure until Tγv is at the place prescribed by the representation.
We do the same procedure for all v ∈ Γ0.
It remains to see along which curves is the Dehn twist associated to a face f . We
start with γi which is the curve that does one turn around fi in Σi. We push it back
in Ση with gi−1, which is a series of slides. Only the ones along corners of f matter.
We then compose it with Tγv for the corners v of f that are ordered before f , which
is also a series of slides. We proved that g−1n is the product of Tγv, so by the slides
induced by the Tγv are reversed slides of some of the slides induced by gi−1. It remains
to take a corner v of f , and see as on Figure 12, how the slides act on γi, depending
on the representation around v.
We do one case as an example, the other cases are similar. On Figure 18 is presented
the case of a non-alternating vertex v. Suppose there is no double corner and the
face f is in third position around v. We represent γ ∈ Σ3, and we push it into Σ0 using
slides along the first and second corner. Since v < f for the representation, we use
Equation (1) to place v and f in relative position in the product. The corresponding
curve, represented in the right, is isotopic to γf from Definition 27.
3.4 Comparison of different Eulerian coorientations
In this subsection, we compare the explicit products of negative Dehn twists for dif-
ferent representations or different Eulerian coorientations. No complete proof will
be added, but everything can be proven by explicitly computing with the immersion
Σ→ S from definition 7.
Two representations of the same coorientation. Assume that η is an acyclic
Eulerian coorientation, so that the surface Ση is a Birkhoff section. Given two repre-
sentations, the curves γv and γf depend on η only. So if we choose two representations
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of η, we obtain two products of the same negative Dehn twist with different ordering.
We can change one into another by changing the position of consecutive commutating
Dehn twists.
Two coorientations with same cohomology. Let η be an acyclic coorientation,
f a sink face of η and ν = If (η) the cohomologous coorientation obtained from η by
flipping f . Theorem C applied to η and ν produces two different products. In order
to compare them, we use the partial return map rf : Ση → Σν . For every vertex v
of Γ, we have rf (γ
η
v ) = γνv . For an edge f
′ of Γ, the curves rf (γ
η
f ′) and γ
ν
f ′ differ if
and only if f ′ is adjacent to f . When they differ, they only differ by a negative Dehn
twist along γνf . Thus the two products produced by Theorem C can be changed one
into another. Fix ≤ a representation of η, and denote by  the representation If (≤)
of ν. The product for (ν,) is obtained from (η,≤) by putting γf in last position (to
match ), and by changing γf ′ into τ−1γf (γf ′) for all face f ′ adjacent to f .
Let η and ν be two cohomologous acyclic Eulerian coorientations. Thanks to
Proposition 33, there exists a finite sequence of flips that change η into ν. One can
use this sequence and the previous paragraph to compare the two decompositions of
the first return map produced by Theorem C.
Two non-homologous coorientations. Let η and ν be two acyclic Eulerian coori-
entations, together with ≤ and  two respective representations. In order to compare
the products produced by Theorem C, we first use the slides from Definition 14 to
compare Ση and Σν . Let v be a vertex of Γ. There are around v six local coorienta-
tions of Γ, two alternating and four non-alternating. By doing at most two slides, one
can change any of these coorientations into any other.
Denote by Uv a small neighbourhood of T
1
v S, by sl
v : Ση ∩ Uv → Σν ∩ Uv the
previous composition of slides, and by sl : Ση → Σν the concatenation of all slv. For
comparing sl(γηx) and γνx (for x a vertex or a face of Γ), it is enough to compare their
restrictions to Uv. First we have that sl(γ
η
v ) = γνv for all vertex v. We claim that if the
slides are well chosen, then slv(γηf ′ ∩ Uv) and γνf ′ ∩ Uv are either equal, or differ by a
positive or negative Dehn twists along γv. Also wan can change the order of the Dehn
twists in Theorem C and use Remark 29, to obtain a new ordering ≤′ and a new set
of curves γ′f in Ση, so that:
• sl(γηv ) = γνv for all vertices x of Γ,
• sl(γ′f ) = γ
ν
f for all faces x of Γ,
• the first return map of Ση is given by the representation ≤′ and by the curves γv
and γ′f .
Then the first return map of the flow along Σν is obtained from Ση by changing
the order of the negative Dehn twists in this product. Note that the new product uses
similar but different conventions than the definition of the curves γ′f . Still it allows
to describe the first return map of the flow along Ση and Σν as a product of negative
Dehn twists along the same curves, with a different order.
We think that this may be not possible to do simultaneously on all Birkhoff section
bounded by
↔
Γ.
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Appendices
A Construction of an explicit coorientation with fixed co-
homology
Fix a multi geodesic curve Γ in S. An Eulerian coorientation η of Γ induces an element
[η] ∈ H1(S,Z), that counts the algebraic intersection of a curve γ with (Γ, η). Note
that the parity of [η] is fixed, since [η] ≡ [Γ] mod 2. We fix ω ∈ H1(S,Z) with
the good parity, and try to construct, if possible, an Eulerian coorientation with this
cohomology. The ideas are already present in [CD16]. We express them in an algorithm
manner, using the principle of Dijkstra’s algorithm.
We denote by (Sˆ, Γˆ) the universal covering of (S,Γ). In order to define Eule-
rian coorientations, we use height functions. A height function is a function h :
{faces of (Sˆ,Γ)} → Z so that for any two adjacent faces f1, f2, |h(f1)−h(f2)| = 1. We
say that a height function h is ω stable if for any loop γ of S that lifts into γˆ in Sˆ, we
have h(γˆ(1))− h(γˆ(0)) = ω(γ).
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Lemma 30. There is a 1 : 1 correspondence between Eulerian coorientations of Γ with
cohomology ω, and height functions on the universal covering (Sˆ, Γˆ) of (S,Γ), that are
ω-stable.
Proof. We see an Eulerian coorientation as the gradient of height function, and the
proof is straight-forward.
We will construct a height function recursively, in the same way Dijkstra algorithm
constructs the distance function. We denote by S¯ a close fundamental domain of
Sˆ → S, that is an embedding on the interior of the faces. Note that a ω-stable height
function can be recover if we know its value only on the fundamental domain S¯.
We fix f0 an arbitrary face of S, and we construct the maximal height function
on S¯ with a fix value on f0 and fix homology. The idea is summarize here and detail
in pseudo code later. We set h(f0) = 0, and define recursively a height function by
exploring S¯ face by face. At each step, we take one face f which already has a height
and need to be updated, and compute a new potential height for each neighbour face
f ′, using the homology of ω if needed. If the new potential height of f ′ is lower than
the old one, we update it its height, and we need to update it later. For this to work
properly, we need to keep track of which faces need to update their neighbour’s heights.
The following pseudo code assumes we have ω ∈ H1(S,Z) and a procedure to
construct curves in S. The pseudo code computes recursively three functions: height is
the potential height function of S¯, state keeps track of which faces need to update, and
path(f) contains a path ending at the face f that helps detecting if ω is the cohomology
of a coorientation. If we know that ω is the cohomology of a coorientation, we can
skip lines using path, that is lines 5, 8 and 20− 26.
Proposition 31. Let ω in H1(S,Z). Algorithm A applied on ω terminates and detects
if ω is the cohomology class of some Eulerian coorientation. In this case, it returns an
associated height function.
Proof. We just give the idea of the proof.
Lemma 32. [CD16] There exists (γi)1≤i≤n a family of closed curves in S transversal
to Γ such that the following are equivalent:
• there exists an Eulerian coorientation with cohomology class ω,
• all closed curves γ in S transversal to Γ satisfy |γ ∩ Γ| ≥ ω(γ).
• for all 1 ≤ i ≤ n, we have |γi ∩ Γ| ≥ ω(γ).
When such a coorientation exists, the function height is decreasing, with value in Z
and minored by height(f) ≥ height(f0)−|δf |, where δf is the shortest path in Γ? from
f0 to f . Thus the algorithm terminates. Also height is a height function corresponding
to ω, which can be seen by expressing what it means for the algorithm to terminates.
The line 25 of the pseudo code tests this lemma on some closed curves well chosen.
The curves constructed in path satisfy some minimality property, which is required to
test Lemma 32 efficiently. Note that path does not necessary constructs the curves γi
in Lemma 32.
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1: procedure construct height
2: for face f 6= f0 do
3: height(f)← +∞
4: state(f)← waiting
5: path(f)← ∅
6: height(f0) = 0
7: state(f0)← toEvaluate
8: path(f0)← (f0)
9: while there is a face f with state(f) = toEvaluate do
10: state(f)← waiting
11: for e edge of f do
12: f ′ ← the other adjacent face to e
13: h← height(f) + 1
14: if e ∈ ∂S¯ then
15: γ ← a closed curve in S so that |γ ∩ ∂S¯| = 1 and oriented as f e−→ f ′
16: h← h+ ω(γ)
17: if h < height(f ′) then
18: height(f ′)← h
19: state(f ′)← toEvaluate
20: if f ′ /∈ path(f) then
21: path(f ′)← path(f) ∪ (e, f ′)
22: else
23: decompose path(f) as (before, f ′, after)
24: γ ← a closed curve in S matching (f ′, after, e, f ′)
25: if |γ∩Γ| < ω(γ) then return There exist no valid height function
26: path(f ′)← (after) ∪ (e, f ′)
27: Return height
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B Equivalence of cohomologous coorientations.
We will discuss a way to transform an acyclic Eulerian coorientation into any of its
cohomologous coorientations by elementary flips If .
Proposition 33. Let η and ν be two acyclic Eulerian coorientations that are cohomol-
ogous, such that Ση is a Birkhoff section. Then there exists a sequence of elementary
flips that change η into ν.
Proof. Define E = {e ∈ Γ1, η(e) 6= ν(e)}. First observe that E is an embedded graph
in S with degree 2 and 4 vertices. Also η and ν induce on E two opposite Eulerian
coorientations. We can resolve the singularities of E in order to obtain a finite set Ebis
of curves in S, cooriented by η.
The dual graph E?bis is an acyclic oriented graph. Indeed take c a cycle in E
?
bis,
that lift to a closed curve γ in S. Then since they are cohomologous, [η](γ) = [ν](γ).
Hence 2[E](c) = ([η]− [ν])(c) = 0 and c cannot be an oriented cycle in E?bis.
Hence the coorientation of E induces a partial order on E?bis. We will use this
partial order to ”solve” the problem by beginning by the local minimal elements. Take
f? ∈ E?bis that is locally minimal. On its boundary, η is going inward. Since Ση is
a Birkhoff section, the surfaces of f (faces of Γ included in f) are ordered by η, and
we can apply the flip algorithm to the surfaces of f . We obtain an acyclic Eulerian
coorientation η′ cohomologous to η, that differs only on ∂f . So the difference between
η′ and ν bounds one leas connected component. By applying this procedure at most a
finite number of time, we describe a finite number of elementary flips If that transform
η into ν through Eulerian coorientations.
The previous proposition is false if Ση is not a Birkhoff section, especially if [η] lies
in a 2-codimensional face of {[η], η ∈ EulCo(Γ)} ⊂ H1(S,Z). A counter-example can
be constructed in the following way. Let η a Eulerian coorientation such that (Γ?, η)
admits two disjoint cycles c1 and c2. Since ci can be represented by a closed curve γi
in S so that |γi∩Γ| = [η](γ), ci is also an oriented cycle in (Γ?, µ) for any coorientation
µ cohomologous to η. Thus we cannot do any flip on c1 and c2. Let d be a path in Γ
not necessarily oriented by η, starting at c1 and ending at c2. Note that η(d) must be
unchanged by the flip transformation, since the start and end of d cannot be flipped.
If Γ and η are well-chosen, it is possible to construct µ ∈ EulCo(Γ) homologous to η so
that µ(d) 6= η(d). For example if c1 is globally maximal in (Γ, η), we can do a global
flip on c1, changing the coorientation on every edge with one end in c and one outside
c1, and then η(d) would change by 2.
We think that the correct condition is if the union of oriented cycles of Γ? is
connected.
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