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ABSTRACT 
This paper investigates the properties of monetary and credit aggregates as indicators for future price 
developments in the euro area. The forecasting performance of models including indicators based on 
money and credit is assessed in a simulated out-of-sample forecasting exercise for forecast horizons 
varying from one quarter to three years ahead. The performance of these models is compared with that of 
models which include indicators based on financial markets, real activity, the labour market and various 
cost and price measures. The results support the idea that monetary and credit aggregates provide 
significant and independent information for future price developments in the euro area, especially at 
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Non Technical Summary 
The decision by the ECB of assigning a prominent role to money in its monetary policy strategy and the 
increasing interest on developments at the euro area level have recently stimulated a set of studies which 
focus on the information content of monetary aggregates for future price developments. So far, however, 
no systematic investigation has been carried out on the leading indicator properties of different money-
based indicators or on their relative predictive content with respect to other potential leading indicators of 
inflation. 
This paper tries to fill this gap by evaluating, in a systematic manner, the forecasting performance of 
different models including a broad set of money-based indicators in predicting future inflation in the euro 
area. The monetary indicators considered include the stocks of M1, M2, M3, loans to the private sector, 
and a number of other money-based indicator, such as the real money gap and the money overhang 
measures. The predictive content for future inflation of models including these money-based indicators is 
compared with that of models including a number of alternative indicators derived from financial markets, 
real activity measures, labour market indicators and cost and price measures.  
The procedure is based on performing a simulated out-of-sample forecasting exercise (i.e. predictions are 
made using only the information available prior to the forecasting period) to predict inflation for forecast 
horizons varying from one quarter to three years ahead. In order to check the robustness of the results 
obtained, the exercise is performed for different measures of inflation, different sample periods and 
considering both bivariate and multivariate information sets.  
The results obtained support the idea that monetary and credit aggregates contain substantial information 
about future price developments in the euro area. The comparative advantages, in terms of forecasting 
performance, of models which include money-based indicators tend to increase as the forecast horizon is 
broadened. This is consistent with the view that money contains information which is especially useful for 
anticipating medium-term and low-frequency trends in inflation.  
Indicators derived within the framework of the P-Star model of inflation, such as the real money gap or 
rate of change in the P-Star indicator (all based on M3), appear to perform well in forecasting inflation and 
to add useful information to “headline” monetary aggregates especially for forecast horizons within the 
two years. It proves useful, in constructing these measures, to clean the signal contained in monetary 
aggregates (M3) from the distortions caused by the short run portfolio re-allocation due to movements in 
long-term interest rates, especially for forecast horizons around one and a half years. The models 
including the rate of growth of M3 and of loans are the best performing models for the longest horizons 
(beyond two years). The analysis also clearly indicates that, at longer horizons, broad monetary aggregates 
show better leading indicator properties for future inflation than narrow aggregates.  
Overall, the results lend support to the idea that monetary and credit aggregates provide useful additional 
and independent information on medium-term inflation prospects for the euro area relative to the best non-
monetary indicators, especially at horizons beyond one and a half years. ECB • Working Paper No 63 • May 2001 7
DOES MONEY LEAD INFLATION IN THE EURO AREA? 
Sergio Nicoletti Altimari 
1  Introduction 
While the long-run close association between the price level and the money stock is the subject of a 
widespread consensus in the economics profession, the role of money as an information variable for 
monetary  policy  is  still  a  very  open  issue.  Does  money  contain  useful  information  on  future  price 
developments  and  for  a  horizon  which  is  relevant  for  taking  policy  decisions?
1  The  empirical 
investigations on this question have not provided unambiguous answer and the available evidence seems 
to vary depending on the country or the historical periods considered. 
In the United States, for example, where a large body of empirical literature exists, the evidence is, at best, 
rather mixed.
2 The growing scepticism towards monetary aggregates which has emerged in the United 
States seems to reflect mainly a relative high instability of money demand relationship in this country. It is 
argued that a number of factors, going from the effects of regulatory changes to unpredictable innovations 
in financial markets, may obscure the signal that can be extracted from monetary aggregates for both the 
short and the longer term horizons. Recently, Estrella and Mishkin (1997) have argued that the instability 
of the relationship between money and nominal income (or velocity shocks) may represent a problem for 
using money as an information variable to guide monetary policy decisions particularly in a situation of 
relatively subdued inflation.
3 
In the euro area the empirical evidence points to a somewhat different picture. Most of the evidence 
produced over the recent years points to the existence of a stable money demand relationship in the euro 
area.
4 More recently this evidence has been reconfirmed in a comprehensive manner by the work of 
Coenen and Vega (1999) and Brand and Cassola (2000).  
In 1998, also as a reflection of the more favourable experience with monetary aggregates in the euro area, 
the ECB decided to assign a prominent role to money in its monetary policy strategy. The prominent role  
                                                       
1   Indeed, both questions, whether and why does money contain useful information for future price developments, are still 
intensely debated. For an excellent survey of the debate see Engert and Selody (1998). 
2   See, among others, Friedman and Kuttner (1992), Estrella and Mishkin (1997), Stock and Watson (1999) and Orphanides and 
Porter (2000). 
3   In the words of Estrella and Mishkin (1997): “The problem with monetary aggregates as a guide to monetary policy is that 
there frequently are shifts in velocity that alter the relationship between money growth and nominal income. A way of 
describing this situation is to think of velocity shocks as the noise that obscures the signal from monetary aggregates. In a 
regime in which changes in nominal income, inflation and the money supply are subdued, the signal-to-noise ratio is likely to 
be low, making monetary aggregates a poor guide for policy.” 
4   See Fagan and Henry (1998) and the survey in Browne, Fagan and Henry (1997).  ECB • Working Paper No 63 • May 2001 8
of money entails a commitment on the part of the ECB to thoroughly analysing developments in monetary 
aggregates and extracting the information they contain for taking monetary policy decisions.
5 The decision 
by the ECB and the increasing interest on developments at the euro area level have naturally stimulated a 
set of studies which more directly focus on the information content of monetary aggregates for future price 
developments.  Gerlach  and  Svensson  (2000)  and  Trecoci  and  Vega  (2000)  have  investigated  the 
information content of money (M3) for inflation in the framework of a P-Star model of inflation. Both 
studies found broad support to the idea that the real money gap (the deviation of the real money balances 
from equilibrium real balances) has substantial predictive content for future price developments in the 
euro area. Gottschalk et al. (2000) have investigated the predictive performance of monetary aggregates by 
means  of  bivariate  VAR  representations  and  compared  it  with  the  performance  of  simple  univariate 
models of inflation. Their results are less favourable to monetary aggregates, even if some evidence is 
found of a good predictive content of the broad aggregate M3 for future inflation, particularly at long 
horizons. 
So far, however, no systematic investigation has been carried out on the leading indicator properties of 
different money-based indicators or on the relative predictive content of these indicators with respect to 
other potential leading indicators of inflation. The empirical evidence available for the euro area leaves 
open a number of important questions. First, on a theoretical ground, there are different, competing or 
complementary, theories of inflation, which suggests that other variables/indicators should play a role in 
forecasting future price developments. How does the predictive content of monetary aggregates compare 
with respect to other potential leading indicator of inflation? Second, at a more practical level, a number of 
different money-based indicators have been proposed in the economics literature. Among these, various 
measures  of  “excess  liquidity”,  such  as  money  gaps  or  overhangs,  are  commonly  used  in  monetary 
analysis of various central banks.
6 Do these indicators provide useful additional information beyond that 
contained in headline monetary aggregates from which they are derived? Third, the performance of an 
indicator may vary depending on the forecast horizon at which it is measured. For what forecast horizons 
should money-based indicators be considered “good” indicators for future inflation and how does the 
relative predictive content of different money-based indicators vary with changes in the forecast horizon? 
Finally, money may be considered as a variable which summarises the information contained in other 
variables (e.g. its determinants in a money demand framework) or as a variable providing additional 
information.  Is there an additional, independent predictive content in money beyond that contained in its 
determinants, such as real activity and prices? 
                                                       
5   The  ECB’s  monetary  policy  strategy  comprises  first  and  foremost  a  quantitative  definition  of  the  primary  objective  of 
monetary policy in the euro area, namely price stability. Secondly, two forms of analysis are used to support the assessment 
by the ECB’s Governing Council of the risks to price stability: a prominent role for money (the first pillar), as signalled by the 
announcement of a quantitative reference value for monetary growth, and a broadly based assessment of a wide range of other 
indicator variables (the second pillar). See ECB (1999a) and ECB (2000) for a description and explanation of the ECB’s 
monetary policy strategy. See also Issing et al. (2001) for a comprehensive review of monetary policy in the euro area. 
6   A broad overview of the use of monetary analysis in central banks’ policy making can be found in Klöckers (2001). ECB • Working Paper No 63 • May 2001 9
This paper tries to address these questions in a systematic way by comparing the forecasting performance 
of a large number of models based on monetary and non-monetary indicators, using a simulated out-of-
sample methodology. In the exercise, all models are recursively estimated and forecasts are performed 
using  only  data  prior  to  the  forecasting  period  (and  therefore  potentially  available  to  a  “real  time” 
forecaster).  This  methodology,  certainly  not  new  in  the  econometric  literature,  has  recently  been 
rigorously laid out and applied using data for the United States by Stock and Watson (1998 and 1999) who 
have also suggested a number of innovative procedures to forecasting. This study follows closely the work 
of these authors. Besides the obvious difference of being applied on a different set of data, there are two 
other  differences.  First, the focus is on monetary variables: the analysis is extended to a number of 
indicators which follow in the tradition of the P-Star approach, such as real money gap and overhang 
indicators. As already mentioned, these indicators have been found to have predictive content for future 
inflation in previous empirical studies for the euro area. Second, there is an attempt to evaluate how the 
predictability of inflation varies across prediction horizons and depending on the information set. The 
predictive content for future inflation of various money-based indicators is compared to that of a number 
of alternative indicators derived from financial markets, real activity, the labour market and others at 
forecasting horizons varying from one quarter to three years ahead. Measures of predictability proposed in 
the literature are evaluated for the models based on varying information sets. 
The forecasting performance of the models based on the indicators considered is evaluated over the period 
1992 to 2000 Q3 using both bivariate and multivariate forecast techniques. Moreover, the sensitivity of the 
results obtained is checked with respect to different model specifications, different periods of out-of-
sample forecast and different measures of price inflation. 
The following main conclusions emerge from the simulated out-of-sample forecasting exercise. Overall, 
the results give support to the idea that monetary aggregates provide useful additional and independent 
information  on  inflation  prospects  in  the  medium-term  for  the  euro  area.  The  predictive  content  of 
monetary  aggregates  relative  to other indicators increases with the length of the horizon. For longer 
horizons broad monetary aggregates (M3 and its main counterpart, loans to the private sector) are better 
indicator for future inflation than narrow aggregates, and are generally the best performing indicators 
among all indicators considered. Measures of excess liquidity, such as P-Star and money gap/overhang 
indicators, appear to add useful information with respect to “headline” aggregates especially at horizons 
comprised between one and two years ahead. Their performance, however, is somewhat sensitive to the 
money demand specification which is used for their derivation. The above results hold for the different 
measures of inflation and the different sample periods considered. Moreover, the results would suggest 
that, relative to monetary aggregates, price and cost variables appear to contain additional predictive 
ability  mainly  at  short  horizons.  Real  activity  variables  (including  measures  of  imbalances  between 
demand  and  supply)  appear  to  add  useful  information  also  at  longer  forecast  horizons, even if their  
relative  predictive  content tends to  be lower than that  of monetary  aggregates  at these  horizons  and isECB • Working Paper No 63 • May 2001 10
sensitive  to  the  measure  of  inflation  utilised  and  to  the  sample  period  over  which  the  exercise  is 
performed. 
It is worth mentioning at the outset that in evaluating the above results particular caution is in order. 
Firstly, the sample period used for the empirical is relatively short and the data set relatively small, due to 
the limited availability of aggregated data for the euro area extending sufficiently back in time. Secondly, 
the methodological choice in this paper implies that the empirical evaluation proceeds within the context 
of reduced form models. As a consequence, the concept of information variable adopted in this paper, 
limited to the ex-post out-of-sample predictive ability, is a narrow one. Woodford (1994) rightly points out 
that the problems in drawing conclusions from a reduced-form analysis are likely to be particularly acute 
for policy related variables.
7 These limitations warn against a simple-minded use of the results for policy-
making purposes and obviously call for further tests and analyses in the future. Nevertheless, and keeping 
the drawbacks of the approach in mind, the results may be useful in the sense of providing some stylised 
facts and reveal empirical regularities in the available data.
8 Clearly, such empirical regularities have to be 
tested across historical periods and policy regimes and should be explained and investigated by means of 
structural models. The latter can benefit from the fact that the empirical findings may suggest particular 
directions of research. 
The remainder of the paper is organised as follows. In Section 2, the data set and the procedures to 
construct the indicators to be used in the forecasting exercise are described. Section 3 illustrates the 
empirical methodology and the basic specification of the forecasting models and compares the results of 
the  simulated  forecast  out-of-sample  exercise  for  bivariate  models  of  inflation.  Section  4  considers 
multivariate forecasts of inflation using all variables or groups of variables in the data set. Section 5 
analyses measures of the predictability of inflation across forecast horizons. Section 6 concludes.  
                                                       
7   More specifically, the results outlined above are obviously conditional on the specific policies (or policy reaction functions) 
followed by the monetary policy authorities in the euro area over the past twenty years. The finding that a variable is not 
useful in forecasting inflation over this period might simply be a consequence of the fact that central banks have reacted 
systematically (and in the right way) to the information it revealed. At the same time, absent a structural interpretation, it is 
not obvious how the central bank should respond to a variable which has proved to perform well in forecasting inflation.  
8   Moreover,  forecasts  produced  by  reduced-form  models  which  have  been  selected  on  the  basis  of  their  out-of-sample 
forecasting performance may represent useful benchmarks for assessing the results from structural models as they may point 
to likely outcomes under the assumption of an unchanged monetary authorities’ reaction function. 
2  The data set and the construction of indicators 
2.1  The data set 
The data used in the exercise are quarterly data from 1980 Q1 to 2000 Q2 (Q3 for the HICP index). While 
a detailed description of the variables used is contained in the Appendix, two points are worth noting 
here. First, the exercise is performed only using aggregate data for the euro area as a whole, and no 
individual countries’ data. Clearly, an investigation of the relative performance of forecasts based on the ECB • Working Paper No 63 • May 2001 11
                                                       
9   In this respect, see the studies by Marcellino et al. (2000) and by Angelini et al. (2001) who employ a “bottom-up” approach 
by using a country level data set. 
10   The construction of a “real time” data set for the euro area would represent a major undertaking as it would entail the 
acquisition of statistics by time of releases for a large number of countries. 
euro area aggregated data with respect to the aggregation of forecasts made for individual countries in the 
euro area represent a useful and interesting complement to the work in this paper.
9 Second, only finally 
revised data are used to perform the exercise. Therefore, the exercise presented in the following sections is 
a ￿pseudo￿ out-of-sample forecasting exercise because, strictly speaking, due to subsequent revisions the 
data used here were not available to a forecaster (or to a policy maker) at the time the forecast was 
performed.
10  
2.2  Measures of inflation 
The forecast exercise was performed using various definitions of price inflation. The HICP index for the 
euro area is the measure which has been chosen by the ECB for the quantitative definition of its primary 
objective of price stability and therefore represents a natural focus of the analysis. As explained in the 
Appendix, the HICP series, which is being officially collected only starting in 1995, was extended 
backward to 1980 Q1 using backward estimates at the country level by Eurostat or (when this was not 
possible due to the lack of data) the rate of growth of the CPI index. Given that the backward estimates of 
the HICP are subject to some degree of uncertainty, the private consumption deflator and the GDP deflator 
were also used as alternative measure of price developments. 
Chart 1 plots the annual inflation rates for the above price indexes. Although the three measures of 
inflation are generally similar, some differences nevertheless emerge. The annual rate of growth of the 
HICP is systematically lower than the rate of growth of the consumption deflator over the period 1986-
1998 (with an average difference of about 0.5 percentage points). The reason lies in the different 
weighting of consumption categories in the two indexes and in the exclusion in the HICP of some 
categories (especially related to housing expenditures) which have tended to grow faster than the average 
during this period. The rate of growth of the GDP deflator is normally quite close to that of the 
consumption deflator with the exception of the 1986-87 and the more recent 1999-2000 periods where the 
two series diverge substantially, mainly as a result of the oil price shocks which occurred (with opposite 
sign) in the two periods. ECB • Working Paper No 63 • May 2001 12
** * ˆ () tt tty t i t pm mmk yk i
∗ ≡−=− − (4)
2.3 Money-based  indicators 
The monetary and credit aggregates considered are the stocks of M1, M2, M3 and loans to the private 
sector, for which data is available since 1980.
11  
A number of money-based indicators in the tradition of the P-Star approach, first pioneered by Hallman, 
Porter and Small (1991), have been considered.
12 As mentioned in the Introduction, recent work for the 
euro area has found considerable empirical support for the P-Star model.
 13 Using the quantity equation, 
the P-Star indicator is defined as the long-run equilibrium price level that would result with the current 
money stock, provided that output was at its potential and velocity at its long-run equilibrium level: 
∗ ∗ − + ≡ t t t t y v m p
*    (1) 
where all variable are in logarithms, 
∗
t y  denotes potential output, mt is the current money stock and 
t t t t m y p v − + ≡ is velocity. In the P-Star model of inflation, it is assumed that the price level will return 
to its long run equilibrium and the inflation dynamics are given by: 
**
11 (1 ) ( ) tt t t t t pp p πλ π λ α ξ ++ =− + ∆− − +    (2) 
where  1 t ξ + is an iid shock with zero mean. In the literature and in empirical applications, various 
modifications of equation (2) have been considered.
14 
The computation of   requires to estimate the long-run velocity of circulation. To this purpose, the 
long-run relationship of a money demand equation (usually for M3 in applications for the euro area) is 
normally used. Denoting real money balances as  ￿tt t mmp ≡− , typically money demand specifications 
imply a long-run equilibrium for real money balances given by: 
￿
LR
ty t i t mk y k i =−    (3) 
                                                       
11   Quarter-on-quarter rates of change of these variables (or the change in the rate of change depending on the model 
specification, see below) as well as moving averages of various length of their rate of change, in order to smooth short-run 
volatile movements in these aggregates, were considered. In the next sections results are reported for the headline monetary 
aggregates rates of growth as well as for the 2-quarters moving average of the rate of growth of M3 (for which some 
difference in results emerged when smoothing the series; this variable is labelled M3mv in the tables reporting the results). 
12   See also Svensson (1999) for a discussion and a survey of the P-Star model. 
13   Gerlach and Svensson (2000), Trecoci and Vega (2000). The evidence for the United States is more mixed; see Christiano 
(1989). Orphanides and Porter (2000) show that the P-Star model can potentially provide significant information on future 
inflation developments in the US, once the change in the equilibrium level of velocity are properly accounted for. 
14   For example, in the original application of Hallman, Porter and Small (1991) the restriction λ=0 is imposed to equation 2. 
where it represents the opportunity cost of holding money. The P-Star indicator, t p
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where 
** * ** ˆtt t y t i t mmpk yk i ≡−= −  is  the  long  run  equilibrium  real  money  balances  with  output  and 
opportunity  cost  evaluated  at  their  equilibrium  values.  The  price  gap 
* () tt p p − entering  in  (2)  is 
equivalent to the (negative of) the real money-gap which measures the deviation of real money balances 
from their long run equilibrium level, which is simply defined as:
15   
** * * ˆˆ ˆ ()( ) tt tt t y i t mm pp m k yk i −≡ −− =− −   (5) 
In the forecasting exercise the predictive content for future inflation of both the P-star indicator (4) and of 
the real money-gap indicator (5) are evaluated.  
Moreover, the concept of money overhang is also considered. This is defined as the difference between the 




tt y t i t mm k y k i ≡− −   (6) 
The key difference between this concept and the real money-gap is that while the real money-gap would 
tend to rise when output exceeds its potential the money overhang would not increase (possibly therefore 
not signalling an increase in future inflation due to demand pressures).
 1 6 In other words, the money 
overhang tends to reflect the additional information in money which is not included in its determinants 
(output  and  the  opportunity  cost),  whereas  the  real  money-gap  goes  in  the  direction  of  a  summary 
statistic.
17 
In order to construct the indicators described above two different money (M3) demand models have been 
considered  in  order  to  test  the  robustness  of  the  results  with  respect  to  alternative  money  demand 
specifications. First, the Brand and Cassola (2000) (BC hereafter) specification, which implies a long-run 
equilibrium of the form:  
01 2 ˆ
LR
tt my l ββ β =+ −   (7) 
where lt denotes the long-term nominal interest rate. 
The second money demand specification is the one provided by Coenen and Vega (1999) (CV hereafter) 
which gives a long-run equilibrium of the form: 
01 2 3 ˆ ()
LR
tt t t t my l s αα α α π =+ − −−   (8) 
                                                       
15   This is the measure used by Gerlach and Svensson (2000) and Trecoci and Vega (2000).  
16   It may be worth noting that the money overhang is the (cointegrating vector) term that would be included in VAR systems 
including money, output, prices and short and long-term interest rates. See Brand and Cassola (2000), among others. 
17   For a detailed description of the use of all these concepts in the context of the monetary analysis undertaken at the ECB, see 
Masuch, Pill and Willeke (2001). ECB • Working Paper No 63 • May 2001 14
where (lt - st ) denotes the spread between the long-term and the short-term interest rates and πt is the 
inflation rate.
 18 
In constructing the real money gap and the P-Star indicator (defined by equations 4 and 5 above), interest 
rates were evaluated at the sample (1980 Q1 to 2000 Q3) average level, as a proxy for their equilibrium 
level, or alternatively, at their current level. The logic behind the latter alternative is that it could be useful 
to avoid that the real money gap or the P-star measures are affected by the temporary effects on the current 
money stock of variations in the opportunity cost of holding money. It could be argued in fact that 
movements in monetary aggregates that are only due to portfolio re-allocation by agents induced by 
changes in the opportunity costs of holding money do not have implications for future price 
developments.
19 The methodology for evaluating potential output for the construction of the P-Star and the 
real money-gap indicators is explained in the next section below.  
2.4 Other  indicators 
A number of other indicators among variables often considered as informative for, or commonly used to 
make forecasts of, future inflation were also considered. These can be grouped into 5 main categories of 
variables: a) interest rates (short-term, long-term and the spread); b) stock prices (the stock price index, the 
dividend yield and price-earnings ratio); c) real activity measures (output growth, measures of the output 
gap and the capacity utilisation rate); d) labour market indicators (employment growth and the 
unemployment rate); e) cost and price measures (unit labour costs and wages, import prices, commodity 
prices and the nominal effective exchange rate).  
Potential output used for constructing the output gap measures and for the evaluation of the long run 
equilibrium money stock was computed using a standard Hodrick-Prescott (HP) filter applied to current 
output. The HP is a two-sided de-trending method which tends to produce a biased estimate of the 
underlying trend at the end of the sample. In order to partially overcome this problem, a second measure 
of potential output was also constructed by forecasting output eight quarters ahead at each step of the 
exercise and using the HP filter on the series of past output augmented with the forecast output values.
20 
Finally, the rate of change of real output was also considered as an alternative de-trending procedure.
21 
                                                       
18   It should be noted that the BC money demand is estimated within a system of equations, while here essentially the BC long-
run money demand solution is imposed in a single equation approach (this is necessary given that the recursive nature of the 
exercise coupled with the relative short sample available would not allow enough degrees of freedom for a system estimation). 
Abstracting from this, the main difference between the two money demand models is in the different proxy for the opportunity 
cost of holding money included in the long-run money demand equation. While the BC model only includes the long-term 
interest rate, CV model includes both the level of inflation and the spread between the long-term and the short-term interest 
rates.  
19   The results in this paper provide some support to this idea (see below Section 3). 
20   The 8 quarters ahead forecast of output was made using a simple ARIMA model of the rate of change of output with lags 
selected according to the Schwarz criterion and allowing for a number of lags from 1 to 4. 
21   Given the drawbacks of the HP filter methodology, future work will need to evaluate the performance of alternative measures 
of the output gap, such as those derived from estimates of the production function. ECB • Working Paper No 63 • May 2001 15
3  Bivariate forecasts of inflation 
3.1  The methodology  
The performance of potential leading indicators in predicting future inflation is evaluated with a simulated 
out-of-sample  forecast  exercise.  As  already  mentioned,  the  methodology  follows  closely  Stock  and 
Watson (1998 and 1999).  
Consider the forecasts of inflation in the euro area made using the following linear bivariate model, 
labelled “model 1”: 
h t t t
h
h t x L L + + + + + = ε β π γ φ π ) ( ) (      (9) 
where  ) / ln( ) / 4 ( h t t
h
t P P h − ⋅ = π   is  the  h-period  inflation  in  the  price  level  Pt,  annualised  (data  are 
quarterly); ) / ln( 4 1 − ⋅ = t t t P P π  is quarterly inflation at an annual rate; xt is the indicator variable whose 
As mentioned above, the data set used in the exercise comprises quarterly data for the euro area which 
span the period from 1980 Q1 to 2000 Q2 (Q3 for HICP inflation). In the exercise, out-of-sample forecasts 
were made for the period from 1992 Q1 to the end of the sample period. This allows enough observations 
to be used for the estimation of the models when the first out-of-sample forecast is performed. At the same 
time the exercise produces a sufficient number of out-of-sample forecast (35 in the case of HICP and 34 in 
the  case  of  other  price  measures)  to  make  statistical  inference  about  the  forecasting  performance  of 
alternative  indicators.  The  out-of-sample  forecast  exercise  was  also  conducted  for  more  recent  sub-
samples (i.e. starting the out-of-sample forecasts in 1995 Q1 and in 1998 Q1) to check the robustness of 
the results over the most recent periods. 
In the simulated out-of-sample exercise model 1 is estimated and an h-period ahead forecast of inflation is 
performed using only data prior to the forecasting period. To be more specific, consider the forecast of the 
one and a half year ahead inflation rate (h=6) made in (at the end of) 1990 Q2. To compute the forecast  
 
                                                       
22   There are both pros and cons in using this approach instead of the standard recursive dynamic system. The relative advantage 
of (9) is that it minimises the effects of errors in model specification, as they are not propagated forward when performing the 
out-of-sample forecast. See Angelini et al. (2001) for a discussion. It should also be mentioned that the study by Gottschalk et 
al. (2000), cited in the Introduction, makes use of a standard dynamic bivariate model (including inflation and money) to 
perform the exercise on the forecasting performance of monetary aggregates. This implies that the errors produced by their 
bivariate  models  will  reflect  both  the  failure  of  forecasting  inflation  as  well  as  the  failure  of  forecasting  the  monetary 
aggregate. Given the limited information set used, the latter errors may be significant and could potentially account for much 
of the differences in results with respect to the present study. 
forecasting performance is to be evaluated;  ) (L γ and ) (L β  are polynomials in the lag operator L and h 
denotes the forecast horizon. The exercise for the evaluation of the performance of the various indicators 
is conducted for different forecast horizons, with h varying from 1 to 12. It should be noted that, contrary 
to the standard approach taken to model dynamic systems, equation (9) does not require to forecast xt 
when performing the h-steps ahead forecast of 
h
t π .
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23   A preliminary investigation showed that, when allowing for a larger number of lags, in some few cases the Schwarz criterion 
resulted in a selection of a number of lags larger than four. However, it was also observed that the overall forecasting 
performance of models including a relatively large number of lags was substantially worse than that of more parsimonious 
models, hinting to the possibility that some overfitting bias was emerging. 
all models (using all possible indicators) were estimated and the orders of lag polynomials  ) (L γ and ) (L β  
were selected using data through 1990 Q2, and a forecast for the (annualised) inflation rate from 1990 Q2 
to 1992 Q1 was made (the first out-of-sample forecast in the exercise). Moving forward one quarter, all 
models were re-estimated and the number of lags selected using data through 1990 Q3, and a new forecast 
of inflation over the period 1990 Q3 to 1992 Q2 were performed, and so on until the end of the sample 
period. For each model including the indicator xt considered, this produces a single series of forecast errors 
based on simulated out-of-sample (or recursive) estimation and model selection. The mean square error 
(MSE) of the forecast over the period 1992 Q1 to 2000 Q2 is then used to compare the forecasting 
performance of the different indicators.  
It is important to note that, consistently with the logic of the out-of-sample forecast exercise outlined 
above, the money demand equations, their long-run equilibrium, and therefore the money gap, money 
overhang, P-Star and the output gap measures were estimated recursively at each step of the exercise using 
only data prior to the forecasting period. 
The orders of the lag polynomials ) (L γ and ) (L βin (9) are determined separately using the Schwarz
information criterion at each date. In the exercise, the number of lags in ) (L γ and ) (L β are allowed to 
vary from 1 to 4, i.e. at maximum 1 year of past information about the inflation rate and the indicator was 
allowed to be included in the model to make the forecast.
23 This implies that at each step of the forecast 
exercise 16 different models were compared and a single model was chosen according to the Schwarz 
criterion. 
It is also worth noting here that no attempt was made to distinguish indicators according to the timing of 
the release. That is, all indicators xt are assumed to be known with certainty at (the end of) time t when  
the forecast for period t+h is performed. Clearly this is a simplification which is likely to bias the results 
in favour of indicators (such as, for example, those based on real activity measures) which tend to be 
available with a substantial delay of time with respect to other indicators (such as money and financial 
indicators) which are available with little or no delay. 
Finally, an alternative specification of the forecasting model 1 was also considered in the exercise. Model 
1 above allows inflation and the indicator considered to be I(0) or, alternatively, inflation and the indicator 
to be I(1) processes and cointegrated, with the cointegrating vector being estimated by recursive least 
squares. However, there are substantial uncertainties on the time series properties of inflation (and of ECB • Working Paper No 63 • May 2001 17
h t t t t
h
h t x L L + + + + ∆ + = − ε β π µ φ π π ) ( ) (      (10) 
where the indicator xt is an I(0) process. When combined with the previous specification, the exercise 
therefore covers most of the possible combinations of alternative a priori beliefs about the time series 
properties of the variables involved. The results obtained in terms of forecasting performance of different 
model specifications, could therefore also shed some lights on the time series properties of the variables 
used. 
3.2  Results for the bivariate forecasts  
3.2.1  Out-of-sample forecast performance of different indicators 
Tables 1.a, 1.b and 1.c report the results for the out-of-sample forecasts of the HICP, consumption deflator 
and GDP deflator, respectively, using the specification in model 1 described above.  
Transformations (level, first difference etc.) of the variables included in the bivariate forecasting model 
are shown in the tables. Monetary and credit aggregates were considered to be of the same order of 
integration as consumer prices, and therefore introduced in the form of rate of growth in model 1. The 
same applies for the P-Star indicator. Some variables, such as the real money gap and overhang measures, 
the output gap and the unemployment rate, were considered both in levels and in differences. Only results 
from the best-performing specifications are reported in the tables. Transformations of other variables 
follow common practice.  
The exercise was performed for forecasts of inflation from 1 to 12 quarters ahead and the forecasting 
performance of the models based on the various indicators is evaluated for the period 1992Q1-2000Q3. In 
                                                       
24   Normally, unit root tests performed over the entire sample would tend to favour the hypothesis that inflation is a I(1) process 
(prices are I(2)). However, the power of these tests may be low given the short span of data and the results may be biased by 
the presence of a strong downward trend in the period. Moreover, the findings by Cassola (2001), who conducts the analysis 
within an approach that allows for regime-switching, would suggest that the inflation generating process in the euro area over 
the past twenty years could be characterised by a structural break which delimits two different “inflation regimes” (a “high 
mean” and a “low mean” regime). Within the two different regimes (and around the two different means) inflation could be 
described as a stationary variable.  
the tables 1.a-1.c, the forecasting performance of each alternative indicator is measured relatively to a 
simple univariate model. The first row of each table reports the root MSE (in percentage points) of the 
univariate model used as a benchmark. All other rows show the ratio of the forecast MSE of a bivariate 
model including the indicator considered (as well as lagged inflation), with respect to the forecast MSE 
produced by the benchmark univariate model. A number less than one therefore indicates that the model
the indicators) in the euro area over the period considered.
24 In particular, model 1 specification would not 
represent a correct specification in the case when inflation is a I(1) process while the indicator variable is a 
I(0) process. In this latter case a correct specification requires to express the model in first differences of 
inflation. This amounts to imposing the restriction ) 1 ( =1 to model 1. The resulting forecasting model 
therefore transforms into ￿model 2￿ specification: 
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using the indicator performs better (i.e. produces a lower MSE of the forecast) than the univariate model 
in forecasting inflation over the period considered and at the indicated horizon. Standard errors for the 
ratio of the mean square forecast error are reported in parenthesis.
25 Results are reported for models 
including P-Star and real money gap indicators constructed by evaluating the long-run equilibrium money 
demand at the current level of interest rates (or spread) since these measures performed better than the 
alternative measures based on equilibrium (sample period average) interest rates (or spread).
26 In the case 
of the output gap only the results using the simple HP filter estimate (which does not use out-of-sample 
forecasts of future output) are reported as it resulted in a better forecast performance than the alternative 
measure. 
The following results emerged from the bivariate exercise. 
Starting  with  the  short-run forecasts of inflation, the bivariate models of inflation based on a single 
indicator do not perform particularly well. For horizons up to one year ahead in only a few cases the 
introduction of a single indicator results in a significant improvement with respect to the simple univariate 
model of inflation in terms of mean square error of the forecast. Looking across the different measures of 
inflation only an unemployment-based Phillips curve and the P-Star indicator derived from the BC money 
(M3) demand framework produce systematically a relative MSE of the forecast below one (though the 
reduction in the MSE is minor and the hypothesis of a forecast MSE equal to that of the univariate model 
cannot generally be rejected on statistical ground). Among cost and price variables, models based on the 
unit labour cost and wages perform relatively well only for the forecast of the consumption deflator, while 
in the case of HICP the import deflator appears to have some limited predictive power. In a few cases, 
models based on the rate of change of stock prices outperform the univariate model. 
As  the  forecast  horizon  is  enlarged,  however,  many  indicators,  especially  those  based  on  monetary 
aggregates, gradually improve their relative performance and eventually outperform the forecast based on 
the simple univariate model. At forecasting horizons beyond one year and a half the improvement is 
substantial producing in some cases a forecast MSE which is almost a half of that produced by the simple 
univariate model.  
For forecast horizons between one and two years the money gap and the P-star (both based on the BC 
demand for M3 specification) are normally the best performing indicators among all indicators considered 
and across all measures of inflation. In the case of the P-Star indicator the reduction in the MSE of the 
forecast reaches almost 40% at the two years horizons for all inflation measures. The performance of other 
                                                       
26   This tends to support the view that changes in long-term interest rate mainly cause portfolio shifts which are unrelated to 
future price developments. 
25   A heteroschedastic and autocorrelation consistent (HAC) estimate of the variance-covariance matrix (estimated using a 
Bartlett kernel with h lags) of the forecast errors was utilised and the δ-method was applied to compute the standard errors of 
the MSE ratio. West (1996) provides an asymptotic justification of this procedure when using recursively estimated models. 
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monetary indicator such as M2, and even more, loans to the private sector is also remarkable, especially 
for the HICP and the consumption deflator cases.  
On  the  contrary,  the  forecast  performance  of  the  model  based  on  nominal  M3  growth  alone  is  not 
particularly satisfactory, especially for horizons around 1 and a half years, being close to that of the 
univariate model. The forecast errors are somewhat mitigated by the smoother 2-quarters moving average 
measure of M3 growth (denoted as M3mv in the tables). A closer inspection of the forecast errors reveals 
that this result depends mainly on the relatively large underprediction of inflation in 1996, which is due to 
the sharp decline in M3 growth over the previous two years. This is shown in Chart 2 where also the 
forecast error from the M3-based forecasting model is plotted. In the period 1994-1995, M3 was possibly 
downward distorted by some special factors and, more importantly, was strongly affected by a portfolio 
shift caused by a significant increase in the long term interest rates at the euro area level.
27 The importance 
of this latter factor is confirmed by noting the very good performance at the one and a half year ahead of 
the  real  money-gap  and  the  P-star  measures  obtained  with  the  BC  money  demand  model,  where 
equilibrium real money balances were measured at the current level of the long-term interest rate (i.e. M3 
is implicitly adjusted for portfolio shifts caused by changes in long-term interest rates). Chart 2 also plots 
the (rate of change of) the P-Star indicator from the BC money demand and the relative forecast error. The 
increase in the long-term interest rate depresses the real money equilibrium level (and therefore increases 
the  gap  between  current  developments  and  the  long  run  equilibrium)  helping  in  moderating  the 
underestimation error of M3 in 1996.  
Among real activity variables the output gap and the rate of change of real output are the best performing 
indicators for forecast horizons between one year and two years. The rate of change of employment also 
shows a good relative forecasting performance in the case of HICP inflation. Among price and cost 
measures, only unit labour cost and wage growth rates appear to contain predictive power for future 
inflation beyond that contained in current price developments (this result does not hold however for the 
GDP deflator). 
At forecast horizons between two and three years the best models, in terms of MSE of forecast, are those 
based on nominal M3 growth, and its main counterpart credit, together with the M3-based real money-gap 
measures derived from the BC model of money demand. At forecasting horizons close to three years 
ahead these M3-based models result in a substantial reduction of the forecast MSE, in some cases up to or 
even exceeding 50% of that produced by the simple univariate model. The nominal M3 growth based 
model is the best performing model among the ones considered at the longest (3 years ahead) forecast 
horizon for all measures of inflation.  
                                                       
27   See ECB (1999). The exchange rate crisis in the European Monetary System, the substantial movements in interest rates and 
also special factors – such as major changes in the taxation of interest income in some countries – appear to have been the 
main factors which have distorted monetary developments during 1992-1995. ECB • Working Paper No 63 • May 2001 20
In general, broader aggregates show better leading indicator properties with respect to future price 
developments, with the models based on M3 and loans outperforming the M2-based model, which in turn 
outperforms the M1-based model. The model based on the M3 money overhang measure performs very 
well for the HICP and the consumption deflator, but not for the GDP deflator. 
At these longer horizons the relative performance of non-monetary aggregates varies somewhat across 
measures of inflation. The best performing models are probably the ones based on the output gap which 
performs relative well across all three measures of inflation. The simple unemployment-based Phillips 
curve performs very well for the consumption deflator (the reduction of the forecast MSE relative to the 
univariate model reaches 40%), but is not particularly satisfactory for the other inflation measures. Models 
based on the rate of change of wages also perform well at forecast horizons between two and three years 
in the case of the HICP and the consumption deflator. Finally the model based on the long-term interest 
rate seems to have some predictive power for long-term inflation forecasts in the case of the GDP deflator. 
To summarise the above results, bivariate models based on monetary aggregates appear to score relatively 
well in forecasting inflation especially at the medium-term horizon. Among monetary aggregates, M3-
based P-Star and real money gap measures appear to be the particularly useful to forecast inflation at 
horizons up to two years ahead, while M3 growth itself and its main counterpart, loans, are the best 
indicators for the longest horizons. These results are consistent across the different price measures utilised. 
Among real activity variables the output gap and the unemployment rate are the best performing indicators 
even though their relative performance changes somewhat with the measure of inflation considered. The 
same is true for models based on wages and unit labour costs. Very little evidence is found of a predictive 
content of interest rates (especially the long-term interest rate and the spread are commonly considered to 
be leading indicators of future inflation)
28 and stock prices. 
Finally, it is worth noting that there are some differences in the predictability of the alternative measures 
of inflation. In particular, the percentage root MSE of the forecasts produced by the models for the GDP 
deflator is normally larger than that of the univariate model for the private consumption deflator, which is 
in turn slightly larger than in the HICP case. 
3.2.2  Encompassing tests of predictive ability 
Forecast encompassing tests are an important complement to the analysis of the relative predictive content 
of non-nested models based on different indicators conducted above.
29 In our set up, such tests can be  
used  to  evaluate whether a candidate variable gives a useful contribution  in forecasting  inflation, relative  
                                                       
28   These findings are consistent with recent results by Berk and Bergeijk (2000).  
29   See Ericsson (1992) for a discussion of a number of measures of forecast performance, including encompassing, parameter 
constancy and mean square forecast errors. ECB • Working Paper No 63 • May 2001 21
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where 
x
t f is the forecast of 
h
h t+ π made at time t and based on the variable x (and past inflation), 
b
t f is the 
corresponding forecast based on the benchmark indicator (and past inflation), and  h t+ ε is the forecast error. 
In equation (11)  0 = implies that the forecasts based on x do not add any useful information to the 
forecasts based on the benchmark indicator, while if  1 = the reverse would be true. A value of λ  close 
to 0.5 would indicate that the best forecast would tend to attribute approximately the same weight to the 
forecasts made using the two indicators.  
Tables 2.a and 2.b report the coefficient   of equation (11) and its standard error when the forecast 
produced by the bivariate model including the rate of growth of M3 (2-quarters moving average) is chosen 
as the benchmark. (To save space results are shown only for the HICP and consumption deflator forecasts; 
the results for the GDP deflator forecasts do not change the qualitative conclusions).   
The results of the forecast encompassing tests confirm the previous analysis.  
Among money-based indicators, some of the best-performing indicators (loans, the real money-gap and 
the P-Star indicators from BC money demand) appear to contain useful additional information with 
respect to M3 for forecasting horizons up to two years ahead. For forecasts based on models including 
loans or the P-Star indicator the value of  remains close to 0.5 also beyond the two years horizons. Non-
monetary indicators based on real activity or price and costs measures appear to provide useful additional 
information relative to M3 to forecast inflation at shorter-term horizons (up to 1 and a half year).
30 While 
some non-monetary indicators (especially among real activity variables, and, in the case of the HICP, unit 
labour costs and wages) maintain some additional predictive content relative to M3 even at long horizon, 
the weight assigned to the M3-based forecasts at horizons beyond the two years is generally significantly 
smaller than 50% and often not statistically different from zero.  
3.2.3  Results for different sample periods  
It is also important in this analysis to evaluate how the forecasting properties of the different indicators 
change across different sub-samples. Given the limited availability of aggregate back data for the euro 
area, only results obtained for more recent sub-samples are reported. Table 3 shows the results obtained 
when the simulated out-of-sample exercise was performed over the periods 1995-2000 Q3 and 1998-2000 
Q3. Clearly these sub-samples are too short to permit a sound statistical inference (standard errors for 
relative MSE are not reported in this case). Nevertheless it is worth checking whether the previous results 
                                                       
30   However, it should be noted that also the weight assigned to the univariate model is larger than zero at short horizons, 
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hold  also  when  considering  the  more  recent  periods.  In  particular,  the  most  recent  sub-sample  is  of 
particular interest because it covers the completion of the process of convergence to Stage III of the 
Monetary Union, the start of the single monetary policy in the euro area and include the upturn of inflation 
since early 1999, the strongest upturn since the early 90’s in the euro area.  
The following indications emerge from Table 3. Firstly, the best money-based indicators continue to 
perform very well, especially at longer horizons, also over the more recent sub-samples. In general the 
relative forecast performance of the models based on these indicators is maintained. M3 and M3-based 
money gap and P-Star measures perform extremely well and are unambiguously the best performing 
indicators among monetary indicators. Secondly, among non-monetary variables, it is worth noting the 
progressive improvement of the relative forecast performance of the simple “Phillips curve” specification 
of inflation based on the level of the unemployment rate for all forecast horizons, a result also found by 
Angelini  et  al.  (2001).
31  When  evaluated  over  the  1995-2000  period,  the  simple  Phillips  curve’s 
performance is very close to the best money-based models. Over the most recent 1998-2000 period this 
model produces the smallest forecast errors of all models. Finally, over the most recent period, many 
leading indicator models outperform the univariate model also at the short-run horizon. The latter in fact 
simply tends to prolong the downward trend in inflation over the past twenty years and, therefore, to 
severely underpredict the inflation upturn since early 1999. The models based on import prices, on the 
effective exchange rate and on commodity prices perform very well at short horizons.  
3.2.4  Results using an alternative model specification 
Table 4 reports the results obtained using model 2 specification (equation 10 above). The table shows the 
forecast MSE relative to the forecast MSE of the univariate model of inflation under specification of 
model 1 (whose root MSE of the forecast is shown in Table 1) so that the two sets of results are directly 
comparable. The transformations adopted for the different indicators under the model 2 specification are 
also shown in the table. Results are shown only for the HICP case since the basic conclusions do not 
change when considering the other measures of inflation.  
It appears clearly from the results in Table 4 that the model 2 specification of inflation performs worse 
than model 1 specification in most cases. The percentage root MSE of the univariate model is always 
larger than in the case of model 1 specification at all horizons, with the only exception of the one-quarter-
ahead horizon. Moreover, most indicators fail to perform better than the simple univariate process under
                                                       
31   Angelini et al. (2001) find, using country level data, that the unemployment rate is often one of the best performing indicator 
for  two-years  ahead  forecasts  for  out-of-sample  forecast  exercises  starting  at  different  dates.  They  also  find  a  general 
deterioration of forecasting performance of various indicators when the exercise is started in 1992. M3 is found to be a good 
indicator for HICP inflation for all recursive-starting dates, while its performance for the forecast of the consumption or the 
GDP deflators is reasonable but less striking. When comparing their results to those presented here two considerations have to 
be kept in mind. First, as already stressed, the relative performance of (headline) M3 is found to improve markedly only 
beyond the two years horizon (at this horizon other money-based indicators, such as the rate of change in the P-Star and the 
real money gap perform better). Secondly, the relatively better performance of models based on money in the present study 
may be a reflection of the result that money demand relationship may be more stable when aggregated across countries with 
financially integrated markets that at the individual country level, a result first pioneered by McKinnon (1982). ECB • Working Paper No 63 • May 2001 23
model 2 specification, with a few exceptions for the forecast horizons up to two years ahead. In general, 
the forecasting performance of the models based on different indicators is very similar under model 2 
specification (no statistical difference in forecast performance can be detected) and no clear patterns are 
discernible for the different indicators. Most importantly, with the exception of the forecasts for the one 
quarter ahead horizon, no indicator model performs better (and in fact they usually perform quite worse) 
than the best leading indicator models under model 1 specification.  
In summary, the evidence suggests that imposing the restriction implied by model 2 specification (i.e. 
imposing a unit root to inflation when the indicator is believed to be an I(0) process) does not help in 
forecasting inflation in the euro area over the period under consideration.
32 The results may be taken as 
suggestive of the possibility, put forward by Cassola (2001), that the inflation process in the euro area 
entered a new regime around the mid 90s and, taking into account this regime shift, is better described as a 
stationary, mean reverting process. 
4  Multivariate forecasts of inflation  
4.1  The methodology 
The analysis conducted so far has shown that many of the variables considered provide useful information 
for  predicting  inflation.  This  section  addresses  the  issue  of  whether  it  is  possible  to  combine  the 
information contained in different indicators to improve the accuracy of the forecasts of future inflation. 
Clearly, since the number of indicators is quite large, including more than a few of them in unrestricted 
regressions would likely result in overfitting bias and poor forecast performance. Following again Stock 
and Watson (1999), two alternative methods to construct multivariate forecasts are considered. The first 
method relies on forecast combination techniques, which implies treating the bivariate forecasts of the 
previous section as data and combine them using various forecast combination procedures. The second 
procedure consists in constructing composite indexes from a large group of indicators, following the 
tradition of dynamic factor analysis, and then using these indexes to construct multivariate forecasting 
models.
33 
Denoting by  , it f the (bivariate) forecast produced at time t by the model based on the indicator i (i = 1,…., 
n) considered in the previous Section, the combined forecasts are simply constructed as: 
                                                       
32   Stock and Watson (1999) find that for the US the results depend on the sample period on which the forecasts are performed. 
In particular, imposing the unit root restriction leads to more accurate predictions of inflation (using the best forecasting 
model) over the period 1970-1983 and to less accurate predictions over the period 1984-1996. In our case, the sample period 
is too short to conduct sound statistical experiments. However, it should be mentioned that when evaluating the forecasting 
performance over the most recent sub-sample 1998-2000 Q3 (results are not shown) the univariate model 2 specification 
performs better than the univariate model 1 for forecasting horizons beyond two years (with a forecast MSE which is close to 
the best performing models under specification 1). Again the relative forecasting performances of models based on different 
indicators is very similar to each other and no clear pattern can be identified. 
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As in Stock and Watson (1999) the weights  it ω were chosen using three alternative methods: as the mean 
of all forecasts made at time t (and therefore equal 1/n), as the median of the forecasts made at time t and, 
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Because n is large equation (12) was estimated using a ridge regression opportunely modified so that the 
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Consistently with the recursive design of the exercise outlined in the previous section, the forecasts  , it f are 
computed only using data up to time t and the ridge regression estimates of the weights are computed only 
using forecasts and inflation data available on dates t and earlier. 
() ()
ht
th t s th LL P π φγ π β ε ++ ′ =+ + +     (15) 
At each date t factors are computed using only data up to time t and, as done in the previous Section, the 
number of lags in the polynomials  ) (L γ and ) (L β  are selected using the Schwarz information criterion 
allowing for a number of lags ranging from 1 to 4.  Two dynamic factor models were estimated. The first 
factor  model  includes  only  one  factor.  A  second  model  allows  up  to  three  factors  to  enter  in  (15) 
recursively choosing the number of factors (and the number of lags in ) (L β for each factor) using the 
Schwarz criterion. 
                                                       
34   See Stock and Watson (1999). The parameter k governs the amount of shrinkage (k = 0 corresponds to OLS estimates of 
equation (13), while weights converge to the sample mean as k grows large). In the exercise various values of k were used 
ranging from 0.25 to 20. To save space only results for k = 10 are reported as they were generally the most accurate. 
35   Stock and Watson (1998) provide an asymptotic justification for this approach when the time series dimension T and the 
cross-section dimension N both go to infinity. The approach is useful when the number of predictors is large (i.e. all of the 
variables considered in the previous section. In what follows, also smaller groups of variables are considered in which case the 
rationale for this approach is simply that it provides a procedure for summarising the data. 
The second approach makes use of estimated factors constructed from the set of variables available to the 
forecaster at each time t when the forecast is performed. Denoting with the (T￿N) matrix X such a set of 
variables, then the factors are estimated as the principal component of X as P = XΛ/N  where Λ consists of 
N
1/2 times the eigenvectors of X
￿X.
35 Denoting by P
t
s, s = 1,￿, t, the vector of factor time series extracted 
at time t, the forecasts of inflation are constructed as: ECB • Working Paper No 63 • May 2001 25
4.2  Results for the multivariate forecasts  
Tables 5.a and 5.b report the results for the multivariate forecasts of the HICP and the consumption 
deflator, respectively.
36 The tables report the ratio between the forecast MSEs of the multivariate forecasts 
and the univariate model already used as a benchmark in the bivariate analysis (the forecast root MSE for 
this model is reported also in tables 5.a and 5.b), so that the results are comparable with those obtained in 
section 3. Multivariate forecasts following the methods described above were computed for five groups of 
variables: a) all variables considered in section 4 (i.e. all variables appearing on tables 1.a-1.c) with the 
exclusion of the P-Star and the money gap/overhang measures; b) monetary and credit aggregates; c) real 
activity variables; d) wage and (domestic and international) price variables; e) interest rates and stock 
prices.
 37 
The following conclusions emerge from tables 5.a and 5.b. Considering the pooling of all variables in the 
data set and forecasts horizons up two years ahead, the results are quite satisfactory for the forecast 
combination methods (mean, median and ridge regression combination of the bivariate forecasts) while 
they are less satisfactory for the single factor and the multi-factors models. The forecast combination 
methods produce forecasts which are often close to, and in some cases even more accurate than, those of 
the best bivariate models for horizons within the two years. Between one and two years ahead the forecast 
obtained with the ridge regression combination are normally better than the mean and the median, while 
the reverse is true for longer horizons.
38 Considering forecast horizons beyond two years, the results are 
quite different for the HICP and the consumption deflator. While for the HICP little or no improvement in 
forecast accuracy with respect to the univariate model can be detected, for the consumption deflator the 
performance of the single and multi-factor models is quite satisfactory. This probably reflects the better 
performance of models based on real activity variables in forecasting future developments in the 
consumption deflator than in the HICP, already detected in the bivariate analysis. 
                                                       
36   Results for the GDP deflator are not reported to save space. The main differences in results are mentioned in the text below. 
37   Results including the P-Star and money gap/overhang measures are similar to those presented here and are not reported.  
38   This is generally true also for forecasts using other sub-groups of variables. It should be noticed that by decreasing the value 
of  k, the parameter governing the shrinking towards equal weighting in the ridge regression, it is possible to improve 
somewhat the performance of the ridge regression combined models at longer horizons. However, the improvement is 
relatively minor and occurs at the expenses of the forecast performance at shorter horizons. 
                                                       
39   This group is very small (only four variables are included). The forecast combinations and the factor models should be mainly 
seen in this context as different methods to attribute different weights to the various components of the balance sheets of the 
financial intermediary sector. 
The results of the multivariate forecasts for the group comprising only monetary (and credit) aggregates 
are generally very satisfactory for both measures of inflation.
39 In general, this is true, with only minor 
differences, for all multivariate methods utilised. Relative to the best money-based bivariate models 
considered in the previous section, the improvement consists mainly in a reduction of the forecast MSE atECB • Working Paper No 63 • May 2001 26
short-term  horizons.  However,  the  money-based  multivariate  forecasts  perform  close  to  the  best 
performing money-based bivariate models at all forecast horizons. It is also worth noting that the multi-
factor  model  perform  extremely  well  at  the  longest  forecast  horizons  for  both  the  HICP  and  the 
consumption deflator (in the latter case being the best of all models considered). As it was the case for the 
bivariate analysis the money-based multivariate models are the best performing at long horizons among all 
multivariate models considered. 
Looking at the group containing real activity variables, the improvement in the forecast performance from 
the  multivariate  analysis  (with  respect  to  both  the  simple  univariate  model  and  the  best  performing 
bivariate models) is significant and can be seen mainly at horizons comprised between one and two years 
ahead. The advantages of aggregating information of different indicators are larger than it was the case for 
monetary aggregates. As was the case for the bivariate models, real activity-based models perform well at 
longer horizon (beyond two years) only in the case of the consumption deflator. For real activity variables, 
the forecast combination methods appear to work better than the models based on the estimated factors. 
Considering wages and price measures (including international prices and the effective exchange rate), 
there is a marked improvement over the bivariate models especially at short-term horizons (within one 
year). This is especially true in the case of the multiple factor models. At horizons between one and two 
years  some  of  the  multivariate  models  –  especially  the  Ridge-regression  combination  of  forecasts  – 
perform satisfactorily (close to best-performing bivariate counterparts). At longer horizon no wage and 
price-based multivariate model performs well.
40 
Finally, the results from combining the information from interest rates and stock markets are not very 
satisfactory,  similarly  to  what  found  in  the  case  of models based on individual indicators. The only 
exception to this general picture is given by the model based on a single estimated factor in the case of the 
consumption deflator, which shows a good relative forecasting performance for long horizons. 
In summary, the multivariate analysis conducted in this section broadly confirms the previous findings. 
Monetary  and  credit  aggregates  appear  to  have  a  significant  predictive  content  for  future  price 
development.  The  performance  of  multivariate  forecasts  based  on  monetary  indicators  also  tends  to 
increase  with  the  length  of  the  horizon.  Multivariate  forecasts  combining  the  information  from  all 
available  indicators  do  not  appear  to  improve  significantly  over  the  best  forecasts  based  on  simple 
bivariate  models.  However,  the  results  would  suggest  that  there  are  advantages,  relatively  to  simple 
bivariate forecasts, in combining the information contained in different indicators within given categories
                                                       
40   A relatively poor performance of wage and cost indicators is also found by Stock and Watson (1999) in the US case (although 
their analysis is limited to the one year ahead forecast horizon). However, the results have to be taken with caution. As 
recalled in the introduction, the whole exercise is conditional to the monetary authorities’ reaction functions. The central 
banks of the euro area countries may have reacted systematically to risks stemming from cost-push factors over the period 
under consideration thereby reducing their ex-post information content especially over longer horizons (when the effects of 
the monetary policy reactions unfold). Moreover, real-time forecasters normally make use of much more information, such as 
that included in wage-bargaining agreements, than the one used in this exercise. ECB • Working Paper No 63 • May 2001 27
of variables (say money or real activity variables). These advantages are particular evident for the forecast 
horizons within two years ahead. However, there is not a single method of combining this information 
which  outperforms  the  others  and  different  methods  of  multivariate  forecasts appear to give relative 
advantages depending on the variables used and the prediction horizon considered.
41 
5  Inflation predictability across forecast horizons 
To conclude the empirical investigation, it is interesting to ask what the results obtained tell about the 
predictability.  Obviously,  the  predictability  of  inflation  varies  with  the  prediction  horizon  and  the 
information set considered. Some statistical measures of predictability that have been proposed in the 
literature can be used to evaluate what information is best used for different prediction horizons. Two 
different measures of predictability were considered.  
A first, commonly used measure of predictability is the one proposed by Granger and Newbold (1986), 
which represents a natural extension of the familiar R















th ε + is  the  h-steps  ahead  forecast  error  produced  using  the  (bivariate  or  multivariate)  optimal 
forecasts (i.e., conditional mean) on the basis of model using information x. Therefore, GN measures 
predictability relatively to the long-run variability of a variable (inflation in the case at hand), i.e. it shows 
what fraction of the variance of inflation is “explained” by the model at the given prediction horizon h.  
An alternative measure of inflation predictability, which is similar in spirit to the one just described, is the 
statistic proposed by Diebold and Kilian (1999). This measures predictability as (one minus) the ratio of 
the expected loss of a short-run forecast to the expected loss of a long-run forecast. Assuming a quadratic 














                                                       
41   This seems also to be a feature of the results by Angelini et al. (2001) using diffusion indexes constructed from data panels of 
euro area countries. In particular, they find that HICP and the consumption deflator are best forecast using only nominal 
factors (constructed using only nominal variables) while the GDP deflator is best predicted using non-nominal factors. On the 
contrary, Stock and Watson (1999) find that the model based on a single factor, based on a large number of indicators of real 
economic activity, is the best-performing model among all models considered for forecasting inflation in the US at the one 
year ahead horizon. This is the only model in their investigation that outperforms systematically a simple Phillips curve 
specification. At the one year forecast horizon, models that add monetary aggregates to the Phillips curve are found to lead to 
some marginal improvements for some sample periods and some inflation measures, but to a serious deterioration in accuracy 
for forecasts of others sample periods or inflation measures.  ECB • Working Paper No 63 • May 2001 28
where 
b
tk ε +  is the forecast error for a long-run benchmark forecast, with k > h. Therefore, DK shows how 
predictable is a series at horizon h relative to horizon k.
 42 In what follows the benchmark long-run forecast 
(k = 12) of the univariate model was chosen as a benchmark to compute DK.  
Chart 3.a shows the GN and DK measures of predictability for some selected inflation (HICP) forecasts 
based on bivariate models considered in the previous sections. It should be recalled that what is measured 
is predictability of average inflation over the period form t to t+h. The chart shows that the explained 
variance from the forecasting models based on the best indicators is substantial and generally reaches a 
peak at around the two years horizons, when in some cases it is larger than 60%. It then deteriorates 
thereafter, in some cases very sharply at the three years horizon.
 43 At this longest horizon, however, the 
proportion of the variance of inflation explained by the M3 and the loans-based models is still substantial, 
around 40%. Measures of DK show how the reduction in predictability of inflation when the forecast 
horizon is enlarged is much slower when predictions are made with an information set which includes 
money-based measures.   
Charts 3.b and 3.c show, respectively, the GN and DK measures for combinations of forecasts produced 
using selected bivariate models (mean and Ridge-regression techniques) and for the forecasts produced 
using dynamic factor indexes (single and multi-factor techniques). The pattern already observed for the 
bivariate forecasts does not change substantially when considering multivariate information sets. 
Predictability of average future inflation is still highest at around the two-year-ahead horizon and 
diminishes quite sharply thereafter (again a very drastic deterioration can be noticed at the three years 
horizon). It is noteworthy, however, that predictability remains very high even beyond the two years 
horizon when the forecasts are based on a single factor and, especially, on multiple factors extracted from 
monetary and credit aggregates. 
6 Conclusions 
Three main conclusions emerge from this study. 
First, the results support the idea that there is substantial information in monetary and credit aggregates for 
future price developments in the euro area. The comparative advantages, in terms of forecasting 
performance, of models which include money-based indicators relative to other, non-monetary models 
tend to increase for longer forecast horizons. This conclusion emerges when evaluating forecasts of 
inflation using both bivariate and multivariate information sets. The evidence is consistent with the view 
                                                       
42   The Diebold and Kilian measure of predictability is more general than the Granger-Newbold measure as it can be used for 
measuring predictability of series which are not covariance stationary and can be applied to multivariate information set. The 
Granger-Newbold measure emerges as a special case of the Diebold-Kilian measure, i.e. when the series is covariance 
stationary, the loss function is quadratic, the information set is univariate and k = ∞. 
43   Besides reflecting the decline in the predictability of inflation at around the three years horizon an additional problem may 
come from the fact that we are dealing with a small sample. In particular, the sample period over which the models are 
estimated when starting the out-of-sample forecasting exercise becomes very short when the forecast horizon is long, which 
might affect the stability of parameters. ECB • Working Paper No 63 • May 2001 29
inflation using both bivariate and multivariate information sets. The evidence is consistent with the view 
that money contains information which is useful to anticipate medium-term and low frequency trends in 
inflation.  
Second, indicators derived within the framework of the P-Star model of inflation, such as the real money 
gap or the real money overhang (all based on M3), appear to perform well in forecasting inflation and to 
represent useful complements to headline monetary aggregates especially for forecast horizons within the 
two years. For example, it proves useful to clean the signal contained in monetary aggregates (M3) from 
the distortions caused by the short run portfolio re-allocation due to movements in long-term interest rates, 
especially for forecast horizons around one and a half years. The results appear consistent with previous 
findings by Trecoci and Vega (2000) and Gerlach and Svensson (2000). However, the claim by the latter 
authors that the real money gap (as opposed to nominal money growth) should be the focus of monetary 
policy in the euro area, is not supported by the results in this paper. Models based on (the rate of growth 
of) the headline monetary and credit aggregates normally perform better than those based on the real 
money gap for forecast horizons beyond two years. Moreover, a nominal concept, the rate of change of the 
P-Star indicator which measures the deviation of nominal money growth from equilibrium real money 
balances (and could therefore be interpreted as a measure of equilibrium inflation), appears to outperform 
the real money gap also at shorter horizon. Finally, the performance of money gap/overhang indicators 
appears to be somewhat sensitive to the specific money demand framework from which they are derived. 
Third, the evidence presented appears also to suggest that there is additional, independent information in 
money, beyond the information contained in its determinants (such as output and prices) in money demand 
relationships. One possibility is that monetary aggregates are measured more accurately than output. A 
second possibility is that money is a leading indicator of the cycle and that prices are positively correlated 
(with some lags) with output.
44 Moreover, money may reflect also other determinants (such as the level of 
wealth) not considered in the analysis. Finally, the findings might be suggestive of an independent, active 
role of money in the transmission mechanism. Clearly, the approach adopted cannot discriminate among 
these possibilities and further investigation is needed on this issue.
45  
Some caveats to the above results are also in order. First, as mentioned in the Introduction, the findings are 
conditional to the specific monetary policies followed by monetary authorities in the euro area. To the 
extent that the shift to the single monetary policy in the euro area represents a departure from the (average 
of) monetary policies in the euro area over the recent past, the performance of some of the models 
considered in the study may be affected. More generally, while the recursive structure of the exercise 
provides some safety net against, and helps detecting, model instability, it cannot be excluded that the
                                                       
44   Some evidence of such relationships is found for the US by King and Watson (1996). 
45   This is the sense in which the approach used in this study can stimulate further analysis. For example, general-equilibrium, 
sticky price models of the transmission mechanism are difficult to reconcile with the finding of an independent information 
content in money. See Svensson and Woodford (2000) and Dotsey and Hornstein (2000).  ECB • Working Paper No 63 • May 2001 30
regime shift associated with start of the single currency area can have an impact on the performance of 
some of the indicator-based models.
46 Second, only linear models have been considered. Future work 
should also consider the possibility that the relationship between inflation and some of the variables 
considered is non-linear.  Finally, the exercise was performed on a data set comprising only finally revised 
series. Clearly, the relative performance of the various indicators, if a “real time” data set was used, may 
change in a way which is difficult to predict on a priori basis.
47 
                                                       
46   For example, some model instability was detected in Section 3 for the simple “Phillips-curve” forecast model based on the 
unemployment rate which was found to perform not very satisfactorily over the 1992 to 2000 sample period, but to perform 
extremely well over the more recent periods. 
47   For example, real activity variables are normally more affected by frequent revisions, while monetary aggregates are the 
subject of infrequent, but perhaps larger, changes in classifications and definitions. ECB • Working Paper No 63 • May 2001 31
Appendix: Data Description 
The HICP index for the euro area was computed aggregating individual countries not seasonally adjusted 
indexes using consumption expenditure weights at irrevocable fixed conversion rates of 31 December 
1998. Eurostat backward estimates of national HICP indexes have been used as far as available. They 
were then extended backward up to January 1980 using growth rates in CPI (national definition). The 
procedure  for  constructing  the  euro  area  HICP  index  follows  the  method  used  by  Eurostat.  The 
reconstructed index has been then seasonally adjusted using the methodology described in the Technical 
Notes contained in the “Euro area Statistics” section of the ECB Monthly Bulletin, April 2001 issue. 
Quarterly data are averages of monthly data. 
M1, M2, M3 and loans to the private sector data used are “adjusted stocks”. The adjusted stocks are 
calculated using the data on seasonally adjusted month-end stocks and flows from the ECB database 
(release data end-September 1999). For the period January 1980 to September 1997 the adjusted stock 
series  consist  of  month-end  stocks.  From  October  1997  onwards,  where  flow data are available, the 
adjusted stocks are calculated via compounded month-on-month growth rates (calculated from the flows). 
The percentage change between any two dates (after October 1997) corresponds to the change in the stock 
excluding the effect of reclassifications, other revaluations, exchange rate variations etc..
48 The quarterly 
data are compiled as averages of the monthly data. 
The euro area interest rates used are weighted averages of national interest rates calculated with fixed 
weights based on 1995 (1999 if you used data after the Sept. 2000 release) GDP at PPP rates. National 
short-term rates are three-month market rates. For short-term interest rates from January 1999 onwards, 
the three-month Euribor is used. Long-term interest rates correspond to ten-year government bond yields, 
or the closest available maturity. The total stock market index, the dividend yield and price-earnings ratio 
are from DATASTREAM. 
Regarding the money demand model, log-level indices for real GDP ('stocks' at market prices, taken 1995 
as the base year) and the GDP deflator are used. The log-level indices of the euro area real GDP and GDP 
deflator  are  a  weighted  sum  of  the  logarithms  of  the  national  seasonally  adjusted series using fixed 
weights based on 1999 GDP at PPP exchange rates. The national GDP series are to the widest extend 
possible  based  on  ESA  95  data  and  are  adjusted  for  German  unification. Observations for 1999 Q1 
onwards are constructed via the quarter-on-quarter growth rates calculated using the ESA 95 data for the 
euro-11 area published by Eurostat. 
The rest of the variables used in the exercise (the private consumption deflator, the unemployment rate, 
employment, unit labour costs and wages, import prices and the effective exchange rate) are taken from 
the Area Wide Model estimation database (see Fagan, Henry and Mestre (2000)). 
                                                       
48   The method corresponds to the one used to calculate the index shown in the “Euro area Statistics” section of the ECB Monthly 
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Chart 2: M3, P-Star and forecast errors 
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Chart 3.c: Measures of inflation predictability (Single factor and multi-factor forecasts) 
Granger-Newbold
Diebold-Kilian
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Table 1.a:  HICP - forecast MSE relative to the univariate model 
(Model 1 - Period: 1992.1 - 2000.3) 
Transf. h=1 h=2 h=3 h=4 h=5 h=6 h=7 h=8 h=9 h=10 h=11 h=12
univariate (% RMSE) 0.50 0.59 0.56 0.62 0.65 0.65 0.68 0.70 0.73 0.79 0.84 1.02
Money aggregates:
M 1 D L N0 . 9 81 . 0 51 . 0 71 . 0 41 . 0 51 . 0 11 . 0 61 . 0 51 . 0 41 . 0 41 . 0 70 . 9 5
(.18) (.02) (.04) (.04) (.04) (.05) (.05) (.06) (.06) (.05) (.07) (.10)
M 2 D L N0 . 9 80 . 9 50 . 9 30 . 9 20 . 8 90 . 8 20 . 9 20 . 8 90 . 8 40 . 8 30 . 8 30 . 9 0
(.22) (.08) (.09) (.08) (.06) (.06) (.06) (.06) (.06) (.07) (.07) (.10)
M 3 D L N0 . 9 01 . 1 91 . 3 51 . 2 91 . 3 01 . 2 11 . 1 40 . 9 80 . 8 50 . 7 30 . 6 20 . 4 3
(.18) (.30) (.43) (.41) (.47) (.46) (.33) (.29) (.26) (.19) (.14) (.11)
M 3 m v D L N1 . 0 21 . 0 51 . 2 21 . 1 51 . 1 71 . 1 00 . 9 40 . 7 90 . 6 80 . 5 60 . 4 70 . 7 1
(.18) (.27) (.42) (.41) (.47) (.46) (.33) (.28) (.24) (.17) (.10) (.23)
Loans DLN 0.93 0.93 0.95 0.90 0.84 0.76 0.79 0.74 0.64 0.59 0.58 0.58
(.07) (.13) (.13) (.15) (.14) (.16) (.13) (.14) (.14) (.13) (.13) (.11)
BC M3-demand
money-gap LN 1.05 1.00 1.01 1.02 1.06 0.98 0.93 0.87 0.72 0.65 0.60 0.64
(.08) (.06) (.05) (.04) (.08) (.06) (.07) (.09) (.16) (.16) (.18) (.17)
P - S t a r D L N0 . 8 60 . 8 10 . 7 10 . 7 60 . 7 50 . 6 90 . 6 80 . 6 00 . 7 00 . 7 10 . 7 00 . 8 0
(.14) (.14) (.11) (.08) (.08) (.08) (.13) (.12) (.11) (.12) (.12) (.14)
money-overhang LN 1.12 1.18 1.14 1.13 1.12 1.00 0.88 0.78 0.69 0.62 0.54 0.65
(.14) (.14) (.11) (.11) (.11) (.07) (.05) (.05) (.07) (.09) (.09) (.18)
CV M3-demand
money-gap LN 1.11 1.10 1.06 1.10 1.24 1.21 1.24 1.31 1.36 1.40 1.87 1.46
(.11) (.07) (.05) (.07) (.10) (.11) (.15) (.19) (.21) (.21) (.56) (.22)
P - S t a r D L N1 . 0 80 . 9 90 . 9 80 . 9 90 . 9 80 . 9 90 . 9 80 . 9 70 . 9 90 . 9 61 . 0 01 . 0 8
(.06) (.04) (.02) (.01) (.02) (.01) (.01) (.01) (.02) (.03) (.02) (.08)
money-overhang LN 1.06 1.07 1.07 1.11 1.20 1.11 1.08 1.02 1.03 1.01 0.95 0.83
(.12) (.08) (.07) (.08) (.13) (.09) (.08) (.06) (.11) (.19) (.18) (.16)
Interest rates:
s p r e a dL 1 . 0 71 . 0 91 . 0 61 . 0 51 . 4 42 . 3 92 . 8 63 . 1 83 . 8 33 . 6 94 . 4 53 . 8 1
(.04) (.05) (.07) (.09) (.28) (.85) (1.22) (1.52) (2.06) (2.08) (2.59) (2.35)
short-term L 1.10 1.14 1.14 1.12 1.09 1.04 0.93 0.85 0.82 0.81 0.87 1.04
(.25) (.18) (.28) (.33) (.33) (.33) (.30) (.29) (.26) (.21) (.18) (.14)
long-term L 1.07 1.11 1.19 1.21 1.17 1.30 1.18 1.14 1.16 1.21 1.29 1.38
(.16) (.22) (.37) (.46) (.48) (.44) (.32) (.26) (.24) (.19) (.20) (.17)
Stock prices:
total market index DLN 0.91 0.94 0.99 1.06 1.15 1.19 1.17 1.22 1.25 1.24 1.23 1.20
(.09) (.07) (.08) (.07) (.12) (.13) (.11) (.11) (.12) (.11) (.11) (.08)
price-earnings ratio L 1.49 1.19 1.26 1.14 1.12 1.05 0.96 0.94 0.97 0.99 1.01 1.08
(.36) (.21) (.32) (.30) (.27) (.19) (.09) (.06) (.08) (.09) (.13) (.13)
dividend yield L 1.17 1.11 1.17 1.11 1.14 1.16 1.16 1.20 1.44 1.51 1.61 1.27
(.18) (.15) (.20) (.19) (.18) (.15) (.13) (.15) (.34) (.38) (.43) (.35)
Real activity:
real output DLN 1.01 1.00 0.97 0.98 0.96 0.94 0.94 0.91 0.94 1.02 1.17 1.01
(.06) (.03) (.02) (.02) (.03) (.04) (.04) (.03) (.05) (.10) (.22) (.07)
output gap LN 1.14 1.03 1.03 1.01 0.97 0.96 0.95 0.96 1.01 1.01 0.92 0.78
(.11) (.09) (.07) (.06) (.06) (.06) (.07) (.07) (.07) (.09) (.08) (.10)
unempl. rate L 0.90 0.87 0.88 0.82 1.06 1.22 1.26 1.36 1.57 1.38 1.13 0.88
(.13) (.16) (.22) (.25) (.37) (.56) (.61) (.74) (.93) (.85) (.75) (.53)
e m p l o y m e n t D L N1 . 1 61 . 0 30 . 9 80 . 9 20 . 8 60 . 8 20 . 8 00 . 7 70 . 7 51 . 1 81 . 3 01 . 4 1
(.11) (.12) (.12) (.07) (.07) (.07) (.07) (.08) (.08) (.39) (.46) (.49)
Capacity utilization L 1.06 1.12 1.31 1.47 1.64 1.80 2.06 2.70 2.97 2.93 2.83 2.28
(.07) (.13) (.25) (.41) (.49) (.66) (.81) (1.19) (1.42) (1.47) (1.47) (1.17)
Wages and prices:
ULC DLN 1.09 1.01 0.95 0.94 0.91 0.92 0.87 0.87 0.88 0.97 1.34 1.20
(.15) (.08) (.07) (.06) (.06) (.06) (.03) (.03) (.04) (.12) (.47) (.22)
wages DLN 1.05 1.02 0.97 0.95 0.95 0.97 0.88 0.83 0.84 0.86 0.87 0.92
(.14) (.10) (.09) (.10) (.10) (.10) (.06) (.04) (.03) (.03) (.03) (.06)
eff. exch. rate DLN 1.20 1.10 1.16 1.14 1.09 1.09 1.05 1.03 1.02 1.09 1.04 1.04
(.21) (.13) (.09) (.09) (.06) (.04) (.03) (.03) (.03) (.08) (.06) (.05)
i m p o r t  d e f l a t o r D L N0 . 9 70 . 9 61 . 0 21 . 0 10 . 9 90 . 9 80 . 9 80 . 9 61 . 0 41 . 3 61 . 6 21 . 2 5
(.16) (.04) (.02) (.02) (.02) (.02) (.02) (.02) (.07) (.34) (.59) (.22)
commodity price DLN 1.07 0.91 0.99 1.10 1.27 1.36 1.35 1.47 1.42 1.31 1.27 1.09
(.12) (.04) (.03) (.11) (.17) (.15) (.13) (.13) (.13) (.10) (.07) (.12)
o i l  p r i c e s D L N1 . 3 71 . 1 81 . 0 51 . 0 50 . 9 91 . 0 00 . 9 70 . 9 90 . 9 80 . 9 92 . 1 11 . 8 1
(.23) (.13) (.05) (.06) (.03) (.03) (.02) (.01) (.01) (.01) (1.09) (.61)
Notes:  All results are for simulated out of sample forecasts according to equation (9) in the text. h  denotes the forecast horizon in quarters. The 
first row shows the forecast percentage RMSE for the univariate model. All other rows show the ratio between the forecast MSE of the bivariate 
model which uses the variable indicated and the forecast MSE of the univariate model. HAC standard errors (estimated using a Bartlett kernel with 
h  lags) are shown in parenthesis. Transformations of series are: level (L), first difference of L (DL), logarithm (LN), first difference of LN (DLN), 
first difference of DLN (DDLN). BC and CV refer  to Brand and Cassola (2000) and Coenen and Vega (2000) money demand specifications, 
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Table 1.b:  Private Consumption deflator - forecast MSE relative to the univariate model 
(Model 1 - Period: 1992.1 - 2000.2) 
Transf. h=1 h=2 h=3 h=4 h=5 h=6 h=7 h=8 h=9 h=10 h=11 h=12
univariate (% RMSE) 0.80 0.68 0.60 0.61 0.64 0.66 0.71 0.79 0.88 0.96 0.99 1.08
Money aggregates:
M1 DLN 1.07 1.10 1.14 1.08 1.13 1.11 1.22 1.11 1.13 1.12 1.18 1.15
(.04) (.06) (.09) (.05) (.08) (.07) (.18) (.10) (.10) (.11) (.13) (.12)
M2 DLN 1.04 1.00 0.97 0.98 0.96 0.94 1.09 0.96 0.88 0.85 0.86 0.84
(.08) (.05) (.05) (.05) (.05) (.05) (.15) (.10) (.07) (.08) (.09) (.08)
M3 DLN 1.06 1.11 1.31 1.45 1.40 1.63 1.45 1.10 0.86 0.68 0.56 0.52
(.17) (.30) (.48) (.58) (.71) (.94) (.72) (.49) (.30) (.19) (.13) (.10)
M3mv DLN 1.09 1.07 1.19 1.44 1.45 1.50 1.22 0.91 0.67 0.50 0.42 0.39
(.16) (.23) (.40) (.62) (.74) (.84) (.60) (.41) (.26) (.15) (.09) (.05)
Loans DLN 0.97 0.95 0.95 0.91 0.88 0.88 0.81 0.66 0.56 0.48 0.47 0.45
(.13) (.14) (.15) (.16) (.18) (.20) (.19) (.19) (.15) (.12) (.11) (.09)
BC M3-demand
money-gap LN 1.06 0.96 0.97 1.18 1.03 0.89 0.78 0.65 0.62 0.57 0.69 0.85
(.15) (.13) (.14) (.18) (.22) (.19) (.17) (.13) (.15) (.16) (.28) (.42)
P-Star DLN 1.00 0.72 0.83 0.76 0.68 0.59 0.69 0.62 0.69 0.68 0.71 0.71
(.18) (.14) (.16) (.15) (.14) (.09) (.21) (.18) (.12) (.14) (.15) (.14)
money-overhang LN 1.43 1.16 1.26 1.68 1.65 1.45 1.16 0.79 0.54 0.48 0.38 0.43
(.27) (.11) (.20) (.52) (.65) (.60) (.42) (.24) (.15) (.17) (.15) (.20)
CV M3-demand
money-gap LN 1.06 1.09 1.12 1.22 1.29 1.25 1.49 1.51 1.38 1.52 2.04 1.78
(.08) (.09) (.09) (.09) (.11) (.14) (.32) (.29) (.25) (.21) (.56) (.29)
P-Star DLN 1.01 0.99 0.98 0.99 0.98 1.11 1.00 0.98 1.01 0.99 1.05 1.03
(.01) (.02) (.02) (.01) (.02) (.08) (.03) (.03) (.02) (.02) (.04) (.06)
money-overhang LN 1.01 0.99 1.13 1.22 1.18 0.92 1.03 1.13 0.96 0.88 1.19 1.28
(.02) (.05) (.12) (.19) (.19) (.15) (.20) (.23) (.15) (.15) (.19) (.21)
Interest rates:
spread L 1.15 1.26 1.78 2.21 3.06 3.67 4.19 4.03 3.61 3.35 3.64 3.63
(.18) (.22) (.47) (.68) (1.07) (1.58) (2.03) (2.02) (1.92) (1.95) (2.19) (2.14)
short-term L 1.12 1.10 1.04 1.15 1.12 1.02 0.89 0.79 0.65 0.61 0.68 0.80
(.18) (.23) (.30) (.40) (.45) (.48) (.48) (.44) (.37) (.32) (.30) (.25)
long-term L 1.05 1.13 1.13 1.22 1.42 1.30 1.00 0.82 1.00 1.07 1.49 1.80
(.20) (.29) (.39) (.60) (.64) (.56) (.38) (.29) (.23) (.25) (.49) (.49)
Stock prices:
total market index DLN 1.09 0.89 0.98 1.06 1.12 1.11 1.15 1.18 1.12 1.12 1.15 1.14
(.17) (.13) (.11) (.09) (.09) (.09) (.06) (.08) (.07) (.07) (.06) (.05)
price-earnings ratio L 1.12 1.16 1.18 1.12 1.09 0.94 0.97 0.90 0.89 0.79 1.14 1.09
(.14) (.26) (.32) (.35) (.35) (.23) (.14) (.14) (.12) (.08) (.35) (.24)
dividend yield L 1.18 1.11 1.25 1.28 1.33 1.32 1.34 1.27 1.15 1.13 1.19 1.19
(.22) (.21) (.21) (.21) (.22) (.20) (.16) (.13) (.09) (.09) (.12) (.08)
Real activity:
real output DLN 0.99 1.04 1.05 0.99 0.94 0.92 0.90 0.86 0.88 1.06 1.25 1.24
(.12) (.17) (.07) (.06) (.05) (.05) (.05) (.04) (.03) (.17) (.36) (.32)
output gap LN 1.13 1.16 1.09 1.07 1.06 1.04 0.99 0.92 0.84 0.75 0.75 0.67
(.26) (.27) (.17) (.15) (.13) (.10) (.10) (.13) (.13) (.17) (.17) (.19)
unempl. rate L 0.94 0.95 1.00 1.45 1.06 1.11 1.36 1.18 1.05 0.80 0.66 0.56
(.16) (.22) (.27) (.58) (.43) (.52) (.71) (.63) (.56) (.47) (.43) (.36)
employment DLN 1.10 1.11 1.07 1.00 1.06 1.47 1.18 1.62 1.73 1.63 1.76 2.10
(.07) (.20) (.24) (.18) (.27) (.56) (.27) (.54) (.66) (.68) (.80) (1.02)
Capacity utilization L 1.23 1.72 2.08 2.01 2.41 2.36 2.51 2.49 2.32 2.12 2.13 1.98
(.18) (.39) (.61) (.72) (.91) (1.07) (1.20) (1.19) (1.12) (1.16) (1.23) (1.10)
Wages and prices:
ULC DLN 1.02 0.97 0.83 0.89 0.92 0.87 1.01 0.81 0.72 0.79 1.16 1.28
(.05) (.05) (.05) (.09) (.09) (.08) (.19) (.05) (.06) (.08) (.35) (.36)
wages DLN 1.04 0.95 0.89 0.85 0.92 0.87 0.82 0.76 0.80 0.77 0.93 0.98
(.09) (.09) (.08) (.09) (.10) (.07) (.05) (.08) (.05) (.04) (.16) (.16)
eff. exch. rate DLN 1.09 1.06 1.13 1.11 1.06 1.05 1.04 1.05 1.02 1.01 1.01 1.02
(.21) (.11) (.10) (.08) (.05) (.02) (.03) (.04) (.03) (.03) (.02) (.02)
import deflator DLN 1.08 1.04 1.04 1.04 1.05 1.07 1.07 1.06 1.04 1.31 1.46 1.29
(.09) (.07) (.05) (.03) (.03) (.03) (.03) (.03) (.02) (.23) (.40) (.21)
commodity price DLN 1.02 1.01 0.97 1.08 1.27 1.18 1.14 1.16 1.19 1.06 1.16 1.22
(.05) (.04) (.06) (.11) (.16) (.13) (.09) (.13) (.11) (.08) (.10) (.05)
oil prices DLN 1.03 1.00 1.01 1.00 0.99 1.00 1.01 1.03 0.98 1.01 1.84 1.68
(.02) (.01) (.01) (.01) (.02) (.03) (.03) (.04) (.02) (.03) (.85) (.62)
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Table 1.c:  GDP deflator - forecast MSE relative to the univariate model 
(Model 1 - Period: 1992.1 - 2000.2) 
Transf. h=1 h=2 h=3 h=4 h=5 h=6 h=7 h=8 h=9 h=10 h=11 h=12
univariate (% RMSE) 0.94 0.80 0.76 0.79 0.86 0.87 0.90 0.94 1.02 1.12 1.25 1.33
Money aggregates:
M1 DLN 1.00 1.05 1.30 1.38 1.36 1.38 1.50 1.54 1.51 1.47 1.24 1.16
(.15) (.10) (.25) (.26) (.28) (.24) (.31) (.32) (.33) (.30) (.22) (.17)
M2 DLN 1.19 1.37 1.50 1.44 1.30 1.15 1.03 0.82 0.65 0.60 0.54 0.53
(.23) (.34) (.49) (.52) (.43) (.37) (.31) (.22) (.14) (.11) (.08) (.07)
M3 DLN 1.27 1.81 2.40 2.25 2.07 1.64 1.32 1.00 0.75 0.60 0.44 0.37
(.12) (.31) (.50) (.60) (.55) (.51) (.38) (.38) (.48) (.34) (.19) (.15)
M3mv DLN 1.23 1.81 2.21 2.23 1.79 1.60 1.18 0.86 0.69 0.54 0.39 0.33
(.18) (.85) (1.34) (1.43) (1.10) (.94) (.57) (.31) (.18) (.11) (.10) (.10)
Loans DLN 1.12 1.34 1.50 1.47 1.35 1.17 1.09 1.07 1.03 0.77 0.50 0.45
(.12) (.31) (.50) (.60) (.55) (.51) (.38) (.38) (.48) (.34) (.19) (.15)
BC M3-demand
money-gap LN 1.30 1.29 1.40 1.16 1.03 0.78 0.75 0.63 0.49 0.52 0.55 0.56
(.11) (.23) (.37) (.33) (.34) (.23) (.22) (.22) (.19) (.21) (.21) (.21)
P-Star DLN 1.05 0.87 0.71 0.62 0.64 0.67 0.70 0.62 0.52 0.52 0.54 0.55
(.16) (.19) (.17) (.13) (.10) (.12) (.12) (.08) (.05) (.05) (.05) (.04)
money-overhang LN 1.77 2.85 3.86 3.74 3.37 3.14 2.52 2.17 1.85 1.63 1.44 1.37
(.33) (.88) (1.65) (1.72) (1.51) (1.40) (1.11) (.84) (.53) (.39) (.36) (.27)
CV M3-demand
money-gap LN 1.38 1.25 1.63 1.53 1.31 1.61 1.89 1.98 2.06 2.00 1.89 1.94
(.10) (.15) (.28) (.24) (.24) (.30) (.48) (.55) (.59) (.55) (.48) (.51)
P-Star DLN 1.04 0.88 0.91 0.99 0.87 0.85 0.91 0.93 0.88 0.93 0.87 0.86
(.05) (.15) (.16) (.09) (.09) (.09) (.09) (.10) (.10) (.10) (.07) (.07)
money-overhang LN 1.33 1.37 1.74 1.57 1.43 1.38 1.39 1.31 1.31 1.19 1.13 1.09
(.11) (.11) (.29) (.25) (.23) (.22) (.23) (.18) (.16) (.16) (.24) (.24)
Interest rates:
spread L 1.07 1.16 1.45 1.48 1.64 1.82 1.99 1.89 1.95 1.81 1.55 1.61
(.05) (.08) (.24) (.24) (.36) (.47) (.55) (.45) (.44) (.45) (.47) (.56)
short-term L 1.09 1.28 1.48 1.53 1.51 1.69 1.79 1.74 1.59 1.29 1.09 1.01
(.24) (.33) (.52) (.58) (.62) (.71) (.78) (.73) (.67) (.53) (.44) (.38)
long-term L 0.88 0.89 0.89 0.82 0.77 0.83 0.83 0.83 0.79 0.76 0.71 0.69
(.19) (.23) (.21) (.19) (.19) (.19) (.17) (.15) (.15) (.15) (.17) (.17)
Stock prices:
total market index DLN 0.84 0.97 1.13 1.20 1.17 1.36 1.30 1.26 1.19 1.10 0.91 0.98
(.06) (.11) (.13) (.15) (.16) (.18) (.22) (.19) (.17) (.13) (.16) (.19)
price-earnings ratio L 1.07 1.72 1.94 1.69 1.45 1.34 1.29 1.14 0.97 0.93 0.81 0.84
(.30) (.38) (.35) (.31) (.28) (.20) (.15) (.15) (.16) (.14) (.17) (.16)
dividend yield L 1.07 1.38 1.85 1.87 1.81 1.90 1.86 1.76 1.56 1.41 1.25 1.20
(.17) (.22) (.38) (.43) (.45) (.44) (.45) (.36) (.27) (.24) (.28) (.27)
Real activity:
real output DLN 1.00 0.88 1.02 0.94 1.05 1.03 0.93 0.96 1.02 1.05 1.12 1.15
(.02) (.05) (.05) (.08) (.07) (.13) (.11) (.11) (.09) (.11) (.14) (.13)
output gap LN 1.02 0.99 1.04 1.07 0.96 0.82 0.80 0.83 0.86 0.85 0.85 0.89
(.04) (.04) (.04) (.04) (.12) (.17) (.15) (.12) (.11) (.09) (.06) (.04)
unempl. rate L 1.18 1.51 2.17 1.86 1.77 1.71 1.70 1.60 1.39 1.25 1.03 0.99
(.21) (.45) (.84) (.76) (.76) (.77) (.85) (.83) (.71) (.64) (.53) (.48)
employment DLN 1.16 1.16 1.35 1.21 1.02 1.05 1.16 1.22 1.08 1.06 1.09 1.12
(.10) (.17) (.28) (.17) (.15) (.15) (.19) (.20) (.15) (.14) (.12) (.11)
Capacity utilization L 1.06 1.09 1.66 1.85 1.64 1.47 1.64 1.99 2.03 2.02 1.87 1.76
(.04) (.10) (.40) (.43) (.39) (.43) (.54) (.67) (.61) (.60) (.54) (.51)
Wages and prices:
ULC DLN 1.09 1.27 1.77 1.74 1.41 1.55 1.57 1.43 1.28 1.23 1.15 1.10
(.16) (.21) (.38) (.32) (.26) (.30) (.35) (.29) (.25) (.23) (.24) (.20)
wages DLN 0.90 0.92 1.63 1.71 1.34 1.53 1.78 1.74 1.58 1.42 1.36 1.25
(.16) (.32) (.68) (.61) (.58) (.67) (.67) (.63) (.55) (.46) (.37) (.29)
eff. exch. rate DLN 1.12 1.48 1.81 1.67 1.51 1.46 1.55 1.50 1.47 1.41 1.20 1.13
(.11) (.19) (.32) (.25) (.21) (.19) (.20) (.18) (.17) (.14) (.18) (.18)
import deflator DLN 1.04 0.99 1.12 1.08 1.13 1.11 1.20 1.19 1.18 1.18 1.01 0.95
(.11) (.11) (.11) (.13) (.15) (.15) (.17) (.16) (.14) (.16) (.23) (.24)
commodity price DLN 1.29 1.19 1.11 1.00 0.93 0.96 1.01 1.02 0.96 0.89 0.79 0.78
(.14) (.21) (.21) (.20) (.20) (.19) (.18) (.20) (.20) (.15) (.21) (.23)
oil prices DLN 1.02 1.06 1.06 0.92 1.01 1.03 1.07 0.98 0.94 1.01 1.00 1.00
(.03) (.12) (.18) (.14) (.14) (.14) (.13) (.10) (.11) (.07) (.04) (.03)
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Table 2.a:  HICP - bivariate forecasts: information content relative to M3 
(Model 1 - Period: 1992.1 - 2000.3) 
Transf. h=1 h=2 h=3 h=4 h=5 h=6 h=7 h=8 h=9 h=10 h=11 h=12
Univariate 0.53 0.54 0.63 0.59 0.59 0.55 0.47 0.41 0.37 0.31 0.24 0.29
(.27) (.21) (.17) (.19) (.18) (.18) (.18) (.18) (.17) (.16) (.14) (.11)
Money aggregates:
M1 DLN 0.54 0.50 0.60 0.57 0.57 0.54 0.44 0.38 0.35 0.28 0.20 0.33
(.22) (.24) (.21) (.23) (.23) (.22) (.23) (.22) (.19) (.18) (.16) (.17)
M2 DLN 0.54 0.62 0.76 0.70 0.69 0.68 0.51 0.44 0.41 0.33 0.25 0.31
(.22) (.25) (.24) (.24) (.22) (.20) (.23) (.22) (.20) (.19) (.17) (.11)
Loans DLN 0.67 0.67 0.76 0.73 0.78 0.75 0.63 0.54 0.53 0.47 0.40 0.66
(.28) (.34) (.29) (.29) (.29) (.27) (.29) (.29) (.27) (.24) (.21) (.27)
BC M3-demand
money-gap LN 0.56 0.49 0.65 0.61 0.60 0.56 0.47 0.41 0.37 0.30 0.24 0.26
(.30) (.15) (.09) (.10) (.10) (.09) (.12) (.10) (.15) (.16) (.16) (.09)
P-Star DLN 0.39 0.41 0.54 0.51 0.52 0.54 0.53 0.51 0.50 0.46 0.44 0.59
(.27) (.21) (.17) (.19) (.18) (.19) (.20) (.19) (.17) (.17) (.15) (.19)
money-overhang LN 0.56 0.52 0.64 0.58 0.58 0.54 0.45 0.39 0.35 0.29 0.22 0.37
(.25) (.20) (.17) (.18) (.20) (.19) (.18) (.17) (.16) (.15) (.17) (.10)
CV M3-demand
money-gap LN 0.50 0.53 0.64 0.59 0.59 0.54 0.47 0.41 0.36 0.32 0.24 0.21
(.30) (.21) (.17) (.18) (.18) (.18) (.18) (.18) (.17) (.15) (.14) (.08)
P-Star DLN 0.45 0.49 0.57 0.52 0.49 0.50 0.44 0.41 0.36 0.29 0.23 0.42
(.28) (.22) (.17) (.19) (.18) (.18) (.18) (.17) (.16) (.15) (.17) (.10)
money-overhang LN 0.48 0.52 0.63 0.59 0.58 0.54 0.47 0.41 0.36 0.32 0.16 0.19
(.27) (.25) (.19) (.20) (.27) (.23) (.18) (.17) (.14) (.12) (.09) (.13)
Interest rates:
spread L 0.31 0.41 0.56 0.52 0.55 0.53 0.51 0.46 0.43 0.36 0.26 0.22
(.27) (.26) (.28) (.31) (.30) (.15) (.12) (.09) (.09) (.10) (.10) (.06)
short-term L 0.43 0.46 0.52 0.47 0.50 0.44 0.42 0.40 0.37 0.31 0.24 0.21
(.27) (.21) (.16) (.18) (.17) (.16) (.17) (.17) (.16) (.17) (.18) (.10)
long-term L 0.51 0.55 0.65 0.60 0.61 0.58 0.50 0.44 0.39 0.31 0.19 0.29
(.27) (.26) (.22) (.21) (.22) (.22) (.22) (.21) (.19) (.18) (.16) (.18)
Stock prices:
total market index DLN 0.64 0.58 0.61 0.55 0.51 0.46 0.40 0.34 0.30 0.25 0.19 0.19
(.23) (.17) (.14) (.18) (.19) (.20) (.20) (.20) (.18) (.17) (.15) (.10)
price-earnings ratio L 0.13 0.39 0.48 0.51 0.53 0.52 0.49 0.43 0.37 0.30 0.22 0.20
(.22) (.27) (.27) (.28) (.26) (.22) (.19) (.18) (.17) (.18) (.17) (.11)
dividend yield L 0.32 0.46 0.53 0.52 0.51 0.47 0.40 0.33 0.25 0.17 0.09 0.21
(.27) (.23) (.23) (.22) (.22) (.23) (.23) (.22) (.22) (.20) (.18) (.18)
Real activity:
real output DLN 0.44 0.48 0.58 0.57 0.55 0.49 0.42 0.37 0.34 0.28 0.23 0.34
(.29) (.19) (.16) (.17) (.16) (.16) (.17) (.17) (.16) (.15) (.13) (.19)
output gap LN 0.43 0.53 0.64 0.58 0.58 0.54 0.46 0.41 0.37 0.30 0.21 0.35
(.44) (.40) (.35) (.32) (.35) (.30) (.22) (.20) (.21) (.22) (.23) (.35)
unempl. rate L 0.45 0.51 0.63 0.58 0.60 0.59 0.48 0.36 0.30 0.23 0.16 0.26
(.33) (.25) (.19) (.16) (.14) (.14) (.14) (.14) (.14) (.19) (.13) (.08)
employment DLN 0.45 0.44 0.46 0.36 0.32 0.28 0.17 0.10 0.08 0.04 0.01 0.03
(.17) (.27) (.26) (.28) (.27) (.26) (.24) (.19) (.16) (.13) (.11) (.09)
Capacity utilization L 0.19 0.26 0.36 0.32 0.28 0.23 0.15 0.11 0.07 0.03 -0.02 -0.05
(.28) (.29) (.19) (.19) (.17) (.18) (.16) (.17) (.15) (.17) (.18) (.11)
Wages and prices:
ULC DLN 0.46 0.53 0.67 0.63 0.62 0.57 0.53 0.48 0.43 0.35 0.29 0.35
(.25) (.21) (.21) (.22) (.20) (.20) (.19) (.18) (.16) (.16) (.13) (.09)
wages DLN 0.33 0.47 0.53 0.51 0.53 0.50 0.45 0.40 0.37 0.29 0.24 0.28
(.22) (.17) (.17) (.19) (.18) (.17) (.17) (.17) (.17) (.19) (.19) (.11)
eff. exch. rate DLN 0.55 0.56 0.62 0.58 0.60 0.55 0.48 0.42 0.36 0.22 0.11 0.19
(.29) (.19) (.17) (.21) (.18) (.18) (.18) (.18) (.15) (.13) (.12) (.13)
import deflator DLN 0.43 0.63 0.64 0.53 0.46 0.41 0.35 0.29 0.28 0.26 0.20 0.29
(.27) (.28) (.19) (.21) (.18) (.19) (.18) (.18) (.17) (.16) (.18) (.19)
commodity price DLN 0.13 0.39 0.61 0.56 0.60 0.55 0.48 0.41 0.38 0.31 0.06 -0.01
(.25) (.16) (.13) (.13) (.15) (.14) (.15) (.16) (.17) (.19) (.17) (.24)
oil prices DLN 0.44 0.49 0.58 0.52 0.49 0.50 0.43 0.40 0.38 0.31 0.23 0.49
(.27) (.21) (.17) (.18) (.17) (.18) (.18) (.17) (.16) (.14) (.17) (.10)
Notes: OLS estimate of lambda coefficient based on equation (11) in the text. HAC standard errors in parenthesisECB • Working Paper No 63 • May 2001 43
Table 2.b:  Consumption deflator - bivariate forecasts: information content relative to M3 
(Model 1 - Period: 1992.1 - 2000.2) 
Transf. h=1 h=2 h=3 h=4 h=5 h=6 h=7 h=8 h=9 h=10 h=11 h=12
Univariate 0.71 0.56 0.62 0.68 0.64 0.65 0.57 0.47 0.37 0.27 0.20 0.10
(.29) (.18) (.18) (.15) (.15) (.14) (.15) (.16) (.16) (.16) (.14) (.13)
Money aggregates:
M1 DLN 0.55 0.47 0.53 0.65 0.60 0.62 0.50 0.43 0.33 0.23 0.15 0.07
(.32) (.21) (.24) (.19) (.19) (.18) (.21) (.19) (.18) (.18) (.16) (.14)
M2 DLN 0.62 0.59 0.69 0.74 0.70 0.71 0.55 0.48 0.38 0.26 0.17 0.07
(.38) (.25) (.25) (.19) (.19) (.18) (.23) (.22) (.21) (.21) (.19) (.17)
Loans DLN 0.90 0.68 0.74 0.83 0.79 0.81 0.74 0.66 0.59 0.52 0.44 0.42
(.38) (.28) (.32) (.24) (.26) (.28) (.29) (.28) (.27) (.25) (.22) (.16)
BC M3-demand
money-gap LN 0.68 0.59 0.64 0.70 0.66 0.67 0.59 0.51 0.37 0.28 0.20 0.11
(.25) (.17) (.17) (.13) (.11) (.08) (.14) (.13) (.17) (.20) (.20) (.21)
P-Star DLN 0.18 0.44 0.47 0.44 0.45 0.51 0.52 0.59 0.65 0.54 0.61 0.37
(.30) (.20) (.18) (.16) (.21) (.19) (.23) (.18) (.18) (.18) (.16) (.15)
money-overhang LN 0.61 0.51 0.63 0.66 0.61 0.60 0.45 0.42 0.30 0.23 0.19 0.10
(.29) (.18) (.17) (.16) (.16) (.15) (.16) (.15) (.13) (.14) (.12) (.12)
CV M3-demand
money-gap LN 0.70 0.57 0.63 0.68 0.65 0.64 0.57 0.46 0.36 0.27 0.17 0.11
(.29) (.18) (.17) (.14) (.14) (.17) (.15) (.15) (.16) (.16) (.15) (.16)
P-Star DLN 0.75 0.58 0.54 0.59 0.58 0.70 0.59 0.38 0.30 0.25 0.15 0.13
(.28) (.18) (.25) (.17) (.19) (.15) (.14) (.14) (.16) (.15) (.15) (.14)
money-overhang LN 0.72 0.57 0.43 0.62 0.47 0.47 0.42 0.42 0.36 0.28 0.18 0.04
(.22) (.29) (.21) (.18) (.15) (.15) (.14) (.13) (.12) (.11) (.09) (.08)
Interest rates:
spread L 0.44 0.47 0.59 0.62 0.61 0.66 0.62 0.55 0.51 0.43 0.32 0.17
(.22) (.18) (.21) (.22) (.14) (.09) (.05) (.02) (.08) (.10) (.17) (.15)
short-term L 0.57 0.47 0.53 0.56 0.50 0.53 0.54 0.52 0.41 0.31 0.16 0.06
(.34) (.22) (.20) (.15) (.14) (.13) (.13) (.15) (.16) (.19) (.19) (.21)
long-term L 0.69 0.52 0.58 0.68 0.67 0.67 0.61 0.52 0.41 0.25 0.13 0.01
(.31) (.29) (.28) (.21) (.20) (.20) (.19) (.18) (.17) (.16) (.14) (.11)
Stock prices:
total market index DLN 0.51 0.61 0.59 0.63 0.58 0.59 0.52 0.42 0.35 0.25 0.18 0.08
(.31) (.11) (.12) (.13) (.14) (.14) (.15) (.17) (.15) (.15) (.13) (.13)
price-earnings ratio L 0.45 0.44 0.51 0.61 0.61 0.68 0.59 0.50 0.40 0.33 0.17 0.03
(.27) (.21) (.23) (.20) (.20) (.17) (.17) (.17) (.17) (.16) (.16) (.21)
dividend yield L 0.39 0.48 0.48 0.55 0.53 0.55 0.46 0.39 0.33 0.23 0.15 0.04
(.31) (.19) (.19) (.17) (.18) (.19) (.20) (.19) (.18) (.17) (.16) (.16)
Real activity:
real output DLN 0.57 0.35 0.48 0.60 0.58 0.58 0.52 0.46 0.38 0.30 0.23 0.18
(.35) (.18) (.20) (.15) (.13) (.13) (.15) (.14) (.15) (.16) (.14) (.12)
output gap LN 0.39 0.49 0.56 0.64 0.63 0.63 0.54 0.47 0.37 0.24 0.17 0.07
(.33) (.33) (.30) (.34) (.32) (.33) (.24) (.26) (.24) (.25) (.26) (.27)
unempl. rate L 0.74 0.61 0.68 0.72 0.70 0.69 0.61 0.42 0.30 0.19 0.13 0.02
(.38) (.28) (.25) (.17) (.18) (.23) (.17) (.17) (.12) (.08) (.05) (.03)
employment DLN 0.27 0.13 0.21 0.35 0.32 0.35 0.27 0.20 0.13 0.07 0.03 -0.02
(.31) (.22) (.24) (.24) (.24) (.25) (.23) (.19) (.17) (.12) (.10) (.08)
Capacity utilization L 0.14 0.14 0.19 0.29 0.31 0.34 0.22 0.17 0.11 0.03 -0.02 -0.09
(.31) (.19) (.14) (.14) (.15) (.14) (.17) (.14) (.13) (.15) (.15) (.19)
Wages and prices:
ULC DLN 0.63 0.62 0.70 0.75 0.68 0.69 0.64 0.56 0.44 0.35 0.22 0.10
(.26) (.17) (.19) (.17) (.16) (.15) (.15) (.16) (.16) (.16) (.14) (.13)
wages DLN 0.50 0.51 0.53 0.62 0.62 0.63 0.56 0.45 0.37 0.27 0.20 0.10
(.25) (.13) (.15) (.14) (.14) (.14) (.14) (.15) (.16) (.19) (.17) (.18)
eff. exch. rate DLN 0.52 0.52 0.58 0.65 0.62 0.62 0.54 0.45 0.36 0.19 0.10 0.02
(.26) (.18) (.16) (.15) (.14) (.12) (.13) (.14) (.14) (.13) (.11) (.12)
import deflator DLN 0.64 0.55 0.63 0.64 0.54 0.57 0.52 0.43 0.34 0.28 0.19 0.07
(.30) (.18) (.18) (.15) (.15) (.14) (.15) (.17) (.16) (.18) (.16) (.19)
commodity price DLN 0.64 0.57 0.61 0.68 0.65 0.65 0.57 0.46 0.38 0.25 0.07 -0.06
(.34) (.18) (.16) (.17) (.17) (.18) (.26) (.28) (.24) (.16) (.12) (.09)
oil prices DLN 0.78 0.57 0.61 0.60 0.58 0.66 0.51 0.38 0.26 0.20 0.06 0.06
(.28) (.18) (.19) (.16) (.16) (.14) (.13) (.12) (.16) (.15) (.15) (.12)
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Table 3:  HICP - forecast MSE relative to the univariate model for different sub-periods 
Transf. h=1 h=2 h=4 h=6 h=8 h=10 h=12 h=1 h=2 h=4 h=6 h=8 h=10 h=12
univariate (% RMSE) 0.43 0.55 0.58 0.63 0.74 0.84 0.96 0.46 0.59 0.68 0.74 0.81 0.93 1.11
Money aggregates:
M1 DLN 1.12 1.03 1.04 1.05 1.07 1.02 1.04 0.96 1.03 1.04 1.07 1.14 1.07 1.00
M2 DLN 1.08 0.96 0.87 0.89 0.85 0.78 0.76 0.92 0.87 0.78 0.76 0.91 0.85 0.77
M3 DLN 0.94 1.58 1.60 1.53 0.93 0.64 0.31 0.94 0.90 0.82 0.72 0.47 0.28 0.24
M3mv DLN 1.15 1.34 1.58 1.46 0.86 0.60 0.41 0.94 0.91 0.80 0.69 0.44 0.26 0.30
Loans DLN 1.00 0.92 0.99 0.94 0.73 0.53 0.44 0.92 0.94 1.02 0.90 1.03 0.73 0.56
BC M3-demand
money-gap LN 1.01 1.06 1.02 0.92 0.77 0.44 0.39 1.00 1.03 1.02 0.96 0.76 0.44 0.33
P-Star DLN 0.78 1.04 0.76 0.63 0.45 0.54 0.59 0.89 0.94 0.67 0.66 0.52 0.57 0.52
money-overhang LN 1.01 1.04 0.99 0.95 0.71 0.52 0.39 1.00 1.05 1.03 0.97 0.78 0.65 0.50
CV M3-demand
money-gap LN 1.01 1.11 1.08 1.13 1.34 1.34 1.36 1.02 1.03 1.03 1.02 1.01 0.98 1.04
P-Star DLN 1.01 1.05 1.00 1.00 1.00 0.99 0.98 1.03 0.99 1.00 1.00 1.00 0.99 0.99
money-overhang LN 1.02 1.10 1.13 1.10 1.03 0.83 0.79 1.03 1.07 1.05 1.01 0.90 0.87 0.89
Interest rates:
spread L 1.02 1.00 0.96 0.91 1.88 2.63 4.93 1.26 1.46 1.60 1.10 0.55 0.64 0.83
short-term L 1.10 1.19 0.95 0.56 0.57 0.76 1.00 1.40 1.74 2.10 1.55 0.83 0.79 1.04
long-term L 1.13 1.35 1.37 1.32 1.04 1.20 1.45 1.00 0.97 1.00 1.01 0.93 0.90 0.92
Stock prices:
total market index DLN 0.97 0.88 1.02 1.01 1.08 1.18 1.21 1.02 1.01 0.95 0.95 1.01 1.07 1.08
price-earnings ratio L 1.74 1.42 1.29 0.95 0.87 0.85 0.91 1.98 1.72 1.63 1.21 0.92 0.90 0.94
dividend yield L 1.03 1.13 0.99 0.91 1.03 1.39 1.64 1.31 1.30 1.13 1.00 0.94 0.98 1.03
Real activity:
real output DLN 1.01 1.00 0.98 0.97 0.88 0.91 0.92 1.00 0.97 1.00 1.01 0.93 0.90 0.92
output gap LN 1.00 1.02 1.06 1.06 0.94 0.94 0.87 1.00 1.02 1.05 1.04 1.05 1.02 1.00
unempl. rate L 0.86 0.63 0.72 0.74 0.46 0.40 0.46 0.68 0.51 0.38 0.29 0.12 0.06 0.02
DL 1.01 0.95 0.99 0.96 0.97 1.01 1.01 1.01 0.97 0.98 0.93 0.96 0.93 0.93
employment DLN 1.03 0.98 0.94 0.90 0.75 0.75 1.22 1.00 0.98 0.95 0.87 0.90 0.85 0.83
Capacity utilization L 1.02 0.96 0.96 0.89 1.84 2.18 2.50 1.04 1.04 0.99 0.97 0.84 0.84 0.85
Wages and prices:
ULC DLN 1.13 1.15 0.91 0.84 0.83 0.80 0.85 1.42 1.25 1.04 0.98 0.83 0.85 0.88
wages DLN 1.25 1.16 0.93 0.87 0.78 0.80 0.88 1.34 1.39 1.11 1.09 0.82 0.84 0.88
eff. exch. rate DLN 1.10 0.98 1.06 1.06 1.03 1.02 1.01 0.50 0.78 1.14 1.08 0.98 0.97 0.96
import deflator DLN 0.93 0.97 0.98 0.96 0.94 1.00 0.99 0.82 0.97 1.02 0.94 0.92 0.96 0.97
commodity price DLN 0.96 0.86 1.02 1.40 1.45 1.29 1.25 0.91 0.80 0.92 1.03 1.26 1.11 1.25
oil prices DLN 1.64 1.25 1.02 0.96 0.99 0.98 0.98 1.88 1.56 1.22 1.04 1.00 0.98 0.98
Notes: see notes to Table 1.a
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Table 4.  HICP – model 2 forecast MSE relative to the model 1 univariate model 
(Model 2 – Period: 1992.1 - 2000.3) 
Transf. h=1 h=2 h=3 h=4 h=5 h=6 h=7 h=8 h=9 h=10 h=11 h=12
Univariate (% RMSE)0.50 0.60 0.62 0.71 0.74 0.73 0.78 0.77 0.82 0.92 1.05 1.33
Univariate 1.00 1.04 1.23 1.31 1.28 1.28 1.31 1.21 1.25 1.35 1.55 1.70
(.28)(.21)(.33)(.38)(.46)(.50)(.55)(.58)(.61)(.73)(.95)(.99)
Money aggregates:
M1 DDLN 1.32 1.08 1.26 1.35 1.31 1.29 1.42 1.34 1.30 1.46 1.66 1.91
(.28)(.20)(.33)(.39)(.46)(.51)(.56)(.60)(.62)(.72)(.99)(.98)
M2 DDLN 1.12 1.05 1.26 1.32 1.30 1.26 1.40 1.31 1.28 1.44 1.59 1.91
(.28)(.21)(.33)(.38)(.46)(.50)(.55)(.58)(.61)(.73)(.95)(.99)
M3 DDLN 0.99 1.08 1.24 1.34 1.31 1.32 1.44 1.34 1.30 1.50 1.64 1.92
(.23)(.21)(.32)(.39)(.47)(.53)(.56)(.59)(.60)(.77)(.98)(.98)
Loans DDLN 1.02 1.04 1.25 1.26 1.25 1.18 1.35 1.27 1.30 1.39 1.59 1.70
(.25)(.20)(.33)(.38)(.47)(.47)(.53)(.56)(.63)(.71)(.96)(.84)
BC M3-demand
money-gap LN 1.14 1.22 1.46 1.52 1.44 1.46 1.72 1.59 1.67 1.58 1.91 1.66
(.27)(.22)(.33)(.37)(.38)(.43)(.56)(.57)(.62)(.52)(.84)(.45)
P-Star DDLN 1.10 1.10 1.27 1.36 1.34 1.35 1.43 1.33 1.30 1.49 1.64 1.85
(.24)(.23)(.33)(.40)(.48)(.54)(.56)(.58)(.61)(.76)(.98)(.94)
money-overhang LN 1.28 1.38 1.71 1.86 2.03 2.02 2.39 2.05 1.79 1.58 1.65 1.91
(.28)(.40)(.56)(.64)(.80)(.77) (1.01) (.91)(.72)(.60)(.57)(.44)
CV M3-demand
money-gap LN 1.10 1.14 1.46 1.59 1.63 1.73 1.98 1.94 1.92 1.92 2.03 1.90
(.28)(.25)(.39)(.45)(.54)(.60)(.72)(.75)(.76)(.72)(.84)(.56)
P-Star DDLN 0.99 1.05 1.23 1.31 1.27 1.29 1.32 1.18 1.34 1.25 1.70 1.76
(.23)(.21)(.33)(.39)(.47)(.53)(.51)(.49)(.66)(.58) (1.06) (.89)
money-overhang LN 1.18 1.37 1.86 2.01 2.46 2.84 2.84 3.17 3.25 3.43 3.68 3.02
(.29) (.29) (.51) (.66) (1.06)(1.29)(1.26)(1.48)(1.49)(1.39)(1.26)(1.17)
Interest rates:
spread L 1.06 1.09 1.25 1.39 1.36 1.40 1.59 1.57 1.58 1.75 2.09 2.16
(.26)(.22)(.33)(.39)(.47)(.54)(.62)(.71)(.78)(.90) (1.24) (1.00)
short-term DL 1.00 1.03 1.24 1.33 1.30 1.29 1.31 1.20 1.25 1.40 1.72 1.75
(.24)(.22)(.34)(.40)(.48)(.54)(.51)(.51)(.59)(.71) (1.08) (.89)
long-term DL 1.09 1.08 1.27 1.34 1.29 1.29 1.33 1.27 1.29 1.50 1.68 1.75
(.26)(.21)(.33)(.39)(.47)(.54)(.53)(.56)(.62)(.79) (1.04) (.88)
Stock prices:
total market index DDLN 1.25 1.07 1.20 1.23 1.17 1.20 1.23 1.17 1.28 1.38 1.61 1.69
(.26)(.21)(.33)(.39)(.47)(.52)(.53)(.48)(.53)(.56)(.63)(.54)
price-earnings ratio L 1.03 1.02 1.17 1.23 1.22 1.27 1.35 1.21 1.27 1.51 1.72 1.72
(.31)(.19)(.19)(.29)(.31)(.38)(.43)(.54)(.60)(.50)(.50)(.46)
dividend yield L 1.24 1.05 1.22 1.33 1.28 1.27 1.32 1.28 1.27 1.36 2.10 2.01
(.21)(.17)(.17)(.15)(.10)(.08)(.10)(.11)(.12)(.13)(.24)(.29)
Real activity:
real output DLN 1.01 1.05 1.51 1.78 1.98 2.55 2.62 2.56 2.70 2.70 3.22 2.90
(.24)(.26)(.47)(.65)(.79) (1.22) (1.39) (1.56) (1.62) (1.54) (1.75) (1.22)
output gap LN 1.04 1.16 1.37 1.45 1.45 1.49 1.57 1.65 1.94 2.10 1.98 1.90
(.25)(.29)(.38)(.42)(.50)(.55)(.58)(.75) (1.05) (1.22) (1.30) (.99)
unempl. rate L 1.05 1.02 1.05 1.33 1.44 1.63 1.63 1.92 2.27 2.27 2.29 2.10
(.22)(.26)(.23)(.33)(.47)(.60)(.62)(.70)(.78)(.77)(.80)(.55)
employment DLN 1.21 1.41 1.88 2.07 2.67 3.88 4.42 5.45 6.10 6.16 6.44 5.54
(.38) (.52) (.70) (.97) (1.42)(2.27)(2.74)(3.51)(3.99)(3.92)(4.13)(3.69)
Capacity utilization L 1.08 1.06 1.24 1.27 1.49 1.75 1.90 2.43 2.91 3.12 3.29 2.83
(.37)(.16)(.27)(.35)(.42)(.61)(.78) (1.22) (1.61) (1.77) (1.97) (1.53)
Wages and prices:
ULC DDLN 1.11 1.11 1.25 1.32 1.27 1.31 1.30 1.19 1.23 1.36 1.57 1.69
(.23)(.22)(.34)(.40)(.47)(.55)(.51)(.50)(.57)(.66)(.95)(.85)
wages DDLN 1.16 1.07 1.22 1.30 1.25 1.30 1.30 1.19 1.22 1.35 1.54 1.67
(.22)(.23)(.33)(.40)(.47)(.55)(.52)(.51)(.58)(.67)(.94)(.85)
eff. exch. rate DLN 1.25 1.07 1.20 1.23 1.17 1.20 1.23 1.17 1.28 1.38 1.61 1.69
(.30)(.24)(.38)(.42)(.41)(.32)(.31)(.46)(.47)(.51)(.46)(.31)
import deflator DDLN 1.03 1.02 1.17 1.23 1.22 1.27 1.35 1.21 1.27 1.51 1.72 1.72
(.26)(.21)(.31)(.35)(.38)(.41)(.43)(.41)(.53)(.63)(.88)(.82)
commodity price DDLN 1.24 1.05 1.22 1.33 1.28 1.27 1.32 1.28 1.27 1.36 2.10 2.01
(.21)(.20)(.32)(.37)(.46)(.53)(.54)(.52)(.61)(.81) (1.09) (.89)
oil prices DDLN 1.34 1.04 1.24 1.27 1.25 1.24 1.32 1.20 1.25 1.35 1.85 1.89
(.21)(.21)(.33)(.38)(.45)(.52)(.51)(.56)(.60)(.66) (1.39) (1.06)
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Table 5.a.  HICP - Multivariate models: forecast MSE relative to the univariate model 
(Period: 1992.1 - 2000.3) 
h=1 h=2 h=3 h=4 h=5 h=6 h=7 h=8 h=9 h=10 h=11 h=12
univariate (% RMSE) 0.50 0.59 0.56 0.62 0.65 0.65 0.68 0.70 0.73 0.79 0.84 1.02
All variables:
Mean 0.96 0.92 0.92 0.91 0.91 0.91 0.89 0.90 0.93 0.95 0.99 0.96
(.05) (.03) (.05) (.06) (.07) (.07) (.08) (.10) (.13) (.14) (.15) (.11)
Median 0.99 0.94 0.96 0.94 0.93 0.94 0.93 0.94 0.95 0.97 0.97 0.97
(.06) (.05) (.05) (.05) (.04) (.05) (.07) (.08) (.09) (.10) (.11) (.19)
Ridge-regression 0.99 0.90 0.93 0.99 0.76 0.72 0.90 0.89 1.00 1.27 1.42 2.22
(.08) (.13) (.14) (.21) (.14) (.14) (.26) (.28) (.38) (.55) (.61) (1.31)
Single factor 1.27 1.46 1.32 1.35 1.55 1.36 1.29 1.34 1.39 1.31 1.26 0.98
(.34) (.26) (.28) (.39) (.54) (.59) (.61) (.63) (.70) (.71) (.68) (.50)
Multi factors 1.03 1.12 1.31 1.31 1.29 1.24 1.27 1.31 1.29 1.30 1.20 0.93
(.20) (.22) (.28) (.33) (.44) (.51) (.52) (.62) (.74) (.85) (.78) (.57)
Money aggregates:
Mean 0.90 0.85 0.88 0.85 0.79 0.74 0.71 0.63 0.57 0.55 0.57 0.79
(.10) (.11) (.19) (.20) (.19) (.18) (.19) (.22) (.30) (.29) (.34) (.30)
Median 0.91 0.82 0.86 0.86 0.82 0.77 0.77 0.68 0.62 0.62 0.64 0.85
(.03) (.02) (.02) (.02) (.03) (.02) (.02) (.02) (.02) (.02) (.02) (.02)
Ridge-regression 0.90 0.88 0.94 0.93 0.81 0.72 0.84 0.72 0.65 0.67 0.68 0.83
(.18) (.09) (.09) (.10) (.08) (.07) (.11) (.10) (.11) (.13) (.14) (.21)
Single factor 0.90 0.86 0.87 0.86 0.81 0.72 0.78 0.74 0.63 0.58 0.55 0.50
(.24) (.10) (.16) (.14) (.12) (.09) (.14) (.11) (.09) (.08) (.08) (.05)
Multi factors 0.95 0.83 0.92 0.84 0.78 0.64 0.75 0.68 0.57 0.52 0.51 0.42
(.23) (.09) (.14) (.12) (.11) (.09) (.11) (.10) (.08) (.08) (.07) (.05)
Real activity:
Mean 1.03 0.99 0.97 0.95 0.96 0.94 0.94 1.00 1.09 1.13 1.06 0.93
(.03) (.02) (.02) (.02) (.03) (.03) (.02) (.02) (.03) (.04) (.04) (.03)
Median 1.03 1.00 0.99 0.98 0.97 0.96 0.94 0.96 1.04 1.07 1.06 0.98
(.09) (.12) (.22) (.21) (.19) (.15) (.11) (.11) (.13) (.12) (.12) (.10)
Ridge-regression 1.04 0.92 0.94 0.96 0.82 0.79 0.89 0.97 1.18 1.34 1.26 1.47
(.11) (.11) (.11) (.18) (.13) (.16) (.24) (.31) (.46) (.57) (.50) (.73)
Single factor 0.97 0.99 0.93 0.90 0.86 0.77 0.80 0.91 1.01 1.08 1.04 0.93
(.13) (.06) (.06) (.06) (.07) (.09) (.09) (.11) (.19) (.27) (.26) (.13)
Multi factors 1.03 0.92 0.94 0.91 0.95 1.00 0.98 1.03 1.63 1.64 1.66 1.28
(.08) (.05) (.04) (.07) (.08) (.13) (.12) (.14) (.63) (.61) (.73) (.38)
Wages and prices:
Mean 0.96 0.97 1.00 1.00 1.00 1.02 0.98 0.99 0.99 1.04 1.22 1.12
(.14) (.14) (.11) (.08) (.08) (.08) (.13) (.12) (.11) (.12) (.12) (.14)
Median 0.96 0.96 1.02 1.00 0.97 0.99 0.97 0.96 0.98 1.03 1.16 1.06
(.14) (.14) (.11) (.11) (.11) (.07) (.05) (.05) (.07) (.09) (.09) (.18)
Ridge-regression 0.98 0.90 0.95 1.02 0.88 0.89 0.97 0.98 1.02 1.23 1.57 1.74
(.09) (.08) (.08) (.10) (.07) (.07) (.10) (.10) (.11) (.21) (.38) (.53)
Single factor 0.99 0.88 0.89 0.95 1.00 0.93 0.93 1.01 1.03 1.09 1.19 1.05
(.14) (.08) (.05) (.04) (.03) (.02) (.03) (.02) (.02) (.07) (.17) (.07)
Multi factors 0.99 0.81 0.86 0.88 0.90 1.01 1.04 1.06 1.07 1.09 1.10 0.92
(.15) (.10) (.06) (.06) (.05) (.03) (.03) (.03) (.03) (.03) (.02) (.14)
Int. rates and stock prices:
Mean 1.01 0.99 1.02 1.00 1.06 1.13 1.11 1.12 1.20 1.20 1.29 1.22
(.06) (.04) (.01) (.01) (.01) (.02) (.04) (.05) (.04) (.05) (.05) (.11)
Median 1.02 1.02 1.10 1.06 1.06 1.07 1.02 1.02 1.02 1.05 1.07 1.08
(.11) (.07) (.05) (.07) (.10) (.11) (.15) (.19) (.21) (.21) (.56) (.22)
Ridge-regression 1.02 0.94 1.00 1.00 0.93 0.95 1.03 1.02 1.10 1.22 1.37 1.86
(.12) (.14) (.23) (.24) (.23) (.21) (.27) (.30) (.38) (.46) (.54) (.93)
Single factor 1.08 1.23 1.25 1.13 1.23 0.99 0.90 0.94 0.94 0.93 0.96 0.79
(.24) (.26) (.38) (.38) (.36) (.29) (.23) (.21) (.22) (.20) (.19) (.17)
Multi factors 0.96 1.30 1.50 1.44 1.66 1.69 1.48 1.56 1.63 1.55 1.75 1.43
(.19) (.27) (.39) (.41) (.47) (.55) (.53) (.66) (.75) (.73) (.87) (.67)
Notes: see notes to Table 1.a and the text in section 4  
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Table 5.b.  Consumption deflator - Multivariate models: forecast MSE relative to the 
univariate model 
(Period: 1992.1 - 2000.2) 
h=1 h=2 h=3 h=4 h=5 h=6 h=7 h=8 h=9 h=10 h=11 h=12
univariate (% RMSE) 0.80 0.68 0.60 0.61 0.64 0.66 0.71 0.79 0.88 0.96 0.99 1.08
All variables:
Mean 0.95 0.90 0.87 0.86 0.82 0.77 0.79 0.76 0.73 0.71 0.78 0.80
(.04) (.05) (.08) (.10) (.09) (.09) (.09) (.09) (.08) (.08) (.10) (.08)
Median 0.96 0.91 0.89 0.88 0.87 0.87 0.87 0.87 0.86 0.84 0.86 0.89
(.02) (.03) (.03) (.04) (.04) (.04) (.04) (.05) (.03) (.02) (.03) (.03)
Ridge-regression 0.97 0.88 0.85 0.78 0.69 0.66 0.77 0.75 0.84 0.91 1.04 1.35
(.13) (.16) (.15) (.18) (.16) (.17) (.26) (.24) (.31) (.36) (.39) (.57)
Single factor 1.18 1.29 1.46 1.48 1.63 1.52 1.30 1.13 0.90 0.79 0.77 0.75
(.35) (.34) (.38) (.45) (.60) (.65) (.58) (.52) (.41) (.38) (.37) (.30)
Multi factors 1.11 1.15 1.19 1.23 1.25 1.08 0.99 0.95 0.82 0.76 0.74 0.75
(.32) (.32) (.31) (.34) (.40) (.42) (.38) (.42) (.43) (.42) (.43) (.38)
Money aggregates:
Mean 0.95 0.88 0.88 0.86 0.79 0.77 0.78 0.63 0.57 0.54 0.54 0.55
(.07) (.06) (.08) (.08) (.08) (.07) (.08) (.08) (.07) (.07) (.09) (.09)
Median 0.95 0.87 0.83 0.81 0.78 0.74 0.77 0.66 0.61 0.57 0.58 0.58
(.06) (.05) (.05) (.06) (.06) (.07) (.10) (.10) (.09) (.08) (.09) (.08)
Ridge-regression 0.95 0.87 0.90 0.86 0.78 0.78 0.83 0.65 0.61 0.60 0.59 0.66
(.10) (.10) (.10) (.09) (.08) (.08) (.11) (.08) (.09) (.11) (.10) (.14)
Single factor 0.95 1.01 0.92 0.94 0.81 0.79 0.93 0.76 0.65 0.57 0.53 0.52
(.10) (.10) (.13) (.12) (.12) (.10) (.19) (.14) (.08) (.06) (.07) (.08)
Multi factors 0.88 0.70 0.92 0.89 0.74 0.62 0.65 0.54 0.42 0.39 0.39 0.34
(.07) (.10) (.11) (.09) (.09) (.09) (.11) (.08) (.07) (.06) (.08) (.07)
Real activity:
Mean 1.00 1.04 1.01 1.00 0.91 0.84 0.82 0.84 0.79 0.71 0.71 0.67
(.07) (.09) (.13) (.19) (.16) (.17) (.16) (.18) (.17) (.15) (.15) (.12)
Median 0.97 1.00 0.94 0.97 0.89 0.87 0.85 0.90 0.88 0.80 0.79 0.76
(.04) (.07) (.07) (.12) (.09) (.10) (.12) (.15) (.11) (.11) (.11) (.12)
Ridge-regression 1.00 1.00 0.97 0.92 0.81 0.75 0.76 0.80 0.79 0.73 0.73 0.77
(.14) (.17) (.18) (.23) (.20) (.21) (.24) (.26) (.27) (.24) (.22) (.24)
Single factor 1.03 1.04 0.97 0.90 0.87 0.84 0.80 0.79 0.87 0.93 0.91 0.83
(.13) (.20) (.14) (.23) (.38) (.38) (.25) (.42) (.53) (.59) (.45) (.41)
Multi factors 1.02 1.14 1.08 1.19 1.35 1.28 1.06 1.25 1.44 1.37 1.11 1.11
(.13) (.20) (.14) (.23) (.38) (.38) (.25) (.42) (.53) (.59) (.45) (.41)
Wages and prices:
Mean 0.97 0.94 0.91 0.92 0.96 0.94 0.93 0.90 0.88 0.92 1.12 1.14
(.04) (.03) (.02) (.02) (.03) (.02) (.03) (.03) (.04) (.05) (.20) (.17)
Median 0.97 0.95 0.94 0.93 0.95 0.95 0.95 0.94 0.93 0.93 1.10 1.11
(.03) (.03) (.02) (.02) (.02) (.01) (.02) (.02) (.03) (.03) (.16) (.15)
Ridge-regression 0.95 0.87 0.84 0.85 0.87 0.87 0.92 0.92 0.99 1.12 1.44 1.65
(.05) (.07) (.06) (.08) (.07) (.07) (.11) (.09) (.12) (.19) (.33) (.39)
Single factor 1.00 0.87 0.87 0.95 0.99 1.02 0.96 0.96 0.98 0.99 1.01 0.99
(.14) (.13) (.08) (.09) (.06) (.06) (.05) (.06) (.04) (.05) (.04) (.03)
Multi factors 0.89 0.77 0.83 0.91 1.02 1.05 0.98 0.92 0.92 0.93 0.95 0.87
(.16) (.14) (.11) (.11) (.07) (.06) (.06) (.10) (.07) (.04) (.04) (.06)
Int. rates and stock prices:
Mean 0.97 0.89 0.90 0.94 0.99 0.95 1.00 0.97 0.94 0.91 1.03 1.11
(.11) (.15) (.18) (.21) (.23) (.21) (.24) (.23) (.24) (.24) (.26) (.24)
Median 0.99 0.92 0.92 0.94 0.97 0.91 0.93 0.87 0.85 0.85 0.92 1.00
(.10) (.16) (.19) (.20) (.20) (.15) (.15) (.13) (.11) (.10) (.11) (.08)
Ridge-regression 0.97 0.84 0.85 0.84 0.84 0.80 0.90 0.87 0.93 0.98 1.18 1.47
(.10) (.14) (.21) (.24) (.26) (.24) (.31) (.29) (.35) (.39) (.47) (.59)
Single factor 1.25 1.29 1.37 1.43 1.48 1.20 1.04 0.89 0.72 0.70 0.74 0.74
(.39) (.35) (.41) (.53) (.55) (.41) (.32) (.23) (.17) (.15) (.15) (.11)
Multi factors 1.25 1.16 1.24 1.31 1.47 1.31 1.22 1.09 1.02 0.95 1.01 1.00
(.39) (.34) (.37) (.43) (.52) (.52) (.50) (.46) (.46) (.44) (.44) (.36)
Notes: see notes to Table 1.a and the text in section 4  
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