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Abstract In this paper we study approximations for boundary crossing probabilities for the moving
sums of i.i.d. normal random variables. We propose approximating a discrete time problem with a
continuous time problem allowing us to apply developed theory for stationary Gaussian processes
and to consider a number of approximations (some well known and some not). We bring particular
attention to the strong performance of a newly developed approximation that corrects the use of
continuous time results in a discrete time setting. Results of extensive numerical comparisons are
reported. These results show that the developed approximation is very accurate even for small
window length.
Keywords moving sum · boundary crossing probability · moving sum of normal · change-point
detection
Mathematics Subject Classification (2000) Primary: 60G50, 60G35; Secondary:60G70,
94C12, 93E20
1 Introduction: Statement of the problem
Let ε1, ε2, . . . be a sequence of i.i.d. normal random variables (r.v.) with mean µ and variance
σ2 > 0. For a fixed positive integer L, the moving sums are defined by
Sn,L :=
n+L∑
j=n+1
εj (n = 0, 1, . . .). (1.1)
The sequence of the moving sums (1.1) will be denoted by S so that S = {S0,L, S1,L, . . .}.
The main aim of this paper is development of accurate approximations for the following related
characteristics of S (note that for the sake of simplicity of notation we are not indicating the
dependence of these characteristics on L).
(a) The boundary crossing probability (BCP) for the maximum of the moving sums:
PS(M,H) := Pr
(
max
n=0,1,...,M
Sn,L ≥ H
)
, (1.2)
where M is a given positive integer and H is a fixed threshold. Note that the total number of
r.v. εi used in (1.2) is M + L and PS(M,H)→ 1 as M →∞, for all H and L.
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2 Jack Noonan, Anatoly Zhigljavsky
(b) The probability distribution of the moment of time τH(S) :=min{n≥0: Sn,L≥H} when the
sequence Sn,L reaches the threshold H for the first time. The BCP PS(M,H), considered as a
function of M , is the c.d.f. of this probability distribution: PS(M,H) = Pr (τH(S) ≤M).
(c) The average run length (ARL) until S reaches H for the first time:
ARLH(S) :=
∞∑
n=0
nPr{τH = n} =
∫ ∞
0
MdPS(M,H) . (1.3)
Developing accurate approximations for the BCP PS(M,H) and the associated ARL (1.3) for
generic parameters H, M , L is very important in various areas of statistics, predominantly in
applications related to change-point detection; see, for example, papers [2, 7, 12] and [8]. The BCP
PS(M,H) is an (M + 1)-dimensional integral and therefore direct evaluation of this BCP is hardly
possible even with modern software.
To derive approximations for the BCP (1.2) one can use some generic approximations such as
Durbin and Poisson Clumping Heuristic considered below. These approximations, however, are not
accurate especially for small window length L; this is demonstrated below in this paper. There is,
therefore, a need for derivation of specific approximations for the BCP (1.2) and the ARL (1.3). Such
a need was well understood in the statistical community and indeed very accurate approximations
for the BCP and the ARL have been developed in a series of papers by J. Glaz and coauthors, see
for example [6] and [7]. We will call these approximations ’Glaz approximations’ by the name of
the main author of these papers; they will be formally written down in Sections 4.5 and 5.
The accuracy of the approximations developed in the present paper is very similar to the Glaz
approximations; this is discussed in Section 5. The methodologies of derivation of the approxima-
tions are very different, however. The advantage of the approximation developed in this paper over
the Glaz approximation is the fact that our approximation is explicit and hence can be computed
instantly; on the other hand, to compute the Glaz approximation one needs to numerically approx-
imate L + 1 and 2L + 1 dimensional integrals, which is not an easy task even taking into account
the fact of existence of a sophisticated software.
To derive the approximations, in Sections 3.2 and 4.2 we have used the methodology developed
in [19, Ch.2,§2] for continuous-time case, which has to be modified for discrete time. To do this, in
Sections 3.3, 4.3 and 4.4 we have revised and specialized the approach developed by D.Siegmund
in [18] and other papers.
The paper is structured as follows. In Sections 2, 3 and 4 we reformulate the problem and
discuss how to approximate our discrete-time problem with a continuous-time problem. Here we
state a number of known approximations and derive a new approximation that corrects the use of
continuous time results in a discrete time setting; this will be referred to as the ‘Corrected Diffusion
Approximation’ or simply CDA. In Sections 3.4 and 4.6 we present results of large simulation studies
evaluating the performance of the considered approximations. In Section 5, we develop the CDA
for ARLH(S) and assess its accuracy.
2 Boundary crossing probabilities and related characteristics: discrete and continuous
time
2.1 Standardisation of the moving sums
For convenience, we standardise the moving sums Sn,L defined in (1.1).
The first two moments of Sn,L are
ESn,L = µL, var(Sn,L) = σ2L. (2.1)
Define the standardized r.v.’s:
ξn :=
Sn,L − ESn,L√
var(Sn,L)
=
Sn,L − µL
σ
√
L
, n = 0, 1, . . . , (2.2)
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and denote X = {ξ0, ξ1, . . . , }. All r.v. ξn are N(0, 1); that is, they have the probability density
function and c.d.f.
ϕ(x) :=
1√
2pi
e−x
2/2 , Φ(t) :=
∫ t
−∞
ϕ(x)dx . (2.3)
Unlike the original r.v. εi, the r.v. ξ0, ξ1, . . . are correlated with correlations depending on L, see
Section 2.2 below.
The BCP PS(M,H) defined by (1.2) is equal to the BCP
PX(M,h) := Pr
(
max
n=0,1,...,M
ξn ≥ h
)
, (2.4)
where
H = µL+ σh
√
L so that h =
H − µL
σ
√
L
. (2.5)
Similarly, τH(S) = τh(X) and ARLH(S) = ARLh(X).
In what follows, we derive approximations for (2.4) and hence the distribution of τh(X) and
ARLh(X). These approximations will be based on approximating the sequence {ξi}i by a continuous
time random process and subsequently correcting the obtained approximations for discreteness.
2.2 Correlation between ξn and ξn+k
In order to derive our approximations, we will need explicit expressions for the correlations Corr(ξn, ξn+k).
Lemma 1 Let ξn be as defined in (2.2). Then Corr(ξ0, ξk) = Corr(ξn, ξn+k) and
Corr(ξ0, ξk) =
E(ξ0ξk)− (E ξ0)2
var(ξ0)
= 1− k/L . (2.6)
for 0 ≤ k ≤ L. If k > L then Corr(ξ0, ξk) = 0.
For a proof, see Appendix A.
2.3 Continuous-time (diffusion) approximation
For the purpose of approximating the BCP PX(M,h) and the associated characteristics introduced
in Introduction, we replace the discrete-time process ξ0, . . . , ξM with a continuous process ζ(t),
t ∈ [0, T ], where T = M/L. We do this as follows.
Set ∆ = 1/L and define tn = n∆ ∈ [0, T ] n = 0, 1, . . . ,M. Define a piece-wise linear continuous-
time process ζ
(L)
t , t ∈ [0, T ] :
ζ
(L)
t =
1
∆
[(tn − t)ξn−1+(t− tn−1)ξn] for t ∈ [tn−1, tn], n = 1, . . . ,M.
By construction, the process ζ
(L)
t is such that ζ
(L)
tn = ξn for n = 0, . . . ,M . Also we have that ζ
(L)
t is a
second-order stationary process in the sense that E ζ(L)t , var(ζ
(L)
t ) and the autocorrelation function
R
(L)
ζ (t, t+ k∆) = Corr(ζ
(L)
t , ζ
(L)
t+k∆) do not depend on t.
Lemma 2 Assume L → ∞. The limiting process ζt = limL→∞ ζ(L)t , where t ∈ [0, T ], is a Gaus-
sian second-order stationary process with marginal distribution ζt ∼ N(0, 1) for all t ∈ [0, T ] and
autocorrelation function Rζ(t, t+ s) = R(s) = max{0, 1−|s|} .
This lemma is a simple consequence of Lemma 1.
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2.4 Diffusion approximations for the main characteristics of interest
The above approximation of a discrete-time process S with a continuous process ζt, t ∈ [0, T ], allows
us to approximate the characteristics introduced in Introduction by the continuous-time analogues
as follows.
(a) BCP PX(M,h) is approximated by Pζ(T, h), which is the probability of reaching the threshold
h by the process ζt on the interval [0, T ]:
Pζ(T, h) :=Pr
{
max
0≤t≤T
ζt ≥ h
}
=Pr
{
ζt≥h for at least one t∈ [0,T ]
}
. (2.7)
Note that Pζ(0, h) = 1− Φ(h) > 0.
(b) The time moment τH(S) = τh(X) is approximated by τh(ζt) := min{t ≥ 0 : ζt ≥ h}, which is
the time moment when the process ζt reaches h. The distribution of τh(ζt) has the form:
(1− Φ(h))δ0(ds) + q(s, h, ζt)ds , s ≥ 0,
where δ0(ds) is the delta-measure concentrated at 0 and
q(s, h, ζt) =
d
ds
Pζ(s, h), 0 < s <∞ . (2.8)
The function q(s, h, ζt)/Φ(h), considered as a function of s, is a probability density function on
(0,∞) since ∫ ∞
0
q(s, h, ζt)ds = 1− Pζ(0, h) = Φ(h) .
(c) ARLH(X)/L is approximated by
ARLh(ζt) = E(τh(ζt)) =
∫ ∞
0
s q(s, h, ζt)ds . (2.9)
We will call approximations (2.7) and (2.9) diffusion approximations, see Section 3.1. Numerical
results discussed in Section 4.6 show that if L andM are very large then the diffusion approximations
are rather accurate. For not very large values of L and M these approximations will be much
improved with the help of the methodology developed by D.Siegmund and adapted to our setup in
Sections 3.3 and 4.3.
2.5 Durbin and Poisson Clumping approximations for the BCP Pζ(T, h)
Derivation of the exact formulas for the BCP Pζ(T, h) has been discussed in several papers including
[10, 14, 15, 16, 19]; exact formulas will be provided in Sections 3.1 and 4.1.
In this section, we provide explicit formulas for two simple approximations for the BCP Pζ(T, h)
based on general principles; see also Section 4.5 for an approximation specialized for the setup of
moving sums. We will assess the accuracy of these approximations in Section 3.4 and will find that
the accuracy of both of them is quite poor. The purpose of including these two approximations
into our collection is only to demonstrate that the original problems stated in Introduction are not
easy and cannot be handled by general-purpose techniques. More sophisticated techniques using
the specificity of the problem should be used, which is exactly what is done in this paper. The first
generic approximation considered is the Durbin approximation which is constructed on the base of
[3] and is explained in Appendix B.
Approximation 1. Durbin approximation for the BCP (2.7): Pζ(T, h) ∼= hT ϕ(h) .
Let us now state the second approximation for the BCP defined in (2.7), which is the Poisson
Clumping Heuristic (PCH) formulated as Lemma 3 according to [1] p. 81.
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Lemma 3 Let X(t) be a stationary Gaussian process with mean zero and covariance function
satisfying R(t) = 1 − |t| as t → 0. Then for large h, Th = min{t : X(t) ≥ h} is approximately
exponential with parameter hϕ(h).
From Lemma 3 we obtain:
Approximation 2. PCH approximation for BCP (2.7): Pζ(T, h) ∼= 1− exp(−hϕ(h)T ).
As can be seen from Fig. 1 and Fig. 2 in Section 3.4, Approximations 1 and 2 are poor approx-
imations for Pζ(T, h) and PX(M,h) when M/L ≤ 1; the case M/L > 1 is discussed in Section 4.6.
3 Diffusion approximation with and without discrete-time correction, M ≤ L
In this section, we assume M ≤ L and hence T = M/L ≤ 1. The more complicated case M > L
will be considered in Section 4.
3.1 Diffusion approximation, formulation
Here we collect explicit formulas for the BCP Pζ(T, h); the proofs are given in Section 3.2.
We have:
Pζ(T, h) = 1− Φ2(h) + ϕ(h)
[
hΦ(h) + ϕ(h)
]
, T = 1 ; (3.1)
Pζ(T, h) = 1−
∫ h
−∞ Φ
(
h(Z+1)−x(−Z+1)
2
√
Z
)
ϕ(x)dx+
+ 2
√
Z
Z+1ϕ(h)
[
h
√
Z Φ(h
√
Z) + 1√
2pi
(
√
2piϕ(h))Z
]
, 0 < T ≤ 1 ,
(3.2)
where Z = T/(2− T ). If T = 1 then (3.2) simplifies to (3.1). We refer to the above stated formulas
for Pζ(T, h) as Approximation 3 or ‘Diffusion approximation’.
Approximation 3. The Diffusion approximation for the BCP PX(M,h) defined in (2.4) in case
M ≤ L: formula (3.2) with T = M/L; if M = L then (3.2) reduces to (3.1).
In Section 3.3, we will derive a discrete-time correction for the Diffusion approximation. In
order to do this, we need to correct the steps used for deriving (3.2). This explains that, despite
the formula (3.2) is known, we need to derive it (in order to correct certain steps of its derivation).
This is done in the next section which follows [19], p.69.
3.2 Derivation of (3.2)
3.2.1 Conditioning on the initial value.
From Lemma 2, {ζt, t ∈ [0,∞)}, is a stationary Gaussian process with mean E ζt = 0 and covariance
function E ζtζt+u = max{0, 1− |u|}. By conditioning on the initial state of the process ζt, we define
Qh(T, x0) := Pr
{
max
t∈[0,T ]
ζt > h | ζ0 = x0
}
.
Since x0 ∼ N(0, 1) the BCP Pζ(T, h) is
Pζ(T, h) =
∫ h
−∞
Qh(T, x0)ϕ(x0)dx0 + 1− Φ(h) , (3.3)
where ϕ(·) and Φ(·) are defined in (2.3). In order to proceed we seek an explicit expression for
Qh(T, x0). We shall firstly discuss a known BCP formula for the Brownian motion before returning
to explicit evaluation of Qh(T, x0).
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3.2.2 Boundary crossing probabilities for the Brownian Motion.
Let W (t) be the standard Brownian Motion process on [0,∞) with W (0) = 0 and EW (t)W (s) =
min(t, s). For given a,R > 0 and b ∈ R, define
PW (R; a, b) := Pr {W (t) > a+ bt for at least one t ∈ [0, R]} , (3.4)
which is the probability that the Brownian motion W (t) reaches a sloped boundary a + bt within
the time interval [0, R]. Using results of [18], for any a,R > 0 and any real b we have
PW (R; a, b) = 1− Φ
(
bR+ a√
R
)
+ e−2abΦ
(
bR− a√
R
)
. (3.5)
In particular, for R = 1 we have
PW (1; a, b) = 1− Φ(b+ a) + e−2abΦ(b− a) . (3.6)
3.2.3 Boundary crossing probabilities for ζt.
Let {ζ0(t), t ∈ [0,∞)} be a process obtained by considering only the sample functions of {ζt,
t ∈ [0,∞)} which are equal to x0 at t = 0. For 0 ≤ t ≤ 1, we obtain from [10], p.520, that ζ0(t) can
be expressed in terms of the Brownian motion:
ζ0(t) = (2− t)W (g(t)) + x0(1− t) (3.7)
with g(t) = t/(2− t). It then follows from (3.7) that for T ≤ 1 and x0 < h we have
Qh(T, x0) =Pr{ζ0(t) ≥ h for at least one t ∈ [0, T ]}
=Pr
{
W (g(t)) ≥ h− x0(1− t)
2− t for at least one t ∈ [0, T ]
}
.
Noting that t = 2g(t)/(1 + g(t)) we obtain
Qh(T, x0) =Pr
{
W (g(t)) ≥
(
(h− x0)(1 + g(t))
2
)
+ x0g(t) for at least one t ∈ [0, T ]
}
=Pr
{
W (t′) ≥
(
h− x0
2
)
+ t′
(
h+ x0
2
)
for at least one t′ ∈
[
0,
T
2− T
]}
=PW (Z; a, b), (3.8)
where Z = T/(2− T ), b = (h+ x0)/2 and a = (h− x0)/2. Using (3.5), we conclude
Qh(T, x0) = 1− Φ
(
bZ + a√
Z
)
+ e−2abΦ
(
bZ − a√
Z
)
.
One can then show that by using this explicit form for Qh(T, x0) in the integral (3.3), we obtain
(3.1) and (3.2).
It has now become clear how BCP formula (3.5) for the Brownian motion can be used to obtain
(3.1) and (3.2). To improve the diffusion approximations for discrete time, we aim at correcting
the conditional probability Qh(T, x0) for discrete time. Because of the relation shown in (3.8), the
approach taken in this paper is to correct (3.5) for discrete time.
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3.3 Discrete Time Correction
3.3.1 Discrete time correction for the BCP of cumulative sums.
Let X1, X2, . . . be i.i.d. N(0, 1) r.v’s and set Yn = X1 + X2 + . . . + Xn. Consider the sequence of
cumulative sums {Yn} and define the stopping time τY,a,b = inf{n ≥ 1 : Yn ≥ a+ bn} for a > 0 and
b ∈ R. Consider the problem of evaluating
Pr(τY,a,b ≤ N) = Pr(Yn ≥ a+ bn for at least one n ∈ {1, 2, . . . N}). (3.9)
Exact evaluation of (3.9) is difficult even if N is not very large but it was accurately approx-
imated by D.Siegmund see e.g. [18] p. 19. Let W (t) be the standard Brownian Motion process on
[0,∞). For a > 0 and b ∈ R, define τW,a,b = inf{t : W (t) ≥ a+ bt} so that
Pr(τW,a,b ≤ N) = PW (N, a+ bt). (3.10)
In [18], (3.10) was used to approximate (3.9) after translating the barrier a + bt by a suitable
scalar ρ ≥ 0. Specifically, the following approximation has been constructed:
P (τY,a,b ≤ N) ∼= PW (N, (a+ ρ) + bt) ,
where the constant ρ approximates the expected excess of the process {Yn} over the barrier a+ bt.
From [17] (p. 225)
ρ = −pi−1
∫ ∞
0
λ−2 log{2(1− exp(−λ2/2))/λ2} dλ ∼= 0.5826. (3.11)
Whence, by denoting aˆ = a + ρ and recalling (3.5), D.Siegmund’s formulas of [18] imply the
approximation:
Pr(τY,a,b ≤ N) ∼= Pr(τW,aˆ,b ≤ N) = 1− Φ
(
bN + aˆ√
N
)
+ e−2aˆbΦ
(
bN − aˆ√
N
)
.
3.3.2 Discretized Brownian motion.
In this section, we modify D.Siegmund arguments discussed in previous section to the case when
the r.v. are indexed by points on the uniform grid in an interval and therefore the sequence of
cumulative sums compares with a limiting Brownian motion process which lies within this interval.
Assume that Z > 0 and M is a positive integer. Define  = Z/M and let t′n = n ∈ [0, Z],
n = 0, 1, . . . ,M. Let X1, X2, . . . be i.i.d. N(0, 1) r.v’s and set W (t
′
n) =
√

∑n
i=1Xi. For a > 0 and
b ∈ R, define the stopping time
τW,a,b = inf{t′n : W (t′n) ≥ a+ bt′n} (3.12)
and consider the problem of approximating
Pr(τW,a,b ≤ Z) = Pr
(
W (t′n) ≥ a+bt′n for at least one t′n ∈ {0, , . . . ,M = Z}
)
. (3.13)
As M →∞, the piecewise linear continuous-time process W (t), t ∈ [0, Z], defined by:
W (t) :=
1

[
(t′n − t)W (t′n−1)+(t− t′n−1)W (t′n)
]
for t ∈ [t′n−1, t′n], n = 1, . . . ,M,
converges to the Brownian motion on [0, Z]. For this reason, we refer to the sequence {W (t′1), . . .W (t′M ), }
as discretized Brownian motion. We make the following connection between W (t′n) and the random
walk Yn:
W (t′n) =
√
 Yn = Yn/
√
M/Z , n = 1, 2, . . .M.
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Then by using (3.11), we approximate the expected excess over the boundary for the process W (t′n)
by ρM/Z = 0.5826/
√
M/Z .
Thus, using the same methodology as D.Siegmund, in order to obtain an accurate approximation
for (3.13), we translate the barrier a + bt by the discrete time correction factor ρM/Z and apply
(3.5). By denoting aˆ = a+ ρM/Z , we obtain the approximation to (3.13):
Pr(τW,a,b ≤ Z) ∼= 1− Φ
(
bZ + aˆ√
Z
)
+ e−2aˆbΦ
(
bZ − aˆ√
Z
)
. (3.14)
3.3.3 Corrected Diffusion Approximation.
Let Qh,ρ(M,x0) denote the discrete time corrected equivalent of Qh(T, x0), where T = M/L ≤ 1.
Using (3.14) and the relation shown in (3.8),
Qh,ρ(M,x0) = 1− Φ
(
bZ + aˆ√
Z
)
+ e−2aˆbΦ
(
bZ − aˆ√
Z
)
(3.15)
with
T =
M
L
, Z =
T
2− T , aˆ =
h− x0
2
+ ρM/Z , b =
h+ x0
2
, ρM/Z =
0.5826√
M/Z
.
Using Qh,ρ(M,x0) in (3.3), the equivalent probability Pζ(T, h) after correction for discrete time
will be denoted by Pζ,ρ(M,h).
Approximation 4. For M ≤ L (that is, T ≤ 1), the CDA for the BCP (2.4) is given by
PX(M,h) ∼= Pζ,ρ(M,h) :=
∫ h
−∞
Qh,ρ(M,x0)ϕ(x0)dx0 + 1− Φ(h) , (3.16)
where Qh,ρ(M,x0) is given in (3.15).
For M = L we have T = Z = 1 and the CDA Pζ,ρ(M,h) can be explicitly evaluated:
Pζ,ρ(L, h) = 1− Φ(h+ ρL)Φ(h) + ϕ(h+ ρL)
ρL
Φ(h)− ϕ(h)e
−2hρL
ρL
Φ(h− ρL) , (3.17)
where ρL = 0.5826/
√
L. For a proof of (3.17), see Appendix C.
3.4 Simulation study, T ≤ 1
In this section we study the quality of the Durbin (Approximation 1), PCH (Approximation 2), Dif-
fusion (Approximation 3) approximations and the CDA (Approximation 4) for the BCP PX(M,h),
defined in (2.4), when M ≤ L (that is, T ≤ 1). Without loss of generality, εj in (1.1) are normal
r.v.’s with mean 0 and variance 1. In Figures 1–2, the black dashed line corresponds to the empiri-
cal values of the BCP PX(M,h) defined by (2.4) computed from 100 000 simulations with different
values of L and M (for given L and M , we simulate L+M normal random variables 100 000 times).
For j = 1, . . . , 4, the number j next to a line corresponds to Approximation j. The axis are: the
x-axis shows the value of the normalized barrier h, see (2.5); the y-axis denotes the probabilities of
reaching the barrier. The graphs, therefore, show the empirical probabilities of reaching the barrier
h (for the dashed line) and values of considered approximations for these probabilities.
In Table 1, we display the relative error of the CDA with respect to the empirical BCP PX(M,h)
for all considered parameter choices. Numerical study of this section shows that in the case T ≤ 1,
the accuracy of the CDA (Approximation 4) is excellent, even for rather small L and M . At the
same time, the Durbin, PCH and Diffusion approximations are generally poor (note however that
the accuracy of the Diffusion approximation improves as L increases). The discrete time correction
factor brings a huge improvement to the Diffusion approximation resulting in a very small relative
errors shown in Table 1.
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Fig. 1: Empirical probabilities of reaching the barrier h and four approximations. Left: L = 5,
M = 5, T = 1. Right: L = 10, M = 5, T = 1/2.
Fig. 2: Empirical probabilities of reaching the barrier h and four approximations. Left: L = 100,
M = 100, T = 1. Right: L = 200, M = 100, T = 1/2.
Table 1: Relative error of the CDA with respect to the empirical BCP (in percent)
BCP L=5,M=5 L=10,M=5 L=100,M=100 L=200,M=100
0.05 0.225 % 0.238 % 0.041 % 0.132 %
0.10 0.316 % 0.284 % 0.093 % 0.103 %
0.15 0.474 % 0.326 % 0.155 % 0.059 %
0.20 0.390 % 0.296 % 0.228 % 0.101 %
4 Approximations for the BCP in continuous and discrete time; M > L
In this section, we assume M > L and thus T > 1.
4.1 Exact formulas for the continuous-time BCP Pζ(T, h)
For T > 1, the exact formulas for the BCP Pζ(T, h), the continuous-time case, are complicated. If
T > 1 is an integer then the results of [15] imply
Pζ(T, h) = 1−
∫ h
−∞
∫
Dx
det |ϕ(yi − yj+1 + h)|Ti,j=0 dy2 . . . dyT+1 dx, (4.1)
where y0 = 0, y1 = h− x, Dx = {y2, . . . , yT+1 | h− x < y2 < y3 < . . . < yT+1}. If T > 1 and is not
an integer, the exact formula for Pζ(T, h) is even more complex, see [15].
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We are not using the exact formulas for Pζ(T, h) in the case T > 1 in our approximations for the
following two reasons: (a) the formulas are complicated and (b) we do not know, yet, how to correct
(4.1) for discrete time. Instead, we shall derive an approximation for computing BCP Pζ(T, h),
which we will also call ‘Diffusion approximation’, and then correct it for discrete time.
4.2 A Diffusion approximation when T > 1
To proceed, we need the following result for the standard Brownian motion process W (t).
Lemma 4 ([9], Corollary on p.12 ) Let W (t) be the standard Brownian motion on [0, R] with
W (0) = 0 and EW (t)W (s) = min{t, s}. Let Wµ(t) = µt+W (t) be the Brownian motion with drift
µt. Then, for any y > 0 and R > 0,
FR,µ(z, y) :=Pr{Wµ(R) ≤ z, sup
t∈[0,R]
Wµ(t)≤y}=Φ
(
z−µR√
R
)
−e2yµΦ
(
z−µR−2y√
R
)
.
Similarly to formula (2) on p. 11 in [9] we can write the above formula in the form
Pr{Wµ(R) ∈ dz, sup
t∈[0,R]
Wµ(t) ≤ y} = fR,µ,y(z) dz,
where
fR,µ,y(z) =
∂FR,µ(z, y)
∂z
=
1√
2piR
{
exp
[
− (z − µR)
2
2R
]
−exp
[
2yµ− (z−2y−µR)
2
2R
]}
, z < y .
From the definition of FR,µ(z, y),∫ y
−∞
fR,µ,y(z) dz = Pr
{
sup
t∈[0,R]
Wµ(t) ≤ y
}
= 1− PW (R; a, b) , (4.2)
where a = y, b = −µ and PW (R; a, b) is defined in (3.4).
We can reformulate the above results stated for Wµ(t) as results for the standard Brownian
motion process W (t) with no drift. Set
pW (x;R, a, b) := fR,−b,a(x−bR) =
{
1√
2piR
[
e−x
2/2R−e−2ab−(x−2a)2/2R
]
, x≤ a+bR
0, x > a+bR.
(4.3)
We will call pW (x;R, a, b) in (4.3) ‘the non-normalised density of W (R) under the condition
W (t) < a+ bt for all t ∈ [0, R]’. In view of (4.2), ∫ pW (x;R, a, b)dx = 1− PW (R; a, b).
Let us now show how to apply these results for construction of approximations for the BCP
Pζ(T, h), where ζt is the process defined in Lemma 2. The direct relation between the process ζt,
t ∈ [0, 1], and the standard Brownian motion is given in (3.7).
Let V ∈ (0, 1]. From (3.8), the conditional probability that ζt < h for all t ∈ (0, V ] given
ζ0 = x0 < h is
Pr(ζt < h for all t ∈ [0, V ] | ζ0 = x0) = 1− PW (U ; a, b) ,
where U = V/(2− V ), a = (h− x0)/2 and b = (h+ x0)/2. By substituting these particular a and
b into (4.3), we obtain that the non-normalised density of the r.v. ζV conditioned on ζ0 = x0 < h
and ζt < h for all t ∈ (0, V ] is
ph,V (x | x0) =
√
2− V
2piV
{
exp
[
− (2− V )x
2
2V
]
− exp
[
(2− V )(x− h+ x0)2
2V
]}
. (4.4)
In the most important special case V = 1, the non-normalised density of the r.v. ζ1 conditioned on
ζ0 = x0 and ζt < h for all t ∈ (0, 1] is
ph(x | x0) =
{
ϕ(x) [1− exp{−(h− x)(h− x0)}] , for x < h
0 for x ≥ h, (4.5)
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where ϕ(·) is defined in (2.3) and ∫ h−∞ ph(x | x0) dx = 1− PW (1; h−x02 , h+x02 ), where we have used
(3.6) to get the final expression.
Since ζ0 is N(0, 1), the density of ζ0 conditioned on ζ0 < h is p0(x) = φ(x)/Φ(h), x < h.
Averaging over ζ0 < h, the non-normalized density of the r.v. ζ1 under the conditions ζt < h for all
t ∈ [0, 1] is:
p˜1(x) =
∫ h
−∞
ph(x | x0)p0(x0)dx0, for x < h (4.6)
with
c1 =
∫ h
−∞
p˜1(x)dx = [1− Pζ(1, h)]/Φ(h) . (4.7)
Denote by p1(x) = p˜1(x)/c1, x < h, the normalized density of ζ1 under the condition ζt < h for
all t ∈ [0, 1].
For any integer i ≥ 1, the densities of ζi and ζi−1 under the condition that ζt does not reach
h in (i − 1, i] and [0, i − 1] respectively can be connected in the same way as for the interval [0, 1]
(note, however, that these are only approximations as the process ζt is not Markovian). Assume
that pi−1(x) is the normalized density of ζi−1 under the condition ζt < h for all t ∈ [0, i−1]. Define
p˜i(x) =
∫ h
−∞
ph(x | y)pi−1(y)dy, for x < h . (4.8)
We call it the non-normalized density of a r.v. ζi under the conditions ζi−1 ∼ p˜i−1(x) and ζt < h
for all t ∈ [i− 1, i]. We then define pi(x) = p˜i(x)/ci, x < h, where ci =
∫ h
−∞ p˜i(x)dx.
If T is large, calculation of the densities pi(x) (i ≤ T ) in such an iterative manner is cumbersome.
We then replace formula (4.8) with
p˜i(x) =
∫ h
−∞
ph(x | y)p(y)dy, for x < h, (4.9)
where p(x) is an eigenfunction of the integral operator with kernel (4.5) corresponding to the
maximum eigenvalue λ:
λp(x) =
∫ h
−∞
p(y)ph(x | y)dy, x < h . (4.10)
This eigenfunction p(x) is a probability density on (−∞, h] with p(x) > 0 for all x ∈ (−∞, h)
and
∫ h
−∞ p(x)dx = 1 . Moreover, the maximum eigenvalue λ of the operator with kernel K(x, y) =
ph(x|y) is simple and positive. The fact that such maximum eigenvalue λ is simple and real (and
hence positive) and the eigenfunction p(x) can be chosen as a probability density follows from the
Ruelle-Krasnoselskii-Perron-Frobenius theory of bounded linear positive operators, see e.g. Theorem
XIII.43 in [13].
Using (4.9) and (4.10), we derive recursively:
Pζ(i, h) ' Pζ(i− 1, h) + (1− Pζ(i− 1, h))(1− λ) ; i = 2, 3, . . .
By induction, for an integer T ≥ 2 we then have
Pζ(T, h) ' Pζ(1, h) + (1− Pζ(1, h))
T−2∑
j=0
λj(1− λ) = 1− (1− Pζ(1, h))λT−1 . (4.11)
The approximation (4.11) can be used for non-integer T . We can also use a minor adjustment to
this approximation using the maximal eigenvalues of the kernel (4.4) in addition to λ; this is much
harder but the benefits of this are minuscule.
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Approximation 5. (Diffusion approximation for BCP Pζ(T, h) when T > 1). Use (4.11), where
λ is the maximal eigenvalue of the integral operator with kernel ph(x | y) defined in (4.5).
The BCP Pζ(1, h) can be computed by (3.1). In the next section we make a correction to
Approximation 5 adjusted for discrete time. Approximations for continuous-time λ, required in
Approximation 5, are obtained from formulas of that section when ρ→ 0.
4.3 Corrected Diffusion approximation, T > 1
There are two components of the Diffusion approximation (Approximation 5) that can and should
be corrected for discrete time. These are: (a) the BCP Pζ(1, h), and (b) the kernel of the integral
operator defined in (4.5) for the continuous-time case (and hence λ, the maximum eigenvalue).
Discrete-time corrections for the BCP Pζ(1, h) have been discussed above in Section 3.3; we will
return to this at the end of Section 4.4.
Moving to (b), recall (4.10) which states that λ is the maximal eigenvalue satisfying (4.10), the
corresponding eigenfunction p(x) is a probability density function on (−∞, h), and ph(x |y) is given
in (4.5). Recall that ph(x | x0) is the density of the random variable x = ζ1 under the conditions
ζ0 = x0 and ζt < h for all t ∈ [0, 1]. We shall now discuss how to correct the kernel ph(x | x0) for
discrete time.
As shown in Section 3.3.2, BCP for the discretized Brownian motion process W (tn) can be
approximated using the BCP formula for the Brownian motion incorporating a discrete time cor-
rection factor. Recalling the stopping time τW,a,b defined in (3.12), for Z = 1 we obtain from (3.14)
the approximation:
Pr(τW,a,b ≤ 1) ∼= 1− Φ(b+ aˆ) + e−2aˆbΦ(b− aˆ) ,
where aˆ = a+ δ and, since L = M , we will use
δ := ρL = 0.5826/
√
L . (4.12)
In view of (3.14), for the Brownian motion W (t) (with W (0) = 0) considered on [0, 1], the non-
normalised density of W (1) under the condition W (tn) < a + btn for all tn = n/L (n = 1, . . . , L)
can be approximated by
ψδ(x) =
 1√2pi
{
e
−x2
2 − exp
[
− 2aˆb− (x−2aˆ)22
]}
for x ≤ a+ b
0 for x > a+ b ,
where aˆ = a+ δ and δ is given by (4.12). Thus, the discrete-time equivalent of ph(x | x0), denoted
by ph,δ(x | x0), is:
ph,δ(x | x0) = ϕ(x)(1− exp[−(h− x)(h− x0)− δ(3h− 2x− x0 + 2δ)]), for x < h. (4.13)
If ρ = δ = 0, we clearly obtain ph,0(x | x0) = ph(x | x0), for all h, x, x0.
Denote by λδ the maximum eigenvalue associated with the kernel ph,δ(x | x0) given by (4.13).
This means that λδ satisfies
λδp(x) =
∫ h
−∞
p(y)ph,δ(x | y)dy, x < h (4.14)
for some eigenfunction p(x) which can be assumed to be a probability density function on (−∞, h).
Similar to λ in (4.10), λδ is positive and uniquely defined.
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4.4 Approximating λδ and p(x) in (4.14)
Similarly to (4.6), (4.7) and (4.8) we define p0(x) = φ(x)/Φ(h), p˜i(x) =
∫ h
−∞ ph,δ(x | y)pi−1(y)dy
(x < h), ci =
∫ h
−∞ p˜i(x)dx and pi(x) = p˜i(x)/ci for i = 1, 2. From (4.14), λδ = limi→∞ ci. By
performing integration we obtain
p˜1(x) = ϕ(x)− ϕ(h)
Φ(h)
e−2δh−3δ
2/2+δxΦ(x− δ) , x < h ,
c1 = Φ (h)− κh,δ
Φ (h)
with κh,δ =
1
δ
ϕ(h)
[
e−δh−3δ
2/2Φ (h− δ)− e−2δhΦ (h− 2 δ)
]
,
p˜2(x) = ϕ(x) +
ϕ(h)
c1
[
Φ(h− δ)e−3δh−7δ2/2+2δxϕ(x)− ϕ(h)eδ2/2−2δh−δxΦ(x− 3δ)
Φ(h)(h+ 2δ − x)
− e−2δh−3δ2/2+δxΦ(x− δ)
]
, x < h .
We were unable to compute c2 and the densities pi(x) with i ≥ 2 analytically. However, numerical
computations show that the density p1(x) is visually indistinguishable from pi(x) for i > 1 and
hence from p(x), the solution of (4.14). Thus we approximate λδ in (4.14) by
λˆδ =
p˜2(0)
p1(0)
= Φ(h)− (h+2δ)κh,δ+ϕ(h)[Φ(−3δ)e
δ2/2−h2/2−2δh−Φ(h− δ)e−3δh−7δ2/2]
(h+ 2δ)
[
Φ(h)− Φ(−δ)e−(h+δ)(h+3δ)/2] . (4.15)
Moreover, p˜2(x) is a rather accurate approximation to the (non-normalized) eigenfunction p(x) in
(4.14). In Fig 3(a) we have plotted p0(x), p1(x) and the uncorrected p1(x) obtained by letting ρ→ 0
for particular L and h.
An alternative way of approximating λδ and p(x) from (4.14) would be to use a methodology
described in [11] p.154 which is based on the Gauss-Legendre discretization of the interval [−C, h],
with some large C > 0, into an N -point set x1, . . . , xN (the xi’s are the roots of the N -th Legendre
polynomial on [−C, h]), and the use of the Gauss-Legendre weights wi associated with points xi;
λδ and p(x) are then approximated by the largest eigenvalue and associated eigenvector of the
matrix D1/2K0D
1/2, where D = diag(wi), and (K0)i,j = ph,δ(xi |xj). If N is large enough then the
resulting approximation to λδ is arbitrarily accurate and we use it as the true λδ in our numerical
comparisons. Numerical simulations show that the value of c1 is not close enough to λδ but c2 is.
However, more interestingly, we see that λˆδ defined by (4.15) is very accurate and we suggest to use
it because of its explicit form; this is demonstrated in Fig 3(b), where λˆδ (solid red line) is visually
indistinguishable from λδ obtained using the Gauss-Legendre quadrature (dotted black line). In
this figure, the dashed green line corresponds to the uncorrected λδ (ρ→ 0), where we once again
see a very significant difference between the corrected and uncorrected approximations.
We have discussed how to correct λ for discrete time. We shall now discuss item (a) of Sec-
tion 4.3, which concerns correction of the BCP Pζ(1, h) for discrete time. For correcting Pζ(1, h)
we can routinely use δ as in (4.12) but numerical results indicate that we get a better resulting
approximation, especially for small L and M , if we use γ = ρL/T
1/4, so that the BCP PX(1, h)
is approximated by Pζ,γ(1, h). We believe that the fact that PX(1, h) ∼= Pζ,δ(1, h) is not accurate
enough is due to the fact that the densities pi(x) are not exactly the densities of ξi. To summarise,
the CDA for T > 1 is the following approximation.
Approximation 6. For M > L (that is, T > 1), the CDA for the BCP (2.4) is
PX(M,h) ∼= 1− [1− Pζ,γ(1, h)] λˆT−1δ , (4.16)
where λˆδ is given by (4.15) and
Pζ,γ(1, h) = 1− Φ(h+ γ)Φ(h) + ϕ(h+ γ)
γ
Φ(h)− ϕ(h)e
−2hγ
γ
Φ(h− γ)
with γ = ρL/T
1/4 = 0.5826/(L1/2T 1/4) .
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(a) Densities p0(x) (dotted blue), p1(x) (solid red) and
the uncorrected p1(x) with δ = 0 (dashed green); L = 10
and h = 2
(b) Values of λˆδ (solid red), λδ (dotted black) and
λ0 (dashed green) obtained using the Gauss-Legendre
quadrature; L = 10 and different h.
Fig. 3
4.5 Approximation by J. Glaz and coauthors
The Glaz approximation for the BCP PX(M,h) (developed in [6, 7] and discussed in the Introduc-
tion) is as follows.
Approximation 7. (Glaz approximation) For M ≥ 2L (so that T = M/L ≥ 2)
PX(M,h) ∼= 1− (1− PX(2L, h))
[
1− PX(2L, h)
1− PX(L, h)
]T−2
, (4.17)
where PX(2L, h) and PX(L, h) are evaluated using R algorithms for the multivariate normal distri-
bution.
The approximation (4.17) is defined for M ≥ 2L and requires numerical evaluation of L+ 1 and
2L+1 dimensional integrals (which are the BCP PX(L, h) and PX(2L, h) respectively) using the so-
called ‘GenzBretz’ algorithm for numerical evaluation of multivariate normal probabilities, see [4, 5].
Whilst the accuracy of Approximation 7 is very high and in fact very similar the accuracy of the
CDA (Approximation 6), the nature of Approximation 7 results in high computational cost and run-
time when compared to other approximations discussed in this paper (especially for large L); note
also that different integrals should be computed for different values of h. Moreover, the ‘GenzBretz’
algorithm uses Monte-Carlo simulations so that for reliable estimation of high-dimensional integrals
(especially when L is large) one needs to make a lot of averaging.
We have not provided results of comparison of Approximation 7 with other approximations for
the BCP as the accuracy of Approximations 6 and 7 was very close. Note also that there is strong
similarity between the forms of these two approximations. Indeed, from (4.16) we can write the
CDA in the form
1− (1− Pζ,γ(1, h))λˆT−1δ = 1− λˆδ(1− Pζ,γ(1, h))︸ ︷︷ ︸
(a)
λˆδ︸︷︷︸
(b)
T−2
,
where the terms (a) and (b) are as (1−PX(2L, h)) and (1− PX(2L, h))/(1− PX(L, h)) in Approx-
imation 7, respectively.
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4.6 Simulation study
In this section we study the quality of the Durbin (Approximation 1), PCH (Approximation 2),
Diffusion (Approximation 5) and CDA (Approximation 6) approximations for the BCP PX(M,h),
defined in (2.4), when M > L (so that T > 1). The styles of Fig. 4, Fig. 5 and Table 2 are exactly the
same as of Fig. 1, Fig. 2 and Table 1, respectively, and are described in the beginning of Section 3.4.
Similar to the case T ≤ 1, we conclude that the CDA provides very accurate approximations and
significantly outperforms the Diffusion, Durbin and PCH approximations. Note also that for large
T the PCH approximation is very close to the Diffusion approximation; this can be seen in Fig 5,
where (for T = 50) these two approximations basically coincide for all h.
Fig. 4: Empirical probabilities of reaching the barrier h and four approximations. Left: L = 10,
M = 50, T = 5. Right: L = 50, M = 250, T = 5.
Fig. 5: Empirical probabilities of reaching the barrier h and four approximations. Left: L = 10,
M = 500, T = 50. Right: L = 50, M = 2500, T = 50.
Table 2: Relative error of CDA for given BCP
BCP L=10,M=50 L=10,M=500 L=50,M=250 L=50,M=2500
0.05 0.596 % 0.028 % 0.133 % 0.054 %
0.10 0.657 % 0.030 % 0.146 % 0.057 %
0.15 0.455 % 0.031 % 0.390 % 0.208 %
0.20 0.570 % 0.192 % 0.165 % 0.184 %
16 Jack Noonan, Anatoly Zhigljavsky
5 Approximating ARLh(X)
As shown in Sections 3.4 and 4.6, the CDA accurately approximates PX(M,h). The CDA has
different forms depending on whether M ≤ L or M > L, see (3.16) and (4.16) respectively. Thus,
from (2.8), the CDA leads to the following approximation for the probability density function of
τh(X)/L:
qˆh(t) =

d
dt
{∫ h
−∞Qh,ρ(tL, x0)ϕ(x0)dx0
}
, 0 < t ≤ 1
d
dt
{
1− [1− Pζ,γ(1, h)] λˆt−1δ
}
, t > 1.
For t > 1, one can easily get an explicit form of qˆh(t). However, we were unable to obtain an explicit
form of qˆh(t) for t < 1 but this function can easily be numerically evaluated. For large ARL (and
hence large h), the probability of exceeding h in the interval (0, 1] is very small and the impact of
qˆh(t) for t < 1 in the ARL approximation is minimal.
Denote by Fh(t) the true cumulative distribution function (c.d.f.) of τh(X)/L. The c.d.f. of the
CDA of τh(X)/L is Fˆh(t) defined by
Fˆh(0) = 1− Φ(h), Fˆh(t) = 1− Φ(h) +
∫ t
0
qˆh(u)du for t > 0 . (5.1)
The accuracy of this approximation for a selection of parameter choices is demonstrated in Fig. 6
and Fig. 7. The CDA for ARLh(X) is
ARLh(X) = E τh(X) ∼= L
∫ ∞
0
sqˆ(s, h)ds . (5.2)
Fig. 6 and 7 demonstrate that (5.1) very accurately approximates the distribution of τh(X).
(a) Left: L = 10 and h = 2 (b) Right: L = 10 and h = 3
Fig. 6: Fh(t) and its approximation Fˆh(t) for L = 10, h = 2 and 3.
In this paper, we define ARL in terms of the number of random variables ξn rather than number
of random variables εj . This means we have to slightly modify the following Glaz approximation
for ARL given in [7], since such an approximation considers the number of random variables εj .
This can be simply done by subtracting L from the ARL approximation in [7]. From which, the
Glaz approximation for ARLh(X) is as follows:
EG(τh(X)) =
2L∑
j=L
(1−PX(j − L, h))+ 1− PX(L, h)PX(2L, h)− PX(L, h)
L∑
j=1
(1− PX(L+ j, h)) , (5.3)
where x = (1− PX(2L, h))/(1− PX(L, h)).
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(a) Left: L = 50 and h = 2 (b) Right: L = 50 and h = 3
Fig. 7: Fh(t) and its approximation Fˆh(t) for L = 50, h = 2 and 3.
In Table 3 we assess the accuracy of the CDA approximation (5.2) and also Glaz approximation
(5.3). In these tables, the values of ARLh(X) have been calculated using 100, 000 simulations. Due to
the Monte Carlo methods used to compute the Glaz approximation, we have presented the average
of 20 iterations of (5.3) as well as providing confidence intervals.
Table 3: Approximations for ARLh(X): L = 10 (top) and L = 50 (bottom)
h 1 1.25 1.5 1.75 2 2.25 2.5 2.75 3
(5.2) 21 32 49 78 128 222 403 774 1579
(5.3) 21 31 48 77 126 218 ± 1 394 ± 2 757 ± 5 1545 ± 18
ARLh(X) 22 33 49 78 127 218 397 758 1551
h 1 1.25 1.5 1.75 2 2.25 2.5 2.75 3
(5.2) 85 128 195 303 489 819 1440 2672 5256
(5.3) 82 123 187 292 474±1 791 ± 3 1393 ± 8 2597 ± 23 5121 ± 82
ARLh(X) 83 124 189 294 471 791 1392 2590 5110
Table 3 shows that for small h the approximations developed in this paper are very accurate and
are similar to the Glaz approximation. For a large L = 50, (5.3) can be considered more accurate
than (5.2). However using (5.3) for a large L is computationally expensive and results in a long
run-time, especially if results are averaged. Increasing L has no impact on the computational cost
and run time of (5.2).
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Appendices
Appendix A: Proof of Lemma 1
As correlation is invariant under linear transformations, Corr(S0,L, Sk,L) = Corr(ξ0, ξk). From the
definition (1.1) we have Corr(S0,L, Sk,L) = Corr(Sn,L, Sn+k,L). The sum Sk,L can be represented
as
Sk,L = S0,L −
k∑
j=1
εj +
L+k∑
j=L+1
εj .
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Using this representation, we obtain
Cov(S0,L, Sk,L) = (σ
2L+ µ2L2)︸ ︷︷ ︸
ES20,L
−kσ2 − µ2L2︸ ︷︷ ︸
(ES0,L)2
= σ2L− kσ2 .
Dividing this by var(S0,L), from (2.1), we obtain Corr(S0,L, Sk,L) = 1 − k/L in the case k ≤ L.
The case k > L is obvious.
Appendix B: Derivation of Durbin approximation
We shall initially show R′(0+) = −1 6= 0. We have
∂Rζ(t, s)
∂s
∣∣∣∣
s=t+
= R(0+).
Using (2.6) and the fact that ∆ = 1/L, we have
R′(0+) = lim
L→∞
R(∆)−R(0)
∆
= − lim
L→∞
L
L
= −1.
The Durbin approximation for q(t, h, ζt) can be written as
q(t, h, ζt) ∼= b0(t, h)f(t, h) ,
where
f(t, h)=
1√
2piRζ(t, t)
e
− h2(t)
2Rζ(t,t) , b0(t, h)=− h(t)
Rζ(t, t)
∂Rζ(s, t)
∂s
∣∣∣∣
s=t+
− dh(t)
dt
.
In view of (2.8) the related approximation for the first passage probability Pζ(T, h) is
Pζ(T, h) ∼=
∫ T
0
b0(t, h)f(t, h)dt .
In the case when the threshold h(t) = h is constant, using Lemma 2 we obtain
b0(t, h) = −hR′(0+) = h, q(t, h, ζt) ∼= h√
2pi
e−h
2/2
and therefore we obtain the following approximation.
PX(M,h) ∼= Pζ(T, h) ∼= hT√
2pi
e−h
2/2.
Appendix C: Derivation of (3.17)
As M = L, Pζ,ρ(L, h) =
∫ h
−∞
(
1− Φ (b+ aˆ) + e−2aˆbΦ (b− aˆ))ϕ(x0)dx0 + 1 − Φ(h). Using the fact
aˆ = (h− x0)/2 + ρL and b = (h+ x0)/2, we obtain:
Pζ,ρ(M,h)=1−
∫ h
−∞
Φ (h+ ρL)ϕ(x0)dx0 +
∫ h
−∞
e−h
2/2+x20/2−ρLh−ρLx0Φ (x0−ρL)ϕ(x0)dx0
= 1− Φ(h+ ρL)Φ(h) + ϕ(h)e−ρLh
∫ h
−∞
e−ρLx0
∫ x0−ρL
−∞
ϕ(z)dz dx0.
Making the substitution k = z + ρL in the rightmost integral, we obtain
ϕ(h)e−ρLh
∫ h
−∞
∫ x0
−∞
e−ρLx0ϕ(k − ρL)dk dx0.
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By then changing the order of integration:
ϕ(h)e−ρLh
∫ h
−∞
∫ h
k
e−ρLx0ϕ(k − ρL)dx0 dk = ϕ(h)e
−ρLh
ρL
∫ h
−∞
(e−ρLk − e−ρLh)ϕ(k − ρL)dk.
By expanding the brackets, we obtain:
ϕ(h)e−ρLh
ρL
∫ h
−∞
(e−ρLk − e−ρLh)ϕ(k − ρL)dk=ϕ(h)e
−ρLh−ρ2L/2
ρL
∫ h
∞
ϕ(k)dk − ϕ(h)e
−2ρLh
ρL
∫ h
∞
ϕ(k − ρL)dk
=
ϕ(h+ ρL)
ρL
Φ(h)− ϕ(h)e
−2ρLh
ρL
Φ(h− ρL).
Thus we obtain the required:
Pζ,ρ(L, h) = 1− Φ(h+ ρL)Φ(h) + ϕ(h+ ρL)
ρL
Φ(h)− ϕ(h)e
−2hρL
ρL
Φ(h− ρL) .
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