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Specht’s invariant and localization of operator tuples
Li Chen
Abstract: The present paper concerns local theory of operator tuples in the Cowen-
Douglas class Bmn (Ω). We start with point-wise localizations to introduce a kind of operator-
valued invariants with which a Specht-type classification for unitary equivalence of Bmn (Ω) is
obtained. Further more, we investigate localization of Bmn (Ω) on analytic sub-manifolds with
a tensorial approach to its geometric classification theory where, among other things, the
Specht’s invariants are related to curvatures of the holomorphic vector bundles associated
to Bmn (Ω).
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1 Introduction
Finding suitable invariants to classify non-normal Hilbert space operators up to unitary
equivalence is in general a widely open and appealing topic. A basic existence theorem of
scaler-valued unitary invariants was given by Specht on finite matrices in terms of their
traces:
Theorem 1.1. (Specht [18]) Two complex n× n matrices A and B are unitarily equivalent
if and only if tr(w(A,A∗)) = tr(w(B,B∗)) for all words w in two variables.
On infinite dimensional Hilbert spaces where scaler invariants are not always obtainable,
a natural idea is to consider operator-valued alternatives. By operator-valued invariants we
mean that one associates to every operator T (in a given operator class) a set I(T ) consisting
of “testing operators” acting on certain “testing spaces”, such that unitary equivalence of T
can be reduced to unitary equivalences of operators in I(T ).
Remark 1.2. Operator-valued invariants always exist(one can trivially set I(T ) = {T} as
a singleton with entire space as the testing space), and conceptual non-triviality lies in the
existence of small and canonical testing spaces (in particular, existence of scaler invariants
follows from existence of one dimensional testing spaces). Minimizing the cardinality of
I(T ), after testing spaces identified and fixed, is a technical problem (see, for instance, a
series of refinements [16, 17, 12] on Theorem 1.1) and will not be the theme of this paper.
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In this paper we work on multi-variate case with a tuple of commuting operators ly-
ing in the following important and extensively studied class introduced by M. Cowen and
R.Douglas [5, 6].
Definition 1.3. Given positive integers m,n, and a bounded domain Ω in Cm, a commuting
m-tuple of operators T = (T1, · · · , Tm) acting on a Hilbert spaceH belongs to the class B
m
n (Ω)
if the followings hold:
(i) The space {((T1−z1)h, · · · , (Tm−zm)h), h ∈ H} is a closed subspace in H⊕· · ·⊕H(m
copies of H) for every z = (z1, · · · , zm) ∈ Ω;
(ii) dim∩mi=1 ker(Ti − zi) = n for every z ∈ Ω and
(iii) ∨z∈Ω ∩
m
i=1 ker(Ti − zi) = H(here ∨ denotes the closed linear span).
Operator tuples in Bmn (Ω) can be modeled by adjoints of coordinate multiplications on
Cn-valued holomorphic function spaces inm complex variables [7] such as Hardy or Bergman
spaces, making it a rich class of considerable interest in the analytic aspect. On the other
hand, the family {∩mi=1 ker(Ti−zi), z ∈ Ω} of joint eigen-spaces of T were shown [5] to admit
a structure of holomorphic Hermitian vector bundle of rank n over Ω, denoted by E(T),
and the classification of Bmn (Ω) features an appealing involvement of complex geometry on
E(T).
We record the following theorem which is the main result of Cowen and Douglas’ seminal
paper [5](which appeared in [5] with m = 1 and was extended to m > 1 in the subsequent
work [4]) giving a family of finite dimensional testing spaces for unitary equivalence of Bmn (Ω).
Theorem 1.4. ([4, 5])Operator tuples T and T˜ in Bmn (Ω) are unitarily equivalent if and
only if T|Hn+1z is unitarily equivalent to T˜|H˜n+1z for every z in Ω.
Here for a fixed multi-index I = (i1, · · · , im) and z = (z1, · · · , zm) ∈ Ω, set
(T− z)I := (T1 − z1)
i1(T2 − z2)
i2 · · · (Tm − zm)
im
and for a fixed positive integer k, we call
Hk
z
:= ∩|I|=k ker(T− z)
I
(where |I| = i1 + · · · + im) the k-th order localization of T at z(the notation H˜
n+1
z
ap-
plies analogously for T˜). The first order localization is nothing but the joint eigen-space
∩mi=1 ker(Ti− zi) at z, while the high order localization carries nontrivial connection between
operator theory of Bmn (Ω) and complex geometry of E(T)(as can be seen in the geometric
proof of Theorem 1.4).
Beyond point-wise localizations, developments on the multi-variate dilation theory and
Hilbert modules [2, 10] motivates new local theory for Bmn (Ω) where operator tuples are
localized on an analytic sub-manifold Z, denoted by HkZ , instead of a single point in Ω.
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Apart from its independent importance in function-theoretic operator theory(see Section 2
for more details), the classification theory of HkZ exhibits a conceptual difference and appeal
in the several-variable world([9, 8, 3]).
Our investigations begin with the point-wise localization, whose geometric theory has
been well-studied in [5, 4] hence we will focus on the operator-theoretic aspect. In Section
3, we give a complete set of operator-valued “Specht invariants” for T|Hk
z
via words in
T1, · · · , Tm and T
∗
1 , · · · , T
∗
m acting on the first order localizationH
1
z
= ∩mi=1 ker(Ti−zi), which
means unitary equivalence of T|Hkz can be tested on a much smaller H
1
z
(dimHk
z
= L dimH1
z
where L is the cardinality of multi-indices I with |I| ≤ k − 1, see Lemma 2.4 below)as a
canonical testing space in light of Definition 1.3. In particular, letting z run through Ω our
result (applied to localizations of order n + 1) implies a refinement of Theorem 1.4 in light
of Remark 1.2.
In Section 4 we turn to classification of localizations on analytic sub-manifolds. The
project was started assuming codimZ = 1(that is, Z is a hyper-surface) in a series of
works([9, 8, 3]) and in this paper, we work in the general situation in search of a unified
theory.
The analytic classification of HkZ is relatively technical, which in case codimZ = 1 was
stated and proved in terms of properly chosen “normalized frames” of E(T)(see Sec 3.[3] as
well as recent extension [11]). This particular kind of frame exists on a point-wise base(see
Lemma 2.1 below) and it will turn out that the problem can be reduced, in a nontrivial but
simple way, to the degenerate case that Z is a single point, from which a simple solution
valid in the general case follows.
Our interest mainly lies in a geometric classification theory which is expected to be
independent of particular choice of holomorphic frames of E(T) so as to become a “coor-
dinate free” theory, and we focus on the curvature of E(T) as well as its relation to the
operator-valued Specht’s invariant.
Geometrically the curvature represents the “second derivative” with respect to a given
connection and can be identified with a collection of linear bundle maps. We will show that
these bundle maps, up to conjugation with “bundle equivalences”(holomorphic isometric
bundle maps), exactly determines unitary equivalence of the second order localization H2Z ,
which not only extends earlier works on the case codimZ = 1, but more interestingly re-
veals(by its proof) a connection between operator-theoretic unitary equivalence of H2Z and
the geometric tensorial nature of the curvature. Moreover, we will show how the curvature
is related to the operator-valued invariants introduced in Section 3, which in turn realizes a
geometric Specht-type classification on nontrivial analytic sub-manifolds.
3
2 Holomorphic curves and localizations
We begin with basic elements on holomorphic curves with which the localizations can be
expressed in an explicit way to be used in later sections.
For a separable Hilbert space H and a positive integer n, let Gr(n,H) denote the Grass-
mann manifold of all n-dimensional subspaces of H. A map E : Ω → Gr(n,H) is called
a holomorphic curve if there exists n holomorphic H-valued functions γ1, · · · , γn, called a
holomorphic frame, such that E(z) = span{γ1(z), · · · , γn(z)} for every z ∈ Ω. In particular,
this defines a holomorphic Hermitian vector bundle of rank n over Ω whose Hermitian metric
on the fiber E(z) is the inner product of H. The holomorphic curve E is said to admit the
spanning property if
∨
z∈ΩE(z) = H. The uniqueness theorem for holomorphic functions
implies that if E admits the spanning property, it holds that
∨
z∈∆E(z) = H for any open
subset ∆ ⊂ Ω(see Corollary 1.13, [5]), in other words, one can properly shrink Ω without
losing the spanning property.
Lemma 2.1. Let E be a holomorphic curve over Ω of rank n. For any point z0 in Ω,
there exist a holomorphic frame {γi(z)}
n
i=1 for E over an neighborhood of z0 on which
〈γi(z), γj(z0)〉 = δij for all 1 ≤ i, j ≤ n, where δij is the Kronecker symbol.
Lemma 2.2. Let f(z,w) be a function on Ω × Ω which is holomorphic in z and anti-
holomorphic in w. If f(z, z) = 0 for all z ∈ Ω, then f(z,w) vanishes identically on Ω× Ω.
Lemma 2.1(see Lemma 2.4, [5]) asserts that a holomorphic curve always admits a holo-
morphic frame normalized at a single point which is called a normalized frame, and Lemma
2.2 is standard which will be useful in dealing with normalized frames in later sections.
Two holomorphic curves E and E˜ are said to be equivalent if there exists a holomorphic
isometric bundle map from E to E˜, that is, a family of isometric linear maps from E(z)
to E˜(z) parameterized by z ∈ Ω which can be represented by a holomorphic matrix-valued
function with respect to holomorphic frames of E and E˜. A fundamental result, called the
Rigidity Theorem(Theorem 2.2, [5]), states that in case both E and E˜ admit the spanning
property, geometric equivalence implies the existence of a unitary intertwining operator.
Theorem 2.3. (Rigidity Theorem)Let E and E˜ be two holomorphic curves over a domain
Ω such that
∨
z∈ΩE(z) = H and
∨
z∈Ω E˜(z) = H˜, then the followings are equivalent
(i)E and E˜ are equivalent via a holomorphic isometric bundle map Φ from E to E˜,
(ii) E and E˜ are congruent, i.e., there exists a unitary operator U from H to H˜ such
that UE(z) = E˜(z) for every z.
A key observation of [5] is that for any T ∈ Bmn (Ω), the map z 7→ ∩
m
i=1 ker(Ti − zi) is
a holomorphic curve, denoted by E(T), over Ω, hence there exists holomorphic H-valued
functions γ1, · · · , γn over Ω such that ∩
m
i=1 ker(Ti − zi) = span{γ1(z), · · · , γn(z)}.
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We will need to represent high order localizations Hk
z
= ∩|I|=k ker(T − z)
I in terms
of {γ1(z), · · · , γn(z)}. For a fixed multi-index I = (i1, · · · , im), set I! = i1! · · · im! and
∂I = ∂i11 ∂
i2
2 · · ·∂
im
m where ∂i denotes differentiation with respect to zi, 1 ≤ i ≤ m. Given
another multi-index J = (j1, · · · , jm), we say I ≥ J if ik ≥ jk for all 1 ≤ k ≤ m, and the
index (i1 − j1, · · · , im − jm) is denoted by I − J .
As ∩mi=1 ker(Ti − zi) = span{γ1(z), · · · , γn(z)}, the identity
(Tj − zj)γi(z) = 0
holds for every 1 ≤ i, j ≤ m, which, combined with standard differentiation computations
via the Leibnitz rule(or see p.470, [7]), yields
(T− z)I∂Jγi(z) =
{
J !
(J−I)!
γi(z), J ≥ I
0, otherwise
(2.1)
Lemma 2.4. Given an operator tuple T = (T1, · · · , Tm) ∈ B
m
n (Ω) and a fixed holomorphic
frame {γ1, · · · , γn} for E(T), it holds that for any positive integer k,
∩|I|=k ker(T− z)
I = span|I|≤k−1{∂
Iγi(z), 1 ≤ i ≤ n}
Proof. That span|I|≤k−1{∂
Iγi(z), 1 ≤ i ≤ n} ⊆ ∩|I|=k ker(T− z)
I trivially follows from (2.1)
and we prove ∩|I|=k ker(T− z)
I ⊆ span|I|≤k−1{∂
Iγi(z), 1 ≤ i ≤ n} by induction.
The conclusion trivially holds when k = 1 and we suppose it holds for some k. Now fix
x ∈ ∩|I|=k+1 ker(T−z)
I , then for any I such that |I| = k, (T−z)Ix lies in ∩|I|=1 ker(T−z)
I ,
which is the joint eigen-space spanned by {γ1(z), · · · , γn(z)}. Hence we get a collection of
complex numbers {aJi |1 ≤ i ≤ n, |J | = k} such that
(T− z)Ix =
n∑
i=1
aIi γi(z) (2.2)
whenever |I| = k.
We claim that the vector
x−
∑
|J |=k
n∑
i=1
aJi
J !
∂Jγi(z)
lies in ∩|I|=k ker(T − z)
I . Then the induction hypothesis together with the claim implies
that x ∈ span|J |≤k{∂
Jγi(z), 1 ≤ i ≤ n}, which gives the conclusion for k + 1 and completes
the induction.
To verify the claim, we fix a multi-index I such that |I| = k, then for any multi-index J
with |J | = k, it holds by (2.1) that
(T− z)I∂Jγi(z) =
{
I!γi(z), I = J
0, I 6= J
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This implies
(T− z)I
∑
|J |=k
n∑
i=1
aJi
J !
∂Jγi(z) = (T− z)
I
n∑
i=1
aIi
I!
∂Iγi(z) =
n∑
i=1
aIi γi(z), (2.3)
and the claim follows by comparing (2.2)and (2.3).
Corollary 2.5. For fixed positive integer d < m and a subset A = {a1, · · · , ad} ⊆ {1, 2, · · · , m},
let Λ = {I = (i1, · · · , im)|ia1 = ia2 = · · · = iad = 0}, then it holds that
∩|I|=k,I∈Λ ker(T− z)
I ∩l∈A ker(Tl − zl) = span|J |≤k−1,J∈Λ{∂
Jγi(z), 1 ≤ i ≤ n}. (2.4)
Proof. Note that Tl− zl annihilates ∂
Jγi(z) whenever l ∈ A and J ∈ Λ, the corollary follows
from a straightforward modification of above proof for Lemma 2.4.
Now we introduce the canonical model for localization of Bmn (Ω) on analytic sub-manifolds
in Ω. Fix a positive integer 1 ≤ d < m, let Z be a codimension d analytic sub-manifold of
the following form
Z = {(z1, z2, · · · , zm) ∈ Ω|z1 = z2 = · · · = zd = 0}. (2.5)
Definition 2.6. Given an operator tuple T = (T1, · · · , Tm) ∈ B
m
n (Ω), the restriction of T
on the closed linear span HkZ :=
∨
z∈Z ∩|I|=k,I∈Nd ker(T− z)
I ∩ml=d+1 ker(Tl − zl) is called the
localization of T over Z, where Nd = {I = (i1, · · · , im)|id+1 = · · · = im = 0}.
Remark 2.7. (i) When d = m hence Z degenerates to a point, Definition 2.6 boils down to
point-wise localization mentioned in Section 1. By Remark 2.5, for any holomorphic frame
{γ1, · · · , γn} of E(T),
HkZ =
∨
z∈Z
span{∂Iγ i(z), 1 ≤ i ≤ n, |I| ≤ k − 1, I ∈ N
d}
In other words, the holomorphic curve over Ω defined by z 7→ span{∂Iγi(z), 1 ≤ i ≤
n, |I| ≤ k − 1, I ∈ Nd} is independent of the choice of frame for E(T) and admits the
spanning property with respect to HkZ as a holomorphic curve along Z.
(ii)One might find the above definition of HkZ technical and not fully motivated. In
particular, its dependence on the particular form of Z seems to make it inadequate for
a general theory. In the end of this paper, we present an appendix with a brief revision
on the background materials(mainly extracted from [9, 3]) explaining the motivation and
justification of Definition 2.6, which involves a series of reduction procedures lying in earlier
works on function space model of Bmn (Ω), where H
k
Z corresponds to the quotient space with
respect to a canonical kind of subspace defined by vanishing conditions. Readers who are not
interested can move on to Section 3 and 4 without loss of continuity.
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3 Specht-type classification for point-wise localization
Throughout this section, k will be a fixed positive integer. We show that for an operator
tuple T = (T1, · · · , Tm) ∈ B
m
n (Ω), unitary equivalence of its k-th order localization THkz can
be tested by operators on the first order localization H1
z
= ∩mi=1 ker(Ti − zi).
Precisely, for each multi-index I = (i1, · · · , im), and z = (z1, · · · , zm) ∈ Ω, set
N I
z
:= (T1 − z1)
i1(T2 − z2)
i2 · · · (Tm − zm)
im |Hkz ,
with which we construct a collection of testing operators on H1
z
, denoted by KIJ
z
, given by
KIJ
z
:= PH1
z
[N I
z
(NJ
z
)∗]|H1
z
for multi-indices I, J . Here as N I
z
(NJ
z
)∗ does not necessarily leave H1
z
invariant, PH1
z
is
imposed to make KIJ
z
live in H1
z
.
The main result of this section as follows gives the Specht-type classification for THkz in
terms of KIJ
z
:
Theorem 3.1. Given operator tuples T and T˜ in Bmn (Ω), their localizations T|Hkz and
T˜|H˜k
z
are unitarily equivalent if and only if operator tuples {KIJ
z
, 1 ≤ |I|, |J | ≤ k − 1} and
{K˜IJ
z
, 1 ≤ |I|, |J | ≤ k − 1} are unitarily equivalent.
Remark 3.2. Apart from its formal construction(N I
z
as words in Ti− zi and K
IJ
z
as words
in N I
z
’s and their adjoints), we are eligible to call KIJ
z
a Specht-type invariant since in the
simplest nontrivial case k = 2 and n = 1(H1
z
is one dimensional), KIJ
z
as a scaler exactly
equals the trace of N I
z
(NJ
z
)∗(as can be seen from the matrix representation (4.26) in the proof
of Theorem 4.7 in Section 4).
With Theorem 3.1, we immediately get the following refinement of Theorem 1.4
Theorem 3.3. Operator tuples T and T˜ in Bmn (Ω) are unitarily equivalent if and only if
operator tuples {KIJ
z
, 1 ≤ |I|, |J | ≤ k − 1} and {K˜IJ
z
, 1 ≤ |I|, |J | ≤ k − 1} are unitarily
equivalent for every z in Ω.
The proof of Theorem 3.1 will be given in the end of this section after some preparations.
Before proceeding, we fix some notations and conventions in elementary linear algebra.
(i) “Inner product” of matrices : Let A = [aij]m×n and B = [bij ]n×p be two matrices
with entries aij , bij lying in a Hilbert space(whose inner product is denoted by 〈, 〉). Let
〈A,B〉 denotes the numerical matrix E = [eij ]m×p given by eij =
∑n
k=1〈aik, bkj〉. If C,D are
numerical matrices, then 〈CA,BD〉=C〈A,B〉D.
With this notation, if γ = (γ1, · · · , γn) is a holomorphic frame for a rank n holomorphic
curve, then its Gram matrix can be written as 〈γT (z),γ(z)〉. Moreover, γ is normalized at
a point z0 if and only if 〈γ
T (z),γ(z0)〉 = I identically.
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(ii)Representation of linear maps : We adopt the “left action” convention regarding to
representing matrices for linear maps. Precisely, let Φ be a linear map on a linear space
spanned by γ = (γ1, · · · , γn), then a matrix A = [aij ] represents Φ if Φγi =
∑
aijγj, or
in other words, ΦγT = (Φγ1, · · · ,Φγn)
T = A(γ1, · · · , γn)
T . If another linear map Ψ is
represented by B = [bij ], then ΦΨ is represented by BA(not AB, which corresponds to
“right action” convention).
Throughout this section we will work with normalized frames of E(T). In the single
variable case m = 1, the normalized frame was used in the study of geometric theory of
B1n(Ω) to identify localization order of an operator with “contact order” of a holomorphic
curve(see Section 2, [5] for details), and here we need the following variation for Bmn (Ω) as
a preparation before proving Theorem 3.1, which holds independent importance as well in
the discussions in Section 4.
Theorem 3.4. The followings are equivalent
(i) Hk
z
and H˜k
z
are unitarily equivalent;
(ii)there exists holomorphic frames γ and γ˜(whose Gram matrices are denoted by H and
H˜)for E(T) and E(T˜) such that ∂I∂
J
H = ∂I∂
J
H˜ at z for all |I|, |J | ≤ k − 1;
(iii)there exists holomorphic frames γ and γ˜ normalized at z such that ∂I∂
J
H = ∂I∂
J
H˜
at z for all |I|, |J | ≤ k − 1;
(iv) there exists holomorphic frames γ and γ˜ normalized at z and a constant unitary
matrix U , such that ∂I∂
J
H = U(∂I∂
J
H˜)U∗ at z for all |I|, |J | ≤ k − 1;
(v) For any holomorphic frames γ and γ˜ normalized at z, there exists a constant unitary
matrix U , such that ∂I∂
J
H = U(∂I∂
J
H˜)U∗ at z for all |I|, |J | ≤ k − 1.
We need two elementary lemmas before the proof of Theorem 3.4 and Theorem 3.1.
Lemma 3.5. Let γ = {γ1, · · · , γn} and β = {β1, · · · , βn} be two holomorphic frames of a
holomorphic curve over Ω such γ is normalized at a point z0. Then β is normalized at z0 if
and only if its transition function with γ is a constant unitary matrix.
Proof. For one direction, let U be a constant unitary matrix and βT = UγT , then for z in
Ω,
〈βT (z),β(z)〉 = U〈γT (z),γ(z)〉U∗,
where U∗ denotes the conjugate transpose of U . The above identity can be refined by Lemma
2.2 into
〈βT (z),β(w)〉 = U〈γT (z),γ(w)〉U∗
for all z,w ∈ Ω. As γ is normalized at z0, 〈γ
T (z),γ(z0)〉 = I, hence by setting w = z0 the
above equation becomes
〈βT (z),β (z0)〉 = U〈γ
T (z),γ(z0)〉U
∗ = UU∗ = I.
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Hence β is also normalized at z0.
Conversely, let U(z) be the transition function of β with γ, then U(z) is holomorphic
and
〈βT (z),β(z)〉 = U(z)〈γT (z),γ(z)〉U(z)∗,
which can be refined into
〈βT (z),β(w)〉 = U(z)〈γT (z),γ(w)〉U(w)∗.
If β is also normalized at z0, then 〈β
T (z),β (z0)〉 = 〈γ
T (z),γ (z0)〉 = I and the above
equation becomes(by setting w = z0)
I = 〈βT (z),β(z0)〉 = U(z)〈γ
T (z),γ(z0)〉U(z0)
∗ = U(z)U(z0)
∗.
This gives U(z) = U−1(z0)
∗, so U(z) is a constant unitary matrix.
The following lemma is standard and we omit the proof.
Lemma 3.6. Let Φ be a linear operator on a finite dimensional Hilbert space and γ =
{γ1, · · · , γn} be a base whose Gram matrix is H. If Φ is represented by a matrix A with
respect to γ, then its adjoint operator is represented by HA∗H−1.
Proof of Theorem 3.4:
Proof. (ii)⇒(i) Write γ = {γ1, · · · , γn} and γ˜ = {γ˜1, · · · , γ˜n}, hence by Lemma (2.4),
Hkz = span|J |≤k−1{∂
Jγi(z), 1 ≤ i ≤ n} and H˜
k
z = span|J |≤k−1{∂
J γ˜i(z), 1 ≤ i ≤ n}. Let Φ be
the linear map from Hk
z
to H˜k
z
defined by
Φ∂Jγi(z) := ∂
J γ˜i(z), |J | ≤ k − 1,
then Φ implements a unitary equivalence between Hk
z
and H˜k
z
.
In fact, Φ trivially intertwines Tl− zl and T˜l− zl(hence intertwines Tl and T˜l), 1 ≤ l ≤ m
as their actions on ∂Iγ(z) and ∂I γ˜(z) follows the same rule (2.1). Moreover, ∂I∂
J
H =
[〈∂Iγi, ∂
Jγj〉]1≤i,j≤n and ∂
I∂
J
H˜ = [〈∂I γ˜i, ∂
J γ˜j〉]1≤i,j≤n since the frames are holomorphic,
hence the condition (ii) implies
〈∂Iγi, ∂
Jγj〉 = 〈∂
I γ˜i, ∂
J γ˜j〉
for every 1 ≤ i, j ≤ n and |I|, |J | ≤ k − 1 at z, so Φ is isometric as well.
(iii)⇒(ii) Trivial.
(i)⇒(iii) Let Φ be a unitary operator from Hk
z
to H˜k
z
which implements the unitary
equivalence. We show that there exists holomorphic frames γ and γ˜ normalized at z such
that
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Φ∂Iγi(z) = ∂
I γ˜i(z) (3.1)
for all |I| ≤ k − 1, 1 ≤ i ≤ n, and (iii) will follow since Φ is isometric.
We begin with arbitrary fixed holomorphic frames γ = {γ1, · · · , γn} and γ˜ = {γ˜1, · · · , γ˜n}
for E(T) and E(T˜) normalized at z. As Φ intertwines Tl − zl and T˜l − zl, it maps the joint
eigen-space of T spanned by γ(z) to corresponding one of T˜ spanned by γ˜(z), hence there
exists an n× n matrix U such that
ΦγT (z) = U γ˜T (z),
and U is unitary since both γ and γ˜ are normalized at z. By Lemma 3.5, U γ˜T is again a
normalized frame at z, so we can replace γ˜T by U γ˜T which gives (3.1) in case |I| = 0.
Now we check (3.1) by induction on |I|. Suppose (3.1) holds with all |I| ≤ l for some l.
For any I with |I| = l + 1, it holds that
(T˜q − zq)(Φ∂
Iγi(z)− ∂
I γ˜i(z)) = 0 (3.2)
for every 1 ≤ q ≤ m.
In fact, by the intertwining property of Φ,
(T˜q − zq)(Φ∂
Iγi(z)− ∂
I γ˜i(z)) = Φ(Tq − zq)∂
Iγi(z)− (T˜q − zq)∂
I γ˜i(z).
Write I = (i1, · · · , iq, · · · , im}, then in case iq = 0, both (Tq−zq)∂
Iγi(z) and (T˜q−zq)∂
I γ˜i(z)
vanishes hence (3.2) trivially holds. In case iq ≥ 1, (Tq − zq)∂
Iγi(z) = iq∂
I′γi(z) and
(T˜q− zq)∂
Iγi(z) = iq∂
I′ γ˜i(z) where I
′ = (i1, · · · , iq−1, · · · , im), hence (3.2) follows from the
induction hypothesis.
Moreover, we observe that
〈Φ∂Iγi(z)− ∂
I γ˜i(z), γ˜j(z)〉 = 0 (3.3)
for every 1 ≤ j ≤ n.
In fact, as Φ is isometric and the frames are normalized at z, it holds that
〈Φ∂Iγi(z)−∂
I γ˜i(z), γ˜j(z)〉 = 〈Φ∂
Iγi(z),Φγj(z)〉−〈∂
I γ˜i(z), γ˜j(z)〉 = 〈∂
Iγi(z), γj(z)〉−〈∂
I γ˜i(z), γ˜j(z)〉 = 0−0 = 0
as desired.
Now (3.2) implies that Φ∂Iγi(z) − ∂
I γ˜i(z) lies in ∩
m
i=1 ker(T˜i − zi) which is spanned by
{γ˜1(z), · · · , γ˜n(z)}, hence (3.3) forces Φ∂
Iγi(z)− ∂
I γ˜i(z) = 0, concluding the induction.
(v)⇒(iv) Trivial.
(iv)⇒(iii) Let γ , γ˜ and U be as given by (iv), then σ˜T := U γ˜T is again a holomorphic
frame for E(T˜) normalized at z by Lemma 3.5. Moreover,
∂I∂
J
〈σT ,σ〉 = ∂I∂
J
(U〈γ˜T , γ˜〉U∗) = U(∂I∂
J
〈γ˜T , γ˜〉)U∗
10
holds in a neighborhood of z which, specifying at z, equals ∂I∂
J
〈γT ,γ〉 by (iv), so γ and σ
meets (iii).
(iii)⇒(v)Fix holomorphic frames β and β˜ normalized at z with properties given by (iii),
then for arbitrarily chosen holomorphic frames γ and γ˜ normalized at z, their exists, by
Lemma 3.5, constant unitary matrices V and V˜ such that γT = V βT and γ˜T = V˜ β˜
T
, which
gives
∂I∂
J
〈γT ,γ〉 = V (∂I∂
J
〈βT ,β〉)V ∗ = V (∂I∂
J
〈β˜
T
, β˜〉)V ∗ = V V˜ ∗(∂I∂
J
〈γ˜T , γ˜〉)V˜ V ∗
at z. The proof is completed by taking U = V V˜ ∗.
Finally we give the proof Theorem 3.1.
Proof. We fix a holomorphic frame γ = {γ1, · · · , γn} for E(T) normalized at z and begin by
calculating the matrix representation of KIJ
z
with respect to the base γ(z) of H1
z
(and K˜IJ
z
follows in the same way), which will be read out from the representing matrix for N I
z
NJ
z
∗
with respect to the base {∂Kγi(z), 1 ≤ i ≤ n, |K| ≤ k − 1} of H
k
z
.
Let L be the cardinality of the multi-index set {K, |K| ≤ k − 1}, then dimHk
z
= nL(L
can be worked out via binomial coefficients but we do not need the precise value). The Gram
matrix for {∂Kγi(z), 1 ≤ i ≤ n, |K| ≤ k − 1}, denoted by H, is an L × L block matrix
[HIJ ]0≤|I|,|J |≤k−1 in which each block is an n× n matrix HIJ := [〈∂
Iγi(z), ∂
Jγj(z)〉]1≤i,j≤n.
In principle, to precisely locate a particular block HIJ inH one need to assign an ordering
for the multi-indices, that is, a bijection σ from the set {K, |K| ≤ k−1} to {0, 1, 2, · · · , L−1}.
From now on we fix a particular ordering(the lexicographic ordering for instance), then we
can write
[HIJ ]0≤|I|,|J |≤k−1 = [HσI,σJ ]0≤σI,σJ≤L−1 = [Hij ]0≤i,j≤L−1,
where the terminology “I-th row/column” makes sense(which refers to “σ(I)-th row/column”),
and we can freely use the above three representations in the sequel which will not cause con-
fusion. In particular, we assume that σ(0, · · · , 0) = 0, so the block H00 is the Gram matrix
of γ.
By (2.1), for fixed index J , NJz maps ∂
Jγ(z) to J !γ(z), while for K 6= J , linear represen-
tation of NJz ∂
Kγ(z) in terms of {∂Kγ(z), |K| ≤ k−1} has no γ(z)-component. Therefore
NJ
z
has the following block matrix representation with respect to {∂Kγ, |K| ≤ k − 1}(γ(z)
appears in the 0-th place when we arrange {∂Kγ(z), |K| ≤ k − 1} into a column).
NJz =

0
...
J !In 0 · · · 0
...
0
 J − th
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Here we have not written out all nonzero blocks in NJz , since the only thing we need later
is that the (J, 0) block J !In is the only nonzero block throughout the 0-th column and J-th
row.
As the frame γ is normalized at z, it holds that
HI0 = [〈∂
Iγi(z), γj(z)〉]1≤i,j≤n = 0,
(similarly, H0I = 0) for all 1 ≤ |I| ≤ k − 1 and H00 = In. Therefore, the block matrix H is
of the form 
In 0 · · · 0
0 H11 · · · H1,L−1
...
...
...
0 HL−1,1 · · · HL−1,L−1
 ,
which in turn implies that its inverse G = [GIJ ]0≤|I|,|J |≤k−1 = [Gij]0≤i,j≤L−1 is of the same
form.
Now suppose |I|, |J | ≥ 1, then by Lemma 3.6, N I
z
NJ
z
∗
can be represented by


In 0 · · · 0
0 H11 · · · H1,L−1
.
.
.
.
.
.
.
.
.
0 HL−1,1 · · · HL−1,L−1




J − th
0 · · · J!In · · · 0
0
.
.
.
0




In 0 · · · 0
0 G11 · · · G1,L−1
.
.
.
.
.
.
.
.
.
0 GL−1,1 · · · GL−1,L−1




0
.
.
.
I!In 0 · · · 0
.
.
.
0


I − th
=


J − th
0 · · · J!In · · · 0
· · ·




0
I!G1I
I!G2I
.
.
.
.
.
.
I!GL−1,I


=


I!J!GJI · · ·
.
.
.


Since the frame is normalized at z, the space H1
z
spanned by γ(z) is is orthogonal to the
space spanned by {∂Kγ(z), 1 ≤ |K| ≤ k−1}, which implies that the block I!J !GJI appearing
at the left upper corner ofN I
z
NJ
z
∗
exactly represents PH1
z
(N I
z
NJ
z
∗
)|H1
z
with respect to the base
γ(z) of H1
z
. With similar notations, I!J !G˜IJ represents K˜
IJ
z
with respect to the normalized
frame γ˜(z) of E(T˜).
Now we are prepared to prove the theorem. For sufficiency, let Φ be a unitary operator
from H1
z
to H˜1
z
intertwining KIJ
z
and K˜IJ
z
whose representing matrix with respect to γ(z)
and γ˜(z) is denoted by U . Then U is a unitary matrix as both frames are normalized at z.
Moreover, the intertwining property gives
I!J !GIJU = U(I!J !G˜IJ)
that is
GIJ = UG˜IJU
∗ (3.4)
for all 1 ≤ |I|, |J | ≤ k − 1 at z.
Observing that at z, G00 = G˜00 = In and GI0 = G˜I0 = 0 whenever |I| 6= 0, identity 3.4
holds for all 0 ≤ |I|, |J | ≤ k − 1, which gives
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[GIJ ]0≤|I|,|J |≤k−1 = (U ⊗ IL)[G˜IJ ]0≤|I|,|J |≤k−1(U
∗ ⊗ IL). (3.5)
where U ⊗ IL denotes the diagonal block matrix with U lying on all diagonal blocks. Taking
inverse we get
[HIJ ]0≤|I|,|J |≤k−1 = (U ⊗ IL)[H˜IJ ]0≤|I|,|J |≤k−1(U
∗ ⊗ IL). (3.6)
Specifying (3.6) block-wise we see that at z,
HIJ = UH˜IJU
∗ (3.7)
holds for all 0 ≤ |I|, |J | ≤ k − 1. Recall that HIJ = ∂
I∂JH00 and H˜IJ = ∂
I∂JH˜00, the
sufficiency follows from combining (3.7) and Theorem 3.4.
Conversely, ifHk
z
and H˜k
z
are unitarily equivalent, then Theorem 3.4 implies the existence
of a constant unitary matrix U such that (3.7) holds, which in turn gives, by reversing the
above arguments, the intertwining property (3.4). So the unitary operator represented by
U with respect to γ(z) and γ˜(z) implements the unitary equivalence of {KIJ
z
, 1 ≤ |I|, |J | ≤
k − 1} and {K˜IJ
z
, 1 ≤ |I|, |J | ≤ k − 1}.
4 Curvature tensor and localization on sub-manifolds
In this section we turn to localization on analytic sub-manifolds and our focus mainly lies
in the geometric theory as well as its relation to the Specht-type classification. The analytic
theory turns out to be reducible to that of point-wise localizations which be will be discussed
in the end.
We begin with basic elements on differential geometry. If E is a holomorphic Hermitian
vector bundle, it is well known that there exists a unique canonical connection on E, which
is metric-preserving and compatible with the holomorphic structure. The curvature with
respect to this canonical connection is of form (1, 1) hence can be expressed as
K =
∑
1≤k,l≤m
Kkldzk ∧ dzl,
where the components {Kij} are linear bundle maps on E.
Given a local holomorphic frame γ of E with Gram matrix H = [〈γi, γj〉]1≤i,j≤n, the
representing matrix K(γ) of K is(see [13, 19])
Kkl(γ) = ∂l(∂kH ·H
−1) = (∂k∂lH − (∂kH)H
−1(∂lH))H
−1 (4.1)
for 1 ≤ k, l ≤ m(recall that we adopt the “left action” convention for matrices; in some
literatures the matrix for K is given by ∂(H−1∂H) where the right action convention applies).
The local matrix representation (4.1) implements a useful formula for calculating or
estimating the curvature in numerous literatures on Bmn (Ω), while in this paper, we will go
beyond its computational usefulness by exploring (4.1) from a tensorial viewpoint.
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To be precise, if one(with no pre-knowledge on connection theory) is directly presented
with (4.1) as a frame-to-matrix correspondence, a natural question is if such a correspondence
gives a well defined tensor. In other words, for another holomorphic frame β, does it holds
that
Kkl(γ) = AKkl(β)A
−1 (4.2)
where A is the holomorphic transition function from γ to β. Keeping this in mind, in
forthcoming discussions it will turn out that determining unitary equivalence of H2Z amounts
to verifying certain variations of this “tensorial property” between two different bundles(see
Remark 4.6 below).
Remark 4.1. In standard literatures on differential geometry[13, 19], (4.2)is not checked
since (4.1) is deduced from of the “tensorial” definition of the curvature as second derivative
with respect to the canonical connection.
We start with two elementary lemmas on block matrices. The first one as follows on
invertibility is well-known:
Lemma 4.2. Let R =
(
A B
C D
)
be a block matrix such that A and D are square matri-
ces(not necessarily of the same size). If A is invertible, then R is invertible if and only if
D − CA−1B is invertible and
R−1 =
(
A−1 + A−1B (D − CA−1B)
−1
CA−1 −A−1B (D − CA−1B)
−1
− (D − CA−1B)
−1
CA−1 (D − CA−1B)−1
)
.
Lemma 4.3. Let R =
(
A B
C D
)
and R˜ =
(
A˜ B˜
C˜ D˜
)
be 2× 2 block matrices with square
blocks of the same size such that A and A˜ are invertible. If there are matrices M,N, P,Q
with M , P invertible and(
A B
C D
)
=
(
M 0
N M
)(
A˜ B˜
C˜ D˜
)(
P Q
0 P
)
, (4.3)
then (D − CA−1B)A−1 = M(D˜ − C˜A˜−1B˜)A˜−1M−1.
Proof. The matrix equation gives A = MA˜P , B =MA˜Q+MB˜P , C = NA˜P +MC˜P and
D = NA˜Q +MC˜Q +NB˜P +MD˜P , thus
D − CA−1B = NA˜Q +MC˜Q +NB˜P +MD˜P − (NA˜P +MC˜P )(MA˜P )−1(MA˜Q +MB˜P )
= M(D˜ − C˜A˜−1B˜)P
hence (D − CA−1B)A−1 =M(D˜ − C˜A˜−1B˜)P (MA˜P )−1 = M(D˜ − C˜A˜−1B˜)A˜−1M−1.
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Remark 4.4. The block W := (D − CA−1B)A−1 will be useful in later discussions on the
unitary equivalence problem. In particular, we will use the fact that D is uniquely determined
by A,B,C and W ( D = WA+ CA−1B).
We are ready to prove the following geometric classification for H2Z in terms of the
curvature of E(T) as follows:
Theorem 4.5. Given operator tuples T and T˜ in Bmn (Ω), their localizations H
2
Z and H˜
2
Z on
the submanifold Z are unitarily equivalent if and only if there exists a holomorphic isometric
bundle map Φ from E(T)|Z to E(T˜)|Z which intertwines Kkl and K˜kl for 1 ≤ k, l ≤ m on
Z.
In the special case codimZ = 1, the conclusion of Theorem 4.5 was given by Douglas and
Misra for n = 1(see Section 6 [8]) then later by Douglas and the author allowing n > 1 (see
Theorem 21, [3]) respectively, and both works featured intricate computational proofs. Here
we adopt a different approach by putting the problem into a tensorial geometric framework
which yields a conceptual and more revealing solution working in the general situation.
Proof. Necessity: Fix arbitrary holomorphic frames γ and γ˜ for E(T) and E(T˜). Let U
be the operator from H2Z to H˜
2
Z implementing the unitary equivalence. The intertwining
property of U combined with Corollary 2.5(specifying (2.4) in case A = {d+1, · · · , m} and
k = 2) implies that the restriction of U on span{γ(z), ∂1γ(z), · · · , ∂dγ(z)} takes values in
span{γ˜(z), ∂1γ˜(z), · · · , ∂dγ˜(z)}. Moreover, as U preserves joint eigen-spaces, its restriction
on span{γ1(z), · · · , γn(z)} takes values in span{γ˜1(z), · · · , γ˜n(z)} for every z ∈ Z, which
gives a holomorphic isometric bundle map from E(T)|Z to E(T˜)|Z . We show that this
particular bundle map, denoted by Φ, admits the required intertwining property.
Let A0 = [ajk(z)]1≤j,k≤n be the representing matrix for Φ with respect to γ and γ˜. That
is, for 1 ≤ j ≤ n,
Uγj(z) =
n∑
k=1
ajk(z)γ˜k(z) (4.4)
for complex coefficients ajk(z) holomorphic with respect to z ∈ Z.
Observe that for any 1 ≤ l ≤ d, z ∈ Z, U maps span{γ(z), ∂lγ(z)} to span{γ˜(z), ∂lγ˜(z)}
by Corollary 2.5(specifying (2.4) in case A = {1, 2, · · · , m}\{l} and k = 2). Hence for every
1 ≤ j ≤ n, 1 ≤ l ≤ d, we can write
U∂lγj(z) =
n∑
k=1
aljk(z)γ˜k(z) +
n∑
k=1
bljk(z)∂lγ˜k(z) (4.5)
for complex coefficients aljk(z), b
l
jk(z) holomorphic in z ∈ Z.
Note that Nl annihilates γ and sends ∂lγ to γ, combining the intertwining condition
UNl = NlU with (4.5) and (4.4) yields
bljk = ajk
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for every 1 ≤ l ≤ d, 1 ≤ j, k ≤ n. So (4.5) becomes
U∂lγj(z) =
n∑
k=1
aljk(z)γ˜k(z) +
n∑
k=1
ajk(z)∂lγ˜k(z). (4.6)
If we set Al = [a
l
jk(z)]1≤j,k≤n, then Al is a holomorphic matrix-valued function over Z.
Combing (4.6) and (4.4), one sees that the action of U from span{γ(z), ∂1γ(z), · · · , ∂dγ(z)}
to span{γ˜(z), ∂1γ˜(z), · · · , ∂dγ˜(z)} can be represented by the following lower triangular block
matrix 
A0
A1 A0
A2 0 A0
...
...
. . .
Ad 0 · · · 0 A0
 . (4.7)
LetH00 := [〈γp(z), γq(z)〉]1≤p,q≤n be the Grammatrix of γ(z) and setHij := [〈∂iγp(z), ∂jγq(z)〉]1≤p,q≤n
(similar notations applies to γ˜). As U is isometric, it holds that
H00 · · · H0d
H10 · · · H1d
H20 · · · H2d
...
...
Hd0 · · · Hdd
 =

A0
A1 A0
A2 0 A0
...
...
. . .
Ad 0 · · · 0 A0


H˜00 · · · H˜0d
H˜10 · · · H˜1d
H˜20 · · · H˜2d
...
...
H˜d0 · · · H˜dd


A∗
0
A∗
1
A∗
2
· · · A∗d
A∗
0
0 · · · 0
A∗
0
...
. . . 0
A∗
0

(4.8)
Now we are prepared to give the intertwining property for Φ with respect to Kkl and
K˜kl, which at the matrix level amounts to
(Hkl −Hk0H
−1
00 H0l)H
−1
00 A0 = A0(H˜kl − H˜k0H˜
−1
00 H˜0l)H˜
−1
00 (4.9)
for all 1 ≤ k, l ≤ m. We arrange the verification of (4.9) into three cases.
Case1: 1 ≤ l, k ≤ d.
Equating the (0, 0), (0, l), (k, 0) and (k, l) blocks in both sides of (4.8) gives the following
identities on Z:
H00 = A0H˜00A
∗
0, (4.10)
H0l = A0H˜00A
∗
l + A0H˜0lA
∗
0, (4.11)
Hk0 = AkH˜00A
∗
0 + A0H˜k0A
∗
0, (4.12)
Hkl = AkH˜00A
∗
l + A0H˜k0A
∗
l + AkH˜0lA
∗
0 + A0H˜klA
∗
0. (4.13)
It is easy to check that (4.10)–(4.13) is equivalent to the following matrix identity:(
H00 H0l
Hk0 Hkl
)
=
(
A0 0
Ak A0
)(
H˜00 H˜0l
H˜k0 H˜kl
)(
A∗0 A
∗
l
0 A∗0
)
(4.14)
16
So Lemma 4.3 applies to yield
(Hkl −Hk0H
−1
00 H0l)H
−1
00 = A0(H˜kl − H˜k0H˜
−1
00 H˜0l)H˜
−1
00 A
−1
0 , (4.15)
and (4.9) follows as desired.
Case2: 1 ≤ k ≤ d, d+ 1 ≤ l ≤ m.
In this case, it is valid to apply partial derivative to known identities with respect to zl
along Z. As A0 is holomorphic on Z, apply ∂l to (4.10) and (4.12) yields
H0l = A0H˜0lA
∗
0 + A0H˜00∂lA
∗
0 (4.16)
Hkl = AkH˜0lA
∗
0 + AkH˜00∂lA
∗
0 + A0H˜klA
∗
0 + A0H˜k0∂lA
∗
0, (4.17)
Combining (4.10)(4.12)(4.16)(4.17) yields(
H00 H0l
Hk0 Hkl
)
=
(
A0 0
Ak A0
)(
H˜00 H˜0l
H˜k0 H˜kl
)(
A∗0 ∂lA
∗
0
0 A∗0
)
. (4.18)
Now a similar argument as we have done in Case 1 involving Lemma 4.3 gives (4.9) in this
Case 2.
Case3: d+ 1 ≤ l, k ≤ m.
In this case, ∂l, ∂k, and ∂k∂l makes sense on Z which, applied to (4.10), yield
H0l = A0H˜0lA
∗
0 + A0H˜00∂lA
∗
0, (4.19)
Hk0 = (∂kA0)H˜00A
∗
0 + A0H˜k0A
∗
0, (4.20)
Hkl = (∂kA0)H˜0lA
∗
0 + A0H˜k0∂lA
∗
0 + (∂kA0)H˜00∂lA
∗
0 + A0H˜klA
∗
0. (4.21)
Combing (4.10)(4.19)(4.20)(4.21) gives(
H00 H0l
Hk0 Hkl
)
=
(
A0 0
∂kA0 A0
)(
H˜00 H˜0l
H˜k0 H˜kl
)(
A∗0 ∂lA
∗
0
0 A∗0
)
. (4.22)
Hence (4.9) follows in the same way as the above two cases, completing the proof of the
necessity.
Sufficiency: In light of Remark 2.7, the following holomorphic curve along Z, denoted
by EH2
Z
, given by
z 7→ span{γ(z), ∂1γ(z), · · · , ∂dγ(z)}, z ∈ Z
admits the spanning property with respect to H2Z(EH˜2
Z
is defined analogously). If we can
construct a holomorphic isometric bundle map Ψ from EH2
Z
to EH˜2
Z
which intertwines Nl
and N˜l, 1 ≤ l ≤ m fiber-wise, and the conclusion will follow from the Rigidity Theorem.
The intertwining property
ΨNl = N˜lΨ (4.23)
can be achieved if Ψ is represented by a block matrix of the form (4.7) with respect to
{γ(z), ∂1γ(z), · · · , ∂dγ(z} and {γ˜(z), ∂1γ˜(z), · · · , ∂dγ˜(z)}. In fact, that (4.23) holds for
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1 ≤ l ≤ d comes from the construction of (4.7) in above proof of the necessity, and both
sides of (4.23) vanish for d+ 1 ≤ l ≤ m.
Now it suffices to insert matrix-valued functions A0, · · · , Ad which are holomorphic on
Z into (4.7) such that the metric-preserving condition (4.8), which is equivalent to the
combination of (4.10) (4.11)(4.12) (4.13), holds.
The isometric holomorphic bundle map Φ from E(T)|Z to E(T˜)|Z provides an n × n
matrix-valued holomorphic function A0 along Z satisfying (4.10), whose intertwining prop-
erty with respect to Kkl and K˜kl gives (4.9). It remains to find A1, · · ·Ad which are holo-
morphic along Z and (4.11)(4.12) (4.13) holds for 1 ≤ l, k ≤ d.
Set
Ak := (Hk0A
∗
0
−1 − A0H˜k0)H˜
−1
00 (4.24)
for every 1 ≤ k ≤ d. Then (4.12) holds for 1 ≤ k ≤ d and (4.11) automatically follows for
1 ≤ l ≤ d by taking adjoints. It remains to show that every Ak is holomorphic and (4.13)
holds for 1 ≤ k, l ≤ d.
Observe that identities (4.10) (4.11) (4.12), as consequences of our choice of Ak, equates
the left upper, right upper, and left lower blocks of the two sides in (4.14). Moreover, the
intertwining property (4.9) of Φ implies that the two sides in (4.14) have the same “W -
blocks”. So by Remark 4.4, their right lower blocks are equal as well, which gives (4.13) as
desired.
Finally we verify that Ak defined by (4.24) is holomorphic over Z, that is, ∂lAk = 0 for
d+ 1 ≤ l ≤ m.
Observing that A0 is holomorphic, we first apply ∂l to (4.12) which holds by the con-
struction of Ak to get
Hkl = (∂lAk)H˜00A
∗
0 + AkH˜0lA
∗
0 + AkH˜00∂lA
∗
0 + A0H˜klA
∗
0 + A0H˜k0∂lA
∗
0. (4.25)
On the other hand, if we can verify (4.17), then comparing (4.17) and (4.25) forces
(∂lAk)H˜00A
∗
0 = 0,
which implies ∂lAk = 0 since H00 and A0 are invertible, and this will completes the proof of
the theorem.
The remaining verification of (4.17) goes in a similar way as we have just done to (4.13).
Applying ∂l to (4.10) we see that (4.16) holds, which, together with (4.10) and (4.12), implies
that two sides of (4.18) has the same left upper, right upper, and left lower blocks. Now we
can invoke the intertwining property (4.9) again, specified to 1 ≤ k ≤ d, d+ 1 ≤ l ≤ m, to
conclude, by Remark 4.4, that the right lower blocks in two sides of (4.18) are equal, which
gives (4.17).
Remark 4.6. Now we revisit the tensorial property (4.2) of the curvature. If γ and β differ
by a transition matrix function A(which is holomorphic), their Gram matrices H(γ) and
H(β) are related by H(γ) = AH(β)A∗, to which one can apply ∂l, ∂k, and ∂k∂l as in Case
3(as the frames are defined on open subset rather than a lower dimensional sub-manifold,
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we can allow k, l to run through 1 to m) hence (4.2) follows in the same way by Lemma
4.3. This gives an proof of (4.2) without resorting to connection theory on vector bundles,
and the three cases in the proof of Theorem 4.5 are variations of this tensorial property with
respect to two different bundles, as we mentioned in the beginning of this section.
The next result relates the curvature of E(T) to the operator-valued invariant we intro-
duced for point-wise localizations in Section 3. For fixed z = (z1, · · · , zm), we adopt more
concise notations N i
z
:= (Ti− zi)|H2
z
and Kij
z
:= N i
z
N j
z
∗
|H1
z
in the statement and proof of the
following theorem(here we do not apply PH1
z
since N i
z
N j
z
∗
preserves H1
z
as can be seen soon).
Theorem 4.7. A linear map Φ from H1
z
to H˜1
z
intertwines Kij
z
and K˜ij
z
, 1 ≤ i, j ≤ m if
and only if it intertwines the curvatures Kij and K˜ij, 1 ≤ i, j ≤ m, at z.
Proof. Fix arbitrary fixed holomorphic frames γ of E(T). Let H00 = [〈γp(z), γq(z)〉]1≤p,q≤n
be the Gram matrix of γ(z) and Hij = [〈∂iγp(z), ∂jγq(z)〉]1≤p,q≤n. Then the Gram matrix
for {γ(z), ∂1γ(z), · · · , ∂mγ(z)} is the block matrix [Hij]0≤i,j≤m. We begin with representing
matrix for Kij
z
with respect to the base γ(z) of H1
z
, which will be read out from the 0-th
row of the larger matrix representing N i
z
N j
z
∗
on H2
z
so we start with the latter(unlike the
proof of Theorem 3.1, γ is not assumed to be normalized here).
Recall that by (2.1), for each 1 ≤ i ≤ m, N i
z
acts onH2
z
= span{γ(z), ∂1γ(z), · · · , ∂mγ(z)}
by
N i
z
=

0 · · · · · · 0
...
...
...
...
In 0 · · · 0
...
...
...
...
0 · · · · · · 0
 i− th ,
which is an (m+ 1)× (m+ 1) block matrix with only one nonzero block, the n× n identity
matrix In at the (i, 0) position.
Let [Gij]0≤i,j≤m be the inverse of [Hij]0≤i,j≤m. By Lemma 3.6, the matrix representing
N i
z
N j
z
∗
on H2
z
is

H00 · · · H0m
...
...
Hm0 · · · Hmm


j− th
0 · · · In · · · 0
...
... 0
...
...
...
...
...
...
...
0 · · · 0 · · · 0


G00 · · · G0m
...
...
Gm0 · · · Gmm


0 · · · · · · 0
...
...
...
...
In 0 · · · 0
...
...
...
...
0 · · · · · · 0
 i− th
19
=
j− th
0 · · · H00 · · · 0
...
...
· · · · · · · · ·


G0i 0 · · · 0
G1i 0 · · · 0
...
...
...
Gmi 0 · · · 0
 =

H00Gji 0 · · · 0
∗ 0 · · · 0
...
...
...
∗ 0 · · · 0
 (4.26)
This implies for all 1 ≤ i, j ≤ m, N i
z
N j
z
∗
leaves H1
z
invariant and Kij
z
= N i
z
N j
z
∗
|H1z
has the matrix representation H00Gji with respect to γ(z). With similar notations, H˜00G˜ji
represents K˜ij
z
with respect to γ˜(z) where γ˜ is a fixed holomorphic frame for E(T˜).
Let A be the representing matrix for Φ with respect to γ(z) and γ˜(z). If Φ admits the
prescribed intertwining property with respect to Kij
z
and K˜ij
z
, then
H00GijA = AH˜00G˜ij (4.27)
for 1 ≤ i, j ≤ m, which in turn gives
(H00 ⊗ Im)[Gij ]1≤i,j≤m(A⊗ Im) = (A⊗ Im)(H˜00 ⊗ Im)[G˜ij ]1≤i,j≤m
or equivalently
(A⊗ Im)[G˜ij ]
−1
1≤i,j≤m(H˜
−1
00 ⊗ Im) = [Gij]
−1
1≤i,j≤m(H
−1
00 ⊗ Im)(A⊗ Im) (4.28)
as an equality between two m×m block matrices.
On the other hand, it holds by Lemma 4.2 that G11 · · · G1m...
Gm1 · · · Gmm

−1
=
 H11 · · · H1m...
Hm1 · · · Hmm
−
 H10...
Hm0
H−100 (H01 · · ·H0m)
= [Hij −Hi0H
−1
00 H0j ]1≤i,j≤m (4.29)
Combing (4.28) and (4.29) gives
(A⊗Im)[H˜ij−H˜i0H˜
−1
00 H˜0j ]1≤i,j≤m(H˜
−1
00 ⊗Im) = [Hij−Hi0H
−1
00 H0j ]1≤i,j≤m(H
−1
00 ⊗Im)(A⊗Im).
Specifying the above identity block-wise gives
(Hij −Hi0H
−1
00 H0j)H
−1
00 A = A(H˜ij − H˜i0H˜
−1
00 H˜0j)H˜
−1
00 , (4.30)
which is exactly the desired intertwining condition of Φ with respect to Kij and Kij in
terms of representing matrices, proving one direction of the theorem. It is obvious that one
can reverse the above argument to obtain (4.27) by starting from (4.30), hence the other
direction follows, completing the proof.
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Combining Theorem 4.7 and Theorem 4.5, we obtain the following geometric Specht-type
classification for H2Z .
Theorem 4.8. For two operator tuples T and T˜ in Bmn (Ω), their localizations H
2
Z and H˜
2
Z on
the submanifold Z are unitarily equivalent if and only if there exists a holomorphic isometric
bundle map Φ from E(T)|Z to E(T˜)|Z which intertwines K
ij
z
and K˜ij
z
, for 1 ≤ i, j ≤ m on
Z.
Finally we put some remarks on the analytic classification theory for HkZ in terms of
normalized frames. The following Theorem 4.9(in the form (i)⇐⇒ (iv)) was first given by
Douglas and the author (Theorem 17, [3]) in case codimZ = 1. More recently, by combing
approaches in [3] and [9], Deb managed to extend it to the general situation [11]. Here
we observe that the problem can be reduced to the point-wise case(Theorem 3.4) by an
application of Lemma 2.2, which yields a much simpler proof as we present here.
Theorem 4.9. The followings are equivalent
(i) The localizations Hk
Z
and H˜k
Z
are unitarily equivalent;
(ii)there exists holomorphic frames γ and γ˜ for E(T) and E(T˜) such that ∂I∂
J
H =
∂I∂
J
H˜ on Z for all |I|, |J | ≤ k − 1, I, J ∈ Nd = {I = (i1, · · · , im)|id+1 = · · · = im = 0};
(iii)there exists holomorphic frames γ and γ˜ normalized at some z0 ∈ Z such that
∂I∂
J
H = ∂I∂
J
H˜ on Z for all |I|, |J | ≤ k − 1, I, J ∈ Nd;
(iv) there exists holomorphic frames γ and γ˜ normalized at z0 ∈ Z and a constant unitary
matrix U , such that ∂I∂
J
H = U(∂I∂
J
H˜)U∗ on Z for all |I|, |J | ≤ k − 1, I, J ∈ Nd;
(v) for any holomorphic frames γ and γ˜ normalized at z0 ∈ Z, there exists a constant
unitary matrix U , such that ∂I∂
J
H = U(∂I∂
J
H˜)U∗ on Z for all |I|, |J | ≤ k− 1, I, J ∈ Nd.
Proof. (ii)⇒ (i)For all points z ∈ Z, the linear maps defined by
Φ(z) : ∂Iγi(z) 7→ ∂
Iγi(z), |I| ≤ k − 1, I ∈ N
d
glue to a linear bundle map between the canonical holomorphic curves spanning HkZ and
H˜kZ(in the sense of Remark 2.7), which is holomorphic as it sends holomorphic frames to
holomorphic frames. That Φ(z) is isometric and intertwines Tl−zl and T˜l−zl are point-wise
requirements and follows in the same way as in the proof of Theorem (3.4) so the conclusion
follows from the Rigidity Theorem.
(iii)⇒ (ii) Trivial.
(i)⇒ (iii)Let Φ be the unitary operator from HkZ to H˜
k
Z implementing the unitary equiv-
alence. We claim that there exists holomorphic frames γ and γ˜ normalized at z0 such that
Φγi(z) = γ˜i(z) for every 1 ≤ i ≤ n, z ∈ Z.
With the claim whose proof will be given later, we show by induction that
Φ∂Iγi(z) = ∂
I γ˜i(z) (4.31)
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for every 1 ≤ i ≤ n, |I| ≤ k − 1, I ∈ Nd and z ∈ Z, then (iii) will follow from the fact that
Φ is isometric.
The claim gives (4.31) in case |I| = 0 and we suppose (4.31) holds with |I| ≤ l, I ∈ Nd,
for some l as an induction hypothesis. Then for any I with |I| = l+1, I ∈ Nd, it holds that
(T˜q − zq)(Φ∂
Iγi(z)− ∂
I γ˜i(z)) = 0
for every 1 ≤ q ≤ m, z ∈ Z. In fact, as I ∈ Nd, the above identity trivially holds for
d + 1 ≤ q ≤ m, while for 1 ≤ q ≤ d, the proof goes in the same way (using the induction
hypothesis) as in the proof of Theorem 3.4.
Now Φ∂Iγi(z)− ∂
I γ˜i(z) lies in ∩
m
i=1 ker(T˜i − zi), hence there exists a
i
k(z) holomorphic in
z such that
Φ∂Iγi(z)− ∂
I γ˜i(z) =
n∑
k=1
aik(z)γ˜k(z) (4.32)
and suffices to show that aik(z) = 0 for all 1 ≤ k ≤ n, z ∈ Z, which concludes the induction.
As Φ is isometric,
〈Φ∂Iγi(z)− ∂
I γ˜i(z), γ˜j(z)〉 = 〈∂
Iγi(z), γj(z)〉 − 〈∂
I γ˜i(z), γ˜j(z)〉
for all 1 ≤ j ≤ n, z ∈ Z.
Inserting the linear representation (4.32) yields
〈
n∑
k=1
aik(z)γ˜k(z), γ˜j(z)〉 = 〈∂
Iγi(z), γj(z)〉 − 〈∂
I γ˜i(z), γ˜j(z)〉.
Applying Lemma 2.2 to change the anti-holomorphic part into w and setting w = z0 gives
〈
n∑
k=1
aik(z)γ˜k(z), γ˜j(z0)〉 = 〈∂
Iγi(z), γj(z0)〉 − 〈∂
I γ˜i(z), γ˜j(z0)〉.
As γ and γ˜ are both normalized at z0, 〈∂
Iγi(z), γj(z0)〉 = 〈∂
I γ˜i(z), γ˜j(z0)〉 = 0 hence
〈
n∑
k=1
aik(z)γ˜k(z), γ˜j(z0)〉 = 0
for all 1 ≤ j ≤ n, z ∈ Z, which, combined with the fact that 〈γ˜k(z), γ˜j(z0)〉 = δjk, implies a
i
k(z) = 0
for all 1 ≤ k ≤ n, concluding the induction.
It remains to prove the claim. To this end, we take arbitrary but fixed holomorphic frames
γ = {γ1, · · · , γn} and γ˜ = {γ˜1, · · · , γ˜n} normalized at z0. Then for any fixed z ∈ Z, Φ preserves
joint eigen-spaces hence maps span{γ1(z), · · · , γn(z)} to {γ˜1(z), · · · , γ˜n(z)}, so there exists an n×n
holomorphic matrix function U(z) such that ΦγT (z) = U(z)γ˜T (z). As Φ is isometric,
〈γT (z),γ(z)〉 = U(z)〈γ˜T (z), γ˜(z)〉U(z)∗
holds for all z ∈ Z.
Now an application of Lemma 2.2 as in the “only if ” part of Lemma 3.5 implies that U(z) is a
constant unitary matrix, and the claim follows by replacing the frame γ˜T by U γ˜T . This completes
the proof of (i)⇒(iii).
(iii)⇔(iv)⇔(v) As U is a constant matrix, the proof in Theorem 3.4 remains valid when the
single point z is replaced by the submanifold Z.
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5 Appendix
Coordinate multiplications on a holomorphic function space of several complex variables
provide a basic model in multivariate operator theory. In light of [7], an operator tuple
T = (T1, · · · , Tm) ∈ B
m
n (Ω) is always unitarily equivalent to (M
∗
z1
, · · · ,M∗zm) on a Hilbert
spaceM consisting of Cn-valued holomorphic functions with bounded point-wise evaluations
over Ω∗(the conjugate domain of Ω), where
Mzi : f 7→ zif, f ∈M
denotes multiplication by the ith coordinate function zi. In this appendix, we describe the
explicit realization of HkZ in this function space model.
Let ez : f 7→ f(z) be the evaluation functional at z. For any vector ξ ∈ C
n, e∗
z
ξ is a
function in M which is conventionally denoted by K(·, z)ξ and the following reproducing
property holds
〈f,K(·, z)ξ〉M = 〈f(z), ξ〉Cn.
AsM consists of holomorphic functions, K(·, z)ξ is anti-holomorphic in z ∈ Ω∗ and from the
above reproducing property one can easily verify that if {e1, · · · , en} is a base for C
n, then
∩mi=1 ker(M
∗
zi
− zi) = span{K(·, z)ei, 1 ≤ i ≤ n}. In other words, if we set γi(z) := K(·, z)ei,
then {γ1(z), · · · , γn(z)} is holomorphic in z ∈ Ω and implements a holomorphic frame for
the holomorphic curve z 7→ ∩mi=1 ker(M
∗
zi
− zi).
A closed subspace M0 in M is called an invariant subspace(or submodule when M is
viewed as a module over the polynomial ring in m variables) if MziM0 ⊆ M0 for every
1 ≤ i ≤ m. The quotient module M⊖M0 as well as the corresponding resolution theory
constitute a fruitful chapter in function-theoretic operator theory([10, 15]). In particular,
the localization HkZ corresponds to an important class of quotient modules with respect to
sub-modules defined by vanishing conditions on Z, which is a desirable model to realize the
geometric operator theory of [5] on lower dimensional objects.
Precisely, let Z be the coordinate slice (2.5) and Nd = {I = (i1, · · · , im)|id+1 = · · · =
im = 0}, let M
k
0 be the subspace of M determined by the following vanishing condition:
Mk0 = {f ∈M, ∂
If(z) = 0, z ∈ Z∗, |I| ≤ k − 1, I ∈ Nd}. (5.1)
It is easy to verify that M0 is a submodule. Moreover, for any z in Ω
∗ and f ∈ M, the
reproducing property gives 〈∂If(z), ei〉Cn = 〈f, ∂
I
K( , z)ei〉M. Hence
∂If(z) = 0
if and only if
〈f, ∂
I
K( , z)ei〉M = 0
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for any 1 ≤ i ≤ n. Therefore
Mkq :=M ⊖M
k
0 = ∨z∈Z∗span{∂
I
K( , z)ei, 1 ≤ i ≤ n, |I| ≤ k − 1, I ∈ N
d}.
In other words, the anti-holomorphic curve over Z∗ defined by z 7→ span{∂
I
K( , z)ei, 1 ≤
i ≤ n, |I| ≤ k − 1, I ∈ Nd}, z ∈ Z∗ has the spanning property with respect to Mkq .
Equivalently, the holomorphic curve over Z defined by z 7→ span{∂Iγi(z), 1 ≤ i ≤ n, |I| ≤
k − 1, I ∈ Nd}(recall that γi(z) := K(·, z)ei) admits the spanning property with respect to
Mkq , which means that in the function model, M
k
q represents H
k
Z in light of Remark 2.7.
Passing to the general situation where an analytic sub-manifold Z does not necessarily
take the form (2.5), M0 can be defined as the sub-module consisting of functions in M
vanishing to order at least k on Z((see [14] for the detailed definition), which is a coordinate-
free condition and coincides with (5.1) when Z takes the form (2.5). On the other hand, with
a proper shrink of Ω and coordinate change, one can always assume Z to be the coordinate
slice (2.5), and the spanning property together with a standard “restriction argument”(in
the sense of Aronzajn [1]) ensures that either the shrink of Ω or change of coordinate yields
unitarily equivalent quotient modules(see [9] for details), which means that focusing on
Definition 2.6 will not result in any conceptual loss of generality.
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