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Extensions of the Frobenius to the ring of differential
operators on a polynomial algebra in prime
characteristic
V. V. Bavula
Abstract
Let K be a field of characteristic p > 0. It is proved that each automorphism
σ ∈ AutK(D(Pn)) of the ring D(Pn) of differential operators on a polynomial algebra
Pn = K[x1, . . . , xn] is uniquely determined by the elements σ(x1), . . . , σ(xn); and
that the set Frob(D(Pn)) of all the extensions of the Frobenius (homomorphism)
from certain maximal commutative polynomial subalgebras of D(Pn), like Pn, to the
ring D(Pn) is equal to AutK(D(Pn)) ·F where F is the set of all the extensions of the
Frobenius from Pn to D(Pn) that leave invariant the subalgebra of scalar differential
operators. The set F is found explicitly, it is large (a typical extension depends on
countably many independent parameters).
Key Words: extensions the Frobenius, ring of differential operators, Frobenius
polynomial subalgebra, group of automorphisms.
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1 Introduction
Throughout, ring means an associative ring with 1, N := {0, 1, . . .} is the set of natural
numbers, p is a prime number, Fp := Z/Zp is the field that contains p elements, K is an
arbitrary field of characteristic p > 0 (if it is not stated otherwise), Pn := K[x1, . . . , xn]
is a polynomial algebra, D(Pn) = ⊕α∈NnPn∂
[α] is the ring of differential operators on Pn
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where ∂[α] :=
∏n
i=1
∂
αi
i
αi!
, and ∆n = ⊕α∈NnK∂
[α] is the algebra of scalar differential operators
on Pn.
Rigidity of the group of automorphisms AutK(D(Pn)). In characteristic zero,
there is a strong connection between the groups AutK(Pn) and AutK(D(Pn)) as, for ex-
ample, the (essential) equivalence of the Jacobian Conjecture for Pn and the Dixmier
Problem/Conjecture for D(Pn) shows (see [1], [8], [6], see also [5]). Moreover, in the class
of all the associative algebras conjecture like the two mentioned conjectures makes sense
only for the algebras Pm ⊗ D(Pn) as was proved in [3] (the two conjectures can be refor-
mulated in terms of locally nilpotent derivations that satisfy certain conditions, and the
algebras Pm ⊗ D(Pn) are the only associative algebras that have such derivations). This
general conjecture is true iff either the JC or the DC is true, see [3].
In prime characteristic, relations between the two groups, AutK(Pn) and AutK(D(Pn)),
are even tighter as the following result shows.
Theorem 1.1 (Rigidity of the group AutK(D(Pn))) Let K be a field of characteristic
p > 0, and σ, τ ∈ AutK(D(Pn)). Then σ = τ iff σ(x1) = τ(x1), . . . , σ(xn) = τ(xn).
Remark. Theorem 1.1 does not hold in characteristic zero (eg, the automorphisms σ :
x 7→ x+∂ , ∂ 7→ ∂, and τ = idD(P1) of the first Weyl algebra D(P1) = K〈x, ∂ | ∂x−x∂ = 1〉
are distinct but σ(x) = τ(x)). In general, in prime characteristic Theorem 1.1 does not
hold for localizations of the polynomial algebra Pn, eg, K[x
±1
1 , . . . , x
±1
n ), [4]. Note that the
K-algebra D(Pn) is not finitely generated and neither left nor right Noetherian.
Extensions of the Frobenius to the ring of differential operators D(Pn). In the
paper, we are interested in the question of extending the Frobenius homomorphism (the
Frobenius, for short),
F : Pn → Pn, a 7→ a
p,
to the ring of differential operators D(Pn). There is the canonical one,
Fx : D(Pn)→ D(Pn), ∂
[α] 7→ ∂[pα], α ∈ Nn,
which is called the canonical Frobenius on D(Pn) that corresponds to the set of generators
(x) = (x1, . . . , xn) for the polynomial algebra Pn. As a curious fact, note that, by a trivial
reason, the Frobenius F cannot be extended from the polynomial algebra Pn to the Weyl
algebra An. To the contrary, as it is proved in the paper, the set Frob(D(Pn), Pn) of all
extensions of the Frobenius F on Pn to the algebra D(Pn) is massive (a typical extension
depends on countably many parameters).
A ring homomorphism F ′ : D(Pn)→ D(Pn) is called a Frobenius if it is an extension of
the Frobenius from a certain polynomial subalgebra Pn = K[x
′
1, . . . , x
′
n] of the ring D(Pn)
(which is called a Frobenius polynomial subalgebra) that satisfies natural AutK(D(Pn))-
invariant conditions like the canonical Frobenius Fx does (see Section 4 for the details).
Let Frob(D(Pn)) be the set of all the Frobenius homomorphisms onD(Pn) and FPol(D(Pn))
2
be the set of all the Frobenius polynomial subalgebras of D(Pn). It is shown that each
Frobenius polynomial subalgebra is a maximal commutative subalgebra of D(Pn) (Corol-
lary 4.1.(1)), and so one Frobenius polynomial subalgebra cannot contain properly another
Frobenius polynomial subalgebra.
Definition. Let Frob(D(Pn), Pn,∆n) be the set of all the extensions F
′ of the Frobenius
F on the polynomial algebra Pn to D(Pn) such that F
′(∆n) ⊆ ∆n.
The next theorem describes the sets Frob(D(Pn)), Frob(D(Pn), Pn) and FPol(D(Pn))
up to the action of the groups AutK(D(Pn)) and AutK(Pn).
Theorem 1.2 1. Frob(D(Pn)) = AutK(D(Pn))Frob(D(Pn), Pn,∆n), i.e. for each Frobe-
nius F ′ on D(Pn) there exists an automorphism σ ∈ AutK(D(Pn)) and a Frobenius
F ′′ ∈ Frob(D(Pn), Pn,∆n) such that F
′ = σF ′′σ−1.
2. Frob(D(Pn), Pn) = AutK(Pn)Frob(D(Pn), Pn,∆n), i.e. for each Frobenius F
′ ∈
Frob(D(Pn), Pn) there exists an automorphism σ ∈ AutK(Pn) and a Frobenius F
′′ ∈
Frob(D(Pn), Pn,∆n) such that F
′ = σF ′′σ−1.
3. FPol(D(Pn)) = AutK(D(Pn)) · Pn ≃ AutK(D(Pn))/AutK(Pn) := {σAutK(Pn) | σ ∈
AutK(D(Pn))}, i.e. for each Frobenius polynomial subalgebra P
′
n of D(Pn) there exists
an automorphism σ ∈ AutK(D(Pn)) such that σ(Pn) = P
′
n and the automorphism σ
is unique up to AutK(Pn).
The set Frob(D(Pn), Pn,∆n) is found explicitly (Theorems 5.1 and 5.2). Each Frobenius
F ′ ∈ Frob(D(Pn)) is not an Fp-algebra isomorphism (though it is a monomorphism since
the ring D(Pn) is simple). Moreover, the ring D(Pn) is a left and right free finitely generated
KF ′(D(Pn))-module of rank p
2n (Corollary 5.3). Theorem 1.2 shows that the problem of
finding the groups AutK(Pn) and AutK(D(Pn)) is closely related to the problem of finding
all the extensions of the Frobenius from certain polynomial subalgebras to the ring D(Pn).
Iterative δ-descents. The question of finding all the extensions of the Frobenius
(as well as many other difficult questions like the Jacobian Conjecture or the Dixmier
Conjecture) can be reformulated as a question about iterative δ-descents.
Definition. Let A be a ring and δ = (δ1, . . . , δn) be an n-tuple of commuting derivations
of the ring A. A multi-sequence {y[α], α ∈ Nn} in A is called an iterative δ-descent if
y[α]y[β] =
(
α+ β
α
)
y[α+β] and δα(y[β]) = y[β−α] for all α, β ∈ Nn.
Example. {∂[α], α ∈ Nn} is the iterative δ-descent in the ring D(Pn) where δ1 =
−ad(x1), . . . , δn = −ad(xn).
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This concept first appeared in [2] where using it the simple derivations of differentially
simple Noetherian commutative rings were classified. One of the key results of the paper [2]
is the existence and uniqueness of an iterative δ-descent (Theorem 3.8, [2]). In the paper,
this result is extended to the case of several commuting derivations and infinite iterative
descents (Theorem 2.10). This result is used in the proofs of almost all main results of the
paper.
In Section 2, a theory of iterative δ-descents is developed. These results are used freely
in the paper.
2 Existence and uniqueness of iterative δ-descent
The main result of this section is Theorem 2.10 on existence and uniqueness of an iterative
δ-descent. Necessary and sufficient conditions are given (Corollary 2.8) for a multi-sequence
to be an iterative δ-descent.
Iterative δ-descents. Consider the free abelian group of rank n, Zn = ⊕ni=1Zei, where
the set of elements e1 = (1, 0, . . . , 0), . . . , en = (0, . . . , 0, 1) is the standard free basis for Z
n.
For each element α = (α1, . . . , αn) ∈ Z
n, we have α =
∑n
i=1 αiei. For elements α, β ∈ Z
n,
we write α ≥ β if α1 ≥ β1, . . . , αn ≥ βn; we write α > β if α ≥ β and α 6= β. For a pair
of integers i and j such that i ≤ j (resp. i < j), let [i, j]dis := Z ∩ [i, j] = {i, i + 1, . . . , j}
(resp. [i, j)dis := Z ∩ [i, j) = {i, i+ 1, . . . , j − 1}).
Definition. Let A be a ring and let δ = (δ1, . . . , δn) be an n-tuple of commuting
derivations of the ring A. For each element α ∈ Nn, let δα := δα11 · · · δ
αn
n . A multi-sequence
of elements of the ring A, y := {y[α], α ∈ I :=
∏n
i=1[0, li)dis}, y
[0] := 1, where li ∈ N∪{∞},
is called a δ-descent if
δα(y[β]) = y[β−α] for all α ∈ Nn, β ∈ I,
where y[γ] := 0 for all γ ∈ Zn\Nn.
Definition. Suppose that A is an Fp-algebra. A multi-sequence {y
[α], α ∈ I :=∏n
i=1[0, p
di)} where di ∈ N ∪ {∞} is called an iterative multi-sequence if
y[α]y[β] =
(
α + β
β
)
y[α+β] for all α, β ∈ I,
where
(
α+β
β
)
:=
∏n
i=1
(
αi+βi
βi
)
are the multi-binomial coefficients. In prime characteristic,
we view the multi-binomial coefficients as elements of the field Fp.
Definition, [2]. Let A be an Fp-algebra. An iterative multi-sequence {y
[α], α ∈ I =∏n
i=1[0, p
di)}, di ∈ N ∪ {∞} in A which is a δ-descent is called an iterative δ-descent of
rank n and exponent (d1, . . . , dn).
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Example. Let K be a field of characteristic p > 0, D(Pn) = ⊕α,β∈NnKx
α∂[β] be the ring
of differential operators on the polynomial algebra Pn = K[x1, . . . , xn]. Consider the inner
derivations δ1 := −ad(x1), . . . , δn := −ad(xn) of the ring D(Pn) (ad(x)(y) := xy− yx) and
let δ := (δ1, . . . , δn). Then the multi-sequence {∂
[α] :=
∂
α1
1
α1!
· · · ∂
αn
n
αn!
, α ∈ Nn} is an iterative
δ-descent (of rank n and exponent (∞, . . . ,∞)).
Note that any truncation {y[α], α ∈ I ′ =
∏n
i=1[0, p
d′i)}, d′i ≤ di, of the iterative δ-descent
{y[α], α ∈ I} is an iterative δ-descent of rank n and of exponent (d′1, . . . , d
′
n).
The nil ring of commuting derivations. A ring S is a positively filtered ring if S is
a union of its abelian subgroups, S = ∪i≥0Si, such that S0 ⊆ S1 ⊆ · · · and SiSj ⊆ Si+j for
all i, j ≥ 0. Let A be a ring and let δ be a derivation of the ring A. Recall that, for any
elements a, b ∈ A and a natural number n, we have the equality
δn(ab) =
n∑
i=0
(
n
i
)
δi(a)δn−i(b).
It follows directly from this equality that the union of the abelian groups N := N(δ, A) =
∪i≥0Ni, Ni := ker δ
i+1, is a positively filtered ring (NiNj ⊆ Ni+j for all i, j ≥ 0), so-called,
the nil ring of δ. Clearly, N0 = A
δ := ker δ is the subring (of constants for δ) of A, and
N = {a ∈ A | δn(a) = 0 for some natural n = n(a)}. For all natural numbers i and j,
δi(Nj) ⊆ Nj−i where Nk := 0 for all Z\N. In general, little is known about rings N(δ, A),
these rings have complicated structure and they are not easy objects to deal with. Even
for the first Weyl algebra there are old open problems about these rings, see the paper
of J. Dixmier, [7]. A derivation δ of a ring A is called a locally nilpotent derivation if
A = N(δ, A) or, equivalently, for each element a of A, δi(a) = 0 for all i≫ 0. In this case,
the ring A = ∪i≥0N(δ, A)i is a positively filtered ring.
Let δ = (δ1, . . . , δn) be an n-tuple of commuting derivations of a ring A. The intersection
N(δ, A) := ∩ni=1N(δi, A) is called the nil ring of δ. It is an N
n-filtered ring, N(δ, A) =
∪α∈NnN(δ, A, α) where
Nα := N(δ, A, α) := ∩
n
i=1N(δi, A, αi) (NαNβ ⊆ Nα+β for all α, β ∈ N
n).
Note that N0 := A
δ := ∩ni=1A
δi is the subring of A, so-called, the ring of δ-constants for δ.
For α, β ∈ Nn, δα(Nβ) ⊆ Nβ−α where Nγ := 0 for all γ ∈ Z
n\Nn.
Let δ = (δ1, . . . , δn) be an n-tuple of commuting, locally nilpotent derivations of a ring
A. Then A = N(δ, A), and the ring A = ∪α∈NnN(δ, A, α) is an N
n-filtered ring.
Example. Let K be a field of characteristic p > 0, and Pn = K[x1, . . . , xn] be a
polynomial algebra over K. Then δ := (−ad(x1), . . . ,−ad(xn)) is the n-tuple of com-
muting, locally nilpotent derivations of the ring D(Pn) = ⊕α∈NnPn∂
[α], and so the ring
D(Pn) = ∪α∈NnNα is N
n-filtered where Nα := ⊕0≤β≤αPn∂
[α].
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The following lemma establishes a relation between the filtration {Nα}α∈Nn of the nil
ring N(δ, A) of δ = (δ1, . . . , δn) and δ-descents.
Lemma 2.1 Let δ = (δ1, . . . , δn) be an n-tuple of commuting derivations of a ring A, and
{x[α], α ∈ I :=
∏n
i=1[0, di]dis} be a δ-descent where di ∈ N ∪ {∞}. Then, for each α ∈ I,
Nα = ⊕0≤β≤αA
δx[β] = ⊕0≤β≤αx
[β]Aδ.
Proof. Let us prove the first equality. For each element α ∈ I, let N ′α := ⊕0≤β≤αA
δx[β].
The inclusion N ′α ⊆ Nα is obvious. To prove the reverse inclusion we use induction on
|α| := α1 + · · ·+ αn. If |α| = 0, i.e. α = 0, then there is nothing to prove since N0 = A
δ.
Suppose that s := |α| > 0 and the result is true for all α′ with |α′| < s. Then, up to order,
αn > 0. Let u ∈ Nα. We have to show that u ∈ N
′
α. If δn(u) = 0 then u ∈ Nα−en , and, by
induction, u ∈ Nα−en ⊆ N
′
α−en ⊆ N
′
α since |α− en| = |α| − 1 < |α|.
If δn(u) 6= 0 then δn(u) ∈ Nα−en = N
′
α−en (by induction), and so δn(u) =
∑
0≤β≤α−en
λβx
[β]
for some elements λβ ∈ A
δ, and not all of them are equal to zero. Note that the el-
ement v :=
∑
0≤β≤α−en
λβx
[β+en] belongs to the set N ′α, and δn(u − v) = 0. Then
u − v ∈ Aδn ∩ Nα = Nα′ where α
′ := (α1, . . . , αn−1, 0). Since |α
′| < |α|, Nα′ ⊆ N
′
α′
and v ∈ N ′α, we see that u = (u− v) + v ∈ N
′
α, as required.
The second equality can be proved by similar arguments. 
The following lemma gives all the δ-descents provided a single δ-descent is known.
Lemma 2.2 Let δ = (δ1, . . . , δn) be an n-tuple of commuting derivations of a ring A, and
{x[α], α ∈ I :=
∏n
i=1[0, di]dis} be a δ-descent where di ∈ N ∪ {∞}. Let {x
′[α], α ∈ I} ⊆ A.
Then the following statements are equivalent.
1. {x′[α], α ∈ I} is a δ-descent.
2. x′[0] := 1 and, for each element 0 6= α ∈ I, x′[α] = x[α] +
∑
06=β≤α λβx
[α−β] where
λγ ∈ A
δ, 0 6= γ ∈ I.
3. x′[0] := 1 and, for each element 0 6= α ∈ I, x′[α] = x[α] +
∑
06=β≤α x
[α−β]µβ where
µγ ∈ A
δ, 0 6= γ ∈ I.
Proof. (1⇐ 2) This implication is obvious.
(1 ⇒ 2) Suppose that {x′[α], α ∈ I} is a δ-descent. Then x′[0] := 1. Let 0 6= α ∈ I. By
Lemma 2.1 and the fact that δα(x[α]) = 1, we have x′[α] = x[α] +
∑
06=β≤α λβx
[α−β] for some
elements λβ ∈ A
δ that depend on α. For each γ ∈ I such that γ ≤ α,
x′[α−γ] = δγ(x′[α]) = x[α−γ] +
∑
06=β≤α−γ
λβx
[α−β−γ],
and the implication (1 ⇒ 2) is obvious since the equality above is true for all elements
γ, α ∈ I such that γ ≤ α.
(1⇔ 3) Repeat the arguments above making obvious modifications. 
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Lemma 2.3 Let δ = (δ1, . . . , δn) be an n-tuple of commuting derivations of a ring A
such that δα(y[α]) = 1 for some elements y[α] ∈ N(δ, A, α), α ∈ I :=
∏n
i=1[0, di]dis where
di ∈ N ∪ {∞}. Then
1. there exists a unique δ-descent {x[α], α ∈ I} such that, for each nonzero element
α ∈ I, x[α] = y[α] +
∑
0≤β<α cαβy
[β] for some elements cαβ ∈ A
δ such that cα,0 = 0.
2. there exists a unique δ-descent {z[α], α ∈ I} such that, for each nonzero element
α ∈ I, z[α] = y[α] +
∑
0≤β<α y
[β]bαβ for some elements bαβ ∈ A
δ such that bα,0 = 0.
Proof. 1. One can easily prove that Nα := N(δ, A, α) = ⊕0≤β≤αA
δy[β], α ∈ I (by
modifying slightly the arguments of the proof of Lemma 2.1). Let us prove that there exists
at least one δ-descent, say {x′[α], α ∈ I}. If the set I is finite then it contains the largest
element with respect to ≥, say β ∈ I. Then the multi-sequence {x′[α] := δβ−α(y[β]), β ∈ I}
is a δ-descent. If the set I is infinite then we fix a strictly ascending infinite sequence of
elements of I, β1 < β2 < · · · such that I = ∪i≥1Ii where Ii := {α ∈ I |α ≤ βi}. For each
α, β ∈ I such that α ≤ β, we have
δα(y[β])− y[β−α] ∈
∑
γ<β−α
Aδy[γ].
Using this fact we can find elements x′[βi], i ≥ 1, such that x′[β1] := y[β1] and δβi−βi−1(x′[βi]) =
x′[βi−1] for all i ≥ 2. Let I0 := ∅. For each α ∈ I, there exists a unique index, say i, such
that α ∈ Ii\Ii−1. Let x
′[α] := δβi−α(x′[βi]). Then it is obvious that {x′[α], α ∈ I} is the
δ-descent.
Let, for a moment, a multi-sequence {x′[α], α ∈ I} be an arbitrary δ-descent in A. By
Lemma 2.1, for each α ∈ I, x′[α] ∈ Nα, i.e. x
′[α] = y[α] +
∑
0≤β<α c
′
αβy
[β], for some elements
c′αβ ∈ A
δ. Let {x[α], α ∈ I} be another δ-descent, and so x[α] = y[α] +
∑
0≤β<α cαβy
[β],
α ∈ I, for some elements cαβ ∈ A
δ. By Lemma 2.2,
x[α] = x′[α] +
∑
06=γ≤α
λγx
′[α−γ] for all α ∈ I,
for some elements λγ ∈ A
δ. We have to prove that the defining conditions
cα,0 = 0 for all 0 6= α ∈ I,
of the δ-descent from Lemma 2.3.(1) uniquely determine the elements λγ. For each i =
1, . . . , n, the equality cei,0 = 0 yields the equalities
y[ei] = x[ei] = x′[ei] + λei = y
[ei] + c′ei,0 + λei,
hence λei = −c
′
ei,0
. Let s be a natural number such that s ≥ 2. Suppose that, using the
equalities cα,0 = 0, 0 6= α ∈ I, |α| < s, we have already found unique elements λγ with
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|γ| < s. Take any element α ∈ I with |α| = s. Then the element λα can be found uniquely
from the equality
x[α] = x′[α] +
∑
06=γ<α
λγx
′[α−γ] + λα.
For, we have to equate to zero the coefficient cα,0 of the elements y
[0] := 1 after we substitute
the sum for each x′[α−γ] above (via y[β]) into the above equality:
x[α] = y[α] +
∑
06=β<α
cαβy
[β] + (c′α,0 +
∑
06=γ<α
λγc
′
α−γ,0 + λα)y
[0],
that is λα := −c
′
α,0 −
∑
06=γ<α λγc
′
α−γ,0. Therefore, for this unique choice of the elements
{λα}, we have cα,0 = 0, 0 6= α ∈ I, for the δ-descent {x
[α], α ∈ I}. This proves the first
statement of the lemma.
2. Repeat the arguments of the first statement making obvious modifications. 
Structure of iterative sequence. Structure of iterative sequence of rank 1 is given
by the following proposition.
Proposition 2.4 (Structure of iterative sequence of rank 1, Proposition 3.5, [2]) Let A
be an Fp-algebra and {x
[i], 0 ≤ i < pd} be an iterative sequence. Then
1. for each i = 1, . . . , pd − 1, written p-adically as i =
∑
k ikp
k, x[i] =
∏
k
x[p
k]ik
ik!
.
This means that the iterative sequence is determined by the elements {x[0], x[p
j ] | j =
0, 1, . . . , d− 1}.
2. For each j = 0, 1, . . . , d − 1, x[p
j ]p = 0 (hence x[i]p = 0 for all i = 1, . . . , pd − 1, by
statement 1).
3. x[0]x[p
j ] = x[p
j ], j = 0, 1, . . . , n− 1, and x[0]x[0] = x[0].
Conversely, given commuting elements {x[0], x[p
j ] | j = 0, 1, . . . , d−1}, in A that satisfy the
conditions of statements 2 and 3 above then the elements {x[i], 0 ≤ i < pd} defined as in
statement 1 form an iterative sequence.
Remark. To make formulae more readable we often use the notation x[p
k]j for (x[p
k])j .
Let A be an Fp-algebra. For each i = 1, . . . , n, let {x
[j]
i , j ∈ [0, p
di)dis} be an iterative
sequence of rank 1 in A where di ∈ N ∪ {∞}. Suppose that these sequences commute
(x
[j]
i x
[l]
k = x
[l]
k x
[j]
i ) and have a common initial element, that is, x
[0]
1 = x
[0]
2 = · · · = x
[0]
n . It is
easy to verify that their product {x[α] := x
[α1]
1 · · ·x
[αn]
n , α ∈
∏n
i=1[0, p
di)dis} is an iterative
multi-sequence of rank n and of exponent (d1, . . . , dn).
Definition. The iterative multi-sequence {x[α] := x
[α1]
1 · · ·x
[αn]
n , α ∈
∏n
i=1[0, p
di)dis} of
rank n and exponent (d1, . . . , dn) is called the product of n iterative sequences {x
[j]
i , j ∈
[0, pdi)dis} of rank 1 and exponent di.
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Corollary 2.5 (Structure of iterative multi-sequence of rank n) Let A be an Fp-algebra
and {x[α], α ∈ I} be an iterative multi-sequence of rank n in A where I :=
∏n
i=1[0, p
di)dis,
di ∈ N∪{∞}. Then the multi-sequence {x
[α], α ∈ I} is the product of n iterative sequences
{x
[j]
i := x
[jei], j ∈ [0, pdi)dis} of rank 1, and vice versa.
Proof. It is obvious that, for each i = 1, . . . , n, the sequence {x
[j]
i , j ∈ [0, p
di)dis} is
iterative of rank 1. It is obvious that x
[0]
1 = x
[0]
2 = · · · = x
[0]
n and that x[α] := x
[α1]
1 · · ·x
[αn]
n .
Now, the result follows. 
Necessary and sufficient conditions for iterative multi-sequence to be a δ-
descent. In case of sequence of rank 1 such conditions are given in the next proposition.
Proposition 2.6 (Corollary 3.6, [2]) Let A be an Fp-algebra, δ be a derivation of A, and
{x[i], 0 ≤ i < pd} be an iterative sequence in A with x[0] = 1 where d ∈ N∪ {∞}. Then the
iterative sequence {x[i], 0 ≤ i < pd} is a δ-descent iff δ(x[p
j ]) = x[p
j−1], 0 ≤ j ≤ d− 1.
Corollary 2.7 Let δ = (δ1, . . . , δn) be an n-tuple of commuting derivations of an Fp-
algebra A, and {x[α], α ∈ I} be an iterative multi-sequence of rank n in A with x[0] = 1
where I :=
∏n
i=1[0, p
di)dis, di ∈ N ∪ {∞}. Then the iterative multi-sequence {x
[α], α ∈ I}
is a δ-descent if and only if, for each i = 1, . . . , n, the iterative sequence {x
[j]
i := x
[jei], j ∈
[0, pdi)dis} is a δi-descent and {x
[j]
i , j ∈ [0, p
di)dis} ⊆ ∩k 6=iA
δk if and only if δi(x
[pkj ]
j ) =
δi,jx
[pkj−1]
j for all i, j = 1, . . . , n and kj ∈ [0, dj)dis where δi,j is the Kronecker delta.
Proof. The first ‘if and only if’ follows from Corollary 2.5. The second ‘if and only if’
follows from Proposition 2.6. 
Combining Proposition 2.4, Corollary 2.5 and Corollary 2.7 we have necessary and
sufficient conditions for a multi-sequence to be an iterative δ-descent.
Corollary 2.8 Let δ = (δ1, . . . , δn) be an n-tuple of commuting derivations of an Fp-
algebra A; {x
[pkν ]
ν , ν = 1, . . . , n; kν = [0, dν)dis} be commuting elements of the algebra A
where dν ∈ N ∪ {∞}; x
[0]
ν := 1 for all ν. Let x
[i]
ν :=
∏
k
x
[pk]ik
ν
ik!
for each i =
∑
k ikp
k,
0 ≤ ik < p, such that 0 ≤ i < p
dν . Let x[α] :=
∏n
ν=1 x
[αν ]
ν . Then the multi-sequence
{x[α], α ∈ I :=
∏n
i=1[0, p
dν )dis} is an iterative δ-descent iff δν(x
[pkµ ]
µ ) = δν,µx
[pkµ−1]
µ and
x
[pkµ ]p
µ = 0 for ν, µ = 1, . . . , n and kµ ∈ [0, dµ)dis (where δν,µ is the Kronecker delta).
Let A be a commutative Fp-algebra and δ be a derivation of A. Let ID(δ, d) be the
set of all iterative δ-descents {x[i], 0 ≤ i < pd} of exponent d in A where d ∈ N ∪ {∞}.
Let C(δ, d) be the set of all d-tuples (λ0, λ1, . . . , λd−1) such that λj ∈ A
δ and λpj = 0 for
0 ≤ j ≤ d − 1. Note that if Aδ is a reduced ring then C(δ, d) = {(0, . . . , 0)}, i.e. C(δ, d)
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contains a single element. In the case when n = 1, by Lemma 2.1 and Proposition 2.4, for
each iterative δ-descent, say {x[i], 0 ≤ i < pd},
N(δ, A)pd−1 =
pd−1⊕
i=0
Aδx[i] ≃ Aδ[x[1], x[p], . . . , x[p
d−1]]/(x[1]p, x[p]p, . . . , x[p
d−1]p). (1)
So, N(δ, A)pd−1 is the subring of A that contains A
δ, and the decomposition (1) holds for
all iterative δ-descents in A of exponent d. In particular, all iterative δ-descents in A of
exponent d belong to the ring N(δ, A)pd−1. Then
N(δ, A)pd−1 = A
δ ⊕m, m := (x[1], x[p], . . . , x[p
d−1]). (2)
If {y[i], 0 ≤ i < pd} is an iterative δ-descent in A then {y[i], 0 ≤ i < pd} ⊆ N(δ, A)pd−1.
Therefore, the following map is well-defined:
r = rd : ID(δ, d)→ C(δ, d), {y
[i], 0 ≤ i < pd} 7→ (λ0, λ1, . . . , λd−1), (3)
where λj ≡ y
[pj] mod m, j = 0, 1, . . . , d − 1. Note that the map r depends on the choice
of the iterative δ-descent {x[i], 0 ≤ i < pd} since the decomposition (2) does.
If d =∞ then N(δ, A)p∞−1 = N(δ, A), and so the equalities (1) and (2) are as follows
N(δ, A) =
⊕
i≥0
Aδx[i] ≃ Aδ[x[1], x[p], . . . , x[p
i], . . .]/(x[1]p, x[p]p, . . . , x[p
i]p, . . .)
N(δ, A) = Aδ ⊕m, m := (x[1], x[p], . . . , x[p
i], . . .).
Let ID(δ) := ID(δ,∞). Then the map (3) takes the form
r = r∞ : ID(δ)→ C(δ,∞), {y
[i], i ∈ N} 7→ (λ0, λ1, . . . , λj , . . .), (4)
where λj ≡ y
[pj] mod m, j ∈ N.
The following theorem is a key (and difficult) result of the paper [2].
Theorem 2.9 (Existence and uniqueness of an iterative δ-descent when n = 1, Theorem
3.8, [2]) Let A be a commutative algebra over a field K of characteristic p > 0 and δ
be a K-derivation of the algebra A such that there exists a finite sequence of elements
y0, y1, . . . , yd−1 of A such that y
p
k = 0 and δ
pk(yk) = 1 for all 0 ≤ k ≤ d− 1. Then
1. (Existence) The following sequence {x[i], 0 ≤ i < pd} is an iterative δ-descent where
x[0] := 1, x[1] := y0, and, for i ≥ 2 written p-adically as i =
∑t
k=0 ikp
k (0 ≤ ik ≤ p−1)
the element x[i] is defined as x[i] :=
∏t
k=0
(x[p
k])ik
ik !
, where
x[p] := (−1)p−1φ0(y1), φ0(z) :=
p−1∑
j=0
(−1)j
(x[1])j
j!
δj(z),
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and then recursively, for each k such that 1 ≤ k ≤ n−2, the element x[p
k+1] is defined
by the rule
x[p
k+1] := (−1)p−1δp
k−1(
k−1∏
l=0
(x[p
l])p−1
(p− 1)!
· φk(yk+1)), φk(z) :=
p−1∑
j=0
(−1)j
(x[p
k])j
j!
δp
kj(z).
2. (Almost uniqueness) Let {x[i], 0 ≤ i < pd} be an arbitrary iterative δ-descent (not
necessarily as in statement 1, and d here is not necessarily as in statement 1 either).
Then the map (3) is a bijection.
3. (Uniqueness). If, in addition, the ring Aδ is reduced then {x[i], 0 ≤ i < pd} from
statement 1 is the only iterative δ-descent.
Remark. Note that Theorem 2.9 holds also for d = ∞ since each infinite iterative
δ-descent {x[i], i ∈ N} is a union of finite iterative δ-descents {x[i], i ∈ [0, pd)dis}, d ∈ N.
Let A be an Fp-algebra and δ = (δ1, . . . , δn) be an n-tuple of commuting derivations
of the algebra A. Let ID(δ, d) be the set of all the iterative δ-descents x := {x[α]} of
exponent d := (d1, . . . , dn) where di ∈ N∪{∞}. Let C(δ, d) := C
′(d1)×· · ·×C
′(dn) where
C ′(di) is the set of all di-tuples (λ0, λ1, . . . , λdi−1) such that λj ∈ A
δ and λpj = 0 for all
j ∈ [0, di)dis. By Corollary 2.5, each x is the product
∏n
i=1 xi of the iterative δi-descents
xi := {x
[j]
i := x
[jei], j ∈ [0, pdi)dis}. For each i = 1, . . . , n, let rdi : ID(δi, di) → C(δ, di) be
the map (3) for the derivation δi. Consider the map
rd : ID(δ, d)→ C(δ, d), x 7→ (rd1(x1), . . . , rdn(xn)). (5)
Theorem 2.10 (Existence and uniqueness of an iterative δ-descent) Let A be a commuta-
tive Fp-algebra and δ = (δ1, . . . , δn) be an n-tuple of commuting derivations of the algebra A.
Suppose that there exists a set of elements of the algebra A, {yik, i = 1, . . . , n; k ∈ [0, di)dis},
where di ∈ N ∪ {∞}, such that y
p
ik = 0 and δ
pk
i (yik) = 1 for all i = 1, . . . , n and
k ∈ [0, di)dis, and δj(yik) = 0 for all i 6= j. Note that, for each i = 1, . . . , n, the elements
{yik, k ∈ [0, di)dis} satisfy the assumptions of Theorem 2.9.(1), let xi := {x
[j]
i , j ∈ [0, p
di)dis}
be the corresponding δi-descent of rank 1 and exponent di as in Theorem 2.9.(1). Then
1. (Existence) the product x :=
∏n
i=1 xi = {x
[α] := x
[α1]
1 · · ·x
[αn]
n , α ∈ Nn} of the iterative
δi-descents xi is an iterative δ-descent.
2. (Almost uniqueness) The map (5) is a bijection.
3. (Uniqueness). If, in addition, the ring Aδ is reduced then the iterative δ-descent x
from statement 1 is the only iterative δ-descent in A.
Proof. 1. Statement 1 follows from Corollary 2.6.
2. Statement 2 follows from statement 1 and Theorem 2.9.(2).
3. Statement 3 follows from statement 2 since the set C(δ, d) contains a single element
(since the ring Aδ is reduced). 
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3 Rigidity of the group AutK(D(Pn))
In this section, the rigidity of the group AutK(D(Pn)) is proved (Theorem 3.1).
The ring D(Pn) of differential operators. The ring D(Pn) of differential operators
on a polynomial algebra Pn := K[x1, . . . , xn] is a K-algebra generated by the elements
x1, . . . , xn and commuting higher derivations ∂
[k]
i :=
∂ki
k!
, i = 1, . . . , n; k ≥ 1, that satisfy
the following defining relations:
[xi, xj ] = 0, [∂
[k]
i , ∂
[l]
j ] = 0, ∂
[k]
i ∂
[l]
i =
(
k + l
k
)
∂
[k+l]
i , [∂
[k]
i , xj] = δij∂
[k−1]
i , (6)
for all i, j = 1, . . . , n; k, l ≥ 1, where δij is the Kronecker delta, ∂
[0]
i := 1, ∂
[−1]
i := 0, and
∂
[1]
i = ∂i =
∂
∂xi
∈ DerK(Pn), i = 1, . . . , n. The action of the higher derivation ∂
[k]
i on the
polynomial algebra Pn = K ⊗Z Z[x1, . . . , xn] should be understood as the action of the
element 1⊗Z
∂ki
k!
.
The algebra D(Pn) is a simple algebra. Note that the algebra D(Pn) is not finitely
generated and neither left nor right Noetherian, it does not satisfy finitely many defining
relations.
D(Pn) =
⊕
α,β∈Nn
Kxα∂[β] =
⊕
α,β∈Nn
K∂[β]xα, where xα := xα11 · · ·x
αn
n , ∂
[β] := ∂
[β1]
1 · · ·∂
[βn]
n .
For each i = 1, . . . , n, let D(P1)(i) := D(K[xi]). Then
D(Pn) = ⊗
n
i=1D(P1)(i) ≃ D(P1)
⊗n.
For each i = 1, . . . , n and j ∈ N written p-adically as j =
∑
k jkp
k, 0 ≤ jk < p,
∂
[j]
i =
∏
k
∂
[jkp
k]
i =
∏
k
∂
[pk]jk
i
jk!
, ∂
[jkp
k]
i =
∂
[pk]jk
i
jk!
, (7)
where ∂
[pk]jk
i := (∂
[pk]
i )
jk . For α, β ∈ Nn,
∂[α](xβ) =
(
β
α
)
xβ−α,
(
β
α
)
:=
∏
i
(
βi
αi
)
, (8)
where, in the formula above, xti := 0 for all negative integers t and all i.
For α, β ∈ Nn,
∂[α]∂[β] =
(
α+ β
β
)
∂[α+β]. (9)
The algebra D(Pn) has two natural filtrations: the canonical filtration F = {Fi}i≥0
where Fi := ⊕|α|+|β|≤iKx
α∂[β] and |α| := |α1|+· · ·+|αn|, and the order filtration {D(Pn)i}i≥0
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where D(Pn)i := ⊕|β|≤iPn∂
[β]. The first one is a finite dimensional filtration but the sec-
ond one is not. For both filtrations the associated graded algebras are isomorphic to the
tensor product Pn⊗∆n of the polynomial algebra Pn and the algebra ∆n = ⊕α∈NnK∂
[α] of
scalar differential operators. In particular, these algebras are commutative but not finitely
generated, not Noetherian, and not domains.
Defining relations for D(Pn). As an abstractK-algebra, the ringD(Pn) of differential
operators on Pn is generated by the elements xi, ∂
[pk]
i , i = 1, . . . , n, k ∈ N, that satisfy the
defining relations:
[xi, xj ] = 0, [∂
[pk]
i , ∂
[pl]
j ] = 0, (∂
[pk]
i )
p = 0, [∂
[pk]
i , xj ] = δij
k−1∏
l=0
∂
[pl](p−1)
i
(p− 1)!
(10)
for all 1 ≤ i, j ≤ n and k, l ∈ N.
In characteristic p > 0, the next theorem proves existence and uniqueness of it-
erative (−ad(x1), . . . , −ad(xn))-descent in D(Pn). In characteristic zero, this result is
not true, there are many iterative (−ad(x1), . . . ,−ad(xn))-descents in D(Pn): {y
[α] :=∏n
i=1
(∂i+ai)αi
αi!
, α ∈ Nn} is the iterative (−ad(x1), . . . ,−ad(xn))-descent in D(Pn) where
ai ∈ K[xi], i = 1, . . . , n.
Since the ring of invariants ∩ni=1∆
ad(xi)
n = K is reduced, the multi-sequence {∂[α], α ∈
N
n} is the only iterative (−ad(x1), . . . ,−ad(xn))-descent in the algebra ∆n, by Theorem
2.10. The next theorem proves the same but for the ring D(Pn). The ring D(Pn) is
non-commutative, so we cannot apply Theorem 2.10 directly.
Theorem 3.1 Let K be a field of characteristic p > 0. Then {∂[α], α ∈ Nn} is the only
iterative (−ad(x1), . . . ,−ad(xn))-descent in D(Pn).
Proof. Let δ1 := −ad(x1), . . . , δn := −ad(xn) and δ := (δ1, . . . , δn). Let {y
[α], α ∈
N
n} be an iterative δ-descent in D(Pn). We have to show that y
[α] = ∂[α] for all α or,
equivalently, that y
[pk]
i = ∂
[pk]
i for all i = 1, . . . , n and k ∈ N. To prove this fact we use
induction on k.
Let k = 0 and yi := y
[p0]
i . Let us prove that yi = ∂i for all i. Note that
yi ∈ ∩j 6=iker(δj) ∩ ker(δ
2
i ) = Pn ⊕ Pn∂i.
Since δi(yi) = 1, we see that yi = ∂i + λi for some polynomial λi ∈ Pn. If λi = 0, we are
done. Suppose that λi 6= 0, we seek a contradiction. Then, using the defining relations
(10) for D(Pn), we obtain that
0 = ypi = (∂i + λi)
p = ∂pi +
p−1∑
j=1
aj∂
[j]
i + a0 + λ
p
i
for some polynomials ak ∈ Pn such that degxi(a0) < degxi(λ
p
i ) where degxi(q) is the xi-
degree of a polynomial q ∈ Pn. Since ∂
p
i = 0, the above equality yields a1 = · · · = ap−1 = 0
and a0 + λ
p
i = 0. The last equality is impossible since degxi(a0) < degxi(λ
p
i ).
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Suppose that k ≥ 1 and that y
[ps]
i = ∂
[ps]
i for all s = 0, . . . , k − 1 and i = 1, . . . , n. To
finish the proof by induction it remains to show that y
[pk]
i = ∂
[pk]
i for all i. Note that
y
[pk]
i ∈ ∩j 6=iker(δj) ∩ ker(δ
[pk+1]
i ) = Pn ⊕K[∂i, ∂
[p]
i , . . . , ∂
[pk]
i ] (Lemma 6.1.(6)),
y
[pk]
i ∈ ∩
n
j=1ker ad(∂
[pk−1]
j )) = K[x
pk
1 , . . . , x
pk
n ]⊗∆n (Lemma 6.1.(2)),
and so y
[pk]
i ∈ K[x
pk
1 , . . . , x
pk
n ]⊗K[∂i, ∂
[p]
i , . . . , ∂
[pk]
i ]. Since δ
[pk]
i (y
[pk]
i ) = 1,
y
[pk]
i = ∂
[pk]
i +
pk−1∑
j=0
µj∂
[j]
i
for some polynomials µj ∈ K[x
pk
1 , . . . , x
pk
n ]. On the one hand, [y
[pk]
i , xi] = y
[pk−1]
i = ∂
[pk−1]
i .
On the other hand,
[y
[pk]
i , xi] = ∂
[pk−1]
i +
pk−1∑
j=1
µj∂
[j−1]
i .
Hence, µ1 = · · · = µpk−1 = 0, i.e. y
[pk]
i = ∂
[pk]
i + µ0. If µ0 = 0, we are done. Suppose that
µ0 6= 0, we seek a contradiction. Then
0 = (y
[pk]
i )
p = (∂
[pk]
i + µ0)
p = (∂
[pk]
i )
p +
pk−1∑
j=1
bj∂
[j]
i + b0 + µ
p
0
for some polynomials bs ∈ K[x
pk
1 , . . . x
pk
n ] such that degxpki
(b0) < deg
x
pk
i
(µp0). Since (∂
[pk]
i )
p =
0, the above equality yields b1 = · · · = bpk−1 = 0 and b0 + µ
p
0 = 0. The last equality is
impossible since deg
x
pk
i
(b0) < deg
x
pk
i
(µp0). This proves that y
[pk]
i = ∂
[pk]
i for all i and k ∈ N
n
The proof of the theorem is complete. 
Each automorphism σ ∈ AutK(Pn) can be naturally extended (by change of variables)
to a K-automorphism, say σ, of the ring D(Pn) of differential operators on the polynomial
algebra Pn by the rule:
σ(a) := σaσ−1, a ∈ D(Pn). (11)
Then the group AutK(Pn) can be seen as a subgroup of AutK(D(Pn)) via (11). In char-
acteristic zero, there are many other extensions of the automorphism σ. For example, the
automorphisms of D(K[x]):
σf : x 7→ x, ∂ 7→ ∂ + f, f ∈ K[x],
are extensions of the identity automorphism of K[x]. This is not the case in prime char-
acteristic as Theorem 1.1 shows.
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The set {xi, ∂
[pk]
i | 1 ≤ i ≤ n, k ∈ N} is a set of K-algebra generators for D(Pn).
Each automorphism σ of D(Pn) is uniquely determined by its action on this infinite set.
Theorem 1.1 (which is not true in characteristic zero) says that σ is uniquely determined
by the elements σ(x1), . . . , σ(xn).
Proof of Theorem 1.1. (⇒) This implication is trivial.
(⇐) By considering the automorphism στ−1 of the algebra D(Pn), it suffices to show
that if an automorphism, say σ, of the algebra D(Pn) satisfies the conditions that σ(x1) =
x1, . . . , σ(xn) = xn, then σ is the identity map. Using the defining relations (6), we see
that {σ(∂[α]), α ∈ Nn} is the iterative (−ad(x1), . . . ,−ad(xn))-descent. By Theorem 3.1,
σ(∂[α]) = ∂[α] for all elements α ∈ Nn, i.e. the automorphism σ is the identity map, as
required. 
Corollary 3.2 AutK(Pn) = {τ ∈ AutK(D(Pn)) | τ(Pn) = Pn} and, for each automor-
phism σ ∈ AutK(Pn), the equation (11) gives the only extension of the automorphisms σ
to an automorphism of the K-algebra D(Pn).
4 Extensions of the Frobenius to the ring D(Pn)
In this section, Theorem 1.2 is proved and the concept of a Frobenius on D(Pn) is intro-
duced.
The canonical extension of the Frobenius F to D(Pn). Let A be an algebra over
a field K of characteristic p > 0. For each x ∈ A,
(adx)p = ad(xp) (12)
since, for any a ∈ A, ad(xp)(a) = [xp, a] =
∑p
i=1
(
p
i
)
(adx)i(a)xp−i = (ad x)p(a).
Using the defining relations (10) for the algebra D(Pn) and the equality (12), we see
that the Frobenius Fp-algebra monomorphism
F : Pn → Pn, a 7→ a
p,
can be lifted to the Fp-algebra monomorphism of the ring D(Pn) by the rule
F = Fx : D(Pn)→ D(Pn), ∂
[α] 7→ ∂[pα], α ∈ Nn. (13)
In more detail, it suffices to check that
[∂
[pk+1]
i , x
p
i ] =
k∏
l=1
∂
[pl](p−1)
i
(p− 1)!
, 1 ≤ i ≤ n, k ≥ 0.
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By (12) and (8),
[∂
[pk+1]
i , x
p
i ] = (−ad xi)
p(∂
[pk+1]
i ) = (−ad xi)
p−1(
k∏
l=0
∂
[pl](p−1)
i
(p− 1)!
)
= (−ad xi)
p−1(
∂p−1i
(p− 1)!
) · (
k∏
l=1
∂
[pl](p−1)
i
(p− 1)!
) =
k∏
l=1
∂
[pl](p−1)
i
(p− 1)!
.
Definition. The Fp-algebra monomorphism F = Fx in (13) is called the canonical
Frobenius with respect to the choice x = (x1, . . . , xn) of free generators for the polynomial
algebra Pn.
Note that the Frobenius F in (13) is not the ‘obvious’ extension of the Frobenius (which
makes no sense as it can be easily seen).
Definition. A ring homomorphism F ′ : D(Pn)→ D(Pn) is called a Frobenius (homo-
morphism) if the following conditions hold:
1. there exists an F ′-invariant polynomial subalgebra P ′n = K[x
′
1, . . . , x
′
n] of the ring
D(Pn) such that the restriction F
′|P ′n is the Frobenius on P
′
n: a 7→ a
p;
2. the inner derivations ad(x′1), . . . , ad(x
′
n) of the ring D(Pn) are locally nilpotent
derivations with ∩ni=1D(Pn)
ad(x′i) = P ′n;
3. there exist a commutative F ′-invariant K-subalgebra ∆′ of the ring D(Pn) such that
[x′i,∆
′] ⊆ ∆′ for all i and elements y1, . . . , yn ∈ ∆
′ such that yp1 = · · · = y
p
n = 0, [yi, x
′
j ] = δij
(the Kronecker delta), and [F ′k(yi), x
′
j ] = 0 for all i 6= j and k ≥ 1.
Example 1. The canonical Frobenius Fx is a Frobenius where x
′
i = xi, ∂
′
i = ∂i and
∆′ = ∆n, the algebra of scalar differential operators.
Example 2. For each K-algebra automorphism σ ∈ AutK(D(Pn)), F
′ := σFxσ
−1 is a
Frobenius on D(Pn) where x
′
i = σ(xi), ∂i = σ(∂i) and ∆
′ = σ(∆n).
Let Frob(D(Pn)) be the set of all the Frobenius homomorphisms on D(Pn). The poly-
nomial algebra P ′n above is called a Frobenius polynomial subalgebra of the ring D(Pn).
Let FPol(D(Pn)) be the set of all the Frobenius polynomial subalgebras of the ring D(Pn).
We will see later that each Frobenius subalgebra is a maximal commutative subalgebra of
the algebra D(Pn) (Corollary 4.1.(1)), and so one Frobenius polynomial subalgebra cannot
be a proper subalgebra of another. We will see later that the algebra ∆′ is unique for
each Frobenius F ′ on D(Pn) and it is also a maximal commutative subalgebra of D(Pn)
(Corollary 4.1.(1,3)). Let Frob(D(Pn), P
′
n) be the set of all the Frobenius homomorphisms
F ′ with the Frobenius polynomial subalgebra P ′n. Then
Frob(D(Pn)) =
⋃
P ′n∈FPol(D(Pn))
Frob(D(Pn), P
′
n). (14)
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This is the disjoint union since each Frobenius polynomial subalgebra is a maximal com-
mutative subalgebra. The group AutK(D(Pn)) acts naturally on the sets Frob(D(Pn)) and
FPol(D(Pn)): (σ, F
′) 7→ σF ′σ−1 and (σ, P ′n) 7→ σ(P
′
n). Clearly, σFrob(D(Pn), P
′
n)σ
−1 =
Frob(D(Pn), σ(P
′
n)).
Definition. Frob(D(Pn), Pn,∆n) := {F
′ ∈ Frob(D(Pn), Pn) |F
′(∆n) ⊆ ∆n}.
Proof of Theorem 1.2. Let F ′ ∈ Frob(D(Pn)) and let x
′
i, yi and ∆
′ be as in the
Definition of Frobenius homomorphism on D(Pn) above. Let yik := F
′k(yi), k ≥ 0, and
δi := −ad(x
′
i). Then the conditions of Theorem 2.10.(3) hold for the algebra A := ∆
′,
δ = (δ1, . . . , δn) and the elements {yik}:
ypik = F
′k(yi)
p = F ′k(ypi ) = 0;
δp
k
i (yik) = −ad(x
′
i)
pk(yik) = −ad(x
′pk
i )(yik) = [yik, x
′pk
i ] = [F
′k(yi), F
′k(x′i)]
= F ′k([yi, x
′
i]) = F
′k(1) = 1;
δj(yik) = [F
′k(yi), x
′
j] = 0, i 6= j, k ≥ 0;
the algebra ∆′δ = ∆′ ∩ D(Pn)
δ = ∆′ ∩ P ′n is reduced. By Theorem 2.10.(3), in ∆
′ there
exists a unique iterative δ-descent, say {∂′[α]}. Since the derivations δi of the algebra D(Pn)
are locally nilpotent and D(Pn)
δ = P ′n, by using Lemma 2.1 we have
D(Pn) = N(δ,D(Pn)) =
⊕
α∈Nn
D(Pn)
δ∂′[α] =
⊕
α∈Nn
P ′n∂
′[α] ≃ D(P ′n) ≃ D(Pn).
Consider the K-algebra automorphism σ of D(Pn) given by the rule: xi 7→ x
′
i, ∂
[α] 7→ ∂′[α].
Then σ(Pn) = P
′
n, and so FPol(D(Pn)) = AutK(D(Pn))·Pn. The algebra ∆n = ⊕α∈NnK∂
[α]
of scalar differential operators is a maximal commutative subalgebra of D(Pn), hence
⊕α∈NnK∂
′[α] is the maximal commutative subalgebra of D(Pn) which is contained in the
commutative subalgebra ∆′. Therefore, ∆′ = ⊕α∈NnK∂
′[α]. This means that σ(∆n) = ∆
′,
and so σ−1F ′σ ∈ Frob(D(Pn), Pn,∆n) and the algebra ∆
′ in the Definition of a Frobenius
F ′ of D(Pn) is unique, and it is a maximal commutative subalgebra of D(Pn). This proves
statement 1 and Corollary 4.1.(1,2)).
The stabilizer of the polynomial algebra Pn under the action of the group AutK(D(Pn))
on the set FPol(D(Pn)) is equal to the set {σ ∈ AutK(D(Pn)) | σ(Pn) = Pn} = AutK(Pn),
Corollary 3.2. Now, AutK(D(Pn)) · Pn ≃ AutK(D(Pn))/AutK(Pn). This completes the
proof of statement 3.
To prove statement 2, let F ′ ∈ Frob(D(Pn), Pn). By statement 1, F
′ = σF ′′σ−1 for
some F ′′ ∈ Frob(D(Pn), Pn,∆n) and σ ∈ AutK(D(Pn)) such that σ(Pn) = Pn. Then
σ ∈ AutK(Pn), by Corollary 3.2, as required. 
Corollary 4.1 1. For each Frobenius F ′ ∈ Frob(D(Pn)), the corresponding algebras P
′
n
and ∆′ are unique, they are maximal commutative subalgebras of the algebra D(Pn).
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2. Let F ′, F ′′ ∈ Frob(D(Pn)) and F
′′ = σF ′σ−1 for some automorphism σ ∈ AutK(D(Pn)).
Then P ′′n = σ(P
′
n) and ∆
′′ = σ(∆′) where P ′′n and ∆
′′ are the corresponding algebras
for the Frobenius F ′′.
3. One Frobenius polynomial algebra cannot be a proper subalgebra of another Frobenius
polynomial algebra.
4. The union (14) is a disjoint union.
5 The sets Frobs(D(Pn), Pn,∆n), s ≥ 1
Definition. For each natural number s ≥ 1, let Frobs(D(Pn), Pn)) be the set of all ring
endomorphisms F ′ of D(Pn) such that F
′(Pn) ⊆ Pn and F
′|Pn = F
s, i.e. F ′(a) = ap
s
for
all a ∈ Pn.
Definition. For each natural number s ≥ 1, let
Frobs(D(Pn), Pn,∆n) := {G ∈ Frobs(D(Pn), Pn)) |G(∆n) ⊆ ∆n}.
This set contains precisely all the extensions G of F s on the polynomial algebra Pn
that respect the subalgebra ∆n of scalar differential operators of D(Pn). In this section,
the sets Frobs(D(Pn), Pn,∆n) are found explicitly (Theorem 5.1 and Theorem 5.2).
Let δ := (δ1, . . . , δn) where δi := −ad(xi) is the inner derivation of the ring D(Pn). For
each natural number s ≥ 1, δp
s
i = −ad(xi)
ps = −ad(xp
s
i ) is the inner derivation of the ring
D(Pn). For each natural number s ≥ 1, δ
ps := (δp
s
1 , . . . , δ
ps
n ) is the n-tuple of commuting
inner derivations of D(Pn) such that δ
ps
i (∆n) ⊆ ∆n for all i. Let ID(δ
ps,∆n) be the set of
all iterative δp
s
-descents in the algebra ∆n of exponent (∞, . . . ,∞). It follows from the
defining relations (6) for the K-algebra D(Pn) that the map
Frobs(D(Pn), Pn,∆n)→ ID(δ
ps,∆n), G 7→ {G(∂
[α])}α∈Nn , (15)
is a bijection where the inverse map is given by the rule
{y[α]} 7→ G : ∂[α] 7→ y[α], α ∈ Nn.
For each i = 1, . . . , n, let us introduce the K-linear map∫ ∗
i
: ∆n → ∆n, ∂
[α] 7→ ∂[α+ei], α ∈ Nn, (16)
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where e1, . . . , en is the standard Z-basis of Z
n = ⊕ni=1Zei. The map
∫ ∗
i
is a right inverse of
the map δi, δi
∫ ∗
i
= id∆n . We call the map
∫ ∗
i
the i’th dual integration on ∆n by analogy
with the usual i’th integration
∫
i
on Pn when char(K) = 0, which is the K-linear map
∫
i
: Pn → Pn, x
[α] 7→ x[α+ei], x[α] :=
n∏
i=1
xαi
αi!
, α ∈ Nn.
The map
∫
i
is a right inverse to ∂i :=
∂
∂xi
in Pn as ∂i
∫
i
= idPn.
For each i 6= j, the maps
∫ ∗
i
and δj commute. The commutator [δi,
∫ ∗
i
] = 1−
∫ ∗
i
δi is the
projection onto the subalgebra ∆n,̂i := ⊗j 6=i∆1(j) in the decomposition ∆n = ⊕j≥0∆n,̂i∂
[j]
i .
Definition. For each natural number s such that s ≥ 1, letMn,s be the set of all n×N
matrices u = (uij), i = 1, . . . , n, j ∈ N, such that
uij ∈ ⊕06=α∈Cns K∂
[α] ⊂ ⊕α∈Cns K∂
[α] = ∆n ∩ ∩
s
i=1ker(ad(x
ps
i )) (Lemma 6.1.(6))
where Cns := {α ∈ N
n | all αi < p
s}. The set Cns is the n-dimensional discrete cube of size
ps. It contains pns elements. An element a ∈ ∆n satisfies the condition that a
p = 0 iff
a ∈ ∆n,+ := ⊕06=α∈NnK∂
[α]. Since uij ∈ ∆n,+, we have u
p
ij = 0.
The next theorem gives explicitly all the elements of the set ID(δp
s
,∆n).
Theorem 5.1 Let K be a field of characteristic p > 0 and s ≥ 1. Then the map
Mn,s → ID(δ
ps,∆n), u = (uij) 7→ yu := {y
[α]
u }α∈Nn ,
is a bijection where y
[α]
u :=
∏n
i=1 y
[αi]
u,i , y
[j]
u,i :=
∏
k≥0
y
[pk]jk
u,i
jk!
(for each j ∈ N written p-adically
as j =
∑
jkp
k), y
[1]
u,i := ∂
[ps]
i + ui0, and then recursively, for each k ≥ 1,
y
[pk]
u,i := uik +
∫ ∗ps
i
k−1∏
l=0
y
[pl](p−1)
u,i
(p− 1)!
.
The map {z[α]}α∈Nn 7→ u = (uik), given by the rule
uik := z
[pk]
i −
∫ ∗ps
i
z
[pk−1]
i ,
is the inverse map of the map u 7→ yu.
Remark. Note that y
[pk]
u,i := uik +
∫ ∗ps
i
y
[pk−1]
u,i , k ≥ 1.
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Proof. First, we prove that the map u 7→ yu is well-defined, i.e. yu ∈ ID(δ
ps,∆n). The
ring ∆n is commutative. By Corollary 2.8, yu ∈ ID(δ
ps,∆n) iff, for each each i, j = 1, . . . , n
and k ∈ N,
y
[pk]p
u,j = 0 and δ
ps
i (y
[pk]
u,j ) = δi,jy
[pk−1]
u,j ,
where δi,j is the Kronecker delta. By the very definition, the elements y
[pk]
u,i belong to the
set ∆n,+, and so the first type of equalities hold, i.e. y
[pk]p
u,j = 0. To verify that the second
type of equalities hold we use induction on k. The case k = 0 is trivially true. Suppose
that k ≥ 1 and that the equalities hold for all k′ such that k′ < k. Then
δp
s
i (y
[pk]
u,i ) = δ
ps
i (uik +
∫ ∗ps
i
y
[pk−1]
u,i ) = 0 + δ
ps
i
∫ ∗ps
i
y
[pk−1]
u,i = y
[pk−1]
u,i ,
and, for i 6= j,
δp
s
j (y
[pk]
u,i ) = δ
ps
j (uik +
∫ ∗ps
i
y
[pk−1]
u,i ) = 0 +
∫ ∗ps
i
δp
s
j y
[pk−1]
u,i =
∫ ∗ps
i
0 = 0.
By induction, the equalities hold for all k ∈ N. This shows that the map u 7→ yu is
well-defined.
By the very definition, the map u 7→ yu is injective. To prove that it is surjective we have
to show that each element y = {y[α]} ∈ ID(δp
s
,∆n) is equal to yu for some u = (uik) ∈Mn,s.
Let us set uik := y
[pk]
i −
∫ ∗ps
i
y
[pk−1]
i . Clearly, u
p
ik = 0, δ
ps
i (uik) = y
[pk−1]
i − y
[pk−1]
i = 0 and,
for each j 6= i,
δp
s
j (uik) = 0−
∫ ∗ps
i
δp
s
j y
[pk−1]
i = 0.
Therefore, uik ∈
∑
06=α∈Cns
K∂[α]. By the very definition, y = yu. This proves that the map
u 7→ yu is a bijection and {z
[α]} 7→ u = (uik) is its inverse map. 
As a consequence of Theorem 5.1, we can find explicitly the sets Frobs(D(Pn), Pn,∆n),
s ≥ 1.
Theorem 5.2 Let K be a field of characteristic p > 0 and s ≥ 1. Then the map
Mn,s → Frobs(D(Pn), Pn,∆n), u 7→ Gu : ∂
[α] 7→ y[α]u , α ∈ N
n,
is a bijection where the elements y
[α]
u are defined in Theorem 5.1, and the map
G 7→ (uik(G)), uik(G) := G(∂
[pk]
i )−
∫ ∗ps
i
G(∂
[pk−1]
i ),
is its inverse map.
20
Proof. The theorem follows directly from Theorem 5.1 and (15). 
Example. Let n = s = 1, u = (λ∂, 0, 0, . . .), λ ∈ K, and F ′ := Gu. Then F
′(∂) =
∂[p] + λ∂ and
F ′(∂[p]) =
∫ ∗p (∂[p] + λ∂)p−1
(p− 1)!
=
1
(p− 1)!
∫ ∗p p−1∑
j=0
(
p− 1
j
)
∂[p]j(λ∂)p−1−j
=
∫ ∗p p−1∑
j=0
λp−1−j∂[jp]∂[p−1−j] =
∫ ∗p p−1∑
j=0
λp−1−j∂[p−1−j+jp]
=
p−1∑
j=0
λp−1−j∂[p−1−j+(j+1)p].
The ring D(Pn) is simple, so each Frobenius F
′ ∈ Frob(D(Pn)) is automatically a
monomorphism.
Corollary 5.3 Each Frobenius F ′ ∈ Frob(D(Pn)) is not an automorphism of the ring
D(Pn). Moreover, the ring D(Pn) is left and right free finitely generated KF
′(D(Pn))-
module of rank p2n.
Proof. By Theorem 1.2.(1), we may assume that F ′ ∈ Frob(D(Pn), Pn,∆n). Note that
D(Pn) = Pn ⊗ ∆n, F
′(Pn) ⊆ Pn and F
′(∆n) ⊆ ∆n. The commutative algebra Pn is a
free KF ′(Pn)-module of rank p
n. By Theorem 5.1, the commutative algebra ∆n is a free
KF ′(∆n)-module of rank p
n. Then it is easy to deduce (using Theorem 5.1) that
D(Pn) = ⊕α,β∈Cn1 KF
′(D(Pn))x
α∂[β] = ⊕α,β∈Cn1 x
α∂[β]KF ′(D(Pn)),
and the results follow. 
6 Appendix: Some technical results
In this section, some obvious technical results on the ring D(Pn) are collected. Proofs are
included for reader’s convenience. Let ∆1(i) := ⊕j≥0K∂
[j]
i .
Lemma 6.1 Let K be a field of characteristic p > 0; k, ki ∈ N, and ker(·) := kerD(Pn)(·).
Then
1. ker ad(∂
[pk]
i ) = D(K[x1, . . . , x̂i, . . . , xn])⊗K[x
pk+1
i ]⊗∆1(i).
2. ∩ni=1ker ad(∂
[pki ]
i ) = ∆n ⊗K[x
pk1+1
1 , . . . , x
pkn+1
n ].
3. ∩k≥0ker ad(∂
[pk]
i ) = D(K[x1, . . . , x̂i, . . . , xn])⊗∆1(i).
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4. ∩ni=1 ∩k≥0 ker ad(∂
[pk]
i ) = ∆n.
5. ker ad(xp
k
i ) = D(K[x1, . . . , x̂i, . . . , xn])⊗K[xi]⊗K[∂i, ∂
[p]
i , . . . , ∂
[pk−1]
i ].
6. ∩ni=1ker ad(x
pki
i ) = Pn ⊗⊗
n
i=1K[∂i, ∂
[p]
i , . . . , ∂
[pki−1]
i ].
7. ∩ni=1ker ad(xi) = Pn.
8. For each natural number k ≥ 1, the centralizer C(F kx (D(Pn)),D(Pn)) of the ring
F kx (D(Pn)) in D(Pn) is equal to the direct sum ⊕αK∂
[α] where α = (α1, . . . , αn) ∈ N
n,
0 ≤ α1 < p
k, . . . , 0 ≤ αn < p
k.
Proof. 1. The RHS of the equality in question is a subset of the LHS. The opposite
inclusion follows at once from the following equality: for each natural number j written
p-adically as j =
∑
s≥l jsp
s with jl 6= 0 and such that l ≤ k, there is the equality
[∂
[pk ]
i , x
j
i ] = (jl∂
[pk−pl]
i x
(jl−1)p
l
i + · · · )x
∑
s≥k+1 jsp
s
i (17)
where the three dots mean an element of the set
∑
0≤t<pk−pl ∂
[t]
i K[xi]. In more detail,
[∂
[pk]
i , x
j
i ] = [∂
[pk]
i ,
∏
s≥l
xjsp
s
i ] = [∂
[pk ]
i ,
k∏
s=l
xjsp
s
i ] ·
∏
t≥k+1
xjtp
t
i
= ([∂
[pk]
i , x
jlp
l
i ]
k∏
ν=l+1
xjνp
ν
i + x
jlp
l
i [∂
[pk]
i , x
jl+1p
l+1
i ]
k∏
ν=l+2
xjνp
ν
i + · · ·
+xjlp
l
i · · ·x
jµ−1p
µ−1
i [∂
[pk]
i , x
jµp
µ
i ]
k∏
ν=µ+1
xjνp
ν
i + · · · ) ·
∏
t≥k+1
xjtp
t
i .
Since
[∂
[pk]
i , x
jµp
µ
i ] = F
µ
x ([∂
[pk−µ]
i , x
jµ
i ]) = F
µ
x (jµ∂
[pk−µ−1]
i x
jµ−1
i + aµ)
= jµ∂
[pk−pµ]
i x
(jµ−1)pµ
i + F
µ
x (aµ)
for some element aµ ∈
∑
r<pk−µ−1 ∂
[r]
i K[xi], the equality (17) is obvious.
2 and 3. Statements 2 and 3 follow from statement 1.
4. Statement 4 follows from statement 3.
5. The RHS of the equality in statement 5 is a subset of the LHS. The opposite inclusion
follows directly from the following equality: for each natural number j written p-adically
as j =
∑
0≤s≤l jsp
s with jl 6= 0 and such that l ≥ k (i.e. j ≥ p
k),
[∂
[j]
i , x
pk
i ] = ∂
[j−pk]
i . (18)
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In more detail, let a := ∂
[
∑k−1
s=0 jsp
s]
i , b := ∂
[
∑l
s=k jsp
s]
i = F
k
x (c) and c := ∂
[
∑l
s=k jsp
s−k]
i . Then
[∂
[j]
i , x
pk
i ] = [ab, x
pk
i ] = a[F
k
x (c), F
k
x (xi)] = aF
k
x ([c, xi]) = aF
k
x (∂
[
∑l
s=k jsp
s−k−1]
i )
= a∂
[
∑l
s=k jsp
s−pk]
i = ∂
[j−pk]
i .
6. Statement 6 follows from statement 5.
7. Statement 7 is a particular case of statement 6.
8. Note that the centralizer C := C(F kx (D(Pn)),D(Pn)) is the centralizer of the set
that is the image under F kx of the set of canonical generators for D(Pn). Let C
′ be the sum∑
αK∂
[α] in statement 8 (we have to show that C = C ′). By statements 1 and 5,
C1 := ∩
n
i=1ker(x
pk
i ) ∩ ∩
n
i=1ker(ad ∂
[pk]
i ) = KF
k+1
x (Pn)⊗ C
′.
Now, C := C1 ∩ ∩
n
i=1 ∩l≥k+1 ker(ad ∂
[pl]
i ) = C
′. 
Lemma 6.2 Let K be a field of characteristic p > 0; k, ki ∈ N, and ker(·) := kerPn(·).
Then
1. ker(∂
[pk]
i ) = K[x1, . . . , x̂i, . . . , xn]⊗K[x
pk+1
i ].
2. ∩ni=1ker(∂
[pki ]
i ) = K[x
pk1+1
1 , . . . , x
pkn+1
n ].
3. ∩k≥0ker(∂
[pk]
i ) = K[x1, . . . , x̂i, . . . , xn].
4. ∩ni=1 ∩k≥0 ker(∂
[pk]
i ) = K.
Proof. 1. The RHS of the equality in question is a subset of the LHS. The opposite
inclusion follows the equality
∂
[pk]
i ∗ x
j
i =
(
j
pk
)
xj−p
k
i .
Note that
(
j
pk
)
= 0 iff jk = 0 in the p-adic sum j =
∑
jsp
s.
2 and 3. Statements 2 and 3 follow from statement 1.
4. Statement 4 follows from statement 3. 
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