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Introducción 
La criptografía es el estudio de las técnicas matemáticas 
relacionadas con los aspectos de seguridad de la informa-
ción tal como: la conﬁdencialidad, la integridad de datos, la 
autenticidad y el no rechazo. Desglosemos brevemente tales 
aspectos: 
a) La conﬁdencialidad es usada para guardar el contenido 
de información, donde sólo las personas autorizadas pueden 
saberlo.
b) La integridad de datos se reﬁere a la alteración no au-
torizada de datos. 
c) La autenticación es relacionada con la identiﬁcación. 
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d) El no rechazo impide a una entidad negar los compromisos 
o acciones anteriores. 
Hay dos tipos de criptografía: criptografía simétrica o de 
clave privada y criptografía asimétrica o de clave pública. La 
criptografía de clave pública se desarrolló en los años setenta 
y utiliza complicados algoritmos matemáticos relacionados 
con teoría de números, curvas elípticas, grupos inﬁnitos 
no conmutativos, teoría de gráﬁcas, teoría del caos, etc. De 
hecho en la siguiente sección deﬁniremos los conceptos 
básicos de la criptografía simétrica y asimétrica, así como 
los protocolos de clave pública más utilizados como lo son 
el rsa, para cifrar y ﬁrma digital, y el Difﬁe-Hellman para 
intercambio de claves. 
Resumen. La principal aplicación de la 
criptografía es la de  proteger información 
para evitar que sea accesible a observadores 
no autorizados. Sin embargo, también tiene 
otras aplicaciones, por ejemplo veriﬁcar 
que un mensaje no haya sido modiﬁcado 
intencionadamente por un tercero, veriﬁcar 
que alguien es quien realmente dice ser, etc. 
El objetivo del presente trabajo es mostrar 
cómo la matemática juega un papel importante 
en la criptografía moderna y como ésta 
aprovecha los problemas difíciles (en el 
sentido computacional) que existen en la 
teoría de números para desarrollar protocolos 
criptográﬁcos. Asimismo se menciona lo 
que pasaría con los protocolos criptográﬁcos 
basados en la teoría de números si existiera una 
computadora cuántica.
Palabras clave: criptografía, teoría de 
números, computación cuántica.   
Theory of Numbers in Cryptography and 
Its Weakness to the Possible Quantum 
Computer Age
Abstract. The main application of  
cryptography is to protect information and 
to prevent it from being accessible to non-
authorized observers. However, it also has 
other applications, for example to verify that a 
message has not been intentionally modiﬁed by 
a third party, verify that someone is who they 
really say they are. The aim of  this paper is to 
show how mathematics plays an important role 
in modern cryptography as it takes advantage 
of  the difﬁcult problems (in the computational 
sense) that exist in number theory to develop 
cryptographic protocols. We also mention what 
would happen to the cryptographic protocols 
based on the theory of  numbers if  there were 
to be a quantum computer.
Key words: cryptography, number theory, 
quantum computing.
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Cabe mencionar que aún no sabemos si es posible el de-
sarrollo de las computadoras cuánticas. La diferencia crucial 
entre una computadora clásica (también llamada computadora 
digital) y una cuántica, es que las computadoras clásicas basan 
su funcionamiento en la existencia de bits, mientras que las 
computadoras cuánticas en qubits. 
1. Esquemas de cifrado 
En esta sección hablaremos sobre diversos esquemas de 
cifrado y los abordamos en dos clases. Intuitivamente, los 
esquemas de cifrado requieren de una clave para cifrar y 
otra para descifrar. Cuando de una clave, cualquiera de ellas, 
se obtiene fácilmente la otra, se les denomina esquemas de 
cifrado simétrico. Cuando de una de ellas no se puede obte-
ner fácilmente la otra, se le denomina esquemas de cifrado 
asimétrico o de clave pública. 
1.1. Criptografía simétrica 
En este tipo de criptografía normalmente se utilizan dos 
claves: una para cifrar y otra para descifrar. Normalmente se 
dice que se emplea sólo una clave ya que conociendo la clave 
de cifrado, es fácil calcular la clave de descifrado, es decir; 
un esquema se dice simétrico si para cada par de claves: una 
de cifrado y otra de descifrado, al conocer una (cualquiera), 
es computacionalmente fácil determinar la otra. Existen dos 
clases de esquemas simétricos, éstos son: 
a) Cifradores de bloques. Son aquellos que cifran de bloque 
en bloque. 
b) Cifradores de ﬂujo. Son aquellos que cifran bit a bit o 
byte a byte. 
Un ejemplo de un esquema simétrico cifrado por bloques, 
llamado cifrado por sustitución simple, es el siguiente: sean 
Σ un alfabeto de q símbolos, M el conjunto de cadenas de 
longitud t sobre Σ, K el grupo de permutaciones de Σ (recor-
demos que el grupo de permutaciones de Σ es el conjunto 
de todas las biyecciones que existe de Σ en Σ). Defínase para 
cada e ∈ K una transformación de cifrado como:
Ee(m) = (e(m1) • • • e(mt)) = (c1 • • • ct) = c
donde m = (m1 • • • mt) ∈ M. Para descifrar (c1 • • • ct) 
se calcula la inversa de e, la cual denotamos por d:
Dd(c) = (d(c1) • • • d(ct)) = (m1 • • • mt) = m.
1.2. Ejemplo
Sea Σ = {A, B, C, • • • , Z} y sean M y C conjuntos de ca-
denas de longitud cinco sobre A. Tomemos el espacio de 
claves K como el grupo de permutaciones de Σ, luego si 
e ∈ K es una clave para cifrar, entonces para descifrar se usa 
la inversa d = e −1. En particular si e ∈ K es la permutación 
que recorre tres posiciones a la derecha
e = A B C • • •  X Y Z
D E F • • •  A B C(             )
  
el mensaje 
   
m = CRIPT OGRAF IAENE LGRUP ODETR ENZAS
está cifrado como 
  
c = Ee(m) = FULSW RJUDI LDHQH OJUXS RGHWU 
HQCDV.■
Existen otros tipos de cifrado por bloques como: cifrado 
por sustitución homofónica, cifrado por sustitución polial-
fabético, cifrado de transposición, cifrado de composiciones, 
cifrado producto. Por otro lado, cabe mencionar que el aes 
(Advanced Encription Standard) es el nuevo estándar de 
cifrado simétrico dispuesto por el nist (National Institute 
of  Standards and Technology), después de un periodo de 
competencia entre 15 algoritmos sometidos. El 2 de octu-
bre de 2000 fue designado el algoritmo Rijndael como aes, 
el estándar reemplazó al Triple Des, para ser usado en los 
próximos 20 años (ver Murphy y Robshaw, 2002). 
Las ventajas de la criptografía simétrica son que los algo-
ritmos son fáciles de implementar y requieren poco tiempo 
de cómputo. La desventaja principal es que las claves han de 
transmitirse por un canal seguro, algo difícil de realizar, es 
decir, la seguridad depende de un secreto compartido exclu-
sivamente por el emisor y receptor. De hecho unos de los 
problemas mayores de la criptografía simétrica es encontrar 
un método eﬁcaz para estar de acuerdo en el intercambio 
de claves seguras. Este problema se le llama el problema de 
distribución de claves. 
1.3. Criptografía asimétrica 
La criptografía asimétrica surge para solucionar el problema 
que tiene la criptografía simétrica de distribución de claves. 
Una solución a esto la dieron en el año de 1976 W. Difﬁe 
y M. Hellman. De manera creativa es también inventado el 
concepto de ﬁrma digital, que resuelve el problema de au-
tenticidad de una entidad. 
Un esquema de cifrado de clave pública es una quíntupla 
(M, C, K, E, D), donde: 
a) M es el conjunto de textos llanos. 
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b) C es el conjunto de textos cifrados. 
c) K es el conjunto de claves. 
d) E = {Ee: M→C | e ∈ K} y               D = {Dd: C→M | d ∈ K}. 
e )Para cada e ∈ K, existe una única clave d ∈ K tal que 
Dd(Ee(m)) = m, para todo m ∈ M. 
1.3.1. Observación 
a) Normalmente a e se le llama clave pública y a d clave 
privada. 
b) El proceso de aplicar la transformación Ee al mensaje m 
usualmente es llamado cifrado de m, y al proceso de aplicar 
la transformación Dd al texto cifrado c = Ee (m) usualmente 
es llamado descifrado de c. 
c ) Por lo regular (pero no necesariamente), el conjunto de 
textos llanos, el conjunto de textos cifrados y el conjunto 
de claves son iguales, de hecho estos conjuntos pueden ser 
ﬁnitos (por ejemplo Zn) o inﬁnitos (por ejemplo el grupo 
de trenzas). 
d) Un esquema de cifrado de clave pública, en la práctica, 
está compuesto de tres algoritmos eﬁcientes: un algoritmo 
de generación de claves (de hecho genera el par (e, d ), un 
algoritmo de cifrado y un algoritmo de descifrado (ver por 
ejemplo Schneier, 1996). 
e) Para que estos esquemas sean seguros ha de cumplirse 
que a partir de la clave pública resulte computacionalmente 
imposible calcular la clave privada. 
1.4. Ejemplos
1.4.1. Algoritmo rsa1 
Este algoritmo es de clave pública y debe su nombre a sus 
tres inventores: Rivest Ron, Shamir Adi y Adleman Leonard. 
La descripción del esquema es la siguiente: 
a ) Elegimos dos números primos p y q suﬁcientemente 
grandes, y tomamos n = pq. 
b ) Buscamos e tal que sea primo con φ(n) = (p − 1)(q − 1).
c ) Como e y φ(n) son primos entre sí, entonces existe un 
d tal que:
e • d ≡ 1(mod φ(n) = n + 1 − p − q),
donde d se puede calcular mediante el algoritmo de Euclides. 
d ) Deﬁnimos 
Ee(x) = xe mod n función de cifrado
Dd(y) = yd mod n función de descifrado x, y ∈ Zn.
• Clave pública: (e, n) 
• Clave privada: (d, p, q).  
Cualquiera que conozca p, q y d podrá descifrar los men-
sajes del propietario de la clave (de hecho en este caso basta 
conocer p y q para romper el sistema). Cabe mencionar que la 
justiﬁcación de este esquema depende sólo del hecho de que
xed+1 ≡ x mod n 
para cualquier entero libre de cuadrado n. Además de estos 
datos hemos de ﬁjar la longitud de bloque: a saber, la longitud 
del bloque que vamos a cifrar y longitud del bloque cifrado. 
Por ejemplo, si elegimos dos primos p = 281 y q = 167, 
entonces n = 281 • 167 = 46927 y φ (n) = (281 − 1)(167 − 1) 
= 46480. Buscamos e y d tales que e • d ≡ 1 mod φ (46927), 
digamos e = 39423 y d = 26767. Así la clave pública será: 
(39423, 46927) y la clave privada será: (26767, 281, 167). 
Supongamos que vamos a cifrar bloques de dos letras en 
bloques de tres letras y que queremos cifrar HOLA utilizando 
un alfabeto de 36 símbolos, a saber
 
Σ = {1, 2, 3,..., 9, A, B, C,..., Z}
El procedimiento reﬁere los siguientes pasos: 
a) Asignamos a cada letra un número según el alfabeto, 
en este caso: 
HOLA ; (17, 24, 21, 10).
b) Bloques a cifrar: (17, 24) y (21, 10). 
c) Expresamos ambos bloques como un número en base 36:
(17, 24) = 17 • 360 + 24 • 36 = 881 
(21, 10) = 21 • 360 + 10 • 36 = 381
d) Elevamos estos números a la e-ésima potencia y toma-
mos el residuo módulo 46927: 
88139423 ≡ 45840 mod 46927 
38139423 ≡ 26074 mod 46927.
e) Expresamos estos números en base 36, teniendo en 
cuenta que vamos a tener tres componentes: 
45840 = 12 • 360 + 13 • 36 + 35 • 362 = (12, 13, 35)
26074 = 10 • 360 + 4 • 36 + 20 • 362 = (10, 4, 20)
f ) Según el alfabeto considerado a cada número le asig-
namos una letra: 
(12, 13, 35) ; CDY               (10, 4, 20) ; A4K
1. Ver por ejemplo Menezes et al. 1997:285-291.
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a) Cifrado. La entidad B debe hacer lo siguiente 
• Obtener la clave pública n. 
• Representar el mensaje como un entero m en el rango 
{0, 1,..., n − 1}. 
• Calcular c = m2 mod n. 
• Mandar el texto cifrado c a A. 
b) Descifrado. Para recuperar el texto llano m de c, A debe 
hacer lo siguiente: 
• Usar un algoritmo que encuentra la raíces cuadradas 
módulo n, dados sus factores primos p y q. sean m1, m2, m3 
y m4 las cuatro raíces de c módulo n. 
• El mensaje enviado puede ser m1, m2, m3 o m4. 
1.4.2.1. Observación 
Una forma de decidir cuál es el mensaje original m de los 
cuatro posibles m1, m2, m3, m4, podemos hacer uso de la 
redundancia, por ejemplo: 
Generación de claves. La entidad A elige los primos p = 277 
y q = 331, y calcula n = pq = 91687. La clave pública es 
n = 91687, mientras la clave privada de A es (p = 277, 
q = 331). 
a) Cifrado. Supóngase que se requieren los últimos seis 
bits de mensajes originales para ser reproducidos anterior 
al cifrado. En el orden para cifrar el mensaje de 10-bit m 
= 1001111001, B reproduce los últimos seis bits de m para 
obtener el mensaje de 16-bit m = 1001111001111001, que 
en notación decimal es m = 40569. La entidad B entonces 
calcula:
c = m2 mod n = 405692 mod 91687 = 62111
y envía esto a A. 
b) Descifrado. Para descifrar c, A usa un algoritmo (podría 
ser el descrito arriba) para calcular las cuatro raíces cuadradas 
de c módulo n, las cuales son: 
m1 = 69654, m2 = 22033, m3 = 40569, m4 = 51118,
en forma binaria: 
m1 = 10001000000010110, m2 = 101011000010001, 
m3 = 1001111001111001, m4 = 1100011110101110.
Ya que solamente m3 tiene la redundancia requerida, A 
descifra c al m3 y recupera el mensaje original m. 
La seguridad de este cifrado se basa en que en la actuali-
dad, aún no existe un algoritmo eﬁciente que calcule raíces 
cuadradas módulo un número compuesto (para números 
suﬁcientemente grandes).■ 
g) Por lo tanto el mensaje cifrado es CDYA4K. 
h) Para descifrar habría que hacer el mismo proceso, 
pero partiendo de bloques de tres letras y terminando en 
bloques de dos letras, después aplicar la función de desci-
frado Dd (y). 
Para romper este esquema de cifrado lo podemos intentar 
de varias formas: A fuerza bruta, intentando resolver cual-
quiera de los dos logaritmos discretos: 
45840d ≡ 881 mod 46927 26074d ≡ 381 mod 46927}
o resolviendo: 
e • d ≡ 1 mod φ (46927),
Lo cual equivale a conocer φ(46927), que a su vez equiva-
le a conocer la factorización en números primos de 46927. 
Aún no se conoce un algoritmo en tiempo polinomial 
que factorice, en primos, números lo suﬁcientemente 
grandes.■
1.4.2. Para el siguiente ejemplo necesitamos saber cómo 
encontrar raíces cuadradas en Zn. 
Supongamos que tenemos c = m2 mod n y queremos en-
contrar las raíces cuadradas de c módulo n. A continuación 
daremos un algoritmo para el caso más usual que es cuando 
n es un número compuesto de la forma n = pq, con p ≡ q 
≡ 3 mod 4. Para los demás casos (por ejemplo cuando n es 
primo, etc.) ver [1] p 
Algoritmo que encuentra raíces cuadradas módulo n dado 
sus factores primos p y q, con p ≡ q ≡ 3 mod 4. 
a) Usar el algoritmo extendido de Euclides (ver [1] p. 67) 
para encontrar enteros a y b satisfaciendo ap + bq = 1. 
b) Calcular r = c(p+1)/4 mod p. 
c) Calcular s = c(q+1)/4 mod q. 
d) Calcular x = (aps + bqr) mod n. 
e) Calcular y = (aps − bqr) mod n. 
f ) Las cuatro raíces de c módulo n son x, −x mod n, y y 
−y mod n. 
Cifrado de clave pública de Rabin (ver por ejemplo [1] pp. 
292-293). En este cifrado cada entidad crea una clave pública 
y una clave privada correspondiente. 
Algoritmo de generación de claves. La entidad A debe 
hacer lo siguiente: 
a) Generar dos primos aleatoriamente grandes (y distintos) 
p y q, cada uno aproximadamente del mismo tamaño. 
b) Calcular n = pq. 
c) La clave pública será n; y la clave privada (p, q). 
Algoritmo de cifrado. La entidad B cifra un mensaje m para 
A, que A descifra. 
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1.4.3. Protocolo de Intercambio de Diffie-Hellman (ver 
por ejemplo Menezes, et al .  1997). 
Este intercambio de claves propuesto por Difﬁe y Hellman 
utiliza la función de exponenciación modular en canales 
abiertos. Sean A y B dos personas que quieren compartir 
un secreto, la descripción del esquema es la siguiente: 
a) A y B eligen un primo p suﬁcientemente grande.
b) Luego se elige un g ∈ ×p tal que < g > = ×p.
c) Los valores p y g son públicos.
d) Tanto A como B eligen valores aleatorios, privados, 
xA y xB en 
×
p.
e ) A manda a B, y yA ≡ gxA mod p
f ) B manda a A, y yB ≡ gxB mod p
g ) Ambos lados de la comunicación construyen la misma 
clave simétrica.
• A calcula: zBA ≡ y xAB  ≡ gxBxA mod p
• B calcula: zAB ≡ y xBA  ≡ gxAxB mod p
luego zAB = zBA.
En este esquema los datos públicos son (p, g, yA, yB). En 
el caso de que alguien quisiera conocer la clave secreta a 
partir de los datos públicos, tendría que conocer xA o xB para 
generar la clave secreta zAB, lo que equivale a resolver una de 
estas dos ecuaciones: 
xA ≡ logg yA mod p
xB ≡ logg yB mod p
pero en la actualidad no se conocen algoritmos eﬁcientes que 
resuelvan tales ecuaciones (con p suﬁcientemente grande).■ 
2. Firmas digitales 
Las ﬁrmas digitales son una solución que ofrece la criptografía 
para veriﬁcar la integridad de documentos y la procedencia 
de documentos. Las ﬁrmas digitales se pueden realizar tanto 
con criptografía simétrica como asimétrica. 
Un esquema de ﬁrma digital es una quíntupla (M, A, K, 
S, V ), donde: 
1. M es el conjunto de mensajes que pueden ser 
ﬁrmados. 
2. A es el conjunto de elementos llamados ﬁrmas. 
3. K es el conjunto de claves. 
4. S = {sigK : M→A | K ∈ K} y V = {verK : M × A→ 
{verdadero, falso}| K ∈ K}. 
5. Para cada K ∈ K, existe un algoritmo de ﬁrmado sigK 
∈ S y un correspondiente algoritmo de veriﬁcación verK ∈ 
V. Cada
 
sigK : M→A y verK: M × A→{verdadero, falso}
Son funciones tal que la siguiente ecuación se satisface para 
cualquier mensaje x ∈ M y para cualquier ﬁrma y ∈ A: 
verK(x, y) =
 {verdadero  si y = sigk(x)falso          en caso contrario  
2.1. Observación
Por lo regular (pero no necesariamente), el conjunto de textos 
a ﬁrmar, el conjunto de textos ﬁrmados y el conjunto de claves 
son iguales, de hecho estos conjuntos pueden ser ﬁnitos (por 
ejemplo Zn) o inﬁnitos (por ejemplo el grupo de trenzas). 
Un esquema de ﬁrma digital, en la práctica, está compuesto 
de tres algoritmos eﬁcientes: un algoritmo de generación de 
claves (genera el par (e, d) donde e es llamada clave privada 
y d clave pública), un algoritmo de ﬁrmado y un algoritmo 
de veriﬁcación. 
Deﬁnamos un tipo especial de función que se utiliza para 
ﬁrmar digitalmente. 
2.2. Definición 
Una función hash (o función resumen) es una función que 
mapea cadenas de bits de longitud arbitraria a cadenas de 
caracteres de longitud ﬁja, o sea h: {0, 1}* → {0, 1}d, y 
además es una función computacionalmente eﬁciente, es 
decir satisface las siguientes características: 
a ) Dado m, es computacionalmente fácil (tiempo polino-
mial) calcular h(m). 
b) Dado h(m), es computacionalmente intratable (tiempo 
exponencial) recuperar m. 
c ) Dado m, es computacionalmente intratable obtener un 
m' tal que h(m) = h(m' ). 
d ) Debe ser difícil encontrar dos mensajes aleatorios m y 
m' tales que h(m) = h(m' ). 
El proceso de ﬁrmar digitalmente con una función hash 
es como sigue: primero se produce un resumen del mensa-
je, luego se cifra este resumen con nuestra clave privada, de 
esta forma la única persona que conozca la clave privada 
será capaz de ﬁrmar digitalmente en nuestro nombre. Para 
veriﬁcar la ﬁrma procederemos de la siguiente forma: 
desciframos la ﬁrma digital usando la clave pública, obte-
nemos el resumen del mensaje original, hacemos un hash 
sobre el mensaje original. Comprobamos nuestro resumen 
con el obtenido al descifrar y si coinciden, la ﬁrma digital 
es válida. Cabe mencionar que se puede ﬁrmar digitalmente 
sin utilizar la función hash. 
Note que el mensaje a ser ﬁrmado puede ser el texto llano o 
cifrado, porque el espacio del mensaje de la ﬁrma digital puede 
ser cualquiera subconjunto de {0, 1}*. Ahora mencionamos 
dos tipos básicos de ataques. 
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a) Ataque de clave única: en este ataque el adversario conoce 
sólo la llave pública del ﬁrmante y por consiguiente sólo tiene 
la capacidad de veriﬁcar la validez de ﬁrmas de mensajes. 
b) El ataque de la ﬁrma conocida: el adversario conoce 
la clave pública del ﬁrmante y ha visto el mensaje y la ﬁrma 
escogidos y producidos por el ﬁrmante legal. 
Uno puede decir que el adversario ha roto un esquema de 
ﬁrma de un usuario A si su ataque le permite hacer cualquiera 
de los siguientes: 
a) Falsiﬁcación existencial: el adversario tiene éxito 
falsiﬁcando la ﬁrma de un mensaje, no necesariamente de 
su elección. 
b) Falsiﬁcación selectiva: el adversario tiene éxito 
falsiﬁcando la ﬁrma de algún mensaje de su elección. 
c) Falsiﬁcación universal: el adversario encuentra un al-
goritmo de ﬁrma eﬁciente que funcionalmente equivale al 
algoritmo de ﬁrma de A. 
d) Rotura total: el adversario puede computar la clave 
privada del ﬁrmante A. 
2.3. Ejemplo
2.3.1. Esquema de ﬁrma rsa. 
La descripción del esquema es la siguiente: 
a) Un usuario elige dos números primos p y q suﬁcientemente 
grandes. 
b) Sea M = C = Zn el espacios de textos llanos y textos 
cifrados respectivamente. 
c) Deﬁnamos el espacio de claves como 
K = {(n, p, q, e, d): n = pq, ed ≡ 1 mod φ(n)} 
d) Clave pública: (n, d) 
e) Clave privada: (p, q, e). 
f ) Para K = (n, p, q, e, d), deﬁnamos:
 
σK(x) = xe mod n 
VK (x, y) = verdadero ⇔ x ≡ yd mod n 
x, y ∈ Zn.■
Otros algoritmos empleados en ﬁrmas digitales son: 
El Gammal, MD5 desarrollado por Ron Rivest (fue una 
modiﬁcación del MD4), y SHA desarrollado por la NSA (ver 
Menezes et al. 1997 o Koblitz, 2000 ).
3. Computación cuántica 
Para ver la conexión que existe entre la Teoría de Números en 
Criptografía y su debilidad ante la posible era de las computado-
ras cuánticas, como bien dice el título del trabajo, primeramente 
veremos la estructura matemática básica de una computadora 
cuántica, posteriormente veremos su debilidad. 
Se está investigando sobre computación cuántica y mu-
chos de los problemas que corren en tiempo exponencial 
en computadoras clásicas correrían en tiempo polinomial 
sobre computadoras cuánticas. La computación cuántica 
es un nuevo desarrollo tecnológico para el procesamien-
to de información que depende del aprovechamiento de 
fenómenos característicos de la mecánica cuántica como: 
la cuantización, la superposición, la interferencia y el en-
trelazamiento. 
“No hay información sin representación”, esta es la idea 
que nos llevará intuitivamente a plantearnos la información 
cuántica. Formalmente la unidad básica de información 
de la computación cuántica es el qubit o bit cuántico. El 
espacio de 1 qubit es un espacio de Hilbert E1 isomorfo a 
C2 (recordemos que un espacio de hilbert se deﬁne como 
un espacio dotado de un producto interior que es completo 
con respecto a la norma vectorial deﬁnida por el producto 
interior), donde {|0〉, |1〉} es una base ortogonal de E1 (de 
hecho es la base canónica de E1), la cual le llamaremos base 
computacional de E1. Las representaciones de la matriz de 
los vectores |0〉 y |1〉 están dadas por
 
|0〉 = (  )10 , |1〉 = (  )01 .
Sean α, β ∈ C, un qubit genérico es 
|Ψ〉 = α|0〉 + β|1〉 = (  ) con 
                                                    (Superposición lineal)  (1)
|α|2 + |β|2 = 1  
 Más generalmente, llamaremos estados a los vectores en 
E un espacio de Hilber de dimensión ﬁnita N (donde N es 
potencia de dos), y tales vectores los escribimos como |v〉 
(notación de Dirac), les decimos kets. Cada ket tiene asociado 
un bra, que es una funcional lineal 〈v|: E→C deﬁnida por: 
〈v|(|w〉) = 〈v|w〉,
que es un producto interno, llamado bracket. Con bras y kets 
también podemos armar operadores lineales, de la forma: |v〉
〈w|: E→E que actúan según: 
|v〉〈w|(|x〉) = |v〉〈w|x〉.
Un matriz hermitiana A es aquella que satisface la igualdad 
A = A†, es decir es aquella matriz que coincide con la con-
jugación de su propia transpuesta. Las matrices hermitianas 
270 Castillo Rubí, M. a. et al.  teoRía de NúMeRos eN CRiptogRafía y su debilidad...
CienCias exaCtas y apliCadas
son importantes en mecánica cuántica, en particular en 
computación cuántica, porque sus autovalores son reales y 
se asocian a magnitudes físicas observables, de hecho llama-
remos observable a una matriz hermitiana A. 
Sea A un operador hermitiano que actúa en E. Dado que 
A es en particular un operador normal, el teorema espectral 
aﬁrma que, mediante un operador unitario, A puede ser 
diagonalizado de tal forma que sólo tiene entradas reales 
en la diagonal principal (los autovalores correspondientes). 
Consecuentemente, del conjunto de autovectores de A po-
demos extraer una base {u1, u2,..., uN} para E. Supongamos 
que a1,..., aN son los autovalores de A, es decir 
A|ui〉 = ai|ui〉 para i = 1,..., N.






con 〈un|um〉 = δnm (delta de Krönecker) y cn = 〈un|Ψ〉.
La probabilidad pn de obtener el autovalor an es 
pn = |cn|2 = |〈un|Ψ〉|2.
Obsérvese que ΣNn = 1 , pues 〈Ψ|Ψ〉 = ΣNn = 1|cn|2 = 1. En 
particular medir un estado |Ψ〉 = α|0〉 + β|1〉 en E1 implica 
obtener |0〉 con probabilidad |α|2 y |1〉 con probabilidad 
|β|2. 
Para seguir el estudio de los qubits, deﬁnamos el producto 
tensorial de dos matices. El producto tensorial de dos matrices 
A y B se deﬁne y denota como: 
A⊗B = 
               
               
               
A11B  ...  A1mB 
An1B  ...  AnmB 
... .... .  .  .
Por ejemplo si A = (   )2 55 6  y B = (  )748 , entonces
A⊗B = 
               
               














        
        








Un espacio de 2 qubit E2 es el producto tensoril de 1 qubit
E2 = E1⊗E1: = E ⊗21 
Donde su base computacional es: {|00〉, |01〉, |10〉, |11〉}, 
la cual está dictada por las reglas del producto tensorial 


































En notación compacta o decimal, escribimos:
|0〉 = |00〉 |1〉 = |01〉 |2〉 = |10〉 |3〉 = |11〉,
la dimensión de E2 es 22 = 4, luego un qubit genérico será: 
|Ψ〉 = α|00〉 + β|01〉 + γ|10〉 + δ|11〉: = 
3
n = 0
cn|n〉         (2)
    
con 
|α|2 + |β|2 + |γ|2 + |δ|2: = 
3
n = 0
|cn|2 = 1 
En general un Espacio de N qubit EN es el producto ten-
sorial de 1 qubit
EN = E1 ⊗...⊗ E1: = E ⊗N1 ,
Su base computacional (notación compacta) es: 
{|0〉, |1〉,...,|2N − 1〉},
y su dimensión es 2N, es decir su dimensión crece exponencial-
mente con el número de qubits, lo cual hace rápidamente inma-
nejable la simulación de un problema cuántico en una máquina 
clásica. Luego un qubit genérico de EN se representa por 
n = 0
 cn|n〉 con n = 0 cn|
2 = 1.
4. Debilidad 
Mucha de criptografía basada en la Teoría de Números, 
tales como rsa, llegarían a ser obsoletas si el algoritmo de 
Shor es implementado alguna vez en una computadora 
cuántica práctica. Un mensaje cifrado con rsa puede ser 
descifrado descomponiendo en factores la llave públi-
ca N, que es el producto de dos números primos. Los 
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algoritmos clásicos conocidos no pueden hacer esto en 
tiempo O((logN)k) para ningún k, así que llegan a ser rá-
pidamente imprácticos a medida que se aumenta N. Por 
el contrario, el algoritmo de Shor puede romper rsa en 
tiempo polinómico. 
Como todos los algoritmos de computación cuántica, el al-
goritmo de Shor es probabilístico: da la respuesta correcta con 
alta probabilidad, y la probabilidad de fallo puede ser disminuida 
repitiendo el algoritmo. El algoritmo de Shor fue demostrado en 
2001 por un grupo en ibM, que descompuso 15 en sus factores 
3 y 5, usando una computadora cuántica con 7 qubits. 
4.1. Algoritmo de Shor
Este algoritmo halla el orden de un elemento dentro de 
un grupo cíclico en tiempo polinomial, con ello nos permite 
encontrar los factores primos de un número compuesto N 
en tiempo cuántico polinomial. De esta manera, de existir 
computadoras cuánticas que manejen los qubits necesarios 
para implementar el algoritmo de Shor con números de 4096 
qubits, por ejemplo, los esquemas de ﬁrma y cifrados basados 
en rsa quedarían completamente inseguros, debido a que al 
momento de escribir esta tesis, las longitudes de las claves 
son de entre 1024 y 2048 bits. 
El problema es factorizar el número entero N. Dado un 
número aleatorio x < N coprimo con N, se deﬁne el orden de x 
módulo N como el menor entero positivo no nulo r tal que
xr ≡ 1 mod N,
resulta entonces que
xr − 1 ≡ 0 mod N.
Si r es par, entonces
(xr/2 + 1) (xr/2 − 1) ≡ 0 (mod N),
es decir, (xr/2 + 1) y/o (xr/2 − 1) deben contener factores 
comunes a N, y hallando éstos se puede factorizar N. Por 
supuesto, la probabilidad de que r sea par es1/2. Por ejemplo 
consideremos N = 21. La sucesión de equivalencias 
24 ≡ 16 mod 21
25 ≡ 11 mod 21
26 ≡ 11 × 2 ≡ 1 mod 21 
muestra que el orden de x = 2 módulo 21 es r = 6. Por lo tanto
xr/2 ≡ 23 ≡ 8 mod 21,
luego xr/2 − 1 produce el factor 7 y xr/2 + 1 produce el 
factor 3. 
Describamos brevemente el algoritmo de Shor. 
Paso 1. Escoja un número aleatorio a<N 
Paso 2. Calcule mcd(a, N). Esto se puede hacer eﬁcientemente 
usando el algoritmo de Euclides. 
Paso 3. Si mcd(a, N) ≠ 1, entonces es un factor no trivial 
de N, así que terminamos. 
Paso 4. Si mcd(a, N) = 1, entonces hallar r, el período de 
la función siguiente: 
f(x) = ax mod N,
es decir el número entero más pequeño r para el cual f(x + 
r) = f(x). 
Paso 5. Si r es impar, vaya de nuevo al paso 1. 
Paso 6. Si ar/2 ≡ −1 mod N, vaya de nuevo al paso 1. 
Paso 7. Los factores de N son el mcd (ar/2 ± 1, N). 
4.1.1 Observación 
En el paso 4 entra la parte cuántica, pues en la actualidad 
no existe un algoritmo eﬁciente para encontrar el perio-
do, cuando N es suﬁcientemente grande. Sin embargo, 
existe un algoritmo cuántico que lo encuentra en tiempo 
polinomial, tal algoritmo involucra la transformada de 
Fourier cuántica, para más detalles ver [15] o [19], y para 
una implementación experimental ver [21]. 
Al posible uso de computadoras cuánticas para realizar 
ataques a los sistemas criptográﬁcos actuales se le ha dado 
en llamar criptoanálisis cuántico. La computación cuántica 
como disciplina es muy reciente y aún no se ha desarrollado 
un método de programación intuitivo y fácil, por lo que el 
diseño de algoritmos cuánticos es complicado, y tiene que 
basarse en las operaciones elementales con puertas cuánti-
cas. Finalmente mencionemos algunas diferencias entre el 
computador clásico y cuántico: 
a) Una computadora actual se estima que tardaría varios 
años para factorizar un número grande (supongamos, por 
ejemplo 1 000 dígitos), mientras que un computador cuán-
tico lo haría en minutos (algoritmo de Shor). Así podríamos 
romper rsa, y con pocas adaptaciones otros criptosistemas 
similares de clave pública, como los basados en curvas 
elípticas. 
b) Las búsquedas en bases de datos no ordenadas se 
realizan actualmente al azar y para localizar un dato en 
especial se requiere en promedio de N/2 intentos, donde 
N es el número total de datos. Una computadora cuánti-
ca podría realizar lo anterior en un número de intentos 
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igual a la raíz cuadrada de N (algoritmo de Grover). Esto 
podría usarse para atacar de manera más eﬁciente que en 
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Conclusiones 
En este trabajo vimos una introducción de cómo la teoría 
de números juega un papel importante en la criptografía 
moderna, la cual tiene muchas aplicaciones en seguridad 
de información. Por otro lado, cuando la física cuántica 
se fusionó con la informática, dieron nacimiento a una 
nueva línea de investigación que es la computación cuán-
tica. Se dio una idea intuitiva de la estructura matemática 
para construir los qubits que es información básica de una 
computadora cuántica. La posible construcción eﬁciente de 
tal maquinaria tan poderosa, romperá todos los protocolos 
criptográﬁcos basados en la teoría de números, tales como 
son: ﬁrmas digitales, comercio electrónico, certiﬁcados 
digitales, sellos digitales, votos digitales, transferencias 
bancarias, intersección de información de gobiernos y 
ejércitos, etc. El que logre construir tal máquina tendría el 
control del mundo. 
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