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МОДЕЛЬ ПРЕДСТАВЛЕНИЯ ЗНАНИЙ В ИНФОРМАЦИОННЫХ  
СИСТЕМАХ НА ОСНОВЕ ВЕРБАЛЬНЫХ АССОЦИАЦИЙ 
Предлагается математическая модель представления знаний в системе поиска и обработки 
текстовой информации, основанная на статистическом исследовании внутритекстовых семанти-
ческих связей. Формально определены понятия вербально-ассоциативных сетей предметных облас-
тей, монотематических и политематических текстов. Приводятся формулы для вычисления ин-
формативности вербально-ассоциативной связи слов, предложений и фрагментов текста. 
Введение 
Вербальные ассоциации – это семантические связи между словами в языке (тексте, речи), 
соответствующие ассоциативным отношениям между обозначаемыми ими сущностями в ре-
альном мире. В настоящее время вербальные ассоциации изучаются главным образом в лин-
гвистике и психолингвистике. Различают два типа таких ассоциаций – парадигматические и 
синтагматические [1, 2]. Парадигматические ассоциации существуют между словами языка не-
зависимо от контекста и объединяют понятия, обозначающие предметы или явления, между 
которыми имеется постоянная связь (например, пары слов книга–знание, человек–дом). В про-
тивоположность парадигматическим, синтагматические ассоциации возникают в тексте, т. е. 
между словами и словосочетаниями каждого конкретного его предложения (например, в парах 
слов технология–информационная, текст–шрифт). 
В отличие от существующих моделей представления знаний о текстовых документах 
(см., например, [3, 4]) в предлагаемой модели исследуется статистика лексики не только анали-
зируемого текста, но и предметных областей, представленных тематическими и полными кор-
пусами текстов [5]. 
1. Вербально-ассоциативная сеть предметной области 
Будем различать вербально-ассоциативные сети предметных областей и анализируемых 
текстов. В каждой предметной области ее сети соответствует тематический корпус текстов, на 
основе которого данная сеть формируется. Тематический корпус – это совокупность текстов по 
конкретной тематике. Все тематические корпусы образуют полный корпус текстов, который 
создается для каждого языка взаимодействия пользователей с информационной системой.  
1.1. Отношение вербально-ассоциативной связи слов  







= ∪ . Полный корпус текстов Cfi соответствует i-му входному языку (например, англий-
скому), а тематический корпус Ctij – j-й предметной области для i-го языка (например, пред-
метной области Mathematics, представленной текстами на английском языке). 
Обозначим через Wi множество всех слов полного корпуса текстов Cfi. Тогда отноше-
ние толерантности Θi (рефлексивное и симметричное бинарное отношение) на множестве Wi 
назовем отношением вербально-ассоциативной связи слов в полном корпусе текстов Cfi, ес-
ли любая упорядоченная пара слов (a, b) из множества Wi является элементом отношения Θi 
тогда и только тогда, когда слова a и b из этой пары содержатся хотя бы в одном предложе-
нии корпуса Cfi. Если пара (a, b) любых слов из множества Wi является элементом отношения 
Θi, т. е. (a, b) ∈ Wi, то (a, b) (по аналогии с работой [6]) будем называть вербально-
ассоциативной парой. 
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Обозначим через Wij множество всех слов тематического корпуса текстов Ctij. Рассмот-
рим сужение Θij отношения Θi на множество Wij, т. е. Θij = Θi ∩ (Wij × Wij). Отношение Θij назо-
вем отношением вербально-ассоциативной связи слов в тематическом корпусе текстов Ctij. 




CtI  слова a из тематического корпуса текстов Ctij – это вероятность 
нахождения слова a в данном корпусе при условии, что оно содержится в полном корпусе тек-
стов. При достаточно больших объемах тематического и полного корпусов текстов формула 










Cfn  – абсолютные частоты встречаемости слова a (с учетом синонимии и словоизме-
нения) в тематическом Ctij и полном Cfi корпусах текстов. 
Понятие информативности вербально-ассоциативной пары предметной области опреде-
лим по аналогии с понятием информативности слова.  
Пусть имеется пара слов a, b входного языка информационной системы. Рассмотрим сле-
дующую совокупность событий (в теоретико-вероятностном смысле): 
ij
ab
CtS  – слова a и b извлечены случайным образом из одного и того же предложения тема-
тического корпуса текстов Ctij; 
i
ab
CfS  – слова a и b извлечены случайным образом из одного и того же предложения полно-
го корпуса текстов Cfi; 
ijCt
H  – появление тематического корпуса текстов Ctij. 
Обозначим через ( / )
ij i
ab ab
Ct CfP S S  вероятность извлечения слов a и b из одного и того же 
предложения множества Ctij при условии, что они уже извлечены из одного и того же пред-
ложения полного корпуса текстов Cfi. Эта условная вероятность вычисляется следующим 
образом: 
( ) ( ) ( / )
( / )
( ) ( )
ij i ij i ij
ij i
i i
ab ab ab ab ab
Ct Cf Ct Cf Ctab ab
Ct Cf ab ab
Cf Cf
P S S P S P S S
P S S
P S P S
⋅ ⋅= = . 
Вероятность ( / )
ij i
ab ab
Ct CfP S S  будем называть информативностью вербально-ассоциативной 
пары (a, b) в тематическом корпусе текстов Ctij (или в предметной области, определяемой кор-
пусом Ctij). 
По аналогии с формулой (1) информативность 
ij
ab










Cfn  – абсолютные частоты совместной встречаемости слов a и b (с учетом синонимии 
и словоизменения) в одном и том же предложении тематического Ctij и полного Cfi корпусов 
текстов. 
1.3. Определение вербально-ассоциативной сети предметной области 
Пусть Sij – граф отношения Θij вербально-ассоциативной связи слов в корпусе Ctij. Поме-
тим каждую вершину a графа Sij значением информативности ij
a
CtI  этого слова (с учетом сино-
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ассоциативной связи слов a и b (также учитывая синонимию и словоизменения). Обозначим 
полученный граф через Netij.  
Граф Netij назовем вербально-ассоциативной сетью предметной области, определяемой 
тематическим корпусом текстов Ctij. 
При практической реализации информационной системы вербально-ассоциативная сеть 
Netij предметной области представляется в виде вербально-ассоциативного словаря (таблица). 
Фрагмент вербально-ассоциативного словаря 








текст 0,57 шрифт 0,29 0,28 
⋅⋅⋅ 
технология 0,43 информационная 0,51 0,78 
⋅⋅⋅ 




мая по формуле (1), а каждой вербально-ассоциативной паре слов – информативность вербаль-
но-ассоциативной связи между ними 
ij
ab
CtI , которая определяется в соответствии с формулой (2). 
Пусть a – некоторая вершина сети Netij, а aijNet  – звездный подграф графа Netij, опреде-
ляемый вершиной a, т. е. граф, образованный выделением одной вершины a и всех смежных с 
нею вершин.  
Граф aijNet  будем называть вербально-ассоциативным полем слова a. 
2. Вербально-ассоциативная сеть монотематического текста 
Будем различать монотематические и политематические тексты. Под монотематическим 
будем понимать текст, посвященный единой тематике (например, статья, доклад). Политемати-
ческий текст (например, книга) является конкатенацией («склейкой») нескольких монотемати-
ческих текстов (например, разделов).  
Вербально-ассоциативная сеть монотематического текста – это подграф сети некоторой 
предметной области, которой соответствует тематический (или динамический [8]) корпус тек-
стов, релевантный анализируемому тексту. Динамический корпус создается в процессе инфор-
мационного поиска из документов полного корпуса. 
Рассмотрим процедуру поиска тематического корпуса текстов, релевантного анализируе-
мому тексту. 
2.1. Поиск релевантного тематического корпуса текстов  
Пусть T – произвольный текст на i-м входном языке, который будем рассматривать как 
запрос на поиск релевантного ему тематического корпуса текстов Ctij. В результате индексиро-
вания текста T, т. е. реализации инъективного отображения :{ , 1, }iT T Cf i m PPω | ∈ = →  множе-
ства входных текстов в множество PP текстов на внутреннем языке информационной системы, 
получим поисковое предписание ω(T) = {b1, b2, ...}, где b1, b2, ... – ключевые слова этого пред-
писания. (В качестве ключевых будем использовать все слова текста T, имеющиеся в словаре i-
го входного языка.) 
Рассмотрим поисковый образ ω(Ctij) = {a1, a2, ...} некоторого тематического корпуса тек-
стов Ctij ∈ Cfi. Естественно считать, что корпус Ctij релевантен запросу T, если значение крите-
рия выдачи для пары (ω(Ctij), ω(T)) не меньше некоторого порогового значения η0. Под крите-
рием выдачи будем понимать отображение :{ ( 1, } { ( , 1, }ij i iCt j n T T Cf i m Rη ω ) | = × ω ) | ∈ = →  де-
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картова произведения множеств поисковых образов тематических корпусов текстов 
{ ( 1, }ij iCt j nω ) | =  и поисковых образов входных текстов (являющихся поисковыми предписа-
ниями) { ( , 1, }iT T Cf i mω ) | ∈ =  в множество действительных чисел R. 
Введем в рассмотрение l-мерное евклидово пространство E. Для этого лексикографи-
чески упорядочим все слова полного корпуса текстов Cfi, т. е. сформируем кортеж 
iCf
W = 〈c1, c2,…, cl〉. Для каждого тематического корпуса текста Ctij построим вектор его поиско-
вого образа в пространстве E: 
1 2
( , , ... , )
ij lCt c c c
J J J=F , где 
1 2
, , ... ,
lc c c
J J J  – значения информа-
тивности ключевых слов c1, c2,…, cl соответственно. (Компонента вектора kcJ = 1, если слово ck 
присутствует в поисковом образе корпуса Ctij, и kcJ = 0 в противном случае.) Аналогично пред-
ставим вектор поискового предписания: 
1 2
( , , ... , )
lT c c c
I I I=F .  
Как показано в работе [8], в качестве критерия выдачи целесообразно использовать коси-
























                                               (3) 
Соответствующая поисковая функция :{ , 1, } { 1, }i ij iT T Cf i m Ct j nπ | ∈ = → | = , т. е. час-
тичное мультиотображение множества анализируемых текстов в множество тематических кор-
пусов текстов, примет вид 
0) { 1, , cos }ij iT Ct j nπ( = | = ϕ ≥ η . 
Приведем описание алгоритма поиска тематического корпуса текстов Ctij, релевантного 
тексту T. 
На вход алгоритма поступает текст T, в результате индексирования которого получаем 
вектор поискового предписания 
1 2
( , , ... , )
lT c c c
I I I=F . Далее по предписанию TF  реализуется 
поиск поисковых образов тематических корпусов текстов в множестве { ( 1, }ij iCt j nω ) | = . Ре-
зультатом поиска считаем корпус Ctij, которому соответствует наибольшее из значений крите-
рия выдачи (3), такое, что cos ϕ ≥ η0. Если такой корпус не найден, для текста T необходимо 
сформировать динамический корпус текстов. 
2.2. Формирование релевантного динамического корпуса текстов  
Для создания динамического корпуса текстов, релевантного запросу T, в множестве Cfi 
нужно найти все документы, релевантные тексту T.  
Пусть d ∈ Cfi – произвольный документ из полного корпуса текстов. Построим вектор Fd 




( , , ... , )
ld c c c
J J J=F . Компо-
нента вектора 
kc
J = 1, если слово ck имеется в поисковом образе текста d, в противном случае 
kc
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Считаем, что документ d релевантен запросу T и принадлежит создаваемому динамиче-
скому корпусу текстов Сt, если значения критерия (4) не меньше порогового значения 0
′η , т. е. 
при поиске будем использовать поисковую функцию  
0) { , cos }iT d d Cf
′π( = | ∈ ψ ≥ η . 
Алгоритм формирования динамического корпуса текстов, релевантных тексту T, работает 
следующим образом. На входе алгоритма – текст T (запрос на поиск). По полученному в ре-
зультате индексирования запроса T поисковому предписанию 
1 2
( , , ... , )
lT c c c
I I I=F  проводится 
поиск поисковых образов текстов в множестве { ( }id d Cfω ) | ∈  в соответствии с критерием вы-
дачи (4). Результатом поиска является множество текстовых документов 
0{ , cos }iCt d d Cf
′= | ∈ ψ ≥ η , образующее динамический корпус текстов Ct.  
2.3. Определение вербально-ассоциативной сети монотематического текста 
Обозначим через Kt ∈ {Ctij, Ct} релевантный тексту T тематический (Ctij) или динамиче-
ский (Ct) корпус текстов, через NetKt  – вербально-ассоциативную сеть предметной области, оп-
ределяемой корпусом Kt, а через WT – множество всех слов текста T. Исключим из сети NetKt 
все вершины, не принадлежащие множеству WT, и все инцидентные им ребра. Полученный 
граф обозначим через NetT. Граф NetT назовем вербально-ассоциативной сетью монотемати-
ческого текста T, определяемой корпусом текстов Kt.  
Если ρ – любое предложение текста T, то, исключив из графа NetKt вершины и ребра (по ана-
логии с формированием сети NetT), получим вербально-ассоциативную сеть Netρ предложения ρ. 
3. Вербально-ассоциативная сеть политематического текста 
Полнотекстовые документы характеризуются, как правило, политематичностью. В связи 
с этим при обработке таких текстов необходимо их разбиение на субтексты. (Субтекст – это 
«компонент связного текста, развивающий одну из его основных тем» [9].)  
При вычислении информативности слов, предложений и субтекстов политематического 
текста, а также вербально-ассоциативных связей между ними будем использовать их статисти-
ческие характеристики и характеристики полного корпуса текстов, не прибегая к анализу тема-
тических и динамических корпусов текстов. 
3.1. Информативность слов политематического текста 
Пусть теперь Q (Q ∈ Cfi ) – политематический текст на i-м входном языке. Для вычисле-
ния информативности aQI  произвольного слова a этого текста будем использовать формулу, 




Q Q CfI n n= , 
где aQn , i
a
Cfn  – абсолютные частоты встречаемости слова a (с учетом синонимии и словоизмене-
ния) в тексте Q и полном корпусе текстов Cfi. 
3.2. Информативность вербально-ассоциативных пар политематического текста 
Обозначим через WQ множество всех слов текста Q, а через ΘQ – сужение отношения Θi 
на множество WQ, т. е. ΘQ = Θi ∩ (WQ × WQ). Отношение ΘQ назовем отношением вербально-
ассоциативной связи слов в тексте Q. Пару (a, b) любых слов из множества WQ, которая являет-
ся элементом отношения ΘQ, т. е. (a, b) ∈ WQ, будем называть вербально-ассоциативной парой 
текста Q. Формула для вычисления информативности abQI  вербально-ассоциативных пар текста 
Q аналогична формуле (2): 





Q Q CfI n n= , 
где abQn , i
ab
Cfn  – абсолютные частоты совместной встречаемости слов a и b (с учетом синонимии 
и словоизменения) в одном и том же предложении текста Q и полного корпуса текстов Cfi. 
3.3. Определение вербально-ассоциативной сети политематического текста 
Обозначим через SQ граф отношения ΘQ вербально-ассоциативной связи слов в политема-
тическом тексте Q. Пометим каждую вершину a графа SQ значением информативности aQI  этого 
слова (с учетом синонимии и словоизменения), а каждое ребро (a, b) – значением информатив-
ности abQI  вербально-ассоциативной связи слов a и b в тексте Q (также учитывая синонимию и 
словоизменения).  
Обозначим полученный граф через NetQ и назовем его вербально-ассоциативной сетью 
политематического текста Q. Если a – некоторая вершина сети NetQ, а aQNet  – звездный подграф 
графа Netij, определяемый вершиной a, граф aQNet  будем называть вербально-ассоциативным по-
лем слова a в тексте Q. 
3.4. Информативность предложений и субтекстов 
Пусть, по-прежнему, 
iCf
W = 〈c1, c2,…, cl〉 – кортеж всех слов полного корпуса текстов Cfi, 
E – l-мерное евклидово пространство, а π = a1a2... – произвольное предложение политематиче-
ского текста Q. Представим это предложение вектором в пространстве E: 1 2( , , ... , )lсс сI I Iπ π π=Π , 
где 1 2, , ... , lсс сI I Iπ π π  – значения информативности слов предложения π. При этом компонента век-
тора Π равна нулю, если соответствующего слова нет в предложении π. С учетом рассмотрен-
ных обозначений нормализованную информативность QI
π  предложения π можно интерпретиро-
вать как проекцию вектора Π на направление единичного вектора e в пространстве E [8], т. е. 



















.                                                               (5) 
Аналогично вектору Π представим вектор субтекста Sub = π1π2... текста Q с предложе-























.                                                               (6) 
3.5. Информативность вербально-ассоциативной связи предложений и субтекстов 
Пусть π и ρ – произвольные предложения или словосочетания текста Q, а abQI  – информа-
тивность его вербально-ассоциативных пар (a, b). Тогда информативность QI
πρ  вербально-
ассоциативной связи этих предложений будем вычислять по аналогии с вычислением информа-
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Обозначим через Sub1 и Sub2 субтексты текста Q. Пусть, по-прежнему, QI
πρ  – информа-
тивность вербально-ассоциативной связи между любыми предложениями π и ρ текста Q. Тогда 
для вычисления информативности вербально-ассоциативной связи между субтекстами Sub1 и 
























Модель представления знаний о текстовых документах, основанная на статистическом 
исследовании вербально-ассоциативных отношений, может быть использована при решении 
следующих задач. 
Автоматическое индексирование текстовых документов и запросов на поиск информа-
ции. В индексируемом тексте выявляются не только информативные (ключевые) слова, но и 
вербально-ассоциативные пары. Информативность слов и вербально-ассоциативных пар опре-
деляется в соответствии с моделями, представленными в разд. 2 (для монотематического тек-
ста) и в разд. 3 (для политематического текста). Поисковый образ проиндексированного текста 
включает два компонента: первый в виде пар слово–информативность слова, а второй как со-
вокупность вербально-ассоциативных словосочетаний, каждому из которых соответствует зна-
чение их информативности. Запросы на поиск информации индексируются как монотематиче-
ские тексты согласно модели, изложенной в разд. 2. 
Автоматическое реферирование и аннотирование текста. Одним из этапов реализации 
этих процессов является построение в тексте сверхфразовых единств и субтекстов. Формирова-
ние этих фрагментов текста осуществляется путем вычисления информативности вербально-
ассоциативных связей между его предложениями (см. модель в подразд. 3.5). 
Информационный поиск. Документальный поиск проводится в два этапа. На первом этапе 
ищутся текстовые документы по ключевым словам, на втором результаты поиска ранжируются 
с использованием вербально-ассоциативных пар. Фактографическому поиску предшествует 
выявление в полнотекстовом документе релевантных запросу субтекстов. 
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A MODEL OF KNOWLEDGE REPRESENTATION IN INFORMATION 
SYSTEMS BASED ON VERBAL ASSOCIATIONS 
A mathematical model of knowledge representation is suggested for the text searching and 
processing systems. The model is based on statistical analysis of intra-semantic relationships. 
The concepts of verbal and associative network of knowledge domain as well as monothematic and 
polythematic texts are formally defined. Formulas for calculating self-descriptiveness of verbal and 
associative relation of words, sentences and text fragments are presented. 
