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The dynamics of the particles in the CERN Large Hadron Collider is largely dom-
inated by the unavoidable magnetic errors of the superconducting magnets used to
guide the particles along the 27 km long circumference. Due to that, the volume of
the phase space where stable motion occurs shrinks, hence reducing dramatically the
performance of the accelerator. We will rst introduce the concept of the dynamic
aperture, reviewing theoretical and computational issues. Dierent methods for a
fast and accurate estimate of this quantity are discussed and compared. After that,
the issue of nding eective fast indicators of the long term stability of the particle
motion is discussed in detail. Dynamical quantities, like the variation with time
of the instantaneous betatron frequency (tune) and the maximal value of the Lya-
punov exponent are presented and used to detect the onset of chaotic motion. Their
predictivity is extensively checked with the classical element-by-element computer
tracking simulations over many turns. Advanced methods and large computational
resources are required to achieve in a positive manner this ambitious goal.
Invited lecture presented at the Euroconference \Supercomputation in Nonlinear and
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The search for conrmations of the Standard Model relies heavily on the new gen-
eration of hadron colliders, such as the planned LHC [1]. Higher and higher energy beams
are required to produce the particles predicted by the theories of fundamental interac-
tions, and a very intense bending magnetic eld is necessary to conne these high-energy
beams in a circular machine. The only way to generate strong elds is to use supercon-
ducting magnets. Unfortunately it is not possible to design a superconducting magnet
with a high-quality eld. This means that a dipole generates a magnetic eld which, on
top of the required uniform eld, includes nonlinear multipolar components.
The particles circulating in superconducting accelerators experience nonlinear forces which
produce strong instabilities and losses. These eects prevent safe operation of the machine,
as the luminosity decreases and the magnets can be damaged by the energy deposited
by the particles hitting the beam pipe. These harmful eects can be quantied by the
so-called dynamic aperture (hereafter DA), which is the volume in phase space where
stable motions occur.
In a previous paper [2], we analysed the problem of computing the DA in the presence of
strong nonlinear perturbations, with a special emphasis on the evaluation of the numerical
errors involved in the computations. At that time we did not deal with non-conventional
techniques. All these tools were implemented in PLATO [3], a program library developed
to analyse nonlinear phenomena in accelerator physics.
To further improve the eciency of the dynamic aperture computation, a promising ap-
proach is to convert the sequential tools developed so far into parallel algorithms [4].
Nowadays, parallel machines with a relatively large number of processors are already
available: at CERN, for instance, it is installed the MEIKO CS-2, a parallel computer
with 128 processors. Furthermore, parallel computation could open up new perspectives
in the eld of accelerator physics. In particular one could tackle the problem of sorting
eciently the magnets for LHC [5, 6] and of simulating accurately the beam dynamics
under the inuence of space charge eects [7, 8].
Although parallel computation can speed-up the evaluation of the dynamic aperture, it
is of very little help in the analysis of the time evolution of the dynamic aperture itself.
In a large circular machine such as the planned Large Hadron Collider, charged parti-
cles circulate for 10
7
turns before energy ramping. Even though one could argue that
supercomputers able to carry out simulations for 10
7
turns will be available in the near
future, it must be pointed out that the optimisation of the lattice parameters requires
the analysis of a large number of congurations. Hence alternative methods to brute-force
element-by-element tracking should be worked out.
Over the past years, three main approaches have been proposed to predict the long-term
behaviour using information on a short number of turns only. The rst one is based on the
evaluation of early indicators that distinguish regular from chaotic motion: under the as-
sumption that chaoticity is equivalent to instability, one obtains a criterion for long-term
stability [13]. Two early indicators have been used: the Lyapunov exponent [13, 14, 15] and
the variation of the instantaneous nonlinear frequencies [13, 16]. The second approach is
based on the spirit of the Nekhoroshev theorem [17] and its generalisations to symplectic
mappings [18, 19]. The basic idea is to dene precise nonlinear invariants, and to bound
the particle loss by computing the drift in the space of invariants for a limited number
of turns [20]. Even though clever methods have been proposed to evaluate such invari-
ants [20, 21], the intrinsic limit of these methods lies in the error associated with the
determination of the nonlinear invariants. The third approach is based on tracking: the
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number of particle losses is plotted versus the amplitude in phase space, and an extrap-
olation to the required number of turns is worked out (survival plots, see Refs. [22, 23]).
The main diculty in this approach is due to a rather irregular behaviour of the dynamic
aperture as a function of the number of turns. We have shown [13] that this diculty
can be overcome by using a more precise denition of dynamic aperture, and also, that a
simple law interpolates very well the dynamic aperture evaluated through tracking as a
function of the number of turns.
The plan of the paper is the following: In Section 2 we review the theory developed to
compute the dynamic aperture, presenting two dierent approaches. In Section 3 we dis-
cuss the parallel implementation of the previous algorithms, while in Section 4 we present
the results concerning the performances of the dierent algorithms. This Section ends the
part concerning the evaluation of the dynamic aperture.
In Section 5 we discuss two early indicators (Lyapunov and tune variation), dening
thresholds to provide automated criteria for selecting chaotic from stable motion. In Sec-
tion 6 we use the denition of dynamic aperture to give a rened version of the survival
plots also dening a precise interpolation of the dynamic aperture versus the number of
turns. These early indicators are used in Section 7 to predict particle loss for realistic
models of the LHC; a check with long-term tracking is also presented.
2 Dynamic aperture: denition and numerical computation




) be the vector of the Courant-Snyder coordinates at a given
section of the machine. The linear motion is the direct product of two constant rotations
in the planes (x; p
x
) and (y; p
y
) by the linear tunes. Let us consider the phase space volume
of the initial conditions that are bounded after N iterations:














) is the characteristic function of the set of initial conditions that are
bounded under N iterations. Since in 4D the invariant curves (i.e. 2D KAM tori) do
not separate dierent domains of phase space, strictly speaking, there does not exist a
last invariant curve surrounding stable initial conditions [24, 25]. However, it seems from
numerical simulations [5, 23, 26] that pathological situations are not typical of weakly
nonlinear lattices and they have no practical relevance, since they occupy a negligible
fraction of the phase space volume.
2.1 Method 1: direct integration.
To exclude the disconnected part of the stability domain in the integral (1), we













are the linear invariants. As the nonlinear part of the
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) be the rst value of r whose orbit is not






of the hyper-sphere that has the same volume as the stability domain. To evaluate this
quantity numerically, one considers J steps in the radial variable, K steps in the angle 




























































= J , and it requires the evaluation of NJ
4
iterates. The fourth
power comes from the dimensionality of phase space, and makes a precise estimate of the
dynamic aperture very CPU-time consuming.
2.2 Method 2: integration over the dynamics.







It is possible to replace such a procedure with an average over the iterates. To avoid the
eects of the non-uniformity of the distribution of the phases on the last invariant curve,
one can proceed in the following way [27]









the previous section and at the same time the N iterates of the orbit are computed.
{ The square [0; 2[[0; 2[ is divided inM
2
equal squares (with M
2
 N), such that
each square contains at least the phase of one iterate of the last stable curve.
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), that is the average distance to the origin of the iterates that fall
in that angular square.


































Again, a detailed discussion on the error sources can be found in Ref. [2]. In this case,
to have a minimum error, it requires the evaluation of NJ
2
iterates only, thus saving a
factor J
2
with respect to Method 1.
3 Parallel algorithms to evaluate the DA
In both algorithms to evaluate the DA, we can split the computations in two stages:
in the rst one the last stable radius, as a function of the phase space parameters, is
determined, and then the nal formula (3) or (4) is evaluated, corresponding to the com-
putation of an average value of r. This suggests that a possible approach to implement a
parallel algorithm would be to assign the initial conditions obtained by scanning over the
phase space variables to dierent processors in order to determine the stability of each
initial condition. Then, once all the processors have nished, the results could be gathered
to evaluate the sums (3) and (4). Unfortunately it turns out that this solution is far from
being optimal and a more rened approach has to be found.
3.1 Parallel algorithm 1: direct approach
The direct method implies a scan over the four variables. The denition of the grid


















2 I := 0
3 dynap := 0




































) descriptors of 4D grid of initial conditions
























































; N) iteration of the initial condition
14 if i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19 I := I + 1

































and , out of the single do loop variable. A, B, C and D represent
the coordinate transformation (2). Finally F is the procedure used to iterate the initial
condition N times including a stability test: the initial point is considered unstable if the
distance of some iterates exceeds a given threshold. The result of the stability check is
returned in the variable iag.
The most ecient way to parallelise such a structure is to assign to each processor the
task of determining the last stable radius for a given value of the other three variables.
The parallel computations start at line 7: each processor performs the radial scan along
a given direction in the 4D phase-space. A procedure determines which processor, among
the group of N
proc
units, will perform which subset of the cases of I. Once the rst unstable
initial condition is reached, the processor stops and it becomes available to compute along
a dierent direction.
3.2 Parallel algorithm 2: integration over the dynamics
The integration over the dynamics allows the computation of the DA by scanning




to zero. In the








are zero, while x and y vary according to the
scan over r and . The sequential algorithm is based on two nested loops: the outermost
on  and the innermost on r to detect the last stable radius. The only dierence with








border of stability has been reached. The most ecient way to parallelise this algorithm




An important issue in the denition of a parallel algorithm is the load balance
between the dierent processors. Clearly, the optimal solution is to have an equal amount
of work for each of the CPUs. The work-load is managed a procedure which controls the
assignment of specic loop iterations to specic processors. Three dierent approaches
have been used:
{ Static Cyclic allocation: the values of the loop index I, over which we perform
the parallelisation, are divided into blocks of length N
proc
. The j   th processor
will only work on the cases with I = j + kN
proc





again there may be an ab initio imbalance whenever I 6 j mod N
proc
. This approach
works well for situations in which the work-load is already well balanced from the
beginning. It is also rather appealing due to its simplicity.
{ Dynamic allocation with a Master: this technique allows very high computa-
tional eciency even in those cases where the dierence in CPU-time needed for each
loop iteration is signicant. This approach is based on a master-slave structure.
A processor is dened to be the master: it does not take part in the actual com-
putations, but it dialogues with the other units. As soon as a CPU has nished its
task, it sends a message to the master which assigns a new task to the slave, keeping
track of the remaining cases. It is clear that in this way the use of processing units
is optimised. The drawbacks are the xed overhead of 1=N
proc
, the overhead due to
the communications between the master and the slaves, and a possible bottleneck if
many slaves request a new iteration at the same time. In the cases considered, with
N
proc
typically between 20 and 80, these eects were negligible with respect to the
improvement introduced by the more optimal load-balance.
{ Atomic Dynamic allocation: this technique provides the same advantage as dy-
namic load balancing as described above, but without the xed overhead of a master
processor. Every processor uses a global shared variable I as the loop index. Each
processor simply performs an atomic read and adds one to the index guaranteeing
the uniqueness of the value assigned to each processor. As in the previous cases, the
results from each processor are accumulated, allowing further computation and out-
put of results over the entire computational domain. This method is also extremely
simple, but can be implemented only on systems with a global shared memory
capability.
3.4 Implementation Considerations
Once the algorithms described above had been designed, there remained a choice of
implementation tools.
{ MPI library: the Message Passing Interface [9, 10, 11] is a portable library designed
for parallel applications and for portability. It provides a wide range of functionality
of which only a subset was required. Total changes and additions to the original
program amounted to only a few hundred lines.
{ Atomic library: the Atomic library is a MEIKO specic library. Therefore the
code based on this library cannot be ported directly to other platforms. On the
other hand use of this tool provided the most ecient and simplest solution to our
problem. Conceptually, this tool is easy to understand, given the inherent diculty
in thinking parallel, provides a simple synchronisation/locking capability and an
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easy way to exchange information. Unlike the message passing libraries which are
extremely rich and try to provide specic procedures for a wide range of application
specic problems, the atomic library provides some simple primitives which can be
used to build up more complicated procedures.
4 Performance of the parallel algorithms
The MEIKO CS-2 computer is a distributed memory scalable parallel system using
SPARC micro-processors and a MEIKO developed interconnect which enables programs
to read and write memory in remote nodes without context switching. The CERN CS-2
has 64 nodes, each with two 100 MHz HyperSPARC processors and 128 MB of memory.
Each node has a local disk for temporary data storage and paging or swapping as well as
SCSI connections for additional peripheral equipment.
The dierent algorithms presented in Section 3 have been applied to a realistic model
of the CERN Super Proton Synchrotron (SPS). The machine has been used in the past
years to perform some experiments in the framework of the LHC project. To understand
the beam dynamics in conditions similar to those foreseen for a superconducting machine
dominated by strong nonlinear magnetic errors, the behaviour of the dynamic aperture
have been studied [12] under the combined eect of resonances and nonlinearities on the
beam stability.
As a rst step, we have analysed the performance of the parallel algorithm based on









= 10, while the number of iterations N has been xed to 1000. As
far as the number of radial initial conditions is concerned, we have specied the step
between two successive points: the program increases the value of the radial variable
until an unstable condition is met. Therefore N
r
is not xed. This is very convenient
whenever an upper bound to the value of r
last
is not known a priori. The simulations
have been used to test the dependence of the CPU-time needed to compute the DA as a
function of N
proc
, in dependence of the dierent type of implementation. The results are
shown in Fig. 1. Independently of the implementation, every time one increases N
proc
by
a factor two, the CPU-time decreases by approximately the same factor. In this respect
the performance seems to be optimal. As expected, using the MPI library, one has the
drawback of 1=N
proc
overhead. This eect is clearly visible on the plot. As soon as the
N
proc
exceeds 10 units, this negative eect disappears and the good load balance makes
this particular implementation more ecient than using MPI alone without load balance
and practically at the same level as the algorithm based on Atomic library.
To quantify the impact of the load balance approach on the eciency of the algorithm,

























represents the total CPU-time used by the i   th
processor. In the ideal case of perfect load balance (N
proc
)  1. Furthermore the standard
deviation measures the dispersion of the 
i
around the mean value. In Fig. 2. The dierence
in performance between the three implementations is clearly seen. For the algorithm
without any built-in load balance control, the results are rather poor: the normalised
mean time uctuates wildly, especially when the number of processors is greater than 20.

















MPI without load balance
Atomic lib
MPI with load balance
Figure 1: Performances of the rst parallel algorithm. The total CPU-time is depicted as




On the other hand the other two approaches behave very well: in both cases  is almost
constant as a function of N
proc
and very close to one. In this respect the implementation
based on MPI and the one using the Atomic library are almost equivalent.
The same kind of tests have been carried out also for the parallel algorithm based on
the integration over the dynamics. The results do not dierent signicantly form the ones
previously shown.
5 Automated early indicators
The Lyapunov exponent [14, 15] and the tune variation [16] are used as early in-
dicators to predict long-term particle loss with a limited number of turns. Following
Refs. [13, 30], we propose to select automatically stable from unstable motion by compar-
ing the value of the indicators to thresholds that depend on the number of turns.
5.1 Lyapunov exponent
The maximal Lyapunov exponent is related to the ratio of divergence of two orbits
whose initial conditions are close in phase space. The estimate of the maximal Lyapunov

























k. If the motion is regular, the distance between the orbits grows linearly
with N , and (N) tends to zero. If the motion is chaotic, the distance grows exponentially
with N and the Lyapunov exponent tends to a positive value. Particles with regular orbits


























MPI without load balance
Atomic lib
MPI with load balance
Figure 2: Load balance for the rst parallel algorithm. The average CPU-time  is shown
as a function of N
proc
. The error bars are computed using the standard deviation of the
CPU-time for the dierent processors.
sooner or later. In Fig. 3 we show the distribution of the Lyapunov exponent for the 4D
LHC model, and the four time windows N = 64; 256; 1024; 4096 turns. Particles stable for
10
5
turns (in white) are rather well separated from unstable ones (in black), that are lost
before 10
5
turns. The sharp fall of the rather narrow peak, is the natural choice of the
threshold 

(N) for long-term predictions. The four values of the thresholds extracted











= 0:15. This kind of dependence on the number of turns is quite natural, since
it corresponds to the rate of decay of the Lyapunov exponent for stable particles. Indeed,
one can prove that A

is related to the maximum detuning of regular particles (see Ap-
pendix A of Ref. [13]). The well-dened upper bound that appears as a secondary peak
in the distribution is due to the algorithm used in the simulations for LHC, that does
not renormalize the Lyapunov when the distance between the two particles becomes too
large (see Ref. [30] for more details). This leads to a systematic underestimation of the
Lyapunov exponent of strongly chaotic particles.
5.2 Tune variation
Another indicator of long-term stability is based on frequency analysis [16, 32]. The
motion of a regular initial condition takes place on a 2D torus with xed frequencies; on









Figure 3: Distribution of the Lyapunov exponent evaluated at four dierent number of
turns for the 4D LHC model; particles lost before 10
5
turns are marked in black.
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If the orbit is regular (N) tends to zero for N ! +1; otherwise (N) is bounded away
from zero.
In Fig. 4 we plot the distribution of the tune variation evaluated for the 4D LHC model.
One can see that for suciently high number of turns (above 10
3
) there is a large fraction
of the particles whose tune dierence is practically zero: these particles are always stable.
It is apparent that there is not a specic feature of the distribution that allows one to
dene the threshold as in the case of the Lyapunov. For this reason, we have empirically












= 0:2. This can be justied by heuristic arguments: in fact, the dependence on
the inverse of the number of turns is an upper bound to the precision associated to the
tune estimate with N turns for generic signals. In Section 7 we will use the thresholds
established here to give quantitative estimates of long-term dynamic aperture.
Figure 4: Distribution of the tune variation evaluated at four dierent number of turns
for the 4D LHC model; particles lost before 10
5
turns are marked in black.
5.3 Failures of the indicators: intermittency and stable chaos
In our predictions based on the Lyapunov exponent (see Fig. 3) there are two types
of failures.
{ Intermittency. There are initial conditions with low Lyapunov exponent that will
be lost: these particles have not yet developed a chaotic behaviour and therefore are
10
erroneously considered as stable. They are shown in the histograms as black parts
below the threshold: they are dominant for low number of turns (100-1000 turns).
{ Stable chaos. There are initial conditions with Lyapunov exponent above the thresh-
old that are stable for a very high number of turns. These particles are visible in the
histogram as white parts of the distribution above the threshold: they are dominant
for high number of turns (more than 1000). As our simulations have been carried
out only for 10
5
turns we cannot draw any conclusion about the stability of such
particles. However, when one considers a high but nite number of turns, there are
several indications [28, 29] that the Lyapunov underestimates the dynamic aperture.
We would like to point out that, when using the indicator (8), there are some initial
conditions (see Fig. 4) whose tune dierence is converging to zero more slowly, even if
they are stable. There is a strong numerical evidence that this may happen when the
particle is locked on a resonance: in this case the rate of convergence of the tune variation
is very slow, and the particle is erroneously considered as unstable. This diculty can
be solved by considering also the Lyapunov exponent, as, for these initial conditions, the
Lyapunov exponent stays always well below the threshold.
6 Survival plots as early indicators
6.1 Interpolation of dynamic aperture vs. number of turns and
Nekhoroshev theorem
If we compute the dynamic aperture through tracking using the denition given in
Eq. (13) as a function of the number of turns, we obtain a rened version of the survival
plot. In Fig. 5 we show such a picture for the 4D model of the LHC, tracking the initial
conditions for 10
5
turns. The very regular behaviour of the dynamic aperture vs. the
number of turns is striking (Fig. 5, large dots). What is even more striking is that this











There are only two constants to t: the estimate of the dynamic aperture for innite times
D
1
and the constant b that measures the relevance of the long-term losses. The constant
b  1:2 shows that the long-term phenomena are relevant. The estimate at 10
5
turns is
20% above the dynamic aperture at innite times, and 5% above the dynamic aperture
at 10
7
turns, that is the number of revolutions of the beam in LHC before the energy
ramping.
It has been pointed out [33] that the logarithmic law (10) can be justied in terms of
the Nekhoroshev theorem generalised to symplectic mappings of arbitrary dimension (see
Refs. [17, 18, 19]). According to the theorem, a particle of amplitude r will stay inside a












;  and R are suitable positive constants. In particular  = 1 + d where d
represents the degrees of freedom of the system.
The Nekhoroshev theorem gives a very pessimistic upper bound to the diusion in phase
space. In fact, this bound does not ensure stability for innite times, whilst, when r! 0
almost all the phase space is foliated into invariant tori, where no diusion is possible
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Figure 5: Dynamic aperture as a function of the number of turns for the 4D LHC model:
data extracted from tracking (dots) and interpolation through the law (11) (solid line).
The dynamic aperture is evaluated as an average over 9 angles.
(KAM theorem [34]); the complement of the invariant tori is a set whose dimension is
exponentially small with the amplitude r and therefore it can be neglected for all practical
purposes. By adding the information provided by KAM theorem (i.e., the existence of a
full domain of initial conditions that are stable for innite times except a set of negligible
measure), and assuming that in the region where there are no KAM tori the particles are











The interpolation law can be rewritten as the expression (10) with  = 1 and N
0
= 1. Even
though the interpolation with  = 1 and N
0
= 1 provides good results, it is interesting
to optimise the constants  and N
0
and to check their agreement with the Nekhoroshev
result: this work goes beyond the aims of the present paper, and it is still in progress [35].
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6.2 Long-term prediction
The law (10) provides a very powerful indicator since it can be extrapolated to
predict not only the particle loss for innite times, but also for a xed number of turns.
With this method, for instance, it is easy to evaluate the DA of the LHC for 10
7
turns,
i.e. the duration of the injection plateau. However there are still many initial conditions
that can be lost for innite times. In fact the logarithmic law implies that the limiting
value of the dynamic aperture D
1
can be reached very slowly. A crucial issue is whether
these particles will be lost due to some eect neglected in the accelerator model. If this
is true the DA will practically coincide with D
1
. Further investigations are necessary in
order to clarify this point.
7 Dynamic aperture prediction
In this Section we will discuss how the early indicators previously developed can be
used to predict the dynamic aperture. The following will make use of the denition based

















which is an intermediate approach with respect to (3) and (4).
It is clear that this denition can be immediately generalised to the case where the dynamic
aperture is estimated through the Lyapunov exponent: in this case r() stands for the
amplitude of the particle immediately before the rst particle along  whose Lyapunov
is greater than the threshold.
The method based on tune variation can lead to underestimate of the dynamic aperture
due to phase locking on a resonance. For this reason we propose to dene r() as the total
number of particles along  whose tune variation is lower than the threshold, times the
step along r. Hence one can avoid severe underestimates due to resonances; unfortunately,
overestimates can be produced by stable islands that lie outside the dynamic aperture.
Even though this dynamic aperture denition is not consistent with the denitions given
for tracking and Lyapunov exponent, we will show in the next sections that it produces
rather good results.
Once again, we would like to stress the importance, in the denition of dynamic aperture,
of the average along the angle . In fact, we have seen that both the Lyapunov and the
tune variation can fail the long-term prediction for some values of . Therefore, an average
over  greatly reduces the eect of these errors and moreover, it is crucial for obtaining
a signicant dynamic aperture for models that feature a wide phase space deformation.
7.1 4D LHC
The results relative to the realistic 4D model of the LHC are given in Table 1. All
the dynamic aperture estimates are given as relative errors with respect to plain tracking
at 10
5





turns the estimated D.A. decreases by 5%, and another 15% is lost
from 10
7
to 1. The Lyapunov is very pessimistic with respect to plain tracking at 10
5
turns, but its estimate is consistent with extrapolation of D
1
. The predictions with the
tune variation are rather pessimistic with respect to tracking at 10
5
turns. Indeed, the




turns. Predictions with only 128 turns already give a clear indication about the
relevance of long-term phenomena.
Table 1: Relative errors of the dynamic aperture estimates with respect to tracking at 10
5
turns for the 4D LHC model.




128 24% 4% -4%
512 17% -12% 0% 3% -6%
2048 11% -13% -4% -6% -21%





We have also considered a 6D model of the LHC; the momentum deviation is cho-
sen to bring the particle close to the bucket separatrix. The dynamic aperture shrinks
with respect to the 4D case and the deformations in phase space are more relevant. The
generalisation of the Lyapunov exponent to the 6D case is straightforward. The variation
of the tune was computed only in the transversal plane, since the contribution due to the
variation of synchrotron tune is negligible. The Lyapunov exponent features a very similar
pattern to Fig. 3, the threshold being the same. On the other hand, the tune variation does
not work as early indicator for low number of turns. In fact the coupling with synchrotron
motion generates a slow modulation of the frequencies, that cannot be detected before
a complete synchrotron period. For the LHC case the synchrotron tune is Q
s
= 0:003,
and therefore only the tune variations measured over 1024+1024 and 4096+4096 turns
are signicant. In this case, the threshold seems to be the same as in the 4D case and
the long-term estimates are consistent with extrapolation. The behaviour of the dynamic
aperture as a function of the number of turns is shown in Fig. 6: the interpolation is
slightly worse, but still holds. One can see that there is a 30% reduction in the asymp-






Table 2: Relative errors of the dynamic aperture estimates with respect to tracking at 10
5
turns for the 6D LHC model.





512 29% 9% -1% -20%
2048 21% 0% -4% -2% -21%





Figure 6: Dynamic aperture as a function of the number of turns for the 6D LHC model:
data extracted from tracking (dots) and interpolation through the law (11) (solid line).
The dynamic aperture is evaluated as an average over 9 angles.
The dynamic aperture estimates based on the early indicators and extrapolation are
given in Table 2. The Lyapunov still features a monotonic dependence of its estimates on
the number of turns, and provides rather precise estimates for 2048 and 8192 turns. The
only estimate based on tune variation is rather pessimistic. The extrapolation is not very
stable at high number of turns, but is consistent with the indications of the Lyapunov.




turns is about 5%.
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