We introduce the metric that using BERT (Bidirectional Encoder Representations from Transformers) (Devlin et al., 2019) for automatic machine translation evaluation. The experimental results of the WMT-2017 Metrics Shared Task dataset show that our metric achieves a state-of-the-art performance in segment-level metrics task for all to-English language pairs.
Introduction
This study describes a segment-level metric for automatic machine translation evaluation (MTE). The MTE metrics with a high correlation with human evaluation enable the continuous integration and deployment of a machine translation (MT) system.
In our previous study (Shimanaka et al., 2018) , we proposed RUSE 1 (Regressor Using Sentence Embeddings) that is a segment-level MTE metric using pre-trained sentence embeddings capable of capturing global information that cannot be captured by local features based on character or word N-grams. In WMT-2018 Metrics Shared Task (Ma et al., 2018) , RUSE was the best metric on segment-level for all to-English language pairs. This result indicates that pre-trained sentence embeddings are effective feature for automatic evaluation of machine translation.
Research related to applying pre-trained language representations to downstream tasks has been rapidly developing in recent years. In particular, BERT (Bidirectional Encoder Representations from Transformers) (Devlin et al., 2019) has achieved the best performance in many downstream tasks and is attracting attention. BERT is designed to pre-train using "masked language model" (MLM) and "next sentence prediction" 1 https://github.com/Shi-ma/RUSE (NSP) on large amounts of raw text and fine-tune for a supervised downstream task. For example, in the case of solving single sentence classification tasks such as sentiment analysis and in the case of solving sentence-pair classification tasks such as natural language inference task, fine-tuning is performed in different ways. As a result, BERT also performs well in the task of estimating the similarity between sentence pairs, which is considered to be a similar task of automatic machine translation evaluation.
Therefore, we propose the MTE metric that using BERT. The experimental results in segmentlevel metrics task conducted using the datasets for all to-English language pairs on WMT17 indicated that the proposed metric shows higher correlation with human evaluations than RUSE, and achieves the best performance. As a result of detailed analysis, it is clarified that the three main points of difference with RUSE, the pre-training method, the sentence-pair encoding, and the fine-tuning of the pre-trained encoder, contribute to the performance improvement of BERT.
Related Work
In this section, we describe the MTE metric that achieves the best performance in WMT-2017 (Bojar et al., 2017 (Ma et al., 2018 Metrics Shared Task. In this task, we use direct assessment (DA) datasets of human evaluation data. DA datasets provides the absolute quality scores of hypotheses by measuring to what extent a hypothesis adequately expresses the meaning of the reference translation. Each metric estimates the quality score with the translation and reference sentence pair as input, and is evaluated by Pearson correlation with human evaluation. In this paper, we discuss the metrics task in segmentlevel for to-English language pairs. 
Blend: the metric based on local features
Blend which achieved the best performance in WMT-2017 is an ensemble metric that incorporates 25 lexical metrics provided by the Asiya MT evaluation toolkit, as well as four other metrics. Blend is a metric that uses many features, but relies only on local information that can not simultaneously consider the whole sentence simultaneously, such as character-based editing distances and features based on word N-grams.
RUSE: the metric based on sentence embeddings
RUSE (Shimanaka et al., 2018) which achieved the best performance in WMT-2018 is a metric using sentence embeddings pre-trained on large amounts of text. Unlike previous metrics such as Blend, RUSE has the advantage of simultaneously considering the information of the whole sentence as a distributed representation. ReVal 2 (Gupta et al., 2015) is also a metric using sentence embeddings. ReVal trains sentence embeddings from labeled data in WMT Metrics Shared Task and semantic similarity estimation tasks, but can not achieve sufficient performance because it uses only small data. RUSE trains only regression models from labeled data using sentence embeddings pre-trained on large data such as Quick Thought (Logeswaran and Lee, 2018) .
As shown in Figure 1 (a), RUSE encodes an MT hypothesis and an reference translation by a sentence encoder, respectively. Then, following InferSent (Conneau et al., 2017) , a features are extracted by combining sentence embeddings of the two sentences, and the evaluation score is estimated by the regression model based on multilayer perceptron (MLP).
2 https://github.com/rohitguptacs/ReVal
BERT for MTE
In this study, we use BERT (Devlin et al., 2019) for MTE. Like RUSE, BERT for MTE uses pretrained sentence embeddings and estimates the evaluation score using the regression model based on MLP. However, as shown in the figure 1(b), in BERT for MTE, both an MT hypothesis and an reference translation are encoded simultaneously by the sentence-pair encoder. Then, the sentencepair embedding is input to the regression model based on MLP. Unlike RUSE, the pre-trained encoder is also fine-tuning with MLP. In the following, we explain the three differences between RUSE and BERT in detail which are the pretraining method, the sentence-pair encoding, and the fine-tuning of the pre-trained encoder.
Pre-training Method
BERT is designed to pre-train using two types of unsupervised task simultaneously on large amounts of raw text.
Masked Language Model (MLM) After replacing some tokens in the raw corpus with [MASK] tokens, we estimate the original tokens by a bidirectional language model. By this unsupervised pre-training, BERT encoder learns the relation between tokens in the sentence.
Next Sentence Prediction (NSP) Some sentences in the raw corpus are randomly replaced with other sentences, and then binary classification is performed to determine whether two consecutive sentences are adjacent or not. By this unsupervised pre-training, BERT encoder learns the relationship between two consecutive sentences.
Sentence-pair Encoding
In BERT, instead of encoding each sentence independently, it encodes a sentence-pairs simultane- (Figure 2) . Finally, the final hidden state corresponding to a special [CLS] token is used as the aggregate sequence representation for classification tasks.
Fine-tuning of the Pre-trained Encoder
In BERT, after obtaining a sentence embedding or a sentence-pair embedding using an encoder, it is used as an input of MLP to solve applied tasks such as classification and regression. When training an MLP with labeled data of the applied task, we also fine-tune the pre-trained encoder.
Experiments
We performed experiments using the WMT-2017 Metrics Shared Task dataset to verify the performance of BERT for MTE. Table 1 shows the number of instances in WMT Metrics Shared Task dataset (segment-level) for to-English language pairs 3 used in this study. A total of 5,360 instances in WMT-2015 and WMT-2016 Metrics Shared Task datasets will be divided randomly, and 90% is used for training and 10% for development. A total of 3,920 instances (560 instances for each language pair) in WMT-2017 Metrics Shared Task dataset is used for evaluation.
Settings
As a comparison method, we use SentBLEU 4 which is the baseline of WMT Metrics Shared Task, Blend (Ma et al., 2017) which achieved the best performance in WMT-2017 Metrics Shared Task, and RUSE (Shimanaka et al., 2018) which achieved the best performance in WMT-2018 Metrics Shared Task. We evaluated each metric using the Pearson correlation coefficient between the metric scores and the DA human scores.
Among the trained models published by the authors, BERT BASE (uncased) 5 is used for MTE with BERT. The Hyper-parameters for fine-tuning BERT are determined through grid search in the following parameters using the development data.
• Batch size ∈ {16, 32}
• Learning rate(Adam) ∈ {5e-5, 3e-5, 2e-5}
• Number of epochs ∈ {3, 4}
• Dropout rate (MLP) ∈ {0.1}
• Number of hidden layers (MLP) ∈ {0}
• Number of hidden units (MLP) ∈ {768}
Results
Table 2 presents the experimental results of the WMT-2017 Metrics Shared Task dataset. BERT for MTE achieved the best per-formance in all toEnglish language pairs. In Section 5, we compare RUSE and BERT and do a detailed analysis. cs-en de-en fi-en lv-en ro-en ru-en tr-en zh-en WMT-2015 500  500  500  --500  --WMT-2016 560  560  560  -560  560  560  -WMT-2017 560  560  560  560  -560  560  560 Table 1: Number of segment-level DA human evaluation datasets for to-English language pairs in WMT-2015 (Stanojević et al., 2015) , WMT-2016 (Bojar et al., 2016 , and WMT-2017 Metrics Shared Task (Bojar et al., 2017) .
cs-en de-en fi-en lv-en ru-en tr-en zh-en avg.
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Analysis: Comparison of RUSE and BERT
In order to analyze the three main points of difference between RUSE and BERT, the pre-training method, the sentence-pair encoding, and the finetuning of the pre-trained encoder, we conduct an experiment with the following settings.
RUSE with GloVe-BoW: The mean vector of word embeddings of GloVe (Pennington et al., 2014 )(glove.840B.300d 6 ) (300 dimension) in each sentence is used as the sentence embeddings in Figure 1 (a).
RUSE with Quick
Thought: Quick Thought (Logeswaran and Lee, 2018) pretrained on both 45 million sentences in the BookCorpus (Zhu et al., 2015) and about 130 million sentences in UMBC WebBase coupus (Han et al., 2013 ) is used as the sentence encoder in Figure 1 (a).
RUSE with BERT:
A concatenation of the last four hidden layers (3,072 dimention) corresponding to the [CLS] token of BERT that takes a single sentence as input is used as the sentence embeddings in Figure 1(a) .
BERT (w/o fine-tuning): A concatenation of the last four hidden layers (3,072 dimension) corresponding to the [CLS] token of BERT that takes a sentence-pair as the input sequence is used as 6 https://nlp.stanford.edu/projects/glove the input of the MLP Regressor in Figure 1(b) . In this case, the part of the BERT encoder is not finetuned.
BERT: The last hidden layer (768 dimension) corresponding to the [CLS] token of BERT that takes a sentence-pair as the input sequence is used as the input of the MLP Regressor in Figure 1(b) . In this case, the part of the BERT encoder is finetuned.
The Hyper-parameters for RUSE and BERT (w/o fine-tuning) are determined through grid search in the following parameters using the development data.
• Batch size ∈ {64, 128, 256, 512, 1024}
• Learning rate(Adam) ∈ {1e-3}
• Number of epochs ∈ {1, 2, ..., 30}
• Dropout rate (MLP) ∈ {0.1, 0.3, 0.5}
• Number of hidden layers (MLP) ∈ {1, 2, 3}
• Number of hidden units (MLP) ∈ {512, 1024, 2048, 4096} Pre-training Method The top three rows of Table 3 show the performance impact of the method of pre-learning in the sentence encoder. First, Quick Thought based on sentence embeddings has better performance consistently than GloVeBoW based on word embeddings. Second, BERT cs-en de-en fi-en lv-en ru-en tr-en zh-en avg. pret-rained by both MLM and NSP perform better on many language pairs than Quick Thought pre-trained only by NSP. In other words, the pretraining method using Masked Language Model (MLM), which is one of the major features of BERT, is also useful for MTE.
Sentence-pair Encoding Comparing RUSE with BERT and BERT (w/o fine-tuning) shows the impact of the sentence-pair encoding on the performance of MTE. In the case of many language pairs, the latter, which simultaneously encodes an MT hypothesis and a reference translation, has higher performance than the former, which encodes them independently. Although RUSE performs feature extraction that combines sentence embeddings of two sentences in the same way as InferSent, this is not necessarily the method of feature extraction suitable for MTE. On the other hand, the sentence-pair encoding of BERT obtains sentence embeddings considering the relation of sentence-pair without explicitly extracting the feature. In BERT, there is a possibility that the relation of sentence-pair can be trained well at the time of pre-training by NSP.
Fine-tuning of the Pre-trained Encoder The bottom two rows of Table 3 show the performance impact of the fine-tuning of the pre-trained encoder. In the case of all language pairs, BERT, which fine-tune the pre-trained encoder with MLP, performs much better than RUSE, which only trains MLP. In other words, the fine-tuning of the pre-trained encoder, which is one of the major features of BERT, is also useful for machine translation evaluation.
Conclusion
In this study, we proposed the metric for automatic machine translation evaluation with BERT. Our segment-level MTE metric with BERT achieved the best performance in segment-level metrics tasks on the WMT17 dataset for all to-English language pairs. In addition, as a result of analysis based on comparison with RUSE which is our previous work, it is shown that three points of the pre-training method, the sentence-pair encoding, and the fine-tuning of the pre-trained encoder contributed to the performance improvement of BERT respectively.
