We consider functions f of two real variables, given as trigonometric functions over a finite set F of frequencies. This set is assumed to be closed under rotations in the frequency plane of angle 2kπ M for some integer M . Firstly, we address the problem of evaluating these functions over a similar finite set E in the space plane and, secondly, we address the problems of interpolating or approximating a function g of two variables by such an f over the grid E. In particular, for this aim, we establish an abstract factorization theorem for the evaluation function, which is a key point for an efficient numerical solution to these problems. This result is based on the very special structure of the group SE(2, N ), subgroup of the group SE(2) of motions of the plane corresponding to discrete rotations, which is a maximally almost periodic group.
Introduction
In several areas of physics and biomedical engineering (e.g., for NMRs), data in the frequency domain is obtained on polar grids, i.e., grids rotationally invariant under a certain number of discrete rotations. The extraction of spatial information from this data thus requires the implementation of an efficient inverse Fourier Transform on such grids. This problem is the focus of a large literature spanning a lot of different techniques as, for example, the implementation of a Polar FFT, as in [3, 9, 16] , or the application of the general theory of non-equispaced FFT, as in [12-14, 20, 25] .
A different, very natural but numerically challenging, possible solution is the exploitation of the decomposition of the 2D Fourier transform in polar coordinates. Indeed, it is well-known that the Fourier Transformf of a square integrable function f can be obtained by, firstly, developing f in a multipole series f (ρe iθ ) = n∈Z f n (ρ)e inθ , and then applying the Hankel transform on the f n 's. More precisely, see Section 2 for details, polar coordinates allow to identify
be the one on R 2 , we have
Here, we implicitly identified L 2 (Z) ⊗ LClearly, due to the complicated (non-periodic) nature of Bessel functions, the main difficulty encountered with this approach is the computation of the Hankel transform, for which many algorithms have been proposed, see e.g., [8, 23] or [21] for a review. In this paper, we propose a completely different approach from what is usually taken: Instead of approximating f in the continuous space variable by a discrete sampling, we develop a method to exactly evaluate a counterpart of (1) for discretized frequencies.
We propose to consider the data to represent not square integrable functions of L 2 (R 2 ), but a finitedimensional subspace of Bohr almost-periodic functions. That is, we assume to be given a set of frequencies F ⊂ R 2 invariant under rotations of multiples of 2π N , N ∈ N, representing the frequencies obtained via the sensors (see Figure 1) , and we focus on functions f : R 2 → C with frequencies inF . That is,
f (x) = λ∈Ff (λ)e i λ,x , ∀x ∈ R 2 , wheref :F → C.
Observe that, if the setF is contained in a periodic square lattice of R 2 , the above essentially coincides with the discrete Fourier transform, see [1, 2, 10] .
Let S = {ρe iθ ∈ R 2 | θ ∈ [0, 2π/N )} ⊂ R 2 be the slice of angle 2π/N . Then, by its rotational invariance, we have thatF is completely determined by some F ∈ S. Namely, letting R θ be the rotation of θ around the origin, we haveF =
The space of functions of the form (3), denoted by AP F (R 2 ), is then invariant under the action of the semidiscrete group of rototranslations SE (2, N ) , that is, the subgroup of the group SE (2) of Euclidean motions where only the rotations {R 2π N k } N −1 k=0 are allowed. As a first step in our analysis, exploiting the deep connection between decomposition (1) and the action of the group of rototranslations SE (2) 
, we generalize (1) to almost-periodic function on a group G, where G = K H is the semidirect product of two abelian groups, with K finite. The finiteness of K then allows us to express decomposition (1) in terms of a generalized Fourier-Bessel operator, which turns out to be well defined on a large set of numerically relevant functions: finite-dimensional K-invariants sets of Bohr almost periodic functions on G. These sets, denoted by AP F (G), are composed of linear combinations of the matrix coefficients of a finite set F of irreducible unitary #(K)-dimensional representations of G. This is the content of Theorem 2 in Section 3. Then, in the remainder of the section, we consider the problem of determining an almost-periodic function in AP F (G) which interpolates a given function ψ : G → C on some finite setẼ ⊂ G, invariant under the action of K. Indeed, in Theorem 3, we present a discretized version of decomposition (1) , in terms of a discretization of the generalized Fourier-Bessel operator.
In the second part of the paper, setting G to be the semidiscrete group of rototranslations SE(2, N ), we particularize the theoretical results of the first part and present numerical algorithms for the (exact) evaluation, interpolation, and approximation of functions of the form (3) on finite sets of spatial samples E ⊂ R 2 , invariant under discrete rotations of 2πk/N , k ∈ Z N . This is an instance of a very general problem, and can be seen as a generalization of the discrete Fourier Transform and its inverse, that act on regular square grids, i.e., invariant under the the action of SE (2, 4) .
To better precise the above result, let Q, P ∈ N be such that #(F ) = N × Q and #(E) = N × P , and denote by CF C N ⊗ C Q and CẼ C N ⊗ C P the sets of complex-valued functions overF andẼ, respectively. Additionally, we denote by sampl(ϕ) ∈ CẼ the sampling of a function ϕ : R 2 → C onẼ. Then, the evaluation operator, denoted by ev, associates to the coefficientsf the corresponding samples sampl(f ), according to (3) . That is, ev
It is clear that ev depends only on the choice ofẼ andF . From a numerical perspective, a naive implementation of ev requires the evaluation of a P N × QN complex dense matrix A and its multiplication with a vector of length QN . Even assuming A to be precomputed, in the best case scenario where Q = P , via the Coppersmith-Winograd algorithm this yields a computational complexity of O(Q 2.376 N 2.376 ). Up to a prefactorization of A, e.g. via a QR decomposition, the computation of ev −1 has then a computational complexity of O(Q 2 N 2 ). Our main (practical) result, contained in Corollary 4 (see Section 4) , is that the row-wise discrete Fourier transform interwines ev with a block diagonal operator whose blocks have size P × Q: the discrete Fourier-Bessel operator. This allows to lower the computation complexity of computing ev to O(QN log N + N Q 2.376 ) and ev
As a final note, we point out that recent contributions of the authors on the mathematical structure of the primary visual cortex, have shown how the exploitation the action of the semi-discrete group of rototranslations can yield an efficient and natural (biomimetic) framework both for image reconstruction and for pattern recognition [5] [6] [7] 17] .
Connection between Bessel functions of the first kind and the group of Euclidean motions
For more details on what follows, we refer the reader to [27, Ch. 4] . Recall that the group of Euclidean motions SE(2) is the semidirect product S 1 R 2 , under the action of rotations R : S 1 → U(R 2 ). In the following we still denote by R the contragredient action of rotations on (2) , i.e. the set of equivalence classes of unitary irreducible representations, can be completely determined by Mackey machinery. Indeed, it turns out that SE(2)ˆcan be parametrized by Z R + as follows: To λ > 0 it corresponds the following unitary irreducible representation on L 2 (S 1 ):
Here, we denoted by diag α ϕ α the multiplication operator by ϕ ∈ L 2 (S 1 ) and by S :
On the other hand, morally for λ = 0, to each n ∈ Z corresponds the representation χ 0,n (θ, x) = e inθ on C.
Proposition 1.
The matrix elements of χ λ , λ ∈ R + , with respect to the basis
Proof. By definition of χ λ we have
Let us observe that, by the integral characterization of J n−m , the change of variables η = π/2 − γ yields
thus completing the proof.
where J n , the Fourier-Bessel operator of order n ∈ Z, is given by
The fact that the Fourier-Bessel operator is well-defined under the above restrictions is a direct consequence of the asymptotic formulae for J n .
Recall that polar coordinates on R 2 naturally induce the isometry Ξ :
Moreover, we have an isometry P between the latter space and
, where δ n is the Kroenecker delta, this isometry is defined on simple tensors by
The next result is exactly (1), although in the latter we implicitly assumed the identifications given by Ξ and P. In particular, it allows to connect the Fourier-Bessel operator with the 2D Fourier transform and gives a Plancherel Theorem for the Fourier-Bessel operator.
Theorem 1. Let F R 2 be the Fourier transform on R 2 . The Fourier-Bessel operator uniquely extends to an isometry of n∈Z
, and consider f (ρe iθ ) = e inθ ϕ(ρ). We claim that (12) holds for such f 's, that is,
Indeed, a simple computation yields
Then, for such a ϕ, (13) follows by the computations in (8) and the fact that J n is real-valued. Indeed, these yield,
Since, functions f 's as above form a basis for n∈Z
, we have obtained,
The result then follows from the Plancherel Theorem for F R 2 , which implies that the r.h.s. is an isometry, and the fact that
The generalized Fourier-Bessel operator and its application to almost-periodic interpolation
In this section we consider the general setting of a semidirect product group G = K H, where H is an abelian locally compact group and K is an abelian finite group of cardinality N acting on H via φ : K → Aut(H). The Haar measure on K is the discrete one, so that
The concrete example to bear in mind of such G is the semidiscrete group of rototranslations SE(2, N ), where
The action φ defines a contragredient action on the Pontryagin's dual φ :
The set of orbits of H under the action of K with trivial stabilizer subgroup is denoted by S ⊂ H. As shown in Lemma 1 in AppendixA, to each λ ∈ S we can associate the irreducible representation
Here, diag h (v h ) is the diagonal operator corresponding to a given vector v ∈ C K . We remark that, under some mild assumptions on G, by Mackey machinery [4] these are the only N -dimensional irreducible representations of G. When, as it happens for SE(2, N ), all λ ∈ H \ {0} have trivial stabilizer subgroup, to get all irreducible representations of G it suffices to add to the T λ 's the one-dimensional representations of K.
Almost-periodic functions
The Bohr compactification (see [11, 28] ) of G is the universal object (G , Π) in the category of diagrams π : G → B, where π is a continuous homomorphism from G to a compact group B. Then, all continuous maps of G in a compact group factor out w.r.t. the inclusion Π : G → G . That is, if B is a compact group and Ψ : G → B is continuous, then
By [11, 16.5.3] , the group G is always maximally almost periodic, that is, the inclusion Π is a continuous injective homomorphism. Regarding duality over this kind of groups, the reader is advised to consult [18] , see also [19] for compact groups. Then, the set AP(G) of almost periodic functions in the sense of Bohr over G is the set of continuous functions f : G → C that lift to continuous functions over G . That is, f = Ψ • Π for a certain continuous Ψ : G → C.
It is classical that almost-periodic functions are the uniform limit of linear combinations of coefficients of finite-dimensional unitary representations [11, Theorem 16.2.1] . A crucial point is the following: Any λ ∈ S determines an N -dimensional space of almost-periodic functions which is invariant under the action of the representation T λ (which makes sense on AP(G), and is obviously unitarily equivalent to the T λ defined above). The rest of this section is indeed devoted to the study of the subspaces of almost-periodic functions determined by a finite set of representations of the form (19) . That is, for a given finite set F ⊂ S, we focus on functions f ∈ AP(G) such that
Here, we let {δ n } n∈K be the canonical basis of L 2 (K) C K . We denote by AP F (G) the set of almost-periodic functions of the form (20) . Direct computations yield the following.
Proposition 2. For any f ∈ AP F (G) and any
In particular, there exists a (linear) bijection
Observe that, since G = K H , and K is finite, it holds that f ∈ AP(G) if and only if f (k, ·) is an almost-periodic function over the abelian group H, for all k ∈ K. For this reason, there exists a natural embedding of AP(H), the set almost-periodic functions over H, in AP(G) that acts by lifting ψ ∈ AP(H) to Ψ ∈ AP(G) given by Ψ(k, x) = δ 0 (k) ψ(x). As an immediate consequence of this fact and of Proposition 2, we get the following.
Corollary 1. Let AP F (H) be the subspace of AP(H) of almost-periodic functions on H that lift to AP F (G).
Then, for any ψ ∈ AP F (H) we have a n,m = 0 if n = m. Moreover, for any x ∈ H it holds,
whereψ(n, λ) = a n,n (λ).
Later on, in Corollary 2, we will exploit the above in order to derive a decomposition of F Remark 2. The above discussion is for the most part independent of the finiteness of K, and one could be tempted to apply these techniques to the case G = SE (2) . However, since the only finite-dimensional representations of SE (2) are the characters of S 1 , almost-periodic functions on the former are uniform limits of linear combinations of (θ, x) → e inθ and, as such, independent of x ∈ R 2 . This shows that almost-periodic functions on R 2 cannot be lifted to almost-periodic functions on SE (2) . This is a reflection of the fact that SE(2), contrarily to SE(2, N ) is not maximally almost-periodic 1 , and is one of the main reasons why in the following we will consider only the action of SE(2, N ), and not of SE(2), on images.
Generalized Fourier-Bessel operator
Recall that the matrix coefficients of T λ , with respect to the basis K of L 2 (K) C K , are the functions,
Since, in the case of SE (2), Bessel functions appeared inside in these coefficients, we now compute them in order to obtain a coherent generalization of Bessel functions to this context. In order to do so, let us mimic the polar coordinates construction, by choosing a bijection of H/K × K to H. To this aim, fix any section σ : H/K → H, that we do not assume to have any regularity. Indeed, the arguments that follow work even for non-measurable σ's. Then, Ξ : f → f •σ is a bijection between functions on G and functions on
Proposition 3. The matrix elements of
Proof. It suffices to adapt the computations of Proposition 1 to this context. Namely, we have,
The above proposition justifies the following.
Definition 2.
The generalized Bessel function of parametersn ∈ K is the function defined by
The generalized Fourier-Bessel operator is the operator
where C(H/K) is the set of continuous functions on H/K, and Jn is the operator with kernel Jn. That is,
Remark 3. The generalized Bessel functions depend on the choice of the section σ. Namely, if a different section σ : H/K → H is fixed we have that σ (y) = φ(r)σ(y), and hence
Let F :
Moreover, for any vector space V let P V :
We then have the following generalization of Theorem 1.
Theorem 2. The bijection
In particular, the Fourier-Bessel operator is a bijection onto its range.
Proof. It is clear that it suffices to prove the statement for a basis of C K ⊗ C K ⊗ C F as, for example,
Observe that Fn = δn and that
Then, considering the inverse actions F * and P
Let us compute, by Proposition 2,
where we applied the change of variables s = hr −1 . Together with (34), this completes the proof.
Via the lift procedure described in the previous section, the above yields a similar result on AP F (H).
Corollary 2. Let us consider the restriction of the Fourier-Bessel operator given by
Then, the bijection F −1
H) admits the following decomposition
where
C(H/K) are the appropriate restrictions of the corresponding operators given by (30).
Proof. It suffices to check the statement on the basis of C K ⊗ C F given by {n ⊗ ϕ |n ∈ K, ϕ ∈ C F }. Then, ifψ =n ⊗ ϕ corresponds to ψ = F −1 APψ ∈ AP F (H), and letting Ψ ∈ AP F (G) be the lift of ψ, we have that Ψ = δ 0 ⊗n ⊗ ϕ. Then, the statement follows by (34) and (35). Remark 4. If a different lift from AP F (H) to AP F (G) is considered, the above corollary cannot be recovered. This is easy to check, e.g., for the (left-invariant) lift Ψ(k, φ(k)x) = ψ(x). Indeed, in this case, ifψ =n ⊗ ϕ we haveΨ = 1 N k∈K δ k ⊗n ⊗ ϕ. Thus, by (35)
However, by (34),
Since 1 N k∈Kn (k) = δ 0 (n), the above proves Corollay 2 for functions of C K ⊗ C F independent on the first variable only.
The same reasoning shows, as announced in Remark 2, that the approach used above cannot be extended to the case G = SE (2) , where K is non-discrete.
Almost periodic interpolation
In this section we apply (and slightly generalize) the results of the previous section to the problem of interpolating and approximating functions between two fixed grids in S and G, respectively. In particular, we are interested in finite setsẼ ⊂ G that are invariant under the action of K both on G and on the H component of G. These sets are completely determined by finite sets E ⊂ H/K in the following way:
where σ : H/K → H is a fixed section. This identification allows to decompose CẼ C K ⊗ C K ⊗ C E . Then, we let the sampling operator sampl :
Finally, the evaluation operator ev :
AP . That is, ev is the operator associating to eachf the sampling onẼ of the corresponding AP F (G) function.
Definition 3.
Let F ⊂ S and E ⊂ H/K be two finite sets. The almost-periodic (AP) interpolation of a function Ψ : G → C on the couple (E, F ) is the function f ∈ AP F (G) such that evf = sampl Ψ. We say that the AP interpolation problem on (E, F ) is well-posed if to each Ψ : G → C corresponds exactly one AP interpolation f ∈ AP F (G).
In practice, even if the AP interpolation problem is well-posed, one has to pay some attention. Indeed, the AP interpolation f ∈ AP F (H) of ψ : H → C can oscillate wildly in between points of E. This can be observed in Section 4.2, where it shown that this function behaves very badly w.r.t. small translations in space. (To this effect, see Figure 2 .) Thus, we introduce also the following weighted version of the AP interpolation problem.
Definition 4. Fix a vector
It is clear that, if the AP interpolation problem problem is well-posed, the AP interpolation coincides with the AP interpolation with d = 0.
To apply the results of the previous section to this setting, let us introduce the discretization of the generalized Fourier-Bessel operator.
Definition 5. The discrete Fourier-Bessel operator on the couple (E, F ) is the operator
where Π : C(H/K) → C E is the sampling operator Πϕ = (ϕ(y)) y∈E .
The following is the main result of the paper.
Theorem 3. The operator ev :
In particular, the AP interpolation problem on (E, F ) is well-posed if and only if J E is invertible.
Proof. It follows directly from the respective definitions that
Thus, by definition of ev, of J E , and Theorem 2, the statement is equivalent to
Since, up to changing the identity operators, (1 ⊗ 1 ⊗ Π) and (1 ⊗ F * ⊗ 1) commute, this reduces to
Finally, the above holds, as can be easily seen by testing it on functions of the type (δ h (k)δm(n)ϕ) k∈K,m∈ K , for h ∈ K,n ∈ K, and ϕ ∈ C(H/K).
It is clear that restricting the evaluation and sampling operators on vectors of the form δ 0 ⊗ v ⊗ w allows to define the AP interpolation and approximation of functions ψ : H → C. In particular, the same arguments used in Corollary 1, allow to prove the following.
Corollary 3. Let us consider the restriction of the discrete Fourier-Bessel operator given by
Then, ev :
the appropriate restrictions of the corresponding operators given by (30).
In particular, the AP interpolation problem on (E, F ) is well-posed if and only if J E H is invertible.
Application to image processing
In this section we particularize the results of Section 3 to the almost-periodic interpolation of functions ψ : R 2 → C on a spatial gridẼ and a frequency gridF . These grids are assumed to be invariant under the action of Z N on R 2 , given by the rotations {R 2π N k } k∈Z N . This is indeed a particular case of Corollary 3. In this setting, we can naturally identify R 2 /Z N with the slice S N = {ρe iα | ρ > 0, α ∈ [0, 2π/N )}, thus fixing a choice for the section σ and the map Ξ introduced in Section 3. Clearly, the same is true for the set S of frequencies with trivial stabilizer subgroup. SinceẼ is rotationally invariant under discrete rotations in Z N , we represent any element of x ∈Ẽ as a couple (n, y) ∈ Z N × E, where E ⊂ S N , by letting
The same can be done for any Λ ∈F , with (n, λ) ∈ Z N × F and F ⊂ S N . Moreover, considering polar coordinater y = ρe iα and λ = ξe iω , letting P, Q ∈ N be the respective cardinalities of E and F , we will exploit the identifications
As in the previous section, the sampling of a function ϕ : R 2 → C onẼ is given by the sampling operator, sampl : ϕ → sampl ϕ ∈ C N ⊗ C E . On the other hand, the evaluation operator ev :
Recall that Z N Z N and R 2 R 2 . In the following we will letn(k) = e i 2π
Nn k and λ(x) = e i λ,x . In particular, in polar coordinates the latter becomes
Then, direct computations yield.
Proposition 4. The generalized Bessel function on SE(2, N
Moreover, the restriction of the discrete Fourier-Bessel operator
n=0 Jn, where Jn : C F → C E is given by the matrix,
Remark 5. Generalized Bessel functions on SE(2, N ) only depend on the product ξρ and on the difference α − ω. Since α, ω ∈ [0, 2π/N ), it is clear that, for N → +∞, the generalized Bessel functions converge to the usual ones:
As a consequence of the above result and Corollary 3, we have the following.
Corollary 4.
The sampling of f ∈ AP F (R 2 ) is connected withf by
In particular, the AP interpolation problem on (E, F ) is well-posed if and only if all the matrices J Ê n are invertible.
Proof. From Corollary 4, the definition of AP approximation, and the fact that F ⊗ 1 is an isometry, we have that (F ⊗ 1)f = arg min
In particular, this decomposes forn ∈ {0, . . . , N − 1} as
The statement then follows by the standard formula for solving complex least-square problems.
Remark 6. In numerical experiments, we always found the matrix conditioning of the matrices Jn to be very good. Moreover, these same experiment seem to suggest this conditioning to be connected with the smallest distance between elements in E and in F .
Computational cost
Proposition 6. Given sampl ψ, after a prefactorization of J of computational cost O(N Q 3 ), the computational cost of the AP approximation is
Moreover, this operation can be parallelized on N processors, yielding an effective cost of
Proof. Let v ∈ C N ⊗ C E and denoteṽn = (F ⊗ 1)vn ,· . Similarly, for w = ev(v) letwn ,· = (F ⊗ 1)wn ,· . The computational cost to evaluate (F ⊗ 1)v and to pass from thewn's to w is of 5P N log N and 5QN log N FLOPs, respectively. By Proposition 5, solving (59) amounts to solve, the following problems
Up to a prefactorization of the matrices J *
, solving each of the above systems has a computational cost of Q 2 /2 FLOPs. All together this yields the (non-parallelized) final cost of (61) Since the solution of the systems is independent for each n, it can be parallelized, yielding to the cost (62), for N processors. 
Proof. Clearly, P = Q. Then, a simple computation, using that |G| = |E| = QN , yields
The above expression attains its minimum at N = |G|/10, which gives the cost in (64). To complete the proof for C it suffices to observe that C = N C P .
Remark 7. The above shows that, once parallelized, the complexity of the AP approximation is the same as the polar Fourier transform algorithm presented in [3] .
Numerical tests
The numerical implementation of the AP interpolation and approximation procedures has been developed in Julia. The main program and the tests are contained in the package ApApproximation.jl, which is available at http://github.com/dprn/ApApproximation.jl, and in particular in this Jupyter notebook.
For ξ ∈ R 2 let τ ξ be the translation τ ξ f (x) = f (x − ξ). Then, if f is of the form (3), the same is true for τ ξ f , with
Letτ ξ be defined byτ ξ (f ) := τ ξ f . In our tests we exploited this operator to check the results of the AP interpolation and approximation. Indeed, in general, applying a translation will completely change the points on which f is sampled by ev and hence highlights the presence of high variability in between the points of interpolation/approximation. Table 1 : L 2 norms of the AP interpolation and approximation of Figure 2 of an image with L 2 norm 80.1 on the set E. In the first column we have the L 2 norms of the vector of frequencies {f (Λ)} Λ∈F , while in the second, third and last ones we have the L 2 norms of the vector obtained by applying the evaluation operator tof , to its rotation by γ = 10 × 2π/N , and to its translation by ξ (15, 26) , respectively.
For the tests, we fixed Q = 340, N = 64, and defined a specific set E = F . We then computed the AP interpolation, resp. approximation, with respect to these sets. As weights for the AP approximation we chose 
In Figure 2 we present, from left to right, a plot of the power spectrum off and the results of the evaluation of evf , of ev(R γf ) for the angle γ = 10 × 2π/N , and of ev(τ ξf ) for ξ ∼ (15, 26) . In Table 1 , we present the corresponding L 2 norms. In particular, we observe that the L 2 norm of ev(τ ξf ) is stable for the AP approximation, contrarily to what happens for the AP interpolation. Obviously, we see also that the effect of discrete rotations is perfect for both interpolation and approximation.
AppendixA. Irreducible unitary representations of semidirect products
In this section we prove that the T λ 's introduced in Section 3 are indeed representations of G. Although this is a trivial consequence of Mackey's theory, we preferred to present here a direct proof of this fact. This proves that T λ is a representation. To prove that T λ is unitary, observe that S(k) * = S(k −1 ) for all k ∈ K and so that
The irreducibility can be directly proved by Schur's Lemma for unitary representations [4, Proposition 4] . Namely, it suffices to show that the only N × N matrices commuting with all the T λ (k, x) are the scalar multiples of the identity. Let M ∈ C N ×N be commuting with all the T λ (k, x). Then, in particular, it commutes with T λ (k, 0) = S(k) for all k ∈ K. A direct computation shows that this implies M r,s = M rk −1 ,sk −1 for all r, s, k ∈ K, i.e., that the matrix is circulant. On the other hand, M has to commute with T λ (e, x) = diag h (φ(h)λ(x)), where e is the identity element in K. Again, direct computations yield that M r,s = λ(φ(r −1 )x − φ(s −1 )x)M r,s for all r, s ∈ K, that is, M is diagonal. Since the only circulant and diagonal matrices are the scalar multiples of the identity, this completes the proof.
