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Abstract. In this paper we give several independent extensions of the
Karlsson-Minton summation formula for the generalized hypergeometric func-
tion with integral parameters differences. In particular, we examine the ”pro-
hibited” values for the integer top parameter in Minton’s formula, extend one
unit negative difference in Karlsson’s formula to a finite number of integer neg-
ative differences and establish known and new summation and transformation
formulas when the unit negative difference is allowed to take arbitrary values.
We also present a recurrence relation reducing the case of integer negative dif-
ference to the Karlsson-Minton case of unit negative difference. Further, we
explore some alternative forms of the first Miller-Paris transformation, includ-
ing one expressed in terms of Meijer-Nørlund G function.
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1 Introduction
Throughout the paper we will use the standard symbols Z and N to denote the integer and natural
numbers, respectively; N0 = N ∪ {0}. Suppose a = (a1, . . . , ap) and b = (b1, . . . , bq) are complex
vectors, (a)0 = 1, (a)n = a(a+ 1) . . . (a+ n− 1), n ∈ N, is the Pochhammer’s symbol. We will use
the following convenient abbreviated notation:
Γ(a) = Γ(a1)Γ(a2) · · ·Γ(ap), (a)n = (a1)n(a2)n · · · (ap)n, a+ µ = (a1 + µ, a2 + µ, . . . , ap + µ);
a[k] will denote the vector a with k-th component removed. Inequalities like ℜ(a) > 0 and properties
like −a /∈ N will be understood element-wise, i.e. ℜ(ai) > 0, −ai /∈ N for i = 1, . . . , p in the above
example. The generalized hypergeometric functions is defined by the series
pFq
(
a
b
∣∣∣∣ x
)
=
∞∑
n=0
(a)nx
n
(b)nn!
(1)
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for the values of x making the series convergent and by analytic continuation elsewhere. The size
of a vector appearing in the parameters of the generalized hypergeometric function can usually be
read off its indices. More detailed information about the definition and properties of the generalized
hypergeometric function can be found in standard textbooks [1, Section 2.1], [2, Chapter 12]) and
reference books [13, Section 5.1], [18, Sections 16.2-16.12]. The argument x = 1 of the generalized
hypergeometric function will be routinely omitted: pFq(a;b) := pFq(a;b; 1). In what follows we
also will use the notation m = (m1, . . . ,mr) ∈ N
r, m = m1 +m2 + . . . +mr, f = (f1, . . . , fr) and
(f)m = (f1)m1 · · · (fr)mr .
In 1970 Minton [14] proved the summation formula
r+2Fr+1
(
−k, b, f +m
b+ 1, f
)
=
k!
(b+ 1)k
(f − b)m
(f)m
(2)
valid for k ≥ m, k ∈ N. Soon thereafter, his result was generalized by Karlsson [8] who replaced
−k by an arbitrary complex number a satisfying ℜ(1− a−m) > 0 to get
r+2Fr+1
(
a, b, f +m
b+ 1, f
)
=
Γ(b+ 1)Γ(1− a)
Γ(b+ 1− a)
(f − b)m
(f)m
. (3)
Gasper [5] deduced a q-analogue and a generalization of Minton’s and Karlsson’s formulas; Chu
[3, 4] found extensions to bilateral hypergeometric and q-hypergeometric series; their results were re-
derived by simpler means and further generalized by Schlosser [23], who also found multidimensional
extensions to hypergeometric functions associated with root systems [22]. For further developments
in this directions, see also [20, 21]. Quite recently, Miller and Srivastava [17] found some alternative
derivations of the original Karlsson and Minton formulas. Some of the results mentioned above found
applications in the theory of rook polynomials and related combinatorial problems as discovered
by Haglund in [7], who also noticed that some of the results can be obtained by specializing a
very general transformation due to Slater. We also mention an interesting work [12] by Letessier,
Valent and Wimp, where the reduction of the differential equation satisfied by the generalized
hypergeometric functions with some integer parameter differences was found.
Conditions k ≥ m in (2) and ℜ(1− a−m) > 0 in (3) can not be dispensed with: the formulas
become false when they are violated (take for example a = −4, b = 33/17, c = b + 1, f1 = 4.2,
f2 = −5/3, m1 = 7, m2 = 8). The situation with (3) is thereby quite subtle: the function on the
right hand side is continuous at a = 1−m while the function on the left hand side is finite but has
a discontinuity at this point. Further, if ℜ(1 − a−m) < 0 and a is not a negative integer or zero,
the series on the left hand side diverges. At the same time, it reduces to a finite sum for a = −k,
k ∈ N, so that such points are ”isolated summability points” and analytic continuation of the right
hand side in a does not lead to the correct value of the left hand side at such point. In section 2
of this paper we find the correct value of the left hand side of Minton’s formula (2) at these special
points k = 0, 1, . . . ,m− 1.
In the same section we present an extension of Karlsson’s formula (3) obtained by replacing
the number b by a vector b and the number b + 1 by the vector b + p, where p is a positive
integer vector. Note that the Clausen series 3F2 with two negative integer parameter differences
has been studied recently by Shpot and Srivastava in [24]. Next we present an alternative proof of
another generalization of Karlsson’s formula (3) due to Gasper [5, (18)]. This generalization has
the form of a transformation formula for the generalized hypergeometric function on the left hand
side of (3) with b + 1 replaced with an arbitrary number c (restricted to ensure convergence), of
which Karlsson’s formula is a particular case. For our proof we will need the generalized Stieltjes
representation of the generalized hypergeometric function. More precisely, if mini{ℜai} > 0 and
2
ℜ{
∑q
i=1(bi − ai)} > 0, then [9, (2)]
q+1Fq
(
σ,a
b
)
=
Γ(b)
Γ(a)
1∫
0
Gq,0q,q
(
t
b− 1
a− 1
)
dt
(1− t)σ
. (4)
Here Gq,0q,q is the Meijer-Nørlund G function defined by the Mellin-Barnes integral of the form
Gq,0q,q
(
z
b
a
)
:=
1
2pii
∫
L
Γ(a+s)
Γ(b+s)
z−sds. (5)
We omit the details regarding the choice of the contour L as the definition of (the general case
of) Meijer’s G function can be found in standard text- and reference- books [13, section 5.2], [18,
16.17], [19, 8.2] and [2, Chapter 12]. See, also our papers [9, 10]. The next shifting property is
straightforward from the definition (5), but nevertheless is very useful [19, 8.2.2.15]:
zαGq,0q,q
(
z
b
a
)
= Gq,0q,q
(
z
b+ α
a+ α
)
, (6)
where α is any complex number. We further mention that the coefficients gn(a;b) of the power
series expansion
Gq,0q,q
(
1− z
b
a, 0
)
=
zνq−1
Γ(νq)
∞∑
n=0
gn(a;b)
(νq)n
zn, (7)
where νq = νq(a;b) =
∑q
j=1 bj −
∑q−1
j=1 aj , are known as Nørlund’s coefficients (see [9, (11)]).
Among the most important discoveries in the field of hypergeometric transformations over the
last decade are transformation formulas for the generalized hypergeometric functions found, mainly,
by Miller and Paris (with important contributions by Rathie, Kim and others) and summarized in
the seminal paper [16]. In section 3 of this paper we explore some consequences of the Miller-Paris
transformations, including a guise of the first transformation expressed as a transformation for the
Meijer-Nørlund G function, an identity for the products of the generalized hypergeometric functions
at unit argument and a transformation formula for right hand side of the identity
r+2Fr+1
(
a, b, f +m
c, f
)
=
Γ(c)Γ(c − a− b)
Γ(c− a)Γ(c− b)
m∑
k=0
r+1Fr
(
−k, f +m
f
)
(a)k(b)k
(1 + a+ b− c)kk!
(8)
demonstrated in [15, Theorem 4]. Finally, we find a recurrence relation for the generalized hyper-
geometric function with integer shifts.
2 Extensions of Karlsson-Minton theorem
To formulate our first theorem we will need an explicit formula for Nørlund’s coefficients defined in
(7). Assuming, as before, that a = (a1, . . . , aq−1) and b = (b1, . . . , bq) are some complex vectors,
we recall that the coefficients gn(a;b) are symmetric polynomials in the components of a and b
(separately) given explicitly by [10, (2.9)]
gn(a;b) =
∑
0≤j1≤j2≤···≤jq−2≤n
q−1∏
l=1
(ψl + jl−1)jl−jl−1
(jl − jl−1)!
(bl+1 − al)jl−jl−1 , (9)
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where ψl =
∑l
i=1(bi − ai), j0 = 0, jq−1 = n. Their further properties can be found in our recent
papers [9, 10]. In particular, we showed in [10, Theorem 2] that the initial coefficients are given by
g0(a;b) = 1, g1(a;b) =
q−1∑
l=1
(bl+1 − al)ψl,
g2(a;b) =
1
2
q−1∑
l=1
(bl+1 − al)2(ψl)2 +
q−1∑
k=2
(bk+1 − ak)(ψk + 1)
k−1∑
l=1
(bl+1 − al)ψl.
(10)
Below, we extend Minton’s formula (2) to the values of k ∈ {0, 1, . . . ,m− 1}.
Theorem 1 Suppose that k ∈ N0, 0 ≤ k ≤ m− 1, (b+ 1)k 6= 0, (f)m 6= 0, Then
r+2Fr+1
(
−k, b, f +m
b+ 1, f
)
=
k!
(b+ 1)k
(f − b)m
(f)m
−
(−1)mk!b
(f)m
qk, (11)
where qk =
m−k−1∑
i=0
gm−k−i−1(α;β)(b − i)i, α = (b− f), β = (b − f −m, b + k) and the coefficients
gn are defined in (9). In particular,
r+2Fr+1
(
1−m, b, f +m
b+ 1, f
)
=
(m− 1)!
(b+ 1)m−1
(f − b)m
(f)m
−
(−1)m(m− 1)!b
(f)m
(12)
and
r+2Fr+1
(
2−m, b, f +m
b+ 1, f
)
=
(m− 2)!
(b+ 1)m−2
(f − b)m
(f)m
+
(−1)m(m− 2)!b
(f)m

1− b+m(m− 2 + fr) + r−1∑
q=1
(fq − fq+1 −mq+1)
q∑
i=1
mi

 . (13)
Proof. According to [10, (2.4)] when fi − fj /∈ Z and fi − c /∈ Z the next identity holds:
Gr+1,0r+1,r+1
(
z
c, f
b, f +m
)
= zb
Γ(f +m− b)
Γ(c− b)Γ(f − b)
r+1Fr
(
1− c+ b, 1− f + b
1− f −m+ b
∣∣∣∣ z
)
. (14)
In view of the shifting property (6), this implies that
Gr+1,0r+1,r+1
(
t
b+ k, b− f −m
b− 1, b− f
)
= tb−1
(−1)m(f)m
k!
r+1Fr
(
−k, f +m
f
∣∣∣∣ t
)
. (15)
Integrating this formula with respect to t from 0 to 1 we get on the left hand side:
1∫
0
Gr+1,0r+1,r+1
(
t
b+ k, b− f −m
b− 1, b− f
)
dt =
(−1)m(f)m
k!
∞∑
n=0
(−k)n(f +m)n
n!(f)n
1∫
0
tb−1+ndt
=
(−1)m(f)m
k!
∞∑
n=0
(−k)n(f +m)n
n!(f)n(b+ n)
=
(−1)m(f)m
k!b
r+2Fr+1
(
−k, b, f +m
b+ 1, f
)
. (16)
On the other hand, it was shown by Nørlund that [9, (17)]
1∫
0
Gr+1,0r+1,r+1
(
t
b+ k, b− f −m
b− 1, b− f
)
dt =
(1− f −m+ b)m
(b)k+1
− qk, (17)
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which yields (11) once we account for the straightforward identity
(f − b)m(1− f −m)m
(f)m(1− f + b−m)m
= 1. (18)
Using explicit formulas (10) for Nørlund’s coefficients for k = m − 1 and k = m − 2 we obtain
(12) and (13). Additional assumptions made in the course of the proof can now be removed by
continuity of both sides of (11). 
Theorem 2 Suppose b = (b1, . . . , bl) is a complex vector, p = (p1, . . . , pl) is a vector of positive
integers, p = p1+p2+. . .+pl, and all elements of the vector β = (b1, b1+1, . . . , b1+p1−1, . . . , bl, bl+
1, . . . , bl + pl − 1) = (β1, β2, . . . , βp) are distinct. If ℜ(p− a−m) > 0, then
1
Γ(1− a)
r+l+1Fr+l
(
a,b, f +m
b+ p, f
)
=
(b)p
(f)m
p∑
q=1
Γ(βq)(f − βq)m
BqΓ(1 + βq − a)
, (19)
where Bq =
p∏
v=1, v 6=q
(βv − βq).
In particular, if p ∈ N and ℜ(p− a−m) > 0, then
1
Γ(1− a)
r+2Fr+1
(
a, b, f +m
b+ p, f
)
=
Γ(b+ p)
(f)m
p−1∑
q=0
(b)q(f − b− q)m
(p− q − 1)!(−q)qΓ(1 + q + b− a)
. (20)
Proof. Using the the partial fraction decomposition
1
(β + x)1
=
p∑
q=1
B−1q
βq + x
,
with Bq =
p∏
v=1, v 6=q
(βv − βq), we get
(b)n
(b+ p)n
=
(b)p
(b+ n)p
=
(b)p
(β + n)1
= (b)p
p∑
q=1
B−1q (βq)n
(βq + 1)n(βq)1
.
Hence,
r+l+1Fr+l
(
a,b, f +m
b+ p, f
)
=
p∑
q=1
(b)p
Bq(βq)1
r+2Fr+1
(
a, βq, f +m
βq + 1, f
)
. (21)
It remains to apply (3) to obtain (19) under additional restriction ℜ(1−a−m) > 0. This restriction
can now be relaxed to ℜ(p− a−m) > 0 by appealing to analytic continuation. 
For p = 2 after elementary manipulations the summation formula (20) takes the form:
r+2Fr+1
(
a, b, f +m
b+ 2, f
)
= −
Γ(b+ 2)Γ(1− a) (b(f − 1− b)m + (a− b− 1)(f − b)m)
Γ(b+ 2− a)(f)m
. (22)
As another example, take b = (b, c), p = (1, 1) in Theorem 2 to get:
r+3Fr+2
(
a, b, c, f +m
b+ 1, c+ 1, f
)
=
Γ(1− a)bc
(c− b)(f)m
(
Γ(b)(f − b)m
Γ(1 + b− a)
−
Γ(c)(f − c)m
Γ(1 + c− a)
)
.
In [5, (18)] Gasper discovered a transformation formula which extends Karlsson’s summation
theorem if b + 1 in (3) is replaced by an indeterminate c. In the following theorem we present an
alternative derivation of Gasper’s formula (23) based on the integral representation (4).
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Theorem 3 If ℜ(c− a− b−m) > 0, −c /∈ N0 and −fi /∈ N0, then
1
Γ(1− a)
r+2Fr+1
(
a, b, f +m
c, f
)
=
Γ(c)(f − b)m
Γ(1 + b− a)Γ(c− b)(f)m
r+2Fr+1
(
b, 1− c+ b, 1− f + b
1 + b− a, 1− f −m+ b
)
.
(23)
Proof. Indeed, combining (4) and (14) we get
r+2Fr+1
(
a, b, f +m
c, f
)
=
Γ(c)(f − b)m
Γ(b)Γ(c − b)(f)m
1∫
0
tb−1r+1Fr
(
1− c+ b, 1− f + b
1− f −m+ b
∣∣∣∣ t
)
dt
(1− t)a
=
Γ(c)(f − b)m
Γ(b)Γ(c− b)(f)m
1∫
0
∞∑
n=0
(1− c+ b)n(1− f + b)n
(1− f −m+ b)nn!
tb+n−1
(1− t)a
dt
=
Γ(c)(f − b)m
Γ(b)Γ(c− b)(f)m
∞∑
n=0
(1− c+ b)n(1− f + b)n
(1− f −m+ b)nn!
B(b+ n; 1− a)
=
Γ(c)Γ(1− a)(f − b)m
Γ(1 + b− a)Γ(c− b)(f)m
r+2Fr+1
(
b, 1 − c+ b, 1− f + b
1 + b− a, 1− f −m+ b
)
, (24)
which is (23) under additional conditions necessary for validity of (4) and (14). However, both sides
of (23) are analytic in a, b, c, fi, i = 1, . . . r in the domain ℜ(c − a − b − m) > 0, c /∈ −N0 and
−fi /∈ N0 for i = 1, . . . , r, because
(f − b)m = (−1)
m Γ(1− f + b)
Γ(1− f −m+ b)
so that the hypergeometric function on the right hand side is regularized. Hence, (23) remains true
under the conditions stated in the theorem. 
Note that another generalization of Karlsson’s formula has been obtained by us in our recent
work [11, Corollaries 3,4] by replacing the unit argument in (3) with an arbitrary argument x.
3 Miller-Paris transformations and their consequences
Recall that m = (m1, . . . ,mr) ∈ N
r, m = m1+m2+ . . .+mr and f = (f1, . . . , fr). Miller and Paris
[16, Theorem 3] established the following transformation:
r+2Fr+1
(
a, b, f +m
c, f
∣∣∣∣x
)
= (1− x)−am+2Fm+1
(
a, c− b−m, ζ + 1
c, ζ
∣∣∣∣ xx− 1
)
, (25)
where ζ = ζ(c, b, f) = (ζ1, . . . , ζm) are the zeros of the characteristic polynomial
Qm(t) = Q(b, c, f ,m; t) =
1
(c− b−m)m
m∑
k=0
(b)kCk,r(t)k(c− b−m− t)m−k, (26)
with C0,r = 1, Cm,r = 1/(f)m and
Ck,r =
1
(f)m
m∑
j=k
σjS
(k)
j =
(−1)k
k!
r+1Fr
(
−k, f +m
f
)
.
6
Here (f)m = (f1)m1 · · · (fr)mr and the numbers σj (0 ≤ j ≤ m) are defined by the generating
function
(f1 + x)m1 . . . (fr + x)mr =
m∑
j=0
σjx
j , (27)
where S
(k)
j is the Stirling number of the second kind.
Transformation (25) fails when c = b+p, p ∈ N, 1 ≤ p ≤ m. We explore in-depth what happens
in this situation in our recent paper [11]. Among other things we show that the characteristic
polynomial (26) degenerates to
Rp−1(a) =
m∑
k=0
r+2Fr+1
(
−k, f +m
f
)
(b)k(a− k)p−1
k!
.
In the theorem below we find a simpler expression for this polynomial which amounts to a general-
ization of the summation formula [15, Corollary 3].
Theorem 4 If ℜ(p+ a−m− 1) > 0, then
m∑
k=0
r+2Fr+1
(
−k, f +m
f
)
(b)k(a− k)p−1
k!
=
p−1∑
q=0
(b)q(f − b− q)m
(f)mq!
(1− p)q(b+ q + a)p−1−q. (28)
Proof. Making substitutions a→ 1−a and c→ b+ p in (8) and employing the elementary relation
(1− a)k
(2− a− p)k
=
(a− k)p−1
(a)p−1
,
we obtain
r+2Fr+1
(
1− a, b, f +m
b+ p, f
)
=
Γ(b+ p)Γ(p− 1 + a)
Γ(b+ p+ a− 1)Γ(p)(a)p−1
m∑
k=0
r+2Fr+1
(
−k, f +m
f
)
(b)k(a− k)p−1
k!
.
(29)
On the other hand, it follows from (20) that
r+2Fr+1
(
1− a, b, f +m
b+ p, f
)
=
Γ(b+ p)Γ(a)
(f)m
p−1∑
q=0
(b)q(f − b− q)m
(p − q − 1)!(−q)qΓ(a+ q + b)
. (30)
Equating (29) and (30) and making simplifications in view of the identities
(p− 1)!
(p− q − 1)!(−q)q
=
(1− p)q
q!
,
Γ(b+ p+ a− 1)
Γ(q + b+ a)
= (b+ q + a)p−q−1,
we arrive at the statement of the theorem. 
In our next theorem we will write the summation formula (8) in terms of the polynomial
Q(b, c, f ,m; t). This is not difficult to do, once the polynomial is transformed as follows:
Q(b, c, f ,m; t) =
(c− b− t−m)m
(c− b−m)m
m∑
k=0
r+1Fr
(
−k, f +m
f
)
(t)k(b)k
(1 + t+ b− c)kk!
. (31)
However, we will give two different instructive proofs. The first shows how the Miller-Paris transfor-
mation formula (25) leads directly to a summation formula. The second shows how this summation
formula can be obtained from the integral representation (4).
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Theorem 5 Suppose Q(b, c, f ,m; t) is the polynomial defined in (26) and ℜ(c−a− b−m) > 0.
Then
r+2Fr+1
(
a, b, f +m
c, f
)
=
Γ(c)Γ(c− a− b−m)
Γ(c− a)Γ(c− b−m)
Q(b, c, f ,m; a). (32)
Proof 1. We will need the asymptotic formula [18, (16.11.6)]
Γ(a)
Γ(b)
p+1Fp
(
a
b
∣∣∣∣− z
)
=
p+1∑
k=1
Γ(ak)Γ(a[k] − ak)
Γ(b− ak)
z−ak
(
1 +O(1/z)
)
, as |z| → ∞, (33)
valid for | arg(z)| < pi if aj − ak /∈ Z for all k 6= j. Setting −z = x/(x− 1), we will have
r+2Fr+1
(
a, b, f +m
c, f
∣∣∣∣ z1 + z
)
= (1 + z)am+2Fm+1
(
a, c− b−m, ζ + 1
c, ζ
∣∣∣∣− z
)
= (1 + z)a
{
z−a
Γ(c− b−m− a)Γ(ζ + 1− a)Γ(c)Γ(ζ)
Γ(c− b−m)Γ(ζ − a)Γ(c− a)Γ(ζ + 1)
+ C0z
−c+b+m + C1z
−ζ
1
−1 + . . .+ C
−ζm−1
m
}(
1 +O(1/z)
)
, z →∞. (34)
Here C0, C1, . . . , Cm are some constants. The roots of Q(b, c, f ,m; t) do not depend on a, so we can
assume for the moment that ℜ(−ζ − 1 + a) < 0. Further, we need the condition ℜ(a−c+b+m) < 0
for the series defining the left hand side of (32) to converge. Letting z →∞ in (34) we then get
r+2Fr+1
(
a, b, f +m
c, f
)
=
Γ(c− b−m− a)Γ(ζ + 1− a)Γ(c)Γ(ζ)
Γ(c− b−m)Γ(ζ − a)Γ(c− a)Γ(ζ + 1)
. (35)
As Q(b, c, f ,m; 0) = 1,
Γ(ζ + 1− a)Γ(ζ)
Γ(ζ − a)Γ(ζ + 1)
=
(ζ − a)1
(ζ)1
= Q(b, c, f ,m; a)
so that (35) takes the form (32). 
Proof 2. According to Theorem 3 we have
r+2Fr+1
(
a, b, f +m
c, f
)
=
Γ(c)Γ(1 − a)(f − b)m
Γ(1 + b− a)Γ(c− b)(f)m
r+2Fr+1
(
b, 1− c+ b, 1− f + b
1 + b− a, 1− f −m+ b
)
.
Representing the r+2Fr+1 on the right hand side by the integral (4) and using the form (14) for
the density (the Nørlund-Meijer G function), similarly to the proof of Theorem 3, in view of the
identity (18) we obtain:
r+2Fr+1
(
a, b, f +m
c, f
)
=
Γ(c)
Γ(c− b)Γ(b)
1∫
0
r+1Fr
(
a, f +m
f
∣∣∣∣ t
)
tb−1dt
(1− t)1−c+b
. (36)
Note that
(f +m)n
(f)n
=
1
(f)m
m∑
k=0
σkn
k,
where σk is defined in (27). Thus,
1∫
0
r+1Fr
(
a, f +m
f
∣∣∣∣ t
)
tb−1dt
(1− t)1−c+b
=
1
(f)m
m∑
k=0
σk
1∫
0
tb−1
(1− t)1−c+b
∞∑
n=0
(a)nt
nnk
n!
dt. (37)
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The generating function of the Stirling numbers of the second kind is given by
nk =
k∑
l=0
S
(l)
k [n]l, where [n]l = n(n− 1) . . . (n − l + 1),
so that
∞∑
n=0
(a)nt
n
n!
nk =
∞∑
n=0
(a)nt
n
n!
k∑
l=0
S
(l)
k
[n]l =
k∑
l=0
S
(l)
k
∞∑
n=l
(a)nt
n
(n− l)!
=
k∑
l=0
S
(l)
k
∞∑
n=0
(a)n+lt
n+l
n!
=
k∑
l=0
S
(l)
k
∞∑
n=0
(a)l(a+ l)nt
n+l
n!
=
k∑
l=0
S
(l)
k (a)l
tl
(1− t)a+l
.
Substitution of this formula into (37) yields:
1∫
0
r+1Fr
(
a, f +m
f
∣∣∣∣ t
)
tb−1dt
(1− t)1−c+b
=
1
(f)m
m∑
k=0
σk
k∑
l=0
S
(l)
k (a)l
1∫
0
tl+b−1
(1− t)a+l+1−c+b
dt. (38)
Integrating, changing the order of summations and employing (36) we then obtain
r+2Fr+1
(
a, b, f +m
c, f
)
=
Γ(c)
Γ(c− b)Γ(c− a)
m∑
l=0
(
1
(f)m
m∑
k=l
σkS
(l)
k
)
(a)l(b)lΓ(c− a− b− l).
In view of the definition of the polynomial Q(b, c, f ,m; t), simple algebra converts the right hand
side of the above equality into the right hand side of (32). 
Note that the Miller-Paris transformation (25) can be written as a transformation for the Meijer-
Nørlund G function. Indeed, suppose that f = (f1, . . . , fr), b 6= fj, 1 ≤ j ≤ r, (c− b−m)m 6= 0 and
ζ∗ is the vector of zeros of the polynomial Q(b+ 1, c + 1, f + 1,m; t) defined in (26). According to
(25) we then have the identity
r+2Fr+1
(
a, b+ 1, f +m+ 1
c+ 1, f + 1
∣∣∣∣x
)
= (1− x)−am+2Fm+1
(
a, c− b−m, ζ∗ + 1
c+ 1, ζ∗
∣∣∣∣ xx− 1
)
(39)
valid for any complex a. At the same time, formula (4) implies that
r+2Fr+1
(
a, b+ 1, f +m+ 1
c+ 1, f + 1
∣∣∣∣x
)
=
Γ(c+ 1)
Γ(b+ 1)(f + 1)m
1∫
0
(1− xt)−aGr+1,0r+1,r+1
(
t
c, f
b, f +m
)
dt. (40)
On the other hand, again using formula (4) we obtain
(1− x)−am+2Fm+1
(
a, c− b−m, ζ∗ + 1
c+ 1, ζ∗
∣∣∣∣ xx− 1
)
= (1− x)−a
Γ(c+ 1)
Γ(c− b−m)(ζ∗)1
1∫
0
(1− (xt/(x− 1))−aGm+1,0m+1,m+1
(
t
c, ζ∗ − 1
c− b−m− 1, ζ∗
)
dt
=
Γ(c+ 1)
Γ(c− b−m)(ζ∗)1
1∫
0
(1− xt)−aGm+1,0m+1,m+1
(
1− t
c, ζ∗ − 1
c− b−m− 1, ζ∗
)
dt. (41)
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Substitution of representations (40) and (41) into identity (39) yields a presumably new identity
Gr+1,0r+1,r+1
(
t
c, f
b, f +m
)
=
Γ(b+ 1)(f + 1)m
Γ(c− b−m)(ζ∗)1
Gm+1,0m+1,m+1
(
1− t
c, ζ∗ − 1
c− b−m− 1, ζ∗
)
. (42)
As G function above reduces to a single hypergeometric function by (14), formula (42) can be
reformulated in terms of hypergeometric functions. Indeed, applying (14) on both sides of (42), we
obtain
zbr+1Fr
(
1− c+ b, 1− f + b
1− f −m+ b
∣∣∣∣ z
)
= K(1− z)c−b−m−1m+1Fm
(
−b−m, 1− ζ∗ + c− b−m
−ζ∗ + c− b−m
∣∣∣∣ 1− z
)
,
where
K =
(c− b−m)m(ζ
∗ − c+ b+m)1(f + 1)m
(b+ 1)m(f − b)m(ζ
∗)1
.
Combining (42) with the shifting property (6) and the integral representation (4), we arrive at the
following statement.
Theorem 6 Suppose that ℜ(c− d− b−m) > 0, ℜ(a+ b) > 0 and (c− b−m)m 6= 0. Then the
following identity holds:
r+2Fr+1
(
d, b+ a, f +m+ a
c+ a, f + a
)
=
Γ(c+ a)Γ(b)(f)m
Γ(c)Γ(b+ a)(f + a)m
r+2Fr+1
(
d, b, f +m
c, f
)
m+2Fm+1
(
−a, c− b−m− d, ζ − d+ 1
c− d, ζ − d
)
, (43)
where ζ is the vector formed by the zeros of the polynomial Q(b, c, f ,m; t) defined in (26).
Proof. Applying the integral representation (4), the shifting property (6) and identity (42), we get:
Γ(b+ a)(f + a)m
Γ(c+ a)
r+2Fr+1
(
d, b+ a, f +m+ a
c+ a, f + a
)
=
1∫
0
(1− t)−dGr+1,0r+1,r+1
(
t
c+ a− 1, f + a− 1
b+ a− 1, f +m+ a− 1
)
dt
=
1∫
0
ta(1− t)−dGr+1,0r+1,r+1
(
t
c− 1, f − 1
b− 1, f +m− 1
)
dt
=
Γ(b)(f)m
Γ(c− b−m)(ζ)1
1∫
0
ta(1− t)−dGm+1,0m+1,m+1
(
1− t
c− 1, ζ − 1
c− b−m− 1, ζ
)
dt
=
Γ(b)(f)m
Γ(c− b−m)(ζ)1
Γ(c− b−m− d)(ζ − d)1
Γ(c− d)
m+2Fm+1
(
−a, c− b−m− d, ζ − d+ 1
c− d, ζ − d
)
.
Note that Q(b, c, f ,m; 0) = 1 and (ζ − d)1/(ζ)1 = Q(b, c, f ,m; d). Then, using (32) to express
Q(b, c, f ,m; d) we arrive at (43). 
In the final part of the paper we derive a recurrence relation connecting
r+2Fr+1
(
a, b, f +m
b+ p, f
)
10
with the functions of the type
r+2Fr+1
(
a′, b′, f ′ +m
b′ + p− 1, f ′
)
having a smaller negative parameter difference than the original function. Hence, iterative appli-
cation of this recurrence gives yet another method to obtain an extension of Karlsson’s theorem
(3).
Theorem 7 For integer p ≥ 2 and ℜ(p − a −m − 2) > 0 the following recurrence relation is
true:
r+2Fr+1
(
a, b, f +m
b+ p, f
)
=
(b+ p− 1)(p − a− 1)
(p− 1)(b + p− a− 1)
r+2Fr+1
(
a, b, f +m
b+ p− 1, f
)
+
ab
(p− 1)(b+ p− a− 1)
×
{
r+2Fr+1
(
a+ 1, b+ 1, f +m
b+ p, f
)
−
(f +m)1
(f)1
r+2Fr+1
(
a+ 1, b+ 1, f +m+ 1
b+ p, f + 1
)}
. (44)
Proof. Denote
Sp(a, b, f ,m) =
m∑
k=0
r+1Fr
(
−k, f +m
f
)
(a)k(b)k
(a− p)kk!
.
Using the straightforward identities (α)k/(α− 1)k = (1+ k/(α− 1)) and (α)k+1 = α(α+1)k we get
Sp+1(a, b, f ,m) =
m∑
k=0
r+1Fr
(
−k, f +m
f
)
(a)k(b)k(a− p)k
(a− p− 1)k(a− p)kk!
=
m∑
k=0
r+1Fr
(
−k, f +m
f
)
(a)k(b)k
(a− p)kk!
(
1 +
k
a− p− 1
)
= Sp(a, b, f ,m) +
1
a− p− 1
m∑
k=1
r+1Fr
(
−k, f +m
f
)
(a)k(b)k
(a− p)k(k − 1)!
= Sp(a, b, f ,m) +
ab
(a− p)(a− p− 1)
m−1∑
k=0
r+1Fr
(
−k − 1, f +m
f
)
(a+ 1)k(b+ 1)k
(a+ 1− p)k(k)!
. (45)
Next, using the formula
r+1Fr
(
−k − 1,a
b
)
= r+1Fr
(
−k,a
b
)
−
(a)1
(b)1
r+1Fr
(
−k,a+ 1
b+ 1
)
(46)
and taking account of [15, Corollary 1]
r+1Fr
(
−m, f +m
f
)
=
(−1)mm!
(f)m
,
we conclude that
r+1Fr
(
−m− 1, f +m
f
)
=
(−1)mm!
(f)m
−
(−1)mm!(f +m)1
(f)1(f + 1)m
= 0.
Hence, the summation on the right hand side of (45) can be extended to k = m. Application of
(46) on the right hand side of (45) transforms it as follows:
Sp+1(a, b, f ,m) = Sp(a, b, f ,m) +
ab
(a− p)(a− p− 1)
m∑
k=0
r+1Fr
(
−k, f +m
f
)
(a+ 1)k(b+ 1)k
(a+ 1− p)k(k)!
−
ab(f +m)1
(a− p)(a− p− 1)(f)1
m∑
k=0
r+1Fr
(
−k, f +m+ 1
f + 1
)
(a+ 1)k(b+ 1)k
(a+ 1− p)k(k)!
,
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or
Sp+1(a, b, f ,m) = Sp(a, b, f ,m) +
ab
(a− p)(a− p− 1)
Sp(a+ 1, b+ 1, f ,m)
−
ab(f +m)1
(a− p)(a− p− 1)(f)1
Sp(a+ 1, b + 1, f + 1,m). (47)
Further, according to (8)
r+2Fr+1
(
a, b, f +m
b+ p, f
)
=
B(b+ p, p− a)
B(p, b+ p− a)
Sp−1(a, b, f ,m). (48)
Writing (47) for Sp−1(a, b, f ,m) we then obtain:
r+2Fr+1
(
a, b, f +m
b+ p, f
)
=
B(b+ p, p − a)
B(p, b+ p− a)
Sp−2(a, b, f ,m)
+
B(b+ p, p− a)
B(p, b+ p− a)
(
abSp−2(a+ 1, b + 1, f ,m)
(a− p+ 2)(a − p+ 1)
−
ab(f +m)1Sp−2(a+ 1, b + 1, f + 1,m)
(a− p+ 2)(a− p+ 1)(f)1
)
. (49)
Applying (48) once more we can transform the first term of the sum (49) as
B(b+ p, p− a)
B(p, b+ p− a)
Sp−2(a, b, f ,m) =
B(b+ p, p− a)
B(p, b+ p− a)
B(p− 1, b+ p− a− 1)
B(b+ p− 1, p − a− 1)
r+2Fr+1
(
a, b, f +m
b+ p− 1, f
)
=
(b+ p− 1)(p − a− 1)
(p− 1)(b+ p− a− 1)
r+2Fr+1
(
a, b, f +m
b+ p− 1, f
)
.
Transforming the other terms in (49) in a similar fashion yields (44). 
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