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a b s t r a c t
In this paper, we first transform the semi-infinite programming problem into the KKT sys-
tem by the techniques in [D.H. Li, L. Qi, J. Tam, S.Y. Wu, A smoothing Newton method for
semi-infinite programming, J. Global. Optim. 30 (2004) 169–194; L. Qi, S.Y. Wu, G.L. Zhou,
Semismooth Newton methods for solving semi-infinite programming problems, J. Global.
Optim. 27 (2003) 215–232]. Then a nonsmooth and inexact Levenberg–Marquardt method
is proposed for solving this KKT systembased on [H. Dan, N. Yamashita,M. Fukushima, Con-
vergence properties of the inexact Levenberg–Marquardt method under local error bound
conditions, Optimim. Methods Softw., 11 (2002) 605–626]. This method is globally and su-
perlinearly (even quadratically) convergent. Finally, some numerical results are given.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
Consider the following semi-infinite programming (SIP) problem
min f (x)
s.t. g(x, v) ≤ 0, v ∈ V
V = {v ∈ Rm |cj(v) ≤ 0, j = 1, 2 · · · q}
(1.1)
where f : Rn → R, g : Rn+m → R and cj : Rm → R, j = 1, 2 · · · q are twice continuously differentiable. V ⊂ Rm is a
nonempty compact set. We denote
V (x) = {v|g(x, v) = 0, v ∈ V }.
Semi-infinite programming problem has attracted much attention due to its various applications in engineering design,
optimal control, economic equilibria etc. It has become an active field of research in applied mathematics. The most promi-
nent feature of semi-infinite programming problem is that it has finite variables and infinite constraints, which bring great
difficulties for designing algorithms. However, in recent years,many effectivemethods have been proposed for solving semi-
infinite programming, such as discretizationmethods (see [1–4,15]), local reductionmethods (see [5–8]) and cutting planes
methods (see [9]).
In this paper, we first utilize the techniques in [10,11] to transform semi-infinite programming problem (1.1)
into a KKT system. Then we reformulate solving semi-infinite programming problem (1.1) into solving a system
of semismooth equations H(z) = 0 by using NCP functions. We extend the smoothing Levenberg–Marquardt
algorithm for finite programming problems proposed by Dan, Fukushima, and Yamashita, in [12] and then propose
a nonsmooth Levenberg–Marquardt algorithm for solving this system of semismooth equations. For the nonsmooth
Levenberg–Marquardt algorithm, we give amore general global convergence result. As a corollary of the global convergence
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theorem, we obtain that every accumulation point z∗ of the iteration sequence generated by Levenberg–Marquardt
algorithm is a KKT point of SIP (1.1) or a stationary point. (At stationary point z∗, when all subgradients of H(z∗) are
nonsingular, stationary point z∗ is equivalent to a KKT point.) Furthermore, under the local error bound conditions, we
prove that the nonsmooth Levenberg–Marquardt algorithm superlinearly (even quadratically) converges to a solution z∗
of semi-infinite programming problem (1.1). In the analysis of local convergence, it is worth noting that local error bound
conditions are weaker than nonsingular conditions in [10,11] (detail statement in [12]).
Similarly to [10,11], we show the KKT system of semi-infinite programming problem (1.1). It is known [13] that if x
is a local minimum of the semi-infinite programming problem (1.1) and the extended Mangasarian–Fromovitz constraint
qualification holds, i.e. there exists a vector h ∈ Rn such that
∇xg(x, v)>h < 0 ∀v ∈ V (x).
Then there exist p positive number ui and p vectors vi ∈ V (x) such that
∇f (x)+
p∑
i=1
ui∇xg(x, vi) = 0
ui ≥ 0, g(x, vi) ≤ 0, i = 1, 2, . . . p
uig(x, vi) = 0, i = 1, 2, . . . p.
(1.2)
Next, we consider vi ∈ V (x), i = 1, 2, . . . p. In fact, the parameter p depends upon x. Since vi ∈ V (x), vi for i = 1, 2, . . . p
are global minima of the following nonlinear programming problem.
min−g(x, v)
s.t. c(v) ≤ 0. (1.3)
To ensure vi ∈ V (x), i = 1, 2, . . . , p are global minima, we assume g(x, ·) is concave and cj(v), j = 1, 2, . . . q are convex
functions. Hence, if the Mangasarian–Fromovitz constraint qualification holds, we have
−∇vg(x, vi)+
q∑
j=1
ωij∇cj(vi) = 0, for i = 1, 2, . . . p
ωij ≥ 0, cj(vi) ≤ 0, for i = 1, 2, . . . p, j = 1, 2, . . . q
ωijcj(v
i) = 0, for i = 1, 2, . . . p, j = 1, 2, . . . q.
(1.4)
Combining (1.2) with (1.4), we transform semi-infinite programming problem (1.1) into the following KKT system.
∇f (x)+
p∑
i=1
ui∇xg(x, vi) = 0
u1g(x, v1) = 0
...
upg(x, vp) = 0
ui ≥ 0, g(x, vi) = 0, for i = 1, 2, . . . p
−∇vg(x, v1)+
q∑
j=1
ω1j ∇cj(v1) = 0
...
−∇vg(x, vp)+
q∑
j=1
ω
p
j ∇cj(vp) = 0
ω11c1(v
1) = 0
...
ω1qcq(v
1) = 0
...
ω
p
1c1(v
p) = 0
...
ωpqcq(v
p) = 0
ωij ≥ 0, cj(vi) ≤ 0, for i = 1, 2, . . . p, j = 1, 2, . . . q.
(1.5)
Due to the fact that the number p depends on x, p is unknown. In this paper, we assume that the number p is determined
(unrelated to x).
By [11], if x satisfies (1.5), we call x is a KKT point of semi-infinite programming problem (1.1).
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The rest of the paper is organized as follows. In Section 2, we introduce the concepts of NCP functions and
semismoothness. In Section 3, we present a nonsmooth and inexact Levenberg–Marquardt algorithm with Armijo stepsize.
Moreover, its global convergence is also shown. In Section 4, the local superlinear and (even quadratical) convergence of the
algorithm is proved under the condition of the local error bound. Some numerical tests are reported in Section 5.
2. NCP function and semismoothness
We first briefly recall the concept of NCP function.
φ : R2 → R is called NCP function, if
φ(a, b) = 0⇔ a ≥ 0, b ≥ 0, ab = 0
The most well-known NCP function is Fischer–Burmeister function [14]
φFB(a, b) =
√
a2 + b2 − a− b.
So we reformulate (1.5) as a system of semismooth equations
∇f (x)+
p∑
i=1
ui∇xg(x, vi) = 0√
u2i + g(x, vi)2 − ui + g(x, vi) = 0, i = 1, 2, . . . p
−∇vg(x, vi)+
q∑
j=1
ωij∇cj(vi) = 0, i = 1, 2, . . . p√
(ωij)
2 + cj(vi)2 − ωij + cj(vi) = 0, i = 1, 2, . . . p, j = 1, 2, . . . q.
(2.1)
According to [11,16], G : Rn → Rn is a locally Lipschitzian function. From Rademacher theorem [9], G is almost
differentiable everywhere.Wedenote the set of points atwhichG is differentiable byDG. Nextwedefine theB-subdifferential
of G at x [11,16]
∂BG(x) := {H ∈ Rn×n|∃{xk} ⊆ DG : {xk} → x,G′(xk)→ H}.
A point-to-set B-subdifferential mapping is upper semi-continuous and bounded on the bounded set.
A locally Lipschitzian function G : Rn → Rn is called semismooth at x ∈ Rn, if G is directionally differentiable at x and for
all V ∈ ∂G(x+ d), d→ 0
G′(x; d) = Vd+ o(‖d‖)
holds. G is called strongly semismooth at x ∈ Rn, if G is semismooth at x and for all V ∈ ∂G(x+ d), d→ 0
G(x+ d)− G(x) = Vd+ o(‖d‖2).
Let z = (x, u, v, ω) ∈ Rn+(m+q+1)p,
H(z) =

∇f (x)+
p∑
i=1
ui∇xg(x, vi)√
u21 + g(x, v1)2 − u1 + g(x, v1)
...√
u2p + g(x, vp)2 − up + g(x, vp)
−∇vg(x, v1)+
q∑
j=1
ω1j ∇cj(v1)
...
−∇vg(x, vp)+
q∑
j=1
ω
p
j ∇cj(vp)√
(ω11)
2 + c1(v1)2 − ω11 + c1(v1)
...√
(ω1q)
2 + cq(v1)2 − ω1q + cq(v1)
...√
(ω
p
1)
2 + c1(vp)2 − ωp1 + c1(vp)
...√
(ω
p
q)2 + cq(vp)2 − ωpq + cq(vp)

.
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Hence, we reformulate SIP (1.1) as in the following equation
H(z) = 0. (2.2)
As we know, the exact Levenberg–Marquardt:
(V>V + µI)d = −V>H(z) V ∈ ∂H(z)
is equivalent to the following unconstrained programming
min
d∈Rn
θk(d) = 12‖Vd+ H(z)‖
2 + 1
2
µ‖d‖2 V ∈ ∂H(z).
Assumption 1. (i) Let Z∗ be the solution set of (2.2). Z∗ is nonempty, i.e. there exists z∗, z∗ ∈ Z∗.
(ii) There exists a positive number b > 0, ‖H(z)‖ provides a local error bound on N(z∗, b), i.e. there exists a constant c1 > 0
such that
c1dist(z, Z∗) ≤ ‖H(z)‖ ∀z ∈ N(z∗, b).
Denote the projection of z onto Z∗ by z such that
‖z − z‖ = dist(z, Z∗) z ∈ Z∗.
According to [14],we know that Fischer–Burmeister function is strongly semismooth.Wehave the following conclusions.
Lemma 1. H(z) is locally Lipschitz continuous and strongly semismooth, i.e. there exist L1 > 0, L2 > 0 such that
‖H(z + d)− H(z)‖ ≤ L1‖d‖
‖H(z + d)− H(z)− V Td‖ ≤ L2‖d‖2.
where V ∈ ∂H(z + d), ‖d‖ ≤ b
Proof. By the continuously differentiable properties of ∇f (x)+∑pi=1 ui∇xg(x, vi) and−∇vg(x, vi)+∑qj=1 ωij∇cj(vi), i =
1, 2, . . . p and strong semismoothness of Fischer–Burmeister function, we obtain that H(z) is locally Lipschitz continuous
and strongly semismooth. 
Now we present the algorithm.
3. The algorithm and its global convergence
Suppose the merit function
T (z) = 1
2
‖H(z)‖2.
Step 0 Choose an initial point z0 ∈ Rn+(m+q+1)p, and parameters σ , γ , β, θ ∈ (0, 1), ρ > 0, t ≥ 2, δ ∈ (0, 2], ε > 0,
µ0 = ‖H(z0)‖δ , set k := 0.
Step 1 If ‖∇T (zk)‖ ≤ ε, then stop, otherwise go to Step 2.
Step 2 Calculate direction d˜k. Find an inexact solution dk of the system of the following linear equation.
(V>k Vk + µkI)dk = −∇T (zk)+ rke (3.1)
where Vk ∈ ∂H(zk), |rk| = min{ β√n+(m+q+1)p‖∇T (zk)‖, ‖H(zk)‖
3
2 δ‖∇T (zk)‖}, e = (1, 1, . . . 1)T︸ ︷︷ ︸
n+(m+q+1)p
. If the condition
‖H(zk + dk)‖ ≤ γ ‖H(zk)‖ (3.2)
is satisfied, then set d˜k = dk, zk+1 = zk + dk and go to Step 5
Step 3 Suppose
∇T (zk)>dk ≤ −ρ‖dk‖t (3.3)
we set
d˜k =
{
dk if (3.3) holds
−∇T (zk) otherwise.
Step 4 Set zk+1 = zk + λkd˜k, λk = θmk . Find the smallest nonnegative integermk such that
T (zk + θmd˜k)− T (zk) ≤ σθm∇T (zk)>d˜k. (3.4)
Step 5 Set µk+1 = ‖H(zk+1)‖δ and k := k+ 1, return to Step 1.
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Proposition 1. d˜k is a descent direction of T (z).
Proof. Assume that zk is not a stationary point of T (z). It is easy to draw the conclusion when (3.3) doesn’t hold. When (3.3)
holds, i.e.
∇T (zk)>dk ≤ −ρ‖dk‖t .
It suffices to show that dk 6= 0. Suppose to the contrary that dk = 0, from Eq. (3.1)
(V>k Vk + µkI)dk = −∇T (zk)+ rke
where |rk| = min{ β√n+(m+q+1)p‖∇T (zk)‖, ‖H(zk)‖
3
2 δ‖∇T (zk)‖}.
That implies
‖rke‖ = ‖∇T (zk)‖
which contradicts to
|rk| = min
{
β√
n+ (m+ q+ 1)p‖∇T (zk)‖, ‖H(zk)‖
3
2 δ‖∇T (zk)‖
}
and hence
∇T (zk)>dk < 0.
So d˜k is a descent direction of T (z). 
Proposition 2. Armijo step in the algorithm is feasible.
Proof. We prove this proposition by contradiction. Assume there doesn’t exist the smallest nonnegative integer mj, as
mj →∞,
T (zk + θmj d˜k)− T (zk) > σθmj∇T (zk)>d˜k
by the mean value theorem, there exists ξj ∈ (zk, zk + θmj d˜k) such that
θmj∇T (ξj)>d˜k > σθmj∇T (zk)>d˜k
asmj →∞, ∇T (ξj)→ ∇T (zk) and hence
(1− σ)∇T (zk)>d˜k ≥ 0.
Since 0 < σ < 12 , we deduce
∇T (zk)>d˜k ≥ 0
which contradicts the conclusion that d˜k is a descent direction. 
Next we show the global convergence theorem of the algorithm.
Theorem 1. Suppose {zk} be a sequence generated by the algorithm. Let {zk}k∈K be an infinite subsequence. If ∇T (z) is uniformly
continuous in the neighborhood N({zk}k∈K , η) of {zk}k∈K the following one of the two conclusions happens.
(a) limk→∞ H(zk) = 0;
(b) limk∈K ,k→∞ d˜k = 0.
Proof. According to (3.2)–(3.4) and the definition of d˜k, {‖H(zk)‖} is a monotonically decreasing sequence. So there exists
h∗ ≥ 0 such that
lim
k→∞ ‖H(zk)‖ = h
∗ (3.5)
and hence, if h∗ = 0, (a) holds. Now we suppose h∗ > 0, which implies that there are just finite numbers k to satisfy (3.2).
And therefore (3.4) holds for all k sufficiently large, that is,
T (zk)− T (zk+1) ≥ −σλk∇T (zk)>d˜k
≥
{
σλkρ‖d˜k‖t if (3.3) holds
σλk‖d˜k‖2 otherwise. (3.6)
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It suffices to prove limk∈K ,k→∞ d˜k = 0. We prove it by contradiction. Assume that there exist ε > 0 and an infinite sequence
K0 ⊆ K such that ∀k ∈ K0
‖d˜k‖ ≥ ε. (3.7)
Then we can deduce from (3.6), (3.7) that
T (zk)− T (zk+1) ≥
{
σλkρε
t−1‖d˜k‖ if (3.3) holds
σλkε‖d˜k‖ otherwise.
Since (3.5), taking limits from both sides of this equality as k ∈ K0, k→∞
lim
k∈K0,k→∞
λk‖d˜k‖ = 0 (3.8)
and
lim
k∈K0,k→∞
λk = 0. (3.9)
By (3.9) and Armijo search rule, when k ∈ K0 is sufficiently large, we obtain
T (zk + θ−1λkd˜k)− T (zk) > σθ−1λk∇T (zk)>d˜k.
By the mean value theorem, we have
∇T (zk + ζkθ−1λkd˜k)>d˜k > σ∇T (zk)>d˜k (0 < ζk < 1).
This implies
(∇T (zk + ζkθ−1λkd˜k)−∇T (zk))>d˜k > −(1− σ)∇T (zk)>d˜k.
So according to Step 3, we deduce
‖∇T (zk + ζkθ−1λkd˜k)−∇T (zk)‖‖d˜k‖ ≥ −(1− σ)∇T (zk)>d˜k
≥
{
ρ(1− σ)‖d˜k‖t
(1− σ)‖d˜k‖2
and therefore
‖∇T (zk + ζkθ−1λkd˜k)−∇T (zk)‖ ≥
{
ρ(1− σ)‖d˜k‖t−1
(1− σ)‖d˜k‖. (3.10)
From (3.8), (3.10) and the uniformly continuous property of ∇T (z) on N({zk}k∈K , η), this yields
lim
k∈K0,k→∞
d˜k = 0
which contradicts to (3.7). 
Corollary 1. Suppose {zk} be a sequence generated by the algorithm. Let z∗ be an accumulation point of {zk}. Then H(z∗) = 0
or ∇T (z∗) = 0.
Proof. Suppose {zk}k∈K is a convergent subsequence, i.e.
lim
k∈K ,k→∞ zk = z
∗.
So {zk}k∈K is a bounded sequence. For arbitrary η∗ > 0, N(η∗) that is a η∗-neighborhood of {zk}k∈K is compact. ∇T (z) is
uniformly continuous because of the continuous property of ∇T (z). So the condition of Theorem 1 is satisfied. When (a)
defined in Theorem 1 holds, we obtain the fact that H(z∗) = 0 by the continuous property of H(z). Noting that when (b)
holds, we consider two cases.
Case (I). If (3.3) does not hold for all k sufficiently large, we obtain that ∇T (z∗) = 0 by d˜k = −∇T (zk) and the continuous
property of ∇T (z).
Case (II). If (3.3) holds for all k sufficiently large, from (3.1) we have
‖∇T (zk)− rke‖ = ‖(V>k Vk + µkI)dk‖ ≤ ‖V>k Vk + µkI‖‖dk‖
where Vk ∈ ∂H(zk), |rk| = min{ β√n+(m+q+1)p‖∇T (zk)‖, ‖H(zk)‖
3
2 δ‖∇T (zk)‖}.
This implies that
‖dk‖ ≥ ‖∇T (zk)− rke‖‖V Tk Vk + µkI‖
.
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By the boundness of the sequence {µk} and upper semi-continuous property of Vk, there exists a positive number M > 0,
such that ‖V>k Vk + µkI‖ ≤ M , and hence
‖dk‖ ≥ ‖∇T (zk)‖ − ‖rke‖M ≥
‖∇T (zk)‖ − β‖∇T (zk)‖
M
= 1− β
M
‖∇T (zk)‖. (3.11)
It follows (3.11) and (b) of Theorem 1 that
lim
k→∞∇T (zk) = ∇T (z
∗) = 0.
We complete our proof. 
4. The analysis of local convergence
Next, we suppose that (3.2) holds for all k. Consequently, we have the following conclusions.
Lemma 2 ([12]). Suppose that Assumption 1 holds, for zk ∈ N(z∗, 12b), we have
‖dk‖ ≤ c2dist(zk, Z∗)+ ‖rke‖
µk
(4.1)
‖V>k dk + H(zk)‖ ≤ c3dist(zk, Z∗)1+
δ
2 + ‖Vk‖‖rke‖
µk
(4.2)
where c2 =
√
(
L21
cδ1
)( b2 )
2−δ + 1, c3 =
√
L1( b2 )
2−δ + Lδ1.
According to the algorithm, we know µk = ‖H(zk)‖δ . By the definition of |rk|we have
‖rke‖
µk
≤
√
n+ (m+ q+ 1)p‖H(zk)‖ 32 δ‖∇T (zk)‖
‖H(zk)‖δ
=
√
n+ (m+ q+ 1)p‖H(zk)‖ 32 δ‖V Tk H(zk)‖
‖H(zk)‖δ
≤ M2‖H(zk)‖1+ 12 δ
≤ L3‖zk − z‖1+ 12 δ
= L3dist(zk, Z∗)1+ 12 δ (4.3)
whereM2 = M1√n+ (m+ q+ 1)p, L3 = M2L1+
1
2 δ
1 , the second inequality follows from upper semi-continuous property of
Vk, i.e., there exists positive numberM1 > 0 such that ‖Vk‖ ≤ M1 for zk ∈ N(z∗, b) and Vk ∈ ∂H(zk) and the third inequality
follows that H(zk) is Lipschitz continuous.
Lemma 3. Suppose that Assumption 1 holds, if zk, zk−1 ∈ N(z∗, 12b), then
dist(zk, Z∗) ≤ c4dist(zk−1, Z∗)1+ 12 δ.
Proof. It follows from (4.3) and the boundness of ‖Vk‖ on zk ∈ N(z∗, 12b) that
‖V>k−1dk−1 + H(zk−1)‖ ≤ c3dist(zk−1, Z∗)1+
1
2 δ + ‖Vk−1‖‖rk−1e‖
µk−1
≤ c3dist(zk−1, Z∗)1+ 12 δ +M1L3dist(zk−1, Z∗)1+ 12 δ
= (c3 +M1L3)dist(zk−1, Z∗)1+ 12 δ
from (4.1), (4.3), we have
‖dk−1‖ ≤ (c2 + L3b 32 δ)dist(zk−1, Z∗) ∀zk−1 ∈ N
(
z∗,
1
2
b
)
.
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It follows from Assumption 1(ii) that
dist(zk, Z∗) ≤ 1c1 ‖H(zk)‖
= 1
c1
‖H(zk−1 + dk−1)‖
≤ 1
c1
‖V Tk−1dk−1 + H(zk−1)‖ +
1
c1
‖H(zk−1 + dk−1)− H(zk−1)− V Tk−1dk−1‖
≤ 1
c1
(c3 +M1L3)dist(zk−1, Z∗)1+ 12 δ + L2c1 ‖dk−1‖
2
≤ 1
c1
(c3 +M1L3)dist(zk−1, Z∗)1+ 12 δ + L2(c2 + L3b
δ
2 )2
( b
2
)1− δ2
c1
dist(zk−1, Z∗)1+
1
2 δ
= c4dist(zk−1, Z∗)1+ 12 δ
where c4 = c3+M1L3+L2(c2+L3b
δ
2 )2( b2 )
1− δ2
c1
. 
Lemma 4. Suppose that Assumption 1 holds. Let r0 = min{ b
2+2(1+2 2δ )(c2+L3( b2 )
δ
2 )
, ( 12c4
)
2
δ }. If an initial point z0 ∈ N(z∗, r0), then
zk ∈ N(z∗, 12b) for all k.
Proof. We prove this theorem by induction. From the facts that z0 ∈ N(z∗, 12b) and (4.1), we deduce that
‖z1 − z∗‖ ≤ ‖z0 − z∗‖ + ‖d0‖
≤ r0 + c2dist(z0, Z∗)+ ‖r0e‖
µ0
≤ r0 + c2r0 + L3
(
b
2
) δ
2
r0
=
(
1+ c2 + L3
(
b
2
) δ
2
)
r0.
Since (1+ c2 + L3( b2 )
δ
2 )r0 ≤ b2 , we have z1 ∈ N(z∗, 12b). Next, suppose the case k > 1 and l = 1, 2, . . . k, zl ∈ N(z∗, 12b) and
then from Lemma 3
dist(zl, Z∗) ≤ c4dist(zl−1, Z∗)1+ 12 δ ≤ · · · ≤ c(1+
δ
2 )
l−1+(1+ δ2 )l−2+···+1
4 dist(z0, Z
∗)1+
1
2 δ
= c
(1+ δ2 )l−1
δ
2
4 r
(1+ δ2 )l
0
= (c 2δ4 r0)(1+
δ
2 )
l−1r0
=
((
1
2
) 2
δ
)(1+ δ2 )l−1
r0
≤ 2 2δ
((
1
2
) 2
δ
) δl
2
r0
= 2 2δ
(
1
2
)l
r0
and hence
‖dl‖ ≤ c2dist(zl, Z∗)+ ‖rle‖
µl
≤ c22 2δ
(
1
2
)l
r0 + L3
(
b
2
) δ
2
2
2
δ
(
1
2
)l
r0
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Table 1
Example x0 v0 CPU time (s) xk vk f (xk)
1 (0, 0) 1 3.0160 (−0.0953, 0.0953) 1.0000 2.2000
(−1, 1) 0.5 2.5630 (−0.0953, 0.0953) 1.0016 2.2000
2 (−1, 1) 1 2.9840 (−0.4055, 0.4055) 1.0000 3.0000
(0, 0) 1 3.4220 (−0.4058, 0.4051) 1.0000 2.9989
3 (0, 0) 0.5 0.2190 (0.1136, 0.4395) 0.6629 0.6667
(1, 1) 0.5 0.1720 (0.1116, 0.4434) 0.6659 0.6667
=
(
c2 + L3
(
b
2
) δ
2
)
2
2
δ
(
1
2
)l
r0.
This implies
‖zk+1 − z∗‖ ≤ ‖z1 − z∗‖ +
k∑
l=1
‖dl‖
=
(
1+ c2 + L3
(
b
2
) δ
2
)
r0 +
(
c2 + L3
(
b
2
) δ
2
)
2
2
δ r0
k∑
l=1
(
1
2
)l
≤
[(
1+ c2 + L3
(
b
2
) δ
2
)
+
(
c2 + L3
(
b
2
) δ
2
)
2
2
δ
]
r0
=
[
1+ (1+ 2 2δ )
(
c2 + L3
(
b
2
) δ
2
)]
r0 ≤ b2 .
Consequently, we have zk+1 ∈ N(z∗, 12b). 
Similar to Theorem 3.1 in [12], we have the following superlinear (even quadratical) convergence theorem for this
algorithm. So we omit its proof.
Theorem 2. Suppose {zk} be a sequence generated by the algorithm. If an accumulation point z∗ is a solution of (2.2).
Assumption 1 holds at z∗, and then {dist(zk, Z∗)} convergences to 0. When δ = 2, {dist(zk, Z∗)} converges to 0 quadratically.
Remark. In [10], the superlinear convergence theorem is shown under the condition that at a accumulation point z∗,
∇Hε(z∗) is nonsingular. In [11], under the assumptions that all V ∗ ∈ ∂H(z∗) satisfy CD regular condition, the result that
semismooth newtonmethods are superlinearly convergent is proved. Under the nonsingularity condition, the solution z∗ of
semi-infinite programming problem (1.1) is unique. However, the solution z∗ is not necessarily unique under the local error
bound condition. In [12], Dan, Fukushima, and Yamashita, show the condition that ‖H(z)‖ provides a local error bound in a
neighborhood of z∗, is milder than the condition that all V ∗ ∈ ∂H(z∗) are nonsingular.
5. Numerical results
To give some insight into the behavior of the algorithm presented in this paper, it is implemented in Matlab6.5 and runs
aremade on Pentium(R) 4 CPU 2.93 GHzwith 256Mmemory.We use ‖∇T (z)‖ ≤  as the stopping criteria. Throughout the
computational experiments, the parameters used in this algorithm are set as  = 10−6, β = 0.4, σ = 10−4, γ = 0.5, θ =
0.5, ρ = 10−8, t = 2.1, δ = 2. Table 1 shows the computational result for each problem with the following items: the CPU
time in seconds (time (s)), xk, vk the final iterates and f (xk) the function value of f at the final xk.
Example 1 ([11]).
min f (x) = 1.21ex1 + ex2
s.t. g(x, v) = v − ex1+x2 ≤ 0, v ∈ [0, 1].
The optimal solution x∗ = (−0.0953, 0.0953), and the optimal value f (x∗) = 2.2000.
Example 2 ([11]).
min f (x) = 2.25ex1 + ex2
s.t. g(x, v) = v − ex1+x2 ≤ 0, v ∈ [0, 1].
The optimal solution x∗ = (−0.4050, 0.4050), and the optimal value f (x∗) = 3.0000.
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Example 3 ([7]).
min f (x) = 2x1 + x2
s.t. g(x, v) = −v2 + v − vx1 + (v − 1)x2 ≤ 0, v ∈ [0, 1].
The optimal solution x∗ = (0.1111, 0.4444), and the optimal value f (x∗) = 0.666.
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