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ERROR BOUNDS FOR CONSISTENT RECONSTRUCTION:
RANDOM POLYTOPES AND COVERAGE PROCESSES
ALEXANDER M. POWELL AND J. TYLER WHITEHOUSE
Abstract. Consistent reconstruction is a method for producing an estimate x˜ ∈ Rd of a
signal x ∈ Rd if one is given a collection ofN noisy linear measurements qn = 〈x, ϕn〉+ǫn, 1 ≤
n ≤ N , that have been corrupted by i.i.d. uniform noise {ǫn}Nn=1. We prove mean squared
error bounds for consistent reconstruction when the measurement vectors {ϕn}Nn=1 ⊂ Rd are
drawn independently at random from a suitable distribution on the unit-sphere Sd−1. Our
main results prove that the mean squared error (MSE) for consistent reconstruction is of the
optimal order E‖x − x˜‖2 ≤ Kδ2/N2 under general conditions on the measurement vectors.
We also prove refined MSE bounds when the measurement vectors are i.i.d. uniformly
distributed on the unit-sphere Sd−1 and, in particular, show that in this case the constant
K is dominated by d3, the cube of the ambient dimension. The proofs involve an analysis
of random polytopes using coverage processes on the sphere.
1. Introduction
We consider the problem of estimating an unknown signal x ∈ Rd from a collection of
N ≥ d noisy linear measurements
qn = 〈x, ϕn〉+ ǫn, 1 ≤ n ≤ N, (1.1)
where {ϕn}Nn=1 ⊂ Rd is a known spanning set for Rd, and where the unknown noise {ǫn}Nn=1
has been independently drawn according to the uniform distribution on a known interval
[−δ, δ]. Consistent reconstruction is a method for producing an estimate x˜ ∈ Rd of x from
the noisy measurements (1.1). Consistent reconstruction selects x˜ as any solution to the
linear feasibility problem
∀ 1 ≤ n ≤ N, |〈x˜, ϕn〉 − qn| ≤ δ. (1.2)
In other words, (1.2) simply seeks an estimate x˜ that is consistent with the knowledge that
the noise is bounded in [−δ, δ]. Our main contribution in this work is to provide sharp
bounds on the mean squared estimation error associated with consistent reconstruction and
to quantify how accurately (1.2) recovers x from the measurements (1.1) as a function of
the number of measurements N and the dimension d. In our analysis, {ϕn}Nn=1 ⊂ Rd will be
i.i.d. random vectors drawn from a suitable distribution on the unit-sphere Sd−1, and special
attention will be given to the case when each ϕn is uniformly distributed on S
d−1.
Consistent reconstruction has received particular attention in the signal processing liter-
ature as a method for recovering signals from quantized samples. Deterministic round-off
errors that arise in quantization are frequently modeled using uniform noise. For example,
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the use of uniform noise models in quantization is typically justified by dithering, [14], or
with high resolution asymptotics as the quantizer step-size approaches zero, [11]. Consistent
reconstruction and its variants have been shown to be an effective method for signal recovery
in memoryless scalar quantization (MSQ), [8, 19, 14, 3, 4], Sigma-Delta (Σ∆) quantization,
[18], compressed sensing, [9], and finite rate of innovation sampling, [12]. A key point often
observed in practice is that when compared with linear reconstruction, consistent reconstruc-
tion can reduce the mean squared reconstruction error by an extra multiplicative factor that
scales inversely with the sampling rate.
The structure of uniformly distributed noise plays an essential role in our analysis of
consistent reconstruction (1.2). It is useful to note that estimation with uniform noise
in (1.1) falls outside of several classical approaches to estimation theory. For example,
asymptotic normality theorems in maximum likelihood estimation (MLE) typically require
suitable smoothness assumptions on the underlying noise distribution which uniform noise
does not satisfy, e.g., [5]. Similarly, the multiparameter Cramer-Rao bound gives lower
bounds for minimum variance unbiased estimation, but also requires suitable regularity on
the noise distribution. Finally, recall that linear estimation commonly yields mean squared
error (MSE) bounds of order 1/N , and this is, for example, optimal for Gaussian noise
with respect to the Cramer-Rao bound. However, when dealing with uniform noise, linear
estimation is typically sub-optimal and it is possible to provide more accurate recovery
than MSE of order 1/N . We provide a rigorous analysis of the mean squared error in
consistent reconstruction for the general estimation problem (1.1) with suitable random
measurement vectors {ϕn}Nn=1 ⊂ Rd, and we prove that the mean squared error is of the
optimal order K/N2 with precise control on the constant K. A sample consequence of this is
that N = O(d3/2) random measurements will suffice to achieve highly accurate mean squared
reconstruction error (compared to O(d2) measurements with linear reconstruction).
Consistent reconstruction (1.2) has a simple geometrical interpretation. Since the bounded
noise satisfies |ǫn| ≤ δ, each noisy measurement qn gives the information that the unknown
true signal x ∈ Rd lies in the 2δ-thick slab
Sn = Sn(qn, ϕn) = {u ∈ Rd : |〈u, ϕn〉 − qn| ≤ δ}. (1.3)
Consequently, the consistency equations (1.2) are equivalent to requiring that x˜ ∈ Rd lies in
the consistent reconstruction polytope defined by
QN =
N⋂
n=1
Sn. (1.4)
The assumption that {ϕn}Nn=1 spans Rd ensures that QN is a compact set. Moreover, QN is
almost surely a nondegenerate polytope with nonempty interior. Since the true signal x is
always contained in the polytope QN , it is clear that the system (1.2) is feasible.
The main object of interest in this article will be the worst case error associated with
consistent reconstruction. Recalling that (1.2) generally has infinitely many solutions, the
worst case error may be defined as follows. If x˜ ∈ QN is any solution to the consistent
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reconstruction system (1.2), then the error (x− x˜) lies in the following error polytope
PN =
N⋂
n=1
En (1.5)
where
En = {u ∈ Rd : |〈u, ϕn〉 − ǫn| ≤ δ}. (1.6)
The polytope PN is obtained by translating QN to the origin by the vector x. In terms of
the polytopes PN and QN , the worst case error associated with consistent reconstruction can
be defined as
WN = max{‖u‖ : u ∈ PN} = max{‖u− x‖ : u ∈ QN}. (1.7)
Viewed geometrically, the worst case error WN is precisely the radius of the smallest closed
ball centered at 0 that contains the error polytope PN .
Overview and main results. The main contribution of this article is to prove that the
expected worst case error squared for consistent reconstruction is of the optimal order
E|WN |2 ≤ Kδ
2
N2
, (1.8)
where the constant K > 0 depends on the distribution of the random vectors {ϕn}Nn=1. Our
first main result, Theorem 5.5, proves the mean squared error bound (1.8) under general
assumptions on the i.i.d. unit-norm random vectors {ϕn}Nn=1 ⊂ Sd−1. Our second main
result, Theorem 6.1, proves a refined version of (1.8) when {ϕn}Nn=1 ⊂ Sd−1 are i.i.d. random
vectors that are uniformly distributed on Sd−1 and, in particular, shows that the constant
K in (1.8) is dominated by d3, the cube of the ambient dimension.
The paper is organized as follows. Section 2 provides background on estimation with
uniform noise, and also discusses preliminaries and notation such as surface measure on the
sphere and geodesic ǫ-nets. Section 3 analyzes the size of the error polytope PN in a fixed
direction. Section 4 provides necessary background and results on coverage processes on the
sphere which will be used in the proofs of our main theorems. Section 5 states and proves our
first main theorem, Theorem 5.5, which shows that consistent reconstruction satisfies (1.8)
under general assumptions. Section 6 states and proves our second main theorem, Theorem
6.1, which shows that for random vectors that are uniformly distributed on the unit-sphere
consistent reconstruction satisfies (1.8) with a constant K that is dominated by d3.
2. Background and notation
2.1. Estimation with uniform noise and consistent reconstruction. In this section
we briefly recall some background on estimation with uniform noise and consistent recon-
struction. This will help provide perspective on our main results.
Begin by recalling linear reconstruction. Let N ≥ d. Suppose that {ϕn}Nn=1 ⊂ Rd spans
R
d and that {fn}Nn=1 ⊂ Rd is any dual frame satisfying
∀x ∈ Rd, x =
N∑
n=1
〈x, ϕn〉fn. (2.1)
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Suppose for the moment that {ǫn}Nn=1 are simply independent zero mean random variables
with variance E|ǫn|2 = σ2, and that one wishes to estimate x ∈ Rd from the noisy measure-
ments qn = 〈x, ϕn〉 + ǫn, 1 ≤ n ≤ N . Using the dual frame {fn}Nn=1 to linearly reconstruct
x˜ ∈ Rd by
x˜ =
N∑
n=1
qnfn (2.2)
yields the estimation error
∀x ∈ Rd, E‖x− x˜‖2 = σ2
N∑
n=1
‖fn‖2. (2.3)
If each ϕn is assumed to be unit-norm, ‖ϕn‖ = 1, then the MSE in (2.3) is bounded below
by
∀x ∈ Rd, E‖x− x˜‖2 ≥ d
2σ2
N
, (2.4)
for example, see [7]. Moreover, if each ‖ϕn‖ = 1 then equality holds in (2.4) precisely when
{ϕn}Nn=1 is a unit-norm tight frame for Rd and when fn = dNϕn is taken as the associated
canonical dual frame, e.g., see [7]. The case of unit-norm tight frames yields the mean
squared error E‖x− x˜‖2 = d2σ2/N .
It is natural to ask how much one can improve on the standard 1/N mean squared accuracy
(2.4) if one uses nonlinear reconstruction. We are specifically interested in the case of uniform
noise, and assume henceforth that {ǫn}Nn=1 are i.i.d. uniform random variables on [−δ, δ].
We begin by mentioning a Bayesian lower bound due to Rangan and Goyal, [14]. Suppose
that the vectors {ϕn}∞n=1 ⊂ Rd are unit-norm and that x ∈ Rd is an absolutely continuous
random vector and that qn = 〈x, ϕn〉+ ǫn. Let x˜N = x˜N ({qn}Nn=1, {ϕn}Nn=1) be any estimator
which maps each observed input ({qn}Nn=1, {ϕn}Nn=1) to an estimate x˜N ∈ Rd of the signal
x ∈ Rd. It was shown in [14] that the mean squared error is bounded below in the following
manner:
lim infN→∞ N2 E‖x− x˜N‖2 > 0. (2.5)
Unlike (2.4) the expectation in (2.5) is taken over both a random signal x and the noise
{ǫn}Nn=1. The lower bound (2.5) shows that for estimation in the setting of uniform noise one
cannot expect MSE that is more accurate than 1/N2. Related lower bounds for quantization
problems can be found in [8].
In [14], Rangan and Goyal proposed an estimation algorithm for (1.1) that achieves the
optimal 1/N2 error rate. Their algorithm starts with an arbitrary x˜0 ∈ Rd, and iteratively
produces estimates x˜n ∈ Rd with the following soft-thresholding algorithm
x˜n = x˜n−1 +
ϕn Tδ(qn − 〈x˜n−1, ϕn〉)
‖ϕn‖2 , (2.6)
where the soft-thresholding function Tδ : R→ R is defined by
Tδ(t) =

t− δ, if t > δ,
0, if |t| ≤ δ,
t + δ, if t < −δ.
(2.7)
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The error analysis of the algorithm (2.6) in [14] assumed that {ϕn}Nn=1 are independent
identically distributed versions of a random vector ϕ satisfying the following condition
∃α > 0, ∀x ∈ Sd−1, E|〈x, ϕ〉| ≥ α > 0. (2.8)
It was proven in [14] that if the i.i.d. random vectors {ϕn}Nn=1 satisfy (2.8) then
∀s < 1, ∀x ∈ Rd, lim
N→∞
N2s‖x− x˜N‖2 = 0, almost surely. (2.9)
Moreover, the mean squared error was later proven to satisfy E‖x − x˜N‖2 ≤ C/N2 for a
suitable constant C > 0 in [13]. The algorithm (2.6) need not produce globally consistent
estimates but instead employs local updates that can be sensitive to ordering issues.
Consistent reconstruction (1.2) provides a maximum likelihood estimate (MLE) for (1.1).
Let q = q(x) be the N × 1 random vector that is parametrized by x and whose nth entry is
qn = 〈x, ϕn〉+ǫn. The associated likelihood function is given by L(x|q) = χQN (x), where χQN
is the indicator function of the consistent reconstruction polytope QN in (1.4). Thus, the
likelihood function L(x|q) is maximized precisely when x is a consistent estimate satisfying
(1.2). Moreover, asymptotic normality results from MLE do not apply here since L(x|q)
does not satisfy the smoothness assumptions that are typically needed, [5].
We conclude this section with the following simple one-dimensional example to provide
intuition into the desired 1/N2 error rate for consistent reconstruction.
Example 2.1 (Consistent reconstruction in one dimension). Let x ∈ R and qn = x + ǫn,
where {ǫn}Nn=1 are i.i.d. uniform random variables on [−δ, δ]. Consider the problem of esti-
mating x from the noisy observations {qn}Nn=1. In this one-dimensional example, consistent
reconstruction simply selects any estimate x˜N that lies in the interval IN = [AN , BN ] where
AN = max{qn − δ : 1 ≤ n ≤ N} and BN = min{qn + δ : 1 ≤ n ≤ N},
and the associated worst case estimation error is given by
wN = max{|x− AN |, |x− BN |}.
Elementary order statistics computations show that
E|x− AN |2 = E|x− BN |2 = 8δ
2
(N + 1)(N + 2)
and that the worst error wN satisfies the following mean squared error bound
E|wN |2 = 14δ
2
(N + 1)(N + 2)
.
An important technical issue for analyzing (1.2) in Rd will be that the geometry of the error
polytope (1.5) becomes non-trivial in higher dimensions.
2.2. Preliminaries and notation. In this section we collect some necessary notation and
background results concerning measure on the sphere and epsilon-nets.
We shall denote an open spherical cap on the unit-sphere Sd−1 ⊂ Rd with center ϕ ∈ Sd−1
and angular radius 0 < θ < π by
Cap(ϕ, θ) = {u ∈ Sd−1 : 〈u, ϕ〉 > cos θ}. (2.10)
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If 0 < θ < π/2 then the relative measure (normalized with respect to Sd−1) of Cap(ϕ, θ) is
given by, e.g., [2],
rd−1(θ) =
Γ(d
2
)√
πΓ(d−1
2
)
∫ θ
0
(sin u)d−2du. (2.11)
It is useful to note, e.g., [21], that when d ≥ 2 the constant
Cd =
Γ(d
2
)√
πΓ(d−1
2
)
(2.12)
satisfies √
1− 1
d
√
d− 1
2π
≤ Cd ≤
√
d− 1
2π
and lim
d→∞
Cd√
d
=
1√
2π
. (2.13)
Fix any x0 ∈ Sd−1 and let the random vector ϕ ∈ Rd−1 be uniformly distributed on the
unit-sphere Sd−1. Note that, by rotation invariance, the distribution of the random variable
Z = |〈x0, ϕ〉| does not depend on x0. The pdf of the random variable Z is given by, e.g.,
[17],
fZ(z) =
{
2Cd(1− z2) d−32 , if z ∈ [0, 1],
0, if z 6∈ [0, 1]. (2.14)
The geodesic distance between between two points x, y ∈ Sd−1 on the sphere will be
denoted by
d(x, y) = arccos(〈x, y〉).
Given ǫ > 0, we say that a set Nǫ ⊂ Sd−1 is a geodesic ǫ-net of Sd−1 if
∀x ∈ Sd−1, ∃z ∈ Nǫ, such that d(x, z) ≤ ǫ.
A standard argument shows that if d ≥ 2 then there exist geodesic ǫ-nets Nǫ of Sd−1 with
cardinality satisfying
# (Nǫ) ≤ 1
rd−1(ǫ/2)
≤
√
π Γ(d−1
2
)
Γ(d
2
)
(π
2
)d−2 (d− 1)
(ǫ/2)d−1
≤
(
8
ǫ
)d−1
. (2.15)
For example, if Nǫ is a maximal ǫ-separated (with respect to geodesic distance) subset of
S
d−1 then Nǫ is a geodesic ǫ-net for Sd−1 and satisfies (2.15).
3. Error polytope size in a fixed direction
In this section we study the radial size of the error polytope PN in a fixed direction. Given
a unit-vector ψ ∈ Sd−1, define the radial size of the error polytope in the direction ψ by
RN(ψ) = max{r ≥ 0 : rψ ∈ PN}. (3.1)
Note that WN ≥ RN since the worst case error (1.7) satisfies
WN = sup{RN(ψ) : ψ ∈ Sd−1}.
The next result follows immediately from Example 2.1 and provides a simple lower bound
on E|RN (ψ)|2 for a general choice of {ϕn}Nn=1 ⊂ Sd−1.
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Proposition 3.1. Let {ϕn}Nn=1 ⊂ Sd−1 be arbitrary and let ψ ∈ Sd−1. Then the worst case
error in the direction ψ for consistent reconstruction satisfies
∀N, E|RN (ψ)|2 ≥ 8δ
2
(N + 1)(N + 2)
.
Proof. Note that
RN(ψ) = min{xn : 1 ≤ n ≤ N},
where
xn =
{
(ǫn + δ)/|〈ϕn, ψ〉|, if 〈ϕn, ψ〉 ≥ 0,
(δ − ǫn)/|〈ϕn, ψ〉|, if 〈ϕn, ψ〉 < 0.
Since |〈ϕn, ψ〉| ≤ 1 and since (ǫn + δ) and (δ − ǫn) are both uniformly distributed on [0, 2δ]
it follows that xn ≥ ξn, where ξn is uniformly distributed on [0, 2δ]. The proof now follows
from Example 2.1. 
In the remainder of this section, we study RN(ψ) in the case when the vectors {ϕn}Nn=1 ⊂
R
d used to define the error polytope PN are i.i.d. uniformly distributed random vectors
on the unit-sphere Sd−1. In this case, rotation invariance implies that the distribution of
RN = RN(ψ) is independent of ψ. We will make use of the following lemma whose proof
follows from similar steps as in Proposition 3.1.
Lemma 3.2. Let ξ be a uniform random variable on [0, 2δ], and define the random vari-
able Z = |〈e0, ϕ〉|, where e0 = (1, 0, 0, · · · , 0) ∈ Rd and the random vector ϕ is uniformly
distributed on unit-sphere Sd−1. Let ξ and Z be independent and define the random variable
X = ξ/Z. Let {Xn}Nn=1 be N independent versions of the random variable X and consider
the associated order statistic
YN = min{Xn : 1 ≤ n ≤ N}
The random variable RN has the same distribution as the random variable YN .
Theorem 3.3. Let d ≥ 2. Suppose that {ϕn}Nn=1 ⊂ Sd−1 are i.i.d. uniformly distributed
random vectors on Sd−1. Then for N ≥ 3 the worst case error in the direction ψ ∈ Sd−1 for
consistent reconstruction satisfies
E|RN(ψ)|2 = 2δ
2(d− 1)2
(Cd)2(N + 1)(N + 2)
+ 2δ2αd,N , (3.2)
where Cd is as in (2.12) and
−
(
2Cd
(d− 1)
)(
1− Cd
(d− 1)
)N+1
≤ αd,N ≤ 54(Cd)2
(
1− 2Cd
(d− 1)
)N
. (3.3)
Note that by (2.13), 0 < (1− Cd
d−1) < 1 and 0 < (1− 2Cdd−1) < 1.
Proof. By Lemma 3.2 we need to estimate the following integral
E|RN (ψ)|2 = E|YN |2 = 2
∫ ∞
0
λPr[YN > λ]dλ = 2
∫ ∞
0
λ (Pr[X > λ])N dλ. (3.4)
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Step I. If 0 ≤ λ ≤ 2δ then using (2.14) gives
Pr[X > λ] = Pr[ξ > λZ] =
∫ 1
0
Pr[ξ > λz]fZ(z)dz
=
∫ 1
0
(
2δ − λz
2δ
)
2Cd(1− z2) d−32 dz
=
(
1− λCd
δ(d− 1)
)
. (3.5)
A computation shows that
∫ 2δ
0
λ (Pr[X > λ])N dλ =
∫ 2δ
0
λ
(
1− λCd
δ(d− 1)
)N
dλ
=
δ2(d− 1)2
(Cd)2
(
1
(N + 1)(N + 2)
−
(
1− 2Cd
(d− 1)
)N+1(
1
N + 1
−
(1− 2Cd
(d−1) )
N + 2
))
.
(3.6)
Step II. If λ ≥ 2δ then then (3.5) gives
Pr[X > λ] ≤ Pr[X > 2δ] ≤
(
1− 2Cd
(d− 1)
)
.
Thus
∫ 6πδCd
2δ
λ (Pr[X > λ])N dλ ≤
∫ 6πδCd
2δ
λ
(
1− 2Cd
(d− 1)
)N
dλ
≤ 18π2δ2(Cd)2
(
1− 2Cd
(d− 1)
)N
. (3.7)
Step III. If λ ≥ 2δ then a computation using (2.14) and d ≥ 2 shows that
Pr[X > λ] = 2Cd
∫ 2δ/λ
0
(
2δ − λz
2δ
)
(1− z2) d−32 dz
≤ 2Cd
∫ 2δ/λ
0
(1− z2)− 12dz
≤ 2πδCd
λ
. (3.8)
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If d ≥ 2 then (2.13) along with Γ(1/2) = 1/√π and Γ(3/2) = √π/2 implies that 1
3
≤ (1− 2Cd
d−1).
Equation (3.8) implies that∫ ∞
6πδCd
λ (Pr[X > λ])N dλ ≤
∫ ∞
6πδCd
λ
(
2πδCd
λ
)N
dλ
=
(
1
3
)N
36π2δ2(Cd)
2
(N − 2)
≤ 36π2δ2(Cd)2
(
1− 2Cd
(d− 1)
)N
. (3.9)
Combining (3.6), (3.7), (3.9) and (3.4) now yields the desired conclusion (3.2). 
Corollary 3.4. Suppose that {ϕn}Nn=1 ⊂ Sd−1 are i.i.d. uniformly distributed random vectors
on Sd−1. Then
lim infN→∞N2 E|WN |2 ≥ lim
N→∞
N2 E|RN |2 = 2δ2
(
d− 1
2Cd
)2
≥ πδ2(d− 1).
4. Consistent reconstruction and coverage processes
In this section we describe a useful connection between the worst case error WN and
coverage processes on the sphere Sd−1. This relationship will play a central role in the proofs
of our upper bounds on E|WN |2 that appear in the subsequent sections.
4.1. Worst case error and coverage processes. The expected worst case error squared
E|WN |2 can be represented as
E|WN |2 = 2
∫ ∞
0
λ Pr[WN > λ] dλ. (4.1)
So, a main step towards bounding E|WN |2 is to bound the probability Pr[WN > λ]. The
next lemma shows that bounding Pr[WN > λ] can be reformulated as a coverage problem.
Lemma 4.1. For each λ > 0 define the set
Bn = Bn(λ) =
{
u ∈ Sd−1 : 〈u, ϕn〉 > ǫn + δ
λ
or 〈u, ϕn〉 < ǫn − δ
λ
}
. (4.2)
Then
∀λ > 0, Pr[WN ≥ λ] = Pr
(
S
d−1 6⊂
N⋃
n=1
Bn(λ)
)
. (4.3)
In particular,
∀λ > 0, Pr[WN > λ] ≤ Pr
(
S
d−1 6⊂
N⋃
n=1
Bn(λ)
)
. (4.4)
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Proof. Let En be as in (1.6) and define the set
An = An(λ) = (λS
d−1)\En = {u ∈ λSd−1 : 〈u, ϕn〉 > ǫn + δ or 〈u, ϕn〉 < ǫn − δ}.
Observe that
WN ≥ λ if and only if λSd−1 6⊂
N⋃
n=1
An(λ). (4.5)
It only remains to rescale (4.5) to the unit-sphere. Using the map u 7→ u/λ and the set
Bn(λ) defined by (4.2) one has that
λSd−1 6⊂
N⋃
n=1
An(λ) if and only if S
d−1 6⊂
N⋃
n=1
Bn(λ). (4.6)
The proof of (4.3) now follows by combining (4.5) and (4.6). 
We shall refer to the set Bn(λ) as a bi-cap since it can be expressed as the union of two
antipodal (possibly empty) open spherical caps
Bn(λ) = Cap(ϕn, θ
+
n ) ∪ Cap(−ϕn, θ−n ), (4.7)
where the angular radii θ+n and θ
−
n are given by
θ+n =
{
arccos
(
δ+ǫn
λ
)
, if δ + ǫn < λ,
0, otherwise,
(4.8)
and
θ−n =
{
arccos
(
δ−ǫn
λ
)
, if δ − ǫn < λ,
0, otherwise.
(4.9)
In particular, depending on the size of the parameters ǫn and λ, each set Bn(λ) is either: (i)
a union of two disjoint spherical caps with antipodal centers, or (ii) a single spherical cap,
or (iii) the empty set.
4.2. Background on coverage processes. In our general analysis of consistent recon-
struction, the coverage problem in Lemma 4.1 involves spherical caps with both random
angular radii and random centers. Random coverage problems have a long and technical
history, e.g., see [16, 2], but in high dimensions the literature is still limited when consid-
ering caps with both random center and random size. In fact, even in the case of constant
sized caps with random centers on Sd−1, bounds on coverage probabilities were only recently
obtained in [2]. Some noteworthy results for randomly sized caps include [15] which contains
exact results in dimension d = 2 with general distributions on the random arclengths, and
[10] which contains asymptotic results (as the random cap size becomes small) on general
manifolds.
In this section, we shall provide some necessary background on coverage processes in the
case of spherical caps with angular radii of fixed size and random centers {ϕn}Nn=1 that are
uniformly distributed on the unit-sphere. The techniques and results that we will use later
are especially influenced by [2] and [6].
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For the remainder of this section let {ϕn}Nn=1 ⊂ Sd−1 ⊂ Rd be i.i.d. random vectors that
are uniformly distributed on Sd−1, and let 0 < θ < π/2 be fixed. Consider the following
non-coverage probability
p(N, d− 1, θ) = Pr
(
S
d−1 6⊂
N⋃
n=1
Cap(ϕn, θ)
)
. (4.10)
The following theorem contains the best known bounds on p(N, d− 1, θ) when 0 < θ < π/2,
see Theorem 1.1 and Proposition 5.5 in [2]. The work in [2] is stated for coverage by closed
caps but the following result remains true for open caps.
Theorem 4.2 (Bu¨rgisser, Cucker, Lotz). If 0 < θ < π/2 and N ≥ d ≥ 2 then
p(N, d− 1, θ) ≤ 21−N
d−1∑
k=0
(
N − 1
k
)
+
(
N
d
) (
d
√
d− 1
2d−1
)
FN,d−1(θ), (4.11)
where
FN,d−1(θ) =
∫ cos θ
0
(1− t2)((d−1)2−2)/2(1− rd−1(arccos t))N−d−2dt
and rd−1(arccos t) is defined using (2.11).
We briefly comment on why Theorem 4.2 holds when p(N, d− 1, θ) is defined as in (4.10)
using open spherical caps instead of closed spherical caps as in [2]. For this it suffices to note
that if 0 < α < θ < π/2 then
Pr
(
S
d−1 6⊂
N⋃
n=1
Cap(ϕn, θ)
)
≤ Pr
(
S
d−1 6⊂
N⋃
n=1
Cap(ϕn, α)
)
,
and that
lim
α→θ
FN,d−1(α) = FN,d−1(θ).
We shall later need bounds on p(N, d−1, θ) when arccos(1/√d) ≤ θ < π/2, i.e., when the
cap height is less than 1/
√
d.
Lemma 4.3. If N ≥ 2d
ln(12/11)
≈ (22.99)d and arccos(1/√d) ≤ θ < π/2 then
p(N, (d− 1), θ) ≤ 2
√
d (13)d
(
11
12
)N/2
.
In particular, if s > 2 ln(13)
ln(12/11)
≈ 58.96 then
lim
d→∞
p(sd, (d− 1), θ) = 0. (4.12)
Proof. Hoeffding’s inequality shows that if (N − 1) ≥ 4(d− 1) then
21−N
d−1∑
k=0
(
N − 1
k
)
≤ e1/8e−N/8. (4.13)
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By Lemma 2.1 of [1] we have that
arccos(1/
√
d) ≤ θ < π/2 =⇒ 1
12
≤ rd−1(θ) ≤ 1
2
.
Thus, for arccos(1/
√
d) ≤ θ < π/2 we have
FN,d−1(θ) ≤
∫ 1/√d
0
(1− t2)((d−1)2−2)/2(1− rd−1(t))N−(d−1)−1dt
≤ 1√
d
(
11
12
)N−d
. (4.14)
Combining (4.11), (4.13), (4.14) gives
p(N, d− 1, θ) ≤ e1/8e−N/8 +
(
N
d
)
d
√
d− 1
2d−1
1√
d
(
11
12
)N−d
≤ e1/8e−N/8 + 2d
(
12
22
)d(
11
12
)N (
N
d
)
. (4.15)
We shall use the following bounds to further simplify (4.15). First, note that by Stirling’s
approximation (
N
d
)
≤ N
d
d!
≤ 1√
2πd
(
eN
d
)d
. (4.16)
Also, it follows from ln(x) ≤ (x/c) + (ln(c)− 1) that one has
∀c > 0,
(
eN
d
)d
≤ cdeeN/ce−d. (4.17)
Applying (4.16) and (4.17) with c = 2e/ ln(12/11) to (4.15) yields that if N ≥ 2d
ln(12/11)
then
p(N, d− 1, θ) ≤ e1/8e−N/8 + 2d
(
12
22
)d(
11
12
)N (
N
d
)
≤ e1/8e−N/8 + 2
√
d√
2π
(
12
22
)d(
2
ln(12/11)
)d(
11
12
)N/2
≤ e1/8e−N/8 +
√
d (13)d
(
11
12
)N/2
≤ 2
√
d (13)d
(
11
12
)N/2
.
This completes the proof.

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5. Upper bounds for general distributions
In this section we prove that consistent reconstruction achieves MSE of the optimal order
E|WN |2 . 1/N2 under rather general conditions on the i.i.d. random measurement vectors
{ϕn}Nn=1 ⊂ Rd.
Our error bounds use the following admissibility condition. We assume that {ϕn}Nn=1 ⊂ Rd
are independent identically distributed versions of a unit-norm random vector ϕ ∈ Sd−1, and
we further assume that there exist constants α ≥ 1, s > 0 such that
∀ 0 ≤ t ≤ 1, ∀x ∈ Sd−1, Pr (|〈x, ϕ〉| ≤ t) ≤ α ts. (5.1)
Roughly speaking, the admissibility condition (5.1) ensures that the random vector ϕ cannot
be too concentrated on any subspace of Rd with positive codimension.
Example 5.1. If d ≥ 3 and if the random vector ϕ is uniformly distributed on the unit-
sphere Sd−1 then ϕ satisfies (5.1) with s = 1 and α = 2Cd, where Cd is as in (2.12). This
follows since 0 ≤ fZ(z) ≤ 2Cd in (2.14). Similarly, when d = 2, a direct computation shows
that if ϕ is uniformly distributed on the unit-circle S1 then ϕ satisfies (5.1) with s = 1 and
α = 1. This follows using 2C2 = 2/π and arcsin(t) ≤ (π/2)t.
Example 5.2. Suppose that the unit-norm random vector ϕ1 ∈ Sd−1 satisfies (5.1) with
α = α1 and s = s1. Suppose that the unit-norm random vector ϕ2 ∈ Sd−1 has the property
that there exists β > 0 such that for every Borel subset B ⊂ Sd−1 there holds Pr[ϕ2 ∈ B] ≤
β Pr[ϕ1 ∈ B]. Then ϕ2 satisfies (5.1) with α = βα1 and s = s1.
Example 5.3. If the random vector ϕ is uniformly distributed on an open subset of Sd−1
then ϕ satisfies (5.1). This follows by combining Examples 5.1 and 5.2.
Example 5.4. If the random vector ϕ has a point mass at v ∈ Rd with Pr[ϕ = v] > 0 then
ϕ does not satisfy (5.1). To see this, let xv ∈ Sd−1 be any vector that is orthogonal to v.
Then Pr[〈ϕ, xv〉 = 0] ≥ Pr[ϕ = v] > 0 shows that (5.1) does not hold.
We are now ready to state and prove our first main theorem.
Theorem 5.5. Suppose that {ϕn}Nn=1 ⊂ Sd−1 are i.i.d. versions of a unit-norm random
vector ϕ that satisfies (5.1). For all N ≥ (d + 2)/s the expected worst case error squared
satisfies
E|WN |2 ≤ 10
5δ2d2(2α)2/s ln2(16(2α)1/s)
(N + 1)(N + 2)
+ δ232d+1(2α)(d+1)/s
(
1
2
)N
. (5.2)
Proof. The proof is divided into several steps.
Step I. To use the error represention (4.1) we need to bound Pr[WN > λ]. By Lemma 4.1
this will be done by bounding the coverage probability (4.4). We begin by discretizing the
coverage problem (4.4) with an ǫ-net argument developed in [6].
Given any ǫ > 0, let Nǫ = {zm}Mm=1 ⊂ Sd−1 be a geodesic ǫ-net for Sd−1 with cardinality
satisfying
M = #(Nǫ) ≤
(
8
ǫ
)d−1
.
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Recall that the bi-cap Bn(λ) is defined by (4.2) and (4.7) as
Bn(λ) = Cap(ϕn, θ
+
n ) ∪ Cap(−ϕn, θ−n ).
Next define the shrunken bi-cap
Tǫ(Bn(λ)) = Cap(ϕn, Tǫ(θ
+
n )) ∪ Cap(−ϕn, Tǫ(θ−n )), (5.3)
where Tǫ(θ
+
n ) and Tǫ(θ
−
n ) are defined by (4.8), (4.9) and (2.7).
The key discretization step is to proceed as in [6] and note that
S
d−1 6⊂
N⋃
n=1
Bn(λ) =⇒ Nǫ 6⊂
N⋃
n=1
Tǫ(Bn(λ)). (5.4)
Since the shrunken bi-caps {Tǫ(Bn(λ))}Nn=1 are independent and identically distributed, (5.4)
implies
Pr(WN > λ) ≤ Pr
(
S
d−1 6⊂
N⋃
n=1
Bn(λ)
)
≤ Pr
(
Nǫ 6⊂
N⋃
n=1
Tǫ(Bn(λ))
)
≤
M∑
m=1
Pr
(
zm /∈
N⋃
n=1
Tǫ(Bn(λ))
)
=
M∑
m=1
(
Pr
[
zm /∈ Tǫ(B1(λ))])N
≤
(
8
ǫ
)d−1
sup
z∈Sd−1
(Pr[z /∈ Tǫ(B1(λ))])N . (5.5)
Step II. We now use (5.5) to bound Pr[WN > λ] in the case when λ ≥ 4δ. In this case note
that each Bn(λ) is a genuine bi-cap that consists of two antipodal non-empty spherical caps.
Since λ > 2δ it is straightforward from (4.2) that
Bn(λ) ⊃
{
u ∈ Sd−1 : 〈u, ϕn〉 > 2δ
λ
or 〈u, ϕn〉 < −2δ
λ
}
,
and it follows that the shrunken bi-cap Tǫ(Bn(λ)) satisfies
Tǫ(Bn(λ)) ⊃
{
u ∈ Sd−1 : |〈u, ϕn〉| > cos
(
arccos
(
2δ
λ
)
− ǫ
)}
⊃
{
u ∈ Sd−1 : |〈u, ϕn〉| > 2δ
λ
+ ǫ
}
. (5.6)
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For the remainder of this step we fix ǫ = 2δ
λ
. The assumption (5.1) along with (5.6) shows
that if λ ≥ 4δ then
Pr[z /∈ Tǫ(B1(λ))] ≤ Pr
(
|〈z, ϕ〉| ≤ 2δ
λ
+ ǫ
)
(5.7)
= Pr
(
|〈z, ϕ〉| ≤ 4δ
λ
)
≤ α
(
4δ
λ
)s
. (5.8)
Thus (5.5) and (5.8) imply that if λ ≥ 4δ then
Pr[WN > λ] ≤
(
4λ
δ
)d−1(
α
(
4δ
λ
)s)N
= 4d−1(4sα)N
(
δ
λ
)sN−d+1
. (5.9)
Since 8δ(2α)1/s ≥ 4δ note that if N ≥ (d+ 2)/s then (5.9) implies∫ ∞
8δ(2α)1/s
λPr[WN > λ]dλ ≤ 4d−1(4sα)N
∫ ∞
8δ(2α)1/s
λ
(
δ
λ
)sN−d+1
dλ
= 4d−1
(
1
2(2s)
)N
δ2
(8(2α)1/s)d+1
(sN − d− 1)
≤ δ2(32(2α)1/s)d+1
(
1
2
)N
. (5.10)
Step III. Next, we bound Pr[WN > λ] in the case when 0 < λ ≤ 4(2α)1/sδ.
It will be useful to begin with the following symmetrization argument. Let {bn}Nn=1 be
i.i.d. Bernoulli random variables satisfying Pr[bn = 1] = Pr[bn = −1] = 1/2, and additionally
suppose that {bn}Nn=1 is independent of {ϕn}Nn=1 and {ǫn}Nn=1. Note that the i.i.d. bi-caps
{Bn(λ)}Nn=1 have the same distribution as the i.i.d. bi-caps {B′n(λ)}Nn=1 defined by
B′n(λ) = Cap(bnϕn, θ
+
n (λ)) ∪ Cap(−bnϕn, θ−n (λ)).
This follows from (4.7), (4.8), (4.9) and the fact that ǫn is uniformly distributed on [−δ, δ].
Consequently,
Pr[Sd−1 6⊂
N⋃
n=1
Bn(λ)] = Pr[S
d−1 6⊂
N⋃
n=1
B′n(λ)].
Let I(λ) denote the number of {ǫn + δ}Nn=1 that lie in the interval
[
0, λ
2(2α)1/s
]
, namely:
I(λ) = #
(
{ǫn + δ}Nn=1 ∩
[
0,
λ
2(2α)1/s
])
.
Let
q(k, d− 1, α, s) = Pr
[
S
d−1 6⊂
k⋃
n=1
Cap
(
bnϕn, arccos
(
1
2(2α)1/s
))]
. (5.11)
16 ALEXANDER M. POWELL AND J. TYLER WHITEHOUSE
Thus
Pr[WN > λ] ≤ Pr[Sd−1 6⊂
N⋃
n=1
Bn(λ)]
= Pr[Sd−1 6⊂
N⋃
n=1
B′n(λ)]
≤ Pr[Sd−1 6⊂
N⋃
n=1
Cap(bnϕn, θ
+
n (λ))]
=
N∑
k=0
Pr
[
S
d−1 6⊂
N⋃
n=1
Cap(bnϕn, θ
+
n (λ))
∣∣∣∣ I(λ) = k
]
Pr[I(λ) = k]
≤
N∑
k=0
Pr
[
S
d−1 6⊂
k⋃
n=1
Cap(bnϕn, arccos(1/2(2α)
1/s))
]
Pr[I(λ) = k]
=
N∑
k=0
q(k, d− 1, α, s) Pr[I(λ) = k]
=
N∑
k=0
q(k, d− 1, α, s)
(
N
k
)(
1− λ
4δ(2α)1/s
)N−k (
λ
4δ(2α)1/s
)k
. (5.12)
Step IV. In this step we bound the integral
∫ 4δ(2α)1/s
0
λPr[WN > λ]dλ. Equation (5.12) and
properties of the beta function imply∫ 4δ(2α)1/s
0
λPr[WN > λ]dλ
≤
N∑
k=0
q(k, d− 1, α, s)
(
N
k
)∫ 4δ(2α)1/s
0
λ
(
1− λ
4δ(2α)1/s
)N−k (
λ
4δ(2α)1/s
)k
dλ
=
N∑
k=0
q(k, d− 1, α, s)
(
N
k
)
16δ2(2α)2/s
∫ 1
0
uk+1(1− u)N−kdλ
=
N∑
k=0
q(k, d− 1, α, s)
(
N
k
)
16δ2(2α)2/s
(k + 1)!(N − k)!
(N + 2)!
=
16δ2(2α)2/s
(N + 1)(N + 2)
N∑
k=0
q(k, d− 1, α, s) (k + 1)
≤ 16δ
2(2α)2/s
(N + 1)(N + 2)
(
1 + 2
N∑
k=1
k q(k, d− 1, α, s)
)
. (5.13)
Step V. In this step we bound the quantity q(k, d− 1, α, s) appearing in (5.13) and defined
in (5.11). We shall again employ an ǫ-net argument as in Step I. For the remainder of this
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step fix
ǫ =
1
2(2α)1/s
(
1− 1
4(2α)2/s
)−1/2
, (5.14)
and let Nǫ be a geodesic ǫ-net for Sd−1 with cardinality #(Nǫ) ≤
(
8
ǫ
)d−1
. A similar argument
as used to obtain (5.5) yields the following
q(k, d− 1, α, s) = Pr
[
S
d−1 6⊂
k⋃
n=1
Cap(bnϕn, arccos(1/2(2α)
1/s))
]
≤ Pr[Nǫ 6⊂
k⋃
n=1
Cap(bnϕn, arccos(1/2(2α)
1/s)− ǫ)]
≤
(
8
ǫ
)d−1(
sup
z∈Sd−1
Pr
[
z /∈ Cap(b1ϕ1, arccos(1/2(2α)1/s)− ǫ)
])k
. (5.15)
By (5.1) and (5.14), for an arbitrary z ∈ Sd−1 we may compute as follows
Pr
[
z /∈ Cap(b1ϕ1, arccos(1/2(2α)1/s)− ǫ)
]
=
1
2
Pr
[〈z, ϕ1〉 ≤ cos(arccos(1/2(2α)1/s)− ǫ)]+ 1
2
Pr
[−〈z, ϕ1〉 ≤ cos(arccos(1/2(2α)1/s)− ǫ)]
=
1
2
(
1 + Pr
[|〈z, ϕ1〉| ≤ cos(arccos(1/2(2α)1/s)− ǫ)])
=
1
2
(
1 + Pr
[
|〈z, ϕ1〉| ≤ cos ǫ
2(2α)1/s
+
(
1− 1
4(2α)2/s
)1/2
sin ǫ
])
≤ 1
2
(
1 + Pr
[
|〈z, ϕ1〉| ≤ 1
2(2α)1/s
+
(
1− 1
4(2α)2/s
)1/2
ǫ
])
=
1
2
(
1 + Pr
[
|〈z, ϕ1〉| ≤ 1
(2α)1/s
])
≤ 1
2
(
1 + α
∣∣∣∣ 1(2α)1/s
∣∣∣∣s)
=
(
3
4
)
. (5.16)
Combining (5.14), (5.15), and (5.16) gives
q(k, d− 1, α, s) ≤
(
8
ǫ
)d−1(
3
4
)k
=
(
8
√
4(2α)2/s − 1
)d−1(
3
4
)k
≤ (16(2α)1/s)d(3
4
)k
. (5.17)
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Step VI. In this step we bound the sum
∑N
k=1 k q(k, d− 1, α, s) appearing in (5.13). For the
remainder of this step let
K =
2d ln(16(2α)1/s)
ln(4/3)
, (5.18)
and note that K > 1. If k ≥ K then by (5.17)
q(k, d− 1, α, s) ≤
(
3
4
)k/2
.
Thus
N∑
k=K+1
k q(k, d− 1, α, s) ≤
N∑
k=K+1
k
(
3
4
)k/2
≤
∞∑
k=1
(k +K)
(√
3
4
)k+K
≤ 2K
∞∑
k=1
k
(√
3
4
)k
≤ 120K. (5.19)
Here we have used that
∀ 0 < r < 1,
∞∑
k=1
krk =
1
(1− r)2 . (5.20)
Since 0 ≤ q(k, d− 1, α, s) ≤ 1 we also have
K∑
k=1
k q(k, d− 1, α, s) ≤
K∑
k=1
k ≤ K2. (5.21)
Since K > 1, combining (5.19) and (5.21) gives
1 + 2
N∑
k=1
kq(k, d− 1, α, s) ≤ 1 + 2(120K +K2) ≤ 250K2. (5.22)
By (5.13), (5.18), and (5.22) we conclude that∫ 4δ(2α)1/s
0
λPr[WN > λ]dλ ≤ 16δ
2(2α)2/s(250K2)
(N + 1)(N + 2)
≤ (16)(250)δ
2(2α)2/s
(N + 1)(N + 2)
(
2d ln(16(2α)1/s)
ln(4/3)
)2
≤ 10
5δ2d2(2α)2/s ln2(16(2α)1/s)
(N + 1)(N + 2)
. (5.23)
Step VII. It remains to bound the integral
∫ 8δ(2α)1/s
4δ(2α)1/s
λPr[WN > λ]dλ. Note that
4δ(2α)1/s ≤ λ =⇒ Pr[WN > λ] ≤ Pr[WN > 4δ(2α)1/s].
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Since 4δ(2α)1/s ≥ 4δ it follows from (5.9) that
Pr[WN > 4δ(2α)
1/s] ≤ 4d−1(4(2α)1/s)d−1
(
1
2
)N
.
Consequently∫ 8δ(2α)1/s
4δ(2α)1/s
λPr[WN > λ]dλ ≤ 4d−1(4(2α)1/s)d−1
(
1
2
)N
24δ2(2α)2/s
≤ 2δ216d(2α)(d+1)/s
(
1
2
)N
. (5.24)
The bound (5.2) now follows from (5.10), (5.23), and (5.24). This completes the proof. 
Corollary 5.6. Suppose that {ϕn}Nn=1 ⊂ Sd−1 are i.i.d. versions of a unit-norm random
vector ϕ that satisfies (5.1). There exist absolute constants c1, c2 > 0 such that if
N ≥ c2d ln(32(2α)1/s)
then the expected worst case error squared satisfies
E|WN |2 ≤ c1δ
2d2(2α)2/s ln2(16(2α)1/s)
(N + 1)(N + 2)
. (5.25)
Example 5.7 (Uniformly distributed measurements). If d ≥ 3 and {ϕn}Nn=1 ⊂ Sd−1 are i.i.d.
uniformly distributed random vectors on Sd−1 then Example 5.1 and (2.13) show that one
can take s = 1 and α = 2Cd ≤ 2
√
d−1
2π
≤ √d. In this case the error bound (5.25) shows that
there exist constants a, c such that if N ≥ ad ln d then
E|WN |2 ≤ c δ
2d3 ln2 d
(N + 1)(N + 2)
. (5.26)
In the next section (see Theorem 6.1) we show that the logarithmic term in (5.26) can in
fact be removed.
For perspective, note that the admissibilty condition (5.1) is stronger than the condition
(2.8) that was used to analyze the Rangan-Goyal algorithm. In particular, it is straightfor-
ward to show that if ϕ ∈ Sd−1 is a random vector that satisfies (5.1), then
∀x ∈ Sd−1, E|〈x, ϕ〉| ≥
(
1
α
)s(
1− 1
s+ 1
)
> 0.
We conclude this section by noting that Theorem 5.5 does not generally hold under the
weaker condition (2.8). For this we first show if ϕ has a point mass then the conclusion (5.2)
does not hold.
Example 5.8. Suppose {ϕn}Nn=1 ⊂ Rd are i.i.d. versions of a random vector ϕ that has a
point mass at v ∈ Rd that occurs with positive probability c = Pr[ϕ = v] > 0. Then
∀λ > 0, Pr[WN > λ] ≥ Pr[WN =∞] ≥ Pr[ϕ1 = ϕ2 = · · · = ϕN = v] = cN .
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Thus
E|WN |2 = 2
∫ ∞
0
λPr[WN > λ]dλ ≥ 2
∫ ∞
0
λcNdλ =∞.
In particular, the conclusion (5.2) of Theorem 5.5 fails if ϕ has a point mass.
Example 5.9. Let {en}dn=1 ⊂ Rd be an orthonormal basis. Let ϕ be the discrete random
vector defined by Pr[ϕ = en] = 1/d for each 1 ≤ n ≤ d. Then
∀x ∈ Rd, E|〈x, ϕ〉| = (1/d)
d∑
n=1
|〈x, en〉| ≥ (1/d)
(
d∑
n=1
|〈x, en〉|2
)1/2
= (1/d)‖x‖.
So, ϕ satisfies (2.8), but by Example 5.8, the conclusion (5.2) of Theorem 5.5 does not hold.
6. Upper bounds for uniformly distributed measurements
In this section we prove refined bounds for consistent reconstruction when {ϕn}Nn=1 ⊂ Sd−1
are i.i.d. random vectors that are uniformly distributed on the unit-sphere. In this case,
our next main result shows that the dimension dependent constant K in (1.8) is essentially
dominated by the cube of the ambient dimension.
Theorem 6.1. If the random vectors {ϕn}Nn=1 ⊂ Rd are i.i.d. uniformly distributed on Sd−1
and if N ≥ d+ 2 then
E|WN |2 ≤ 2e
12δ2d3
(N + 1)(N + 2)
+ 26δ2d3/2
(
11
12
)N/2
e
d ln(1024d)
2 . (6.1)
In particular,
lim sup
d→∞
E|W⌈d3/2⌉|2 ≤ 2e12δ2 and lim
d→∞
E|W⌈d3/2 ln d ⌉|2 = 0.
Proof. The proof is divided into several steps. We need to bound the integral
E|WN |2 = 2
∫ ∞
0
λPr[WN > λ]dλ. (6.2)
Step I. In this step we provide preliminary bounds on Pr[WN > λ] when 0 ≤ λ ≤ 2δ
√
d.
Note that {ǫn+ δ}Nn=1 are i.i.d. uniform random variables on [0, 2δ] and define the random
variable
J(λ) = #
(
{ǫn + δ}Nn=1 ∩
[
0,
λ√
d
])
.
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Lemma 4.1, (4.7), (4.8) imply that
Pr[WN > λ] ≤ Pr[Sd−1 6⊂
N⋃
n=1
Bn(λ)]
≤ Pr[Sd−1 6⊂
N⋃
n=1
Cap(ϕn, θ
+
n (λ))]
=
N∑
k=0
Pr
[
S
d−1 6⊂
N⋃
n=1
Cap(ϕn, θ
+
n (λ))
∣∣∣∣ J(λ) = k
]
Pr[J(λ) = k]
≤
N∑
k=0
Pr
[
S
d−1 6⊂
k⋃
n=1
Cap(ϕn, arccos(1/
√
d))
]
Pr[J(λ) = k]
=
N∑
k=0
p(k, d− 1, arccos(1/
√
d)) Pr[J(λ) = k]
=
N∑
k=0
p(k, d− 1, arccos(1/
√
d))
(
N
k
)(
1− λ
2δ
√
d
)N−k (
λ
2δ
√
d
)k
(6.3)
The above computations made use of definition (4.10) and the independence of the {ǫn}Nn=1
and {ϕn}Nn=1.
Step II. In this step we bound the integral
∫ 2δ√d
0
λPr[WN > λ]dλ. Equation (6.3) and
properties of the beta function imply∫ 2δ√d
0
λPr[WN > λ]dλ
≤
N∑
k=0
p(k, d− 1, arccos(1/
√
d))
(
N
k
)∫ 2δ√d
0
λ
(
1− λ
2δ
√
d
)N−k (
λ
2δ
√
d
)k
dλ
=
N∑
k=0
p(k, d− 1, arccos(1/
√
d))
(
N
k
)
(4δ2d)
∫ 1
0
uk+1(1− u)N−kdλ
=
N∑
k=0
p(k, d− 1, arccos(1/
√
d))
(
N
k
)
(4δ2d)
(k + 1)!(N − k)!
(N + 2)!
=
4δ2d
(N + 1)(N + 2)
N∑
k=0
p(k, d− 1, arccos(1/
√
d)) (k + 1)
≤ 4δ
2d
(N + 1)(N + 2)
(
1 + 2
N∑
k=1
k p(k, d− 1, arccos(1/
√
d))
)
. (6.4)
Step III. In this step we bound the sum
∑N
k=1 k p(k, d− 1, arccos(1/
√
d)) appearing in (6.4).
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First note that
60d∑
k=1
k p(k, d− 1, arccos(1/
√
d)) ≤
60d∑
k=1
k =
60d(60d+ 1)
2
≤ 3600d2. (6.5)
Next by Lemma 4.3 and (5.20)
N∑
k=60d+1
k p(k, d− 1, arccos(1/
√
d)) ≤
N∑
k=60d+1
k
(
2
√
d(13)d
(
11
12
)k/2)
= 2
√
d(13)d
N∑
k=60d+1
k
(
11
12
)k/2
≤ 2
√
d(13)d
∞∑
k=1
(k + 60d)
(√
11
12
)k+60d
≤ 2
√
d(120d)
∞∑
k=1
k
(√
11
12
)k
= 2
√
d(120d)
( √
132
(
√
12−√11)2
)
≤ 12700d3/2. (6.6)
Combining (6.5) and (6.6) shows that
N∑
k=1
k p(k, d− 1, 1/
√
d) ≤ 3600d2 + 12700d3/2. (6.7)
Now (6.4) and (6.7) show that
∫ 2δ√d
0
λPr[WN > λ]dλ ≤ e
12δ2d3
(N + 1)(N + 2)
. (6.8)
Step IV. In this step we bound the integral
∫ 4δ√d
2δ
√
d
λPr[WN > λ]dλ. Note that if λ ≥ 2δ
√
d
then (4.8) implies that θ+n (λ) ≥ arccos(1/
√
d) which, in turn, implies that
Cap(ϕn, arccos(1/
√
d)) ⊂ Cap(ϕn, θ+n (λ)) (6.9)
ERROR BOUNDS FOR CONSISTENT RECONSTRUCTION 23
Lemma 4.1 and equations (4.7) and (6.9) imply that
Pr[WN > λ] = Pr[S
d−1 6⊂
N⋃
n=1
Bn(λ)]
≤ Pr[Sd−1 6⊂
N⋃
n=1
Cap(ϕn, θ
+
n (λ))]
≤ Pr[Sd−1 6⊂
N⋃
n=1
Cap(ϕn, arccos(1/
√
d))]
= p(N, d− 1, arccos(1/
√
d)).
Thus by Lemma 4.3∫ 4δ√d
2δ
√
d
λPr[WN > λ]dλ ≤ p(N, d− 1, arccos(1/
√
d))
∫ 4δ√d
2δ
√
d
λdλ
≤ 6δ2d
(
2
√
d(13)d
(
11
12
)N/2)
= 12δ2d3/2(13)d
(
11
12
)N/2
. (6.10)
Step V. In this step we bound the integral
∫∞
4δ
√
d
λPr[WN > λ]dλ. For this we specialize
the ǫ-net argument used in the proof of Theorem 5.5 to the case when {ϕn}Nn=1 are i.i.d.
uniformly distributed on Sd−1.
Using (5.5) and (5.7) gives
Pr[WN > λ] ≤
(
8
ǫ
)d−1
sup
z∈Sd−1
(Pr[z /∈ Tǫ(B1(λ))])N
≤
(
8
ǫ
)d−1
sup
z∈Sd−1
(
Pr
[
|〈z, ϕ〉| ≤ 2δ
λ
+ ǫ
])N
. (6.11)
Since ϕ is uniformly distributed on Sd−1 it follows from Example 5.1 and (2.13) that
∀z ∈ Sd−1, Pr
[
|〈z, ϕ〉| ≤ 3δ
λ
]
≤ 3δ
√
d
λ
. (6.12)
Taking ǫ = δ/λ in (6.11) and using (6.12) shows that
Pr[WN > λ] ≤
(
8λ
δ
)d−1
sup
z∈Sd−1
(
Pr
[
|〈z, ϕ〉| ≤ 3δ
λ
])N
≤
(
8λ
δ
)d−1(
3δ
√
d
λ
)N
. (6.13)
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It now follows from (6.13) that if N ≥ d+ 2 then∫ ∞
4δ
√
d
λPr[WN > λ]dλ ≤
∫ ∞
4δ
√
d
λ
(
8λ
δ
)d−1(
3δ
√
d
λ
)N
dλ
= δ2(3
√
d)N8d−1
(4
√
d)d−N+1
N − d− 1
≤ δ2
√
d
(
3
4
)N (
32
√
d
)d
. (6.14)
Step VI. Combining (6.2), (6.8), (6.10) and (6.14) yields
1
2
E|WN |2 ≤ e
12δ2d3
(N + 1)(N + 2)
+ 12δ2d3/2(13)d
(
11
12
)N/2
+ δ2
√
d
(
3
4
)N (
32
√
d
)d
≤ e
12δ2d3
(N + 1)(N + 2)
+ 13δ2d3/2
(
11
12
)N/2 (
32
√
d
)d
=
e12δ2d3
(N + 1)(N + 2)
+ 13δ2d3/2
(
11
12
)N/2
e
d ln(1024d)
2 .
This completes the proof.

Corollary 6.2. There exist absolute constants a, c > 0 such that if N ≥ ad ln d and d ≥ 2
and if the random vectors {ϕn}Nn=1 ⊂ Rd are i.i.d. uniformly distributed on Sd−1 then
E|WN |2 ≤ c d
3δ2
N2
. (6.15)
It is instructive to compare the dimension dependence of consistent reconstruction with
linear reconstruction.
Example 6.3. Fix an error tolerance η > 0. Suppose that the random vectors {ϕn}Nn=1 ⊂
S
d−1 are uniformly distributed on Sd−1, that {ǫn}Nn=1 are uniformly distributed on [−δ, δ],
and that the {ϕn}Nn=1 and {ǫn}Nn=1 are mutually independent.
The bound (6.15) shows that if N ≥ d3/2δ
√
c
η
then the mean squared error for a consistent
estimate x˜cr satisfies
E‖x− x˜cr‖2 ≤ E|WN |2 ≤ η2.
Thus N = O(d3/2) measurements are sufficient for consistent reconstruction to achieve η2-
precise mean squared error.
For linear reconstruction with an arbitrary dual frame, applying (2.4) with σ = δ2/3 shows
that linearly reconstructed x˜lin satisfies
E‖x− x˜lin‖2 ≥ d
2δ2
3N
.
Thus at least N ≥ d2δ2
3η2
measurements are necessary for linear reconstruction to achieve
η2-precise mean squared error.
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