ABSTRACT This paper discusses the finite-time output stability (FTOS) for the impulse switching linear system (SLS) when the norm-bounded state constraint is simultaneously considered during a scheduled finite-time period. This system is a typical hybrid system whose state trajectory instantaneously jumps according to a predetermined resetting law. The sufficient conditions of both state boundedness and output stability are proposed for the SLS in finite-time period when two typical classes of input signals are involved. Based on the linear matrix inequality, the design method of a controller using state feedback is represented to ensure state boundedness and output stability concurrently for the closed-loop system, which can effectively avoid states and the output reaching large and unacceptable values at certain points in finite time. An effective solution to the controller using a linear discretization approach is also achieved. The two simulation examples verify the proposed methods.
I. INTRODUCTION
The finite time theory was first recognized by scholars in 1960. This concept was put forward by Dorato in 1961 , and has since received widespread attention from scholars [1] , [2] . If the initial states of the system are norm-bounded, and the weighted state is limited to a predetermined threshold during a scheduled time period, then the system is said to be finite-time stability (FTS). It is usually sufficient to focus on Lyapunov asymptotic stability (LAS) when analyzing the system performance [3] . However, we are concerned more about the FTS of a system in certain cases in which FTS is more practical than LAS, such as in avoiding the saturation of the system state, and the excitation of nonlinear dynamics within a specified finite time [4] - [6] .
Currently, there is another concept of FTS, namely finite-time convergence (FTC), which was raised by Bhat in [7] . If the system states converge to equilibrium within a relatively finite-time interval (rather than infinite time) under the premise of LAS, the system is called to be FTC [8] .
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The range of convergence time is the core issue of concern with this theory. In recent years, the convergence time of nonlinear systems has received extensive attention in the category of finite-time convergence [9] , [10] . It can be seen that this type of finite-time theory differs from the former FTS because the former discusses the system stability characteristics during the designated finite time. In some systems, such as sampling systems, machine control systems, and guidance systems, the control processes are usually implemented in a finite-time interval. In this situation, the state and output are not expected to exceed the predetermined threshold during a designed finite time interval to avoid saturation and the existence of unacceptable values (or else the command will exceed the physical limit and cannot be implemented), so it is very necessary to discuss the stability of state and output for these systems during a scheduled finite-time period. The former FTS theory is concerned in this study as it can clarify the dynamic characteristics of this system at a specific time interval.
FTS mainly discusses the stability of an autonomous system within a given time interval. When the external disturbance input exists, the concept of FTS is extended to the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 3.0 License. For more information, see http://creativecommons.org/licenses/by/3.0/ finite-time boundedness (FTB), which indicates that, if the initial state and the disturbance input of the system are both norm-bounded, the state of the system is also bounded with the designated time interval [11] . Thus, FTB reflects the ability of a system to suppress external disturbances. The conditions for a linear time-invariant system satisfying the FTS are discussed in [3] . The finite-time stability and boundedness problems of time-varying systems are discussed in [12] and [13] , and controller design and solution methods are derived. Later, the FTB theory spreads to uncertain systems [14] , discrete-time systems [15] , [16] , and impulsive systems [17] - [20] . The finite-time output stability (FTOS) indicates that when the external input signal is norm-bounded, the output does not exceed the predetermined limit within the designated finite time [21] , [23] . It is worth mentioning that FTOS is different from the traditional Lyapunov Bound-Input BoundOutput (BIBO) stability. The main difference between the two concepts is that the input and output signals of FTOS are both defined within the specified finite-time interval, confined within the quantitative bounds, and need not belong to the same class of signals. The sufficient conditions of FTS for linear systems have been explored [22] , [23] . Recently, sufficient and necessary conditions for FTOS have been proposed for discrete-time systems [24] - [26] , impulsive linear systems [4] , [27] , hybrid systems [28] , and switched linear systems [29] - [31] .
Note that the FTB of a state cannot guarantee the stability of output within the prescribed finite time, and vice visa. Furthermore, the current studies as demonstrated in [3] , [4] , [7] , [28] , [30] mostly focus on one aspect of the system character (such as the state or output), which in some cases cannot meet the practical needs. For example, in sampled-data systems, we not only need to ensure that the system state is finite-time bounded at the instant of a state jump, but also need to ensure the stability of the system output to avoid saturation and reach an unacceptable value. In addition, current studies have focused mainly on autonomous and continuous systems. There have been relatively less research on the stability of switching linear systems (SLSs). In fact, this class of hybrid system is used in many practical areas, especially, impulsive switching systems and sampling systems. In view of the above analysis, this study extends the finite-time theory to a SLS, and conduct the stability analysis of both states and output concurrently, which is the conspicuous improvement compared with the results derived in the current study. As a matter of fact, solving the problem of the SLS satisfying both the FTB and FTOS can allow practical engineering applications to be better achieved [32] - [34] .
It should be mentioned that there are many relatively mature methods for conducting a system stability analysis under an infinite time frame, such as optimal control, and sliding mode control, backsteping control [35] , [36] . However, most of these methods are based on the Lyapunov stability theory and are confined within an infinite time frame. With the independence of FTS and LAS, these theories cannot yield similar results within a finite time frame. Thus, it is necessary to explore a new method for disturbance suppression within a finite time frame for the SLS.
At present, the autonomous and continuous system has attracted widespread attention from scholars. However, the research on the stability of switching linear systems (SLSs) in a specified finite time is not systematic and in-depth. In fact, this class of hybrid systems are used in many practical applications and includes, as particular cases, impulsive systems and sampled-data control systems, machining control systems. The control processes of them are implemented in a finite-time interval. Solving the problem of the SLS satisfying both the FTB and FTOS in a scheduled finite time can allow practical engineering applications to be better achieved. The main contributions of this paper include three aspects:
(a) The previous study as demonstrated in switching linear systems mostly focus on one aspect of the system performance (such as the state or output), which in some cases cannot meet the actual need. For example, in sampled-data systems, we not only need to ensure that the system state is finite-time bounded at the instant of a state jump, but also need to ensure the stability of the system output to avoid saturation and reach an unacceptable value. So the sufficient conditions for the SLS satisfying both FTB and FTOS are derived for two classes of external bounded input signals, which can judge the stability of both the state and output of the impulsive switching linear system simultaneously. It is more comprehensive and useful than the case considered in the existing literature [3] - [7] . Meanwhile, compared with the traditional analysis method based on Lyapunov asymptotic stability, a different method for disturbance suppression within the designated finite time interval is explored.
(b) When the system does not satisfy FTB and FTOS in certain cases in which unacceptable values exist, a design method of the controller through state feedback is derived based on the differential linear matrix inequality (DLMI), which can effectively synthesize and stabilize the system state and output to avoid reaching large and unacceptable values at certain points during a specified time interval. Different from the time-invariant design method in [3] , [4] , [14] , [22] , the time-varying controller is derived here.
(c) Since solving a plurality of coupled differential matrix inequalities is very complicated, an effective solution to DLMI using a linear discretization approach is achieved. The method can effectively reduce the computational complexity, which provides an effective method for solving the numerical solution of the controller. The effectiveness of the proposed methods is verified in simulation part.
The following chapters are organized as follows: Some basic theories of FTS are introduced in Sec. II, and the problem to be solved is accurately described. In Sec. III, the sufficient conditions of both FTB and FTOS for SLS are derived when two typical classes of input signal are concerned. In Sec. IV, the design methods of a controller using state feedback are derived. In Sec. V, two examples are presented to verify the results obtained in the previous two sections. The linear discretization method is then introduced to solve the DLMIs. Finally, the final section provides the conclusion.
II. PROBLEM STATEMENT
With regard to a continuous time-varying linear system, the system equations can be described as follows:
where A (t) ∈ R n×n , G (t) ∈ R n×m , and C (t) ∈ R p×n , which are system transfer matrices for the appropriate dimensions and are continuous within [0, T ]. Here, x (t) ∈ R n denotes the system state, w (t) ∈ R m denotes the external input, y (t) ∈ R p denotes the system evaluation output, and denotes the prescribed finite-time interval.
As we know, the state of the system in equations (1a) and (1b) is always continuous. However, in certain cases, such as sampled-data systems, the state of the system may jump regularly owing to an external stimulation or disturbance, resulting in discontinuities of the system state during certain transients. At this point, the continuous time-varying system described above becomes a hybrid system, namely a SLS.
Generally, according to the law of jump, the SLS can be divided into two categories: state jump depending on the state and state jump depending on the time. The focus of this paper is the situation of state jump depending on the time. To facilitate subsequent research, it is assumed herein that a state jump of a SLS is driven by a discrete event or a pulsed signal, that is, the state jump is triggered by the specified sequence of the time law.
Because we are concerned more with the stability characteristics of the system within the designated time interval, it is reasonable to presume that the system state jumps k times during such an interval. For brevity, we denote the resetting time instants as t 1 , t 2 . . . t k , and define the resetting time set as φ = {t 1 , t 2 . . . t k }. The system state is assumed to be right discontinuity at the instant of a jump, namely, x t
The system state transition law can then be described through the system equation (1c):
Due to the jump, the state may be left and right discontinuous. Without loss of generality, we mainly focus on the situation of the right discontinuity of the system state in this paper. On this basis, after simple analogy and expansion, some conclusions can be obtained to solve the left discontinuity of state by considering x t − = J − (t) x (t). The SLS of concern in this study is described through the system equations in (1a)-(1c). Equation (1a) indicates the continuous character of the SLS, whereas equation (1c) indicates the jump character according to [4] . At present, the FTS performance of continuous linear time-varying systems is causing widespread concern, and some results have been obtained [5] - [8] . However, comprehensive and in-depth research works on SLS are yet to be conducted.
The following assumptions will be used throughout the text. Under these assumptions, a hybrid time-driven system can be abstracted into a researchable system.
(1) The jump times of the state within finite time are limited.
(2) The jump of the system state is an instantaneous process, and a state jump occurs only at a predetermined instant in time.
(3) Finally, J (t) is assumed to be a bounded matrix variable to ensure that the amplitude of the state transition is bounded.
With regard to a continuous system, two typical classes of input signals are defined here to discuss the FTS for a SLS.
Defining L p [0 , T ] as an absolutely integrable signal set in finite time [0, T ], the input signal of concern in this studyw (t) ∈ R m belongs to the following set:
(1) When the external input signal w (t) belongs to the common set of norm bounded square integrable signals, we call the input signal as the W 2 input signal, namely w(t) ∈ W 2 (R, T ), and the condition
(2) When the external input signals w (t) belong to a set of uniformly bounded signals, we call the input signal as the W ∞ input signal, namely w(t) ∈ W ∞ (R, T ), and the condition w T (t)Rw(t) ≤ 1, ∀t ∈ [0, T ] is satisfied.
For these input signals, the conditions required for the FTS of a SLS are different. In the following, a stability analysis and the controller design for these two classes of external input signals are described.
Referring to the definition of FTS in continuous time-varying and time-invariant systems, we define the FTS of the SLS as follows [3] .
Definition 1(FTS of SLS): Without the disturbance of external input w (t), a SLS can be described through equations (2a) and (2b).
The SLS is said to be FTS with respect to (c 1 ,
where S denotes the positive definite metric matrix, N (t) denotes a positive definite matrix-valued function, and c 1 is a given positive scalar in which 1 ≤ c 1 .
Remark 1: FTS and LAS are independent of each other. Traditional LAS concerns the convergence characteristics of the state during a sufficiently long (or infinite) time. The FTS described herein is regarding the stability characteristics of the system state within a specified finite time. A system can be LAS but not FTS at certain instants when the large value of the state appear under saturation conditions, and upon the VOLUME 7, 2019 emergence of a nonlinear dynamic excitation at the jump time.
When the external disturbance input is present, both the initial state and the external input will affect the state. The definition of the FTB of the system is given below.
Definition 2 (FTB of SLS): The SLS (1a)-(1c) is said to be FTB with respect to (c 1 , S, N (t) , W (R, T )), if
where S and R denote two given positive definite metric matrices, N (t) denotes a positive definite matrix-valued function, c 1 is a given positive scalar in which 1 ≤ c 1 , and W denotes the input signal set.
Remark 2: By definition 1, it can be seen that FTS is applicable to autonomous systems and not to systems with external disturbance inputs. FTS can be regarded as a case of FTB in which the input w (t) equals to zero. Therefore, FTB has a wider applicability in practical application.
Remark 3: The FTB of the system largely depends on the finite-time interval [0, T ], the positive scalar c 1 , and the metric matrices S, R, and N (t). When these several parameters change, it will become necessary to find a design method for the controller to guarantee that the system satisfies the required performance.
Referring to the definition of finite-time output stability in the linear time-varying system [23] , the FTOS of a SLS is defined as follows.
Definition 3(FTOS of SLS): For the SLS (1a)-(1c), considering the above two classes of input signals, if the SLS satisfy the following condition, namely when w(t) ∈ W 2 (R, T ),
and when w(t) ∈ W ∞ (R, T ),
then the system is said to possess FTOS with respect to (c 2 , Q (t) , W (R, T )). In Definition 3, R and Q (t) denote a given measurement matrix and a measurement matrix function, respectively, and T denotes a given positive time scalar. Based on the above basic theories, the problem that this study needs to solve is presented below.
Problem 1: For the SLS in equations (3a)-(3c),
where u (t) denotes the control input, and B (t) denotes the corresponding transfer matrix. The external disturbance input signal w (t) is defined in finite time [0, T ]. The problem can be described as: The controller is designed by using u (t) = K (t) x (t), such that equations (4a)-(4c), namelẏ
satisfies both FTB and FTOS simultaneously with respect to (c 1 , c 2 , S, N (t) , Q (t) , W (R, T )) when the initial state of the system and the external input satisfy the predetermined boundary, whereĀ (t) = A (t) + B (t) K (t), S and R denote two given positive definite matrices, N (t) and Q (t) denote two positive definite matrix-valued functions, c 1 and c 2 are two given positive scalars in which 1 ≤ c 1 , and W denotes a predetermined input signal set. Without a loss of generality, we consider a case in which an external input signal w (t) belongs to the W 2 or W ∞ class.
III. MAIN RESULTS
This section mainly covers two parts: First, the sufficient conditions of both FTB and FTOS for W 2 and W ∞ input signals are presented. Second, the sufficient conditions for solving Problem 1 are derived when two typical input signals are involved. 
Proof: (1) FTB for SLS Take the Lyapunov function V (x, λ) = x T (λ)P(λ)x(λ). Without a loss of generality, we assume that the system state jumps m times during [0, t] 
Taking the intermediate variable v (λ), and letting v (λ) = R 1/2 w − R −1/2 G T Px , we obtain
Based on condition (5a) and equation (6), the inequality (8) can be derived.
According to inequalities (7) and (8), we obtain
Integrating inequality (9) from zero to t 1 , the following can be obtained:
Integrating inequality (9) from t 1 to t 2 using a similar method, equation (11) can be derived.
In addition, integrating inequality (9) until [t m , t], we can obtain
When t ≤ T , accumulating the integral results, we can obtain
Since,
Thus, inequality (14) can be derived:
Because the external disturbance input w(t) ∈ W 2 , when the initial state x (0) satisfies x T (0) Sx (0) ≤ 1, according to condition (5e), it can be derived:
According to the condition (5d),
That is, x (t) T N (t) x (t) < c 1 . Thus, when the input signal w(t) ∈ W 2 , the conditions in (5a)-(5e) can guarantee that the system in equations (1a)-(1c) is FTB.
(2) FTOS for SLS According to the system state equation in (1a), theV can be available.
We can then obtaiṅ
According to the Schur complement, the condition in (5a) is equivalent to Ṗ + A T P + PA PG G T P −R < 0. Thus, through the condition in (5a) the following can be obtained: 
Note that the external input w(t) ∈ W 2 , and thus the inequality (18) can be derived according to the condition VOLUME 7, 2019 in (5b) and inequality (17) .
(a) When the system output is equal to zero, that is x(0) = 0, x (t) T P (t) x (t) < 1. According to the condition in (5c), the inequality (19) is available.
Therefore, when the conditions in (5a)-(5e) are satisfied, we can obtain w(·) ∈ W 2 ⇒ y T (t) Q (t) y (t) < c 2 . Thus, the system is FTOS.
(b) When the initial state x (0) is not equal to zero, then x (0)
T Sx (0) < 1 holds based on the definition of FTB. Because the external disturbance input w(t) ∈ W 2 , x (t)
T P (t) x (t) < 2. Based on the condition in (5c), the inequality (20) is available. Thus, w(t) ∈ W 2 ⇒ y T (t) Q (t) y (t) < c 2 , and the system is FTOS.
To summarize, when the conditions in (5a)-(5e) holds, the system satisfy both FTB and FTOS concurrently.
Remark 4: In a linear system, many existing studies have supposed that the initial state equals to zero when performing an analysis of the system output. Under practical conditions, the initial state is generally not equal to zero. Compared with the existing studies, the proposed theorem is more applicable.Moreover, the finite time interval concerned here (t ∈ [0, T ]) is pre-set, that is, we are concerned with the dynamic characteristics of the state and output during a specific time interval.
Remark 5: To verify that the system is both FTB and FTOS within a scheduled time period [0, T ], it is necessary to verify the conditions for ∀t ∈ [0, T ] when Theorem 1 is applied. That is, the infinite group of linear matrix inequalities need to be tested, which is an impossible task to accomplish in practical applications. Corollary 1 is presented below to solve this problem, which only needs verification of a group of differential matrix inequalities, to make the system in equations (1a)-(1c) satisfy both FTB and FTOS.
Corollary 1 (Sufficient Conditions for FTB and FTOS): For the system in equations (1a)-(1c), when the input signal w(t) ∈ W 2 , if the P(t) can be find to meet the conditions (21a)-(21d) for t ∈ [0, T ], then the open-loop system in equations (1a)-(1c) is both FTB and FTOS with respect to (c 1 , c 2 , S, N (t) , Q (t) , W 2 (R, T )), where S and R denote two given symmetric positive definite matrices, P(t), N (t) and Q(t) denote the positive definite matrix-valued function, and c 1 and c 2 are two given positive scalars in which 1 ≤ c 1 . Here, the state is supposed to jumps k times during the finite time [0, T ], that is, the state jumps at time t = t 1 , t 2 . . . t k .
Ṗ (t) + A T (t)P(t) + P(t)A(t) P(t)G(t) G
Proof: According to the Schur complement theory, the condition in (21a) is equal to the condition in (5a). When the function P(t) satisfies the conditions in (21a)-(21d), it can also satisfy the conditions in (5a)-(5e) through Theorem 1 as λ ∈ [0, t] , λ = t 1 , t 2 . . . t m and t ∈ [0, T ]. Thus, Corollary 1 can ensure that the system in equations (1a)-(1c) both FTB and FTOS with respect to (c 1 , c 2 , S, N (t) , Q (t) , W 2 (R, T )).
Remark 6: Compared with Theorem 1, Corollary 1 is more conservative. This conservativeness can be explained as follows: for ∀t α , t β ∈ [0, T ], and t α < t β , when applying Theorem 1 to verify both FTB and FTOS, we need to find two symmetric matrix-valued functions P α and P β to satisfy the conditions in (5a)-(5e) within the finite-time intervals [0, t α ] and 0, t β respectively. However, these two matrix functions are not constrained to be the same function over the common interval [0, t α ]. When Corollary 1 is applied, it is sufficient to find a matrix function P(t) that satisfies the conditions in (21a)-(21d) in the entire finite-time interval [0, T ], which is the source of the conservation.
Remark 7: Although Corollary 1 has a certain degree of conservatism by Remark 6, the irreducible sufficient conditions in Theorems 1 are transformed into a differential linear matrix inequality, which can be effectively solved. Using the ready-made MATLAB toolbox, the positive definite matrix function P(t) can be efficiently solved through a linear discretization approach, which greatly reduces the number of calculations and enhances the practicality of the theorem [37] , [38] . Details of this can be found in Sec. IV.
2) W ∞ INPUT SIGNALS
When the input signal belongs to the W ∞ input signals, the sufficient conditions for the system satisfying both FTB and FTOS are derived in the form of theorem similar to Theorem 1. (1a)- (1c) is both FTB and FTOS with respect to (c 1 , c 2 , S, N (t) , Q (t) , W ∞ (R, T )), where S and R are two given symmetric positive definite matrices, P(t), N (t) and Q(t) denote the positive definite matrix function, and c 1 and c 2 are two given positive scalars in which 1 ≤ c 1 .
Proof: (1) FTB for SLS Take the Lyapunov function V (x, λ) = x T (λ)P(λ)x(λ). In the same way as in Theorem 1, when λ ∈ [0, t] , λ = t 1 , t 2 . . . t m , according to the conditions in (22a) and (22b), we can obtain the following:
Because the disturbance input w(t) ∈ W ∞ , namely
met, according to the condition in (22e), we can obtain the following:
Based on the condition in (22d),
Namely, x (t) T Sx (t) < c 1 . Thus, when the input signal w(t) ∈ W ∞ , the conditions in (22a)-(22e) can guarantee that the system in equations (1a)-(1c) is FTB.
(2) FTOS for SLS Then, we prove that these conditions can guarantee that the system is FTOS. Taking V (x, λ) = x T (λ)P(λ)x(λ), according to the conditions in (22a) and (22b), and the system state equation (1a), the following can be derived:
Notice that the external input w(t) ∈ W ∞ , we have
(a) When the system output is equal to zero, that is, x(0) = 0, x (t) T P (t) x (t) < t. By condition (22c), the inequality (23) is available:
Therefore, when the conditions in (22a)-(22c) are satisfied, w(t) ∈ W 2 ⇒ y T (t) Q (t) y (t) < c 2 holds. Thus, the system is FTOS.
T Sx (0) < 1 holds based on the definition of FTB. Because the external disturbance input w(t) ∈ W ∞ , according to the condition in (22e), we have
In addition, according to the condition in (22d), we have
To summarize, when the input signal w(t) ∈ W ∞ , the conditions in (22a)-(22e) can simultaneously guarantee that the system (1a)-(1c) both FTB and FTOS.
Similar to Corollary 1, we can obtain sufficient conditions for W ∞ input signals.
Corollary 2 (Sufficient Conditions for FTB and FTOS):
For the system in equations (1a)-(1c), when the input signal w(t) ∈ W ∞ , if the P(t) can be find to meet the conditions in (24a)-(24d) for ∀t ∈ (0, T ] , then the open-loop system in equations (1a)-(1c) is both FTB and FTOS with respect to (c 1 , c 2 , S, N (t) , Q (t) , W ∞ (R, T )), where S and R are two given symmetric positive definite matrices, P(t), N (t) and Q(t) denote the positive definite function, and c 1 and c 2 are two given positive scalars in which 1 ≤ c 1 .
Ṗ (t) + A T (t)P(t) + P(t)A(t) P(t)G(t) G
This section discusses the synthesis method when the W 2 and W ∞ input signals are involved, and the method derived to solve problem 1 is provided. That is, we can find a state feedback controller that can guarantee that the closed-loop system in equations (4a)-(4c) has both FTB and FTOS with respect to(c 1 , c 2 , S, N (t) , Q (t) , W 2 (R, T )). In this case, the gain matrix through state feedback for solving problem 1 can be obtained by K (t) = L (t) X −1 (t), where S and R denote VOLUME 7, 2019 two given symmetric positive definite matrices, N (t) and Q(t) denote the positive definite matrix-valued function, and c 1 and c 2 are two given positive scalars in which 1 ≤ c 1 .
Proof: First, we can prove that the condition in (25a) can be transformed through the condition in (21a). Let X (t) = P −1 (t), thenẊ (t) = −P −1 (t)Ṗ (t) P −1 (t); pre-multiply and post-multiply the condition in (21a) by diag P −1 (t) , I > 0, then formula (26) becomes available through a transformation.
In the closed loop system in equations (4a)-(4c),Ā (t) = A (t) + B (t) K (t). Formula (26) for the closed-loop system in equations (4a)-(4c) reads as follows:
Letting L (t) = K (t) X (t), the condition in (25a) can be converted into formula (27) .
Based on the Schur complement theory, the condition in (21b) can be equivalently converted into formula (28) .
Pre-multiply and post-multiply formula (28) by diag P −1 (t) , I , we can obtain the condition in (25b). Eventually, pre-multiplying and post-multiplying the condition in (21c) by X (t), and applying the Schur complement again, the conditions in (25c) and (25d) are obtained in a straightforward manner.
Therefore, if we can find positive definite matrix function variables X(t) and L(t) that satisfy the conditions in (25a)-(25e), the closed-loop system in equations (4a)-(4c) meets both FTB and FTOS simultaneously with respect to (c 1 , c 2 , S, N (t) , Q (t) , W 2 (R, T )). At this time, the state feedback gain matrix can be obtained by
2) W ∞ INPUT SIGNALS
When the input w(t) ∈ W ∞ , the synthesis method is expounded by Theorem 4.
Theorem 4:
For the open-loop system in equations (3a)-(3c), when the external input signal w(t) ∈ W ∞ , if there exist two positive definite matrix functions X(t) and L(t) that satisfy the conditions in (29a)-(29e) for ∀t ∈ (0, T ] , then problem 1 is solvable. That is, a controller can be achieved to ensure the closed-loop system in equations (4a)-(4c) both FTB and FTOS with respect to (c 1 , c 2 , S, N (t) , Q (t) , W ∞ (R, T ) ). The gain matrix through state feedback for solving problem 1 can be obtained using
IV. EXAMPLES
Two examples are provided to confirm the main results obtained in this study. The synthesis method via state feedback is also tested. Example 1: The second-order SLS is defined by
The metric matrix R = 1, S = N (t) = 1 0 0 1. Here, the W ∞ input signal is considered. Taking the external input |w (t)| = 1, its symbol jumps with the resetting times. It can be judged based on definition (1) that w (t) ∈ W ∞ (R, T ). The initial state is taken as
and thus x T (0) Sx (0) < 1. Therefore, the initial state x (0) meets the boundary of the initial state in Definitions 1-3.
To effectively solve the differential linear matrix inequality (DLMI) in the form of condition (21a), the linear discretization approach is adopted here. The DLMIs can then be turned into several ''standard'' LMIs with an appropriate choice of the structure of the matrix-valued function P(t). The matrix-valued function P(t) is assumed to be piecewise linear with jumps in correspondence with the resetting times. We divide the time interval between the two jump moments t k and t k+1 into several average J k intervals. The discrete time is set to T s . Then, P(t) can be linearized in the adjacent jump time interval as
where
We can solve the DLMI in the form of (21a) by optimizing the variables P k and k,j . It is clear thatṖ(t) = k,j through formula (31) . Through the linear discretization approach described above, it can be concluded that as long as the discrete time c 1 = 1.2 is sufficiently small, the solved value P(t) can be infinitely close to the true value. At the jump instant t k , the matrix-valued function P(t) jumps between For the SLS in equation (30) , and the initial conditions given above, using the LMI toolbox in MATLAB, we can find a group of feasible solutions P(t) to meet the sufficient conditions in Corollary 2 based on the linear discretization approach [37] , [38] . At this time, the system external input, state, and output are shown in Fig. 1 , and the weighted state and output are shown in Fig. 2 , which indicates that neither the system state nor the output exceed the specified boundaries c 1 and c 2 . Thus, the system in equation (30) can be said to be FTB and FTOS simultaneously with respect to (c 1 , c 2 , S, N (t) , Q (t) , W ∞ (R, T ) ). This illustrates that output of the closed-loop system floats within the scheduled threshold. Thus, the closed-loop system in equation (32) meets both FTB and FTOS simultaneously with respect to (c 1 , c 2 , S, N(t), Q(t), W 2 (R, T )), which confirms the design method of the controller in Theorem 3.
In addition, the controller design is carried out under only the FTB constraint, only the FTOS constraint and both FTB and FTOS constraints to discuss the performance of the proposed method. Fig. 7 and 8 depict the weighted state and output under different constraints. By Fig.7 and 8 , when the FTB constraint is only forced by controller, the system state can remain bounded during the prescribed time interval, but the system output is far beyond the predetermined threshold in some instants; When the FTOS constraint is only forced, a similar situation occurs in the system output, which is disadvantageous for the system to maintain relatively stable performance; When both FTB and FTOS constraints are forced, by the method in Theorem 3, the weighted state and output can be kept bounded meanwhile. Therefore, the proposed method is more effective to avoid states and the output reaching large and unacceptable values at certain points in finite time. 
V. CONCLUSION
This study discusses the finite-time theory of the SLS. The sufficient conditions for both the FTB and FTOS were derived in theorem form for two types of input signals. This effectively solves the problem that the state and output reach large and unacceptable boundaries. This study explored an effective method to avoid the saturation of both the state and output within a prescribed time interval. When the FTB and FTOS cannot be satisfied, the design method of a controller through state feedback was represented based on LMIs. At the same time, based on a discretization approach, an effective solution to the differential matrix inequality under these sufficient conditions was achieved. The results of two examples demonstrate that synthesis method via state feedback can ensure both FTB and FTOS within a prescribed time, which provides a valid way to suppress the disturbance for the state and output. 
