Considering backhaul consumption, it may not be the best choice to engage all the time in full cooperative MIMO for interference mitigation. In this paper, we propose a novel downlink partial cooperative MIMO (Pco-MIMO) physical layer (PHY) scheme, which allows flexible tradeoff between the partial data cooperation level and the backhaul consumption. Based on this Pco-MIMO scheme, we consider dynamic transmit power and rate allocation according to the imperfect channel state information at transmitters (CSIT) and the queue state information (QSI) to minimize the average delay cost subject to average backhaul consumption constraints and average power constraints. The delay-optimal control problem is formulated as an infinite horizon average cost constrained partially observed Markov decision process (CPOMDP). By exploiting the special structure in our problem, we derive an equivalent Bellman Equation to solve the CPOMDP. To reduce computational complexity and facilitate distributed implementation, we propose a distributed online learning algorithm to estimate the perflow potential functions and Lagrange multipliers (LMs) and a distributed online stochastic partial gradient algorithm to obtain the power and rate control policy. We prove the convergence and asymptotic optimality of the proposed solution.
I. INTRODUCTION
T HERE are many works on interference mitigation techniques for downlink wireless systems, such as coordinative MIMO and cooperative MIMO. For the coordinative MIMO [1] , [2] , only the channel state information (CSI) (not the payload data) is shared among base stations (BSs) for the beamformer design at each BS to combat interference. For the cooperative MIMO [3] , [4] , both the CSI and the payload data are shared among the BSs and the network becomes a broadcast channel topology with joint precoding at the BSs. However, the significant performance gain of the cooperative MIMO techniques comes at the cost of increased backhaul consumption to deliver the shared payload data among the BSs. When backhaul constraints are imposed, it may not Manuscript be optimal to always engage in full MIMO cooperation to mitigate interference. Recently, there have been some research works on partial MIMO cooperation. For example, in [5] , the authors considered MIMO cooperation among the selected antennas for backhaul constrained multi-cell network with multi-antenna BSs and single-antenna mobile users (MSs). In [6] , the authors proposed a uni-directional MIMO cooperation design (called Uco-MIMO here) for a two multi-antenna transmitter and two multi-antenna receiver setup to reduce the backhaul consumption. In [7] and [8] , the authors proposed partial MIMO cooperation designs for a two multi-antenna transmitter and two single-antenna receiver setup based on common-private rate splitting schemes under backhaul constraints.
In this paper, we are interested in designing a flexible downlink partial cooperative MIMO (Pco-MIMO) physical layer (PHY) scheme. Based on it, we consider dynamic transmit power and rate allocation to minimize the average delay cost under average backhaul and power constraints. The motivations and challenges are summarized below.
• Flexible Partial Cooperative MIMO PHY Scheme: The existing partial cooperative MIMO designs [5] - [8] have certain restrictions on the cooperation level or the network configuration. It is quite challenging to design a scheme that supports flexible adjustment of the cooperation level (embracing the full coordinative MIMO, partial cooperative MIMO and full cooperative MIMO schemes as special cases) and applies to a general network configuration.
• Delay-Aware Dynamic Resource Control: The existing resource control designs for the partial cooperative MIMO schemes in [5] and [7] are adaptive to the CSI only and are for delay-insensitive applications. However, in practice, a lot of applications have bursty data arrivals and they are delaysensitive. The delay-aware dynamic resource control should be jointly adaptive to the CSI and the queue state information (QSI) in the system. It involves solving an infinite horizon stochastic optimization problem. The brute force solutions have exponential complexity w.r.t. the number of data streams and lead to centralized delay-optimal control policies requiring the global QSI of all data streams. Thus, it is desirable to obtain a low-complexity distributed delay-aware resource control design for practical multi-cell MIMO networks.
• Impact of Imperfect CSIT: The resource control designs for the partial cooperative MIMO schemes in [5] and [7] assume perfect channel state information at transmitters (CSIT). In practice, the CSIT may be imperfect due to the duplexing delay in TDD systems [9] or feedback latency and quantization in FDD systems [10] . With imperfect CSIT, there may be packet errors in each frame due to the uncertainty of the mutual information at the transmitters. Thus, it is important to take into account CSIT errors and obtain a robust design w.r.t. uncertainty of statistics of CSIT errors.
In this paper, we propose a novel Pco-MIMO PHY scheme, which allows flexible tradeoff between the MIMO cooperation level and the backhaul consumption. Based on this scheme, we formulate the delay-optimal transmit power and rate allocation (according to the imperfect CSIT and the QSI) under average power and backhaul consumption constraints as an infinite horizon average cost constrained partially observed Markov decision process (CPOMDP). We derive an equivalent optimality equation to solve the CPOMDP. To reduce computational complexity and facilitate distributed implementation, we propose a low complexity and distributed online power and rate control solution using a distributed stochastic learning algorithm and a distributed online stochastic partial gradient algorithm. We show the convergence and asymptotic optimality of the proposed solution. We demonstrate the significant performance gain of the proposed scheme using simulations.
Notation: C, R and N denote the sets of complex, real numbers and natural numbers. E[·] and 1(·) denote expectation and the indicator function, respectively. |·| denotes the absolute value function for a scalar or the cardinality for a set. (·) T and (·) † denote the transpose and Hermitian transpose, respectively. · denotes the floor function. [x] + = max(x, 0) and [x] NQ = min(x, N Q ). diag(a 1 , · · · , a n ) denotes a diagonal matrix with diagonal entries a 1 , · · · , a n . Null(·) denotes the null space.
[·] (l,m) denotes the (l, m)-th element.
II. SYSTEM MODEL

A. System Topology
As illustrated in Fig. 1 , we consider the downlink transmission of a MIMO network with K BSs delivering K delaysensitive data flows to K ≥ 2 MSs. Each BS is equipped with M antennas, while each MS is equipped with N antennas, where M K < N ≤ M 1 . Consider the e-NodeB architecture in LTE systems [11] , i.e., every two BSs are connected by a bi-directional backhaul link with limited capacity in each direction. Denote K {1, 2, · · · , K}. Each BS k ∈ K has one MS (indexed by k) in its cell and maintains a queue for the bursty data flow towards MS k. BS k is the master BS for serving MS k, while the other BSs n ∈ K, n = k cooperatively serve MS k according to the proposed Pco-MIMO scheme in Section III-A. The time dimension is partitioned into scheduling frames indexed by t with frame duration τ (sec).
B. MIMO Channel and Imperfect CSIT Models
Let s n ∈ C M×1 be the complex signal vector transmitted by BS n and z k ∈ C N ×1 be the circularly symmetric Additive White Gaussian Noise (AWGN) vector at MS k, where n, k ∈ K. We assume all noise terms are i.i.d. zero mean complex 1 If M K ≥ N , we could simply apply coordinative MIMO to achieve the maximum DoF of KN without any data cooperation. Gaussian with E[z k (z k ) H ] = I N . The MIMO channel output y k ∈ C N ×1 at MS k ∈ K is given by:
where H kn ∈ H N ×M is the MIMO complex fading coefficient (CSI) from BS n to MS k and H ⊂ C denotes the finite discrete CSI state space.
is constant within each frame and i.i.d. over scheduling frame t following a general distribution over
Assume rank(H kn (t)) = min(M, N ) with probability 1. The BSs do not have knowledge of the CSI distribution Pr{H kn }.
We assume that each MS has perfect knowledge of the CSI (perfect CSIR) but each BS only has imperfect knowledge of the CSI (imperfect CSIT) [9] , [10] . LetĤ kn ∈Ĥ N ×M denote the imperfect MIMO complex fading coefficient from BS n to MS k estimated (with error) at BS n, whereĤ ⊂ C denotes the finite discrete CSIT state space.
Assumption 2 (Imperfect CSIT Model): The imperfect CSITĤ kn is stochastically related to the actual CSI H kn via the CSIT error kernel Pr{Ĥ kn |H kn }. Assume rank(Ĥ kn ) = min(M, N ) with probability 1. The BSs do not have knowledge of the CSIT error kernel. We denote H = {H kn : k, n ∈ K} andĤ = {Ĥ kn : k, n ∈ K} as the global CSI and the global CSIT, respectively.
C. Bursty Source Model and Queue Dynamics
Let A(t) = {A k (t) : k ∈ K} be the random new arrivals (number of bits) to the K BSs at the end of frame t.
over frame t and follows a general distribution with the average arrival rate is
Let Q(t) = {Q k (t) : k ∈ K} ∈ Q denote the global QSI (number of bits) at the beginning of frame t, where Q is the state space for the global QSI. N Q denotes the buffer size. The queue dynamics of
is the goodput (number of bits successfully received) at MS k at frame t and will be given in (5) .
D. Power Consumption Model
At frame t, the total power consumption P k (t) of BS k ∈ K is contributed by the constant circuit power of the RF chains P cct and the transmit power of the power amplifier P tx k (t):
P cct is constant. P tx k (t) will be given in (6) .
III. PARTIAL COOPERATIVE MIMO AND DOF ANALYSIS
In this section, we propose a novel Partial Cooperative MIMO (Pco-MIMO) PHY scheme.
A. Partial Cooperative MIMO Scheme
As illustrated in Fig. 1 , the data streams to each MS k ∈ K are split into d (k,c) common streams and d (k,p) private streams. The common streams are shared through the backhaul and jointly transmitted by the K BSs, and hence, consume some backhaul capacity. The private streams are transmitted locally at each BS and no backhaul consumption is incurred. To fully eliminate interference using zero-forcing (ZF) precoder and decorrelator designs when the CSIT is perfect, we require the following feasibility constraints on
be the complex signal vector transmitted by BS k. Then, the complex signal vector transmitted by the K BSs is given by: (1,p) . . .
where
, and
In the following, we briefly present the ZF precoder and decorrelator designs for the Pco-MIMO under perfect CSIT, i.e.,Ĥ = H. For the details, please refer to [12] .
1) Precoder Design for Pco-MIMO: The joint ZF precoder B (n,c) ∈ C KM×d (n,c) at the K BSs for the common streams x (n,c) is designed to eliminate the interference term H k B (n,c) Σ (n,c) x (n,c) in (4) experienced by MS k = n. The ZF precoder B (1) (n,p) ∈ C M×dK,M,N at BS n for the first d K,M,N private streams x (1) (n,p) is designed to eliminate the interference term H kn B (1) (n,p) Σ (1) (n,p) x (1) (n,p) in (4) experienced by MS k = n. The precoder B (2) (n,p) ∈ C M×(d (n,p) −dK,M,N ) at BS n for the last d (n,p) − d K,M,N private streams x (2) (n,p) is chosen to maximize the SNR of for the remaining d (n,p) − d K,M,N private streams x (2) (n,p) of the MS n. , an increase of (K − 1)d compared with the Uco-MIMO [6] , [13] (applicable for K = 2 only). This increase is achieved at the cost of the backhaul consumption of (K − 1)d log 2 (SNR) (for each BS). By choosing d (k,c) = d = N − d K,M,N for all k ∈ K, the proposed Pco-MIMO scheme can achieve DoF(Pco-MIMO) = KN , which is the same as the full cooperative MIMO, but saves the backhaul consumption of (K − 1)(N − d) log 2 (SNR) = (K − 1)d K,M,N log 2 (SNR) ≥ 0 (for each BS) compared with the full cooperative MIMO.
C. System Goodput under Imperfect CSIT
When the CSIT is imperfect, the precoders at the BSs are designed according to imperfect CSITĤ instead of H. Thus, there will be residual interference due to the common streams and the first d K,M,N private streams for the other MSs even after the imperfect ZF precoding. Due to the imperfect CSIT, the mutual information (bit/s/Hz) of the i-th common stream and private stream C i (k,c) and C i (k,p) at MS k are unknown to the BSs, where C i (k,c) and C i (k,p) are given in [12] . Thus, there will be packet errors when the transmit data rate exceeds the mutual information. Let R (k,c) and R (k,p) be the scheduled data rate of the common streams and the private streams of BS k, respectively. The goodput U k at MS k (number of bits successfully received) in one frame is given by:
. The total transmit power of BS k is given by:
where P (n,c),k = d (n,c) i=1 P i (n,c) α i (n,k) denotes the transmit power at BS k for the common streams to MS n and α i (n,k) = M m=1 [B (n,c) ] ((k−1)M+m,i) 2 denotes the portion of power P i (n,c) for common stream x i (n,c) contributed by BS k. Note k∈K α i (n,k) = 1 for all i = 1, · · · , d (n,c) , n ∈ K.
IV. DELAY-OPTIMAL CROSS LAYER RESOURCE OPTIMIZATION
In this section, we formulate the delay-optimal control problem under average power and backhaul constraints.
A. Control Policy and Resource Constraints
Denote χ = {H, Q} as the global system state andχ = {Ĥ, Q} as the observed global system state. The complete system state is {χ,χ}. Based on the Pco-MIMO scheme, at the beginning of each frame, determine the transmit power and rate allocation based on the global observed system statê χ according to the following stationary control policy.
Definition 1 (Stationary Power and Rate Control Policy):
A stationary power and rate control policy Ω = {Ω P , Ω R } is a mapping from the observed stateχ to the power and rate allocation actions
The power allocation policy Ω P satisfies the per-BS average power consumption constraint:
for all k ∈ K, where E Ω indicates that the expectation is taken w.r.t. the measure induced by the policy Ω, P k (t) is the total power consumption of BS k at frame t given in (2) , and P 0 k denotes the maximum average power consumption. On the other hand, the rate allocation policy Ω R satisfies the average backhaul consumption constraint:
is the scheduled data rate for the common streams x (k,c) at frame t and R 0 (k,c) denotes the maximum average backhaul consumption.
B. Problem Formulation
For a given stationary control policy Ω, the induced random process {χ(t),χ(t)} is a controlled Markov chain. Given Ω, the average delay cost of MS k is given by:
for all ∀k ∈ K, where f (Q k ) is a monotonic increasing cost function of Q k . For example, when f (Q k ) = Q k /λ k , by Little's Law, T k (Ω) is the average delay of user k. When
is the probability that Q k exceeds Q 0 k for some reference Q 0 k ∈ {0, · · · , N Q }. For some positive constants β = {β k : k ∈ K}, define the average weighted sum delay cost under a stationary control policy Ω as T
.
Problem 1 (Delay-optimal Control Problem for Pco-MIMO):
min Ω T Ω β s.t. (7) and (8), ∀k ∈ K.
Remark 3 (Interpretation of Problem 1):
Since Ω is defined on the observed system stateχ instead of the complete system state {χ,χ}, Problem 1 belongs to constrained partially observed Markov decision process (CPOMDP) [15] .
V. GENERAL SOLUTION TO THE DELAY OPTIMAL PROBLEM
In this section, we derive an equivalent Bellman equation to simplify the CPOMDP problem.
We consider the dual problem of the CPOMDP in Problem 1. For any nonnegative Lagrange multipliers (LMs) γ = {γ (k,P ) , γ (k,C) ∈ R + : k ∈ K}, define the Lagrangian as c) ) . The associated dual problem of Problem 1 is given by
where the Lagrange dual function (unconstrained POMDP) is: (Ω, γ) . (11) We discuss the solution to the dual problem in (10) and the duality gap below.
While POMDP is a difficult problem in general, we utilize the i.i.d. property of the CSI to simplify the unconstrained POMDP in (11) . The optimal control policy Ω * , can be obtained by solving an equivalent optimality equation.
Theorem 2 (Equivalent Bellman Equation) : (a) For any given γ, the optimal control policy Ω * = (Ω * P , Ω * R ) for the unconstrained POMDP in (11) can be obtained by solving the following equivalent Bellman equation w.r.t. θ and {V ( Q)}: (12) where θ = G(γ) is the optimal average cost per stage and V (·) is the post-decision state potential function. Q is the post-decision state, Q = [ Q + A] NQ is the pre-decision state, and Q = (Q − U) + is the next post-decision state transited from Q, 3 is unique for allχ, then the deterministic policy Ω * is the optimal policy for the unconstrained POMDP in (11) . Problem 1 is not convex w.r.t. the control policy Ω. Lemma 1 (Zero Duality Gap): If the condition of Theorem 2 (b) holds, the duality gap is zero.
Therefore, the derived policy of the equivalent Bellman equation in (12) for dual optimal LMs γ * solves the CPOMDP (primal problem) in Problem 1.
Remark 4 (Discussions on Optimal Solution):
The bruteforce solution requires solving a large system of nonlinear fixed point equations in (12) . It has exponential complexity w.r.t. the number of MSs and requires centralized implementation and knowledge of system statistics.
VI. LOW COMPLEXITY DISTRIBUTED SOLUTION
In this section, we propose a low-complexity distributed solution. 3 The post-decision queue state Q is the queue state immediately after making an action but before new bits arrive [16, Chap. 3] . For example, suppose Q is the queue state at the beginning of the current frame (also called the pre-decision state). The post-decision state immediately after the action Ω(χ) = {P, R} is Q = Q − U + . The pre-decision queue state at the beginning of the next frame is given by Q = Q + A N Q .
A. Linear Approximation of System Potential Functions
To reduce computational complexity and facilitate distributed implementation, we first approximate the system postdecision state potential functions {V ( Q)} defined in (12) by the sum of the per-flow post-decision state potential functions {V k ( Q k )} for all k ∈ K below:
where {V k ( Q k )} is defined as the fixed point of the following per-flow fixed point equation: (12) and (14), respectively.
B. Distributed Online Learning of Potential Functions and LMs
Instead of computing the per-flow potential functions and LMs offline, we estimate them online distributively.
Algorithm 1: (Distributed Online Learning Algorithm for Per-Flow Potential Functions and LMs) At each frame t, let Q k , Q k andĤ be the observed post-decision QSI, pre-decision QSI and imperfect CSIT. Each BS k updates its per-flow potential functions and LMs according to:
, whereχ k = {Q k ,Ĥ} and U k is given by (5) We can show that Alg. 1 converges and is asymptotically optimal at small CSIT errors and P cct . For the details, please refer to Lemma 3 and Lemma 4 of [12] .
C. Distributed Online Power and Rate Control via Stochastic Partial Gradient Algorithm
Substituting (13) into Ω * (χ) in (b) of Theorem 2, we can obtain the control policyΩ * (χ) = arg min P,R hχ(P, R) under linear approximation in (13) by solving a per-stage optimization problem for everyχ [12] . hχ(P, R) is not differentiable due to the indicator functions. We first use the logistic function f η (x, y) = 
gχ k (P, R k , H, V k ) is given in [12] . The gradient ∂hχ(P,R) ∂a k cannot be calculated locally at each BS, as the second term is unknown to BS k under the distributed implementation requirement and the expectation E cannot be computed at BS k without knowledge of the CSIT error kernels under Assumption 2. We propose a distributed online stochastic partial gradient algorithm to obtain the power and rate control. 
where a k ∈ {P i (k,c) , P i (k,p) , R (k,c) , R (k,p) : ∀i} and {κ a (t)} is the step size sequence satisfying κ a (t) ≥ 0, t κ a (t) = ∞, t (κ a (t)) 2 < ∞.
We can show Alg. 2 converges and gives the asymptotically local optimal solution at small CSIT errors and P cct . For the details, please refer to Lemma 5 of [12] .
Remark 6 (Features of of Alg. 2): Alg. 2 requires local information at each BS, and hence, can be implemented distributively. Alg. 2 does not require the CSIT error kernel, and hence, is robust against uncertainty in the modeling. 
VII. SIMULATION AND DISCUSSION
In this section, we compare the performance of the proposed distributed solution with four baseline schemes, i.e., Baseline 1 (Coordinative MIMO) [1] , Baseline 2 (Uco-MIMO) [6] , Baseline 3 (Full Cooperative MIMO) [4] , and Baseline 4 (Channel-Aware Pco-MIMO), using numerical simulations. All the baseline schemes treat the imperfect CSIT as perfect information and maximize system throughput. Therefore, the resulting resource control designs are adaptive to the CSIT only, i.e., channel-aware. At each frame t, we assume the CSI H kn (t) is uniformly distributed over a state space H N ×M of size |H N ×M | = 20. We consider Poisson packet arrival with average arrival rate λ k (packet/s) and exponentially distributed random packet size with mean N k = 5Mbits for k ∈ {1, 2}. The buffer size N Q is 54Mbits. The scheduling frame duration τ is 5ms. The total BW is W = 10MHz. We consider the CSIT error model with CSIT error variance σ e = 0.15 [18] . We choose M = 3, N = 2, P 0 1 = P 0 2 , and C 0 1 = C 0 2 . d (k,c) = 1, d (k,p) = 1, f k (Q k ) = Q k , and β k = 1 for all k ∈ K. Fig. 2 and Fig. 3 illustrate the average delay per user versus the maximum transmit SNR P 0 k and the maximum backhaul consumption R 0 (k,c) , respectively. It can be observed that the proposed scheme has significant performance gain compared with all the baselines. Fig. 2 demonstrates the medium backhaul consumption regime, in which Baseline 3 outperforms Baseline 1, while full cooperative MIMO is not the best choice. Fig. 3 demonstrates the small backhaul consumption regime, in which Baseline 1 outperforms Baseline 3. The performance gain of Baseline 4 compared with Baseline 3 (in Fig. 2 ) and Baseline 1 (in Fig. 3) is contributed by the proposed flexible cooperation level adjustment according to the backhaul consumption requirement. In addition, the performance gain of the proposed solution compared with Baseline 4 in both figures is contributed by the careful delay-aware dynamic power and rate allocation with the consideration of the imperfect CSIT.
VIII. SUMMARY In this paper, we first propose a novel flexible Pco-MIMO PHY scheme. Based on this scheme, we formulate the delayoptimal control problem as an infinite horizon average cost CPOMDP. We obtain an equivalent Bellman equation to solve the CPOMDP and propose a low-complexity distributed solution. We prove the convergence and asymptotical optimality of the proposed solution.
