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Correlation functions of Yang-Mills theory in the Landau gauge are calculated from their equations
of motion. The employed setup is completely parameter free and leads, within errors, to good
quantitative agreement with corresponding lattice results for the ghost and gluon propagators as
well as the ghost-gluon and three-gluon vertices. Also the four-gluon vertex is calculated. The
present setup allows for the first time for a unique subtraction of quadratic divergences in the gluon
propagator Dyson-Schwinger equation. Thus, there are no ambiguities which can arise due to the
use of models or auxiliary workarounds. In addition, several self-tests of the results are described
that allow assessing the truncation error in a self-consistent way. This enables a new perspective on
how to identify limitations of the present setup and develop future improvements.
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I. INTRODUCTION
Quantum chromodynamics (QCD) describes the strongly
interacting part of the Standard Model and exhibits a
rich phenomenology. Describing it from first principles is
a challenge for contemporary physics. Functional meth-
ods are one possible approach for this. They are formu-
lated in terms of the correlation functions of quarks and
gluons and constitute a system of nonlinear equations.
To solve them, some form of approximation is required,
and often models are used to fill the gaps. This has led
to a successful description of many bound states and al-
lowed exploring the phase structure of QCD; see [1, 2] and
[3, 4] for reviews, respectively. In recent years, though,
some of these gaps have been closed, and a coherent pic-
ture is emerging of how functional equations can lead to
a self-contained description without any modeling. Thus,
it seems within reach to establish a direct link between
the QCD action and its phenomenology with functional
equations.
The aim of this work is to combine several of the recent
individual advances using equations of motion and pro-
vide a state-of-the-art solution for the correlation func-
tions of Yang-Mills theory. Understanding Yang-Mills
theory, which describes only the gluonic part of QCD, is
a cornerstone for the treatment of full QCD, but solv-
ing the corresponding functional equations faces a few
challenges which were overcome only recently. Some of
these challenges were of a technical nature which required
to adopt and develop the correspond tools. Others are
related to problems which can be alleviated by adjust-
ments of the employed models or other modifications of
the equations. However, for a self-contained calculation
this freedom is lost, as by definition no free parameters
are allowed. Consequently, these problems have to be
∗ markus.huber@physik.jlug.de
dealt with properly.
Functional equations are used with various gauges, but
here solely the Landau gauge is considered. It has many
advantageous features which make it a very convenient
choice. Propagators and vertices were calculated with
different types of functional equations using a variety
of different approximations. Other methods, like lat-
tice simulations or effective models, have been used as
well. However, to test the robustness and reliability of
the presented results, not only comparisons with other
methods will be performed, but also some self-tests. Such
tests are crucial to make the method independent from
the availability of other results. In addition to elucidat-
ing structures and mechanisms qualitatively, the method
then becomes also quantitatively predictive starting from
first principles.
The final test of results for gauge-dependent quantities
consists in calculating a gauge-invariant quantity. When,
as is the case here, no free parameters exist, the self-
consistency of the whole setup is decisive, as any in-
consistencies cannot be covered up anymore by tuning
a model. For Yang-Mills theory a natural, though not
an easy example for such a gauge-invariant quantity is
glueballs. While fore real glueballs the effects of quarks
still need to be added, we can for pure Yang-Mills theory
settle with a comparison to corresponding lattice calcu-
lations. The results presented here were used to this end
in Ref. [5] where the masses of scalar and pseudoscalar
glueballs were calculated. The good quantitative agree-
ment obtained is an important indication that the results
from the employed truncation have reached the necessary
quantitative precision, at least for this task.
The encouraging agreement with other methods and
the successful calculation of gauge-invariant quantities
should not hide the fact that there is still room for im-
provement. Having reached the present level of accuracy,
one should try to identify the remaining shortcomings as
a next step. They might be small, but depending on the
specific task, they might still play a relevant role. Thus,
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2it is important for the future improvement of truncations
to understand their sources and how to get rid of them.
In this respect, it should be stressed that qualitatively
this process is now different than in smaller truncations
because there are no ambiguities left. A prime example
of this are quadratic divergences which are discussed in
detail in Sec. IV. In the past, their removal in the gluon
propagator equation of motion had a quantitative influ-
ence on the result which made it difficult to disentangle
the effects of different parts of the truncation. Hence, us-
ing the present truncation as a starting point, the impact
of various improvements can be studied in a much clearer
way. To this end, detailed comparisons and analyses are
presented in Secs. V and VI.
The remainder of the paper is organized as follows.
Yang-Mills theory in the Landau gauge and the corre-
lation functions calculated in this work are introduced
in Sec. II. The employed functional equations are dis-
cussed in Sec. III including details on the truncation.
Their renormalization is explained in Sec. IV. Results are
presented in Sec. V and compared to results from other
methods in Sec. VI. Sec. VII contains a discussion of the
results and Sec. VIII the conclusions. Results for the
system using an alternative equation for the ghost-gluon
vertex, the renormalization procedure for the scaling case
and numerical details are deferred to appendices.
II. CORRELATION FUNCTIONS OF
YANG-MILLS THEORY
The Lagrangian density of Yang-Mills theory with the
gauge group SU(N) and the gauge fixed to linear covari-
ant gauges is1
LYM = 1
4
F rµνF
r
µν +
1
2ξ
(∂A)2 − c¯r∂µDrsµ cs, (1)
where the field strength tensor and the covariant deriva-
tive are given by
F rµν = ∂µA
r
ν − ∂νArµ − g frstAsµAtν , (2)
Drsµ = δ
rs∂µ + g f
rstAtµ. (3)
respectively. The gluon field A and the ghost (antighost)
field c (c¯) live in the adjoint representation. The funda-
mental generators obey the relations
[T r, T s] = ifrstT t, (4)
Tr{T rT s} = 1
2
δrs. (5)
A. Propagators
The gluon propagator is given by
Dabµν(p) = δ
abDµν(p) = δ
ab(DTµν(p) +D
L
µν(p)), (6)
1 The conventions in this paper follow those of Ref. [6].
DTµν(p) =
(
gµν − pµpν
p2
)
D(p2), D(p2) =
Z(p2)
p2
, (7)
DLµν(p) =
pµpν
p2
ξ
p2
. (8)
In the Landau gauge, the propagator is completely trans-
verse, viz., ξ = 0. The gluon propagator is then com-
pletely described by the scalar part D(p2) = Z(p2)/p2.
The propagator of the ghost field is
DabG (p) = −δab
G(p2)
p2
. (9)
B. Three-point functions
Landau gauge Yang-Mills theory has two three-point
functions, the ghost-gluon and the three-gluon vertex.
The former has two dressing functions, of which in Lan-
dau gauge only one is relevant. Thus, the vertex is writ-
ten as
ΓAc¯c,abc,Tµ (p2; p1, p2) = i g f
abcDAc¯c(p22; p
2
1, p
2
2)Pµν(p2)p1ν .
(10)
Note that although the transverse projector is put ex-
plicitly, this would not be necessary since the vertex is
always contracted with a transverse projector anyway.
The fields in the superscript indicate the order of the ar-
guments. Here and for other vertices, all momenta are
incoming. The bare vertex is
Γ(0),Ac¯c,abcµ (p2; p1, p2) = i g f
abcp1ν . (11)
The three-gluon vertex has 14 dressing functions of which
four are transverse:
Γabc,Tµνρ (p1, p2, p3) =
i g fabc
4∑
i=1
τ iµνρC
AAA,i(p21, p
2
2, p
2
3). (12)
The bare vertex is given by
Γ(0),abcµνρ (p1, p2, p3) =
− igfabc [(p1 − p2)ρδµν + (p2 − p3)µδνρ + (p3 − p1)νδµρ] .
(13)
In the following, only a dressing function
CAAA(p21, p
2
2, p
2
3) of the tree-level tensor is consid-
ered, viz., for the full vertex
Γabcµνρ(p1, p2, p3) = C
AAA(p21, p
2
2, p
2
3)Γ
(0),abc
µνρ (p1, p2, p3)
(14)
is used.
The color structure employed for these vertices is fixed to
the antisymmetric structure constant fabc. In principle,
SU(N) also has the symmetric structure constant dabc for
3FIG. 1. Kinematic regions for the S3 doublet of three-point functions (left) and the S4 doublet of four-point functions (right);
see [7] and [8], respectively, for more details. Kinematic points of interest for three-point functions are the symmetric point
p21 = p
2
2 = p
2
3, the lines of two equal momentum squares p
2
i = p
2
j , the lines of orthogonal momenta pi · pj = 0, and the points of
one vanishing momentum p2i = 0. Similar points exist for four-point functions with k = p1 + p2, p = p2 + p3, and q = p3 + p1.
N > 2. However, due to the charge invariance of QCD,
only the totally antisymmetric fabc is allowed [9, 10].
Three-point functions depend on two independent mo-
menta from which three kinematic variables can be con-
structed. A typical choice are two momentum squares
and an angle. However, to exploit potential symmetry
properties of the vertices and for reasons of technical
simplifications, another set motivated by the symmetry
properties of the S3 permutation group is used here [7].
This basis makes the Bose symmetry of the three-gluon
vertex manifest, but it is also useful for the ghost-gluon
vertex which lacks this symmetry. From the three mo-
menta p1, p2, p3, one constructs the following variables
[7] which are a singlet (S0) and a doublet (a, s) under
the permutation group S3:
S0 =
p21 + p
2
2 + p
2
3
6
, (15)
a =
√
3
p22 − p21
p21 + p
2
2 + p
2
3
, (16)
s =
p21 + p
2
2 − 2p23
p21 + p
2
2 + p
2
3
. (17)
S0 can take all positive values and a and s are restricted
to a unit disk, a2 + s2 ≤ 1; see the left plot of Fig. 1.
Computationally, it is thus advantageous to use radial
coordinates for a and s,
a = ρ cos η, s = ρ sin η (18)
ρ =
√
a2 + s2, η = arctan
s
a
. (19)
For clarity, the arguments of the dressing functions will
be given in the following by the momenta and not the
actually used kinematic variables. The inverse transfor-
mation is
p21 = S0(2−
√
3a+ s), (20)
p22 = S0(2 +
√
3a+ s), (21)
p23 = −2S0(s− 1). (22)
C. Four-point functions
Finally, the four-gluon vertex has to be discussed. It has
136 tensors in Lorentz space, 41 of which are transverse
[8]. In color space, there are nine independent tensors
for general SU(N). They are obtained from the 15 pos-
sible combinations of Kronecker deltas and the symmet-
ric and antisymmetric structure constants. Only nine of
them are linearly independent as can be seen from vari-
ous identities like the Jacobi identity listed in Ref. [11].
This number reduces to eight for SU(3) due to an ad-
ditional identity [11] and to three for SU(2) due to the
absence of the symmetric structure constant. However,
for SU(3), only five color tensors are required since the
other three decouple [12, 13]. The tree-level four-gluon
vertex reads
Γ(0),abcdµνρσ (p1, p2, p3, p4) =
− g2
[ (
facn
′
f bdn
′ − fadn′f cbn′
)
δµνδρσ
+
(
fabn
′
f cdn
′ − fadn′f bcn′
)
δµρδνσ
+
(
facn
′
fdbn
′ − fabn′f cdn′
)
δµσδρν
]
. (23)
4For the full vertex only a dressing function
FAAAA(p1, p2, p3, p4) of the tree-level tensor is taken
into account:
Γabcd,Tµνρσ (p1, p2, p3, p4) =
FAAAA(p1, p2, p3, p4)Γ
(0),abcd
µνρσ (p1, p2, p3, p4). (24)
The dressing function FAAAA(p1, p2, p3, p4) depends on
three independent momenta out of which six variables
can be formed. They can be organized according to the
S4 permutation group into a singlet, a doublet, and a
triplet [8]. From the three independent momenta p1, p2,
and p3, the following momentum combinations are con-
structed:
k = p1 + p2, p = p2 + p3, q = p3 + p1. (25)
The momentum squares k2, p2 and q2 are used together
with the scalar products between different momenta,
ω1 = q · k, ω2 = p · k, ω3 = p · q, (26)
to define the singlet variable2
S0 =
p2 + q2 + k2
4
, (27)
the doublet variables
a =
√
3
q2 − p2
p2 + q2 + k2
, s =
p2 + q2 − 2k2
p2 + q2 + k2
, (28)
and the triplet variables
u = −2ω1 + ω2 + ω3
p2 + q2 + k2
, (29)
v = −
√
2
ω1 + ω2 − 3ω3
p2 + q2 + k2
, (30)
w =
√
6
ω1 − ω2
p2 + q2 + k2
. (31)
The doublet variables are similar to the case of three-
point functions, except that a and s are restricted to the
interior of a triangle [8]; see the right plot of Fig. 1. Also,
in this case, a and s are expressed via radial coordinates,
a = ρ(η) sin η, s = −ρ(η) cos η,
ρ(η) =
√
a2 + s2, η = arctan
a
−s . (32)
For symmetry reasons, the angle η is measured from the
negative s-axis and not the a-axis as for the three-point
functions. The different shape of the domain of a and s
2 Due to the structural similarities to the case of three-point func-
tions, the same variable names are used. It is always clear from
the context, which case is meant.
is encoded in an angular dependence of the radial coor-
dinate ρ(η). It is convenient to rescale it to the interval
[0, 1] as
ρˆ(η) =
ρ(η)
ρmax(η)
(33)
where ρmax is given by
ρmax(η) =
1
sin
(
η + pi6
(
1− 4 ⌊ 3η2pi ⌋)) . (34)
b·c denotes the floor function.
The dependence of the four-gluon vertex on six kinematic
variables is slowing down calculations considerably. As
an approximation, only the singlet and doublet are taken
into account here by setting ω1 = ω2 = ω3 = 0. This
entails p21 = p
2
2 = p
2
3 = p
2
4 = S0. A nontrivial angular
dependence enters via the doublet variables
p1 · p2 = k
2 − p2 − q2
4
,
p2 · p3 = p
2 − q2 − k2
4
,
p1 · p3 = q
2 − k2 − p2
4
. (35)
Even with this approximation, the calculation of the four-
gluon vertex dominates the computing time.
III. EQUATIONS OF MOTION
In this section, the equations of motion from the one-
particle irreducible (1PI) effective action, the Dyson-
Schwinger equations, and from higher nPI effective ac-
tions, which will be used to calculate propagators and
vertices, are discussed. For simplicity, we refer with
nPI effective action always to higher nPI effective ac-
tions with n > 1 and denote their equations of motion
as EOMs, while the ones from the 1PI effective action
are denoted by DSEs. The equations of both cases are
similar and can be treated numerically with the same
methods. A difference consists in the structures of the
complete systems of equations: DSEs form an infinite set
of equations of finite size, while nPI effective actions lead
to a finite number of equations with (possibly) infinitely
many terms. Such differences become important when
considering how to truncate the equations. For more de-
tails beyond the short overview presented here, see, e.g.,
[6, 14–18].
After a general discussion of the equations, the specific
equations for the two-, three- and four-point functions
are presented and how they are truncated.
A. Dyson-Schwinger equations
The 1PI effective action Γ[Φ] depends on the classical
fields only. In the shorthand notation employed here, Φ is
5the classical superfield that represents all fields, i.e., Φ =
{A, c¯, c}. It is related to the underlying action S[φ] via a
Legendre transformation of the generating functional of
connected correlation functions W [J ], depending on the
corresponding sources J of the quantum fields φ, with
Φ = δW/δJ = 〈φ〉J ,
Γ[Φ] = −W [J ] + ΦiJi, (36)
Z[J ] =
∫
D[φ]e−S[φ]+φiJi = eW [J]. (37)
Summation as well as integration over repeated in-
dices, which represent field-types and all internal and
space/momentum variables, are understood. DSEs can
be derived from the invariance of the path integral un-
der translations of the fields which lead to (see, e.g.,
[6, 14, 15, 17] for details)
δΓ[Φ]
δΦi
=
δS[φ]
δφi
∣∣∣∣∣
φi=Φi+D
ij
J δ/δΦj
. (38)
The field-dependent (as indicated by the index J) prop-
agator DijJ is given by
DijJ :=
δW [J ]
δJiδJj
=
[(
δ2Γ
δΦ2
)−1]ij
. (39)
The physical propagators are obtained by setting the
sources to zero, D = DJ=0. From the master equation
Eq. (38), DSEs for all correlation functions can be de-
rived by differentiating with respect to the appropriate
fields and setting the sources J to zero. This leads to
infinitely many coupled equations. The equation for an
n-point function does not only depend on lower corre-
lation functions but also on (n + 1)- and, due to the
presence of a four-point function in the action, possibly
on (n + 2)-point functions. However, each equation has
a finite number of terms, as can be directly inferred from
Eq. (38) and the fact that the bare action S[φ] has a
finite number of terms.
For the actual derivation of the equations employed here,
the Mathematica [19] package DoFun [17, 20, 21] is used.
The resulting expressions are optimized for numerical use
with FORM [22–26] and exported to C++ code using
CrasyDSE [27], which is also used for solving the equa-
tions numerically.
B. Equations of motion from nPI effective actions
The 1PI effective action is formulated as an expansion
in the classical field Φ with the fully dressed 1PI cor-
relation functions of the theory, denoted by Γ(i), as ex-
pansion coefficients. nPI effective actions differ insofar
as propagators and vertices up to order n are treated on
the same footing as the fields and are taken into account
via additional Legendre transformations. Vertices with
i > n only appear bare. In analogy to the field variable,
additional sources R(i), 2 ≤ i ≤ n, are introduced,
eW [J,R
(2),R(3),...] = Z[J,R(2), R(3), . . .]
=
∫
D[φ]e−S+φiJi+
1
2R
(2)
ij φiφj+
1
3!R
(3)
ijkφiφjφk+.... (40)
The nPI effective action is then obtained from corre-
sponding Legendre transformations and depends in ad-
dition to the classic field Φ also on the propagator D and
potentially vertices Γ(i),
Γ[Φ, D,Γ(3), . . .] =
−W + δW
δJi
Ji +
δW
δR
(2)
ij
R
(2)
ij +
δW
δR
(3)
ijk
R
(3)
ijk + . . . , (41)
where arguments have been suppressed on the right-hand
side. Differentiating the effective action and setting all
sources to zero leads to stationarity conditions which cor-
respond to the EOMs,
δΓ[Φ, D,Γ(3), . . .]
δΦi
= 0,
δΓ[Φ, D,Γ(3), . . .]
δDij
= 0,
δΓ[Φ, D,Γ(3), . . .]
δΓ
(3)
ijk
= 0, . . . (42)
There are as many equations as there are Legendre trans-
formations with respect to sources J and R(i). In con-
tradistinction to DSEs, these equations have infinitely
many terms. In practice, a loop expansion of the nPI
effective action is performed. Truncating it renders the
numbers of terms finite. In addition, using the EOMs of
higher correlation functions, cancellations in an equation
can be realized [16, 18] that lead to simplifications. An
nPI effective action for Yang-Mills3 theory can be written
as
3 Due to the same structure of quark-gluon and ghost-gluon inter-
actions, one can directly extend this to QCD by replicating the
ghost terms.
6Γ0,3l[Φ, D,Γ(3)] = 18 +
1
6 +
1
48 +
1
8
−
− 112Γint,3l[D,Γ(3)] = +12 + 124 −13 −14
FIG. 2. Γ0[Φ, D,Γ(3)] and Γint[D,Γ(3)] of the 3PI effective action truncated to three loops (as indicated by the superscript 3l).
Here and in other figures, internal propagators are dressed, black disks denote dressed vertices, dots bare vertices, wiggly lines
gluons, and dashed lines ghosts.
Γ[Φ, D,Γ(3), . . .] = S[Φ] +
1
2
ln
[
DAAii
]−1 − ln [Dc¯cii ]−1 + 12SAAij [Φ]DAAij − S c¯cij [Φ]Dc¯cij − Γ˜[Φ, D,Γ(3), . . .], (43)
Γ˜[Φ, D,Γ(3), . . .] = Γ0[Φ, D,Γ(3), . . .] + Γint[D,Γ(3), . . .]. (44)
Sij is the field-dependent inverse bare propagator, de-
fined as
SAAij =
δ2S[Φ]
δAiδAj
, (45a)
S c¯cij =
δ2S[Φ]
δciδc¯j
. (45b)
For the full propagators Dij , their field content was made
explicit with the superscripts. Γ˜ is split into parts with
(Γint) and without (Γ0) bare vertices. Here, we will con-
sider the 3PI effective action at three-loop level which is
required for a self-consistent truncation including three-
point functions. The corresponding Γ˜ is given in Fig.
2.
The structures of the EOMs in Eq. (42) are, for the three-
loop truncation employed here, very similar to those
of DSEs. Thus, it is straightforward to modify the
DSE expressions within DoFun and calculate them with
CrasyDSE as well.
C. Equations for two-, three-, and four-point
functions and their truncations
The truncation of a system of DSEs specifies how to re-
duce the infinite system of equations to a finite set of
equations. This can be done by setting certain correlation
functions to zero or by providing models for them. Also
EOMs can be truncated in this way, but nPI effective ac-
tions offer a more systematic way via a loop expansion.
One then obtains a concrete form for the nPI effective
action from which all EOMs are derived. Changing the
truncation leads then to consistent changes in all EOMs
and manifests the relation between different terms. Here,
−1
=
−1
−12 −12
+ −16 −12
−1
=
−1 −
FIG. 3. The gluon (top) and ghost (bottom) propagator
DSEs. In the former, the loop diagrams are referred to as
tadpole, gluon loop, ghost loop, sunset, and squint diagrams.
we will discuss truncations of DSEs and EOMs and de-
scribe the system of equations that was used for the cal-
culations. It should be noted that for the self-consistent
treatment of an m-point function, an l-loop expansion of
the nPI effective action with l ≥ n (and trivially m ≥ n)
is needed.
The goal is to calculate all primitively divergent correla-
tion functions of Yang-Mills theory: the gluon and ghost
propagators, the ghost-gluon vertex, the three-gluon ver-
tex, and the four-gluon vertex. The lowest nonprimi-
tive ones, the two-gluon-two-ghost and four-ghost ver-
tices, were analyzed in Refs. [13, 28]. Within a kinematic
approximation, their impact on the DSEs of primitively
divergent correlation functions was found to be negligible
[13]. Thus, they are neglected here as are five- and higher
n-point functions. In the following, the equations for in-
dividual correlation functions and details of the employed
truncations are discussed.
The simplest equation is that for the ghost propagator.
Its full DSE is depicted in Fig. 3. For nPI effective
actions with n ≥ 3, some diagrams in the corresponding
7EOM can be summed up such that the EOM equals the
DSE [16, 18]. In all calculations, the full ghost DSE is
used.
Also for the gluon propagator resummations can be per-
formed and its EOM looks similar to the DSE. The latter
is depicted in Fig. 3. The EOM from an nPI effective
action with n ≥ 4 has the same form [18]. For the three-
loop truncated 3PI effective action, the only difference is
the replacement of the dressed four-gluon vertex in the
sunset diagram by a bare one. Although within a certain
approximation [29] or for three-dimensional Yang-Mills
theory [30] it was found that the sunset is subleading in
the gluon propagator DSE, this is not the case here. On
the contrary, it is found that a dressed vertex is required
for the stability of the solution. It should be stressed,
though, that this statement is made within the given
truncation. If the truncation was changed, for exam-
ple, by including all tensors of the three-gluon vertex,
this would need to be tested again. For now, the dressed
four-gluon vertex is always included in the calculations.
The inclusion of two-loop diagrams in the calculation of
the gluon propagator DSE goes beyond most previous
calculations with a few exceptions, e.g., [13, 29–32]. It is
also noteworthy that in a perturbative treatment of the
Curci-Ferrari model, where the gluon mass is treated as
an effective parameter, the two-loop contributions lead
to a considerable improvement compared to the one-loop
order [33]. In summary, at the two-point level, all equa-
tions are untruncated DSEs and thus exact.
The complete DSE of the three-gluon vertex, depicted
in Fig. 4, contains 14 diagrams. At leading order of
perturbation theory, only five of the one-loop diagrams
contribute, while the sixth one-loop diagram, the ghost
swordfish diagram, is perturbatively suppressed by g2,
because the two-ghost-two-gluon vertex starts at order
g4 and not g2 as the four-gluon vertex. As mentioned
above, it is neglected here due to the negligible impact
it has also nonperturbatively [13] and for simplicity this
truncated equation is called one-loop truncated DSE. Be-
fore the question of the impact of the nonperturbative
two-loop diagrams is discussed, we compare the one-loop
truncated DSE to the EOM of the three-loop truncated
3PI effective action which is also depicted in Fig. 4.
This equation is very similar to the one-loop truncated
DSE (without ghost swordfish) with the difference that
all three-/four-point functions are dressed/bare. Obvi-
ously, the one-loop truncated DSE is not Bose symmet-
ric, while the EOM is. This can be remedied for the DSE
by symmetrizing the result [7, 34]; see also Appendix C.
However, it is convenient to symmetrize the result from
the EOM as well to cancel subleading numeric effects
arising from having to make a specific choice for the legs
with momenta p1 and p2. Despite the similarities of the
equations, we will see below that they yield very different
results and the EOM result is closer to the result from
the DSE with two-loop diagrams included.
The calculation of two-loop diagrams of three-point func-
tions is complicated. To assess their importance, they
were calculated within a one-momentum approximation.
The diagrams with the two-ghost-two-gluon and five-
gluon vertices were not included. From previous calcu-
lations using one-loop truncations, it is known that the
leading kinematic dependence comes from the momen-
tum scale [7, 34, 35]. When using the S3 variables, this
is reflected in the dependence on the singlet S0 and only
a small dependence on the doublet variables a and s. In
the left plot of Fig. 5, this dependence is shown via the
small band. Thus, neglecting the angular dependence of
the vertex should provide a reasonable first guess to test
the impact of two-loop diagrams and simplifies the cal-
culation. Still, the computational cost increases consid-
erably compared to a one-loop truncation, because seven
instead of three integrations have to be performed nu-
merically.
In the right plot of Fig. 5, results for the three-gluon
vertex from different equations and truncations are com-
pared: from its DSE including two-loop diagrams and
the EOM of the three-loop truncated 3PI effective ac-
tion. Since the former was evaluated using a kinematic
approximation, the EOM was evaluated with and with-
out the same approximation to confirm how small the
effect of it is. The equations were solved for a fixed in-
put, for which a solution of the full system of equations
was used. It would be interesting to compare these solu-
tions to those of the one-loop truncated DSE. However,
with the given input, no solution is obtained in that case
because the gluon triangle is too strong compared to the
swordfish diagrams and the three-gluon vertex equation
diverges. This imbalance depends on the details of the
input and the situation can be different for variations of
it. In this respect, it is also important that no RG im-
provement terms are included for the bare vertices. Such
terms were found to have a substantial impact on the
solution by shifting the zero crossing to lower momenta
[7, 34]. Conversely, without RG improvement terms, the
zero crossing is at scales above 1 GeV which makes such
solutions very different to the ones shown in Fig. 5. For
the EOM setup, solutions with and without the same
kinematic approximation that was used for the two-loop
DSE are shown, but the difference is marginal. The so-
lution of the two-loop DSE is very similar to that of the
EOM, with small differences around 2 GeV and below.
Within errors, both results agree with lattice results.
Thus, since it is much easier to evaluate and one does
not need to resort to kinematic approximations, for the
three-gluon vertex the EOM is used instead of the DSE.
The ghost-gluon vertex has two different DSEs that are
distinguished by the leg attached to the bare vertex. For
a detailed discussion of the differences, see Refs. [6, 30].
In Fig. 6, the DSE with the ghost leg attached to the
bare vertex and the EOM of the three-loop expanded
3PI effective action are shown. The DSE where the gluon
leg is connected to the bare vertex in the diagrams con-
tains two-loop diagrams. It is not only more difficult to
calculate, one would also need the two-ghost-two-gluon
and the two-ghost-three-gluon vertices which we do not
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FIG. 4. DSE (top) and EOM from the three-loop expanded 3PI effective action (bottom) for the three-gluon vertex. The dots
represent discarded higher loop contributions in the EOM from the 3PI effective action.
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For the EOM, results with and without angular approximation are shown.
include here. The other DSE consists only of one-loop
diagrams but also contains the two-ghost-two-gluon ver-
tex. However, the influence of this diagram was found to
be very small at least under certain approximations for
the four-point vertex [13]. One can compare this trunca-
tion to the EOM of the three-loop truncated 3PI effective
action, also shown in Fig. 6. It looks very similar to the
truncated DSE with the exception that all vertices are
dressed. By comparing results from both equations, one
can get an estimate of the truncation error. In the fol-
lowing, for consistency with the three-gluon vertex, the
EOM is used. The effect of using the DSE instead is
discussed in Appendix A. In summary, the vertex itself
still depends on the choice of truncation, but the other
correlation functions are hardly affected.
The DSE for the four-gluon vertex truncated at one-loop
level is depicted in Fig. 7. For the calculations, these
diagrams without the ghost triangle, the impact of which
was found to be small [13], are used. The four external
legs lead to a proliferation of combinatoric possibilities
of diagrams. However, when solving the equation, each
diagram type is calculated only once. From this result,
the permutated diagrams can be obtained; see Ref. [36]
and Appendix C for details. The EOM from the four-
loop expanded 4PI effective action looks very similar to
the one-loop part of the DSE but with all vertices dressed
and an additional diagram type, a swordfish with two
two-ghost-two-gluon vertices.
IV. RENORMALIZATION
Due to their nonperturbative nature, the renormaliza-
tion of DSEs can be an intricate issue. In particu-
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FIG. 6. DSE (top) and EOM from the three-loop expanded
3PI effective action (bottom) for the ghost-gluon vertex. For
the former, the equation with the bare vertex connected to
the ghost leg is shown. The triangle diagram with/without
the three-gluon vertex is called non-Abelian/Abelian diagram
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FIG. 7. The one-loop truncated four-gluon vertex DSE.
lar, when several correlation functions are involved, this
problem becomes severe. Also, perturbative resumma-
tion is closely related to a proper renormalization. This
becomes apparent when tracing the origins of different
contributions to the perturbative series of the one-loop
resummed expression. To illustrate this, let us consider
the perturbative, one-loop resummed expression
(
1 + g2β0 ln
p2
µ2
)γ
= 1 + γβ0g
2 ln
p2
µ2
+
1
2
γ(γ − 1) (β0g2)2 ln2 p2
µ2
+O(g6). (46)
β0 is the first coefficient of the beta function and γ the
anomalous dimension, e.g., for the gluon. The contribu-
tion proportional to g2 ln p2/µ2 comes directly from the
one-loop diagrams. The higher order terms, however,
are combinations from different sources. In Ref. [6], it
was shown explicitly for φ3 theory how the terms of or-
der g4 ln2 p2/µ2 are a combination of two-loop contribu-
tions and one-loop contributions including counterterms.
The same happens for QCD and the employed trunca-
tion needs to fulfill certain criteria to be able to recover
the one-loop resummation. In particular, renormaliza-
tion needs to be done properly, as the counterterms con-
tribute directly via the renormalization constants. Thus,
a naive two-loop calculation alone is not sufficient, be-
cause also the renormalization constants in front of the
one-loop diagrams are crucial. A consistent inclusion of
two-loop diagrams in the gluon propagator DSE respect-
ing this was realized for the first time in Ref. [13]. The
calculation of the renormalization constants will be ex-
plained later.
In most previous calculations, the lack of perturbative
self-consistency leads to problems with regard to the re-
summed perturbative behavior. This problem is not spe-
cific to Yang-Mills theory but applies to full QCD as well.
Despite variations in the reasoning, all workarounds led
to the introduction of artificial terms in the equations.
For example, the momentum-independent renormaliza-
tion constant can be replaced by a momentum-dependent
function, e.g., [7, 34, 36–40], or vertex models can be
modified appropriately to cancel the renormalization con-
stants and correct the anomalous dimensions, e.g., [41–
43]. In both cases, one gets rid of the cutoff-dependent
renormalization constants in a way that the RG behavior
of the equation is respected. However, there is always a
model-dependent aspect to this which one would like to
overcome if one aims at quantitative predictive power.
For the Yang-Mills propagators, it was demonstrated in
Ref. [13] how this is achieved. Here, it is extended to
all other primitively divergent correlation functions. The
crucial ingredient is the interplay of renormalization and
higher-loop contributions, see Ref. [6] for details.
We start the discussion of renormalization with the sim-
plest equation, the ghost propagator DSE. Its renormal-
ization is realized via subtraction at vanishing momen-
tum,
G(x)−1 = Z˜3 + ΣG(x) = G(0)−1 + ΣG(x)− ΣG(0),
(47)
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where ΣG is the ghost self-energy, Z˜3 the ghost wave
function renormalization constant, and x = p2. G(0)
can be varied to obtain different solutions [44]. In con-
trast, in functional renormalization group (FRG) cal-
culations the initial conditions for the gluon propaga-
tor can be varied to achieve the same effect [45]. For
G(0) → ∞, the so-called scaling solution is obtained
[37, 46–49] for which the dressing functions obey power
laws. The corresponding exponents are related to each
other [47, 48, 50, 51], unique [52–56] and can be cal-
culated analytically in terms of κ = 0.595 [47, 48]. The
qualitative behavior, including the scaling relation for the
propagators, is in agreement with the Gribov-Zwanziger
picture [57–60] which describes the effect of the Gribov
problem on correlation functions. Although originally
analyzed in a semiperturbative way, this can be general-
ized to a fully nonperturbative analysis [61–63]. Choos-
ing a finite value of G(0), a family of so-called decou-
pling solutions is obtained. Their characteristic feature
is an infrared (IR) finite gluon propagator [44, 53, 64–73].
All other dressing functions are IR finite or logarithmi-
cally divergent. This can be shown analytically [53, 55]
but was also seen in various numerical calculations, e.g.,
[7, 34–36, 39, 45, 74–76]. The decoupling type of solutions
can be accommodated in the Gribov-Zwanziger picture
by taking into account certain condensates [69, 77, 78].
In addition, the finite value of the gluon propagator at
zero momentum has motivated effective descriptions of
correlation functions using massive extensions of Yang-
Mills theory [33, 79–86], e.g., based on the Curci-Ferrari
model [79–82, 87].
The origin of different solutions has been attributed to
the Gribov problem which refers to the fact that the per-
turbative definition of the Landau gauge is only an in-
complete gauge fixing [57, 88, 89]. Indeed, lattice calcu-
lations have seen variations of the correlation functions
depending on the details of the employed gauge fixing al-
gorithm [90–98]. However, a one-to-one correspondence
between functional and lattice prescriptions has not been
found yet; see, e.g. [98, 99]. Here, the space of solu-
tions is scanned by varying G(0). The scaling solution
corresponds to the limit of an infinite gluon mass with
G(0) → ∞. Lowering G(0), also the gluon mass de-
creases. As discussed in detail in Ref. [45], there is a
critical value which separates solutions into confined and
Higgs-type classes. The former class is characterized by
a maximum in the gluon propagator at nonvanishing mo-
menta. For the Higgs-type solutions, the maximum is at
zero. The existence of a maximum at nonvanishing mo-
menta does not only lead to positivity violation of the
propagator [15], it also reduces the spectral dimension,
viz., the dimension felt by the propagator [100], from four
to one. The calculations in this work span solutions from
scaling to the boundary of the Higgs branch.
The gluon propagator is renormalized via momentum
subtraction as well. However, there is an additional com-
plication that haunted calculations of the gluon propaga-
tor for a long time, namely, the appearance of quadratic
divergences; see, e.g., [32, 37–39, 101–105]. Their ori-
gin lies in the breaking of gauge covariance by the reg-
ularization procedure. Methods to subtract these diver-
gences are either limited in their practical applicability,
for instance, because they require an exact knowledge of
the vertices, or they introduce a new parameter. For an
overview, see Ref. [105]. The new parameter is a manifes-
tation of the fact that the regularization scheme breaks
gauge covariance. Consequently, a counterterm for the
gluon mass is no longer forbidden and can be used to
renormalize the quadratic divergence [106]. However, the
corresponding renormalization condition is not fixed and
one would expect that results depend on what value one
chooses. Indeed, calculations performed up to now using
this renormalization scheme [13, 32, 107] saw such a be-
havior. The dependence on this parameter is also studied
within the present truncation scheme in Sec. V E 2.
The gluon propagator renormalization is realized as fol-
lows [6, 32]. We write the renormalized gluon propagator
DSE as
Z−1(x) = Z3 + ΣZ(x)− Csub
x
, (48)
where ΣZ is the self-energy, Z3 the gluon wave function
renormalization constant and Csub the renormalization
constant for the quadratic divergences. One can de-
termine the renormalization constant Z3 in a standard
MOM scheme by choosing a fixed value for Z(xs),
Z3 = Z
−1(xs)− ΣZ(xs) + Csub
xs
. (49)
The term Csub is determined by demanding that the
propagator D(x) = Z(x)/x has a fixed value at xm,
Csub =
xmxs
xs − xm (ΣZ(xm)− ΣZ(xs))
+
xmxs
xs − xmZ
−1(xs)− xs
xs − xmD
−1(xm). (50)
In summary, we need to specify the renormalization con-
ditions D(xm) and Z(xs) with their corresponding renor-
malization points xm and xs, respectively. In practical
calculations, it turns out to be most convenient to choose
xm at the lowest calculated point and xs in the pertur-
bative regime. It should be noted that D(xm) has a mass
dimension of −2. The influence of choosing different val-
ues for D(xm) is discussed in Sec. V E 2.
For the scaling solution, the gluon propagator does not
approach a fixed value at zero momentum but vanishes
as D(x) = dglx
δgl−1. Thus, one cannot choose D(xm)
freely. On the other hand, it is known that on the right-
hand side of the gluon propagator DSE, the ghost loop
is responsible for the IR suppression [37, 46]. This does
not change when two-loop diagrams are included [51–55]
and leads to an analytic result for the IR fixed point of
the MiniMOM coupling, given by
αMM(p
2) = α(µ2)G2(p2)Z(p2), (51)
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by comparing the IR dominant diagrams of the ghost and
gluon propagator DSEs [37, 46–48]. Via this relation,
the value for D(xm) can be determined from the ghost
dressing function as explained in Appendix B.
The renormalization of the ghost-gluon vertex is triv-
ial, as it is finite in Landau gauge [108]. Numerically,
it turned out to be advantageous to increase the inter-
nally used cutoff for the vertex compared to the divergent
quantities. This reduces subleading cutoff dependencies
which cannot be absorbed in the renormalization process
as for other divergent quantities.
The employed renormalization scheme corresponds to the
MiniMOM [37, 109] or Taylor scheme [110] supplemented
by the second renormalization condition for the gluon
propagator. This scheme fixes all the renormalization
constants via momentum subtraction for the propaga-
tors and a minimal subtraction for the ghost-gluon ver-
tex. Due to the finiteness of this vertex in the Landau
gauge [108], its renormalization constant is Z˜1 = 1. The
three- and four-gluon vertex renormalization constants,
in turn, are fixed by Slavnov-Taylor identities (STIs).
Alternatively, one could use any other vertex instead
of the ghost-gluon vertex to define a scheme; see, e.g.,
Refs. [111, 112]. Since the STIs are a consequence of
the gauge invariance of the path integral, they are modi-
fied by the presence of the ultraviolet (UV) cutoff in the
numerical calculations. Thus, the original STIs relat-
ing the renormalization constants of the three-gluon and
four-gluon vertices with those of the propagators and the
ghost-gluon vertex,
Z1 = Z˜1
Z3
Z˜3
and Z4 = Z˜1
Z3
Z˜23
, (52)
respectively, are only fulfilled approximately and they
are not used for the renormalization of the respective
vertices. Instead, a momentum-dependent form of the
STIs is used which contains the longitudinal pieces of the
vertices; see also Ref. [45] for more details. Working in
Landau gauge, the longitudinal pieces are not calculated
here. The crucial point is that in the perturbative regime
the longitudinal and transverse pieces agree.4 Thus, one
concludes from the STIs that the couplings of all vertices
as calculated from their transverse parts must agree for
high momenta. These running couplings are defined as
follows [7, 50, 113]:
αghg(p
2) = α(µ2)
(
DAc¯c(p2)
)2
G2(p2)Z(p2), (53a)
α3g(p
2) = α(µ2)
(
CAAA(p2)
)2
Z3(p2), (53b)
α4g(p
2) = α(µ2)FAAAA(p2)Z2(p2). (53c)
The vertex dressing functions are taken at the symmetric
4 For a detailed discussion on possibilities how to separate the
longitudinal and transverse parts, see Ref. [8].
points.5 The perturbative equivalence of the couplings is
then used to calculate a renormalization condition for the
vertices from
CAAA(p2r) = D
Ac¯c(p2r)
G(p2r)
Z(p2r)
,
FAAAA(p2r) =
(
DAc¯c(p2r)
)2 G2(p2r)
Z(p2r)
. (54)
Note that this only ensures that the couplings agree at
the renormalization point pr. Agreement over a wide
range of momenta, as demanded by the STIs, is not guar-
anteed. This will be discussed further in Sec. V E 1.
The renormalization constants also appear in loop dia-
grams that feature bare vertices. In calculations using
models for dressed vertices, they are often absorbed in
the models which thus become cutoff dependent; see the
discussion above. In the absence of such models as here,
it is important to include the renormalization constants
properly, as this is also important for the correct pertur-
bative resummation of diagrams. For the renormalization
constants in the loop diagrams the values obtained from
the STIs were used. In the iterative process, the renor-
malization constants need to be updated as well, and
only once the final self-consistent solution is obtained,
the renormalization constants have obtained values that
balance all equations. This introduces a certain destruc-
tive element and it turned out to be most stable to use the
renormalization constants from the STIs in these cases.
For the final solution, the values calculated from the two
methods agree better than 1 %. In addition, the renor-
malization constants of the propagators also agree with
the inverse dressing functions at the cutoff to the same
degree. In previous calculations, these quantities typi-
cally deviated by a few percent.
V. RESULTS
This section contains the results for the propagators and
vertices. Furthermore, self-tests of the results are dis-
cussed and performed. All calculations were done for
the gauge group SU(3), but they are equivalent for
all SU(N) under rescaling g2Nc. This was explicitly
checked for SU(2). For reference, plots contain also lat-
tice data where available. A more detailed comparison
to lattice and FRG data is done in Sec. VI. The re-
sults for the dressing functions can be downloaded from
https://github.com/markusqh/YM_data.
5 Note that for the permutation group variables, the symmetric
point is S0 = p2/2 for three-point functions and S0 = p2 for
four-point functions with a = s = 0.
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FIG. 8. Gluon dressing function Z(p2) (left) and gluon propagator D(p2) (right) in comparison to lattice data [92]. Different
lines correspond to different solutions as explained in the text.
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FIG. 9. Ghost dressing function G(p2) in comparison to lat-
tice data [92]. Different lines correspond to different solutions
as explained in the text.
A. Propagators
As discussed in Sec. IV, the equations allow a continuum
of solutions by choosing different values for the ghost
dressing function in the IR. For the gluon and ghost prop-
agators, results are shown in Figs. 8 and 9, respectively.
The spectrum of solutions is represented by the gray band
which is bounded by the scaling solution (dashed line).
The other bound is a decoupling solution close to the
Higgs branch of solutions (black continuous line), viz. the
solution with the maximum at the smallest nonvanishing
momentum found in the set of calculated decoupling so-
lutions. As a consequence, the maximum is extremely
shallow and can only be seen directly in the data and
not in the plots. Intermediate decoupling solutions are
shown as thin red lines. The relation between the ghost
dressing functions and the gluon propagators at vanish-
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FIG. 10. Relation between the ghost dressing function and
the gluon propagator at vanishing momentum for various de-
coupling solutions. The scaling solution has D(p2 → 0) = 0
and G(p2 → 0) =∞.
ing momentum is shown in Fig. 10.
All solutions agree roughly down to 2 GeV. Below, the
ghost dressing function, shown in Fig. 9, bends up and
becomes finite for all solutions except the scaling solu-
tion for which it diverges. The gluon dressing function,
displayed in Fig. 8, looks very similar for all solutions
except around the momentum scale of 1 GeV. However,
the propagator reveals that in the deep IR the solutions
do vary as well. For all solutions the gluon propagator
settles at a nonvanishing value except for the scaling so-
lution for which it vanishes. The closer the solutions are
to the scaling solution, the more pronounced is the max-
imum in the propagator. One can also observe that the
point where the propagators become basically constant is
shifted further into the IR. For both the gluon and ghost
dressing functions, the IR exponents of the scaling solu-
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FIG. 11. Schwinger function of the gluon propagator for dif-
ferent solutions.
tion agree with the analytic results, δgh = −κ = −0.595
and δgl = 1+2κ = 1.191, respectively [47, 48]. Extracting
momentum-dependent IR exponents, viz. calculating the
power laws for small momentum intervals, one observes
that the IR power laws of the scaling solution are reached
also for the decoupling solutions close to the scaling so-
lution before they turn to their final values δgh = 0 and
δgl = 1.
The comparison with lattice results does not show a can-
didate solution that agrees well in all quantities. The best
overall agreement is obtained with the solution close to
the Higgs-type branch. However, this agreement is not
perfect and one cannot establish a one-to-one correspon-
dence between lattice and functional results. This was
also observed for the corresponding FRG solutions [45].
Both ghost and gluon propagators show, though, that
the lattice results are closer to the Higgs branch than to
the scaling solution. This also explains why the maxi-
mum in the gluon propagator is difficult to observe in
lattice results for four dimensions [65, 68, 70]. In gen-
eral, however, there are additional arguments for the ex-
istence of a maximum from both continuum analyses,
e.g., [100, 114] and from three-dimensional lattice calcu-
lations, e.g., [97, 115, 116].
The observed maximum in the gluon propagator directly
leads to a violation of positivity of the spectral func-
tion; see, e.g., [95, 100, 117, 118]. This is reflected in the
Schwinger function calculated from the propagator as
∆(t) = D(t, ~p = ~0) =
∫ ∞
−∞
dp0
2pi
e−i p0 tD(p0,~0)
=
1
pi
∫ ∞
0
dp0 cos(p0 t)D(p0,~0). (55)
In Fig. 11, the Schwinger function for different solutions
is shown. For the scaling solution, the violation of posi-
tivity around 1 fm is most pronounced, but also the other
solutions become clearly negative. It should be noted,
though, that in the Landau gauge positivity is violated
already perturbatively [15, 119].
B. Ghost-gluon vertex
Results for the ghost-gluon vertex are shown in Fig. 12.
Due to the comparatively large angular dependence of
this vertex, it is worthwhile to compare different kine-
matic configurations. Again, a selection of the family of
solutions is shown. At low momenta, the vertex dressing
function becomes constant. However, while it becomes
one for all decoupling solutions, it settles at a value larger
than one for the scaling solution. This difference can be
understood analytically from the IR behavior of the prop-
agators and vertices in the integrals. It is known that
with the boundary condition of a divergent ghost dress-
ing function [47, 48], vertex dressing functions behave like
(p2)(−m+n/2)κ in the IR [50], where m/n is the number of
gluon/ghost legs. This behavior is induced by diagrams
with a bare ghost-gluon vertex in the DSE [51, 54] and,
consequently, there is an IR constant contribution from
these diagrams that change the total IR value away from
one given by the tree level. For a decoupling solution,
on the other hand, one can show that all diagrams are
IR suppressed [53] and thus the tree-level value is not al-
tered. Numerically, this behavior was already confirmed
for scaling [120]6 and decoupling [39, 121]. It should be
noted that for the scaling solution the IR limit of the
ghost-gluon vertex depends on the direction from which
one approaches zero momentum.
When comparing the ghost-gluon vertex results to lattice
results, it becomes evident that there is a mismatch in
the scale. Most likely, this is not due to comparing to
SU(2) lattice data, since the differences between SU(2)
and SU(3) are only weak [67, 122]. However, the posi-
tion of the bump is found at lower momenta in all con-
tinuum results [39, 74, 76, 123, 124]. As can be seen, the
scaling solution is the solution with the bump at lowest
momenta. Moving away from the scaling solution, the
position of the bump moves to higher momenta. In the
bottom right plot, the full angular dependence for the
lowest decoupling solution, corresponding to the black
continuous lines in the other plots, is shown together
with lattice data for various kinematics. For a mean-
ingful comparison, the data is plotted over the variable
S0, see Eq. (15). For this single solution, the agreement
with the lattice data is better than for the other solutions,
but there is room for improvement. From all solutions,
though, this is the one closest to minimal Landau gauge
as employed on the lattice. This hypothesis is supported
by similar observations for the propagators; see Sec. V A.
Fig. 13 shows the contributions from the individual di-
agrams. Both of them exhibit an angular dependence.
6 The deviation from one is negative in [120] due to a sign error in
the kernels.
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FIG. 12. Ghost-gluon vertex dressing function in comparison to SU(2) lattice data [99]. The dashed/continuous black lines
correspond to scaling/decoupling solutions. Top left/right: Symmetric/vanishing gluon momentum configuration. Bottom left:
Ghost and gluon momenta with equal magnitude and orthogonal. Bottom right: Full angular dependence for the decoupling
solution corresponding to the black continuous line in the other plots.
The non-Abelian diagram is clearly larger than the
Abelian one.
C. Three-gluon vertex
The three-gluon vertex shows a remarkable small angu-
lar dependence as illustrated previously in Fig. 5 where
the dependence on the momentum scale S0 is shown and
the small band represents the variation of the dressing
function with the variables a and s. As a consequence,
it is sufficient to compare with other results for one mo-
mentum configuration only. For the sake of comparison,
all results were renormalized to one at 5 GeV. Fig. 14
shows the family of solutions and a comparison to var-
ious lattice results for the symmetric configuration. All
solutions cross zero and diverge; logarithmically for de-
coupling solutions and like (p2)−3κ for the scaling solu-
tion. The position of the zero crossing correlates with
the position of the maximum of the gluon propagator
as argued for in Ref. [114]. Extrapolating the position
of the zero crossing for the case of a gluon propagator
with no maximum is compatible with the vanishing of
the zero crossing. Again we find that the decoupling so-
lution close to the Higgs branch agrees best with lattice
results. It should be noted that the three-gluon vertex
has a non-trivial IR structure in the scaling case [127],
which, however, is not visible here due to the employed
projection onto the tree-level tensor.
The contributions of individual diagrams are shown in
Fig. 15. The IR divergence is created only by the ghost
triangle, while the gluonic diagrams are IR finite but
with opposite signs. Due to the logarithmic running, the
amount of cancellations between the gluonic diagrams
is not immediately obvious. However, in three dimen-
sions, it was found that they almost cancel completely,
making the ghost triangle the dominant nonperturbative
contribution [30]. The figure shows the symmetric point
where all swordfish diagrams are identical. It should be
noted that the individual swordfish diagrams do have an
angular dependence which, however, is canceled in the
symmetrization.
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FIG. 13. Contributions of individual diagrams in the ghost-
gluon vertex equation for the lowest decoupling solution. The
bands represent the dependence on the variables a and s.
D. Four-gluon vertex
The four-gluon vertex is calculated with the singlet-
doublet approximation for the kinematics and only one
dressing function as discussed in Sec. II. The result is
shown in Fig. 16 where one can see that the angular
dependence is stronger than for the three-gluon vertex.
However, the breadth of the dressing function around
10 GeV comes from a few outlying points whereas the
majority clusters in a much smaller band. This is indi-
cated by plotting besides the band also individual points
in Fig. 16. The qualitative behavior is in agreement
with previous calculations [36, 45, 75, 128, 129]. In the
IR, the vertex diverges like (p2)−4κ for the scaling so-
lution. For the decoupling solution, no logarithmic IR
divergence is found for the tree-level dressing function as
found previously [36, 75]. It should be noted that the
individual ghost box diagrams are logarithmically diver-
gent, see Fig. 17, but the symmetrization of the equa-
tion cancels this effect. A small number of other ten-
sors has already been explored [36, 75]. Interestingly, in
that case logarithmic divergences were found [36, 75], but
the corresponding dressing functions are smaller than the
tree-level dressing function. There are 5 × 41 tensors in
total, and the question of their quantitative importance
remains open.
A remarkable feature of the four-gluon vertex is that the
zero momentum limit depends on the kinematic config-
uration for which it is approached, as can be seen by
the finite width of the band in the IR in the left plot
of Fig. 16. This is similar to the ghost-gluon vertex for
the scaling solution. For the three-gluon vertex, any such
dependence is at best too small to allow any conclusions.
Such an IR irregularity is interesting insofar, as it was
argued in Ref. [45] that the creation of the gluon mass
gap for decoupling solutions requires vertices that show
an irregular IR behavior. One should be careful, though,
before drawing any final conclusions, because currently
the four-gluon vertex is calculated with the most severe
approximations of all quantities.
Individual contributions to the four-gluon vertex are
shown in Fig. 17. Similar to the three-gluon vertex,
the ghost diagrams are very small in the midmomentum
regime. Due to the cancellation from the symmetriza-
tion mentioned above, the ghost diagrams are thus not
relevant for the four-gluon vertex. The gluonic diagrams
have opposite signs which makes the overall deviation
from the tree-level small.
E. Self-tests
Assessing the reliability of results from functional equa-
tions is one of the main challenges of this approach. Be-
yond some trivial self-consistency checks, as, for exam-
ple, the correct asymptotic IR and UV behaviors, a stan-
dard test is to compare to other results, typically from
lattice calculations. However, this has two drawbacks:
First, one relies on the availability of other results. Sec-
ond, even more importantly, such comparisons should not
necessarily be interpreted too literally on a quantitative
level. For instance, the renormalization schemes are dif-
ferent for lattice and functional methods. Actually, also
within the latter category, care has to be taken when
comparing results from different calculations. While for
DSE or nPI calculations typically a MOM scheme is em-
ployed, the renormalization scheme is implicit for FRG
calculations. Furthermore, the correspondence of mem-
bers of the family of solutions between different methods
is not clear due to the different ways they are realized
for different methods, e.g., by changing the ghost dress-
ing function at zero momentum, by choosing a UV mass
parameter, or by a selection algorithm of Gribov copies.
In this situation, any way of checking the results with-
out requiring external input is welcome. Here, two pos-
sibilities are explored. The first relies on the different
vertex couplings and the requirement that they should
agree perturbatively. The second self-test checks the ir-
relevance of an unphysical parameter. In addition, the
application of the present results to the calculation of a
gauge-invariant object is discussed.
1. Couplings
As discussed in Sec. IV, the couplings extracted from
the different vertices should agree in the perturbative
regime. This turns out to be a nontrivial requirement
and can only be achieved when dynamically including all
required quantities. Such a computation was performed
in Ref. [45] and the couplings were found to agree down
to a few GeV. There, one can also find a comparison
between different previous calculations which calculated
different subsets of the system considered here. The com-
parison reveals that such isolated calculations are insuffi-
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FIG. 14. Left: Solutions for the three-gluon vertex dressing function at the symmetric point in comparison to lattice data
[125, 126]). Right: Several solutions over a logarithmic momentum scale. Data is renormalized to 1 at 5 GeV.
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FIG. 15. Contributions of individual diagrams in the three-
gluon vertex equation for the lowest decoupling solution.
Shown are results for the symmetric point, where all sword-
fish diagrams are identical and only the contribution of one is
shown.
cient as deviations between the couplings were found. In
this work, for the first time, all these quantities are cal-
culated from their equations of motion jointly and self-
consistently which leads to a good agreement between
the various couplings.
The couplings from the ghost-gluon, three-gluon and
four-gluon vertices, defined in Eq. (53), are shown in
Fig. 18. They show good agreement down to 3 GeV.
The four-gluon vertex coupling deviates earlier from the
ghost-gluon vertex coupling than that of the three-gluon
vertex. In Sec. VI, the couplings are also compared to
results from the FRG. It has to be stressed that the
employed renormalization conditions for the vertex, see
Sec. IV, are not sufficient to obtain this degree of agree-
ment, because they only force the couplings to agree at
one specific point and do not fix their running. Thus, the
good agreement over several orders of magnitude comes
from the dynamics of the equations.
The couplings have two convenient properties: They are
independent of the renormalization point and their run-
nings relate directly to the scale of Yang-Mills theory
ΛYM. The former property makes the couplings a useful
quantity for comparisons between different calculations.
The latter property could be used to carry over the scale
from lattice simulations. However, in the perturbative
regime, for which dedicated lattice simulations exist to
calculate the scale parameter of Yang-Mills theory ΛYM
[110, 130], the slow logarithmic running of the coupling
does not allow a precise determination of the scale for our
purposes. Thus, the scale fixing is done in the nonpertur-
bative regime where it is most convenient to fix the scale
via the position of the bump of the gluon dressing func-
tion for which p0 = 0.97 GeV was chosen. Even though
the different solutions differ already in this regime, this
procedure is accurate enough as can be seen by the good
agreement of the different solutions above 1 GeV.
Having fixed the scale like this, another nontrivial check
is to compare the couplings in the perturbative regime.
For this, the MiniMOM coupling defined in Eq. (51) is
most convenient as we can compare directly to high mo-
mentum results of Ref. [130]. As reference points, we take
the values p2 = 178 GeV2 and 1785 GeV2, which corre-
spond to 1, 000 and 10, 000 in units of the Sommer scale
r0. The results for the coupling from the lattice calcula-
tion are roughly 0.142 and 0.107, whereas the DSE cal-
culation yields 0.144 and 0.107, respectively. This good
agreement further supports the quantitative reliability of
the results and it should be stressed that there is no pa-
rameter to tune these values.
The use of a hard UV cutoff entails that gauge covari-
ance is broken and the STIs need to be modified. As a
consequence, the momentum independent STIs given in
Eq. (52) are not fulfilled exactly. However, observing the
good agreement between different couplings is a manifes-
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FIG. 16. Four-gluon vertex dressing function from its DSE. Left: Dressing function for the decoupling solution corresponding
to the black line in the right plot as a function of p =
√
S0 with the band indicating the angular dependence. Calculated points
are shown as dots. Right: Family of solutions at the symmetric point renormalized to 1 at 5 GeV.
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FIG. 17. Contributions of individual diagrams in the four-
gluon vertex equation for the lowest decoupling solution.
Shown are results for the symmetric point, where all diagrams
of the same class are identical.
tation of the restoration of gauge covariance. This can
also be tested by comparing the values for the vertex
renormalization constants calculated in their renormal-
ization as discussed in Sec. IV with the values obtained
via the STIs given in Eq. (52) from the propagator renor-
malization constants. The differences are approximately
1 % for Z1 and 0.2 % for Z4 which is an improvement over
previous calculations where these differences were at the
order of a few percent.
2. Quadratic divergences
Another consequence of the hard UV cutoff is the ap-
pearance of quadratic divergences; see the discussion in
Sec. IV. To deal with them, a second renormalization
condition D(xm) was introduced which is given by the
value of gluon propagator at a given IR scale xm. One
could expect that this is similar to how the problem of
quadratic divergences is handled in the flow equation of
the gluon propagator where the value of the bare gluon
mass is fine-tuned and leads to different solutions in the
IR [45]. Indeed, a first test for three-dimensional Yang-
Mills theory using a simple truncation showed that the
gluon mass renormalization can be used to obtain a fam-
ily of solutions [107].
However, the more sophisticated truncation of the
present work sheds new light on this method to renormal-
ize the gluon propagator DSE. As it turns out, the results
are basically independent of the new renormalization pa-
rameter D(xm). Hence, it does not seem to be related
to different decoupling solutions. In the calculations, the
value of D(xm) is given in internal units. The conver-
sion factor for physical units differs for calculations using
different D(xm), because it is a dimensionful quantity.
However, in physical units, the solutions are equal, as
can be seen by comparing any of the running couplings,
which are RG invariant. The propagators and vertices
themselves are merely rescaled as required by multiplica-
tive renormalizability. Taking this finite renormalization
into account, quantities can be compared for different
values of D(xm). For illustration, the gluon propagator
and its dressing function are shown in Fig. 19 for the
three values D(xm) = 10, 12, and 14 (in internal units).
The plots show the data in physical units renormalized
at 6 GeV. The small differences below 2 GeV could be
either numeric or truncation artifacts. Since quadratic
divergences are a manifestation of broken gauge invari-
ance, the fact that they can be unambiguously subtracted
seems naturally related to the good agreement of the dif-
ferent couplings which is a consequence of gauge invari-
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FIG. 18. The couplings from the ghost-gluon, three-gluon and four-gluon vertices for the decoupling (left) and scaling (right)
solutions corresponding to the black continuous and dashed lines in Figs. 8–16, respectively.
ance itself. In turn, the small remaining differences might
reflect the small deviations of the couplings discussed in
Sec. V E 1. However, quantitatively they are so small
that they do not matter for physical applications like the
calculation of glueballs discussed in Sec. V E 3. The dif-
ferences in the other dressing functions are even smaller
than for the gluon propagator.
The absence of a parameter related to the removal of
quadratic divergences is a novel feature encountered for
the first time within a DSE calculation. The original idea
that both the FRG and DSEs can create a family of solu-
tions by varying a mass parameter related to the removal
of quadratic divergences might have seemed appealing
[107], but the fact that these subtraction methods are not
equivalent settles the problem of having a second param-
eter for DSEs, the ghost renormalization condition, that
fulfills the same role. Thus, we are finally in the position
to subtract quadratic divergences unambiguously which
is required to provide quantitatively reliable results.
3. Glueballs
An ultimate test of the quantitative correctness of the
gauge-dependent propagators and vertices obtained here
is employing them for the calculation of gauge-invariant
quantities. The obvious candidates for Yang-Mills the-
ory are glueballs, i.e., bound states of gluons. The sim-
plest case are scalar and pseudoscalar glueballs which
can be calculated from Bethe-Salpeter equations as two-
gluon bound states [5, 131–133]. In Ref. [5], the kernels
of these Bethe-Salpeter equations were constructed from
the same truncation of the 3PI effective action as here.
This provides a fully self-consistent setup. The masses
of the ground state and two excited states were then cal-
culated using the propagators and vertices obtained here
as input [5]. For the scalar glueball, the ground state
mass was calculated as 1.75±0.12 GeV and for the pseu-
doscalar glueball as 2.44± 0.17 GeV. These results agree
well with corresponding lattice results of 1.73±0.13 GeV
and 2.59 ± 0.17 GeV, respectively [134]. Also the first
excited states agree well: The bound state calculation
yields 2.43± 0.2 GeV and 3.65± 0.11 GeV for the scalar
and pseudoscalar masses, respectively, while on the lat-
tice 2.67±0.31 GeV and 3.64± 0.24 GeV are found. Sec-
ond excited states in each channel were also calculated.
The calculation of gauge-invariant quantities conve-
niently also provides the means to test if different so-
lutions from the family of solutions are indeed physically
equivalent. To this end, the calculation of the glueball
masses was repeated with various members of the fam-
ily of solutions for the propagators and vertices. As no
difference in the bound state masses was found, this pro-
vides another piece of evidence that different solutions
just represent different nonperturbative completions of
the perturbative Landau gauge. Note that if the glue-
ball masses varied with the input, one could not decide
whether the employed truncation is insufficient or if the
solutions really differ physically.
To test the impact of the self-consistency of the input,
also mixed solutions were used, viz., propagators and
vertices were taken from different solutions. It should
be noted that care has to be taken with regard to the
employed units when mixing solutions like this. All cal-
culations are done in internal units and the conversion
factor to physical units can be different for each calcu-
lation. If this is not taken into account properly, the
different (internal) units of the propagators and vertices
destroy the consistency automatically. For such mixed
input, the bound state masses maintain the correct hi-
erarchy but deviate when the input solutions are taken
from members of the family of solutions which are close
to each other. If the mixed solutions are too far apart,
though, the hierarchy of the masses gets lost and no sen-
sible solutions can be obtained anymore.
As a final test, the solution from the system with the
19
2 4 6 8 10
0
1
2
3
4
10
-3
10
-2
10
-1
10
0
10
1
0
2
4
6
8
10
12
14
FIG. 19. Left/Right: Gluon dressing function/propagator for different renormalization conditions D(xm).
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FIG. 20. Ghost dressing function G(p2) in comparison to
FRG [45] and lattice results [92].
ghost-gluon vertex DSE instead of its EOM, discussed in
Appendix A, was used. The glueball masses were equal
within the given errors.
VI. COMPARISON WITH OTHER RESULTS
The results for all correlation functions are compared in
this section to results from the lattice and the FRG. For
the former, various sources are used and for the latter re-
sults from Ref. [45]. In general, good agreement is found.
The purpose here is to identify and highlight the remain-
ing differences.
The system of flow equations is formally truncated in the
same way as here by including all primitively divergent
correlation functions and neglecting the others. Due to
the different structure of the equations, the truncations
are not equal, though. For example, the two-ghost-two-
gluon and the four-ghost vertices appear in the propa-
gator flow equations. The corresponding diagrams were
dropped in Ref. [45] but investigated for three dimensions
[135]. The FRG results shown here correspond to the
’1D momentum-dependent’ approximation of Ref. [45],
i.e., the three-point functions are calculated only at the
symmetric point. As is clear from the small angular de-
pendence of the three-gluon vertex, this is a good approx-
imation in this case. For the ghost-gluon vertex it is more
severe, but the impact is still small [45]. The four-gluon
vertex is solved for the FRG for two kinematic configu-
rations.
In the plots the DSE and FRG results are distinguished
by colors. The scaling solution is represented by a dashed
line and the decoupling solutions by continuous ones. For
the comparison, all results were renormalized such that
they agree in the region around 5 GeV.
The propagator results are compared in Figs. 20 and 21.
Lattice results were taken from Ref. [92]. Similar results
can be found, e.g., in Refs. [65–68, 72, 95, 136, 137]. From
the ghost dressing function and the gluon propagator one
can see that for both functional methods the agreement
with lattice data is best for a decoupling solution with a
small gluon mass gap. It should be noted that the gluon
dressing function is slightly affected by the 1D approxi-
mation of the FRG calculation, but for the purpose of the
comparison here this effect is small enough. In general,
it is not possible to find a solution for which both prop-
agator dressing functions agree between the FRG and
DSE results. The cleanest comparison can be done for
the scaling solution, because there is only one instance.
However, it cannot be expected that there is a clean one-
to-one correspondence of single members of the family
of solutions, because the similarities of the truncations
are only superficial. For example, the role of the tadpole
diagram in the FRG calculation is partially played by
the gluon loop, the sunset, and the squint diagrams in
the DSE. Thus, the treatment of the four-gluon vertex
20
2 4 6
0
1
2
3
4
DSE scaling
DSE decoupling
FRG scaling
FRG decoupling
Lattice
10-2 10-1 100
0
2
4
6
8
10
12
14
DSE scaling
DSE decoupling
FRG scaling
FRG decoupling
Lattice
FIG. 21. Gluon dressing function Z(p2) (left) and gluon propagator D(p2) (right) in comparison to FRG [45] and lattice results
[92].
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FIG. 22. Ghost-gluon vertex dressing function at the sym-
metric point in comparison to FRG [45] and SU(2) lattice
data [99] (details as explained in Fig. 12).
affects both systems differently.
For the ghost-gluon vertex, the comparison is shown in
Fig. 22. Lattice results are from Ref. [99]. Further re-
sults can be found, e.g., in Refs. [125, 138]. Both func-
tional results are very similar, and one should keep in
mind that the ’1D’ approximation is most severe for this
quantity. In particular, the FRG results show a similar
position of the maximum as the DSE results which differ
from the lattice results. As mentioned above, this is a
generally observed difference between lattice and contin-
uum results. In addition, the shift of the position of the
maximum from lower to higher momenta from the scal-
ing solution through the decoupling solutions is similar
for both functional methods.
The comparison for the three-gluon vertex is shown in
Fig. 23 with lattice results taken from Refs. [125, 126].
Further lattice results can be found, e.g., in Refs. [139,
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FIG. 23. Three-gluon vertex dressing function at the symmet-
ric point in comparison to FRG [45] and lattice data [125, 126]
(details as explained in Fig. 14).
140]. In this case, one finds an interesting difference be-
tween the DSE and FRG results. The data is renormal-
ized at 5 GeV. As can be seen, the results deviate in the
region below 2 GeV. The FRG results have larger dress-
ing functions at lower momenta. If one tries to match
the results to the lattice data by adjusting the normal-
ization, the DSE results show a larger deviation than the
FRG results. These differences are most likely due to
the different truncations. As was discussed in Sec. III C,
there are also differences between a two-loop DSE and
three-loop truncated 3PI EOM. They are small, but the
two-loop DSE results are also larger at low momenta.
Also for the four-gluon vertex deviations are observed,
especially below 3 GeV; see Fig. 24. It can be seen in
the present (see Fig. 16) and previous DSE calculations
[36] that there is a large angular dependence compared
to the three-gluon vertex. Not taking this into account
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FIG. 24. Four-gluon vertex dressing function at the symmet-
ric point in comparison to FRG results [45].
most likely affects the FRG calculation and also here only
three out of six kinematic variables were taken into ac-
count. This may explain at least a part of the quantita-
tive differences.
As final quantities, the vertex couplings given in Eq. (53)
are compared in Fig. 25. The running of the couplings
agree quite well, but it is found that they deviate by an
overall factor. This is taken into account by rescaling
the FRG couplings such that they agree with the DSE
results at 10 GeV. For reference, the ghost-gluon vertex
coupling is also shown without rescaling. Whether this
difference is entirely due to differences in the renormal-
ization schemes or due to other sources still has to be
investigated.
The largest difference is seen in the four-gluon vertex
coupling. This is most likely a direct effect of the dif-
ferent approximations. It should be noted that the four-
gluon vertex is here calculated from its DSE and not
an EOM, since at least the 4PI effective action is re-
quired for an EOM. It is also confirmed that the effect
of kinematic approximations cannot be solely responsi-
ble for this deviation, as a calculation with the vertex
restricted to the symmetric point yields a very similar
coupling. The ghost-gluon and three-gluon vertex cou-
plings agree very well down to 4 GeV, for the FRG even
further to approximately 2.5 GeV.
In general, the agreement between the vertex couplings is
a desirable feature of any calculation of correlation func-
tions which can only be realized in self-consistent trun-
cations. In many previous studies, this is not found and
the runnings of the couplings disagree already in the per-
turbative regime. To what extent the agreement needs
to be realized is not fully clear yet and might depend on
the specific problem. For example, for the calculation
of glueball masses, the present degree of agreement was
found to be sufficient [5].
VII. DISCUSSION
The present truncation includes all primitively divergent
correlation functions of Yang-Mills theory. While the
propagators and the ghost-gluon vertex are calculated
entirely, for the three- and four-gluon vertices approxima-
tions of their full forms were made. The approximation
for the three-gluon vertex consists of taking into account
only one out of four transverse dressing functions. It
was found previously that the basis can be chosen such
that the dressing function of the tree-level tensor dom-
inates [7]. Indirectly, the results here corroborate that,
but it remains to be seen what effect additional, albeit
small contributions of the three-gluon vertex can have.
In particular, the gluon propagator DSE is quite sen-
sitive to changes in the midmomentum regime, simply
because the gluon propagator is the inverse of a sum of
diagrams. Small changes around the peak of the gluon
dressing function can thus have a large effect, which is
one of the reasons why the subtraction of quadratic di-
vergences needs to be done with high enough precision.
For the four-gluon vertex, the same approximation was
made with regard to the tensor basis. In this case, no
calculation using the full tensor basis exists. Only pro-
jections onto some tensors were tested and found to be
smaller than the dressing function of the tree-level ten-
sor [36, 75]. The four-gluon vertex enters via the sunset
diagram in the gluon propagator DSE. This softens its
possible effect on the gluon propagator, because this dia-
gram is subleading compared to the gluon loop diagram
and the squint diagram through which the three-gluon
vertex enters [30]. However, as discussed in Sec. III, the
presence of the dressed four-gluon vertex has within the
present truncation a stabilizing effect. A second approx-
imation for the four-gluon vertex is made with respect
to its kinematic dependence. Instead of six kinematic
variables, only three are taken into account to reduce the
computational costs. A qualitative comparison with the
results of Ref. [36], where the full kinematic dependence
was considered, shows a similarly large angular depen-
dence. For a detailed estimation of the induced error,
though, a dedicated calculation with all six kinematic
variables is required.
To assess the truncation error, several tests of the results
were performed. One crucial test is the good agreement
of the vertex coupling down to a few GeV. This was also
found in FRG calculations [45], for which the agreement
is even better than observed here. The reason is most
likely that here the vertices are not treated on the same
footing: The three-point functions are calculated from
their EOMs while for the four-gluon vertex its DSE is
used. Thus, the agreement between the ghost-gluon and
three-gluon vertex couplings is better than that of the
four-gluon vertex coupling with either of them. However,
the difference is small enough to not affect the calculation
of glueballs and the handling of quadratic divergences. It
is an open question in what cases the found agreement is
sufficient and when an improvement will be required.
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FIG. 25. The vertex couplings from Eq. (53) for the DSE and FRG solutions [45]. The FRG couplings were rescaled by
r = 0.75 for the left plot (decoupling) and by r = 0.73 for the right plot (scaling).
A second test concerns the problem of quadratic diver-
gences. The treatment of these divergences in previous
calculations of the gluon propagator DSE should be con-
sidered part of the truncation. Here, on the other hand,
the solution was shown to be independent of the param-
eter introduced by the subtraction of the divergences.
Strictly speaking, it cannot be excluded that the disap-
pearance of this dependence is a lucky coincidence. How-
ever, together with the other findings, it seems likely that
the problem is solved. Closely related to this is the good
agreement of the vertex couplings mentioned above, as
both issues are related to the breaking of gauge invari-
ance. A successful solution to both problems hints at an
effective restoration of it. However, in both cases, there
is still room for improvement as illustrated by the re-
maining tiny dependence on the subtraction parameter,
illustrated in Fig. 19, and the not yet perfect agreement
of the vertex couplings down to scales of 2− 3 GeV.
It has to be stressed that, given the good quantitative
agreement with lattice results, the errors have reached a
new qualitative level compared to previous results from
equations of motion. As a consequence, the application of
these results to other problems is promising. The calcu-
lation of glueballs discussed in Sec. V E 3 is one example
where this was successfully realized.
An important issue for all functional calculations is the
stability of an employed truncation. Naturally, one can-
not exclude the possibility that two or more individual
effects somehow cancel each other. Hence, adding only
one of them would lead to wrong conclusions. An exam-
ple of such an effect was observed in three-dimensional
Yang-Mills theory where it was found that the effect of
including a certain correlation function into a system of
flow equations was counteracted by the inclusion of an-
other one [135]. For the truncation employed here, the
situation with regard to stability of the truncation can be
summarized as follows. The impact of neglected higher
correlation functions was partially tested already in the
past. This concerns diagrams with the two-ghost-two-
gluon and four-ghost vertices [13], while correlation func-
tions beyond four-point functions are currently untested.
For the three-gluon vertex, it was shown that a one-loop
truncation of its DSE leads to a qualitative defect and
thus this truncation can be considered insufficient. On
the other hand, the EOM from the three-loop truncated
3PI effective action and a DSE including most two-loop
diagrams yield very similar results, which are in addition
close to lattice and FRG results. This indicates that the
three-gluon vertex is described quite well, but some small
differences remain which could be corrected by extensions
of the present setup. The natural candidate would be
the EOM from a 4PI effective action to include a dressed
four-gluon vertex. For the ghost-gluon vertex, the situa-
tion is different. Using EOM or the DSE yields different
results, but at the same time the other correlation func-
tions remain basically unaffected; see Appendix A. This
could reflect a general stability of the system of equa-
tions.
It should be stressed that this is by no means a triv-
ial observation, as correlation functions not only react
quantitatively to changes in other ones but often the
convergence of the system itself is jeopardized by short-
comings in the truncation. Two concrete examples are
the gluon propagator and the three-gluon vertex. It is
found that the dressing function of the former cannot
have a much larger maximum, as then the DSE does not
converge anymore. In a sense, the gluon propagator so-
lution exists close the border of possible solutions. For
the three-gluon vertex, a balance between the gluon tri-
angle and the other gluonic diagrams is required, as a
too strong gluon triangle, as caused by a too large gluon
propagator, prevents the equation from converging.
VIII. CONCLUSIONS
The parameter free calculation of the correlation func-
tions of QCD is a necessary step for functional equa-
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tions to make the transition from providing effective de-
scriptions based on models fixed by phenomenology to
establishing them as a first principles method. Solving
a given set of equations is one challenge in this regard.
Proving that the results are indeed sufficiently close to
the correct solution is a second. In this work, all primi-
tively divergent correlation functions of Yang-Mills the-
ory were solved for the first time simultaneously from a
coupled system of equations of motion. To address the
second challenge, several tests were performed that show
the qualitative and quantitative improvements compared
to previous calculations.
In general, good quantitative agreement with results from
other methods, namely lattice simulations and the FRG,
is found which provides additional reassurance about the
reliability of the results. At the same time, with this level
of precision one can now focus on the remaining differ-
ences. Albeit being small, they might play an important
role in the further development of truncations. In partic-
ular, one should learn which deviations are relevant and
which are not.
Several extensions of the this work present itself. Natu-
rally, it would be interesting to bring calculations with
other gauges to the same level of truncation. In fact, in
some cases, like the maximally Abelian gauge, this seems
like a requirement for numeric calculations anyway, be-
cause no simpler working truncation was found yet; see
Refs. [6, 54, 141] for details. In other cases, though, solu-
tions of simple truncations exist. An example are linear
covariant gauges [142, 143], for which, however, the treat-
ment of the longitudinal sector will be an additional chal-
lenge. Another example is the Coulomb gauge, for which
the Hamiltonian approach provides an alternative func-
tional approach that was already successfully employed
in the past, e.g., [144–150].
For Yang-Mills theory in the Landau gauge, it would
be interesting to consider the 4PI effective action and
its equations of motion to put all correlation functions
on the same footing. This should then further improve
the agreement of the four-gluon vertex coupling with the
other couplings. Physically, the interesting extension is
the inclusion of quarks. The quark sector was already cal-
culated with the 3PI effective action, but the Yang-Mills
propagators were used as fixed input [151]. From the del-
icate balancing of the equations in the Yang-Mills sector
found here and from FRG calculations [152], it can by no
means be expected to be trivial to include quarks. Nev-
ertheless, such calculations will be necessary to describe
full QCD in a self-contained way with this method.
A successful inclusion of fermions would also pave the
way for addressing additional interesting questions with
functional methods in a qualitatively new way. For exam-
ple, technicolor scenarios could be probed or the effects of
temperature and density in QCD with a largely reduced
or even eliminated need for modeling. Such questions
are difficult to answer with any method, but the recent
progress with functional methods leads to new perspec-
tives.
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Appendix A: The ghost-gluon vertex from different
equations
As discussed in Sec. III C, the EOM from the three-loop
truncated 3PI effective action is used for the ghost-gluon
vertex. Since its DSE looks very similar, one might won-
der if this equation provides an equally good description.
To this end, the same system of equations was solved but
with the ghost-gluon vertex EOM replaced by its DSE.
A comparison between the DSE and EOM solutions is
shown in Fig. 26 where it can be seen that the strength
of the vertex dressing function changes roughly by 10 %.
From the lower right plot, one might even think that the
DSE solution agrees better with the lattice results than
the EOM solution. However, as can be seen from specific
kinematic configurations, as shown in the other panels,
this is not the case.
An interesting finding is that the dressing functions of
the other correction functions, which are shown in Fig.
27, do not change despite the differences in the ghost-
gluon vertex. This independence of all quantities from
the ghost-gluon vertex is rather unexpected. For exam-
ple, the ghost propagator is known to react to the used
ghost-gluon vertex input, e.g., [39, 74, 154]. The absence
of such a dependence could be another indication of the
stability of the presented solution for the full system.
Appendix B: Subtraction of quadratic divergences
for the scaling solution
The ghost and gluon dressing functions behave like
G(x) = dghx
δgh and Z(x) = dglx
δgl , respectively. Since
2δgh + δgl = 0, the coupling approaches a fixed point
αMM(0) = α0. Note that this is not changed by the
dressed ghost-gluon vertex under some regularity as-
sumptions [48, 56]. From α0, one can calculate the co-
efficient dgl of the gluon dressing function if the ghost
dressing function is known. However, at the numerically
accessible values of p2, the deviation of the coupling from
α0 is large enough to be relevant for calculating Csub.
Thus, one needs to take into account the momentum de-
pendence by tracing back the derivation of the IR fixed
point value α0. The IR leading contributions in the ghost
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FIG. 26. Ghost-gluon vertex dressing function from the full system using the DSE (black, dashed) or EOM (green, continuous)
for the vertex. Lattice results as explained in Fig. 12. The bottom right panel shows the full angular dependence, while the
other panels show individual kinematic configurations: symmetric point (top left), soft gluon limit (top right), orthogonal ghost
and gluon momenta with equal magnitude (bottom left).
and gluon DSEs can be written as follows:
d−1gh x
−δgh = g2Nc dghdglxδgh+δglIgh, (B1a)
d−1gl x
−δgl = g2Nc d2ghx
2δghIgl. (B1b)
Igh and Igh are functions of δgh and δgl which can be
calculated analytically for the IR limit. From the two
equations, one can infer that Igh = Igl which allows to
calculate values for δgh and δgl. We use this equality in
Eq. (B1b),
d−1gl = g
2Nc d
2
ghIgh, (B2)
to calculate d−1gl . It remains to rewrite the equa-
tion in terms of the ghost self-energy ΣG(x) =
g2Nc dghdglx
δgh+δglIgh and the dressing functions,
d−1gl =
dgh ΣG
dglxδgh+δgl
=
d2ghΣG
G(x)Z(x)
. (B3)
Note that d−1gl also appears on the right-hand side. The
equation is trivially true for the solution of the system of
equations, but not during the iteration process. Hence,
to update dgl, Eq. (B3) is used and D(xm) is calculated
from it. Technically, it might be worthwhile to point
out that in this case starting guesses for the dressing
functions were used for the iteration that were obtained
using the IR fixed point value and a very small relaxation
parameter for the gluon. This led to a stable solution
and no further study of the stability of this procedure for
different starting guesses was performed.
Appendix C: Numerical implementation
This section describes some numerical details of the cal-
culations. As basis, CrasyDSE [27] was used that pro-
vides basic C++ routines for integration and interpola-
tion.
(i). The three-dimensional interpolation for the vertices
uses cubic spline interpolation for S0, linear inter-
polation for ρ, and trigonometric interpolation for
η.
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FIG. 27. Propagator (left) and three- and four-gluon vertex dressing functions (right) from the full calculation when using the
EOM (continuous) or DSE (dashed) for the ghost-gluon vertex. The vertices are shown at the symmetric points.
(ii). Starting conditions: For most calculations, results
from previous calculations were used, as this turned
out to be more convenient than using generic start-
ing ansa¨tze.
(iii). Iterative process: The calculation used three levels
of iteration. In the innermost loop, equations were
iterated by themselves. However, typically, only for
the ghost propagator more than one iteration step
was done. All equations were then iterated consec-
utively (meta iteration), starting with the propaga-
tors. After at most 10 iterations, the renormaliza-
tion constants were updated and the meta iteration
started again (super iteration). Normally, only the
ghost propagator equation required relaxation.
(iv). Integration: Standard Gauss-Legendre integration
was used for all integrals. The integration inter-
vals for the propagators were split at the external
points, as explained, e.g., in Ref. [155]. For the
vertices, also appropriate splittings for the inter-
vals were performed.
(v). Extrapolation: The propagators were extrapolated
in the IR and UV by the known analytic forms. For
the ghost-gluon vertex, the boundary values were
employed. The three- and four-gluon vertices were
extrapolated in the IR by their boundary values. It
was tested that this does not affect the results. In
the UV, STI motivated extrapolation functions pro-
portional to Z(x)/G(x) and Z(x)/G(x)2, respec-
tively, were used.
(vi). Symmetrization: As discussed in Sec. III C, the
three- and four-gluon vertex were symmetrized to
smooth numeric artifacts. For the DSEs, this also
has the effect of restoring Bose symmetry which is
broken in the truncated equations. Using the per-
mutation group variables, symmetrization can be
easily realized by averaging over the corresponding
angle η of the doublet. For the three-gluon vertex,
this is
CAAA(S0, ρ, η)→
(
CAAA(S0, ρ, η) + C
AAA(S0, ρ, η + 2pi/3) + C
AAA(S0, ρ, η − 2pi/3)
)
/3, (C1)
and for the four-gluon vertex one can work out that symmetrization corresponds to
FAAAA(S0, ρ, η)→
(
FAAAA(S0, ρ, η) + F
AAAA(S0, ρ,−η) + FAAAA(S0, ρ, η + 2pi/3)
+ FAAAA(S0, ρ,−η + 2pi/3) + FAAAA(S0, ρ, η − 2pi/3) + FAAAA(S0, ρ,−η − 2pi/3)
)
/6. (C2)
Here, FAAAA(S0, ρ, η) corresponds to the calculation of only one diagram of each type. The symmetry factors
of the diagrams need to be adjusted appropriately, see Ref. [36] for details.
(vii). Scale setting: The coupling in the calculation was set to α(µ2) = 0.05. This determines the scale, which is
determined a posteriori. However, instead of determining the physical value of µ from the coupling α(µ2) = 0.05,
the scale is fixed by putting the maximum of the gluon dressing function at p0 = 0.97 GeV.
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