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Abstract
Stapp claims that, when spatial degrees of freedom are taken into account, Ev-
erett quantum mechanics is ambiguous due to a “core basis problem.” To examine
an aspect of this claim I generalize the ideal measurement model to include transla-
tional degrees of freedom for both the measured system and the measuring apparatus.
Analysis of this generalized model using the Everett interpretation in the Heisenberg
picture shows that it makes unambiguous predictions for the possible results of mea-
surements and their respective probabilities. The presence of translational degrees
of freedom for the measuring apparatus affects the probabilities of measurement out-
comes in the same way that a mixed state for the measured system would. Examina-
tion of a measurement scenario involving several observers illustrates the consistency
of the model with perceived spatial localization of the measuring apparatus.
Key words: Everett interpretation, quantum mechanics, basis problem, Heisenberg
picture
1 Introduction
1.1 Aim of the Present Paper
The idea that the Everett interpretation(1-4) of quantum mechanics contains an intrinsic
ambiguity regarding the description of the measurement process has been present in the
∗This work was sponsored by the Air Force under Air Force Contract FA8721-05-C-0002. Opinions,
interpretations, conclusions, and recommendations are those of the author and are not necessarily endorsed
by the U.S. Government.
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literature for decades.(5-9) This notion, variously referred to as the “basis ambiguity,” the
“preferred basis problem,” or simply the “basis problem,” is generally presented in the
context of models of measuring devices and measured systems with discrete degrees of
freedom. In the context of such models I have recently given an explicit demonstration,(10)
following the approach of DeWitt,(11, 12) that there is no basis problem; i.e., that the
Everett-interpretation description of measurement is in fact unambiguous.
All real-world physical systems contain, however, not just discrete degrees of freedom,
but also continuous spatial (translational and rotational) degrees of freedom. In this paper
I extend the analysis of the purely-discrete case(10) with this fact in mind. Specifically,
I present a model of measurement situations in which both the measurement apparatus
and the observed system possess translational degrees of freedom, and show that, despite
this extension, the Everett description of measurement remains unambiguous. As in the
purely-discrete case, the model is one of isolated measurements; i.e., no role is played by
decoherence (see Ref. 13 and references therein).
1.2 Stapp’s Core Basis Problem
Stapp(14) claims that, in systems with spatial degrees of freedom such as those considered
in the present paper, the basis problem may be present in aggravated form. Quantum
theory must satisfy the following two requirements:
Outcome determination. The formalism must unambiguously determine which specific
outcomes observers will perceive to occur in a measurement situation, as well as the
respective associated probabilities. The outcomes must form a discrete set, since “the
normal rules for extracting well defined probabilities from a quantum state require the
specification, or singling out, of a discrete set (i.e., a denumerable set) of orthogonal
subspaces, one for each of a set of alternative possible experientially distinguishable
observations.”(14)
Localization. The predictions of the formalism must be consistent with observers’ per-
ception that measuring devices have well-defined spatial locations.
Stapp argues that Everett quantum mechanics fails to satisfy these requirements, and
terms this failure the “core basis problem:”
The essential point is that if the universe has been evolving since the big bang in
accordance with the Schro¨dinger equation, then it must by now be an amorphous
structure in which every device is a smeared-out cloud of a continuum of different
possibilities.. . . Due to the uncertainty principle, each particle would have had a ten-
dency to spread out. Thus various particles with various momenta would have been
able to combine and condense in myriads of ways into bound structures, including
measuring devices, whose centers, orientations, and fine details would necessarily be
smeared out over continua of possibilities.. . . But how can a particular discrete set
of orthogonal subspaces be picked out from an amorphous continuum by the action
of the Schro¨dinger equation alone?. . . [The problem is that of] specifying a discrete
basis for the probability computations associated with our apparently discrete (Yes
or No) experiences, when the Schro¨dinger equation generates continuous evolution
of an ever-amorphous state.(14)
2
Stapp also argues that decoherence, which is sometimes invoked to allow Everett quan-
tum mechanics to satisfy the outcome-determination requirement, can only do so at the
expense of producing a theory violating the localization requirement. Since, as mentioned
above, the model presented here does not make use of decoherence, I will not address this
specific issue.
Rather, I will show directly, for the case of a simple model of measurements with
translational degrees of freedom but without decoherence, that Everett quantum mechanics
does in fact satisfy both the outcome-determination and localization requirements.
1.3 Everett Quantum Mechanics in the Heisenberg Picture
It proves convenient to perform the analysis working in the Heisenberg picture. In this pic-
ture, the properties of physical objects at time t are determined jointly by time-dependent
operators and a time-independent state vector which encodes initial-condition information
specified at an initial time tin < t.
1 So, interpretation of the formalism cannot be based,
as it is in the Schro¨dinger picture, upon “branching” of the state vector during the course
of the measurement interaction—the Heisenberg-picture state vector does not “branch” or
in any other way change its form. Rather, the operator which represents the degree of
freedom of the measuring device relevant for its role as a measuring device evolves from
a form which represents a “ready state” or “state of ignorance” to a characteristic form
which indicates that the degree of freedom in question has split into Everett copies, each
of which possesses a definite value. (Measurement in Heisenberg-picture Everett quantum
mechanics has been described in Refs. 15, 16, and 10, and is reviewed in Sec. 2 below.)
The possible outcomes for a measurement depend on the spectrum of the operator rep-
resenting that particular degree of freedom. If the spectrum of this operator is discrete, the
possible outcomes will be distinct. So, only operators with discrete spectra can correspond
to measurement results/states of awareness. Such operators will be present in systems of
finite size; e.g., the operators corresponding to the energy associated with relative motion
of bound constituents, and functions of these operators.
Probabilities can be assigned to these distinct outcomes using the same rules which
would apply were the discrete degrees of freedom the only ones present, since these rules
make reference only to the operator representing the outcome, not to any other operators
pertaining to the measuring apparatus (such as its position in space). As far as mea-
surement outcomes recorded/perceived by a measuring device/observer are concerned, the
spatial degrees of freedom are simply “along for the ride.”
One may object that translational degrees of freedom are measured all the time, and
that it must be possible to assign them outcomes and probabilities in a consistent man-
ner. However, any measurement of such a continuous variable is performed by some
finite-size discrete-spectrum measuring device, and ultimately perceived by a finite-size
discrete-spectrum brain. So, even when measuring a continuous degree of freedom, the
measuring/observing system splits into Everett copies corresponding to discrete outcomes.
What about spatial localization of macroscopic objects such as measuring devices and
1The specific choice for tin is arbitrary, although in any given situation some choices for tin may be
more convenient than others.
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brains? Does such an object indeed become, in the Everett interpretation, a “smeared-out
cloud of a continuum of different possibilities?”
In the first-quantized Heisenberg picture which we are employing here, the operator rep-
resenting a discrete “internal” degree of freedom, corresponding to the value obtained by a
measuring device, does not have a spatial location. Position, in the first-quantized formal-
ism, is an operator, and so cannot parameterize another operator.2 Therefore, localization
must be demonstrated operationally; that is, by computing the results of measurements
performed by several measuring devices, and showing that the results are consistent with
the perception of definite positions for the measuring devices. An example of this procedure
will be presented in Sec. 4 below. The upshot is that, provided the measurement inter-
actions are localized in space, the results of measurements are consistent with perceived
spatial localization of the devices which perform the measurements.
1.4 Organization of the Paper
Sec. 2 reviews the formalism of ideal measurements in Heisenberg-picture Everett quantum
mechanics. Sec. 3 introduces a model for finite-range interactions of measured systems and
measuring devices with translational degrees of freedom, analyzes this model in the context
of the Heisenberg-picture Everett interpretation, and shows that it makes unambiguous
predictions for the possible outcomes of measurements and their respective probabilities.
The translational degrees of freedom of the measuring device, usually ignored, are shown
to have the same effect on probabilities of measurement outcomes as would an initial mixed
state for the measured system. Sec. 4 analyzes a measurement situation involving more
than one observer, showing that the formalism is consistent with the notion of measuring
devices having well-defined spatial locations. These results are summarized and discussed
in Sec. 5. The Appendix extends the operator expansion uniqueness theorem of Ref. 10
to systems with continuous degrees of freedom.
2 Heisenberg-Picture Everett Quantum Theory with
Discrete Degrees of Freedom
The basic model for a measurement situation in quantum mechanics, so-called “ideal mea-
surement” (see, e.g., Ch. 14 of Ref. 18), involves a physical system with a degree of freedom
S the properties of which are measured by an observer with a degree of freedom O. These
will generally be referred to simply as “the system” and “the observer” respectively. (The
use of the term “observer” is not meant to imply that O is necessarily a degree of free-
dom of a sentient system; e.g., O might be a degree of freedom of a piece of laboratory
apparatus.) The respective state spaces of S and O are spanned by the vectors
|S;αi〉, i = 1, . . . ,M, (1)
2In Ref. 17 I employ the field-theoretic Heisenberg-picture formalism, in which spatial position is a
c-number and parameterizes operator-valued fields, to show the locality of information flow in entangled
second-quantized systems. However, only the measured systems are explicitly represented by field operators
there, not the measuring instruments.
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|O; βi〉, i = 0, . . . ,M, (2)
where the labels αi and βi are, respectively, the nondegenerate eigenvalues of Hermitian
time-independent (i.e., Schro¨dinger-picture) operators â and b̂:
â|S;αi〉 = αi|S : αi〉, i = 1, . . . ,M, (3)
αi = αj ⇒ i = j, i, j = 1, . . . ,M, (4)
b̂|O; βi〉 = βi|O; βi〉, i = 0, . . . ,M, (5)
βi = βj ⇒ i = j, i, j = 0, . . . ,M. (6)
The vectors (1), (2) are taken to be normalized and so, from (3)-(6), are orthonormal:
〈S;αi|S;αj〉 = δij, i, j = 1, . . . ,M, (7)
〈O; βi|O; βj〉 = δij , i, j = 0, . . . ,M. (8)
The measurement is a physical interaction between S and O. Prior to the measurement
the combined state of S and O is a product state, implying that the respective observables
of S andO are uncorrelated. In addition, O is taken to be in the “ignorant” or “ready” state
|O; β0〉 while the state of S is arbitrary. It is convenient to take the time immediately prior
to the measurement to be the time tin at which the time-independent Heisenberg-picture
state vector |ψ(tin)〉 is defined. That is, tin is the time at which the Heisenberg-picture
state vector is equal to the Schro¨dinger-picture state vector. Then
|ψ(tin)〉 = |O; β0〉|S;ψ〉, (9)
where
|S;ψ〉 =
M∑
i=1
ψi|S;αi〉, (10)
M∑
i=1
|ψi|
2 = 1, {ψi} otherwise arbitrary. (11)
Between time tin and time t, any operator ô evolves according to the Heisenberg-picture
dynamical rule
ô(t) = Û †I ô(tin)ÛI . (12)
where ÛI is the unitary time-evolution operator,
ÛI = exp(−iĤI(t− tin)). (13)
We will generally drop the time argument in Heisenberg-picture operators evaluated at the
initial time tin, since they are then just equal to their Schro¨dinger-picture counterparts:
ô(tin) = ô. (14)
For an ideal measurement, the Hamiltonian ĤI has the form
ĤI =
M∑
i=1
ĥOi ⊗ P̂
S
i . (15)
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Here ĥOi acts only in the space of O, and P̂
S
i is the projection operator into the i
th to-be-
measured state of S:
P̂ Si = |S;αi〉〈S;αi|, i = 1, . . . ,M, (16)
satisfying
P̂ Si P̂
S
j = δijP̂
S
j , (17)
M∑
i=1
P̂ Si = 1. (18)
Using (7), (15) and (16) in (13),
ÛI =
M∑
i=1
ûOi ⊗ P̂
S
i , (19)
where
ûOi = exp(−iĥ
O
i (t− tin)), i = 1, . . . ,M. (20)
For an ideal measurement, the ûOi must have the property that
ûOi |O; β0〉 = |O; βi〉, i = 1, . . . ,M. (21)
E.g., if the ĥOi ’s are of the form
ĥOi = iκ ( |O; βi〉〈O; β0| − |O; β0〉〈O; βi| ) , i = 1, . . . ,M, (22)
then (21) will be satisfied provided
κ =
π
2(t− tin)
. (23)
From (7), (12), (16) and (19) it follows that
b̂(t) =
M∑
i=1
b̂i ⊗ P̂
S
i , (24)
where
b̂i = û
O†
i b̂û
O
i , i = 1, . . . ,M. (25)
From (5), (21) and (25),
b̂i|O; β0〉 = βi|O; β0〉 i = 1, . . . ,M. (26)
The fact that b̂(t) has the form (24) and satisfies (26) with the initial state of the form
(9) is taken to indicate that the physical degree of freedom O described by b̂(t) has been
split into M Everett copies with respective values β1, . . . , βM . This is termed “interpretive
rule 1.” (16)
As has been shown in Sec. 4.2.1 of Ref. 10, the decomposition (24) satisfying (26) is
unique. I.e., there is no inequivalent decomposition of b̂(t) of the form (24) satisfying (26)
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which would correspond to the observer having measured some different property of the
system. There is thus no “basis ambiguity.”
The projectors P̂ Si which multiply the b̂i’s serve as “labels”
(15) attached to the Everett
copies, carrying information about past interactions and playing an important in role in
the Everett-interpretation resolution of the EPR paradox.(19, 20, 15, 17)
Taken by itself, interpretive rule 1 would have us conclude that all physically-possible
outcomes to a measurement are realized every time that measurement is performed, even
when the amplitudes ψi for one or more outcomes are equal to zero. To enable the formalism
to be applicable to situations in which not all possible outcomes are realized, interpretive
rule 1 must be supplemented(16) by interpretive rule 2: Only those copies of O exist at
time t which satisfy Wi(t) 6= 0, where the “weight” Wi(t) associated with the i
th copy is
the matrix element of the label between the initial-state bra and ket:
Wi(t) = 〈ψ(tin)|P̂
S
i |ψ(tin)〉. (27)
By introducing an ensemble of systems identical to S and accompanied by their respec-
tive observers O, one can, using interpretive rules 1 and 2 and physically-based restrictions
on the properties of measurement devices (finite resolution and information-storage capac-
ity), derive(16) both the existence of probability in quantum mechanics and the Born rule
for the value of probability, where probability is in the sense of the frequency interpretation,
i.e, relative frequency in the limit of an infinitely-large ensemble(see, e.g., Refs. 21 and
22.) The use of the Heisenberg picture avoids problems associated with other approaches
to deriving frequency-interpretation probability in the Everett interpretation (see Ref. 16
for details and references). The value of the probability associated with the ith outcome of
the ideal measurement interaction is Wi(t); using (18) in (27), we see that
M∑
i=1
Wi(t) = 〈ψ(tin)|
M∑
i=1
P̂ Si |ψ(tin)〉 = 1. (28)
3 Heisenberg-Picture Everett Quantum Theory with
Translational Degrees of Freedom
3.1 A Localized Measurement Interaction Model
3.1.1 State Spaces
To investigate the role of spatial degrees of freedom, we must extend the ideal-measurement
model. We first introduce translational degrees of freedom X and Z for the system and
the observer, respectively. The state space is spanned by tensor products of the discrete
sets of basis vectors (1), (2) and the continuous sets of basis vectors
|Xi; ξi〉, −∞ < ξi <∞, i = 1, 2, 3, (29)
|Zi; ζi〉, −∞ < ζi <∞, i = 1, 2, 3, (30)
where the labels ξi, ζi are three-dimensional spatial coordinates, eigenvalues of the corre-
sponding position operators:
~̂x|X ; ~ξ 〉 = ~ξ|X ; ~ξ 〉, (31)
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~̂z|Z; ~ζ 〉 = ~ζ|Z; ~ζ 〉, (32)
where
~̂x = (x̂1, x̂2, x̂3), (33)
~̂z = (ẑ1, ẑ2, ẑ3), (34)
~ξ = (ξ1, ξ2, ξ3), (35)
~ζ = (ζ1, ζ2, ζ3), (36)
|X ; ~ξ 〉 =
3⊗
i=1
|Xi; ξi〉, (37)
|Z; ~ζ 〉 =
3⊗
i=1
|Zi; ζi〉. (38)
In terms of the vectors (29), (30) (37) and (38), we can define the X and Z projection
operators
P̂X~ξ =
3⊗
i=1
P̂Xiξi = |X ;
~ξ〉〈X ; ~ξ|, (39)
P̂Z~ζ =
3⊗
i=1
P̂Ziζi = |Z;
~ζ〉〈Z;~ζ|, (40)
where
P̂Xiξi = |Xi; ξi〉〈Xi; ξi|, i = 1, 2, 3, (41)
P̂Ziζi = |Zi; ζi〉〈Zi; ζi|, i = 1, 2, 3. (42)
In the remainder of this paper we will occasionally use the symbols S and O to refer,
not just to the discrete degrees of freedom, but to the measured system and observer as a
whole, including the spatial degrees of freedom X and Z. Which meaning is used in any
specific case should be clear from the context.
3.1.2 Measurement Interaction
We next introduce a spatially-localized measurement interaction. Define the operator
P̂ZXf =
∫
d3~ζ d3~ξ f(~ζ, ~ξ)P̂Z~ζ P̂
X
~ξ
, (43)
where f(~ζ, ~ξ) is a c-number function, and require that P̂ZXf be a projection operator,(
P̂ZXf
)2
= P̂ZXf . (44)
Using (39)-(43) and imposing the usual normalization conditions for |X ; ~ξ〉, |Z; ~ζ〉,
〈X ; ~ξ|X ; ~ξ′〉 = δ3(~ξ − ~ξ′), (45)
〈Z; ~ζ|Z; ~ζ ′〉 = δ3(~ζ − ~ζ ′), (46)
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(44) implies that (
f(~ζ, ~ξ)
)2
= f(~ζ, ~ξ) ∀ ~ζ, ~ξ, (47)
i.e.,
f(~ζ, ~ξ) = 0 or 1 ∀ ~ζ, ~ξ. (48)
To model measurement interactions of finite range, we choose
f(~ζ, ~ξ) = θ(a− |~ζ − ~ξ|), a > 0, (49)
where θ is the Heaviside unit step function. With the choice (49) for f , P̂ZXf is the
projection operator into the subspace of states in Z ⊗X which are within spatial distance
a of each other:
P̂ZXf |Z;
~ζ〉|X ; ~ξ〉 = |Z; ~ζ〉|X ; ~ξ〉, |~ζ − ~ξ| < a,
= 0, |~ζ − ~ξ| > a.
(50)
The finite-range measurement Hamiltonian is taken to be
ĤF = ĤI ⊗ P̂
ZX
f . (51)
where ĤI is the ideal-measurement Hamiltonian (15). Taking into account (50), the form
(51) for ĤF implies that S and O only interact if they are within distance a of each other.
Using (15), (17), (20), (44), and (51), the time-evolution operator
ÛF = exp(−iĤF (t− tin)) (52)
has the form
ÛF = P̂
ZX
f˜
+
M∑
i=1
ûOi ⊗ P̂
S
i ⊗ P̂
ZX
f . (53)
Here
f˜(~ζ, ~ξ) = 1− f(~ζ, ~ξ), (54)
P̂ZX
f˜
=
∫
d3~ζd3~ξ f˜(~ζ, ~ξ) P̂Z~ζ P̂
X
~ξ
. (55)
P̂ZX
f˜
is the projector into the subspace of states in Z ⊗X which are farther apart than a:
P̂ZX
f˜
|Z; ~ζ〉|X ; ~ξ〉 = |Z; ~ζ〉|X ; ~ξ〉, |~ζ − ~ξ| > a,
= 0, |~ζ − ~ξ| < a.
(56)
satisfying, from (43), (44), (48), (54) and (55),(
P̂ZX
f˜
)2
= P̂ZX
f˜
, (57)
P̂ZX
f˜
= 1− P̂ZXf , (58)
P̂ZX
f˜
P̂ZXf = P̂
ZX
f P̂
ZX
f˜
= 0. (59)
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3.1.3 Time Evolution of Operators
An operator which at time tin has the value ô has, at the later time t, the value
ô(t) = Û †F ô ÛF . (60)
If d̂ = d̂(tin) is an operator which at time tin acts nontrivially only in O-space, then, using
(17), (44), (53), (57), (59) and (60),
d̂(t) = d̂0 ⊗ P̂
ZX
f˜
+
M∑
i=1
d̂i ⊗ P̂
S
i ⊗ P̂
ZX
f , (61)
where
d̂0 = d̂, (62)
d̂i = û
O
i
† d̂ ûOi , i = 1, . . . ,M. (63)
In particular,
b̂(t) = b̂0 ⊗ P̂
ZX
f˜
+
M∑
i=1
b̂i ⊗ P̂
S
i ⊗ P̂
ZX
f , (64)
where
b̂0 = b̂, (65)
and where the b̂i’s for i = 1, . . . ,M are as given in (25). The coefficients of the b̂i’s in (64)
are a complete orthogonal set of projection operators:(
P̂ZX
f˜
)2
= P̂ZX
f˜
, (66)
P̂ZX
f˜
(
P̂ Si ⊗ P̂
ZX
f
)
=
(
P̂ Si ⊗ P̂
ZX
f
)
P̂ZX
f˜
= 0, i = 1, . . . ,M, (67)(
P̂ Si ⊗ P̂
ZX
f
) (
P̂ Sj ⊗ P̂
ZX
f
)
= δij
(
P̂ Si ⊗ P̂
ZX
f
)
, i, j = 1, . . . ,M, (68)
P̂ZX
f˜
+
M∑
i=1
(
P̂ Si ⊗ P̂
ZX
f
)
= 1. (69)
As in the completely-discrete case, â is unchanged by the measurement:
â(t) = Û †F â ÛF = â. (70)
The same is true for ~̂x and ~̂z:
~̂x(t) = Û †F ~̂x ÛF = ~̂x, (71)
~̂z(t) = Û †F ~̂z ÛF = ~̂z. (72)
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3.1.4 Initial State
For a measurement situation, the initial state should be one in which the degrees of freedom
pertaining to the observer, O and Z, are uncorrelated with those pertaining to the system
to be measured, S and X . In addition, a measurement of the O degree of freedom should
with certainty determine that the observer is in a state of ignorance. We therefore take
the initial state to be
|ψ1(tin)〉 = |Z,O, tin〉|X ,S, tin〉, (73)
where
|X ,S, tin〉 =
M∑
i=1
∫
d3~ξ ψXSi (
~ξ) |X ; ~ξ〉|S;αi〉, (74)
|Z,O, tin〉 =
∫
d3~ζ ψZ(~ζ) |Z; ~ζ〉|O; β0〉, (75)
and where ψXSi (
~ξ) and ψZ(~ζ) are c-number functions. Normalization of |X ,S, tin〉 and
|Z,O, tin〉 imposes the constraints
M∑
i=1
∫
d3~ξ |ψXSi (
~ξ)|2 = 1, (76)
∫
d3~ζ |ψZ(~ζ)|2 = 1. (77)
Using (5), (26) and (65), we see that
b̂i|O; β0〉 = βi|O; β0〉, i = 0, . . . ,M. (78)
So, by virtue of interpretive rule 1, we conclude from (64), (73) and (78) that at time t
the observer, in a state of ignorance at time tin, has split into M +1 Everett copies, one of
which has remained in a state of ignorance, the others of which have respectively observed
the M possible outcomes of successful measurement of S.
Expression (64) is the extension of the expansion (24) to a situation involving transla-
tional degrees of freedom. Is there any sort of basis ambiguity present here? Could b̂(t) also
be expanded in a manner different from and physically inequivalent to (64)? The answer
to these questions is “no,” as may be seen from the generalized version of the operator
expansion uniqueness theorem of Sec. 4.2.1 of Ref. 10 that is derived in the Appendix of
the present paper.
3.1.5 Probability
The probability associated with the Everett copy of O which remains in a state of ignorance
is
Wb,0 = 〈ψ1(tin)|P̂
ZX
f˜
|ψ1(tin)〉. (79)
It should be emphasized that the derivation of “weight equals probability” from relative
frequency considerations has only to date been carried out for quantum systems with only
discrete degrees of freedom.(16) So, for the present, its application here must be considered
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to be an independent assumption (as is the usual practice in Everett and non-Everett
quantum mechanics).
Using (55) and (73)-(75) we find
Wb,0 =
M∑
i=1
∫
d3~ζ d3~ξ|ψZ(~ζ)|2 f˜(~ζ, ~ξ) |ψXSi (
~ξ)|2. (80)
The probabilities for the other Everett copies are
Wb,i = 〈ψ1(tin)|P̂
S
i ⊗ P̂
ZX
f |ψ1(tin)〉, i = 1, . . . ,M. (81)
Using (7), (16), (43) and (73)-(75)
Wb,i =
∫
d3~ζ d3~ξ |ψZ(~ζ)|2f(~ζ, ~ξ) |ψXSi (
~ξ)|2, i = 1, . . . ,M. (82)
Using (18), (76), (77), (80) and (82), we verify that these probabilities properly sum to
one:
Wb,0 +
M∑
i=1
Wb,i =
∫
d3~ζ d3~ξ |ψZ(~ζ)|2
(
f(~ζ, ~ξ) + f˜(~ζ, ~ξ)
) M∑
i=1
|ψXSi (
~ξ)|2 = 1. (83)
The Heisenberg-picture Everett formalism is thus seen to provide unambiguous outcome
determination, even when the translational degrees of freedom of the observer/measuring
device are included in the description of the measurement situation. I.e., the formalism
specifies what the outcomes to measurement are—including here the possibility that, due
to excessive spatial separation between S and O, no measurement is made—as well as the
respective probabilities of the outcomes, (80) and (82).
3.2 Observer Spatial Degrees of Freedom Mimic A Proper Mix-
ture
No restriction has been placed on the initial probability amplitude ψZ(~ζ) for the transla-
tional degrees of freedom of the observer. How it comes about that there is nevertheless
no conflict with the observed spatial localization of macroscopic objects such as measuring
devices will be examined in the following section. Here we address a potential objection
based on the form of the results (80), (82). Namely, these expressions for the probability of
measurement outcomes explicitly involve the measuring-device-position amplitude ψZ(~ζ).
Now, typically, when computing the respective probabilities of the possible outcomes of
measurement of a quantum system performed using a macroscopic measuring device, one
makes use of the state vector of the measured system; but one does not have to take into
account any sort of wavefunction for the measuring device itself.
This apparent discrepancy is resolved by noting that the results (80), (82) of the
Heisenberg-picture formalism are equal to those obtained if one proceeds in the usual
manner—i.e., ignoring spatial degrees of freedom of the measuring apparatus—and com-
putes the probabilities of measurement outcomes for a measured system initially in a mixed
state. Since, from (49) and (54), f(~ζ, ~ξ) and f˜(~ζ, ~ξ) are translation invariant,
f(~ζ, ~ξ) = f(~ζ − ~q, ~ξ − ~q) ∀~q, (84)
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f˜(~ζ, ~ξ) = f˜(~ζ − ~q, ~ξ − ~q) ∀~q, (85)
(80), (82) can be written as
Wb,0 =
M∑
i=1
∫
d3~ζ d3~ξ|ψZ(~ζ)|2 f˜(~0, ~ξ) |ψXSi (
~ξ + ~ζ)|2, (86)
Wb,i =
∫
d3~ζ d3~ξ |ψZ(~ζ)|2f(~0, ~ξ) |ψXSi (
~ξ + ~ζ)|2, i = 1, . . . ,M, (87)
where ~0 = (0, 0, 0). Expressions (86) and (87) are precisely the values obtained in the
usual formalism—i..e, disregarding the translational degrees of freedom Z of the measuring
device—for the probabilities of obtaining the given outcomes upon measuring a classical
statistical mixture (proper mixture—see Sec. 7.2 of Ref. 18) of quantum systems, with
the (continuous) elements of the mixture indexed by ~ζ and having the classical probability
density p(~ζ) = |ψZ(~ζ)|2.
To see this, we redo the analysis that led to (86), (87), leaving out the observer transla-
tional degrees of freedom Z and taking the initial state to be a proper mixture. The state
space is spanned by tensor products of the basis vectors (1), (2), and (29) (but not (30)).
Define the X -space projection operator
P̂Xg =
∫
d3~ξ g(~ξ) P̂X~ξ , (88)
where g(~ξ) is a c-number function satisfying
(g(~ξ))2 = g(~ξ), (89)
so
g(~ξ) = 0 or 1 ∀ ~ξ. (90)
If we choose
g(~ξ) = θ(a− |~ξ|), a > 0, (91)
i.e.,
g(~ξ) = f(~0, ~ξ). (92)
then P̂Xg is the projector into X -states within distance a of the origin,
P̂Xg |X ;
~ξ〉 = |X ; ~ξ〉, |~ξ| < a,
= 0, |~ξ| > a.
(93)
To model a finite-range measurement, we take the Hamiltonian3 to be
Ĥ ′F = ĤI ⊗ P̂
X
g , (94)
where ĤI is as given in (15). The time-evolution operator from the initial time tin to time
t,
Û ′F = exp(−iĤ
′
F (t− tin)), (95)
3Subsequent to the completion of this work I became aware of Sec. III of Ref. 23, where essentially the
same Hamiltonian as in (94) appears.
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has the form
Û ′F = P̂
X
g˜
+
M∑
i=1
ûOi ⊗ P̂
S
i ⊗ P̂
X
g . (96)
Here
g˜(~ξ) = 1− g(~ξ), (97)
i.e.,
g˜(~ξ) = f˜(~0, ~ζ), (98)
so
P̂g˜ =
∫
d3~ξ g˜(~ξ) P̂X~ξ , (99)
P̂X
g˜
is the projector into the subspace of states in X which are farther from the origin than
a:
P̂X
g˜
|X ; ~ξ〉 = |X ; ~ξ〉, |~ξ| > a,
= 0, |~ξ| < a.
(100)
satisfying, from (39), (45), (88), (89) and (97)-(99),(
P̂X
g˜
)2
= P̂X
g˜
, (101)
P̂X
g˜
= 1− P̂Xg , (102)
P̂X
g˜
P̂Xg = P̂
X
g P̂
X
g˜
= 0. (103)
Using (17), (25), (65), (96), (101) and (103), the measurement-result operator b̂ has, at
time t, the value
b̂′(t) = b̂0 ⊗ P̂
X
g˜
+
M∑
i=1
b̂i ⊗ P̂
S
i ⊗ P̂
X
g . (104)
(â and ~̂x are unchanged by the measurement:
â′(t) = Û ′†F â Û
′
F = â, (105)
~̂x
′
(t) = Û ′†F ~̂x Û
′
F = ~̂x.) (106)
We take the initial (pre-measurement) state to be a proper mixture of the vectors
|ψ1
′(tin), ~ζ〉 = |O; β0〉
M∑
i=1
∫
d3~ξ ψXSi (
~ξ + ~ζ)|X ; ~ξ〉|S;αi〉, − ~∞ < ~ζ < ~∞, (107)
with classical probability density
p(~ζ) ≥ 0, − ~∞ < ~ζ < ~∞, (108)∫
d3~ζ p(~ζ) = 1. (109)
Were the initial state one of the pure states |ψ1
′(tin), ~ζ〉 we would conclude from (78),
(104), (107) and interpretive rule 1 that the degree of freedom O, initially in a state of
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ignorance at time tin, has at the post-measurement time t split into M + 1 Everett copies
which have respectively obtained measurement results βi, i = 0, . . . ,M . One can regard
the formalism of a proper mixture as a convenient notation for calculating the results of
experiments performed on ordinary classical ensembles of quantum systems each one of
which is a pure state.4 We can then conclude that in each of the quantum systems in the
ensemble, the degree of freedom O has split into Everett copies as described above. If, on
the other hand, we wish to consider that a single quantum system can be described by a
density operator ρ̂(tin) which is not a pure state, i.e., one for which
(ρ̂(tin))
2 6= ρ̂(tin), (110)
then we must extend in a straightforward manner the initial-state requirements (9) and
(26) to accommodate the case of general (not necessarily pure) states. The initial density
operator must be of the form
ρ̂(tin) = ρ̂obs(tin)⊗ ρ̂sys(tin), (111)
where ρ̂obs(tin) and ρ̂sys(tin) act only in the state spaces of the observer and system, re-
spectively, and where
b̂i ρ̂obs(tin) = βi ρ̂obs(tin), i = 0, . . . ,M. (112)
For the mixture under consideration here, the density operator is
ρ̂′(tin) =
∫
d3~ζ p(~ζ) |ψ′(tin), ~ζ〉〈ψ
′(tin), ~ζ|. (113)
or, using (107),
ρ̂′(tin) = ρ̂
′
obs(tin)⊗ ρ̂
′
sys(tin), (114)
where
ρ̂′obs(tin) = |O; β0〉〈O; β0|, (115)
and
ρ̂′sys(tin) =
∫
d3~ζ p(~ζ)
M∑
i,i=1
∫
d3~ξ d3~ξ′ ψXSi
∗
(~ξ + ~ζ)ψXSj (
~ξ′ + ~ζ)|X ; ~ξ〉|S;αi〉〈X ; ~ξ′|〈S;αj|.
(116)
Using (26) and (115),
b̂i ρ̂
′
obs(tin) = βi ρ̂
′
obs(tin), i = 0, . . . ,M, (117)
Whichever way we choose to think about proper mixtures, the probabilities for the
respective measurement outcomes are given by the weights
W ′b,0 =
∫
d3~ζ p(~ζ)W ′
b,0,~ζ
, (118)
4This is not to say that any mixture can be regarded in a unique manner an ensemble of pure states;
that statement would be false. See, e.g., Sec. 2.3 of Ref. 24.
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for “no measurement made,” and
W ′b,i =
∫
d3~ζ p(~ζ)W ′
b,i,~ζ
, i = 1, . . . ,M, (119)
for “outcome βi measured,” i = 1, . . . ,M , where
W ′
b,0,~ζ
= 〈ψ′(tin), ~ζ|P̂
X
g˜
|ψ′(tin), ~ζ〉, (120)
W ′
b,i,~ζ
= 〈ψ′(tin), ~ζ|P̂
S
i ⊗ P̂
X
g |ψ
′(tin), ~ζ〉, i = 1, . . . ,M. (121)
Using (7), (16), (88), (99) and (107), we find
W ′b,0 =
M∑
i=1
∫
d3~ζ d3~ξ p(ζ) g˜(ξ) |ψXSi (~ξ + ~ζ)|
2, (122)
W ′b,i =
∫
d3~ζ d3~ξ p(ζ) g(~ξ) |ψXSi (
~ξ + ~ζ)|, i = 1, . . . ,M. (123)
Using (92) and (98), we see that these probabilities are identical to the corresponding
probabilities (86), (87), with the identification
p(~ζ) = |ψZ(~ζ)|2. (124)
We conclude that, when a measuring device O performs a measurement on a system
S by means of the finite-range interaction (51), no ambiguity is introduced by taking into
account the translational degrees of freedom Z associated with O, either in the possible
outcomes or in their respective probabilities. This is true regardless of the manner in which
the initial-time wave function depends on the Z degrees of freedom. The presence of this
Z-dependence affects the measurement probabilities in the same way that an initial mixed
state for the measured system would in the absence of the Z degrees of freedom.
4 Multiple Observers and Spatial Localization
We have seen in Sec. 3 above that inclusion of spatial degrees of freedom does not prevent
unambiguous determination of outcomes or their associated probabilities in the Everett
interpretation. However, in addition to obtaining definite results for measurements, with
corresponding probabilities consistent with those predicted by quantum mechanics, it is a
property of measuring devices that they can be considered to have well-defined spatial lo-
cations. In this section we present a scenario involving measurements by multiple observers
illustrating that this property of localization is present in the Heisenberg-picture Everett
formalism, at least when the interactions responsible for the measurements are localized
along the lines of Sec. 3.
The measurement scenario is of the following form: Two observers O(1) and O(2) each
perform localized measurements on a system S. By virtue of the fact that these observers
are localized in space, we expect the results of the paired measurements to be correlated
in certain ways. To see if this is the case, a third observer G performs measurements on
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both O(1) and O(2). (In Everett quantum mechanics, we must always consider an explicit
measurement of the results of measurements made by different observers if we wish to speak
of correlations between those results. In the absence of such an additional measurement,
we can only say, e.g., that O(1) and O(2) have each split into their respective Everett copies,
but cannot talk about correlations between the copies.)
Specifically, the observers O(p), p = 1, 2 wish to examine whether they are in agreement
as to the spatial locations of objects around them. They each make use of measuring devices
of the type described in Sec. 3, which determine the state of system S provided S is located
within a distance a(p) of the origin of O(p)’s coordinate system. The two observers first
have to arrange to use a common coordinate system so that they can meaningfully compare
their results. They do so by mounting both measuring devices on a common platform, so
as to maintain a fixed displacement between the devices. (For simplicity we will assume
that the orientation of the platform is fixed.) Let the measuring devices be adjusted so
that O(p) can determine the state of S if S is within distance a(p) of the location ~d(p), where
~d(p) is measured from the common origin of coordinates fixed in the platform. After the
O(p)’s have performed their measurements, an observer G measures their respective states
of awareness. We take the interaction by means of which G measures the O(p)’s to be such
that, at the conclusion of the measurement process, G will with certainty know the state
of the O(p)’s. (E.g., the G measuring apparatus might be mounted on the same platform
as O(p)’s in such a way that both of the O(p)’s are within range.)
In other words, all three observers are here regarded as a single “bound structure.”
The spatial location of this structure, in addition to that of the spatial location of the
to-be-measured system S, is a quantum observable and, depending on the nature of the
quantum state vector, is in general “smeared out.” Is this state of affairs consistent with
our usual notions of localization in space? In the present scenario, these notions lead us
to expect the following results to be true:
Case 1. If |~d(1)− ~d(2)| > a(1)+a(2)—i.e., if the regions in which the two measuring devices
can interact with S have no overlap—then G will never find that both O(1) and O(2)
have determined the state of S.
Case 2. If, on the other hand, ~d(1) = ~d(2) and a(1) = a(2), so the two interaction regions
coincide, then G will never find that only one of the O(p)’s has determined the state
of S. Rather, G will always find either that neither has, or that both have, with the
results obtained in the latter case by O(1) and O(2) always being in agreement.
4.1 State Spaces
The state space of the observed system is the same as that employed in Sec. 3, its location
corresponding to the operator ~̂x and its internal state to the operator â. The spatial
location of the observers is described by a single spatial coordinate which we will take to
be the ~̂z of Sec. 3.1.1. In other words, the continuous degrees of freedom are the same as
in Sec. 3.
The operators b̂(p) represent the states of awareness of the two observers who measure
S:
b̂(p)|O(p); βi〉 = βi|O
(p); βi〉, i = 0, . . . ,M, p = 1, 2, (125)
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with the βi nondegenerate (see (6)) and the |O
(p); βi〉 orthonormal,
〈O(p); βi|O
(p); βj〉 = δij , i, j = O, . . . ,M, p = 1, 2. (126)
The state of awareness of G, the observer who measures the respective states of awareness
of O(1) and O(2) after they’ve measured S, is given by the eigenvalues γI of the operator
ĝ, with eigenvectors |G; γI〉,
ĝ|G; γI〉 = γI |G; γI〉, I = 0, 1, . . . , (M + 1)
2. (127)
I = 0 indicates the state of ignorance, while the remaining (M + 1)2 possible values
of I correspond to G having determined that O(1) has measured βi and that O
(2) has
measured βj, i, j = 0, . . . ,M . That is, there is a mapping I(i, j) from the pairs of states
|O(1); βi〉|O
(2); βj〉 which G observes to the (M +1)
2 non-ignorant states of awareness of G.
4.2 Measurement Interactions
Define
f ′′(p)(
~ζ, ~ξ) = θ(a(p) − |~ξ − (~ζ + ~d(p))|), a
(p) > 0, p = 1, 2, (128)
f˜ ′′(p)(
~ζ, ~ξ) = 1− f ′′(p)(
~ζ, ~ξ), p = 1, 2, (129)
P̂ZXf ′′(p) =
∫
d3~ζ d3~ξ P̂Z~ζ P̂
X
~ξ
f ′′(p)(
~ζ, ~ξ), p = 1, 2, (130)
P̂ZX
f˜ ′′(p)
=
∫
d3~ζ d3~ξ P̂Z~ζ P̂
X
~ξ
f˜ ′′(p)(
~ζ, ~ξ) = 1− P̂f ′′(p), p = 1, 2. (131)
The time evolution operators corresponding to the measurement of S by the O(p)’s are
then
Û
(p)′′
F = P̂
ZX
f˜ ′′(p)
+
M∑
i=1
û
O(p)
i ⊗ P̂
S
i ⊗ P̂
ZX
f ′′(p), p = 1, 2. (132)
obtained from the Hamiltonians
Ĥ
(p)′′
F =
M∑
i=1
ĥ
O(p)
i ⊗ P̂
S
i ⊗ P̂
ZX
f ′′(p), p = 1, 2, (133)
where
Û
(p)′′
F = exp
(
−iτ ′′Ĥ
(p)′′
F
)
, p = 1, 2. (134)
û
O(p)
i is related to ĥ
O(p)
i by
û
O(p)
i = exp
(
−iτ (p)ĥ
O(p)
i
)
, i = 1, . . . ,M, p = 1, 2, (135)
with
ĥ
O(p)
i = iκ
(p)
(
|O(p); βi〉〈O
(p); β0| − |O
(p); β0〉〈O
(p); βi|
)
p = 1, 2, (136)
and
κ(p) =
π
2τ (p)
, p = 1, 2. (137)
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The time evolution operator corresponding to the measurement of the O(p)’s by G is
ÛG ′′F =
M∑
i,j=0
ûGij ⊗ P̂
O(1)
i ⊗ P̂
O(2)
j , (138)
related to the Hamiltonian
ĤGI =
M∑
i,j=0
ĥGij ⊗ P̂
O(1)
i ⊗ P̂
O(2)
j (139)
by
ÛG ′′F = exp
(
−iτGĤGI
)
, (140)
where
ûGij = exp
(
−iτG ĥGij
)
, i, j = 0, . . . ,M, (141)
ĥGij = iκ
G
(
|G; γI(i,j)〉〈G; γ0| − |G; γ0〉〈G; γI(i,j)|
)
, i, j = 0, . . . ,M, (142)
and
κG =
π
2τG
. (143)
4.3 Time Evolution of Operators
The operator which generates time evolution from time tin to time t is
Û ′′F2 = Û
G ′′
F Û
(2)′′
F Û
(1)′′
F , (144)
and the operator corresponding to the state of awareness of G at time t is
ĝ′′(t) = Û ′′†F2 ĝ Û
′′
F2 (145)
=
M∑
i,j=0
ĝij ⊗ l̂
′′
g,ij (146)
where
ĝij = û
G†
ij ĝ û
G
ij, (147)
and
l̂′′g,ij = P̂
O(1)
i ⊗ P̂
O(2)
j ⊗ P̂
ZX
f˜ ′′(1)
P̂ZX
f˜ ′′(2)
(148)
+
M∑
i′=1
{
û
O(1)†
i′ P̂
O(1)
i û
O(1)
i′ ⊗ P̂
O(2)
j ⊗ P̂
ZX
f ′′(1)P̂
ZX
f˜ ′′(2)
+P̂
O(1)
i ⊗ û
O(2)†
i′ P̂
O(2)
j û
O(2)
i′ ⊗ P̂
ZX
f˜ ′′(1)
P̂ZXf ′′(2)
+û
O(1)†
i′ P̂
O(1)
i û
O(1)
i′ ⊗ û
O(2)†
i′ P̂
O(2)
j û
O(2)
i′ ⊗ P̂
ZX
f ′′(1)P̂
ZX
f ′′(2)
}
⊗ P̂ Si′ ,
satisfying
l̂′′g,ij l̂
′′
g,i′j′ = l̂
′′
g,ijδii′δjj′ (149)
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and
M∑
i,j=0
l̂′′g,ij = 1. (150)
(The operators b̂(p) undergo Everett splitting, while â, ~̂x and ~̂z are unchanged:
b̂(p)(t) = Û ′′†F b̂
(p) Û ′′F = b̂
(p)
0 ⊗ P̂
ZX
f˜(p)
+
M∑
i=1
b̂
(p)
i ⊗ p̂
S
i ⊗ p̂
ZX
f(p), p = 1, 2, (151)
â(t) = Û ′′†F â Û
′′
F = â, (152)
~̂x(t) = Û ′′†F ~̂x Û
′′
F = ~̂x, (153)
~̂z(t) = Û ′′†F ~̂z Û
′′
F = ~̂z.) (154)
4.4 Initial State
The observables pertaining to the measured system should be uncorrelated with those
pertaining to the measuring devices. In addition all three measuring devices should be in
their respective states of ignorance. We therefore take the initial state to be
|ψ′′2(tin)〉 = |G,Z,O, tin〉|X ,S, tin〉, (155)
where
|G,Z,O, tin〉 =
∫
d3~ζ ψZ(~ζ)|Z; ~ζ〉|G; γ0〉|O
(1); β0〉|O
(2); β0〉 (156)
and where |X ,S, tin〉 is as in eq. (74). Normalization of |ψ
′′
2(tin)〉,
〈ψ′′2(tin)|ψ
′′
2(tin)〉 = 1, (157)
imposes the constraint(∫
d3~ξ
M∑
i=1
|ψXSi (
~ξ)|2
) (∫
d3~ζ |ψZ(~ζ)|2
)
= 1. (158)
4.5 Probability
The probability that G determines that the states of awareness of O(1) and O(2) are respec-
tively βi and βj is
W ′′2g,ij = 〈ψ
′′
2 (tin)|l̂
′′
g,ij|ψ
′′
2(tin)〉, (159)
Using (30-42), (74), (128-131), (149), (155) and (156) in (159), we find that
W ′′2g,ij =
∫
d3~ζ d3~ξ |ψZ(~ζ)|2
·
[
δi0 δj0 f˜(1)(~ζ, ~ξ) f˜
′′
(2)(
~ζ, ~ξ)
M∑
k=1
|ψXSk (
~ξ)|2
+(1− δi0) δj0 f
′′
(1)(
~ζ, ~ξ) f˜ ′′(2)(
~ζ, ~ξ) |ψXSi (
~ξ)|2
+δi0 (1− δj0) f˜
′′
(1)(
~ζ, ~ξ) f ′′(2)(
~ζ ′, ~ξ) |ψXSj (
~ξ)|2
+δij (1− δi0) f
′′
(1)(
~ζ, ~ξ) f ′′(2)(
~ζ, ~ξ) |ψXSi (
~ξ)|2
]
, i, j = 0, . . . ,M. (160)
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Using (128), (129), (158) and (160) we verify that
M∑
i,j=0
W ′′2g,ij = 1. (161)
We now consider the two possibilities for the value of the ~d(p)’s and the a(p)’s described
above:
Case 1. Suppose that
|~d(1) − ~d(2)| > a(1) + a(2). (162)
Then
f ′′(1)(
~ζ, ~ξ)f ′′(2)(
~ζ, ~ξ) = 0 ∀ ~ζ, ~ξ. (163)
To verify this, assume that, on the contrary,
f ′′(1)(
~ζ ′, ~ξ′)f ′′(2)(
~ζ ′, ~ξ′) 6= 0 (164)
for some ~ζ ′, ~ξ′, implying
f ′′(1)(
~ζ ′, ~ξ′) 6= 0, (165)
f ′′(2)(
~ζ ′, ~ξ′) 6= 0. (166)
Using the definition (128), these imply that
|~ξ′ − (~ζ ′ + ~d(1))| < a(1), (167)
|~ξ′ − (~ζ ′ + ~d(2))| < a(2), (168)
so
|~ξ′ − (~ζ ′ + ~d(1))|+ |~ξ′ − (~ζ ′ + ~d(2))| < a(1) + a(2). (169)
It follows from the Schwartz inequality that, for any vectors ~A and ~B,
| ~A− ~B| ≤ | ~A|+ | ~B|, (170)
(see, e.g., p. 35 of Ref. 25).Therefore (169) implies
|~d(1) − ~d(2)| ≤ a(1) + a(2), (171)
contradicting the condition (162).
So, in this case—i.e., “large” separation, as given by (162)—the last term in the square
brackets in (160) vanishes, implying W ′′2g,ij = 0 unless at least one of the indices i, j is zero.
That is, there is zero probability that O(1) and O(2) both measure S.
Case 2. If ~d(1) = ~d(2) and a(1) = a(2) then, from (128),
f ′′(1)(
~ζ, ~ξ) = f ′′(2)(
~ζ, ~ξ). (172)
From (128) and (129)
f ′′(p)(
~ζ, ~ξ)f˜ ′′(p)(
~ζ, ~ξ) = 0, p = 1, 2. (173)
Eqs. (172) and (173) imply that the second and third terms in the square brackets in (160)
vanish. So, in this case of both O(1) and O(2) measuring S in the same location, W ′′2g,ij = 0
unless both of the indices i, j are the same. G will always observe either that both O(1)
and O(2) have failed to measure S, or that both have measured it and obtained the same
value.
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5 Summary and Discussion
When applied to the localized measurement interaction model developed in this paper, the
rules for determining the possible results of measurements and their associated probabilities
in the Heisenberg-picture Everett interpretation give unambiguous results in the presence
of continuous translational degrees of freedom for both measured systems and observers
just as they do in their absence. The continuous-spectrum translational degrees of freedom
of the measuring device have the same effect on the measurement results as would a mixed
state for the observed system.
Despite the presence of translational degrees of freedom for observers, the results ob-
tained by multiple observers measuring another system and subsequently comparing their
results will accord with what we think of when we say that a macroscopic system like a
measuring device is “in one place at a time.” E.g., if the observation regions of the ob-
servers O(1) and O(1) in Sec. 4 are well-separated, they will never both measure S; if those
regions coincide, they will always measure it, or fail to measure it, in coincidence, and with
the same results when they do measure it.
To the extent that Stapp’s claim that macroscopic objects, in particular measuring
devices, are “smeared out over a continuum of locations” in collapse-free Everett quantum
mechanics is taken to be a statement of underlying ontology, we have not refuted it here.
Rather, we have argued that such smearing will not be perceived . The examples of Secs. 3
and 4 indicate that, to the extent that observers operationally determine their positions in
space by measuring the positions of objects using localized measurement interactions and
then comparing their results, each Everett copy of an observer determining its location in
such manner will obtain an unambiguous result, with a precision dictated by the limitations
the apparatus employed. Thus, both internal and spatial properties of macroscopic objects
are definite at what Schlosshauer (Sec. II.B.3 of Ref. 13) terms the “observational level.”
This is sufficient to put the theory in accord with experience; see Sec. II.B.3 of Ref. 13
and Ref. 26.5
The analysis presented in this paper is in the context of a specific finite-range inter-
action model. It is to be expected that the conclusions obtained through this analysis,
particularly regarding localization of measuring devices, will carry over to more compli-
cated and realistic measurement models, since these will also be finite-range. E.g., the best
models we currently have of fundamental interactions, quantum field theories,6 involve ba-
sic constituents (operator-valued fields) which interact only at the same space-time point
(see, e.g., Refs. 28 and 29).
Joos(30) has previously pointed out the importance of variables with discrete spec-
tra for the Everett interpretation, and Zurek, in a private communication reported by
Schlosshauer, argues that the core basis problem vanishes at the observational level due
to the approximately-discrete nature of the states of neurons in the human brain: “...It is
ultimately only in the brain where the perception of denumerability and mutual exclusive-
ness of events must be accounted for...when neurons are more appropriately modeled as
two-state systems, the issue raised by Stapp disappears. . . ” (Sec. IV.C.1 of Ref. 13).
5Re: probability as an observational-level phenomenon, see Refs. 31-33.
6The standard model quantum field theory is believed to correctly describe particles and their interac-
tions down to a length scale of 10−18 m.(27)
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As I have argued in this paper, discrete states for observers are indeed a necessary
ingredient for the resolution of the core basis problem. However, what is equally important
is taking an operational approach to the properties of objects, including measuring devices.
To obtain information about, say, the location of a measuring device, one must perform a
measurement to determine it, either explictly or (as in Sec. 4) implicitly. Without such
an approach it is unclear, e.g., how to handle the translational degrees of freedom of the
measuring device while it is being used to measure the property S (see Sec. 3). The use
of the Heisenberg-picture Everett formalism makes this operational approach essentially
automatic, since the very definition of when something has a property (interpretational
rule 1) is couched in terms of the time evolution, as a result of measurement interaction,
of a degree of freedom of a measuring device.
Note that, since we are not employing the Copenhagen interpretation, there are no
classical objects, with c-number locations in space, present in the formalism with respect
to which to measure the position of quantum objects in any absolute sense. The only
position information which can be obtained is relative information, as in Sec. 4; “O(2) is
(or is not) at the same location as O(1).”
(The approximately two-valued voltage across a neuron membrane is certainly sufficient
to serve as an observer-type degree of freedom O, but it seems unlikely that it is necessary
to proceed so far up the ladder of complexity before encountering a suitable operator.
Degrees of freedom in inorganic matter would seem to be adequate, e.g. those related to
the excitation of vibrational states of a rock upon absorption of a photon. In the nervous
system, the change in the geometry of a rhodopsin molecule upon absorption of light (see,
e.g., Ch. 26 of Ref. 34) might be another example.7 Disturbance of the measured system
upon measurement, as when a photon is absorbed, is another, different, departure from
the ideal-measurement model, but a rather straightforward one (see, e.g., Sec. 9.2 of Ref.
24) which does not modify interpretational issues.)
Several open issues remain. As noted above (Sec. 3.1.5), the derivation of Born-rule
probability8 from relative frequency in the infinite-ensemble limit given in Ref. 16 for
systems with discrete degrees of freedom has not to date been extended to system with
continuous degrees of freedom such as those in the present paper. The analysis presented
7Rhodopsin, as the site of interaction between external electromagnetic fields and the human visual
system, has the been the subject of a variety of proposals, both theoretical and experimental, regarding
quantum measurement.(35-39)
8Recently van Esch(40) has claimed that the Born rule is not derivable from the nonprobabilistic ele-
ments of the Everett formalism but must rather be an independent postulate. He defines, within the usual
nonprobabilistic structure of quantum mechanics with discrete degrees of freedom, a rule which associates
real numbers between zero and unity with Schro¨dinger-picture Everett branches. He refers to this rule as
an “alternative probability rule,” and then argues that since this probability rule, which differs from the
Born probability rule, can be defined in the context of the nonprobabilistic elements of Everett quantum
theory just as well as the Born rule, the Born rule cannot be derivable from the nonprobabilistic elements
but must instead be an independent postulate. Van Esch retains in his alternative quantum theory proper-
ties equivalent to interpretive rules 1 and 2. Therefore, the results of Ref. 16 show that, in his alternative
quantum theory, the probability rule would disagree with the results obtained by a relative-frequency-
measuring device in the infinite-ensemble limit (at least in the physically-interesting case that measuring
devices are of finite size and employ finite amounts of energy in their operation). It is questionable whether
such a rule, bearing no relation to long-term relative frequency, should be termed a “probability” rule at
all.
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in this paper should also be extended to include rotational as well as translational degrees
of freedom. The finite-range interaction Hamiltonian for, say, a Stern-Gerlach type device
measuring the spin of a spin 1/2 particle would differ somewhat from the form (51)—
the projection operators (16) would be replaced by projection operators dependent on the
orientation of the measuring device, since which components of spin are measured depends
on this orientation.
The nondegenerate eigenvalues of the O degree of freedom in any measurement model
of the type presented here should correspond to “facts”—e.g., “current is flowing in the
semiconductor junction,” “light-emitting diode is on,” “the voltage across this portion of
the cell membrane has a certain value”—which are true or false independent of location,
orientation or other degrees of freedom of the measuring apparatus. A genuinely internal
isospin-like degree of freedom would of course fit the bill, but more relevant for modeling
most measurement-like situations are systems in which the O degree of freedom is a func-
tion of coordinates describing the positions and/or motions of constituent pieces of the
measuring apparatus relative to one another. So, the construction of simple but explicit
models in which the O degree of freedom is constructed in this manner is essential to relate
the abstract model presented above to such more realistic measurement devices, and to
determine whether these devices too can be described without basis problems in an Everett
framework.
Finally, having seen that well-defined isolated measurements can exist in a collapse-
free quantum-mechanical model, we are still left with the question of why only certain
types of measuring devices, and not others, are essentially always encountered in art and
in nature. Our instruments and our brains can detect and distinguish between live cats
and dead cats; but rare indeed are “Schro¨dinger-cat sensors” which detect superpositions
of macroscopically-distinct states of observed systems.9 The answer to this question is
nowadays thought to be decoherence: Due to interaction with the environment, successive
measurements made by such detectors would in all but highly-controlled conditions give
uncorrelated results, and so would have no predictive value. Such detectors would therefore
not be built, nor would observers capable of making such measurements have evolved (Ref.
5; see also Sec. III.E.1 of Ref. 13 and references therein). There is no reason to think
that decoherence cannot continue to play this role10 in models of the type presented in
this paper, although of course this issue ought to be examined in detail. But, at least in
the model presented above, decoherence is not required in order for the results of Everett-
quantum-mechanical measurements involving measured systems and measuring devices
with discrete and translational degrees of freedom to be unambiguous and compatible with
localization of the measuring devices.
9Rare, but not nonexistent!(41)
10In addition, decoherence suppresses interference between possible trajectories of macroscopic objects.
Interference is a phenomenon which involves properties of physical systems not just at individual times
but at sequences of times (histories) (see Sec. II of Ref. 42). Quantitative analysis of interference
suppression requires consideration of the free dynamics of the system between measurement interactions
(Ref. 43; see also Ref. 44 and references therein) as well as the during-measurement interactions which
have been considered here. Recently, suppression of interference through environmental decoherence has
been demonstrated experimentally.(45-47)
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Appendix: A Generalized Operator Expansion Unique-
ness Theorem
In this Appendix we extend the operator expansion uniqueness theorem of Sec. 4.2.1 of
Ref. 10 to systems with continuous degrees of freedom such as translation, in order to
show that the form for b̂(t) in (64) is unique.
Operator expansion uniqueness theorem for systems with continuous degrees
of freedom: Let b̂(t) be an operator which acts in the product space O ⊗ V and can be
expanded as
b̂(t) =
M∑
i=0
b̂′i ⊗ Q̂
′
i. (174)
Each Hermitian operator b̂′i, i = 0, . . . ,M acts nontrivially only in the (M+1)-dimensional
state space O, and satisfies
b̂′i|O : 0〉 = β
′
i|O : 0〉, i = 0, . . . ,M, (175)
β ′i = β
′
j ⇒ i = j, i, j = 0, . . . ,M, (176)
for some vector |O : 0〉 in O. Each Hermitian operator Q̂′i, i = 0, . . . ,M , acts nontrivially
only in the state space V which is spanned by basis vectors |V : ~l, ~ν〉 carrying both discrete
and continuous indices:
〈V : ~l, ~ν|V : ~l′, ~ν ′〉 = δ~l ~l′δ(~ν − ~ν
′), (177)∑
~l
∫
d~ν|V : ~l, ~ν〉〈V : ~l, ~ν| = 1. (178)
The Q̂′i’s form a complete set of nontrivial orthogonal projection operators in V:
Q̂′iQ̂
′
j = δijQ̂
′
i, i = 0, . . . ,M, (179)
M∑
i=0
Q̂′i = 1, (180)
Q̂′i 6= 0, i = 0, . . . ,M. (181)
Suppose that there exists another expansion for b̂(t),
b̂(t) =
M∑
i=0
b̂′′i ⊗ Q̂
′′
i , (182)
where the b̂′′i ’s are Hermitian operators acting in O and satisfying
b̂′′i |O : 0〉 = β
′′
i |O : 0〉, i = 0, . . . ,M, (183)
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β ′′i = β
′′
j ⇒ i = j, i, j = 0, . . . ,M, (184)
for the same vector |O : 0〉 in O, and where the Q̂′′i ’s are Hermitian operators acting in V
satisfying
Q̂′′i Q̂
′′
j = δijQ̂
′′
i , i = 0, . . . ,M, (185)
M∑
i=0
Q̂′′i = 1, (186)
Q̂′′i 6= 0, i = 0, . . . ,M. (187)
Then the b̂′′i ’s and Q̂
′′
i ’s are identical to the b̂
′
i’s and Q̂
′
i’s up to renumbering:
b̂′′i = b̂
′
π(i), i = 0, . . . ,M, (188)
Q̂′′i = Q̂
′
π(i), i = 0, . . . ,M, (189)
where π(i) is some permutation of i = 0, . . . ,M .
Proof: Since the Q̂′i’s are Hermitian and commute (eq. (179)) they have a common set of
eigenvectors |V ′ : ~l, ~ν〉 which span V and which can be chosen to be orthonormal:
Q̂′i|V
′ : ~l, ~ν〉 = ω′i(
~l, ~ν)|V ′ : ~l, ~ν〉, i = 0, . . . ,M, (190)
〈V ′ : ~l, ~ν|V ′ : ~l′, ~ν ′〉 = δ~l ~l′δ(~ν − ~ν
′). (191)∑
~l
∫
d~ν|V ′ : ~l, ~ν〉〈V ′ : ~l, ~ν| = 1, (192)
Q̂′i =
∑
~l
∫
d~ν|V ′ : ~l, ~ν〉ω′i(
~l, ~ν)〈V ′ : ~l, ~ν|, (193)
Since the ω′i(
~l, ~ν)’s are eigenvalues of projection operators,
ω′i(
~l, ~ν) = 0 or 1. (194)
Lemma 1: For fixed ~l, ~ν, ω′i(
~l, ~ν) = 1 for exactly one value of i; ω′i(
~l, ~ν) = 0 for all other
values of i.
Proof: From (180),
M∑
i=0
Q̂′i|V
′ : ~l, ~ν〉 = |V ′ : ~l, ~ν〉, (195)
so, using (190)
M∑
i=0
ω′i(
~l, ~ν)|V ′ : ~l, ~ν〉 = |V ′ : ~l, ~ν〉. (196)
Using (177),
M∑
i=0
ω′i(
~l, ~ν) = 1. (197)
This can only be consistent with (194) if, for any values of ~l and ~ν, ω′i(
~l, ~ν) is equal to unity
for one value of i and zero for all the others.
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Similarly, the Q̂′′i ’s have a common complete set of orthonormal eigenvectors:
Q̂′′i |V
′′ : ~l, ~ν〉 = ω′′i (
~l, ~ν)|V ′′ : ~l, ~ν〉, i = 0, . . . ,M, (198)
〈V ′′ : ~l, ~ν|V ′′ : ~l′, ~ν ′〉 = δ~l~l′δ(~ν − ~ν
′), (199)∑
~l
∫
d~ν|V ′′ : ~l, ~ν〉〈V ′′ : ~l, ~ν| = 1, (200)
Q̂′′i =
∑
~l
∫
d~ν|V ′′ : ~l, ~ν〉ω′′i (
~l, ~ν)〈V ′′ : ~l, ~ν|, (201)
ω′′i (
~l, ~ν) = 0 or 1, (202)
with, for fixed ~l and ~ν, ω′′i (
~l, ~ν) equal to unity for one value of i and equal to zero for all
the other values of i.
Define functions which map from values of ~l and ~ν to the subscript indices of the nonzero
eigenvalues ω′i(
~l, ~ν), ω′′i (
~l, ~ν):
I ′(~l, ~ν) = i s.t. ω′i(
~l, ~ν) = 1, (203)
I ′′(~l, ~ν) = i s.t. ω′′i (
~l, ~ν) = 1. (204)
In other words,
ω′i(
~l, ~ν) = δ
i,I′(~l,~ν), (205)
ω′′i (
~l, ~ν) = δ
i,I′′(~l,~ν). (206)
It will also be useful to define the sets
C′i = {|V
′ : ~l, ~ν〉|I ′(~l, ~ν) = i}, i = 0, . . . ,M, (207)
C′′i = {|V
′′ : ~l, ~ν〉|I ′′(~l, ~ν) = i}, i = 0, . . . ,M. (208)
By Lemma 1,
{|V ′ : ~l, ~ν〉} =
M⋃
i=0
C′i, (209)
since every (~l, ~ν) maps to the unique i for which ω′(~l, ~ν) = 1,
C′i
⋂
C′j = ∅, i 6= j, (210)
since no (~l, ~ν) maps to more than one value of i, and similarly
{|V ′′ : ~l, ~ν〉} =
M⋃
i=0
C′′i , (211)
C′′i
⋂
C′′j = ∅, i 6= j, (212)
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It is not possible that C′i is empty for some value of i, say i˜. That would imply, using (203)
and (207), that there is no (~l, ~ν) for which ω′
i˜
(~l, ~ν) is nonzero: ω′
i˜
(~l, ~ν) = 0 ∀ ~l, ~ν. With
(193), this implies that Q̂′
i˜
= 0, contradicting (181). So,
C′i 6= ∅, i = 0, . . . ,M, (213)
and, similarly,
C′′i 6= ∅, i = 0, . . . ,M. (214)
By hypothesis,
M∑
i=0
b̂′i ⊗ Q̂
′
i =
M∑
i=0
b̂′′i ⊗ Q̂
′′
i , (215)
Taking the matrix elements of both sides of (215) between |O : 0〉|V ′ : ~l, ~ν〉 and |O : 0〉|V ′ : ~k, ~µ〉,
and using (8), (175), (183), (190), (191), (198), (199), (203), (204), and Lemma 1,(
β ′
I′(~l,~ν)
− β ′′
I′′(~k,~µ)
)
〈V ′ : ~l, ~µ|V ′′ : ~k, ~µ〉 = 0. (216)
Fix (~k, ~µ) = (~k1, ~µ1), and define
i′1 = I
′(~k1, ~µ1). (217)
There must be some (~l, ~ν) = (~l1, ~ν1) such that
〈V ′ : ~l1, ~ν1|V
′′ : ~k1, ~µ1〉 6= 0 (218)
(If the inner product in (218) vanished for all |V ′ : ~l1, ~ν1〉, that would imply, with (178),
that |V ′′ : ~k1, ~µ)〉 = 0, implying 〈V
′′ : ~k1, ~µ1)|V
′′ : ~k1, ~µ1〉 = 0, contradicting (199).) So,(
β ′i′
1
− β ′′i′′
1
)
〈V ′ : ~l1, ~µ1|V
′′ : ~k1, ~µ1〉 = 0, (219)
where
i′′1 = I
′′(~k, ~µ), (220)
implies, with (218),
β ′i′
1
= β ′′i′′
1
. (221)
Consider any other vector |V ′ : ~l1b, ~ν1b〉 which has nonzero inner product with |V
′′ : ~k1, ~µ1〉,
〈V ′ : ~l1b, ~ν1b|V
′′ : ~k1, ~µ1〉 6= 0. (222)
Using (216), (217) and (222)
β ′
I′(~l1b,~ν1b)
= β ′′i′′
1
. (223)
From (221) and (223),
β ′
I′(~l1b,~ν1b)
= β ′i′
1
, (224)
which, with the nondegeneracy condition (176), implies
I ′(~l1b, ~ν1b) = i
′
1. (225)
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That is, all vectors |V ′ : ~l, ~ν〉 which have nonzero inner product with |V ′′ : ~k1, ~ν1〉 are in C
′
i′
1
.
Repeating the same argument with any other vector in C′′i′′
1
instead of |V ′′ : ~k1, ~ν1〉 leads to
the same conclusion. So,
〈V ′ : ~l, ~ν|V ′′ : ~k, ~µ〉 = δi′
1
,I′(~l,~ν)〈V
′ : ~l, ~ν|V ′′ : ~k, ~µ〉, |V ′′ : ~k, ~µ〉 ∈ C′′i′′
1
. (226)
Starting again but this time with a vector in C′′i′′
2
, where i′′2 6= i
′′
1, we obtain
〈V ′ : ~l, ~ν|V ′′ : ~k, ~µ〉 = δ
i′
2
,I′(~l,~ν)〈V
′ : ~l, ~ν|V ′′ : ~k, ~µ〉, |V ′′ : ~k, ~µ〉 ∈ C′′i′′
2
, (227)
for some i′2. It’s not possible that i
′
2 = i
′
1. If |V
′ : ~l, ~ν〉 ∈ C′i′
2
, |V ′′ : ~k, ~µ〉 ∈ C′′i′′
2
, and
〈V ′ : ~l, ~ν|V ′′ : ~k, ~µ〉 6= 0, then we conclude from (216) that
β ′i′
2
= β ′′i′′
2
. (228)
If i′2 = i
′
1 then (221) and (228) imply
β ′′i′′
1
= β ′′i′′
2
. (229)
But we have chosen i′′2 to be unequal to i
′′
1 so (229) contradicts the nondegeneracy condition
(184).
By virtue of (213) and (214) we can continue in this manner to obtain
〈V ′ : ~l, ~ν|V ′′ : ~k, ~µ〉 = δ
i′
1
,I′(~l,~ν)〈V
′ : ~l, ~ν|V ′′ : ~k, ~µ〉, |V ′′ : ~k, ~µ〉 ∈ C′′i′′
1
,
...
〈V ′ : ~l, ~ν|V ′′ : ~k, ~µ〉 = δ
i′
M+1
,I′(~l,~ν)〈V
′ : ~l, ~ν|V ′′ : ~k, ~µ〉, |V ′′ : ~k, ~µ〉 ∈ C′′i′′
M+1
. (230)
where
i′j 6= i
′
k for j, k = 1, . . . ,M + 1, j 6= k (231)
i′′j 6= i
′′
k for j, k = 1, . . . ,M + 1, j 6= k (232)
0 ≤ i′j , i
′′
k,≤M, j, k = 1, . . . ,M + 1. (233)
Defining the mapping π(i) by
i′1 = π(i
′′
1), i
′
2 = π(i
′′
2), . . . , i
′
M+1 = π(i
′′
M+1), (234)
eqs. (231)-(233) tell us that π(i) is a permutation of 0, . . . ,M . Using (234) we can write
(230) as
〈V ′ : ~l, ~ν|V ′′ : ~k, ~µ〉 = δ
π(i′′
1
),I′(~l,~ν)〈V
′ : ~l, ~ν|V ′′ : ~k, ~µ〉, |V ′′ : ~k, ~µ〉 ∈ C′′i′′
1
,
...
〈V ′ : ~l, ~ν|V ′′ : ~k, ~µ〉 = δ
π(i′′
M+1
),I′(~l,~ν)〈V
′ : ~l, ~ν|V ′′ : ~k, ~µ〉, |V ′′ : ~k, ~µ〉 ∈ C′′i′′
M+1
. (235)
But from (208),
|V ′′ : ~k, ~µ〉 ∈ C′′i ⇒ i = I
′′(~k, ~µ), i = 0, . . . ,M, (236)
29
so, keeping in mind (211), the equations (235) can be written as
〈V ′ : ~l, ~ν|V ′′ : ~k, ~µ〉 = δ
π(I′′(~k,~µ)),I′(~l,~ν)〈V
′ : ~l, ~ν|V ′′ : ~k, ~µ〉. (237)
Using (178) and (201),
Q̂′′i =
∑
~l,~l′,~k
∫
d~ν d~ν ′ d~µ
|V ′ : ~l, ~ν〉〈V ′ : ~l, ~ν|V ′′ : ~k, ~µ〉ω′′i (
~k, ~µ)〈V ′′ : ~k, ~µ|V ′ : ~l′, ~ν ′〉〈V ′ : ~l′, ~ν ′|
=
∑
~l,~l′,~k
∫
d~ν d~ν ′ d~µ δ
π(I′′(~k,~µ)),I′(~l,~ν))δπ(I′′(~k,~µ)),I′(~l′,~ν′))
|V ′ : ~l, ~ν〉〈V ′ : ~l, ~ν|V ′′ : ~k, ~µ〉ω′′i (
~k, ~µ)〈V ′′ : ~k, ~µ|V ′ : ~l′, ~ν ′〉〈V ′ : ~l′, ~ν ′|
=
∑
~l,~l′,~k
∫
d~ν d~ν ′ d~µ δ
π(I′′(~k,~µ)),I′(~l,~ν))δπ(I′′(~k,~µ)),I′(~l,′~ν′))δi,I′′(~k,~µ)
|V ′ : ~l, ~ν〉〈V ′ : ~l, ~ν|V ′′ : ~k, ~µ〉〈V ′′ : ~k, ~µ|V ′ : ~l′, ~ν ′〉〈V ′ : ~l′, ~ν ′| (238)
using (237) and its complex conjugate, and then (206). So,
Q̂′′i =
∑
~l,~l′,~k
∫
d~ν d~ν ′ d~µ δ
π(i),I′(~l~ν))δπ(i),I′(~l′~ν′))δi,I′′(~k,~µ)
|V ′ : ~l, ~ν〉〈V ′ : ~l, ~ν|V ′′ : ~k, ~µ〉〈V ′′ : ~k, ~µ|V ′ : ~l′, ~ν ′〉〈V ′ : ~l′, ~ν ′|. (239)
Considering the first delta function in (239), we see that the summand/integrand is only
nonzero for values of (~l, ~ν) such that
I ′(~l, ~ν) = π(i). (240)
However, (237) shows that, if (240) holds, 〈V ′ : ~l, ~ν|V ′′ : ~k, ~µ〉 is only nonzero if
π(I ′′(~k, ~µ)) = π(i), (241)
or
I ′′(~k, ~µ) = i (242)
since π(i) is a permutation. So the third delta function in (239) is superfluous:
Q̂′′i =
∑
~l,~l′,~k
∫
d~ν d~ν ′ d~µ δπ(i),I′(~l~ν))δπ(i),I′(~l′~ν′))
|V ′ : ~l, ~ν〉〈V ′ : ~l, ~ν|V ′′ : ~k, ~µ〉〈V ′′ : ~k, ~µ|V ′ : ~l′, ~ν ′〉〈V ′ : ~l′, ~ν ′|
=
∑
~l
∫
d~ν |V ′ : ~l, ~ν〉ω′π(i)(
~l, ~ν)〈V ′ : ~l, ~ν| (243)
using (191), (200) and (206). Comparing the rightmost members of (193) and (243), we
conclude
Q̂′′i = Q̂
′
π(i), i = 0, . . . ,M, (244)
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as claimed.
Using (244) in (215)
M∑
i=1
b̂′i ⊗ Q̂
′
i =
M∑
i=1
b̂′′i ⊗ Q̂
′
π(i), (245)
Taking the matrix elements of both sides of (245) between arbitrary vectors |V ′ : ~l, ~ν〉,
|V ′ : ~l′, ~ν ′〉, using (177), (198) and (205), summing over ~l′ and integrating over ~ν ′,
M∑
i=0
(b̂′π(i) − b̂
′′
i )δπ(i),I′(~l,~ν) = 0. (246)
or
b̂′
I′(~l,~ν)
− b̂′′
π−1(I′(~l,~ν))
= 0. (247)
Since |V : ~l, ~ν〉 is arbitrary and C′i 6= ∅ we can conclude that
b̂′i − b̂
′′
π−1(i) = 0, i = 0, . . . ,M, (248)
or
b̂′′i = b̂
′
π(i), i = 0, . . . ,M, (249)
as claimed.
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