Supplemental Method Sections
Preparation of Synthetic Metabolite Mixtures. Mixtures of synthetic compounds, including relevant metabolites were prepared from stock solutions at known concentrations. Alanine, methionine, 3-hydroxybutyrate and glucose were from Sigma. 2-(N-morpholino)ethanesulfonic acid (MES) was from Research Organics. DSS and 99.8% D 2 O were from Cambridge Isotope Laboratories. All dry reagents were lyophilized overnight to remove moisture. Alanine, methionine, 3-hydroxybutyrate, glucose and MES were weighed directly into a grade A 50 mL Kimax® volumetric flask to give final concentrations of 32.5, 41.0, 60.0, 50.0, and 90 mM respectively. Each reagent was prepared from weighing to 4 significant figures on an analytical balance of ±0.1 mg precision. A stock solution of 33.3 mM DSS was prepared by initially placing the weighed quantity in a 10 mL volumetric flask and dissolving in D 2 O containing 500 µM NaN 3 . The DSS solution was then transferred to a 50 mL flask, and D 2 O containing 500 µM NaN 3 was added to the mark. The pH of the synthetic mixture was not adjusted.
Preparation of Liver Extracts:
Beef liver was frozen, cut into small portions and lyophilized until dry. After lyophilization, small morsels in the range of 500 to 600 mg were prepared by gently breaking the lyophilized liver with a metal spatula. Filters, pre-washed to remove glycerol, were stored at 4 °C until use with a small amount of water to keep the membrane moist. Each morsel was placed in a 50 mL conical tube on dry ice and was homogenized for 30 s using a rounded glass rod. To each sample, 16 mL 95° C MES buffer (250 µM) was added, and each sample was briefly agitated using a vortex mixer and then immersed in a 95° C water bath for 7.5 min. Samples were removed from the hot water bath, briefly agitated using a vortex mixer, and then centrifuged at 8000 RPM for 20 min (4° C) to collect cellular debris. Water was removed from the centrifugal filters, and the supernatant containing liver extract was decanted into the filter. Samples were centrifuged at 4100 RPM in a swinging-bucket rotor for 10.5 h until the solution above the filter was below the dead space volume of 200 µL. Filtered liver extracts were lyophilized and dissolved in 800 µL D 2 O containing 1 mM 4,4-dimethyl-4-silapentane-1-sulfonic acid (DSS) and 500 µM NaN 3 to inhibit microbial growth. The resulting solution was titrated with concentrated DCl or NaOD as needed to achieve an observed pH of 7.400 (±0.015).
Steps A-G: FMLR Algorithm
A. Calculation of Model and Residual Spectra: The model spectrum is calculated by applying the � 1 and � 2 operators to the time-domain model from the previous step (for the first iteration, the model contains no signals). The basis functions and related parameters used to construct the signals are summarized in Table 1 (main, section). A residual spectrum is calculated by subtraction of the data spectrum from the model spectrum. B. Signal Generation by Peak Picking: A set of most probable signals are identified by peak picking of the residual spectrum at a defined threshold. Step G is an optimization that invokes steps D-F within an inner loop to calculate ν 2 for each signal group given a set of non-linear parameters i.e. the frequency and decay rate parameters along each dimension for a fixed set of signals. Using derivatives of this cost function with respect to each non-linear parameter, a simple gradient search algorithm is used to determine the most likely set of frequency and decay rate parameters for a fixed number of signals i.e. the set of parameter values for a signal group that minimizes ν 2 in the local parameter space around the initial estimates of those parameters. This is the final step of the outer iteration loop as the optimized model resulting from this step is used as input to calculate the model and residual spectra in Step A.
As mentioned above, the Newton algorithm is designed to apply the approach of spectral deconvolution specifically to analysis of related multidimensional NMR data sets. The sections below describe aspects of FMLR that were implemented by Newton to address issues pertaining to high-throughput NMR analysis of related data sets, more specifically in the context of metabolite quantification of natural abundance 2D 1 H-13 C HSQC spectra. In general, these features of Newton distinguish it from the Chifit application reported earlier.
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Cluster and ROI Analysis. Quantitative metabolomics is an "identify" and "quantify" approach. The FMLR algorithm breaks the peak identification phase into two sequential steps (B1-B2) and an optional third step (B3):
B1. Peak Identification: Identify peaks (transitions corresponding to new signals) in the residual spectrum of the data ensemble (see Figure 2 , main section). B2. Cluster and Species Assignment: Assemble clusters of peaks and identify species in each data set of the data ensemble. A "species" as used in this context refers to the recognition of corresponding transitions in each data set. Each peak is assigned a species ID after this step.
B3. ROI Assignment (Optional): If an assignment table is provided that maps an atomic species (e.g. methyl proton of alinine) to a spectral region or region center, this information can be used to assign a set of peaks to a region of interest (ROI). This step is not required for spectral deconvolution but may be useful for assigning parameter constraints and further analysis. When this action is performed, each peak is assigned an ROI ID (region of interest ID). For example, the set of peak transitions associated with a methylene proton will be assigned the same ROI ID (as in Figure 2 of main paper).
The cluster analysis in step B2 is robust with respect to peak "drift" between data sets in the data ensemble. The cluster analysis algorithm uses a grid correlation metric ∇. The grid correlation metric is simply the dot product of two vectors ( ) and +1 ( + ) (each of which represent the set of values in a multidimensional grid).
∇≡ ( ) +1 ( + ) The grid correlation metric ∇ captures the likelihood that a given frequency shift in each dimension of a grid (an ordered pair for n = 2 dimensions) maximizes the correlation between two regions of the grid. The metric is used to determine the shift required along each dimension d in data set to maximize its correlation to an adjacent data set ( + 1). Stated differently, the metric is proportional to the relative probability that a cluster of resonances with center δ in one data set is located in an adjacent data set at ( + ).
Reference Spectrum: In many series of NMR experiments, the concept of a "reference spectrum" can be exploited. A reference spectrum is one which is known to contain all resonances at a detectable level. When configured with a reference spectrum, Newton performs signal recognition (peak picking) on the reference spectrum only. When deconvolution is complete, the signals from the reference spectrum are propagated to other spectra for global optimization.
Depending upon the configuration of the experiment, the propagated signals may share the same basis function parameters or the parameters may be independent (e.g. peak shifts between spectra can thus be accounted for). Scalar amplitudes are always independent. The benefits of the use of a reference spectrum are:
• Amplitudes can be more easily estimated at lower concentrations because the frequency and linewidth characteristics are better defined in the related spectra containing the signal at higher concentrations.
• The incorporation of prior information leads to fewer degrees of freedom in the model and produces more consistent results (Bayesian approach).
• The resulting calculations are more efficient than performing independent signal deconvolution on all spectra.
Parameter Constraints. The gradient search algorithm described in Step G is a simple algorithm that uses a parameter gradient of the cost function to find the "local minimum" of the cost function. Because NMR signals are in general partially resolved, this search method is stable and converges with a reasonable number of iterations. For extremely overlapped regions, however, we found it beneficial to place bounds on the parameters, particularly the linewidths of the signals, to keep the search from finding minima that are irrelevant (e.g. the algorithm attempting to fit a region of very overlapped signals with one broad signal with a linewidth 10-times larger than any expected linewidth). A constraint we found to be robust is a geometric one which constrains any linewidth parameter to be within a factor = 4 of the "expectation" linewidth. For example, a model of an experiment with an expectation linewidth of α=10 Hz for the proton dimension would have the linewidth for each signal constrained to the range of � ≤ ≤ Hz or 2.5-40 Hz for f = 4. This constraint is only active for portions of the deconvolution when a signal-dense region is being modeled or along dimensions of heavily truncated data where the decay rates are poorly defined by the data.
Overlap Statistic. For data sets with a high dynamic range in signal intensities, particularly in signal dense regions with a high degree of overlap, we formulated an overlap statistic that was used to filter peaks. The overlap statistic is simply the ratio of the peak height in the residual spectrum to its corresponding height in the original data spectrum. Peaks with an overlap statistic greater than a threshold (default value of 0.10) are assumed to "pass" the overlap filter test. A peak with a value less than this threshold is ignored and no signal is added to the model in subsequent steps. The overlap filter prevents modeling of statistically insignificant signals in signal dense regions.
"Shared" Parameters. The Newton software is designed to incorporate the concept of "shared" parameters, i.e., a parameter appearing more than once in a model. These relationships are modeled through implementation of an abstraction referred to here as a "parameter context". A parameter context defines a tuple consisting of a parameter type, dimension, and signal ID. A set of parameter contexts is mapped to a parameter ID such that the set of parameter contexts defines all appearances of a given parameter in the model. The Newton program calculates the derivative of the cost function with respect to any parameter context given the current values of all parameters. The derivative of the cost function with respect to any corresponding parameter therefore becomes the simple sum of derivatives of all associated parameter contexts. The parameter context abstraction supports the optimization of parameter values such that they represent global maximum likelihood values across multiple signals and/or multiple data sets.
Treatment of t 1 noise ridges:
Noise filters can be added to prevent the selection of peaks in the residual that lie along t 1 ridges. These filters specify a spectral range upon which to calculate a separate noise threshold. Picks from the residual that exist within this spectral range are subjected to an additional noise threshold. The effect of t 1 noise on quantification of peaks is minimized by the multidimensional nature of FMLR. The summation of projections in both dimensions works to cancel out intensities that appear as peaks in only one of the dimensions.
Termination Conditions for Signal Recognition. The outer iteration loop (A-G) of Figure 1 (main body) requires a termination condition. A number of different statistics are possible for deciding when to stop adding signals to the model. For the studies in this paper, we used a simple threshold test in locating peaks in the residual. The threshold is either scaled to the noise estimate of the data (e.g. 10 × the noise variance) or assigned an absolute value based on visual inspection of the data. In either case, the deconvolution is terminated when the residual no longer contains any peaks that satisfy the threshold test. A number of more statistically rigorous techniques can potentially be used to determine how many signals and thus how many degrees of freedom are appropriate for a given increase in maximum likelihood but unfortunately, the abundant present of artifacts in NMR experiments renders such techniques ineffective. NMR experiments consist of three entities: desirable signals, undesirable signals (artifacts such as t 1 ridges), and noise.
General frameworks for distinguishing signals from noise do not take into account the abundant presence of systematic but undesirable signals in NMR experiments. Figure 3) . The concentrations were in the high millimolar range to test the accuracy of the quantification. The accuracy reflects the limits of resolution and the analysis method rather than any error introduced by signal to noise or limits of detection. DSS was used as a chemical shift (but not concentration) standard. NMR assignments were extracted manually from the BioMagResBank 4 and Human Metabolome Database (HMDB). Figure 2A and (B) Figure 2B in the main text. The term is the ROI amplitude (sum of signal amplitudes belonging to the ROI) and is the number of repetition times in the HSQC series. The semi-log linear regression is used to calculate the unattenuated amplitude at = 0 that is linearly proportional to the concentration of the species giving rise to the ROI. All of the correlations shown in the figure have a regression coefficient ≥ 0.9999. The lowest correlation coefficient for the non-displayed ROIs was 0.9996.
