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In this dissertation, we present the theory and application of polyspectral signal
analysis techniques for interharmonics in shipboard power systems. Interharmonics
are generated from various kinds of adjustable speed drives (ASD) in such power
systems. ASDs are highly nonlinear devices due to the use of rectifiers and inverters.
Since interharmonics can seriously hamper the normal operation of electric ships in
many different ways (e.g., excitation of undesirable electrical and/or mechanical
resonances, misoperation of control devices, and light flicker), the detection and
analysis of interharmonic-related events is a critical issue in assessing power quality
in an all-electric ship.
Standard signal analysis techniques for regular harmonics are not immedi-
viii
ately applicable to interharmonics due to their small amplitude and uncertain fre-
quency of occurrence. Hence, we propose the use of alternative polyspectral analysis
techniques such as higher-order spectra (the cross bispectrum/bicoherence) for the
detection and analysis of the ASD-generated interharmonics.
First, we develop the interharmonic application specific definitions of the
cross bispectrum and the cross bicoherence. The statistical characteristics and fre-
quency domain symmetries are also investigated.
We apply the modified cross bispectrum to interharmonic detection problems.
Due to their small amplitudes, the detection of interharmonics is sensitive to many
undesirable factors such as spectral leakage and measurement error. Our analysis
results demonstrate that the detection performance of the conventional DFT-based
method is seriously degraded in the presence of noise. Hence, we develop a constant
false alarm rate (CFAR) interharmonic detector based on the modified cross bis-
pectrum. Our analysis and experimental results show that our method can provide
more robust detection performance than conventional methods in the presence of
noise.
We also develop an ASD condition monitoring method based on the cross
bicoherence. The key idea is to diagnose the status of the load side of an ASD from
observations made at the source side. In this dissertation, we apply our method to
detection and analysis of phase imbalance at the load side of the ASD. Our exper-
imental results demonstrate that the proposed method provides a unique interhar-
monic signature for detection and classification of asymmetric impedance associated
with the phase imbalance. Furthermore, the proposed method shows a more sen-
sitive detection performance compared to the conventional imbalance measurement
method, which enables prognosis of potential faults.
A novel quadratic phase coupling detector for a single data record with coher-
ent interharmonics is developed. The traditional bicoherence definition fails when
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its ’phase randomization’ assumption is not satisfied. This assumption is not appro-
priate for certain applications such as continuous monitoring of rotating machines.
Therefore, we propose a novel quadratic phase coupling detector and compare it
with previous techniques. It is shown that our detector is superior to previous de-
tectors at high SNRs, and can also address partially coherent cases which previous
approaches could not properly address.
Flicker issues related to interharmonics are also discussed. We present a
newly found limitation of the current IEC flickermeter regarding detecting flicker
caused by low frequency interharmonics. We also present observation results of
flicker responses of various lamps including light-emitting-diode (LED) lamps. Our
observation results confirm that compact fluorescent and LED lamps are sensitive
to high frequency interharmonics, although the IEC flickmeter can not detect flicker
caused by such interharmonics. Hence, we develop an alternative flicker detection
method based on down-up sampling. Our experiment results show that our method
can detect flicker regardless of the value of the interharmonic frequencies.
Independent of interharmonic topics, we also present our additional achieve-
ment involving application of wavelet denoising techniques to network congestion
monitoring problems. This was a collaboration with researchers at the Department
of Computer Sciences in the University of Texas at Austin, and mainly completed
before becoming engaged in the electric ship project. By applying wavelet tech-
niques, we could drastically enhance shared congestion detection performance over
previously proposed methods.
x
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Chapter 1
Introduction
In this chapter, we briefly review interharmonics in power systems, particularly
focused on interharmonics generated by adjustable speed drives. We also present
polyspectral signal analysis techniques for interharmonic-related problems. The
main contributions of the dissertation are summarized later in this chapter.
1.1 Interharmonics in Power Systems
According to IEC standard 61000-4-7 [3], an interharmonic is defined as any fre-
quency which is not an integer multiple of the fundamental frequency. The IEEE
Interharmonic Task Force also adopted this definition, and recommended the re-
vision of a current harmonic standard, IEEE 519. Interharmonics may appear as
discrete frequencies or as a relatively broad band of frequencies. Recently, a large
volume of interharmonic related research has been done on various subjects includ-
ing possible effects, measurements and sources of interharmonics [4–7].
Interharmonics are mainly caused by a non-linear interaction between power
electronic devices operating at different frequencies [4]. The potential sources of
interharmonics include cycloconverters [8], adjustable speed drives (ASD) (current
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source type or voltage source type) [9], arc furnaces [10], and wind turbines [11].
Fundamentally, any power electronic system connecting two AC systems with differ-
ent operating frequencies can generate interharmonics. Particularly on an electric
ship, a major source of interharmonics is the propulsion system since various kinds
of adjustable speed drives are used in such systems.
Harmonics and interharmonics have similar effects on power systems in sev-
eral aspects. Both can cause overheating of transformers and motors. Both are
responsible for potential misoperation of electronics and computer-controlled de-
vices due to altered zero-crossings. In addition to these effects, interharmonics also
have their own unique effects including light flicker [12] and sideband torques on
the motor/generator shaft [13, 14]. According to [13], severe vibration problems
can be caused by resonance between the lowest mechanical natural frequency (14
Hz) of a turbine-generator and the lowest interharmonic frequency from the electric
power system, and this vibration can grow to an unacceptable level over a period
of 2 minutes, resulting in a shut-down of the system. This resonance phenomena
can be interpreted as a result of power transfer from the electrical interharmonic
component to a relatively lightly damped mechanical resonance. Furthermore, re-
cent studies show that even very small amplitude interharmonics (under 1% of the
fundamental) can have significant adverse effects on important components such as
transformers [15] and motors [16].
Therefore, accurate detection and analysis of interharmonics are crucial to
guarantee the proper operation of power systems. However, due to their small am-
plitude and uncertain frequency of occurrence, conventional harmonic analysis tech-
niques like Fourier series analysis are not immediately applicable to interharmonic-
related issues. Hence, we propose the use of alternative polyspectral signal analysis
techniques such as the cross bispectrum and cross bicoherence for the detection
and analysis of interharmonic-related problems. A main motivation for applying
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Figure 1.1: Simplified adjustable speed drives configuration - current source type
polyspectral techniques to interharmonic-related problems is because polyspectral
techniques are suitable to detect and analyze nonlinear phenomena such as inter-
harmonics. Hence, we present the application of polyspectral analysis techniques
to various aspects of interharmonic-related issues including detection, ASD system
condition monitoring, and flickermeter problems as well as the necessary theoretical
background.
In the next section, we discuss interharmonics due to the nonlinear interac-
tions generated by adjustable speed drives, which is one of the critical components
in shipboard power systems.
1.2 Interharmonics Generated by Adjustable Speed Drives
Due to their high power conversion efficiency, recently more motors, including
propulsion motors in shipboard power systems, are fed by ASDs. ASDs control the
rotating speed of a motor at the load side by changing the operational frequency
of the inverter component. Therefore, any kind of ASD can be considered as a fre-
quency converter. However, ASDs also generate copious harmonics/interharmonics
during the frequency conversion process.
Fig. 1.1 shows the typical configuration of current-source type ASD systems.
The source provides fS Hz AC power, the AC power is converted to DC by the
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rectifier, and it is converted again into fL Hz AC power by the inverter. During this
conversion, the fundamental frequencies of each side, fS and fL, and their harmonics
interact with each other, and generate new spectral components, i.e.,interharmonics.
The interharmonics at the source side, fsourceIH , due to the interaction between fS
and fL can be described as follows [17];
fsourceIH =
∣∣∣(Pr ·m± 1) · fS ± Pi · n · fL∣∣∣
=
∣∣∣fsourceH ± f loadH ∣∣∣ (1.1)
where m = 0, 1, 2, · · · , n = 1, 2, 3, · · · . Pr and Pi indicate the pulse-number
of the rectifier part and the inverter part of the ASD, respectively. The n · Pith
harmonics of the load side frequency, f loadH , propagate through the DC link, and
nonlinearly couple with the fundamental and dominant harmonics of the source side
frequency, fsourceH to generate the interharmonics, f
source
IH , observed at the source
side.
Note that frequency addition/substration is involved in the interharmonic
generation as described in Eq (1.1). This frequency addition/substration relation-
ship is compatible with interharmonics being generated by quadratic interactions
between two spectral components. The quadratic interaction involves the multipli-
cation of two spectral components, and the multiplication can be described using
simple trigonometric relationships as follows;
A1cos(2πf1 + θ1) ·A2cos(2πf1 + θ2)
=
A1A2
2
cos (2π(f1 − f2) + (θ1 − θ2)) + A1A22 cos (2π(f1 + f2) + (θ1 + θ2)) (1.2)
where Ai, (i = 1, 2), fi, (i = 1, 2), and θi, (i = 1, 2) are the amplitude, fre-
quency, and phase of the “original” spectral components, respectively. One can
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immediately see that the new sum and difference frequency components satisfy
f3 = f1 ± f2 which is the same form as (1.1). Furthermore, the phases of the
sum/difference frequencies are determined by the sum/difference of the phases of
each spectral component. This relationship is called phase coupling (PC), and is
considered to be a ‘true’ signature of quadratic nonlinear systems.
Since interharmonic frequencies correspond to the addition or substraction
of different fundamental/harmonic frequencies of the source and load side, the cor-
responding phase coupling relationship should be present for each interharmonic
frequency. Therefore, we can detect the existence of interharmonics in measured
voltages or currents by checking for evidence of phase coupling relationships. Fur-
thermore, it is well known that higher-order-statistics (HOS)-based signal processing
methods, such as the auto/cross bispectra are powerful tools for the detection and
analysis of such phase coupling signatures [18].
Therefore, we propose the use of HOS-based signal processing methods for
the detection and analysis of interharmonics in ASD systems. In the next section,
the specific definition of the cross bispectrum and the cross bicoherence for our
interharmonic applications is provided, and the corresponding frequency domain
symmetries and boundaries are also discussed.
1.3 Polyspectra Signal Analysis Techniques for Inter-
harmonics
1.3.1 Cross Bispectrum for Interharmonics
The cross bispectrum quantifies the phase coupling between three spectral compo-
nents satisfying a frequency selection rule of the type in (1.1). The definition and
properties of the cross bispectrum are very similar to those of auto bispectrum, the
latter of which are described in [18]. The general definition and properties of the
5
cross bispectrum are presented in [19].
Depending on the application, the cross bispectrum can be defined in many
different ways by switching the sequence of signals. For our specific application of the
cross bispectrum to interharmonic problems, we have to investigate how the source
side frequency components and the DC link side frequency components interact and
generate new frequency components, namely interharmonics, at the source side.
Hence, we define the cross bispectrum, Cxyy(f1, f2) as follows1:
Cxyy(f1, f2) = E[X(f1)Y (f2)Y ∗(f3 = f1 + f2)], (1.3)
where E[·] denotes an expectation operator. X(f) and Y (f) are the discrete
Fourier transforms (DFT) of the voltages/currents measured at the DC link side
and the source side, respectively, as indicated in Fig. 1.1. In (1.3), f1, f2, and
f3 are analogous to f loadH , f
source
H , and f
source
IH in (1.1), respectively. The above
definition comes from the fact that interharmonics in the source side voltage/current,
Y (f), are the result of nonlinear interactions between the fundamental/harmonics
from the source side voltage/current, Y (f), and harmonics from the DC link side
voltage/current, X(f).
The cross bispectrum defined in (1.3) may be interpreted as a triple corre-
lation in the frequency domain. In the case where the phases of f1, f2 and f3 are
random and statistically independent, the cross bispectrum will be zero after the
expectation operation is carried out. However, if f3 is phase coupled to f1 and f2,
as it will be in an interharmonic generation process, then the cross bispectrum will
not be zero.
For the proper interpretation of the cross bispectrum/bicoherence results
and the reduction of computational complexity, symmetry properties of the cross
bispectrum/bicoherence should be investigated before it is applied to any signal
1Note that (1.3) is a modified definition, no the definition commonly found in the literature
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analysis task. The most basic symmetry is X(−f) = X∗(f) when X(f) is the Fourier
transform of a real signal x(t). Therefore, we do not need to consider negative
frequencies particularly if we only concern the magnitude of the cross bispectrum.
We also have to consider the Nyquist frequency, which is one half of the sampling
frequency, to prevent aliasing effects. Therefore, all frequency components including
the sum frequency, f1 + f2, should be less than Nyquist frequency. Consequently,
we have four symmetry/boundary lines for our definition of the cross bispectrum in
(1.3) on the bi-frequency plane as follows:
I. Cxyy(f1, f2) = C∗xyy(−f1,−f2)
II. Cxyy(f1, f2) = Cxyy(f1,−f1 − f2)
III. 0 ≤ f1 ≤ fN
IV. 0 ≤ f1 + f2 ≤ fN
where fN denotes the Nyquist frequency. The symmetry/boundary lines
associated with the above and the corresponding region of symmetry are illustrated
in Fig. 1.2. Note that Symmetry II is for a fixed f1 point. For example, point
A and point B in Fig. 1.2 are symmetric about point X by Symmetry II. In Fig.
1.2, ‘Σ’ indicates a sum frequency interaction region, and ‘Δ’ indicates a difference
frequency interaction region.
1.3.2 Cross Bicoherence for Interharmonics
The cross bicoherence is a normalized version of the cross bispectrum and quantifies
the phase coupling between three spectral components satisfying a frequency selec-
tion rule of the type in (1.1). The main difference between the cross bicoherence and
the cross bispectrum is that the cross bicoherence is independent of the magnitude
of each spectral component, and is also bounded between ‘0’ and ‘1’.
7
- fN
fN
fN
Figure 1.2: Region of symmetry for the definition in Eq.(1.3)
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For our specific application of the cross bicoherence to interharmonic prob-
lems, we utilized the cross bispectrum defined in (1.3), and the corresponding cross
bicoherence, c2(f1, f2), becomes as follows:
c2(f1, f2) =
|Cxyy(f1, f2)|2
E[|X(f1)Y (f2)|2]E[|Y (f3 = f1 + f2)|2] (1.4)
where E[·] denotes an expectation operator. X(f) and Y (f) are the discrete
Fourier transforms (DFT) of the voltages/currents measured at the DC link side
and the source side, respectively, as indicated in Fig. 1.1. The cross bicoherence,
c2(f1, f2), is normalized so as to remove the amplitude dependence of the f1, f2
and f3 components. The c2(f1, f2) indicates the degree of nonlinear phase coupling
between Y (f3 = f1 + f2), X(f1) and Y (f2), and it is bounded between ‘0’ and ‘1’.
Hence, the closer the c2(f1, f2) is to ‘1’, the more likely f3 is a true interharmonic
resulting from the nonlinear interaction of f1 and f2.
The cross bispectrum and the cross bicoherence are suitable for different
applications. The cross bicoherence reveals the phase coupling relationship more
clearly than the cross bispectrum does because it removes the dependency on the
individual spectral component’s amplitude. However, due to the division it can be
numerically unstable when the denominator is very small. Due its more simple def-
inition, the cross bispectrum is often more mathematically attractive, and better in
Gaussian noise suppression. In this dissertation, we use the cross bispectrum for the
interharmonic detection application in Chapter 2, and utilize the cross bicoherence
for the ASD condition monitoring application in Chapter 3.
1.4 Summary of Contributions
The main contributions of this dissertation can be summarized as follows;
• Polyspectral signal analysis techniques specific for interharmonic-related ap-
9
plications are defined and the characteristics of the methods are investigated.
• The limitation of the DFT-based standard interharmonic detection methods in
the presence of noise are analytically investigated, and an alternative method,
particularly applicable to frequency converters, is developed. We demonstrate
that the newly developed method, which is based on the cross bispectrum,
provides more robust interharmonic detection performance in the presence of
noise.
• A novel ASD system condition monitoring method based on unique inter-
harmonics signatures is developed. We utilizes the cross bicoherence for this
application, and show that the method enables more sensitive ASD system
monitoring with less information.
• We investigated practical issues regarding estimating the bispectrum/bicoherence
when a single record with long correlation time is used, and a novel quadratic
phase coupling detector addressing the issue is developed. Our analysis results
show that our method has better detection performance at high SNRs, and is
also applicable to partially coupled case, which is more common in practical
applications.
• Interharmonics can also cause light flicker, but the current IEC flickermeter
standard has some limitations regarding detection of flicker caused by inter-
harmonics. We found a new limitation of the IEC standard, and developed
a solution using down-up sampling of the voltage signals. We also present
interharmonic-induced LED lamp flicker observation results, which have not
been reported in any other literature yet, to the best of our knowledge.
• We have also included as an Appendix our earlier achievement involving appli-
cation of wavelet techniques to network congestion monitoring problems. This
work was mainly completed before I joined the ONR-sponsored electric ship
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project. By utilizing wavelet techniques, we were able to find whether two
paths in networks share a common bottleneck or not by only using end-host
information.
1.5 Organization of the Dissertation
The remainder of this dissertation is organized as follows: the interharmonic de-
tection problems of the conventional DFT-based method are discussed and our al-
ternative interharmonic detection method is presented in Chapter 2. A novel ASD
condition monitoring based on the cross bicoherence is presented in Chapter 3. A
novel quadratic phase coupling detector is developed and verified in Chapter 4. In
Chapter 5, flicker problems related with interharmonics are discussed, and alterna-
tive flicker detection method is developed. Chapter 6 concludes the dissertation. In
Appendix A and Appendix B, mathematical proofs for Chapter 2 and Chapter 4
are presented, respectively. In Appendix C, the application of wavelet techniques to
network congestion detection problems is presented.
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Chapter 2
Robust Interharmonic
Detection in Frequency
Converters Exploiting the Cross
Bispectrum
In this chapter, the detection performance degradation of the standard DFT-based
interharmonic detection method due to noisy measurements is discussed, and we
propose a novel interharmonic detection method exploiting the cross bispectrum,
which is particularly applicable to frequency converter systems. The constant false
alarm rate (CFAR) detector based on the modified cross bispectrum is designed.
The detection performance of the proposed method is evaluated in both analytical
and experimental ways. The evaluation results show that our proposed method
demonstrates more robust interharmonic detection performance than the standard
DFT-based method when noise is present.
12
2.1 Introduction
Interharmonics are non-integer multiples of the fundamental frequency of sinusoidal
voltages or currents, and are mainly caused by non-linear frequency interactions
in power electronic devices operating at two different frequencies [4]. Therefore,
any kind of frequency converter including cycloconverters and adjustable speed
drives(ASD) is a potential source of interharmonics [8, 9].
It is well known that interharmonics can seriously disturb the entire power
system in various ways. The adverse effects of interharmonics include possible res-
onance with a mechanical natural frequency [13], light flicker [20], and induction
motor overheating [16]. Furthermore, according to [7], even interharmonics with
small amplitudes (< 0.1% of the fundamental term) can cause potentially serious
problems.
Hence, interharmonic analysis has become an important issue recently. How-
ever, interharmonic analysis is often not an easy task due to their small amplitudes
and the sensitivity to many factors including system operational conditions, sig-
nal processing side effects such as spectral leakage, and measurement error. Thus,
frequently there may be a question as to whether a certain spectral component at
a suspected interharmonic frequency is a real interharmonic component or just an
artifact of signal processing.
Regarding this ambiguity about the existence of ‘true’ interharmonics, we
consider it as a ‘detection’ problem in the form of a hypothesis testing [21] with a
null hypothesis, H0, and an alternative hypothesis, H1, as follows;
H0 : No interharmonic or insignificant interharmonics at the frequency of interest
H1 : Significant interharmonics at the frequency of interest (2.1)
The significance level of interharmonics depends on specific system requirements
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and the particular application.
In an effort to evaluate interharmonics in a quantitative manner and to re-
solve the interharmonic detection ambiguity, several approaches have been proposed.
IEC standard 61000-4-30 [22] proposes utilizing a rectangular time window covering
exactly twelve cycles for 60 Hz and ten cycles for 50 Hz systems, thus correspond-
ing to 5 Hz frequency resolution in the frequency domain. Several works based
on the IEC standard have been proposed to enhance interharmonic detection and
measurement performance. The utilization of a Hanning window, instead of the
rectangular window, is proposed in [6]. A double stage algorithm which first filters
out the harmonic components before interharmonic analysis is also proposed in [23].
These approaches appear to be robust to spectral leakage effects, but they do not
address the measurement error issue. The measurement error can be potentially
critical for interharmonics analysis since the interharmonic amplitude is usually just
a small fraction of the other dominant fundamental/harmonic components. Besides
the IEC standard-based approaches, other approaches utilizing more advanced sig-
nal processing techniques such as the Prony method or singular value decomposition
method are proposed in [24, 25]. However, they require a priori knowledge of the
system to achieve good detection and measurement performance.
Therefore, in this chapter we propose a new interharmonic analysis approach,
particularly focused on the frequency-converter-generated interharmonic detection
in the presence of noise (e.g., measurement error). Voltage/current measurements in
power systems may possess error due to various factors such as inherent uncertainties
of analog measurement instruments, signal distortion due to non-perfect instrument
linkage or analog-to-digital conversion loss. Although the degree of measurement
error might not be significant for most power system applications, under certain
circumstances, it is able to affect motor drive operation [26], and power quality
analysis [27]. These uncertainties in measurement, which is in the time domain,
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can manifest themselves as ‘noise’ in the spectral domain. Regarding interharmonic
analysis, since interharmonic amplitudes are just fraction of the fundamental term,
even a small amount of the ‘noise’ may alter interharmonic analysis results. In the
following Section 2.2, we review the interharmonic analysis in the presence of noise
issue, and show that the analysis method based on the discrete Fourier transform
(DFT) (e.g., IEC standard method) is susceptible to potential ‘noise’ problems.
In order to enhance interharmonic detection performance in the presence of
noise, our proposed method exploits unique characteristics of frequency-converter-
generated interharmonics. The interharmonics result from nonlinear frequency in-
teractions which take place in the nonlinear rectifier and inverter in frequency con-
verters. Hence, the interharmonics exhibit a phase coupling or phase coherence
between various frequencies which satisfy appropriate frequency selection rules [17].
These phase couplings provide a unique nonlinear signature, and it is for this reason
that we utilize a high-order spectral quantity, the cross bispectrum [28], to detect
the phase coupling and, hence, the interharmonics. It is well known that the bis-
pectrum is a robust detector of phase coupling-related phenomena even in a noisy
measurement [28]. In [29], the use of the cross bicoherence, a normalized version of
the cross bispectrum, is proposed for interharmonic detection purposes. However,
due to its better noise suppression property and simple statistical characteristics,
we use the cross bispectrum in this chapter. One thing to note is that the proposed
cross-bispectrum-based method requires two measurements (source side and DC
link side) while the standard DFT-based method needs the only one measurement
(source side).
For our specific application of the cross bispectrum to interharmonic detec-
tion associated with frequency converters, we use the modified definition of the cross
bispectrum presented in Section 1.3.1, and then an interharmonic detector yielding a
constant false alarm rate (CFAR) is carefully designed. The effect of spectral leakage
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due to the unsynchronized fundamental frequency on the proposed interharmonic
detector is also discussed.
Our proposed method is verified with theoretical analysis and numerical ex-
periments. Through the analysis and experimental verification, it is demonstrated
that our proposed method has better detection performance in terms of the proba-
bility of false alarm and Receiver Operation Characteristics (ROC) curves. We will
also demonstrate that the proposed method is robust to spectral leakage around the
fundamental frequency.
The remainder of this chapter is organized as follows: In Section 2.2, some
limitations of the standardized interharmonic analysis method, particulary when
noise is present, will be analytically reviewed in terms of hypothesis testing. The
modified definition and statistical characteristics of the cross bispectrum for inter-
harmonic detection are discussed in Section 2.3. A description of the simulation
experiment and the detection performance evaluation of the proposed method are
presented in Section 2.4. Section 2.5 concludes the chapter.
2.2 Interharmonic Detection Problem in the Presence
of Noise
The IEC standard 61000-4-30 [22] documents a recommended signal processing
method for harmonic and interharmonic analysis. It is basically based on the discrete
Fourier transform (DFT) of the measured voltage/current signals. According to the
recommendation, the sampling frequency should be synchronized to the fundamental
power frequency, and be sufficiently high to be able to represent frequency compo-
nents up to 2 kHz. Using the appropriate sampling frequency, the voltage/current
measurement is sampled over a 3-second span, and 200 ms long rectangular windows
are used to divide the 3 second record into 15 segments. The 200 ms long windows
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correspond to 10 cycles for a 50 Hz signal, 12 cycles for a 60 Hz signal, which yield
5 Hz resolution in the DFT domain for both cases. The DFT magnitude squared
values at the frequency bin l, C2200ms[l], are averaged over the 15 segments, and
the square root of the average, C3s[l], is used for further interharmonic/harmonic
analysis such as interharmonic/harmonic grouping;
C3s[l] =
√√√√ 1
15
15∑
k=1
C2k,200ms[l], (2.2)
where k is an index number denoting the k th 200 ms long segments, and l
represents discrete frequencies ranging from 0 to the half of the sampling frequency.
The final coefficient C3s[l] will be simply referred as Cl later in this chapter.
Therefore, in ideal cases, if there is no interharmonic term at the discrete
frequency l, the corresponding coefficient Cl should be ideally zero, otherwise it
should have non-zero value. Then, the interharmonic detection problem becomes
trivial. However, the presence of noise in measured voltage or current waveforms
can make the detection problem a challenging one.
In interharmonic analysis, any uncertainty in the measurement process man-
ifest itself as spectral noise in each DFT frequency bin. This uncertainty in mea-
surement, measurement error, is determined by accumulated effects associated with
many independent factors. Therefore, it is usually modeled as Gaussian noise on
the basis of the central limit theorem [30]. Since the recommended signal processing
method is based on the DFT, it is difficult to discriminate the signal from noise if the
signal of interest is relatively weak compared to the noise, like in the interharmonic
case. Therefore, simple DFT-based methods can lead to incorrect interharmonic
detection results if the interharmonic-bearing signal is degraded by any noise factor
such as measurement error.
In order to illustrate the effect of noise on interharmonic detection results,
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Figure 2.1: The effect of noise on the DFT-based IEC standard interharmonic coef-
ficients Cl: (a) Without noise σn = 0, (b) With noise σn = 0.03
we consider a simple signal model with interharmonic terms and a noise term.
s(t) = sin(2π60t) +m1 sin(2π30t) +m2 sin(2π150t) + n(t), (2.3)
where m1 and m2 are relative interharmonic magnitudes, and m1 = m2 = 0.25%
here. The noise term, n(t), is modeled as a zero-mean Gaussian random variable
with variance σ2n, n(t) ∼ N (0, σ2n) and is assumed to be independent of the signal.
Figs. 2.1 (a) and (b) show the IEC standard interharmonic coefficients Cl, presented
in (2.2), of the signal in (2.3) without noise (σn = 0) and with noise (σn = 0.03),
respectively. Note that a horizontal line at 0.2% indicates a possible interharmonic
allowance level. The 0.2% interharmonic voltage limit is recommended for low volt-
age systems by the IEC standard 61000-2-2 [31]. This allowance can serve as a kind
of detection threshold for significant interharmonics, and vary with different system
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requirements and applications.
Without noise, the interharmonic components are clearly observable at 30
and 150 Hz in Fig. 2.1 (a), and their coefficients are above the 0.2% allowance level,
while other coefficients except the fundamental term are zero so that interharmonic
detection becomes a trivial problem in this case1.
In contrast to the clear representation of interharmonics in Fig. 2.1 (a),
Fig. 2.1 (b) shows the effect of the noise on interharmonic detection. Please note
that frequency bins correspond to the fundamental/harmonics are not presented in
the figure. In Fig. 2.1 (b), the coefficients associated with interharmonic compo-
nents and those due to the noise term are no longer distinguishable. Consequently,
the ‘spurious’ coefficients due to the spectral noise appear to be above the detection
threshold line along with the ‘true’ interharmonic coefficients. This implies that
the noise spectrum associated with the noisy measurements can lead to incorrect
interharmonic detection results, and such false detection results potentially yield
inappropriate system assessment results or trigger unnecessary tasks (e.g., system
reconfiguration and/or maintenance).
Considering the disturbing effect of the measurement error on interharmonic
detection, we can redefine the hypothesis testing problem in (2.1) in terms of the
interharmonic coefficients Cl.
H0 : Cl is due to noise, not interharmonics
H1 : Cl is due to interharmonics at frequency l (2.4)
Please note that frequency bins which correspond to regular harmonic com-
ponents are not considered here. For any hypothesis test, two types of possible errors
should be considered: false-negative and false-positive errors [32]. In the context
1At this point, we assume that the sampling frequency is perfectly synchronized to the fun-
damental and interharmonic terms. The sampling frequency synchronization issue will be further
discussed later in this chapter.
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of our interharmonic detection problem, the false-negative error is the case when
the coefficient is smaller than the threshold so that no significant interharmonic is
indicated but in fact there is actually an interharmonic. However, in our interhar-
monic detection cases, the false-negative cases do not need to be considered because
the noise power is merely added to the interharmonic power, the latter of which is
already above the threshold. (Recall that the noise and interharmonic signals are
independent.)
Meanwhile, the false-positive error (or false-alarm error) is the case when the
estimated interharmonic coefficient Cl is greater than a certain allowance limit (or
decision threshold) so that it indicates the presence of significant interharmonics at
the corresponding frequency bin when in fact an interharmonic is not present. Then,
the false-alarm probability regarding interharmonic detection becomes as follows;
Pfa = P (H1|H0) (2.5)
= P ( C2l > γ | No significant interharmonic at the frequency bin l),
where γ indicates the interharmonic detection threshold. This threshold can vary
with different system requirements as mentioned earlier. It may be set high for
interharmonic-tolerant systems, but it should be low for interharmonic-sensitive
systems. According to [7], even 0.1% interharmonics can cause potentially serious
problems to various components of a power system.
This false interharmonic detection associated with the noise will be described
in a more analytic way. As we mentioned earlier, the recommended interharmonic
signal processing technique mainly consists of two steps: Step (1) DFT of 200-ms
segments, and Step (2) averaging the 15 consecutive DFT magnitude squared at
each discrete frequency l. Assuming that the measurement error is modeled as a
real zero-mean Gaussian random variable, its DFT magnitude squared becomes a
central chi-square random variable with 2 degrees of freedom. Therefore, we can
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represent the DFT magnitude squared associated with the noise term in (2.3) after
the step Step (1) in terms of a scaled chi-square random variable;
C2200ms[l] of noise = |F(n(t))|2 ∼ |F(N (0, σ2n))|2 =
σn√
N
χ22, (2.6)
where F(·), N , and χ22 represent the DFT operation, the number of DFT points,
and a central chi-square random variable with 2 degrees of freedom, respectively.
Then, the DFT magnitude squared from the Step (1) are averaged over a 3-
second span (i.e., 15 consecutive 200 ms segments) at the Step (2). Assuming that
the noise term in every 200-ms segment is independent of each other, the average of
the DFT squares becomes a central chi-square random variable with 30 (= 15× 2)
degrees of freedom;
C2l of noise =
1
15
15∑
k=1
C2k,200ms[l] ∼
σn
15
√
N
χ230. (2.7)
According to (2.7), as the noise level σn increases, it is more likely that the
C2l value becomes greater than a certain interharmonic detection threshold level.
Then, the probability of false-alarm in (2.6) becomes as follows;
Pfa = P (
σn
15 · √N ·χ
2
30 > γ | No significant interharmonic at the frequency bin l),
(2.8)
where γ indicates the interharmonic detection threshold. From (2.8), we can theo-
retically project the probability of false-alarm with respect to the noise, and clearly
conclude that the probability of false alarm increases as σn increases.
Fig. 2.2 illustrates the theoretical and experimental results regarding the
change of the false alarm probability as noise-to-interharmonic power ratio (NIR)
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Figure 2.2: The probability of false alarm change with respect to various noise-to-
interharmonic power ratio
increases, and where NIR is defined as follows;
Noise-to-Interharmonic power Ratio (NIR) = 20 log10(
σn
m1
) (2.9)
For this analysis, the same signal model in (2.3) is considered. The sampling
frequency is set to 4020 Hz, and 1024 DFT points are used for the DFT calculation
of each segment. The interharmonic detection threshold is assumed to be 0.2% of
the magnitude of the fundamental term. The theoretical result is derived from (2.8),
and Monte-carlo type numerical experiments are carried out using the synthesized
signals in (2.3).
In Fig. 2.2, the solid line represents the theoretical results, and another line
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with ‘X’ marks indicates the results from the numerical experiment. One can im-
mediately see that the two curves are almost identical, which confirms that our
theoretical analysis representing the probability of false alarm due to the noise is
valid. The probability of false alarm in Fig. 2.2 rises sharply as the NIR increases
beyond about 20 dB, and becomes 1.0 at about NIR = 25 dB. This result clearly
points out that the standard-based interharmonic detection method may yield in-
correct detection results as the noise level increases. Furthermore, the likelihood
of false detection rises drastically beyond a certain point. Therefore, any interhar-
monic analysis result based on the standard-recommended method can become quite
inaccurate under high NIR conditions.
Therefore, we propose a novel interharmonic detection method based on a
higher-order-statistic (HOS), the cross bispectrum. In the next section, a constant
false alarm rate (CFAR) interharmonic detector based on the statistical character-
istics of our modified cross bispectrum defined in Section 1.3.1 is developed.
2.3 Cross Bispectrum-based Interharmonic Detection
In Section 1.2 of Chapter 1, we discussed the interharmonic generation process
in frequency converters, and demonstrated that it is compatible with quadratic
nonlinear frequency selection rules, which provide us with the motivation for using
the cross bispectrum for interharmonic detection applications. Another advantage
of using the bispectrum is that the metric inherently suppresses zero-mean Gaussian
noise [28], which the measurement error is modeled as.
In this section, using the modified cross bispectrum defined in (1.3) in Sec-
tion 1.3.1, a new test statistic based on the cross bispectrum will be presented. In
addition, spectral leakage issues associated with unsynchronized sampling frequency
will also be discussed.
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Figure 2.3: An example of an interharmonic-generating frequency converter: current
source type adjustable speed drive
2.3.1 Constant false alarm rate (CFAR) interharmonic detector
based on the modified cross bispectrum
For the completeness of the discussion in this chapter, we present again the simplified
diagram of ASD systems. Fig. 2.3 shows the typical configuration of current-source
type ASD systems. The source provides fS Hz AC power, the AC power is converted
to DC by the rectifier, and it is converted again into fL Hz AC power by the inverter.
During this conversion, the fundamental frequencies of each side, fS and fL, and
their harmonics nonlinearly interact with each other, and generate new spectral
components, i.e.,interharmonics. The new interharmonic frequencies at the source
side, fsourceIH , are generated by certain frequency selection rules as presented in (1.1).
We also present again the definition of the modified cross bispectrum again
for the sake of the completeness,
Cxyy(f1, f2) = E[X(f1)Y (f2)Y ∗(f3 = f1 + f2)], (2.10)
where E[·] denotes an expectation operator. X(f) and Y (f) are the DFT of
the voltages/currents measured at the DC link side and the source side, respectively,
as indicated in Fig. 2.3. In (2.10), f1, f2, and f3 are analogous to f loadH , f
source
H , and
fsourceIH in (1.1), respectively. The above definition comes from the fact that inter-
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harmonics in the source side voltage/current, Y (f), are the result of nonlinear inter-
actions between the fundamental/harmonics from the source side voltage/current,
Y (f), and harmonics from the DC link side voltage/current, X(f). Please note that
two measurements, the source side and the DC link side, are required to calculate
the cross bispectrum in (2.10) while the DFT-based method uses a only source side
measurement. However, in most cases, frequency converters require the DC link
side measurement for control purposes.
As discussed in Section 1.3.1, the cross bispectrum value becomes non-zero
only if f3 is phase coupled to f1 and f2 in ideal cases. In our interharmonic detec-
tion context, a non-zero cross bispectrum value at a frequency coordinate , (f1,f2),
strongly indicates that the f3(=f1+f2) component is an interharmonic, which is the
result of nonlinear frequency interaction between the fundamental/harmonic terms
at the load, f1, and source side, f2. On the other hand, a zero cross bispectrum
value implies that the f3 component is not an interharmonic.
Therefore, the interharmonic detection at frequency f , which is defined in
(2.4), can be re-defined as;
H0 : ∀Cxyy(f1, f2) = 0, ∀ f1, f2 s.t. f = f1 + f2
H1 : ∃Cxyy(f1, f2) = 0, ∀ f1, f2 s.t. f = f1 + f2 (2.11)
In order to make a decision between the above hypotheses regarding the cross
bispectrum values, we design a test statistic, T (f), using the cross bispectrum values
associated with the spectral component at frequency f ;
T (f) =
∑
f1+f2=f
|Cxyy(f1, f2)|2, (2.12)
where Cxyy is the cross bispectrum defined in (2.10). Fig. 2.4 illustrates how the
test statistic, T (f), is calculated on the cross bispectrum bi-frequency domain. The
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horizontal axis, f1, represents frequency components at the DC link side, and the
vertical axis, f2, represents frequencies at the source side. fN denotes the Nyquist
frequency which is a half of the sampling frequency. All frequency terms f1, f2 and
f = f1 + f2 should not be greater than the fN to avoid aliasing effects. For each
frequency f , the magnitude square values of Cxyy(f1, f2), f = f1 + f2, are summed
up along a dashed diagonal line on the bi-frequency plane to calculate a test statistic
T (f).
Using the test statistic T (f) in (2.12), the problem statement in (2.11) can
be re-phrased as follows;
H0 : T (f) = 0
H1 : T (f) > 0 (2.13)
However, the above statement is only valid for ideal cases, since small non-
zero cross bispectrum values can appear at those frequency coordinates whose cross
bispectrum values are ideally supposed to be zero. This is due to various factors
in the cross bispectrum estimation process such as insufficient data length [28].
Therefore, the problem statement in (2.13) is adapted as follows;
H0 : T (f) ≤ Ls
H1 : T (f) > Ls, (2.14)
where Ls denotes the ‘significance level’ of the test statistic, which is a kind of
threshold separating the alternative hypothesis, H1, from the null hypothesis, H0.
The hypothesis testing problem defined in (2.14) is called a ‘one-sided’ test,
whose alternative hypothesis, H1, is determined by a one-sided value of the test
statistic (T (f) > Ls). One advantage of the one-sided test is that it does not require
the knowledge of the statistical behavior of T (f) under H1 in order to discriminate
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Figure 2.4: Conceptual diagram for the proposed test statistic T (f) calculation on
the cross bispectrum bi-frequency plane
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between the two hypotheses [21], which implies that the interharmonic detection
can be done without the knowledge of the magnitude of the interharmonic terms.
Therefore, the threshold for the interharmonic detection test, Ls, only depends
on the statistical behavior of T (f) under H0. For this type of hypothesis testing
problem, we can design a constant false alarm rate (CFAR) detector, which yields
a constant false alarm rate regardless of the statistical behavior of T (f) under the
alternative hypothesis H1 [21].
The CFAR detector requires the knowledge of the statistical characteristics
of T (f) under H0 in order to set a proper threshold for a given false alarm rate.
In other words, we need the statistical characteristics of T (f) when the frequency
component at the f is not an interharmonic, but spectral noise due to measurement
error, which is modeled as zero-mean Gaussian noise.
The statistical characteristics of the conventional auto bispectrum estima-
tors are well summarized in [28], but the statistical behavior of our specific def-
inition of the cross bispectrum in (2.10) appears to be different from that of the
general auto and cross bispectra because our definition, which is appropriate for
frequency converters, differs from the conventional one. Hence, we present the sta-
tistical characteristics of our interharmonic detection-specific cross bispectrum and
the corresponding significance level in Appendix A.1. According to the analysis in
Appendix A.1, the asymptotic PDF of T (f) under H0 follows a central chi distri-
bution of 2 degrees of freedom, χ22, and we can set the proper threshold, Ls, for a
given false alarm rate, α, as follows;
Ls =
σˆ4n
8 ·M ·N2 · Γ(α), (2.15)
where Γ(α) : P (χ22 > Γ(α)) = α, and σˆ2n is the MLE (Maximum Likelihood Estima-
tion) of the variance of the noise term [33]. M and N indicate the number of data
segments and the number of DFT points, respectively.
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Therefore, for a given false alarm rate α, we can discriminate the spuri-
ous spectral noise terms from generic interharmonic terms using the proposed test
statistic T (f), and the significance level Ls. To illustrate the efficacy of the proposed
test statistic, we utilize simple signal models of the source side measurement with
interharmonics, xsrc(t), and the DC side measurement, ydc(t);
xsrc(t) = sin(2π60t + θ1) +m1 sin(2π30t + θIH1 ) +m2 sin(2π150t + θ
IH
2 ) + nx(t)
ydc(t) = D + sin(2π90t + θ2) + ny(t), (2.16)
where θIH1 = θ2−θ1 and θIH2 = θ1+θ2. Note that xsrc(t) is the same signal model as
in (2.3). D indicates the DC offset value of ydc(t), but we assume that this DC offset
value will be filtered out before the cross bispectrum estimation. The noise terms
nx(t) and ny(t) are modeled as zero-mean Gaussian noise with variance σ2n. nx(t)
and ny(t) are different realizations of the random noise with the same distribution.
The σn is assumed to be 0.03, which corresponds to NIR = 21.6 dB, as in the
previous example in Fig. 2.1 (b). Using the above signals, test statistics T (f) are
calculated with α = 0.01, M = 15, and N = 1024. The corresponding significance
level Ls becomes approximately 1× 10−9 in this case.
Fig. 2.5 (a) shows the test statistics T (f) for the interharmonic-containing
signal in (2.16) with noise. Compared to Fig. 2.1 (b), the test statistic in Fig. 2.5
clearly indicates that only spectral components at 30 and 150 Hz are interharmonics,
and all other terms shown in the frequency spectrum in Fig. 2.1 (b) are spurious
terms due to the measurement error. Fig. 2.5 (b) is an expanded version of Fig. 2.5
(a) as indicated by the change in the vertical scale. It shows that the T (f) for
non-interharmonics, which are from assumed measurement error, are consistently
below the threshold line Ls.
We will evaluate the detection performance of our proposed method with
various combinations of interharmonic frequencies and measurement error levels in
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Figure 2.5: Interharmonic detection example using the proposed cross bispectrum-
based test statistic: (a) the test statistic in full scale, (b) expansion of the above
figure around the significance level Ls
Section 2.4.
2.3.2 Unsynchronized fundamental frequency issue
According to the recommended signal processing in the IEC standard [22], the sam-
pling frequency should be synchronized to the fundamental frequency. However, in
real systems small deviation (e.g., ±0.01 Hz) in the regulated fundamental frequency
is unavoidable. A small deviation of the fundamental frequency causes leakage ef-
fects in the frequency domain, which generates “spurious” frequency components,
which can be inaccurately detected as interharmonics. As shown in [6], the leakage
effects due to small frequency deviations can considerably alter interharmonic pro-
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cessing results. Hence, the use of Hanning window [6], or double stage filtering [34]
is proposed to mitigate the leakage effect in the DFT domain.
However, the effect of spectral leakage is inherently not as severe in the cross
bispectrum domain as in the DFT domain. The effects of spectral leakage on the
bispectrum estimation are well summarized in [35]. According to the discussions
in [35], the relative DFT magnitude at the discrete frequency, l, to the DFT magni-
tude at the true frequency, fT , (l = fT + δ), is characterized by the Dirichlet kernel
as follows, when a rectangular window is used;
D(δ) =
sin(πNδ)
N sin(πδ)
, (2.17)
where N is the number of points in the DFT. Since, in the DFT approach, we
use the magnitude square of the DFT to calculate interharmonic coefficients as
mentioned in (2.2), the ratio of the “leaked” interharmonic coefficient to the original
fundamental coefficient simply becomes D2(δ), which can be quite large compared
to the magnitude of the interharmonics.
However, in the case of the cross bispectrum, since the cross bispectrum is a
triple correlation of spectral components, the leakage effect on the cross bispectrum
value is the product of the corresponding Dirichlet kernel terms: D(δ1)D(δ2)D(δ3),
where δi (i = 1, 2, 3), is the deviation of discrete frequencies from their closest true
frequencies. Our test statistic in (2.12) uses the magnitude squared of the cross
bispectrum values, thus the ratio of the “leaked” test statistic to the original term
becomes {D(δ1)D(δ2)D(δ3)}2, and it is obviously smaller than D(δ)2 (∵ D(δi) 
1, (i = 1, 2, 3)).
Fig. 2.6 illustrates the leakage effects due to the small deviation in the fun-
damental frequency on the DFT-based interharmonic coefficient domain and the
proposed test statistic domain. Figs. 2.6 (a) and (b) show the IEC standard inter-
harmonic coefficients for 30 Hz and 150 Hz interharmonics with 60 Hz fundamental
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Figure 2.6: The leakage effect on the DFT-based interharmonic coefficients and
the cross-bispectrum-based test statistics: (a) Interharmonic coefficients without
leakage, (b) Interharmonic coefficients with leakage due to 0.1 Hz deviation, (c) Test
statistics without leakage, (d) Test statistic with leakage due to 0.1 Hz deviation
frequency and with 59.9 Hz fundamental frequency, respectively. While the interhar-
monics are clearly presented in Fig. 2.6 (a), they are completely undistinguishable
due to the spectral leakage around the fundamental term in Fig. 2.6 (b), which in-
dicates the spectral leakage is critical to interharmonic detection based on the DFT
approach.
On the other hand, the proposed test statistic in (2.12) appears to be insen-
sitive to the leakage effects due to deviation of the fundamental frequency. Figs. 2.6
(c) and (d) show the test statistic T (f) with 60 Hz fundamental term and with
unsynchronized 59.9 Hz fundamental term. In both cases, the test statistic clearly
show the presence of interharmonic terms at 30 Hz and 150 Hz. The horizontal solid
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lines in Fig. 2.6 (c) and (d) represent the detection threshold in (2.15) for α = 0.01.
One can see that the test statistic values for non-interharmonic terms are well below
the threshold level even with the leakage effect, which indicates that our proposed
method is robust against spectral leakage. The robustness of the proposed method
to the leakage effects will be verified through more extensive numerical simulation
in the next section.
2.4 Detection Performance Evaluation
In this section, we present the detection performance evaluation results of our pro-
posed method in the presence of noise using extensive numerical experiments. We
also demonstrate the robustness of our proposed method against leakage effects due
to a small deviation of the fundamental frequency.
For numerical experiments, Monte-carlo simulations are conducted using sig-
nal models similar to (2.16);
xsrc(t) = sin(2πf1t+ θ1) +m1 sin(2πf IH1 t + θ
IH
1 ) +m2 sin(2πf
IH
2 t+ θ
IH
2 ) + nx(t)
ydc(t) = D + sin(2πf2t+ θ2) + ny(t), (2.18)
where nx(t) ∼ N (0, σ2n) and ny(t) ∼ N (0, σ2n). f1 and f2 represent the fundamen-
tal frequency and the DC side ripple frequency, respectively, and θ1 and θ2 are
the corresponding phases. f IHi , θ
IH
i and mi represent interharmonic frequencies,
interharmonic phases, relative interharmonic amplitudes, respectively.
The interharmonic frequencies, f IHi , and their phases, θ
IH
i , are set according
to the frequency selection rule in (1.1): f IH1 = |f1 − f2|, f IH2 = |f1 + f2|, θIH1 =
|θ1 − θ2| and θIH2 = θ1 + θ2.
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2.4.1 Detection performance with noise
Exploiting the above signal models, we first evaluated the detection performance
of the proposed method with respect to different measurement noise levels, and
compared the results with that of the IEC standard-based method. The noise term,
σn, varies from 0 to 0.05 in steps of 0.005, and 5000 experiments are conducted for
each noise level. The fundamental frequency, f1, is set to 60 Hz, and the DC side
ripple frequency, f2 is randomly selected between 70 Hz and 110 Hz. Consequently,
frequency interaction between f1 and f2 results in interharmonic frequencies f IH1 =
10 ∼ 50 Hz and f IH2 = 130 ∼ 170 Hz. The sampling frequency is set to 4020 Hz, and
rectangular windows are utilized for segmenting as stated in the IEC standard [22].
For each experiment, the probability of false alarm and the probability of de-
tection are obtained by counting interharmonic detection results at each frequency
bin out of 5000 independent Monte-Carlo experiments by both the DFT-based stan-
dard method and our cross bispectrum-based method. For the DFT-based method,
the interharmonic allowance (or threshold) is set to 0.2% of the fundamental term as-
suming the observance of the IEC standard [31], and for our cross bispectrum-based
method, the interharmonic detection threshold is as defined in (2.15) for α = 0.01,
M = 15 and N = 512.
Fig 2.7 illustrates the probability of false alarm (Pfa) of the DFT-based
standard method (DFT) and our cross bispectrum-based method (XBISP) with
respect to different noise levels in terms of NIR defined in (2.9). In Fig. 2.7, while
the Pfa of the DFT-based method sharply increases and even reaches to Pfa = 1.0
as the NIR increases, the cross bispectrum-based method illustrates a consistently
low false alarm rate (α = 0.01), which is expected from the constant false-alarm rate
discussion in the previous section. Please note that the choice of the false alram rate,
α, is not related with the interharmonic allowance or threshold, which is set to 0.2%
in this example. The comparison results between two methods (DFT and XBISP) in
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Figure 2.7: The probability of false alarm change comparison between the DFT-
based IEC standard method (DFT) and the proposed cross bispectrum-based
method (XBISP) vs NIR
this example emphasize the fact that the proposed cross-bispectrum-based method
can provide robust interharmonic detection results in the presence of noise or the
choice of decision threshold level, while the detection performance of the DFT-based
method drastically degrades beyond certain noise level.
We also compared the two methods in terms of receiver-operating-characteristic
(ROC) curves. An ROC curve is a detection performance evaluation methodology,
and demonstrates how effectively a certain detector can separate two hypotheses
in a quantitative manner [32]. An ROC curve shows the probability of detection
(Pdt) vs. the probability of false alarm (Pfa) with respect to varying detection
thresholds. Therefore the detection performance-comparison is not affected by a
certain threshold value choices, which can vary for specific system requirements or
configurations.
Figs. 2.8 (a) and (b) show ROC curves of the DFT-based method (DFT) and
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Figure 2.8: ROC curves comparison for different noise levels: (a) The DFT-based
IEC standard method (DFT), (b) The proposed cross bispectrum-based method
(XBISP)
our proposed method (XBISP) for different NIR levels. For the XBISP method, a
constant false alarm rate α is set to 0.01. In Fig. 2.8 (a), the ROC curves of the
DFT-based method show degraded performance (lower Pdt for the same Pfa) as the
noise-to-interharmonic power ratio(NIR) increases. On the other hand, the ROC
curves of the cross bispectrum-based method remain near the ideal curve (Pdt = 1.0
for 0 < Pfa < 1.0) for NIR < 25 dB, and show slight degradation at NIR = 30 dB
in Fig. 2.8 (b).
Another quantitative measure of the ROC curve performance is the area
under the ROC curve. The area of the ideal curve is 1, while the area of the worst
case curve corresponding to a 45o line, a random decision maker, is 12 . Fig. 2.9
illustrates how the ROC area of both methods change as the relative noise power
increases. The ROC area of the DFT-based method drops sharply beyond the
NIR = 20 dB point, but the ROC area of the cross bispectrum-based method is
almost not affected by the increasing noise.
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Figure 2.9: ROC area change comparison due to increasing measurement error
between the DFT-based IEC standard method (DFT) and the proposed cross
bispectrum-based method (XBISP)
2.4.2 Robustness against the spectral leakage around the funda-
mental frequency
We also verified the robustness of our proposed interharmonic detection method
against the spectral leakage around the fundamental frequency, as discussed in
Sec. 2.3.2. The same signal models and setup as the previous experiment is used,
but this time it is assumed that there is small deviation from the regulated source
side fundamental frequency, f1. The frequency deviation (= f1 − ftrue) increases
from 0.01 Hz to 0.1 Hz in steps of 0.005, and 5000 experiments are conducted for
each deviation value. The noise-to-interharmonic power ratio (NIR) is set to 18 dB.
Fig. 2.10 demonstrates the detection performance comparison results when
the spectral leakage due to the unsynchronized fundamental frequency is present.
For both the DFT-based IEC standard method (DFT) and the cross bispectrum-
based method (XBISP), the probability of detection (Pdt) remain at 1. However, the
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Figure 2.10: Interharmonic detection performance changes due to the fundamental
frequency deviation: Probability of false alarm (Pfa) and Probability of Detection
(Pdt) of the DFT-based method (DFT) and the proposed cross bispectrum-based
method (XBISP) vs. frequency deviation
probability of false alarm (Pfa) for the DFT-based method increases as the frequency
deviation increases, and it almost reaches 1.0 when the deviation becomes 0.1 Hz.
Meanwhile, the probability of false alarm for the cross-bispectrum-based method
does not appear to be affected by the small fundamental frequency deviation since
the method is designed by the constant false alarm rate criteria. This result is
consistent with our discussion in the previous section, and shows the robustness of
the proposed method against possible spectral leakage effects encountered in real
measurements.
2.5 Conclusion
In this chapter, we present a theoretical analysis regarding the detection limitations
of the DFT-based IEC standard interharmonic assessment method in the presence of
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noise (e.g., measurement error), and propose the cross bispectrum-based constant
false alarm rate (CFAR) interharmonic detector as an alternative or complement
to the standard methods. The proposed method is particularly applicable to the
detection of interharmonics generated by frequency converters.
The interharmonic detection performance of the proposed method is evalu-
ated through theoretical analysis and numerical simulation experiments. The eval-
uation results demonstrate that our method has better detection performance in
terms of the probability of false alarm and ROC curves. We also demonstrate that
our proposed method is robust to the spectral leakage around the fundamental fre-
quency.
The robustness of the proposed method is possible due to the fact that the
proposed method exploits a unique signature associated with interharmonic gen-
eration in frequency converters, namely phase coupling, to detect the presence of
interharmonics rather than detecting the small amplitudes of the interharmonics.
We believe that enhanced interharmonic detection performance by our pro-
posed method will provide substantial benefits particularly to electric shipboard
power systems which involve the heavy use of frequency converters, i.e., adjustable
speed drives.
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Chapter 3
ASD System Condition
Monitoring Using Cross
Bicoherence
In this chapter, we propose the use of the cross bicoherence technique for condition
monitoring of adjustable speed drives (ASD) and ASD-driven motors. Our proposed
cross bicoherence-based method utilizes interharmonic-signatures of ASD systems
to detect and analyze anomalies associated with nonlinear devices in ASD systems.
In this chapter, we apply our method to detect phase imbalance at the load side of
an ASD. Our experimental results demonstrate that the proposed method provides
a unique signature of phase imbalance for detection and classification of asymmetric
impedance associated with the phase imbalance. Furthermore, the proposed method
shows a more sensitive detection performance compared to the conventional imbal-
ance measurement method, which enables early detection of potential faults.
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3.1 Introduction
Due to their high power conversion efficiency, recently more motors are fed by ad-
justable speed drives (ASD). ASD systems control the rotating speed of a motor
at the load side by changing the operational frequency of the inverter component.
In the electric shipboard power systems, ASD for propulsion motors are among the
most crucial components. Therefore, utmost attention should be paid to ASD sys-
tem condition monitoring to prevent possible failures. Furthermore, ASD systems
are also copious sources of harmonics/interharmonics which can create disturbances
throughout the entire shipboard power system. Although many condition monitor-
ing techniques have been proposed [1,36–39], they mainly focus on stand-alone motor
status monitoring. Therefore, we propose condition monitoring methods specific to
ASD and ASD-driven motors.
Our fundamental idea is to diagnose both the status of an ASD and the
load side of the ASD (usually a propulsion motor in shipboard power systems) from
information observable at the source side. Any anomalies in ASDs cause changes
of voltage and/or current at the source side of the ASD. The changes often man-
ifest themselves as additional interharmonics visible at the source side. However,
the amplitudes of the interharmonics are usually just a fraction of the fundamen-
tal/harmonic amplitudes so that it is often challenging to detect the interharmonics
on the basis of their DFT amplitudes.
Therefore, in this chapter we propose the use of higher-order-statistics (HOS)-
based techniques, the cross bicoherence defined in Section 1.3.2, for monitoring
changes of the interharmonics associated with anomalies of ASD systems. Inter-
harmonics are the result of nonlinear frequency interactions occurring in the recti-
fier/inverter parts of the ASD, and it is well known that HOS-based methods are
particulary useful and sensitive in detecting and assessing nonlinear phenomena [28].
We verified the efficacy of the proposed method by experiments using a sim-
41
G M
Source
fS  Hz
DC Link  Load
fL  Hz
InverterRectifier
Y X Asymmetric
impedance
Figure 3.1: Simplified diagrams of ASD systems with asymmetric impedance
ulated 6-pulse ASD based on MATLAB SIMULINK. Among many possible anoma-
lies, we focus on the detection of phase imbalance at the load side of the ASD in
this chapter. The balanced state of 3-phase voltage/current can be disturbed due
to various reasons including broken rotor bars [40] or insulation degradation in ro-
tor/stator winding [41]. Experimental results illustrate that our proposed method
provides sufficient information for the detection of phase imbalance at the load side.
Furthermore, due to the sensitivity of the proposed method, early detection of the
imbalance is achievable at its incipient stage. The proposed method also shows the
feasibility of classifying the phase imbalance by the type of asymmetric impedance;
asymmetric resistance and asymmetric inductance.
The remainder of this chapter is organized as follows: In Sec. 3.2, the in-
terharmonic generation process associated with ASD anomalies is discussed. A
description of the simulated system and the cross bicoherence analysis results are
presented in Sec. 3.3. Sec. 3.4 concludes the chapter.
3.2 Nonlinear Frequency Interactions in ASD systems
ASD systems are combination of rectifier parts and inverter parts, and both are
highly nonlinear devices. Therefore, ASD systems produce copious harmonics and
interharmonics during their operation as discussed in Section 1.2. In this section, we
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will briefly revisit the harmonic/interharmonic generation process of ASD systems,
and the effect of anomalies on the interharmonic generation process.
Fig. 3.1 shows the typical configuration of current-source type ASD systems
with asymmetric impedance on the load side. As discussed in earlier chapters, during
the conversion process from fS Hz AC power to fL AC power, the fundamental
frequencies of each side (fS and fL) and their harmonics interact with each other.
Under the normal operational conditions, interharmonics at the source side, fsourceIH ,
generated due to the interaction between fS and fL, are represented as follows [17];
fsourceIH =
∣∣∣(NR ·m± 1) · fS ± NI · n · fL∣∣∣
=
∣∣∣fsourceH ± f loadH ∣∣∣, (3.1)
where m = 0, 1, 2, · · · , n = 1, 2, 3, · · · . NR and NI indicate the pulse-number of the
rectifier part and the inverter part of the ASD, respectively. Harmonics of (NI ·fL),
which correspond to f loadH , propagate through the DC link, and nonlinearly couple
with the fundamental and dominant harmonics of the source side frequency, fsourceH
to generate the interharmonics, fsourceIH , observed at the source side.
The frequency relationship in (3.1) is for steady normal operational condi-
tions. If there is any on-going anomaly (or potential fault) at either the source or
load side of the ASD, the anomaly causes waveform disturbances so that it generates
extra harmonics. Specific harmonic numbers generated by faults depend on the type
of faults. The extra harmonics propagate through rectifier or inverter, and finally
generate new interharmonic frequencies. For example, assuming that the anomaly is
at the load side, the frequency relationship in (3.1) will be changed to the following
form;
´fsourceIH =
∣∣∣(NR ·m± 1) · fS ± k · fL∣∣∣, (3.2)
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where k = 1, 2, 3 · · · . Note the difference in the second term of Eqs. (3.1) and (3.2).
Associated harmonics of the load side frequency are different in each case. In (3.1),
only harmonics of (NI · fL) are involved in the interharmonic generation process,
while every harmonic (k) of the load side frequency is involved in (3.2), which repre-
sents the interharmonic generation process under faulty conditions. Consequently,
if there is an anomaly at the load side, additional interharmonics should be present
at the source side.
According to (3.1) and (3.2), frequency addition or substraction is involved in
the interharmonic generation. This frequency addition/substraction relationship is
compatible with interharmonics being generated by quadratic interactions between
two spectral components. One unique characteristic of the quadratic frequency
interaction is the phases of the “new” sum/difference frequencies are determined
by the sum/difference of the phases of each “original” interacting component. This
relationship is called phase coupling, and is considered to be a ‘true’ signature of
quadratic nonlinear systems.
Since interharmonic frequencies correspond to the addition or substraction
of different fundamental/harmonic frequencies of the source and load side, the cor-
responding phase coupling relationship should be present for each interharmonic
frequency. Therefore, we can detect interharmonics, particularly those associated
with ASD system anomaly/fault, by checking for evidence of phase coupling rela-
tionships. Furthermore, it is well known that higher-order-statistics (HOS)-based
signal processing methods, such as the auto/cross bispectra are powerful tools for
the detection and analysis of such phase coupling signatures [18].
Therefore, we propose the use of HOS-based signal processing method, par-
ticularly the cross bicoherence, for ASD condition monitoring problems. We applied
the cross bicoherence defined in (1.4) of Section 1.3.2 to ASD condition monitor-
ing problems. The simulation experiment setup and the following cross bicoherence
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analysis results will be presented in the next section.
3.3 Cross Bicoherence Analysis for ASD Condition Mon-
itoring
In this chapter, we focus on a load-side phase imbalance detection problem among
many other possible ASD monitoring issues. Key observations about load-side phase
imbalance in ASD systems are as follows: 1) Phase imbalance at the load side
generates new harmonics of the load-side frequency at the DC link side. 2) These
newly generated harmonics at the DC link side interact with the fundamental and
other dominant harmonics of the source-side within the rectifier part of the ASD. 3)
This results in the generation of new interharmonics at the source side. Therefore,
these newly generated interharmonics at the source side serve as evidence of phase
imbalance at the load side.
To verify the efficacy of the proposed load-side phase imbalance detection
method, we implemented a simulated ASD system based on MATLAB SIMULINK
program. Fig. 3.1 illustrates the simulation experiment configuration. The simu-
lated ASD system consists of a 6-pulse rectifier and a 6-pulse inverter. In our ex-
periments, 60Hz AC power (fS=60Hz) is converted into DC power , and converted
again into 12Hz AC power (fL=12Hz) to feed a motor at the load side. During this
power conversion process, interharmonics are generated as described in (3.1) or as
in (3.2) depending on operational condition, where NR = 6 and NI = 6.
Phase imbalance is simulated by adding an asymmetric impedance on a single
phase of the motor supply line as shown in Fig. 3.1. The current imbalance1 due
to asymmetric impedance on a single phase of the motor supply line is measured
at the load side, and the measurement results are compared with the corresponding
1Current imbalance cases are discussed in this chapter, although the same approach can be
immediately applied to voltage imbalance cases.
45
cross bicoherence results from the source side measurements. The cross bicoherence
is calculated using the source side current signal, Ia (=Y ), and the DC link side
current, Idc (=X ), as indicated in Fig. 3.1.
Regarding the asymmetric impedance, we considered two different kinds of
asymmetric impedance; asymmetric resistance and asymmetric inductance. Under
the perfect balanced condition, all 3-phase resistance and inductance should be the
same, but asymmetric resistance or inductance can appear during operation due
to various reasons. For example, broken rotor bars can induce asymmetric resis-
tance [40], and insulation degradation in rotor/stator winding can lead to asymmet-
ric inductance mismatch [41].
For each case, we first present examples demonstrating how the presence of
asymmetric impedances at the ASD load side is reflected in the cross bicoherence
results which is calculated from the measurement at the source side.
3.3.1 Cross bicoherence changes due to phase imbalance
Figs. 3.2 (a), (b) and (c) illustrate the cross bicoherence results on the bi-frequency
plane for the balanced case, unbalanced cases with asymmetric resistance and asym-
metric inductance, respectively. In Fig. 3.2, one axis corresponds to the source side
frequency (Ia) and the other axis corresponds to the DC link side frequency (Idc).
In Fig. 3.2 (a), there are four dominant peaks aligned vertically at Idc fre-
quency 72Hz. Among the four peaks, two peaks located at (±60,72) represent the
normal interharmonics resulting from the nonlinear frequency interaction between
60Hz source side AC power and 6th harmonic of 12Hz load side power as indicated
in (3.1), fsourceIH = |60± 6 · 12|. The two other peaks are symmetric ‘images’ of the
previous two peaks by the symmetry property of the cross bicoherence defined in
(1.4).
Meanwhile, we can observe additional peaks in Figs. 3.2 (b) and (c). Fig. 3.2
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Figure 3.2: Cross bicoherence result comparison: (a) Balanced, (b) Unbalanced with
40 Ω asymmetric resistance, (c) Unbalanced with 160 mH asymmetric inductance
(b) presents the cross bicoherence for unbalanced case with 40 Ω asymmetric resis-
tance. Additional peaks are aligned vertically at Idc frequency 24 Hz, which is the
second harmonic of the load side operating frequency 12 Hz. Therefore, the peaks
aligned at 24 Hz represent newly generated interharmonics due to phase imbalance
at the load side of the ASD.
In Fig. 3.2 (c), the cross bicoherence result associated with 160 mH asymmet-
ric inductance shows a similar pattern with the result in Fig. 3.2 (b). However, other
dominant peaks at 48 Hz are also observed in Fig. 3.2. This is because phase imbal-
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ance due to asymmetric inductance has different harmonic characteristics compared
with phase imbalance due to asymmetric resistance.
For both types of asymmetric impedance, the dominant peaks on the bi-
frequency plane provide valuable information about the phase imbalance at the
load side. The existence of additional peaks other than peaks for balanced case
appears to be a good indicator of the phase imbalance.
One should recall that the cross bicoherence result is generated from mea-
surements of the source side current and the DC link side current. We do not need
any information from the load side. Furthermore, these measurements are required
to control the rectifier part of the ASD, anyway. Therefore, we can examine the
status of the load side without extra measurements. This is helpful in reducing the
number of required sensors, or to provide a redundant monitoring method when
designated load-side sensors are non-functional for any reason.
3.3.2 Early detection of phase imbalance
In addition to the benefits mentioned above, we can also achieve more sensitive
detection through the proposed method. Phase imbalance is measured as the max-
imum deviations from the average of the three phase voltage or current. Hence,
the measurement result depends on the magnitude of the maximum deviation from
the average value, but the deviation is usually just a fraction of the average value.
Therefore, it can be affected by many undesirable factors including thermal noise
and measurement error. However, our cross bicoherence-based method can detect
phase imbalance even with very small deviation magnitude, since it detects phase
imbalance by investigating the existence of nonlinear coupling associated with newly
generated interharmonics as discussed in Sec. 3.2.
We compared the sensitivity of our method to phase imbalance with a conven-
tional imbalance measurement method. Phase imbalance is conventionally measured
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by the following formula;
Imbalance (%) =
max{|Mi −Mj |}
(Ma +Mb +Mc)/3
, (i, j = a, b, c), (3.3)
where Mi is the RMS value of measurement (voltage or current) at phase i (= a, b, c).
Hence, it is the ratio of the maximum imbalance among phases to the 3 phase average
value.
Fig. 3.3 demonstrates the sensitivity comparison result between the pro-
posed cross bicoherence-based method and the conventional method for both kinds
of asymmetric impedance. In Fig. 3.3 (a), the changes of the cross bicoherence and
the conventional phase imbalance (current imbalance in this case) measurement are
plotted with respect to different asymmetric resistance values. The left axis repre-
sents the average cross bicoherence value of dominant peaks at the Idc frequency 24
Hz, and the right axis represents the phase imbalance percentage from conventional
measurement. While phase imbalance percentage due to an asymmetric resistance
of 30 Ω is just about 4%, the corresponding cross bicoherence value is already over
0.9 (the maximum value is 1.0).
Fig. 3.3 (b) presents the comparison results for asymmetric inductance case.
It shows the similar pattern with Fig. 3.3 (a), but the proposed cross bicoherence-
based method demonstrates even more sensitive measurement result compared to
the conventional method. The cross bicoherence value reaches the 0.9 point even
before the conventional method indicates 2% phase imbalance.
The results presented in Figs. 3.3 (a) and (b) imply that our proposed method
reacts more sensitively to the change of asymmetric impedance so that we can detect
phase imbalance at its incipient stage. This early detection is helpful for the pre-
diagnosis of potential problems.
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Figure 3.3: Phase imbalance detection comparison between the cross bicoherence
(CBC) method and conventional imbalance measurement method; phase imbal-
ance(%) detected by the conventional method (the right vertical axis) and corre-
sponding CBC values (the left vertical axis) vs. : (a) Asymmetric resistance, (b)
Asymmetric inductance
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3.3.3 Classification of phase imbalance
In addition to the early detection of the phase imbalance, the characteristics of
the dominant peaks in the cross bicoherence domain also suggest the possibility of
classifying the imbalance by the type of asymmetric impedance. Particulary in our
experiment, the cross bicoherence results for the unbalanced case with asymmetric
inductance show the dominant peaks at an Idc frequency of 48 Hz in Fig. 3.2 (c),
while those peaks are relatively small compared to the peaks at 24 Hz in asymmetric
resistance case as shown in Fig. 3.2 (b).
Fig. 3.4 presents the relative magnitude of 48 Hz peaks to the magnitude
of 24 Hz peaks for both types of asymmetric impedance as the imbalance level
increases. While the relative magnitude for the asymmetric inductance case remains
high, that for the asymmetric resistance case stays at a low level (< 0.5). The
difference between the two cases is clear when the phase imbalance level is low,
and it appears that the difference is reduced as the imbalance level raises, but the
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two cases are still separable. Therefore, we can classify the phase imbalance into
resistance-causing imbalance and inductance-causing imbalance by observing the
ratio of the cross bicoherence values at Idc frequency 48 Hz (the fourth harmonic of
fL) to that of 24 Hz (the second harmonic of fL). Since asymmetric resistance and
asymmetric inductance imply different symptoms of the monitored system faults,
the classification of the phase imbalance by the impedance type can help diagnose
potential on-going anomalies.
Although further work is required to generalize this classification approach,
it seems that our cross bicoherence-based approach provides unique signature infor-
mation which can be utilized for the detection and classification of ASD anomalies,
particulary the phase imbalance type in this chapter.
3.4 Conclusion
In this chapter, a cross bicoherence-based ASD condition monitoring method is
proposed. ASDs and ASD driven motors are highly nonlinear devices, therefore
signal processing techniques which are suitable for nonlinear system analysis (e.g.,
the auto/cross bispectra) play a key role in monitoring anomalies of ASD-driven
systems.
The efficacy of the proposed method is demonstrated through simulation ex-
periments, focused on the phase imbalance. The experimental results show that
the proposed method enables phase imbalance detection from source-side only ob-
servations, and also provides more sensitive detection than conventional imbalance
measurement method so that we can catch imbalance phenomena at its incipient
stage. Furthermore, the experimental results show the potential of the proposed
approach as an ASD system anomaly classification method.
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Chapter 4
A Novel QPC Detector for the
Health Monitoring of Rotating
Machines
In this chapter, we propose a novel quadratic phase coupling (QPC) detector for a
single data record, which is particularly useful for the health monitoring of rotating
machines. The proposed method is evaluated in terms of the detection error per-
formance, and compared to previously proposed methods in both theoretical and
experimental ways. The comparison results show that our method demonstrates
better performance at high SNRs. Furthermore, the case of partial-QPC, which
previous methods completely fail to address, are also considered using the proposed
method.
4.1 Introduction
The bispectrum and the bicoherence, a normalized version of the bispectrum, have
proven useful in the health monitoring of rotating machines [1, 42]. The key idea is
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that as such machines degrade they tend to become more nonlinear, which results in
the generation of new frequencies. Those new frequencies are phase coupled to the
original interacting frequencies. The phase coupling relationship between the two
interacting frequencies and the new frequency is called quadratic phase coupling
(QPC), and has been considered as a true signature of nonlinear interactions in
physical systems. Hence, the detection and analysis of QPC relationships in a signal
is a key factor to understand nonlinear physical systems such as rotating machines,
and the bicoherence is widely used as an indicator of the degree of QPC in the signal
of interest [18].
However, the conventional bicoherence estimation process can lead to mis-
leading QPC detection results under certain circumstances [43]. In the conventional
non-parametric bicoherence estimation methods, independent data segments or re-
alizations should be collected, and then sample bispectra are calculated from the
DFT of each segment. Next, the sample bispectra are ensemble-averaged to obtain
the estimate of the bispectrum [28]. The bicohrence is then computed from knowl-
edge of the bispectrum. If the segments are not independent so that the phases
of interacting frequencies are consistent over the segments rather than randomized
over each segment, the corresponding bicoherence always results in spuriously high
values regardless of the true existence of QPC relationship [43, 44]. Therefore, the
so-called ‘phase randomization’ assumption is required in order to achieve the proper
bispectrum/bicoherence result.
For health monitoring applications, a continuous time series with a long data
record length is often used, and the long time series is divided into segments for the
estimation of the bicoherence. However, application of the conventional bicoher-
ence estimation method to rotating machine time series data can cause problems,
since the measurement from rotating machines usually have a very long correlation
time. In other words, each segment from the single long data record is correlated,
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Figure 4.1: Normalized auto correlation of induction motor vibration measurements:
(a) each segment from independent experiments, (b) all segments from a single
experiment
and thus the phase randomization assumption is not satisfied. Therefore, the corre-
sponding bicoherence analysis of rotating machine monitoring data can yield false
QPC detection results. The exhibition of QPC indicates the presence of nonlinear-
ity, which is often associated with system degradation. Therefore, the false QPC
detection results can trigger unnecessary tasks such as additional maintenance or
system reconfiguration.
For example, Figs. 4.1 (a) and (b) illustrate the normalized auto correlation
values, R(τ), of actual induction motor vibration measurements over several seg-
ments of independent data records and a single data record, respectively. While the
R(τ) of independent records decays in one segment span as shown in Fig. 4.1 (a),
slowly decaying R(τ) values for a single data record in Fig. 4.1 (b) indicates the
correlation between consecutive segments in the single data record. Therefore, the
bicoherence based on the single data record as shown in Fig. 4.1 (b) can provide
incorrect QPC detection results. This wrong QPC detection case will be discussed
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in more detail in Section 4.2.
To address this false QPC detection problem regarding the single data record
case, two methods based on the ‘biphase’ (the phase of the bispectrum) are proposed
in [43, 44]. These methods work well for the perfect QPC cases, but they fail to
detect the practical partial QPC cases when coupled and uncoupled components are
present at the same frequency.
Therefore, we propose a novel QPC detector, ‘phase randomized bicoher-
ence’, to address the spuriously high bicoherence value issue which could yield
an incorrect decision regarding the health of rotating machines. Our technique
introduces ‘artificial’ phase randomization during the bicoherence estimation pro-
cess. Through theoretical and experimental comparison, it is demonstrated that our
proposed method has better detection error performance than previously proposed
methods [43, 44] in terms of the probability of error [21] at high SNRs. Another
important advantage of our approach is that it is valid for the practical cases of par-
tial coupling, whereas earlier treatments of this problem are restricted to perfectly
coupled cases. We also demonstrate the efficacy of the proposed QPC detection
method with induction motor vibration measurement data.
The remainder of this chapter is organized as follows. The limitation of
the traditional bicoherence-based QPC detector is reviewed in Section 4.2. Section
4.3 introduces the phase randomized bicoherence. The detection error performance
of the proposed method is evaluated in Section 4.4, and compared with previous
methods in Section 4.5. The proposed QPC detection method is verified with in-
duction motor measurement data in Section 4.6. The overall conclusion is presented
in Section 4.7.
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4.2 Limitation of Bicoherence
A signal which exhibits phase coupling can be modeled as follows:
x(t) = A1cos(2πf1t+ θ1) +A2cos(2πf2t+ θ2) (4.1)
+A3cos(2πf3t+ θ3) + v(t),
where v(t) is zero-mean additive white Gaussian noise with variance σ2v , f3 = f1+f2,
and θi ∼ U(−π, π] (i = 1, 2). If phase coupling is present in x(t), then θ3 = θ1 + θ2.
If not, θ3 ∼ U(−π, π].
Phase coupling in x(t) can be detected by the bispectrum or the bicoherence,
a normalized bispectrum, of x(t). Assume that we have M independent records for
x(t), the bispectrum of x(t) can be estimated by taking an ensemble average of each
segment in the discrete frequency domain as follows [18];
B[l1, l2] = E [X[l1]X[l2]X∗[l3]]
≈ 1
M
M∑
k=1
X(k)[l1]X(k)[l2]X(k)∗[l3], (4.2)
where E[·] denotes an expectation operator, and l3 = l1 + l2. X(k)[li](i = 1, 2, 3)
is the discrete Fourier transform of the kth realization (or segment) of x(t), and
li(i = 1, 2, 3) are discrete frequencies corresponding to continuous frequencies, fi(i =
1, 2, 3). The triple product of X(k)[li], X[l1](k)X[l2](k)X(k)∗[l3], is called the ‘sample’
bispectrum, and the ensemble average of the sample bispectra is used to approximate
the expectation result as in (4.2), since the joint PDFs are not available to evaluate
the expectation in practical applications.
A normalized version of the bispectrum, the bicoherence, is often used since
its value is independent of the magnitude of each frequency component, and is
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bounded between 0 and 1. The bicoherence is defined as follows;
b2[l1, l2] =
|B[l1, l2]|2
E
[
|X[l1]X[l2]|2
]
E
[
|X[l3]|2
] . (4.3)
The magnitude of the bicoherence, b2[l1, l2], indicates the degree of quadratic
phase coupling at the bifrequency [l1, l2] [18].
However, as mentioned in Section 4.1, the bispectrum and bicoherence can
yield inaccurate results if the segments used for the calculation are not from inde-
pendent records, but generated by cutting up a single time series with long corre-
lation time. In that case, the phases of the primary frequency components become
consistent over adjacent segments, and then the so-called ‘phase randomization’
assumption is violated [43,44].
In the following we present a brief discussion as to how the bicoherence
method can fail without the phase randomization assumption. Let’s consider the
signal model in (4.1). For simplification of the discussion, we assume σ2v = 0 at this
time since the bispectrum/bicoherence are ideally insensitive to zero-mean white
Gaussian noise. We also assume that each Ai (i = 1, 2, 3) is real and fixed. Then,
X[li] =
Ai
2
ejθi , (i = 1, 2, 3), where l3 = l1 + l2, and b2[l1, l2] in (4.3) becomes;
b2[l1, l2] =
∣∣E [A1A2A3ej(θ1+θ2−θ3)]∣∣2
E
[∣∣A1A2ej(θ1+θ2)∣∣2] · E [|A3ejθ3 |2]
=
A21A
2
2A
2
3 ·
∣∣E [ej(θ1+θ2−θ3)]∣∣2
A21A
2
2 · E
[∣∣ej(θ1+θ2)∣∣2] ·A23 · E [|ejθ3 |2]
=
∣∣∣E [ej(θ1+θ2−θ3)]∣∣∣2 . (4.4)
Based on the above simplified b2[l1, l2], QPC detection problems with and
without the phase randomization assumption are discussed, and a false QPC detec-
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tion example with a test signal is presented at the end of this section.
Randomized Phase
In this case, we assume that the phases of interacting frequencies, θi(i = 1, 2), are
uniformly distributed random variables over (−π, π], and the θi are independent
of each other and also randomized over each kth segment (phase randomization
assumption). This assumption is valid if each segment is from independent records.
If a signal x(t) exhibits QPC, the phase component of the sum frequency,
θ3, is always determined as the sum of θ1 and θ2. Then, the phase component of
the bispectrum (biphase), θd = θ1 + θ2 − θ3, is always equal to zero, and b2[l1, l2]
becomes ‘1’ as follows;
b2[l1, l2] =
∣∣∣E [ejθd]∣∣∣2 = ∣∣E [ej·0]∣∣2 = |E [1]|2 = 1. (4.5)
On the other hand, if there is no QPC relation in a signal x(t), so θ3 is
independent of θ1 and θ2, and uniformly distributed over (−π, π], then θd is also
a uniformly distributed random variable over (−π, π] 1, and thus b2[l1, l2] in (4.5)
becomes ‘0’, as indicated below,
b2[l1, l2] =
∣∣∣E [ejθd]∣∣∣2 = 0. (4.6)
Therefore, according to the above (4.5) and (4.6), we can confirm that
b2[l1, l2] identifies the presence or absence of QPC when the phase randomization
assumption is satisfied.
1Appendix B.1
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No Randomized Phase
In contrast with the previous assumption about randomized phase, assume that
we only have a single very long-correlation time data record which is divided up
into segments. Therefore, the phase difference θd becomes almost deterministic
for each segment (i.e., the same for each segment). Then, the expectation in (4.4)
becomes trivial. Consequently, b[l1, l2]2 always becomes “one” regardless of the QPC
relationship among θ1, θ2 and θ3, and the bicoherence-based QPC detector always
indicates the existence of QPC in x(t) regardless of whether a true QPC exists or
not. That is,
b2[l1, l2] =
∣∣∣E [ejθd]∣∣∣2 = ∣∣∣ejθd∣∣∣2 = 1. (4.7)
This false QPC detection is illustrated with the following test signal;
x(t) = cos(2π40t + θ40) + cos(2π60t + θ60) (4.8)
+ cos(2π100t + θ100) + v(t),
where v(t) is additive white Gaussian noise with σ2v = 0.15, equivalent to 10dB
signal-to-noise-ratio (SNR), and θi (i = 40, 60) ∼ U(−π, π]. θ100 is θ40 + θ60 for the
QPC case and U(−π, π] for no QPC case. The corresponding bicoherence values
are computed using only segments from a single continuous data record (phases of
frequency components are consistent over the record), and the results are illustrated
in Fig. 4.2. Two peaks in Figs. 4.2 (a) and (b) are located at frequency coordinates
(60, 40) and (40, 60). One peak is a symmetric image of the other peak due to the
frequency domain symmetry property of the bispectrum [18].
Even though Figs. 4.2 (a) and (b) represent QPC and no-QPC cases, re-
spectively, the two figures appear almost identical. Two peaks in Fig. 4.2 (a) are
generated from QPC relationship between 40Hz and 60Hz components, but peaks
in Fig. 4.2 (b) are the artifacts of the bicoherence estimation process due to the
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Figure 4.2: Example of false QPC detection: (a) QPC, (b) No QPC
failure of the phase randomization assumption.
From this example, one can see that if the phase randomization assump-
tion is violated, the traditional bicoherence-magnitude-based method yields a false
detection result even when there is no QPC. The assumption is violated when we
consider segments from a continuous record with a correlation time long compared
to a segment duration.
4.3 Phase Randomized Bicoherence
To address the false detection problem, in this section we propose a novel method
which introduces ‘artificial’ phase randomization to each segment of a single long-
correlation time data record. In order to detect QPC even with a single data record,
any bicoherence-magnitude-based QPC detector should meet the following two re-
quirements.
Requirement I. If θd = 0, then b2[l1, l2] 
 1.
Requirement II. If θd ∼ U(−π, π] , then b2[l1, l2] 
 0.
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With a single data record with a long correlation time, the traditional bi-
coherence method meets the Requirement I, but does not satisfy the Requirement
II as discussed in the previous section. Hence, we propose a modified bicoherence
technique, called “phase randomized (PR) bicoherence”. The main idea is to in-
troduce ‘artificial’ phase randomization to each segment of a data record. This can
be done simply by multiplying the phase components of the sample bispectrum of
each segment by a random variable R during the calculation. The corresponding
bispectrum and bicoherence can be defined and calculated as follows;
Bpr[l1, l2] = E
[
|X(l1)X(l2)X∗(l3)| ejRθd
]
(4.9)
≈ 1
M
M∑
k=1
∣∣∣X(k)[l1]X(k)[l2]X(k)∗[l3]∣∣∣ ejR(k)θd
b2pr[l1, l2] =
|Bpr[l1, l2]|2
E
[
|X[l1]X[l2]|2
]
E
[
|X[l3]|2
] (4.10)
where l3 = l1 + l2, θd = θ1 + θ2 − θ3 and R(k) is the kth realization of the random
variable R. In this chapter, we assume that R is a zero-mean normal random
variable with a variance σ2R because it is mathematically tractable. We also tried
a uniformly distributed random variable over (−π, π] as R, and obtained similar
results with R as a normal random variable.
Let’s check whether this proposed definition meets the above two require-
ments. First, if θd = 0, then the phase term in (4.9) becomes zero regardless of the
value of R(k) so that the corresponding bicoherence value becomes one in the same
way as shown in (4.5). Therefore, the proposed definition meets Requirement I.
In order to verify the proposed definition for Requirement II, the correspond-
ing bicoherence in (4.10) is reformulated based on the assumption that θd ∼ U(−π, π]
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and R ∼ N (0, σ2R);
b2pr[l1, l2] =
∣∣∣E [ejRθd]∣∣∣2
=
∣∣∣∣
∫ π
−π
∫ ∞
−∞
ejrθ · 1
2π
· fR(r) · drdθ
∣∣∣∣2
=
∣∣∣∣∣
√
2
πσ2R
(F (πσR)− F (0))
∣∣∣∣∣
2
=
2(F (πσR)− 12)2
πσ2R
, (4.11)
where fR and F indicate the probability density function of R and the cu-
mulative density function of the standard normal distribution random variable, re-
spectively. Note that as σR gets larger, b2pr in (4.11) becomes smaller and closer to
zero. This states that the proposed PR bicoherence value becomes close to zero with
proper σR when QPC is not present in the signal2. In other words, the proposed
QPC detector satisfies Requirement II.
To illustrate the efficacy of the proposed PR bicoherence technique, we con-
sider the same QPC detection example presented in Section 4.2 where the traditional
method fails. PR bicoherence is computed using the same test signal in (4.8), and
the results are presented in Fig. 4.3. Figs. 4.3 (a) and (b) illustrate QPC and
no-QPC cases, respectively. While peaks generated by QPC relationship between
40Hz and 60Hz components are clear in Fig. 4.3 (a), no peak is observable in Fig.
4.3 (b). Compared to the indistinguishable results from the traditional bicoherence
in Fig. 4.2, the QPC detection results via PR bicoherence clearly distinguish the
QPC and no-QPC cases.
2In this chapter, σR is set to 2.
63
0
20
40
60
80
100
0
20
40
60
80
100
0
0.2
0.4
0.6
0.8
1
l1 (Hz)l2 Hz)
Bi
co
he
re
nc
e
(a) QPC
0
20
40
60
80
100
0
20
40
60
80
100
0
0.2
0.4
0.6
0.8
1
l1 (Hz)l2 (Hz)
Bi
co
he
re
nc
e
(b) No QPC
Figure 4.3: QPC detection example by PR bicoherence: (a) QPC, (b) No QPC
4.4 Detection Error Evaluation
As shown in the previous example, PR bicoherence clearly separates QPC and no-
QPC cases by making b2pr 
 1 for QPC cases and b2pr 
 0 for no-QPC cases. However,
as the SNR of a signal decreases, the high PR bicoherence values due to QPC
relationship are reduced so that the detection of the existence of QPC becomes
difficult and will produce detection errors. Hence, we discuss the detection error
performance of the proposed method in this section.
The PR bicoherence-based QPC detector involves a decision making proce-
dure between the two following hypotheses;
H0 : No QPC and H1 : QPC
For any hypothesis test, two types of possible errors should be considered: false-
positive errors and false-negative errors [32]. The false-positive error is the case when
the test result indicates that QPC is present in the signal under investigation but it
really is not. The false-negative error is the case when the test result indicates that
a QPC relationship is not detected in the signal but there is actually QPC. These
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types of errors can be defined as follows with respect to our PR bicoherence-based
detector.
Pfp = P (H1 | H0) = P (b2pr[l1, l2] > T | No QPC) (4.12)
Pfn = P (H0 | H1) = P (b2pr[l1, l2] ≤ T | QPC), (4.13)
where T is a threshold for QPC detection. A discussion about how to determine
the threshold T will be presented later in this section.
For the derivation of Pfp and Pfn, b2pr[l1, l2] for any given θd can be reformu-
lated as follows assuming R = N (0, σ2R);
b2pr[l1, l2] =
∣∣∣E [ejRθd]∣∣∣2 = e−σ2Rθ2d (4.14)
Using (4.14), the probability of false-positive in (4.12) becomes as follows;
Pfp = P
(
b2pr[l1, l2] > T | No QPC
)
= P
(
e−σ
2
Rθ
2
d > T
)
, (θd ∼ U(−π, π])
= P
⎛
⎝|θd| <
√
ln 1T
σR
, θd ∼ U(−π, π]
⎞
⎠
=
√
ln 1T
πσR
(4.15)
Meanwhile, in order to investigate the probability of false-negative, we need to
have knowledge about the statistical distribution of θd for QPC cases. From two
independent research papers [44, 45], it is known that the phase component of the
bispectrum is approximately normally distributed with zero-mean. The variance of
the phase is determined by the SNR of the signal, and it can be described as follows
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using the signal model in (4.1) [46];
σ2θ =
2σ2v
MN
3∑
i=1
1
A2i
(4.16)
=
1
MN10SNR/10
, (SNR = 10 log10(
3∑
i=1
A2i /2σ
2
v)),
where M is the number of segments, N is the number of the sample points in
a segment, σ2v is the variance of noise, and Ai(i = 1, 2, 3) are amplitudes of the
frequency components.
Assume that we have the estimation of SNR so that we can estimate the
corresponding distribution of the phase component as in (4.16). The probability of
false-negative in (4.13) can be given as follows;
Pfn = P
(
b2pr[l1, l2] ≤ T | QPC
)
= P
(
e−σ
2
Rθ
2
d ≤ T , θd ∼ N (0, σ2θ)
)
= P
⎛
⎝|θd| ≥
√
ln 1T
σR
, θd ∼ N (0, σ2θ)
⎞
⎠
= 2
∫ ∞√
ln 1
T
σR
1√
2πσθ
e
− θ2
2σ2
θ dθ (4.17)
Note that the probability of false-positive and false-negative are determined by the
threshold T . The threshold, T , can be determined to minimize the probability of
errors (PE) which is the sum of Pfp and Pfn.
PE = Pfp + Pfn (4.18)
Since the above Pfp and Pfn are functions of T , we can find the T minimizing
the PE by differentiating it with respect to T , setting the derivative equal to zero,
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and solving for T ,
Tmin =
(
σθ√
2π
)2σ2θσ2R
(4.19)
Using this Tmin, the probabilities for false-positive and false-negative given
in (4.15) and (4.17) become;
Pfp =
g(σθ)
π
(4.20)
Pfn = 2
∫ ∞
g(σθ)
1√
2πσθ
e
− θ2
2σ2
θ dθ (4.21)
,where g(σθ) = σθ
√
ln
(
2π
σ2θ
)
.
In the next section, we will evaluate the error performance of the PR bi-
coherence QPC detector against that of previously proposed approaches through a
theoretical comparison and simulation experiments. In addition, the detection of
the partially coupled case will also be discussed at the end of the next section.
4.5 Comparison with Previous Approaches
As mentioned in Section 4.1, two QPC detectors based on the biphase, the phase
component of the bispectrum, were previously proposed to address QPC detection
problems with a single data record [43, 44]. Even though both methods were de-
veloped independently, it was shown that they are equivalent for a real signal with
white Gaussian noise [46]. For brevity the biphase-based QPC detector and our new
PR bicoherence-based QPC detector will be referred as BP and PR, respectively.
According to [43,44], the BP detectors first estimate the statistical distribu-
tion of the biphase θd, then set the target probability of a false-negative, α. From
the value of α, a critical value θC is defined so that P (|θd| > θC) = α. Based on the
critical value, the BP detectors confirm the existence of QPC if |θd| ≤ θC .
For the error performance comparison between the PR detector and the BP
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Figure 4.4: Probability of Error (PE) vs. SNR for PR and BP: (a) Theoretical
analysis comparison, (b) Simulation result comparison
detector, a simulation experiment with the test signal in (4.8) was conducted. The
frequencies of the test signal are f1 = 5, f2 = 10, and f3 = 15. A single data record
with a total of 1024 data points was generated and divided into 8 segments so that
M = 8 and N = 128. The phase of the 15 Hz term, θ15, is set as θ5 + θ10 for the
QPC case, and U(−π, π] for the no-QPC case.
First, we will compare the theoretical error performance of two detectors
based on the above configuration. According to a previous study on the detection
error performance of the BP detector [46], the theoretical probability of false-positive
and false-negative of the BP detector are given as follows;
Pfp =
1
π
√
Γ(α)σ2θ (4.22)
Pfn = α, (4.23)
where Γ(α) : P (χ2 > Γ(α)) = α for a chi-square distribution random variable
with 2 degrees of freedom, χ2. σ2θ is the variance of the biphase. Note that BP has
the fixed probability of a false-negative defined as α.
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In Fig. 4.4 (a), the theoretical error performance of the BP (α = 0.05) and
PR are illustrated in terms of the probability of error (PE) as defined in (4.18) with
respect to different SNR values. The corresponding Pfp and Pfn for each detector
are from (4.20), (4.21), (4.22) and (4.23). Although the equations are expressed in
terms of σθ, the PE for both methods are plotted with respect to SNR using the
relationship between σθ and SNR in (4.16) for more insightful presentation.
In Fig. 4.4 (a), BP shows a better error performance at low SNR, but the
performance of PR surpasses that of BP as SNR passes the 12dB point and the
probability of error of PR converges to almost zero at the 30dB point, while that
of BP remains at 0.05, the fixed value of α. Consequently, PR demonstrates better
overall error performance in terms of the probability of error at high SNRs. Note
that in rotating machine health monitoring applications, the SNR of a measured
signal (voltage/current or vibration) is usually high.
This theoretic comparison in Fig. 4.4 (a) is confirmed by simulation results
presented in Fig. 4.4 (b). The PE curves in Fig. 4.4 (b) are obtained by counting the
errors of QPC or no-QPC detection results out of 100 independent Monte-Carlo type
simulations for each QPC and no-QPC case with different SNRs. In Fig. 4.4 (b),
BP exhibits slightly worse error performance than theoretic prediction presented in
Fig. 4.4 (a), but the overall trend remains the same, and the better error performance
of PR at high SNRs is also demonstrated. The result of PR method with R as a
uniformly distributed random variable over (−π, π] is also presented, and it is similar
to the result of the PR method with R as a normally distributed random variable.
Both methods are also compared for partially coupled cases. In many signals
associated with real physical phenomena, a coupled component and a uncoupled
component can exist at the same frequency of interest. In [43], the BP detector
is applied to the partial coupling case, but it can not achieve meaningful detection
results. Hence, we investigate the feasibility of applying our PR detector to this
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case. For this investigation, the following signal model is used as in [43];
x(t) = cos(2πf1t+ θ1) + cos(2πf2t+ θ2) (4.24)
+Aqpccos(2π(f1 + f2)t + (θ1 + θ2)) +Auccos(2π(f1 + f2)t+ θ3),
where θi(i = 1, 2, 3) = U(−π, π]. Based on this model, the portion of the signal
power at frequency f1 + f2 due to QPC can be expressed as A2qpc/(A
2
qpc +A
2
uc), and
it is called “true bicoherence”, b2true [18].
We conducted simulation experiments with same configuration as the pre-
vious one (f1 = 5, f2 = 10, f3 = 15, M = 8, and N = 128) with two different
b2true values: b
2
true = 0.6 and b
2
true = 0.8. To demonstrate the effectiveness of the
PR detector, we use the receiver operating characteristics (ROC) curves. ROC is
a detector evaluation methodology that measures the probability of detection Pd
against the probability of false-positive Pfp as defined in [32]. ROC demonstrates
how effectively a certain detector can separate two hypotheses. ROC curves for two
different b2true values are presented in Fig. 4.5.
For b2true = 0.8 case, the solid curve in Fig. 4.5 indicates that we can obtain
the perfect Pd (=1.0) with fairly low Pfp(≈ 0.2), and depending on the application,
one can adjust the threshold so that the PR detector yields lower Pfp at the expense
of compromising Pd. For the b2true = 0.6 case, even though the PR detector can not
obtain as good a detection performance as b2true = 0.8 case, the required Pd or
Pfp for specific applications can be obtained by adjusting threshold level. Another
quantitative measure of the ROC curve is the area under the ROC curve. the
area of an ideal ROC curve is 1, while the area of a random decision maker, which
corresponds to a straight line at 45o, is 0.5. In Fig. 4.5, the area under the solid curve
for b2true = 0.8 case is 0.9134, and the area under the dashed curve for b
2
true = 0.6 is
0.7981, which indicate that the PR detector is a relatively good detector in terms
of ROC area for both cases.
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Figure 4.5: ROC results of the proposed PR method for partially coupled cases
4.6 Experimental Verification
The proposed QPC detection method is verified with actual induction motor mon-
itoring data.3 Fig. 4.6 illustrates the experimental setup. The rated voltage and
current of the motor were 208 V and 2.4 A, respectively, and powered by 3-phase 60
Hz lines. The motor drove a DC generator with a 333 Ω resistive load. The rated
voltage, current were 125 V, and 3.5 A, respectively. A single phase of the 3-phase
feed lines is connected through a variable resistor to simulate an unbalanced stator
current situation.
Vibration signals of the unbalanced motor are measured by an accelerometer,
amplified by a charge amplifier, and sampled by a PC-embedded data acquisition
board, NI-PCI6023E. The vibration measurement data are collected in two different
ways: a single long data record from one uninterrupted experiment and short data
records from multiple independent experiments. The normalized auto correlation
3The data was provided courtesy of Byungchul Jang and Changyong Shin [1].
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Figure 4.6: Schematic diagram of the experimental setup [1]
values of both cases are presented in Fig. 4.1. As mentioned earlier, for the inde-
pendent case shown in Fig. 4.1 (a), low correlation between consecutive segments is
demonstrated, while segments are correlated for single data case as shown in Fig. 4.1
(b).
Using these two kinds of data sets, the corresponding bicoherence values are
calculated. Figs. 4.7 (a) and (b) illustrate the bicoherence results of independent
data case and single data case, respectively, with a 20 Ω asymmetric fault. As
discussed earlier, the bicoherence results of single data record case have spuriously
high peaks due to the false QPC detection along with true peaks. As a result of the
false QPC detection, more peaks are observed in the bicoherence results of single
data case shown in Fig. 4.7 (b) than in that of independent case shown in Fig. 4.7
(a).
Fig. 4.7 (c) presents the absolute difference between two bicoherence results
((c) = |(b) − (a)|). As shown in Fig. 4.7 (c), considerable differences are observed
at many points in the bi-frequency domain. These mismatched points represent the
fact that, at these frequency coordinates, the bicoherence results from the single
data case indicate the presence of strong nonlinear interactions, but the bicoherence
results from independent data, which can be considered as the true answer, show
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no or weak nonlinear interaction presence.
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Figure 4.7: Bicoherence result comparison for the 20 Ω unbalanced induction mo-
tor experiment: (a) independent data records case, (b) a single data record, (c)
difference between bicoherence results of two cases ((c) = |(b)− (a)|)
For comparison, we pick the most mismatched coordinate point, (60, 36), and
compared the bicoherence results of single record case, independent record case,
and single record with PR method, respectively. We also picked another point,
(810, 120), which represents a QPC point. In the previous work [1], the authors
focused on finding the bicoherence signature of unbalanced motor vibration signals,
and the bicoherence value at the frequency coordinate, (810, 120), is used as an
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No QPC QPC
(f1, f2) = (60, 36) (f1, f2) = (810, 120)
Independent 0.09 0.53
data record
Single 0.46 0.56
data record
Single record 0.04 0.47
with PR method
Table 4.1: Bicoherence results of three different cases for QPC and No-QPC points
indicator of motor faults associated with unbalanced stator current.
Table 4.1 presents the bicoherence results of the three different cases for
both QPC and No-QPC points. For the QPC point, (810, 120), all three methods
show similar results, 0.47 ∼ 0.53. However, for the No-QPC point, (60, 36), the
bicoherence of single record case is considerably high (0.46) for a No-QPC case,
which is inconsistent with the result of independent case (0.09). Meanwhile, the
result of PR method (0.04) is low and consistent with the independent case. Note
that the bicoherence values for the QPC point are not close to ‘1’. That can be due
to additive noise, or other higher-order nonlinear interactions, which lead to partial
QPC, i.e., values of b2 < 1.0.
4.7 Conclusion
A novel QPC detector for application to health monitoring of rotating machines is
proposed, and the detection error performance of the proposed detector is investi-
gated. Since time series records from rotating machine have long correlation times,
it is necessary to introduce phase randomization into each segment derived from the
single long record before computing the bispectrum and bicoherence.
The efficacy of the proposed ‘phase randomized (PR)’ bicoherence is demon-
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strated by a numerical example, and the detection error performance is evaluated
with respect to previously proposed QPC detectors. Our results indicate that the
PR bicoherence-based detector shows better detection performance than previously
proposed methods in terms of the probability of error at high SNRs. Furthermore,
it is shown that PR detector can be a good detector even for the real-world par-
tial coupling case. In contrast, the earlier BP schemes are intrinsically not suitable
to handle the partial-QPC case. The proposed method is also verified with actual
induction motor vibration data.
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Chapter 5
Detection of Flicker Caused by
Interharmonics
In this chapter, we discuss the current IEC flickermeter standard’s limitations re-
garding detecting flicker caused by interharmonics, and develop alternative methods
based on down-up sampling to address the interharmonic-induced flicker assessment
problems. We also present experimental observations of flicker responses of various
lamp types including incandescent, compact fluorescent, and light-emitting-diode
(LED) lamps. Our observation results further confirm the limitations of the IEC
standard. Experimental results demonstrate that our prosed new flicker assessment
method can properly detect flicker caused by interharmonics regardless of their fre-
quencies.
5.1 Introduction
In electric power distribution networks, various types of disturbances may occur,
and they can affect electric power customers in different ways. Among those dis-
turbances, light flicker might be the most ‘visible’ one for customers. Light flicker
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is defined as noticeable illumination changes due to voltage fluctuations imposed on
the fundamental power frequency component. Besides the fact that the illumina-
tion level changes may significantly impact work efficiency, they might also induce
seizures in certain people [47]. Therefore, health and safety issues regarding flicker
have been raised. Furthermore, the voltage fluctuations associated with flicker can
also cause potentially serious problems to critical power system components such as
motors, generators and transformers.
Therefore, flicker detection and evaluation has gathered the attention of in-
ternational standardization bodies. The IEC specified an instrument capable of
measuring the severity of flicker, called a flickermeter in [2], and the IEEE recom-
mended the adoption of the IEC flickermeter standard [48]. The IEC standard com-
pliant flickermeter simulates human eye-brain responses to illumination flux changes
of filament (i.e., incandescent) lamps due to voltage fluctuations.
However, according to recent studies [20,49–51], the current IEC flickermeter
standard has some deficiencies. First, its flicker assessment procedure is solely based
on the incandescent lamp model. Second, it does not consider flicker caused by
interharmonics. As a result of that, the IEC standard-based flickermeter cannot
detect flicker caused by interharmonics whose frequencies are higher than a certain
frequency, 102 Hz for 60 Hz system and 85 Hz for 50 Hz system.
In [50], a real field case for the deficiency of the current standard is reported.
Utility customers complained about light flicker, but standard-compliant flicker-
meters could not detect it. This discrepancy between human observation and the
flickermeter assessment will continue to occur as compact fluorescent lamps prevail
over incandescent lamps for general illumination, and light-emitting diode (LED)
lamps emerge as promising candidates for general lighting due to their superior
efficiency and longevity [52].
In this chapter, further discussions and observation results are presented
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regarding the limitations of the IEC flickermeter. First, another deficiency of the
current IEC flickermeter is presented. Our analysis and numerical experiments
indicate that, in the presence of interharmonics whose frequencies are below the
difference between the fundamental frequency and the cutoff frequency of a bandpass
filter of the IEC standard flickermeter, the demodulated beat frequencies detected
by the IEC flickermeter do not match the actual beat frequencies associated with
the interharmonics. Various types of frequency converters including cycloconverters
and adjustable speed drives can generate these low frequency interharmonics [5,53].
We further confirm limitations of the IEC flickermeter by investigating the
flicker responses of lamp types other than incandescent lamps, including compact
fluorescent and LED lamps, in the presence of interharmonics. Compared to exten-
sive studies on incandescent lamp flicker, fluorescent lamp flicker issues remain at
a relatively early stage, particularly when it comes to interharmonic flicker prob-
lems [20,54,55]. Furthermore, to the best of our knowledge, LED lamp flicker issues
have not been discussed or reported in the literature.
In order to investigate the flicker responses of different lamps, we developed
an interharmonic flicker laboratory station. Our experimental results using the
station, based on two individual subjects’ visual observations and photo detector
outputs, show that compact fluorescent and LED lamps exhibit flicker responses
similar to that of incandescent lamps for interharmonics less than the 2nd harmonic.
However, compact fluorescent and LED lamps are sensitive to interharmonics around
the higher odd harmonics, such as the 3rd and 5th, where flicker is not observable
with incandescent lamps. For compact fluorescent and LED lamps, flicker is clearly
observable even when the amplitude of the offending interharmonic term is just a
fraction of the fundamental term (< 1%).
To address the flickermeter standards’ limitations, several approaches have
been previously proposed [20, 54, 56], but they are based on empirical weighting
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functions or deductive expansion from the current flickermeter standards. Therefore,
we propose a novel approach based on down-up sampling of the voltage signal. Our
observation and analysis results indicate that flicker of compact fluorescent and LED
lamps, caused by high-frequency interharmonics, is to the diode bridge rectifier, and
the voltage fluctuation generation process by the diode bridge rectifier gave us the
motivation to use the down-up sampling method. Our proposed method detects
peak fluctuations imposed on the absolute values of the voltage signal, and our
analysis and simulation experiments confirm that the proposed method is able to
detect flicker regardless of the frequency of the interharmonics.
The remainder of this chapter is organized as follows. The current IEC
flickermeter is reviewed in Section 5.2. Section 5.3 presents detailed discussion
regarding the limitations of the IEC flickermeter. In Section 5.4, the role of the
diode bridge rectifier in generating flicker of compact fluorescent and LED lamps
is discussed. To overcome these limitations we propose a novel flicker detection
method based on down-up sampling in Section 5.5, and the efficacy of the proposed
method is verified in Section 5.6. Section 5.7 concludes the chapter.
5.2 IEC Flickermeter Review
The IEC flickermeter estimates the severity of flicker using a voltage input signal.
The flicker estimation process is based on the incandescent lamp model and the
lamp-eye-brain response model. Fig. 5.1 illustrates a simplified block diagram of
the IEC standard-based flickermeter [2].
Block 1 first normalizes voltage input using a transformer and a gain con-
troller. The normalized voltage input signal is squared by a multiplier in Block 2 to
demodulate the flicker related voltage fluctuation term.
Block 3 contains two filters. The first filter is a bandpass filter for extracting
the modulating terms from the squared voltage signal. The bandpass filter consists
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Figure 5.1: Simplified diagram of the IEC standard-based flicker estimation
blocks [2].
of a 1st order high-pass filter whose cut-off frequency is 0.05 Hz and a 6th order
low-pass filter whose cut-off frequency is set to 42 for 60 Hz system and 35 Hz for 50
Hz system. This cut-off frequency is determined based on the assumption that any
frequency higher than the cut-off frequency does not cause significant illumination
change due to the thermal inertia of the filaments in incandescent lamps. The
second filter in Block 3 is a weighting filter representing the human visual response
to fluctuations. It is known that the human visual sensitivity to illumination changes
reaches a maximum level when the frequency is between 8 and 10 Hz. Therefore,
the filter response in the second weighting filter of Block 3 has a maximum spectral
response at 8.8 Hz.
The signal filtered by Block 3 continues to be processed by Block 4 which
emulates human lamp-eye-brain responses to illumination flux fluctuations. The
nonlinear and memory effects of the human responses are simulated by squaring
and smoothing filters. The output of Block 4 indicates the instantaneous flicker
level. One unit of the output corresponds to flicker perceptibility threshold, and is
called the ‘perceptibility unit (PU)’.
The last block of the IEC flickermeter is the statistical evaluator of the in-
stantaneous flicker level. Based on the cumulative distribution function (CDF) of
the instantaneous flicker level (PU), the flicker sensation is evaluated over a longer
period of time. One output of Block 5 is the ‘short-term flicker severity index’ (Pst).
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Pst is a measure of severity based on an observation over 10 minutes [2]. One unit
of Pst corresponds to the threshold of illumination changes causing ‘irritation’ to
people, the so called ‘irritation threshold’.
5.3 Limitations of the IEC flickermeter standard
5.3.1 Flicker caused by interharmonics
It was recently shown that the flicker characteristics and generation process are
considerably different in the presence of interharmonics [20]. As mentioned earlier,
the current IEC flickermeter is not capable of detecting flicker caused by high-
frequency interharmonics [20,49,50]. According to [49], the deficiency is due to the
squaring and filtering processes (in Blocks 2 and 3 in Fig. 5.1, respectively) during
the flicker estimation procedure of the IEC flickermeter.
In addition to these deficiencies, in this chapter we will present another
deficiency of the IEC flickermeter regarding flicker caused by low-frequency inter-
harmonics, whose frequencies are below the difference between the fundamental fre-
quency and the cutoff frequency of a bandpass filter of the IEC standard flickermeter.
With the low-frequency interharmonics, the modulation (or beat) frequencies repre-
sented by the IEC flickermeter are not consistent with the actual beat frequency. We
will demonstrate the discrepancy with simple analysis and examples in this section.
The flicker evaluation process in the presence of interharmonics can be exam-
ined using a signal model with a fundamental frequency term and an interharmonic
term;
v(t) = sin(2πf1t) +m sin(2πfIHt + θIH), (5.1)
where f1, m, fIH , and θIH are the fundamental frequency, interharmonic relative
magnitude, interharmonic frequency, and phase of the interharmonic, respectively.
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We assume that the input signal is already normalized. This interharmonic signal
model is also used in [55] and [49]. Note that the signal model in (5.1) is different
from the direct amplitude modulation models (sinusoidal and rectangular voltage
fluctuation) used in the IEC standard [2].
According to experimental studies in [20], the actual beat frequency fB due
to the interharmonic is known as follows;
fB = |fIH − hf1| = |fIH − (2m + 1)f1|, m = 0, 1, 2, · · · (5.2)
where h indicates the closest odd-order harmonic number to fIH .
In [49], it is shown that if fIH is higher than 102 Hz for 60 Hz systems or 85
Hz for 50 Hz systems, flicker associated with the interharmonic is not detected by
the IEC standard flickermeter. In this chapter, we will focus on the case when fIH
is lower than the 102 or 85 Hz.
According to the IEC flickermeter standard, the input voltage signal is squared
first, then input to the bandpass filter in Block 3. The squared input voltage signal
in (5.1) becomes as follows;
v2(t) = [sin(2πf1t) + m sin(2πfIHt+ θIH)]
2 (5.3)
=
1
2
(1 +m2)− 1
2
cos(2π · 2f1 · t)− 12m
2 cos(2π · 2fIH · t+ 2θIH)
+m cos(2π · (f1 − fIH) · t− θIH)−m cos(2π · (f1 + fIH) · t+ θIH).
As a result of the bandpass filter in Block 3, the DC term and frequencies
higher than the cut-off frequency (42 or 35 Hz) in (5.4) are filtered out. Therefore,
only two frequency terms, 2fIH and f1−fIH , can possibly remain after the filtering.
To simplify the discussion, we will only consider 60 Hz systems (f1 = 60)
and the corresponding cut-off frequency (42 Hz) of the bandpass filter in Block 3.
We also assume the filters in the flicker processing blocks are ideal. Depending
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Figure 5.2: A deficient flicker detection example of the current IEC standard: (a)
Waveform with a 8 Hz interharmonic, (b) The DFT magnitude of the Block 3
output of the IEC flickermeter, (c) Half cycle RMS value fluctuations, (d) The DFT
magnitude of the RMS fluctuations, (e) Absolute value peak value fluctuations, (f)
The DFT magnitude of the peak fluctuations.
on the fIH value and the corresponding response of the IEC flickermeter, the entire
frequency range can be divided into three regions, and we will look into the response
of the IEC flickermeter in each frequency region.
A. 0 < fIH ≤ 18
In this case, 0 < 2fIH ≤ 36 and f1 − fIH ≥ 42. Hence, only the 2fIH term remains
after the bandpass filtering. Thus, the 2fIH term represents the fluctuating term
detected by the flicker meter. However, the actual beat frequency associated with
this interharmonic frequency fIH is not the 2fIH , but f1 − fIH according to (5.2),
83
since the closest odd-order harmonic number h is ‘1’.
This discrepancy in the actual beat frequency and that detected by the flick-
ermeter can lead to inaccurate flicker evaluation results. For example, the weighting
filter following the bandpass filter in Block 3 simulates the frequency response of
lamp-eye reaction to light flicker. Therefore, if the input frequency to the weighting
filter is not matched with the actual beat frequency, the resulting flicker evaluation
indices can become erroneous with respect to actual flicker phenomena.
Fig. 5.2 illustrates the beat frequency discrepancy of the IEC flickermeter in
the presence of a low-frequency interharmonic. Fig. 5.2 (a) and (b) present a sample
voltage input (f1 = 60 Hz, m = 0.2, and fIH = 8 Hz), and the DFT magnitude
of the Block 3 output of the IEC flickermeter, respectively. As discussed earlier,
only the 16 (= 2× 8) Hz term remains after the bandpass filtering in Block 3 of the
IEC flickermeter. Figs. 5.2 (c) and (d) illustrate the half-cycle RMS fluctuations
and the corresponding DFT magnitude, and Figs. 5.2 (e) and (f) demonstrate the
absolute value peak fluctuations and the corresponding DFT magnitude. Since the
input AC voltage is squared (e.g., incandescent lamps) or rectified (e.g., fluorescent
lamps) in order to produce the light output, the fluctuations of the half-cycle RMS
values and the fluctuations of the absolute values should be considered. For both
cases, the actual fluctuation terms are 52(= 60− 8) Hz as shown in Fig. 5.2 (d) and
(f), which is not consistent with the DFT magnitude result of the IEC flickermeter
shown in Fig. 5.2 (b). Furthermore, the magnitude of the 16 Hz term in Fig. 5.2 (b)
is determined by the square of the interharmonic relative magnitude, m2, which is
very small since usually m 1.
B. 18 < fIH < 102
This frequency range can again be divided into two cases as follows;
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Figure 5.3: The compliance test result of the numerically implemented IEC flicker-
meter, plot of the percentage deviation vs. modulation frequencies.
(a) 18 < fIH ≤ 21
Both the 2fIH and f1 − fIH frequency terms are left after the filtering. However,
the 2fIH term can be ignored since the corresponding magnitude m2 is very small
as stated earlier. Therefore, the f1−fIH term correctly represents the beating term.
(b) 21 < fIH < 102
In this frequency range, only the f1 − fIH term in (5.4) remains after the bandpass
filtering. This frequency is consistent with the actual beat frequency as indicated
in (5.2) with h = 1. Thus, the IEC flickermeter appears to properly assess flicker
caused by interharmonics in this frequency region.
C. 102 ≤ fIH
The deficiency of the IEC flickermeter in this frequency range has been discussed
in other literature [20, 49–51]. Since the bandpass filter in Block 3 suppress all
interharmonic terms whose frequencies are higher than 102 Hz (85 Hz for 50 Hz
systems), the IEC flickermeter can not detect flicker caused by interharmonics in
this frequency range regardless of their magnitude. This completes the discussion
of cases A,B, and C.
In order to investigate the response of the IEC flickermeter to interharmonics, we
numerically implemented the IEC standard flickermeter algorithm using MATLAB,
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Figure 5.4: The minimum interharmonic magnitude (mmin) necessary to produce
1 PU of the IEC flickermeter response vs. interharmonic frequencies ranging from
0 ∼ 120 Hz.
and experimented with interharmonics ranging from 0 to 120 Hz. To ensure the
compliance of the implemented flickermeter to the IEC standard, the compliance
test based on the response of the flickermeter to sinusoidal amplitude modulation
was carried out according to the “Normalized flickermeter response for sinusoidal
voltage fluctuations” table in the standard [2], and the results are presented in
Fig. 5.3. Fig. 5.3 is a plot of the deviation of the minimum voltage fluctuation level,
which generates a unit value of PU, from the reference values in the IEC standard
table vs. different modulation frequencies. The IEC standard allows a maximum 5%
deviation, and the test results in Fig. 5.3 show that our numerical implementation
is well within the 5% allowance.
Fig. 5.4 illustrates the sensitivity of the IEC flickermeter to interharmonics
ranging from 0 to 120 Hz. Each point on the curve in Fig. 5.4 represents the
minimum interharmonic magnitude (mmin) which results in a unit value of PU at
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the IEC flickermeter output at each interharmonic frequency. The frequency range
(0 ∼ 120 Hz) is divided into 3 regions based on the characteristics of the IEC
flickermeter as discussed earlier in this section.
In the frequency region A in Fig. 5.4, the beat frequency due to an inter-
harmonic is not represented properly by the IEC flickermeter. Note that the local
minima point in the A region is at 4.4 Hz, which is a half of the maximum response
frequency (8.8 Hz) of the weighting filter in Block 3. Furthermore, as discussed
earlier, only the squared value of the relative interharmonic magnitude appears in
this frequency region A so that the influence of the interharmonics in this region is
significantly reduced.
The IEC flickermeter seems to work properly for interharmonics in region B,
but as the interharmonic frequency becomes greater than 102 Hz in region C , the
interharmonic magnitude required to generate perceptible flicker rapidly grows, and
it goes beyond 10% of the fundamental frequency magnitude after about 110 Hz.
However, according to the real field case reported in [50], light flicker was observed
by residential customers when 180 ∼ 200 Hz interharmonics with 1% magnitude of
the fundamental component were present, thereby confirming the deficiency of the
IEC flickermeter standard in the high frequency range.
5.3.2 Flicker of Lamp Types Other than Incandescent Lamps
Another limitation of the IEC flickermeter is the lack of consideration of lamp types
other than incandescent lamps. Hence, we investigated the flicker responses of var-
ious lamps including incandescent, compact fluorescent, and LED lamps. For the
investigation, we developed an interharmonic-flicker station.1
Fig. 5.5 illustrates a schematic diagram of the interharmonic flicker labora-
tory station and photo detector systems developed to investigate the visual response
1The interharmonic-flicker station was mainly developed by Matthew Rylander.
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Figure 5.5: Schematic diagram of interharmonic flicker experiment setup
of common 120V single-phase lamps when subjected to interharmonics. The station
uses an H-bridge inverter to create the interharmonic voltage while the fundamental
120V is supplied from the building. The two signals are isolated from one another
using isolation transformers and summed together to provide the test voltage.
The output interharmonic frequency of the H-bridge inverter is equal to the
control signal frequency provided by a function generator. The amplitude of the
output interharmonic is controlled with the DC inverter voltage supplied through a
capacitor filtered full diode bridge rectifier. Adjusting the AC voltage applied to the
diode bridge with an isolated variable transformer changes the DC voltage supplied
to the inverter. The interharmonic generated with the inverter is connected in series
with the building voltage and powers the light bulb to generate flicker.
After varying the interharmonic frequency, the signal amplitude is adjusted
to the threshold of flicker observable to two observers’ eyes. The voltage waveform
is then acquired and analyzed by a numerically implemented IEC flickermeter on
the PC. A photo detector is also used to obtain more objective measurements of the
light intensity fluctuations.
Using the described interharmonic flicker station, we visually identified the
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ter output (dashed line) vs. various interharmonic frequencies
minimum interharmonic voltage amplitude that causes visible flicker on incandes-
cent, compact fluorescent, and LED lamps at different interharmonic frequencies.
Fig. 5.6 illustrates the results.
In Fig. 5.6, the minimum interharmonic amplitudes (with respect to the
fundamental) that generate perceptible flicker at different frequencies are plotted
along with a dashed line to show the minimum interharmonic amplitude necessary
to produce 1 perceptibility unit (PU) according to the IEC flickermeter standard.
One PU corresponds to the amplitude necessary for 50% of subjects to observe
flicker. All three types of lamps show similar patterns for interharmonic frequencies
less than the second harmonic (120 Hz) of the power line frequency. The overall
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trend of the flicker response curves of these lamps are also consistent with that of
the IEC flickermeter.
However, the compact fluorescent and LED lamps exhibit flicker responses
to interharmonic frequencies higher than the second harmonic. While we can not
observe flicker on incandescent lamps even with an impractically high interharmonic
amplitude (∼ 15% of the fundamental), the fluorescent and LED lamps are sensitive
to interharmonics around the 3rd and 5th harmonics. In other words, even small
amplitude interharmonics can cause visible flicker when the frequencies are around
the odd harmonics. Flicker was clearly observable with interharmonics whose am-
plitude was approximately 0.5% at frequencies 180 ± 8 Hz or 300 ± 8 Hz. These
interharmonics generate 8 Hz flicker which is most apparent to human eyes [2].
Another observation from Fig. 5.6 is the inability of the IEC flickermeter to
detect flicker caused by high-frequency interharmonics. According to the IEC flick-
ermeter (dashed line in Fig. 5.6), no flicker should be observed due to interharmonics
whose frequencies are higher than the second harmonic, which is contrary to our
experimental observation that flicker is clearly observable with compact fluorescent
and LED lamps.
Flicker behavior of the different lamps is also investigated using a photo
detector. The photo detector consists of a photodiode connected serially with a
resistor and a DC power source. Incoming light intensity controls the current output
of the photodiode and eventually effects the voltage drop across a resistor. Therefore,
flicker on lamps should be reflected in the voltage measurement.
Figures. 5.7 (a), (b), and (c) illustrate the frequency spectra, the absolute
value of the FFT, of the photo detector voltage output for incandescent, compact
fluorescent and LED lamps, respectively, when no interharmonic is injected so that
no flicker should be observed. The vertical axes of the plots in Fig. 5.7 indicate the
magnitude relative to the maximum frequency component (e.g., the second harmonic
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Figure 5.7: Frequency spectra of photo detector voltage measurements without an
interharmonic: (a) Incandescent, (b) Compact fluorescent, (c) LED
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Figure 5.8: Frequency spectra of photo detector voltage measurements with a 52 Hz
interharmonic: (a) Incandescent, (b) Compact fluorescent, (c) LED
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Figure 5.9: Frequency spectra of photo detector voltage measurements with a 172
Hz interharmonic: (a) Incandescent, (b) Compact fluorescent, (c) LED
term). In all cases, the dominant second harmonic (120 Hz) is observed along with
the supply voltage frequency (60 Hz). The second harmonic is generated since light
intensity depends on power drawn by lamps, which is a function of voltage squared
across a resistive element. In Fig. 5.7 (b) and (c), the spectra of the compact
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fluorescent and LED lamps contain an additional term for the 4th harmonic (240
Hz). This is due to the fact that the compact fluorescent and LED lamps use a
rectified voltage provided by a diode bridge rectifier.
Figure 5.8 shows the frequency spectra of the photo detector outputs in the
presence of a 52 Hz interharmonic. The photo detector outputs are taken when
two observers could visually observe flicker on the respective lamps. As mentioned
earlier, the 52 Hz interharmonic generates 8 Hz flicker, and the 8 Hz flicker terms
appear in the spectra for all cases.
To provide a comparison with a high-frequency interharmonic case, Fig. 5.9
presents the frequency spectra of photo detector outputs with a 172 Hz interhar-
monic. For compact fluorescent and LED lamps, the 8 Hz flicker terms with similar
magnitude with those in Fig. 5.8 (b) and (c) are observable in the frequency spectra
in Figs. 5.9 (b) and (c). Meanwhile, for the incandescent lamp, there is just a small
magnitude 8 Hz term (∼ 4%) in Fig. 5.9 (a) compared to the 8 Hz term in the 52 Hz
case (∼ 25%) in Fig. 5.8 (a). As mentioned earlier, the observers could not observe
any perceptible flicker due to 172 Hz with the incandescent lamp.
These photo detector analysis results support our visual observation that
perceptible flicker is observed with compact fluorescent and LED lamps when high
frequency interharmonics are injected while no incandescent lamp flicker is observed
with the same high frequency interharmonics.
The similarity between the flicker responses of compact fluorescent and LED
lamps and the existence of the fourth harmonic in the frequency spectra of the photo
detector outputs suggest that the diode bridge rectifier, a common component in
both lamps, is a possible cause of the observed flicker in the presence of high-
frequency interharmonics.
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Figure 5.10: Illustration of the rectification process by the diode bridge rectifier
5.4 Role of the Diode Bridge Rectifier in Flicker Gen-
eration
In this section, we will discuss the role of the diode bridge rectifier in generating
flicker of compact fluorescent and LED lamps in the presence of interharmonics.
A diode bridge rectifier provides full wave rectification of AC voltage to
sequential components. Both compact fluorescent and LED lamps require the rec-
tified voltage to produce light output, while incandescent lamps directly generate
light output from AC power.
In order to examine the effect of the diode bridge rectifier in an analytical
way, a signal model with a fundamental frequency term and an interharmonic term
is used;
v(t) = sin(2πf1t) +m sin(2πfIHt + θIH), (5.4)
where f1, m, fIH , and θIH are the fundamental frequency, interharmonic relative
magnitude, interharmonic frequency, and phase of the interharmonic, respectively.
Then, the rectification process of the diode bridge rectifier should be exam-
ined. Mathematically, the rectification can be considered as taking absolute values
of an input voltage signal. This process can be represented as the multiplication
between the sinusoidal signal and a square-wave function with the same period as
illustrated in Fig. 5.10. Assume that we have a sinusoidal signal, sin(2πf1t), then
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the Fourier series representation of the corresponding square-wave function, s(t), is
as follows;
s(t) =
4
π
∑
n=1,3,···
1
n
sin(2πnf1t), (5.5)
where n is an odd integer. Therefore, the absolute values of the signal model in
(5.4) become as below;
|v(t)| = v(t) · s(t) = vf (t) + vIH(t), (5.6)
where vf (t) indicates the terms related to the fundamental frequency, and is repre-
sented as follows;
vf (t) =
4
π
∑
n=1,3,···
{ 1
2n
cos(2π(n− 1)f1t)
− 1
2n
cos(2π(n + 1)f1t)}, (5.7)
and vIH(t) indicates the terms related to interharmonics, and is represented as
follows;
vIH(t) =
4
π
∑
n=1,3,···
{m
2n
cos(2π(fIH − nf1)t+ θIH)
− m
2n
cos(2π(fIH + nf1)t + θIH)}. (5.8)
Using this analytical model in (5.6), (5.7) and (5.8), we will examine peak
value fluctuation of the rectified signal model. Assuming that m  1, the peak
values of (5.6) are located at t = t0 + k2f1 , k = 0, 1, 2, · · · , where t0 = 14f1 for the
model in (5.4). Thus, we can consider the series of peak values as a discrete time
version of the |v(t)|, which is sampled at t = t0 + k2f1 .
Then, the discrete time version of the vf (t) in (5.7) above can be represented
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as follows;
vf [k] = vf (t0 +
k
2f1
)
=
2
π
∑
n=1,3,···
1
n
{cos(2π(n− 1)f1(t0 + k2f1 ))
− cos(2π(n + 1)f1(t0 + k2f1 ))}
=
2
π
∑
n=1,3,···
1
n
{cos(2π(n− 1)f1t0 + (n− 1)πk)
− cos(2π(n + 1)f1t0 + (n+ 1)πk)}. (5.9)
The above vf [k] becomes constant regardless of k, since the 2π(n ± 1)f1t0
terms in the cosine functions are independent of k, and the other terms in the cosine
functions, (n ± 1)πk, become 2π · l · k (l = 0, 1, 2, · · · ) due to the fact that n is an
odd integer (n = 2l + 1, l = 0, 1, 2, · · · ).
Similarly using trigonometric relations and the oddity of n, the discrete time
version of vIH in (5.8) becomes as follows;
vIH [k] = vIH(t0 +
k
2f1
)
=
2m
π
∑
n=1,3,···
1
n
{cos(2πlMk + θn−IH)
− cos(2πlMk + θn+IH)}, (5.10)
where lM =
fIH − f1
2f1
, θn
−
IH = 2π(fIH−nf1)t0+θIH , and θn
+
IH = 2π(fIH+nf1)t0+θIH .
There are two things to note in (5.10). The first is that the maximum peak
value deviation is not affected by the frequency of interharmonic (fIH), and the
second is that the discrete frequency of the peak value fluctuation, lM , is determined
by fIH . The actual peak value fluctuation frequency, fM , can be represented as
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follows using simple trigonometric relations,
fM = |fIHMOD(2f1)− f1|,
= |fIH − hf1|, (5.11)
where MOD denotes a modular operator, and h indicates the closest odd harmonic
to the fIH . For example, if we have a 172 Hz interharmonic, then the corresponding
fluctuation frequency will be 8 Hz (=|172−3×60|). The sensitivity of compact fluo-
rescent and LED lamps to high frequency interharmonics around the odd harmonics,
demonstrated in Fig. 5.6, can be explained using the relationship in (5.11), since
human eyes are most sensitive to fluctuations whose frequencies are around 8 Hz.
This relationship between the fluctuation frequency and interharmonic frequency is
also consistent with the fluorescent lamp flicker observation results reported in [20],
which is also presented in (5.2).
To further confirm our analysis results, a numerical simulation is conducted
with the signal model in (5.4) with f1 = 60, m = 0.01. The sampling frequency is
set to 6000 Hz, and the interharmonic phase θIH is chosen randomly from −π to π.
As the interharmonic frequency (fIH) changes from 0 Hz to 360 Hz, we examined
the maximum peak value deviation from the average peak value and the peak value
fluctuation frequency after the input signal is rectified (or absolute valued), and
Fig. 5.11 illustrates the results.
As mentioned, Fig. 5.11 (a) shows that the maximum peak value deviation
remains at approximately the same level regardless of the interharmonic frequency,
except at the exact odd harmonics. The fluctuation frequency pattern shown in
Fig. 5.11 (b) also supports our analysis result regarding the relationship between
the interharmonic frequency and the fluctuation frequency indicated in (5.11).
These analysis and numerical results are consistent with our experimental
results in Section 5.6, which shows that high frequency interharmonics can cause
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Figure 5.11: Peak value fluctuation of the rectified waveform vs. various inter-
harmonic frequencies: (a) Maximum peak value deviation, (b) Peak fluctuation
frequency relationship vs. interharmonic frequency
perceptible flicker of compact fluorescent and LED lamps, and these lamps are more
sensitive to interharmonics whose frequencies are around the odd harmonics. Con-
sequently, it is suggested that the diode bridge rectifier in both compact fluorescent
and LED lamp is responsible for the flicker of those lamps in the presence of high
frequency interharmonics.
5.5 Down-up Sampling-based Peak Detection Method
Motivated by the analysis results in the previous section, we propose alternative
signal processing blocks to detect peak fluctuations for flicker evaluation. Fig. 5.12
presents the signal processing blocks for our proposed flicker detection method. As
discussed in the previous section, flicker of compact fluorescent and LED lamps is
caused by peak fluctuation imposed on the rectified voltage, the absolute value of
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Figure 5.12: Proposed flicker peak detection blocks.
the voltage signal, which has the 2nd harmonic of the fundamental frequency as
the dominant frequency term. Therefore, our basic idea is to examine the peak
fluctuation imposed only on the 2nd harmonic of the fundamental frequency.
First, the input voltage signal is sampled by sampling frequency fS = Mf1 as
schematically indicated in Block A in Fig. 5.12. The sampling frequency should be
an integer multiple (M) of the fundamental frequency in order to prevent spectral
leakage around the fundamental term. The IEC standard allows either analog or
digital implementation of the recommended flickermeter [2], and flickermeters are
digitally implemented using various approaches in the literature including [57–60].
Then, the absolute values of the samples are generated as shown in Block B
in Fig. 5.12. Assuming that the voltage signals are processed in the discrete time
sample domain, we can assess the peak fluctuations of the absolute-valued voltage
signals by down-sampling to 2f1, or down-sampling by 2M , as in Block C in Fig. 5.12.
The down-sampling process actually corresponds to taking one sample per each half
cycle of the fundamental.
As presented in Eqs. (5.10) and (5.11), the down-sampled voltage signal
vIH [k] properly represents the magnitude and frequency of the actual beat term.
Consequently, we can find a frequency term which represents the actual beating
effect via the down-sampling process. However, there are potential problems if just
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the down-sampling method is used. For example, the remaining parts of the flick-
ermeter should be changed for the down-sampled signal. Moreover, in order to
obtain the proper accuracy recommended by the IEC specifications, the sampling
frequency should be sufficiently high [57,59]. Additionally, we want to replace those
signal processing blocks in the IEC standard which potentially cause problems in
detecting flicker caused by interharmonics, and seamlessly combine the newly pro-
posed blocks with the rest of the flickermeter blocks which comply with the current
IEC standard.
Therefore, we up-sample the down-sampled signal to the original sampling
frequency as indicated in Block D in Fig. 5.12. The up-sampling process is done by
inserting zeros between samples, which is known as zero-padding [61]. This down-up
sampled signal carries the peak fluctuation information as sideband terms around
each harmonic of the fundamental term.
The following Block E in Fig. 5.12 is a band-pass filter which removes the
DC term and unnecessary frequency terms resulting from the up-sampling. In this
chapter, we used a 1st order high-pass filter whose cut-off frequency is 0.05 Hz, and
a 6th order low-pass filter whose cut-off frequency is 60 Hz for 60 Hz systems and
50 Hz for 50 Hz systems, which are the half of the down-sampling frequency. Note
that the high frequency cut-off of this band-pass filter is different from that of the
band-pass filter in the IEC flickermeter.
The Blocks A through E in Fig. 5.12 comprise the proposed alternative signal
processing blocks. The proposed signal processing blocks replace Block 2 and the
first band-pass filter in Block 3 of the IEC standard flickermeter in Fig. 5.1. The
rest of the proposed flickermeter including the weighting filter in Fig. 5.12 is the
same as the IEC standard flickermeter.
Note that our method can be considered as ‘conservative’ in assessing the
likelihood of flicker, particularly when it is used for assessing flicker of lighting
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Figure 5.13: Down-up sampling-based flicker detection with an 8 Hz interharmonic
term: (a) Discrete time domain signal after block D in Fig 5.12, (b) The corre-
sponding DFT magnitude spectrum.
systems which consist mainly of incandescent lamps. That is because our method
evaluates the peak fluctuations of the voltage input while incandescent lamps are
sensitive to the RMS value fluctuations. As discussed in [55], peak values generally
tend to fluctuate more severely than RMS values do in the presence of the same
amplitude interharmonic.
We implemented our new proposed algorithm using MATLAB, and the ex-
perimental results based on the implementation are presented in the next section.
5.6 Experimental Results
To demonstrate the efficacy of the proposed method, we first show a proper flicker
detection example using the same signal model in Section 5.3.1, the 60 Hz voltage
signal with an 8 Hz interharmonic. The signal is sampled at 1200 Hz (= 60 ×
20), which also prevents spectral leakage around the fundamental term. Fig. 5.13
illustrates the signal processing result of the proposed alternative blocks. Fig. 5.13
(a) shows the discrete time waveform after Block D in Fig. 5.12, which is the down-
up sampled signal, and Fig. 5.13 (b) presents the corresponding frequency spectrum
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Figure 5.14: Down-up sampling-based flicker detection with a 172 Hz interharmonic
term: (a) Discrete time domain signal after block D in Fig 5.12, (b) The corre-
sponding DFT magnitude spectrum.
result.
Contrary to the misleading frequency spectrum result in Fig. 5.2 (b), which
showed a 16 Hz term instead of the 52 (= 60 − 8) Hz, we can successfully detect
the 52 Hz fluctuation term in the DFT magnitude spectrum of Fig. 5.13 (b). The
other higher frequency terms and the DC term will be filtered out by a bandpass
filter in Block E in Fig. 5.12. The 52 Hz component is then processed by statistical
processing units to generate flicker-severity indices.
An example of detecting flicker caused by a high-frequency interharmonic
(172 Hz) is also presented in Fig. 5.14. As mentioned earlier, the current IEC
standard flickermeter can not detect the flicker caused by this high frequency in-
terharmonic since the higher frequency term is filtered out by a bandpass filter in
Block 3 of the IEC flickermeter in Fig. 5.1. However, the down-up sampled signal
presented in Fig. 5.14 (a) and the corresponding DFT magnitude in Fig. 5.14 (b)
accurately shows the actual beat 8(= 3× 60− 172) Hz term.
For quantitative comparison, the sensitivity curve of the proposed method
to interharmonics is presented in Fig. 5.15 along with that of the IEC flickermeter.
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Figure 5.15: The minimum interharmonic magnitude (mmin) necessary to produce
1 PU for the IEC flickermeter response and the proposed method vs. interharmonic
frequencies.
These curves represent the minimum interharmonic magnitude (mmin) to produce
one PU in the flickermeter output. The sensitivity curves for both methods appear
identical in the frequency range from around 30 Hz to 90 Hz in Fig. 5.4, where the
IEC flickermeter works properly with interharmonics.
However, the sensitivity curves for both methods exhibit different behav-
iors in the lower frequency range below 30 Hz and higher frequency range above
90 Hz. Contrary to the inaccurate response of the IEC flickermeter in the low-
frequency range (0 ∼ 18 Hz) as discussed earlier, the curve corresponding to the
newly proposed method shows that the proposed method sensitively reacts to the
low-frequency interharmonics in that a smaller interharmonic magnitude is required
to produce 1 PU.
In the high-frequency range (90 ∼ 120 Hz), according to the curve corre-
sponding to the standard method, large magnitudes of interharmonic are required
to produce one PU in the flickermeter output, which is contrary to the field case re-
ported in [50]. On the other hand, the curve corresponding to the proposed method
102
0 30 60 90 120 150 180 210 240 270 300 330 360
0
1
2
3
4
5
Interharmonic frequency (Hz)
In
te
rh
ar
m
on
ic
 M
ag
ni
tu
de
 (%
)
 
 
DS
LED
Fluorescent
Incandescent
Figure 5.16: The minimum interharmonic magnitude generating perceptible flicker
(dashed lines with markers) or one PU of the proposed flickermeter (solid line) vs.
various interharmonic frequencies
is well extended into the high-frequency range, and shows that relatively small mag-
nitudes of the interharmonic can produce one PU.
We also verified the proposed method with our observations results. Fig. 5.16
illustrates the sensitivity curve of the proposed method together with flicker re-
sponses of various lamps, which were presented in Fig. 5.6. The solid lined curve
(DS) represents the minimum interharmonic magnitude to produce one PU in the
proposed down-up sampling-based flickermeter, and other dashed curves represent
the experimentally observed minimum interharmonic magnitude to produce percep-
tible flicker of LED, compact fluorescent, and incandescent lamps.
As shown in Fig. 5.16, up to interharmonic frequency of 240 Hz, all dashed
curves are within the solid lined curve, which indicates that our proposed flicker-
meter is able to properly assess flickers of all lamp types. For interharmonics whose
frequencies are higher than 240 Hz, the curve of the proposed method does not
perfectly match with the observation results, but generally follows the pattern of
the observation results. This mismatch could be due to the fact that we used the
same weighting functions of the IEC flickermeter which is customized to incandes-
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cent lamps. We believe that the proposed flickermeter can be further improved if
the characteristics of compact fluorescent and LED lamps are incorporated into the
choice of the weighting function.
The experimental results presented in this section indicate that our proposed
flicker processing blocks are able to detect flicker caused by interharmonics regardless
of their frequencies.
5.7 Conclusion
In this chapter, we present an additional limitation of the current IEC flickerme-
ter regarding low-frequency interharmonics, and also present observation results
regarding flicker responses of various lamps in the presence of interharmonics. Our
experimental and analysis results further confirm the limitations of the IEC flicker-
meter.
Hence, we propose a new approach based on down-up sampling of the voltage
fluctuation signal to address both this newly-found deficiency and already-known
deficiency regarding high-frequency interharmonics. Using the down-up sampling-
based method, peak value fluctuations of the input voltage are examined to assess
interharmonic-caused flicker.
Based on our analysis and numerical experiments, it is demonstrated that our
proposed method correctly represents the actual beat frequency associated with the
interharmonics in any frequency range. As a result, the proposed method can extend
the interharmonic-related flicker detection range beyond the currently limited range
of the IEC flickermeter.
Since our method is based on evaluating peak value fluctuations, it is partic-
ularly suitable for assessing flicker of peak fluctuation-sensitive lamps, e.g., compact
fluorescent lamps and LED lamps. In this sense, our method may be considered to
be complementary to the IEC standard which is focused on assessing flicker of in-
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candescent lamps, which are sensitive to RMS valus fluctuations. Furthermore, our
proposed signal processing blocks can be immediately combined with the current
flickermeter standard to address the interharmonic-related limitations.
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Chapter 6
Conclusion
In this dissertation, we have presented the theory and applications of polyspectral
signal analysis techniques for the detection and analysis of interharmonic-related
problems in power systems. Although the adverse effects of interharmonics on power
systems are significant, the detection and analysis of interharmonics have been chal-
lenging tasks due to their small amplitudes and uncertain frequencies of occurrence.
Therefore, classical harmonic analysis techniques, which are usually based on the
second-order spectra, are often not suitable for interharmonic analysis tasks. Hence,
polyspectral analysis techniques are proposed as alternative solutions.
In Chapter 1, we developed the modified definitions of the cross bispec-
trum/bicoherence for our interharmonic applications, with particular focus on in-
terharmonics generated by adjustable speed drives. In Chapter 2, we developed an
interharmonic detection method based on the modified cross bispectrum. Our anal-
ysis shows that the detection performance of the conventional DFT-based methods
drastically degrade in the presence of noise. Hence, we developed the constant false
alarm rate (CFAR) interharmonic detector utilizing the statistical characteristics of
the modified cross bispectrum. Our analysis and experimental results demonstrate
that interharmonics are robustly detectable even in the presence of noise by the
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newly developed method.
We also developed a condition monitoring method for ASD systems using
the cross bicoherence spectra in Chapter 3. We have utilized unique interhar-
monic signatures of the ASD systems. The efficacy of the method is verified for
a phase imbalance detection problem. Our experimental results show that the cross
bicoherence-based method detect phase imbalance at the load side more sensitively
than the traditional direct measurement method. Another advantage of using the
proposed method is that anomalies at the load side of an ASD can be diagnosed
using already available information at the source side only.
In Chapter 4, a novel QPC detector was developed to address a practical
problem of applying the traditional bicoherence estimation method to continuous
monitoring of rotating machines. Through theoretical and experimental comparison
with previously proposed methods, it is shown that our method not only has better
detection error performance, but also the potential to be applicable to the practical
case of partial phase coupling.
As an extension of interharmonic studies, we also investigated interharmonic-
induced flicker problems in Chapter 5. We found a new limitation of the current
IEC standard flickermeter regarding detecting flicker caused by low frequency in-
terharmonics, in addition to an already-known limitation related to high frequency
interharmonics. We also presented observation results of flicker responses of var-
ious lamps including compact fluorescent and LED lamps, and further confirmed
the limitations of the IEC flickermeter. Hence, we developed an alternative flicker
assessment method based on the down-up sampling of voltage signal. Our analysis
and experimental results demonstrate that our method can properly detect flicker
caused by interharmonics regardless of their frequencies.
In this dissertation, various interharmonic-related issues are discussed and
novel methods are developed to address these issues. We believe that each result
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presented in the corresponding chapters could be further extended with additional
research effort. The interharmonic detector presented in Chapter 2 can be further
verified with real-world interharmonic measurement data from actual electric ships.
The ASD monitoring method in Chapter 3 can be further broadened in terms of
classification of other types of anomalies with particular attention paid to interhar-
monic signatures. We also believe that the localization of ASD anomalies, whether
the anomalies are located at the source side or the load side of the ASD, can be
achieved by extending the proposed cross bicoherence method. For the QPC detec-
tor presented in Chapter 4, the partial coupling case could be analyzed to further
quantify the relationship between the true bicoherence and the proposed phase-
randomized bicoherence. As for the proposed flicker detection method presented in
Chapter 5, extensive epidemiological experiments are required to further verify the
proposed method since flicker is a subjective issue.
Since harmonics and interharmonics are generated from highly nonlinear
power electronic devices such as rectifiers and inverters, we believe that the ap-
plication of polyspectral analysis to harmonic/interharmonic problems extends far
beyond the presented examples.
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Appendix A
Proof for Chapter 2
A.1 Derivation of the Significance Level for the Cross
Bispectrum-based Interharmonic Detector
In this appendix, we will discuss the asymptotic PDF of T (f) in (2.12) under the
null hypothesis H0, when interharmonics are not present at the frequency f . The
corresponding significance level Ls for a given false alarm rate α will also be con-
sidered.
In order to determine the statistical behavior of T (f), we have to consider
that of Cxyy first. The cross bispectrum defined in (2.10) is an expectation value
of the product of three spectral components; X(f1), Y (f2) and Y (f3 = f1 + f2).
Since we are dealing with interharmonics in power systems, our signals of interest
mainly consist of sinusoidal components rather than broadband spectral compo-
nents. Therefore, we can categorize spectral components at each frequency into two
cases; (1) sinusoidal and noise ,A2 e
jθ +N(f), where A is the magnitude relative to
the fundamental term, and (2) only noise, N(f).
First, let’s start with the frequency component of interest, Y (f3). Please note
that f3 in Y (f3) indicates the same frequency f in T (f). Since we are considering
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the null hypothesis when interharmonics are not present at the frequency f3, we
set Y (f3) = N(f3), where N(f3) is the DFT of real zero-mean white Gaussian
noise (e.g., the measurement error). Note that N(f3) is a complex random variable
whose real and imaginary part are also Gaussian and independent each other. For
simplicity of notation, N(fi), i = 1, 2, 3 will be referred as Ni, i = 1, 2, 3.
Then, there are four possible combinations with X(f1) and Y (f2), which are
the spectral components from the DC link side and the source side, respectively. We
will discuss the asymptotic behavior of the corresponding cross bispectrum, Cxyy for
each case.
A.1.1 X(f1) = N1, and Y (f2) = N2
Since the third order moment of a zero-mean Gaussian random variable is zero, the
corresponding cross bispectrum of this case also becomes zero.
Cxyy(f1, f2) = E [N1 ·N2 ·N∗3] 
 0 (A.1)
A.1.2 X(f1) =
A1
2
ejθ1 +N1, and Y (f2) =
A2
2
ejθ2 +N2
This is the case when X(f1) is a harmonic of the DC side ripple, and Y (f2) is the
fundamental or a harmonic of the fundamental at the source side.
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Cxyy(f1, f2) = E
[
(
A1
2
ejθ1 +N1) · (A22 e
jθ2 +N2) ·N∗3
]
= E
[
A1
2
ejθ1 · A2
2
ejθ2 ·N∗3
]
+ E
[
A1
2
ejθ1 ·N2 ·N∗3
]
+E
[
N1 · A22 e
jθ2 ·N∗3
]
+ E [N1 ·N2 ·N∗3]

 A1
2
ejθ1 · A2
2
ejθ2 · E [N∗3] +
A1
2
ejθ1 · E [N2 ·N∗3]
+
A2
2
ejθ2 · E [N1 ·N∗3] + 0

 0 + A1
2
ejθ1 · E [N2 ·N∗3] +
A2
2
ejθ2 · E [N1 ·N∗3] (A.2)
Practically, the magnitude of the DC side ripples (A1) is much smaller than
the magnitude of the fundamental/harmonic terms at the source side (A2). There-
fore, we can assume A1  A2. Then, Cxyy(f1, f2) in (A.2) becomes as follows;
Cxyy(f1, f2) 
 A22 e
jθ2 · E [N1 ·N∗3]
= (A2r + jA2i) · E [(N1r + jN1i) · (N3r + jN3i)∗] (∵ A22 e
jθ2 = A2r + jA2i)
= {A2rE[N1rN3r] +A2rE[N1iN3i] +A2iE[N1rN3i]−A2iE[N1iN3r]}︸ ︷︷ ︸
R
+j {A2rE[N1iN3r]−A2rE[N1rN3i] +A2iE[N1rN3r] +A2iE[N1iN3i]}︸ ︷︷ ︸
I
(A.3)
In (A.3) above, each expectation, E[NxNy], is estimated by ensemble-averaging
over M segments (M = 15 by IEC standard [22]). Then the ensemble averages can
be considered as the sum of the product of independent Gaussian random variables.
Although the product of the Gaussian random variables is not a Gaussian, the sum
of the product of the Gaussian random variables can be approximated as a Gaus-
sian random variable by the central limit theorem [62]. Thus, the variance of the
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approximated Gaussian random variable becomes;
var{E[NxNy]} 
 var{ 1
M
M∑
k=1
N(k)x N
(k)
y } 

1
M2
·M ·
(
σ2n
2N
)2
=
σ4n
4MN2
, (A.4)
where N is the number of DFT points. The real and imaginary part of Cxyy(f1, f2)
in (A.3), R and I, become Gaussian random variables since they are the weighted
sum of Gaussian random variables, and their variance become as follows;
varA = 2(A22r + A
2
2i)
σ4n
4MN2
= 2
(
A2
2
)2 σ4n
4MN2
=
A22σ
4
n
8MN2
(A.5)
Therefore, Cxyy(f1, f2) in this case becomes a complex Gaussian random
variable, and |Cxyy(f1, f2)|2 becomes a chi square random variable with 2 degrees
of freedom;
|Cxyy(f1, f2)|2 ∼ A
2
2σ
4
n
8MN2
· χ22 (A.6)
A.1.3 X(f1) = N1, and Y (f2) =
A2
2
ejθ2 +N2
The |Cxyy(f1, f2)|2 of this case is same as that of the above case, A.1.2
A.1.4 X(f1) =
A1
2
ejθ1 +N1, and Y (f2) = N2
The |Cxyy(f1, f2)|2 of this case can be derived similarly as the case A.1.2, and
becomes as follows;
|Cxyy(f1, f2)|2 ∼ A
2
1σ
4
n
8MN2
· χ22 (A.7)
Considering all the above cases, the test statistic T (f) becomes the sum of
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all the possible cross bispectrum magnitude square values;
T (f) ∼
HS∑
k=1
(ASourcek )
2σ4n
8MN2
· χ22 +
HDC∑
l=1
(ADCl )
2σ4n
8MN2
· χ22
∼ σ
4
n
8MN2
· χ22 (∵ ASource1 = 1) (A.8)
Since (ASourcek )
2  1 and (ADCl )2  1 , we can simplify T (f) to
σ4n
8MN2
· χ22.
Consequently, the test statistic T (f) asymptotically follows a central chi square
distribution with 2 degrees of freedom, and the significance level corresponding a
give false alarm rate, α becomes as follows;
Ls =
σˆ4n
8 ·M ·N2 · Γ(α), (A.9)
where Γ(α) : P (χ22 > Γ(α)) = α, and σˆ2n is the MLE (Maximum Likelihood Esti-
mation) of the variance of the measurement error term [33], and M and N indicate
the number of data segments and the number of DFT points, respectively.
The validity of this analysis was demonstrated in Chapter 2.
A.2 Insensitivity of the Modified Cross Bispectrum to
Zero-mean Gaussian Random Noise
For our interharmonic analysis, we used a modified definition of the cross bispectrum
as follows;
Cxyy(f1, f2) = E[X(f1)Y (f2)Y ∗(f3 = f1 + f2)], (A.10)
where E[·] denotes an expectation operator. X(f) and Y (f) are the discrete Fourier
transforms (DFT) of the voltages/currents measured at the DC link side and the
source side, respectively.
If both the measurements at the DC link side and the source side contain
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noise (e.g., measurement error), then the corresponding DFT results of the source
side and the DC side measurements will be the sum of the original spectral term
and the noise term. Therefore, the cross bispectrum results with the DFT results
of noisy measurements will be as follows;
C ′xyy(f1, f2) = E[(X(f1) +N(f1))(Y (f2) +N(f2))(Y
∗(f3) +N∗(f3))], (A.11)
where N(fi) denotes the DFT of noise term. For the simplicity, X(fi), Y (fi) and
N(fi) will be abbreviated to Xi, Yi and Ni, respectively.
The above C ′xyy can be represented as follows;
C ′xyy = E[(X1 +N1)(Y2 +N2)(Y
∗
3 +N
∗
3 )]
= E[X1Y2Y ∗3 ] + E[X1Y2N
∗
3 ] + E[X1N2Y
∗
3 ] + E[X1N2N
∗
3 ]
+E[N1Y2Y ∗3 ] + E[N1Y2N
∗
3 ] + E[N1N2Y
∗
3 ] + E[N1N2N
∗
3 ] (A.12)
Since noise terms are assumed to be zero-mean Gaussian, independent of the
signal terms (X1, Y1, and Y2) and also independent of each other, all other terms
except E[X1Y2Y ∗3 ] in (A.12) become zero. Therefore, it is concluded that the cross
bispectrum is insensitive to zero-mean Gaussian random noise.
C ′xyy(f1, f2) = Cxyy(f1, f2) (A.13)
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Appendix B
Proof for Chapter 4
B.1 Proof of Bi-phase Uniformity for No-QPC Cases
Assume θ1, θ2 ∼ U(−π, π]. Then, the PDF of θ′ = θ1 + θ2 is the convolution of two
uniformly distributed random variables, and it becomes as follows;
Pθ′(θ) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
1
4π2
θ + 12π if −2π < θ ≤ 0
− 1
4π2
θ + 12π if 0 < θ ≤ 2π
0 otherwise
(B.1)
The Pθ′(θ) is a triangular-shape function as shown in Fig. B.1. However,
since θ′ is an angle component which is bounded by (−π, π], we should consider
the ‘wrapped’ version of θ′. Thus, the portion of Pθ′(θ) over (−2π,−π] should be
folded and overlapped to (−π, 0], and same as for (π, 2π] to (0, π]. Consequently,
the ‘wrapped’ PDF of θ′ becomes uniform over (−π, π] again.
The phase component of the bispectrum, or bi-phase, θd is θ1 + θ2 − θ3, and
all θi (i = 1, 2, 3) ∼ U(−π, π] for the no-QPC case. Then, θd = θ1 + θ2 − θ3 =
θ′ − θ3, and the PDF of θd again can be considered as the convolution of two
uniformly distributed random variable over (−π, π]. Therefore, the ‘wrapped’ PDF
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Figure B.1: PDF of the sum of phase angles, θ1 and θ2
of θd becomes uniform per the above discussion.
116
Appendix C
Application of Wavelet
Denoising to Detection of
Shared Congestion
In this appendix, we present our additional work involving application of wavelet
denoising techniques to network congestion monitoring problem. This work is a
collaboration with researchers at the Department of Computer Science in the Uni-
versity of Texas at Austin. My contribution principally involved the application of
wavelets to detection of shared congestion. By applying the wavelet method, we
could enhance the congestion detection performance over that of the simple cross
correlation-based methods.
C.1 Introduction
In recent years, more people are enjoying multimedia services such as audio and
video streaming services, remote conference services, etc. This multimedia traffic
is growing fast and expected to exceed the traditional Internet service traffic in-
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cluding e-mail and WWW. The transition of Internet traffic from the traditional
Internet services to real-time, interactive multimedia services is putting more strict
requirements on the underlying networks: broader bandwidth, lower packet loss
rate, and delay variance. However, the layered structure of the Internet hinders the
introduction of additional features for those requirements, since the improvement
in intermediate or core level routers is limited and often impossible. Hence, the ap-
proach that application layer hosts process their own routing or forwarding task over
the traditional network layer, so called overlay networks, emerges as an alternative
way to meet the additional requirements for multimedia services.
In spite of a recent proliferation of overlay networks, many applications of
overlay networks, including application layer multicast and file download from mul-
tiple hosts, have a congestion problem in the underlying networks. Since there are
usually a large number of unicast flows among distributed end hosts, they may
interfere with each other by sharing common underlying links. The problem for
application layer overlay systems is even worse than the case of network layer sys-
tems, because there is no information on the underlying network status. There are
already many traditional congestion control approaches. Since the existing conges-
tion control methods are performed on a per-flow base, the knowledge about which
unicast flows are sharing a congested underlying link can be critical information to
get better overall performance by changing the overlay topology.
There are two possible measures that can be used to decide the shared con-
gestion status from feedback: packet loss and delay. A packet loss based approach
was proposed in [63], and a delay based approach was proposed in [64]. However, the
perfect synchronization requirement for both approaches leads to limitations when
they are applied as a general solution. Since both approaches assume a common
source or a common destination, and a synchronization point for measuring delay
data, they are susceptible to synchronization offset between probed data from two
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Figure C.1: A network topology with two paths sharing links
paths. Thus, they cannot be proper solutions for more general overlay topologies
with multiple sources and multiple destinations.
Hence, in order to resolve the problems of the state-of-the-art techniques to
detect shared congestion, a wavelet-based approach has been applied to the packet
delay to detect shared congestion [65, 66]. In this appendix, the application of
wavelet denoising to the multimedia network will be discussed with emphasis on the
signal processing perspective. The wavelet denoising of the packet delay data allows
one to filter the signal in terms of time and scale so that the filtered data is less
affected by the time synchronization offset and random queueing delay fluctuations.
C.2 Problem description
In Figure 1, a network topology with two paths sharing common links is illustrated.
Paths X from Xsrc to Xdst and Y from Ysrc to Ydst are sharing links between S and
T . Let the one-way delay of path X be DX , and that of path Y be DY . Each of
them has two components: dS , the delay from S to T , and the remainder denoted
by dX or dY .
DX = dS + dX
DY = dS + dY
(C.1)
The shared congestion detection problem is to tell whether congestion occurs be-
tween S and T . A simple but key observation is that the delay of a congested link
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has large fluctuations due to queueing delay changes, and if it occurs between S
and T , DX and DY will be highly correlated. For example, if both dx and dy are
constant and ds is not constant, the cross-correlation coefficient (XCOR) will be
one, and if ds is constant, and dx and dy vary independently, it will be zero.
This naive cross-correlation approach is simple and seems reasonable as a
measure to detect shared congestion, but it may be inaccurate due to random fluc-
tuations of delay caused by mild congestion on non-shared links. It also requires the
delay data to be probed with “perfect” synchronization. If synchronization offset
is increased, the cross-correlation value drops drastically even for highly correlated
delay data pair. Therefore, the interfering effects should be mitigated by wavelet de-
noising technique so that a shared congestion detection algorithm can be applied to
more general topologies. In the following section, we discuss the nature of network
delay time series data, and the application of wavelet denoising to the data.
C.3 Wavelet denoising for detecting shared congestion
The frequency spectrum of the data varies in a dynamic fashion as the network
traffic status changes, thus the network delay can be considered non-stationary.
Figure C.2 presents a pair of power spectra examples of network delay data with
different network traffic status. The network traffic data are collected from the ns-2
simulator [67]. The dark line represents the average power spectrum of 30 delay data
sets with heavy traffic (packet loss rate between 2% and 10%), and the light line
represents the average power spectrum of 30 data sets with light traffic (no packet
loss). Note that most of the power is concentrated in the low frequency band for
the heavy traffic delay data, while the power spectrum of the light traffic delay data
is uniformly spread over the entire frequency band. The power spectra of network
delay data may vary in time between these two cases depending on the network
traffic status. Therefore, any attempt to mitigate the interfering effects, such as
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Figure C.2: Power spectra of time series with heavy traffic and light traffic
synchronization offset and random queueing delay fluctuations, should be based on
both time and frequency analysis, e.g., the wavelet transform.
The wavelet transform represents a non-stationary signal in terms of time
and scale. A signal, x(t), can be represented as an orthonormal expansion with
wavelet basis ψi,j(t) = 2−i/2ψ(2−it− j) as follows [68]:
x(t) =
∞∑
i=−∞
∞∑
j=−∞
Xijψi,j(t) (C.2)
where the wavelet coefficients Xij are calculated from
Xij =
∫ ∞
−∞
x(t)ψi,j(t) dt . (C.3)
Note that Xij is the discrete wavelet transform of signal x(t) at scale i and at
translation j.
Wavelet denoising removes noise components from the noise-corrupted signal
by suppressing those wavelet coefficients of the signal which fall below a threshold.
In this appendix, soft thresholding is employed [69]. Wavelet denoising is based
on the fact that white noise is evenly distributed over the wavelet coefficients; thus,
121
suppressing the wavelet coefficients below the noise level can eliminate the noise from
the original signal. In this appendix, the interfering effects such as synchronization
offset and random fluctuations are regarded as “noise,” and the congestion related
information is regarded as the original “signal.”
However, the traditional wavelet denoising, which assumes white noise as
the background noise, must be adjusted for our application to the detection of
shared congestion. Since the power spectrum of the delay data with light traffic
almost appears as white noise, as indicated in Figure C.2, the traditional wavelet
denoising technique is likely to eliminate most of this type of signal, thus leading
to a meaningless result. Therefore, it is necessary to adjust the wavelet denoising
approach according to the nature of the network delay data.
In recent literature concerning Internet traffic, the nature of the network
traffic data is investigated in terms of time and scale distributions using the self-
similarity of the data [70–72]. Particularly, in [71], the “energy” contained in each
scale of the wavelet domain is used to interpret the network status. For the wavelet
coefficients Xij for the delay data x(t), the “energy” at scale i is defined as follows:
Ei =
1
ni
ni∑
j=1
∣∣Xij∣∣2 . (C.4)
where ni is the total number of coefficients at scale i. In [71,73], it is shown that the
self-similar traffic has a linearly increasing relationship between log2(Ei) and scale
i at large values of scale i (lower frequency), and queueing delay is assumed to be
the main cause for this linear relationship. Hence, it is reasonable to conclude that
the energy contained at large scale i is associated with congestion.
Consequently, the congestion-related packet delay data can be localized at
the scale of interest by choosing wavelet coefficients from those large scales. Then
the remaining wavelet coefficients at smaller scales are denoised by the traditional
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wavelet denoising. Thus, by keeping the coefficients from large scales, we can pre-
vent the denoised delay data from becoming meaningless when there is just slight
congestion. Also, we can make our detection algorithm more robust to the interfer-
ing effects such as synchronization offset and random queueing delay fluctuations
by denoising the coefficients at smaller scales.
In this appendix, the wavelet coefficients from the upper half of the scales
are kept for conserving congestion-related information, and the other coefficients
are denoised. After denoising in the time and scale domain by the proposed wavelet
denoising-based technique, the delay data from both paths are reconstructed from
the selected coefficients. Then, the XCOR value between the two reconstructed
delay data is calculated, and, by comparing the XCOR value to the threshold value,
it can be determined whether the two paths share a common congested link.
For an illustration of how wavelet denoising makes the cross-correlation ap-
proach more robust, selected examples of wavelet denoising are provided in Figs.
C.3 and C.4, and Table C.1. The original time series and the corresponding wavelet
denoised time series are provided in Figs. C.3 and C.4, which are measured from
different paths with 300ms synchronization offset. Figure C.3 is for shared conges-
tion case, and Figure C.4 is for independent congestion case. Since Figure C.3 is
for shared congestion case, the two time series (before wavelet denoising) in (a) and
(b) should be highly correlated, but, due to the 300ms synchronization offset, the
cross-correlation value between the two time series becomes only 0.4918, as shown
in Table C.1. However, the wavelet denoised time series have a high XCOR value,
0.8027. On the other hand, the time series in Figure C.4(a) and (b) should exhibit a
low XCOR value. However, due to the synchronization offset, they have a consider-
ably high XCOR value, 0.5157, but the wavelet denoising lowers the XCOR value to
0.3551. These variations of XCOR values by the wavelet denoising are summarized
in Table C.1.
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Figure C.3: Time series for shared congestion case
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Figure C.4: Time series for independent congestion case
Table C.1: XCOR comparison before and after wavelet denoising
Case Shared congestion Independent congestion
Before denoising 0.4918 0.5157
After denoising 0.8027 0.3551
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For both cases, the XCOR values are not clearly distinguishable before the
wavelet denoising, but the wavelet denoising distinguishes both cases clearly. This
is because the wavelet denoising smooths the time series so that XCOR values after
denoising become insensitive to synchronization offset. Furthermore, it also retains
the high frequency components at those times when a strong transient peak occurs,
in order to avoid the denoised time series being overly-blurred, and this explanation
is verified by the comparison with a simple low-pass filter in the next section.
C.4 Experimental results
The performance evaluation of the wavelet-based approach is conducted by compar-
ing the receiver operating characteristic (ROC) with 500 delay data sets. The ROC
consists of a plot of probability of detection, Pd, vs. probability of false alarm, Pf .
For the threshold value of cross-correlation TXCOR, Pd and Pf are defined as follows.
Pd = P (XCOR ≥ TXCOR | shared congestion)
Pf = P (XCOR ≥ TXCOR | independent congestion)
In Figure C.5, the effects of wavelet denoising on detection accuracy are
compared by the ROC with 500ms synchronization offset. The solid curve represents
the ROC with the wavelet denoising, and the dashed curve represents the ROC
without the wavelet denoising. The ROC area for ‘after wavelet denoising’ is 0.940,
while the ROC area for ‘before wavelet denoising’ is 0.821. This implies that the
wavelet-based detection algorithm exhibits almost ideal detection performance even
with 500ms synchronization offset, whereas the detection performance without the
wavelet denoising is unreliable.
Wavelet denoising works as a low-pass filter with severe congestion. However,
simple low-pass filtering may not work with light traffic. Without congestion, for
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Figure C.5: Comparison of ROC before and after wavelet denoising
instance, near-zero cross correlation is expected since the delay signal will be domi-
nated by random queue behaviors. The wavelet denoising preserves those dominant
high-frequency components, resulting in a low XCOR value. On the other hand,
low-pass filtering may over-blur the delay signal.
To verify the effect of wavelet denoising, the convergence speed of wavelet
denoising and a simple low-pass filter, i.e., moving average, is compared. To compare
the accuracy of each technique, we define a new metric as follows.
Positive Ratio =
# of answers indicating shared congestion
# of experiments
For a fair comparison, the span of the moving average (1.1 sec.) was selected so
that its effect on the synchronization offset is similar to that of wavelet denoising
shown in Figure C.5. In Figure C.6, we plotted the Positive Ratio for wavelet
denoising (WDN) and moving average (MA) techniques over 100 experiments for
shared congestion and independent congestion as time progresses.
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Figure C.6: Positive Ratio vs. time for wavelet denoising (WDN) and moving
average (MA) for a shared congestion case, and a independent congestion case
The moving average increases the correlation. Thus, the positive ratio of
moving average with shared congestion is very close to one from the beginning.
However, the positive ratio of moving average with independent congestion is incor-
rectly near one for 30 seconds before it begins to drop to its correct value of zero.
On the other hand, the modified wavelet denoising case is always close to one for
the shared congestion case, and quickly (after 3–4 seconds) approaches the correct
value of zero for the independent congestion case.
C.5 Conclusion
In this appendix, we discussed the feasibility of wavelet denoising to detect shared
congestion in overlay networks, and suggested a modification of wavelet denoising
for the network delay data. From Figs. C.5 and C.6, one can conclude that the
modified wavelet denoising technique is robust to synchronization offset and queue-
ing delay fluctuations, and exhibits faster convergence. In addition, the accuracy of
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the detection is enhanced via the wavelet denoising. This successful result is due to
the ability of the proposed wavelet denoising to reduce the interfering effects such
as synchronization offset and random queueing delay fluctuations. We believe that
many multimedia overlay systems can utilize network resources more effectively by
the use of the proposed wavelet denoising technique.
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