Abstract. The Mellin transform is a fundamental tool of classical arithmetic. We would also like such a tool in the arithmetic of function fields based on Drinfeld modules, although a construction has not yet been found. One formal approach to finding Mellin transforms in classical theory is through p-adic measures. It turns out that this approach also works for function fields. Thus this paper is devoted to exploring what can be learned this way. We will establish some very enticing connections with gamma functions and the KummerVandiver conjecture for function fields.
Introduction
One of the most important tools of classical number theory is the Mellin transform which takes Dirichlet series and turns them into algebraic objects (i.e., modular forms or formal power series). Mellin transforms are essential in proofs of functional equations, for reciprocity laws, etc.
If one did not know the construction of the Mellin transform through complex analysis, one would still have some knowledge of it p-adically. Indeed, the transform of n~s is formally T" , whether one uses complex analysis or nonarchimedean analysis (where it is precisely the Dirac measure, see §2). Of course, the classical theory does exist but as yet its analog in the theory of function fields does not. Recently, however, there has been progress in the analog of /z-adic measures for function fields. Thus, the purpose of this short paper is to investigate what this tells us about the potential shape a "Mellin transform" should take in the theory. We will present results that form the basis for future inquiry in a number of areas.
Let A = ¥r [T] , k = ¥r(T), and K = koe = Fr(( j.)). Let v e Spec(A). After recalling the classical situation in §2, we review some results from [6] ; the fundamental result obtained there tells us that v-adic measures On Av correspond to divided power series where p-adically one obtains formal power series. We then examine the divided power series coming from Dirac measures and these will turn out to be very well behaved. For instance, they will give us a new form of exponentiation for function fields. It is the theory of Dirac measures that allows us to define the "formal Mellin transforms" for function fields (as well as number fields).
Divided power series have a dual identity as "hyper-derivatives," and this will allow us to obtain an action of K on certain measure algebras. This action then gives rise, in a natural fashion, to an integral formula for the author's gamma function (Theorem 3.24). The classical complex theory leads us to expect that this formula fits into a much larger edifice whose exact structure is not yet clear.
Lastly we present the computation of the formal Mellin transform in the simplest possible situation. These results, which were implied by various calculations, have recently been established by Dinesh Thakur [10] . They are remarkable for their simplicity and for their completely unexpected connection with magic numbers (magic numbers are certain integers which arise in the Kummer-Vandiver conjecture for function fields). We also present a result that sets the stage for further calculations in the area of analogs of Dedekind zeta functions. It may turn out that the simplicity of Thakur's results indicates a nonobvious (at this point) connection with characteristic 0.
In a forthcoming work, [6] , we will use the ideas introduced here to develop a Fourier transform and an associated Poisson summation formula for function fields.
During the writing of this paper, the author had the pleasure of conversations with D. Hayes, N. Katz, M. Rosen, W. Sinnott, and D. Thakur. We also thank the referee for useful expository suggestions.
Classical theory
Let Y(s) = /0°° ts~xe~' dt be Euler's gamma function, and let f(j) = Y^=\ n~* be Riemann's zeta function. As is very well known, for $t(s) > 1 -j»,/ \ / s -"x ax n T(s) = x e -; Jo x thus As T + T2 H-= Yzj > we nave> upon substituting e~x for T, n w ï f° ' e~X dx C(s)T(s) = / x---.
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This formula, and the related one involving T(s), Ç(s), and the theta function, $(s) = 2" 2~^7=-oo e"'" S 'lie at the heart of applications of analysis to CM (and, for that matter, to all L-series). The theta function, d(s), may be recovered "algebraically" as a modular form of weight \ for a certain subgroup of SL2(Z) of finite index. We now License or copyright restrictions may apply to redistribution; see https://www.ams.org/journal-terms-of-use recall how to recover the rational function r(T) = y^y "algebraically" through the use of nonarchimedean measures (for proofs, see [9] ).
Let p be a prime of Z with associated completion Z . In this approach, "Z^-valued distributions on Zp" and "Zp-valued measures on Zp" have the same meaning. Now let p be a measure in the sense of Definition 2.3. To p we associate the sequence of functions u. : Z/(p}) -> Z defined by (2.5) pj(a + (pj)) = p(a + (pj)).
The finite additivity of p precisely implies that {p } is a distribution.
Conversely, any compact open U c Z is a finite union of cosets mod (y) for some j. Thus equation (2.5) also tells us how to attach a measure to any distribution. This establishes the equivalence.
(b) Definition 2.3 generalizes to the notion of Q -valued measures on Z as follows: One no longer assumes that, for U a compact open ç Z , p(U) eZ , but rather that {H(U)}UÇZP is bounded. This is equivalent to assuming that there exist some ieZ such that Xp is a Z-valued measure on Z". Let f(x) be a continuous Q -valued function on Z , and let p e BM(Z ). By using step-function approximations, we can form the Riemann integral f(x) dp(x) k with respect to p . As the continuous functions from Z to Q can be uniformly approximated by step-functions, one sees directly that BM(Z ) is dual to the space of continuous functions. Thus a /?-adic measure p is uniquely determined by the sequence of integrals bk = jz(£)dp(x)\cQp, where n runs over nonnegative integers. Note that, by definition, the set {bk} is bounded. Conversely, any such bounded sequence uniquely determines a measure. Definition 2.6. Let px, p2 be any two Q -valued measures on Z . We define their convolution px* p2 to be the measure defined by / f(x)d(px*p2)(x) = / f(x + t)dpx(x)dp2(t), Jzp JzpJzp for any continuous function f(x). Now let p e BM(Zp). We associate to p = {bk} the power series i.e., the algebra of power series with bounded denominators. Let p e BM(Z ) and let PAX) be as above. Let z e pZ . Then we have Lemma 2.7. f (l + zYdp(x) = P(z). (b) Let IcA be the ideal generated by {p, X} . One then gives Ap the J(-adie topology with which it is complete. Similarly, one topologizes Qp ® Ap. With these topologies, it is easy to see that the word "formal" can be removed from (a).
The reader should note that the ^#-adic topology on Ap is precisely the topology it inherits from the distribution definition of measures; i.e., the identification of A with the "Iwasawa algebra" of Z (see [9] ). (The reader should note, however, that the sum does not converge as elements of A, . Moreover, though we have worked /z-adically, the answer r(T) clearly is invariant of p .) The point of these calculations is that the rational function r(T) e A, appears as the "formal (p-adic) Mellin transform of i(s)." Of course, in order to analytically continue Ç(s) to the whole complex plane, one needs to alter the function r(T) slightly. However, this altered function can also be recovered /z-adically as an element of A (not just A, , see [8] ). Once this is accomplished, one then obtains (slightly modified) special values of Ç(s) at negative integers as the moments of this measure.
3. The theory for function fields 3.1. Review. In this section we will recall, without proofs, some results due to L. Carlitz, C. Wagner, and the author. For more information, the reader can consult [6] .
We set A = Fr[T], r = pm , p a rational prime, k = Fr(T), and K = k^ = Fr((y)) = the completion of k with respect to the prime oo of k. Let v = (/) be a prime of A. We denote by Av the completion of A with respect to v and by kv the completion of k. Finally, we abuse notation and set Aw to be the ring of integers in K. ifat<r-I,
The reader should note that we have changed notation from our earlier papers [2, 5, 6] ; we now use n(z') where before we used r(. The change is to avoid possible confusion arising from the fact that the interpolated T-functions of [5, 6] are defined through the use of a shift s t-> s -1.
One sees directly that the eAx) are Fr-linear polynomials. The next statement gives an explicit formula for them: We then have the following result due to C. Wagner. It is a function field analog of Mahler's result Theorem 2.2. with {ak} c \, and ak -» 0 as k -> oo. Conversely, any such sequence {ak} determines a continuous function as above.
It is easy to see that the above result extends in the obvious fashion to continuous functions which have their values in finite extensions of k^.
There is also a remarkable "integral" formula for the coefficients {ak} , due to Carlitz, which we now recall: Proposition 3.4. Let k > 0 and let rm > k. Then
Moreover, Carlitz established the following "Leibnizian" addition law for the Gj(x):
Proposition 3.5.
Gj(x + u)= J2 ({)Ge(x)Gf(u).
e+f-j y '
We leave the obvious generalization of Definition 2.3 to A^-valued measures on Av (or Zp ), as well as their convolutions, etc., to the reader. We let Mv(Av) (resp. MV(Z ) ) be the convolution ring of Av-valued measures on Av (resp. Z ). We also let BMv(Av) (resp. BMv(Zp) ) be the convolution ring of k^-valued measures on Av (resp. Zp ); thus BMV(AV) = kv®Mv(Av), etc. Finally, with the obvious definitions, we let ¥oo(A0O) (resp. M^Z ) ) denote the ring of A^-valued measures on A^ (resp. Zp ) and so on.
Let p e BMV(AV). To p we associate the bounded sequence dp(x)\ ck".
By the result of Wagner, Theorem 3.3, this sequence uniquely determines p. Moreover, classically, any such bounded sequence will uniquely determine a measure. As Gk(x) is a polynomial in x , it is clear that p is uniquely determined by its moments / x"dp(x)
as Z2 runs over the nonnegative integers.
To p = {bk} we associate the divided power series p^) = Y.hÇ k>0
The reader should recall that, although " ^-" does not make literal sense (since k\ will usually be 0 in A), the multiplication of two such symbols does make sense! Our Leibnizian addition rule, Proposition 3.5 given above, then tells us that MV(AV) is canonically isomorphic to the ring A = A^ of formal divided power series over Av. 16] ), etc. We will call these rings Av and Aoe , respectively. It follows that the Dirac measure at a still corresponds to the power series ( 1 -)-X)a . Moreover, once we have chosen a uniformizer n = j + cX -\-at oc , the result of Wagner is trivially modified to show that M^A^) is also a divided power series algebra.
Let a e Av and let 5a be the Dirac measure supported at a with the obvious definition. Then we have Proposition 3.6. The reader should again compare with the classical /z-adic situation where it is obvious that Pa(X) e Z [X] implies that a is a nonnegative integer.
We also have the following analog of Lemma 2.7 as interpreted in Remark 2.8. I thank W. Sinnott for pointing it out to me. Lemma 3.9. Let p be a kv-valued measure on Av . Let PAZ) be the divided power series associated to p . Then we have formally |a Px(Z)dp(x) = Pß(Z). Remark 3.10. As in Remark 2.8, one can give A^ its canonical linear topology as the Iwasawa algebra of Av . Using this, one can remove the word "formally" from Lemma 3.9. However, unlike, the classical situation of Z -valued measures on Z , this topology is not an J(-adiz topology for some ideal Jf. As such, and as Lemma 3.9 will not be needed later on, we will leave the (messy!) details to the reader.
Finally, let F denote the /zth-power map: Fix) = xp. There is an interesting action of this mapping on our measure algebras. Indeed, let Y be one of the spaces {Z , Av} , etc., that we have defined characteristic /z-valued measures on and let p be one such measure. We let !? be the complete field containing the values of p ; thus &~ will be one of the completions of k. in terms of the functions -¡^-. Thus, we can, in theory, read off the moments of p . However, this looks like it may be difficult to work out in practice. The reason that the action of F on the algebra of measures on Zp is so simple is the following: Let k be any continuous homomorphism of Av to a /?-adically complete ring. Then the arguments given above for F are easily modified to establish that k gives rise to an algebra homomorphism p -* pK of measures on Z . Furthermore, Mahler's description of continuous functions works well over any /z-adically complete ring. Thus the induced action of zc on power series just corresponds to its action on constants. Now let R be any zz-adically complete extension of A^ . The argument given above for zc and measures on Zp works for any A-algebra homomorphism of R to any w-adically complete ring and R-valued measures on Av . The problem is that F is, of course, not A-linear. We call the ring /?{{/)}} the algebra of hyper-derivatives over /?.
As with the definition of divided power series, the elements " ¡fe " do not make literal sense. However, their action on polynomials (or power series) over R is well defined in the obvious manner.
Hyper-derivatives are of great utility because they are the "best" one can expect from the calculus in finite characteristic. Indeed, in characteristic p, (jx)p is identically 0, and the hyper-derivatives remedy, as far as possible, this sad state of affairs. It is important to note, however, that in characteristic p the algebra of hyper-derivatives is most definitely not generated by D.
Our next result follows directly. k\ ,X Proof. We have seen that P(a+b)(Z) = Pa(Z)Pb(Z). The result follows directly. G Thus we have defined an action of A on the A^-valued measures on Z .
Next we discuss what can be done at the prime oo of k.
Let K be a fixed algebraic closure of K. We equip K with the canonical extension of the normalized absolute value, l?!^ , on K. Then, using the v-adic theory as a guide we make the following definition: Proof. This is an easy exercise with nonarchimedean estimates. D Thus, the above lemma assures us that the obvious oo-adic version of definition 3.18 gives us an action of K on BM^Zp).
A very important problem now arises: give a definition of these actions that does not depend on the explicit realization of these elements as divided power series, etc.
Finally, there is a remarkable, and as yet not fully understood, connection between gamma functions and the actions just given which we now present. The deeper understanding of this connection also appears as a crucial problem. The function T0 has roughly the same relationship to the exponential of the Carlitz module as Euler's F has to the function sin(x). The subscript "0" is used to signify that in order to obtain the "proper" definition of a gamma function, the function ro must be modified. One multiplies it by the function obtained by interpolating the Carlitz factorials U(k) at the prime oo (see [6] ).
In [6] the following result is established. It tells us that the Carlitz functions are precisely the Mahler coefficients of the function g(x, y). The functions g(x, y), no(x, y), etc., are defined on the two-variable space K x Z (and, as mentioned in our next section, L-series are defined naturally on the space S^ = K* x Z ). It may thus turn out that integration over Z will ultimately play the role that is classically played by integration over z'R c C.
3.3. The formal Mellin transform of Ç(s). In this last section we follow the classical approach of our first section to obtain "formal Mellin transforms" in the arithmetic of function fields. However, whereas classically one obtains the power series -rry , the v-adic theory leads us to expect divided power series for function fields.
Definition 3.27. Let 0 < c < r, and ; be a positive integer. We put i = i(c, j) = crJ + (r1 -1). We call numbers of the form i(c, j) and 0 magic numbers.
The magic numbers are of importance because they appear in the KummerVandiver conjecture for function fields, (see [5] ).
In the arithmetic of function fields one has the analog of the Riemann zeta function defined by C(s)= £ «"'.
«€A n monic
This sum has an obvious interpretation as a function from the positive integers into K, but can actually be analytically continued to the space S^ = K x Zp . This is accomplished by "summing according to degree" [2, 3] . One remarkable fact about Ç(s) on S^ is its "special polynomials" which are obtained as special values at negative integers and which are presented in the next definition. Although z(x, -i) is a priori defined as an infinite series, it is, in fact, a polynomial in x" with A coefficients. Thus, for instance, the value of z(x, -i) at x = 1 is the value of Ç(s) at s = -i, etc.
Let v be a prime of A. The polynomials z(x, -i) appear as the moments of the u-adic measure px on A^ defined by Edeg(n)s X ôn. n monic Let U C Av be a compact open subset. By summing according to degree, one sees that px(U) is also a polynomial in x~ with A-coefficients. By using moments, it is possible to calculate mAx, -i). This was done originally by Dinesh Thakur by hand computations under the assumption that x = 1 (so we are in the case of "special-values"). Thakur's computations, and partial results, suggested a connection with magic numbers. Following up on this, the author put the full two-variable calculation on a machine. It was found experimentally that 1. mAx, 0) = 1. The results implied by the above computations have recently been proved by Dinesh Thakur [10] . Thakur's work establishes once again the central role that magic numbers appear to play in the theory.
Note the remarkable simplicity of the above formula for mAx, -i). Among other things, the coefficients of m^(x, -i), which are a priori in k, turn out to be elements of F .
3.3.1. Variants. Let L be a finite extension of k and let Oh be its ring of A-integers. Let p be an ideal of 0L and Np the monic generator of its norm. Associated to 0L there is the analog of its Dedekind zeta function, Ç0 (s), which is defined in the obvious fashion (see [3] ). The formal Mellin transform of Co (s) is then defined to be The measure px can be pushed forward to obtain a measure on A*. Moreover, the techniques of [4, Theorem 2.9] can be used to extend px to a measure px on Av whose moments are precisely the special polynomials. Since a measure is determined by its moments, px has to correspond to the formal Mellin transform of the Dedekind zeta function of 0L by analytic continuation (since, for x sufficiently large v-adically, the formal Mellin transform clearly gives the right measure).
Thus, we see that the formal Mellin transform gives the correct measure at all the primes of A. The result now follows directly. D It would be very interesting to compute these divided power series. If it actually turns out that their coefficients also are polynomials with F -coefficients, then it makes sense to inquire if these formal Mellin transforms are somehow obtained from characteristic 0 in the same way that the measures on A* are (see [2, 3] ); i.e., through the use of Stickelberger elements.
Historical Note. The class of integers which we call "magic numbers" originally occurred in computations of the degrees of the elements ß(i) of [2] by P. Emery Thomas. It turns out that the formula found by Thomas considerably simplifies for magic numbers.
