Crowdsourced, or human computation based clustering algorithms usually rely on relative distance comparisons, as these are easier to elicit from human workers than absolute distance information. We build upon existing work on correlation clustering, a well-known non-parametric approach to clustering, and present a novel clustering algorithm for human computation. We first define a novel variant of correlation clustering that is based on relative distance comparisons, and briefly outline an approximation algorithm for this problem. As a second contribution, we propose a more practical algorithm, which we empirically compare against existing methods from literature. Experiments with synthetic data suggest that our approach can outperform more complex methods. Also, our method efficiently finds good and intuitive clusterings from real relative distance comparison data.
I. INTRODUCTION
Clustering is a classical unsupervised learning problem. The task, in colloquial terms, is to divide a given set of items to groups such that similar items are placed in the same group, while dissimilar items end up in different groups. Clustering has numerous practical applications, ranging from customer segmentation to bioinformatics, and has attracted a lot of attention from the research community for decades [1] .
In this paper we study a novel approach to data clustering that is suitable for human computation [2] , [3] , i.e., an algorithmic process where humans carry out parts of the computation, often using a crowdsourcing platform such as Amazon Mechanical Turk. Human computation algorithms are implemented via so called human intelligence tasks (HITs, see also [4] ). A HIT is defined as a piece of input data together with instructions of what to do with the input.
To motivate human computation approaches to clustering, consider a scenario where we are given a collection of some items, e.g. photographs or pieces of text, and ask human labellers to assign each item to some category. Despite recent advances in computer vision (e.g. [5] ), the need for this type of crowdsourced data analysis remains in scenarios where human performance still exceeds that of machine learning. In simple cases the categories (or labels) of interest are known. They can e.g. correspond to images different types of galaxies [6] , or to texts having positive / negative sentiment [7] . But in some other situations, no predefined categories may exist, and the first task is to determine what kind of structure there is in the data to begin with. This is a data exploration problem to which clustering is a standard solution.
Most existing human computation algorithms for clustering first use input from humans to either learn a distance/kernel matrix [8] , [9] , or to compute an embedding of the items to R n [10] , and as a second step apply some "regular" clustering algorithm. Such approaches indeed can work well, and have the sometimes useful property of learning features for the items (the embedding).
But we argue that clustering is a relatively simple combinatorial problem. If the ultimate task is to only compute a clustering, and there is no other use for e.g. an embedding of the items, it seems more desirable to compute the clustering directly. The aim of this paper is to devise an efficient method for doing this. We argue that our approach is conceptually simpler than competing approaches, and easier to implement and understand.
To design an efficient human computation algorithm we should make sure that the required HITs a) are easy for humans to solve, and b) can all be solved in parallel. The main problem is that most clustering algorithms explicitly make use of the distances between data points, but absolute (numeric) distances between e.g. images can be difficult for humans to specify in a consistent manner. Even a very simple distance function that takes only two possible values, "similar" and "not-similar", can be problematic for human annotators [11] . Relative distance comparisons, on the other hand, are often easier to elicit. Rather than specifying distances on some absolute (and arbitrary) scale, they represent the distance function in terms of statements such as "item A is closer to item B than to item C", or "of items A, B, and C, item C is an outlier". Relative distance comparisons of this kind have been used previously e.g. to compute the mean of a set of items [12] , density estimation [13] , [14] , distance/kernel learning [8] , [9] , [15] - [17] , and to compute embeddings [10] , [18] , [19] . To satisfy requirement a) above, the clustering algorithm should thus use relative distance comparisons only. Requirement b) is satisfied as long as the distance comparisons can be collected in one batch, i.e., there are no interdependencies between the HITs.
Our main result is a novel variant of CORRELATION-CLUSTERING [20] 1 that uses relative distance comparisons only, and is thus particularly well suited for human com- 1 Note that Böhm et al [21] use the term "correlation clustering" to describe a different problem that is not to be confused with the one we consider. putation. The relative distance comparisons we consider are expressed in terms of triplets: out of a set of three items, one is designated as an "outlier", meaning that it's distance from the two other items is the largest.
We make the following contributions in this paper: 1) We define a variant of the CORRELATION-CLUSTERING problem that takes a set of relative distance comparisons as input. 2) We analyse the problem, show it to be NP-hard, and sketch an O(log |U |) approximation algorithm, where U is the set of items being clustered. 3) We present a practical, simple, and very efficient local search algorithm for solving our problem, and show empirically that our approach has some advantages over existing methods.
II. PROBLEM DEFINITIONS AND ANALYSIS
Let U denote a set of items, and let d denote a distance function d :
That is, of the items a, b, and c, item c is an outlier. (In our notation, the outlier is always the third item of the triplet.) Let T denote a set of such triplets over U . Our task is to cluster the items in U given only T . In informal terms, we want to partition U to disjoint subsets so that items in the same subset are similar to each other, and items in different subsets are different from one another in terms of the distance function d. Let [1:n] denote the integers from 1 to n. A clustering function f : U → [1:k] assigns to every item in U a cluster label, i.e., an integer between 1 and k. Let I{·} denote the indicator function.
A. Background about correlation clustering
The problem we define in this paper is closely related to the CORRELATION-CLUSTERING problem, as originally defined in [20] . An instance of CORRELATION-CLUSTERING is a graph G where every edge (u, v) is associated some positive weight w(u, v), as well as either the label + or the label −. The objective is to find a clustering of the vertices so that vertices connected by a + edge belong to the same cluster, while vertices connected by a − edge are assigned to different clusters. More formally:
where U is a set of items, E + and E − denote sets of edges that are labeled with a + and −, respectively, and the edge weights are given by the function w :
The variant of CORRELATION-CLUSTERING given in Problem 1 is commonly known as the one that concerns "minimis- ing disagreements in general weighted graphs". Problem 1 is NP-hard [20] , as well as APX-hard [22] .
B. Correlation clustering with relative distances
We proceed to define a novel variant of CORRELATION-CLUSTERING that is based on relative distance comparisons in the form of a set T of triplets as defined above. Given T , the task is to compute a clustering function f . We first discuss how relative distance comparisons and an underlying ground truth clustering can interact.
Simply put (and somewhat exaggerated), a triplet (a, b, c) can be understood as saying that "a and b are close to each other, but c is further away". From the point of view of a clustering task, we argue that (a, b, c) thus provides three (uncertain) pieces of information: the above interpretation of (a, f, c) would put a and f in the same cluster, and c in a different cluster.
We leave a more fine-grained analysis of the effects of these observations for future work, and in this paper simply assume that the three pieces of information provided by the triplet (a, b, c) (points 1-3 listed above) can be used to identify useful clusterings. We say that the triplet (a, b, c) is satisfied by the clustering function f , if and only if Figure 1 all triplets except (a, b, c) are unsatisfied by the clustering shown. We consider the following problem:
Given a set of triplets T over items in the set U , find a clustering function f OPT that minimizes the cost
We have defined the objective function in Problem 2 to minimize the number of unsatisfied triplets. Observe that the number of clusters is not specified as part of the problem input. As with traditional CORRELATION-CLUSTERING, f OPT may use any number of clusters that minimizes s(f OPT , T ). It is also relatively easy to show (using a reduction from the unweighted variant of Problem 1) that Problem 2 is NP-hard.
Finally, we briefly outline a polynomial-time approximation algorithm for Problem 2. All technical details have been omitted from this version of the paper. In short, the idea is to first "clean up" the set of triplets T by finding a VERTEX-COVER (see e.g. GT1 in [23] ) of the constraint graph C T . The vertices of C T are the triplets in T , and edges exist between all pairs of inconsistent triplets. A pair of triplets is inconsistent whenever one triplet suggests that some items a and b should be put in the same cluster, while the other triplet suggests that they should be assigned to different clusters. It can be shown that we can remove all inconsistencies from T by deleting those triplets that belong to a vertex cover of C T . Given a set of triplets without inconsistencies, it is then easy to construct a regular CORRELATION-CLUSTERING instance G. And given G, we can use any existing approximation algorithm for CORRELATION-CLUSTERING to compute a solution. Using results from [22] it can be shown that this two-step approach gives an approximation ratio of O(log |U |) for Problem 2.
III. A LOCAL SEARCH ALGORITHM
Next, we describe a practical method for solving Problem 2. In short, use a simple greedy local search algorithm to minimize the cost function s(f, T ). The algorithm updates the cluster assignment of a single item u ∈ U at a time, while keeping the cluster assignment of all other items fixed. The algorithm makes passes over all items until it reaches a fixed point where the value of f (u) no longer changes for any u ∈ U . Details are shown in Algorithm 1.
We can initialise f in different ways on line 2 of Alg. 1. In this paper we consider two approaches: As mentioned above the set T of triplets may (and in practice will) contain inconsistencies. While the local search heuristic described here should in theory be unaffected by these inconsistencies, we might in practice obtain better results after making T consistent. Above we also argued that this can be done by finding a vertex cover of the constraint graph C T . This requires constructing the graph C T and computing an approximate minimum vertex cover. We employ a simple and well-known 2-approximation algorithm, for details see e.g. page 1025 of [24] . Despite the approximation guarantee, this algorithm can produce fairly large covers. We thus use a simple post-processing heuristic to further reduce the size of the cover by omitting vertices the neighbours of which all belong to the cover as well.
IV. EXPERIMENTS
We conduct experiments with the following variants of our local search heuristic:
• Ls-EQ: Algorithm 1 with the All equal initialisation. Of these Ls-AD-VC is the one that we mainly promote and study, others are shown for comparison. We implemented our algorithm in JavaScript, and the experiments were run with Node.js.
We also consider two alternative approaches. Both first compute an embedding of the items, and then run a "standard" clustering algorithm with this as the input. The first method, called CrowdClust below, is the method described in [8] . The second, called t-STE, is a well-known stochastic neighbourhood embedding method adapted to relative distance judgements in [10] . The clustering algorithm is the same in both methods: a Dirichlet Process mixture model (MB-VDP) [25] . We chose this, because like our algorithms, it does not require setting the number of clusters in advance. Of CrowdClust and MB-VDP we use the implementations provided by Ryan Gomes 2 , while of t-STE we use Michael Wilber's implementation 3 .
Finally, we emphasise that the experiments have been carried out to illustrate the experience of a naive user, without any extensive parameter tuning for the CrowdClust nor t-SNE methods. The number of optimisation iterations in Crowd-Clust was capped at 20, and both methods compute a 4dimensional embedding. Otherwise we use default parameters suggested by the authors. This is because we want to highlight the simplicity of our algorithms that require no parameter tuning of any kind, and thus competing approaches should also work pretty much "out of the box".
A. Experiment 1: Artificial data with known ground truth
Setup: We generate a set T of triplets from a known ground truth clustering f * over 160 items, and measure how well the algorithms can recover f * given the triplets. The triplets are generated by first constructing all possible triplets (of which there are 160 3 = 669, 920 in this case), then selecting a random subset of these to include in T , and finally by introducing noise to some randomly chosen triplets by swapping the outlying item with one of the two other items (chosen at random). The process is thus parametrised by three quantities:
k : the number of clusters in f * , a : the fraction of triplets (out of all possible triplets) to include in T , and b : the fraction of "noisy" triplets in T . We let k ∈ {2, 4, 8, 16}, a ∈ {0.005, 0.01, 0.02, 0.05, 0.1, 0.2, 0.5, 1.0}, and b ∈ {0, 0.1, 0.2}. When a = 1 and b = 0 the process outputs all possible triplets without any noise. With other choices of a and b the triplet generator is nondeterministic. For each of such combination of a and b we generate 10 independent sets of triplets. This results in 924 test cases (including repeated trials) in total. We run the algorithms for all of these, and report averages over the 10 trials for given values of a, b and k. We evaluate the algorithms by comparing the found clusterings to a ground truth in terms of the adjusted Rand index (RI, larger values better) [26] .
Results: We find that in 894 out of the 924 test cases (≈ 97%), Ls-AD-VC has at least the same RI value as Crowd-Clust. When compared against t-STE, Ls-AD-VC performs at least as well in 751 out of 924 cases (≈ 81%) in terms of RI. That is, in most cases our approach seems to do a better job at reconstructing the true clustering f * . When comparing Ls-AD-VC against Ls-AD (the pure local search heuristic without vertex cover based pre-processing), we find that in 813 out of the 924 test cases (≈ 88 percent) Ls-AD-VC has better (or the same) performance in terms of RI. This suggests that preprocessing T so that there are no inconsistencies is useful. Finally, when comparing the two initialisation strategies (all equal, all different), we find that in 871 out of the 924 test cases (≈ 94 percent) Ls-AD-VC outperforms Ls-EQ-VC. The local search heuristic is thus more successful in reconstructing f * when it starts from a configuration where all points are in different clusters. A more fine-grained analysis of how different parameters of the triplet generator affect performance is shown in Figure 2 . From the left column we observe that when only a small fraction of triplets are available, and there is a fair amount of erroneous triplets included in the input (b = 0.2), all algorithms have difficulties reconstructing the original f * . When k ≥ 8 both Ls-AD-VC and t-STE seem to produce reasonable results (for a ≥ 0.1), with Ls-AD-VC finding a near-perfect clustering as long as a is large enough. However, in practical human computation applications small values of a may be more relevant, as this corresponds to fewer triplets, and hence less work by the human annotators. This situation is highlighted in the right column, where we consider RI as a function of k with fixed a = 0.01, and different values of b.
In the absence of noise (b = 0, top panel), t-STE is a clear winner. However, as noise is introduced, Ls-AD-VC, as well as the other correlation clustering based methods, outperform the two embedding approaches. What kind of errors do the algorithms make, then? A simple way to address this question is to consider the size of the resulting clustering. Table I shows the number of clusters (averages over 10 instances) in the solution returned by the algorithms for different values of a, b and k. We find that in most cases, the algorithms tend to underestimate the number of clusters. As suggested by the results in Fig. 2 , Ls-AD-VC performs very well when the number of triplets is large (a is large), irrespectively of the amount of noise in the input. Also, it tends to outperform t-STE for small values of a when there is a lot of noise (b increases) and k is small.
B. Experiment 2: Example clusterings with real triplet data
Setup: In our second experiment we present two case studies that highlight how the Ls-AD-VC algorithm works on real, crowdsourced data. We obtained two sets of relative distance comparison triplets from the authors of [12] and [27] . The first one (Nature), originally used in [12] to run a crowd-powered k-means algorithm, contains a set of 3357 triplets over 120 images of natural scenes of four categories (coast, open country, forest, mountain), from the Scene image collection 4 [28] . The second one (Food), collected by the authors of [27] from Yummly.com, contains 190,376 triplets over 100 images of various dishes of food.
Note that the two datasets are of different "densities" (recall the parameter a from above): Nature contains only about 1 percent of all possible 120 3 triplets, while Food contains in fact more than 100 percent of all possible triplets, i.e., Food contains several instances of duplicated triplets. We did not perform any kind of pre-processing or cleanup of the data in either case. The triplets may thus be noisy, conflicting (i.e., for the same set of three items, two triplets may indicate different items as the outlier), etc. This decision was deliberate, because we want to illustrate the experience of a naive user, who wants results quickly, and as simply as possible, e.g. without first running a complex consensus model [29] to clean up erroneous inputs. Certainly there are situations in which using those methods is really necessary, but here we want to show how Ls-AD-VC fares with "raw" human computation data. (One can always argue that results should only improve with more complex pre-processing.) We thus run the experiment simply by running Ls-AD-VC on all available triplets.
Results: The found clusterings are shown in figures 3 and 4 for Nature and Food, respectively. Of clusters with more than five items, we show only five randomly selected items. From Nature the method finds 7 clusters, two of which are very small, while from Food we find four clusters, one of which contains only a single(!) item. As can be seen from the figures, the found clusterings are very intuitive in both cases. In particular, thanks to the large number of triplets, the result with Food is extremely good, and really provides strong evidence for the correlation clustering based method to be both simple and very efficient. Also, it is rather remarkable that the method can find a very good clustering from Nature, despite there being very few triplets. However, this is in accordance with the results from synthetic clusterings in Experiment 1, where we show that Ls-AD-VC can find reasonable clusterings even in this situation (a = 0.01) as long as the underlying clustering is not too fine grained.
Finally, we want to point out that Ls-AD-VC is extremely fast: the runtimes with Nature and Food are < 1 second and ≈ 11 seconds, respectively.
V. CONCLUSION AND FUTURE WORK
We defined, analysed, and provided both an approximation algorithm, as well as a practical local search algorithm for a novel CORRELATION-CLUSTERING variant based on relative distance comparisons. We also showed empirically that the approach has certain advantages over existing methods for clustering with relative distance comparisons.
Our method is motivated by human computation approaches to clustering. However, an interesting property of our approach is that it does not require guessing the number of clusters in advance. Given that an arbitrary distance matrix can always be used to generate relative distance comparisons in a parameterfree manner, it seems interesting to investigate if and how the approach could be used as a generic non-parametric clustering algorithm. Moreover, it seems relevant to understand what kind of clusterings our method can find when used in such ways. For instance, does the distance between two clusters and cluster diameter affect the outcome? Finally, implementing agglomerative clustering approaches using relative distances also seems of interest. First steps towards this have been taken in [30] .
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