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A Theory of Entropy in Fourier Analysis* 
ROBERT A. FEFFERMAN 
Department of Mathematics, University of Chicago, Chicago, Illinois 60637 
This thesis deals with a certain set function called entropy and its applications 
to some problems in classical Fourier analysis. For a set S C [0, l/e] the entropy 
of S is defined by E(S) = infscuatk,Is ~~~~~~~~~ G I Z I lodl/l L I). We begin by 
using notions related to entropy in order to investigate the maximal operator MQ 
given by Mdf I(4 = w,,dllr”) j1t1+ Q(t) 1 f (x + t)j dt, f E L’(P), where Q 
is a positive function, homogeneous of degree 0, and satisfying a certain weak 
smoothness condition. Then the set function entropy is investigated, and certain 
of its properties are derived. We then apply these to solve various problems in 
differentiation theory and the theory of singular integrals, deriving in the process, 
entropic versions of the theorems of Hardy and Littlewood and Calderon and 
Zygmund. 
INTRODUCTION 
This paper deals with a certain set function, entropy, and its applications to 
problems in classical analysis. We begin by considering a nonisotropic maximal 
function, MD, defined as 
&(f)(x) = sup f I,,< Q(t) If@ + t)i & XER~ 
r>o .T 
(here f is a locally integrable function on Rn, and .Q is a positive function 
homogeneous of degree 0). This problem was posed by Stein [8]. It will be 
shown that under certain weak restrictions on the kernel Q, the operator Ma is 
of weak type (1, 1); that is, 
and the point is that the crucial quantity which controls Ma is something which 
is intimately connected with the concept of entropy. (At this point we are 
motivated by the work of C. Calderon on differentiation with respect to starlike 
sets, where a set function similar to entropy is introduced (see [4]).) This 
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discussion motivates the consideration of entropy, but there are other reasons 
for studying this quantity. So after we have discussed the operator Mo and the 
corresponding theory for singular integrals, we shall look at entropy as an entity 
in itself, without worrying about particular applications. On the interval 
[0, 1 /e] = I* the entropy E(S) of a set S C [0, 1 /e] 
1 I Ik I 1% +, 
kk k 
where here the inf is taken over all sequences of intervals I, C [0, l/e] which 
cover S. The properties of E are discussed in some detail. For example, it is 
shown that if we extend the notion of entropy so that we can speak about the 
entropy of a function (the entropy, J(f), of a functionf will, roughly speaking, 
be the integral off with respect to the set function E) then entropy of functions 
is a normed quantity. 
Now, at this point, it is important to have in mind the main idea of what it is 
that entropy measures. First, if S is a subset of I*, then, since in the definition 
of E(S) we must cover S by a collection of intervals, the Lebesgue measure of S 
enters into the computation of the entropy. On the other hand in the definition 
of E(S), we must not only cover S by intervals I, , but cover S as to minimize 
the sum 
In an arbitrary cover {Ik} of S it may well happen that there are two disjoint 
intervals Ii and & with the property that if I is the smallest interval containing 
both Ij and I, then 
and yet 1 I 1 > j 4 1 + 11% I. Thus, minimizing C I 1% I log( l/l 1b I) involves a 
delicate interplay between the Lebesgue measure of S and the geometry of S. 
Unless 1 S 1 is small, the entropy cannot be small. On the other hand if 1 S 1 is 
fixed, the quantity E(S) is determined by how spread out the mass of S is. 
What we are saying, then, is that entropy (of, say, a function) cares not only 
about how large a function is but also about the geometry of the set where the 
function is large. 
It is with this point of view that we shall proceed, studying the behavior of the 
entropy of functions under the action of familiar operators, such as the Hardy- 
Littlewood Maximal operator, and singular integrals of the Calderon-Zygmund 
variety. And each estimate that we obtain for entropy will have as immediate 
corollaries estimates in a more familiar setting. 
These inequalities, for example, give upper bounds for the distribution 
function of the Hilbert transform of a function which is very slightly smooth. 
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And the results we obtain also apply to give results in the area of exceptional 
sets. This last statement is not so surprising when we observe that the definition 
of Hausdorff measure resembles that of entropy. Actually, this difference (the 
fact that to get the Hausdorff measure, H, of S with respect to /I(t) = t log(llt), 
we must put restrictions on the diameters of the intervals covering S, whereas 
in the case of entropy, no such restriction occurs) is a fundamental one. Hausdorff 
measure is a Bore1 measure while entropy, by its very nature, is highly non- 
additive. Although from a certain point of view, this makes entropy harder to 
deal with, the crucial advantage of entropy over Hausdorff measure is that while 
the entropy and H vanish for exactly the same sets, certain quantitative esti- 
mates for operators could never be made with H-measure and must therefore be 
approached only via entropy. More specificly, if f is a continuous nonzero 
function, then H(jf / > a> = 00, for each a > 0, while if h(a) = E(l f j > a> (X 
is the entropic distribution function of f) th en /\ is an interesting quantity 
subject to some sort of estimation. 
A comment about the nature of our estimates is in order. It was proved by 
Carleson [5] that the Hardy-Littlewood maximal operator, 44, satisfies the 
L2 estimate 
where C, is the capacity with respect to the kernel 
w = J/l x I (1% gj-,,, 
and T2 is [0, 21~1 x [0, 2771, the torus. Someqhat later Adams [l] was able to 
extend this result to a capacitory weak type (p, p) inequality for 1 < p < co. 
What we shall do is produce the corresponding L1 estimate 
As for Calderon-Zygmund singular integral operators T we shall obtain an 
entropic estimate which gives, in particular, the weaker capacitary estimate 
quantity in parenthesis on the right side of the preceding equation \lfllDl .) 
Some other applications of various sorts are given in the paper for the concept of 
entropy. It is an easy matter to show, for example, that for fE L1(R3) satisfying 
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a certain weak smoothness condition similar to the Dini norm on the right-hand 
side of (*) we have 
for a.e. (x, y, z) E R3. Yet another example of an application of entropy to Fourier 
analysis is a real variable proof that any j E U( 7’) satisfying the Z,l Dini condition 
~~j~~r,~ < a belongs to the class ,!,(log+L). This fact is useful in the theory of 
singular integrals. 
It also seems likely that enctropy has an intimate connection to the pointwise 
convergence of Fourier series. For the corresponding capacitory theory the 
reader should consult [13] for the theorem of Salem and Zygmund. 
Thus, we see that entropy has a number of applications to classical Fourier 
analysis. And because of the simultaneous affinity of this quantity to measures 
of exceptional sets, to the class L(log ,5), to the method of rotations, and to the 
basic geometry of sets, it seems likely that the applications given here are but a 
very small sample of those possible. 
1. A NONISOTROPIC M~I~L OPERATOR 
In this section, we begin by posing a question having to do with a certain 
maximal operator. More specificiaily, let Q be a positive function defined on Rn, 
homogeneous of degree 0, and satisfying js,+l Q(X) du(x) = 1 (here du is the 
measure of surface area on the unit sphere 9-l in Rn.) Let us define the operator 
MQ by 
DELI. Then MD is the sup of weighted averages of 1 j 1 over balls, where 
in the weighted averages we “count” different directions t E 5P-l differently 
according as whether Q(t) is large or small. So Ma is a nonisotropic version of the 
Hardy-Littlewood maximal operator, which is bounded on Lp for I <p < cc 
and is of weak type I-1. The question which concerns us here is “What are the 
boundedness properties of Mo on the various LP spaces ?” 
The way one can handle the operator Ma is to dominate it by an operator Mg 
which is a weighted average of one-dimensional Hardy-Littlewood maximal 
operators. This is the so-called “method of rotations” of Calderon and Zygmund 
in [3]. We have 
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where for t E S-1 
it = su; & j; I f(x + 4 dy B 
is the Hardy-Littlewood maximal operator in the direction t. The L” (1 < co) 
theory for Mo now follows immediately from the corresponding theory for the 
one-dimensional maximal function, and Minkowski’s inequality for integrals: 
This answers our question in case p > 1. But for p = 1, the method of proof 
breaks down and the reason for this is that the space weak Ll is not normed. 
(Recall that weak L1 is the collection of all functions f on R, satisfying m{x 1 
I +)I > 4 < Al 01 f or some A independent of OL, and the smallest such A is 
referred to as the weak L1 “norm” off, jlfIlwL~ , even though jl IJwLl is not a 
norm.) 
In the case p > 1, the estimate 
Mdf) G j -Q(t) Wf) da(t) g-1 
dominates Ma(f) by an average of functions with bounded Lp norms. But if we 
only know that f E L1, then ilPf will have bounded weak L1 norms, and it is not 
true that an average of functions each of which has weak L1 norm < 1 is itself 
weak L1. Nevertheless, we shall show, using a modification of the method of 
rotations, that if Q satisfies an L1 Dini condition, i.e., if 
then Mo is of weak type (I, 1) with a weak-type bound no larger than C = // 52 (lo1 
(C depending only on the dimension n). 
Now, note that in the case p > 1, we relied upon the boundedness of Mg on 
Lp in order to establish the boundedness of Mfl there. Before we investigate the 
L1 behavior of Mo we shall show that the operator Mn can no longer be used 
to show the boundedness of MQ from L1 to weak L1. More precisely what will 
now be shown is that even if Q(t) = 1 on S-l, the operator Mg is not weak 
type (l.l).l 
1 I wish to thank my friend Jean Clerc for pointing out this problem to me. 
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To show that the operator M* which, at each point of R2, averages the Hardy- 
Littlewood maximal operator in all the different directions is not weak type we 
make two observations. Note first that, as stated above, the reason that we cannot 
immediately conclude that M* is weak type (1, 1) is that weak L1 is not normed. 
And the nicest counterexample showing that weakG is not normed is gotten by 
taking N copies of the kernel I /I x ( and spacing them evenly throughout the 
interval 
Lo, 11 : /I f 
k=l 
, x &, / ljwLl - Wlog NJ, 
whereas 
The second thing to keep in mind is that in order to get a function for which 
M*f is large on a large set, the mass off must be spread out in such a way that 
for x in some large set, there are many directions in whichf looks large (this is 
not the case, for example, in the counterexample associated with the Kakeya 
problem where for each point in a large set, there is only one bad direction). 
Taking these two observations as motivation, we consider a system of N2 
disks Dk,j centered at the integer lattice points of the plane (j, K), 1 < j < N, 
1 < K < N. Spread a unit mass uniformly on each of these disks, and draw all 
of the lines which pass through any fixed pair of the disks. Let C be the set of all 
points (x, y) E R2 with 0 < x, y < N and such that (x, y) lies on none of the 
lines we have constructed. Then if z E C, then any point of one of the disks lies 
on a ray emanating from z and passing through no other disk. It follows that 
for 2 E C, 
but 
c I d,f I - M(xD,,)(~ b A log N. 
If the size of the Dkj is sufficiently small, then j C 1 N N2 and so 11 M*(f)llwJ 
IlflL 2 AlogNforf=U/I DW I)CXD,, ,P roving that MY is not weak type (1, 1). 
As we have already stated, however, all is not lost. What is true is that for Q 
just a bit better than L1, Mn is an operator of weak type on L1. To start our 
program off, assume that 52 = (xvi,) / u II, 1-l for disjoint intervals Ik . (For 
convenience, we shall work in Rz, so that 9 is identified with [0, 24.) Let us 
denote by Tk the wedge (Z E R2 1 z = rei8, 0 E I*, 0 < T < l}. Then we get the 
estimate 
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where MT, is the maximal operator corresponding to averaging over dilates of 
T,, . The crucial fact which we use now is that the operators MTk are weak type 
(1, 1) with a weak-type bound independent of k. This is because maximal 
operators corresponding to the dilates of a convex body symmetric about 0 are 
uniformly weak type, and in the case of the T2 , the smallest such convex body 
C, has measure comparable to T, itself, so that M,, < AMc, has measure 
comparable to Tk itself, so that MT, < AM, . 
Assume now that /If l/i < 1. Then I] M,,(j)\ wLl < C and we have the estimate 
MO) < C (I 1, Ill U 4 I) W,(f). If weak L1 were normed we should have 
]I MD(j)ilwL1 < Cc (I 1;, l/I (J Ij I) = C. This is not so, but instead, we may 
use a theorem of Stein and N. J. Weiss [lo] which describes the way weak L1 
functions add: 
THEOREM OF STEIN AND N. WEISS. Let ji , ji ,... jk ,... be weak L1 junctions 
of norm <l, and suppose that 0 < ak < 1 are such that C ak = 1 and 
C aL log(l/a,) = a < 00. Then the junction j = C akjk satis$es (I jljWL1 < 
K(a + 1) joy some absolute constant K. 
The proof of this result can be found in [lo]. Applying it to the preceding 
estimate, we arrive at 11 M, j/l wLl < KC 1 Ik I log(l/l Ik I). There is something 
unnatural about this estimate. It might well be that there are intervals Jle with 
U Jk3 UIk and so that C I Jk I log(l/l Jk I) <C I Ik I log(l/l Ik I). In fact, 
rather than our initial estimate, we can say that 
“,$, c / Jk 1 log + . 
k 
J,intervsls 
So, if for any subset, S, of [0, 2m] we let the entropy of S be the number 
E(S) = up;s 2 1 ]k I log --!l, 
J,int&als 
t Jk / 
then it follows that /I MxS,,s,(j) llWLf , < K??(S) I/ jll, . Now in order to generalize 
this result to arbitrary kernels 52 >, 0 such that ssl Q = 1, we introduce the 
notion of entropy of a function which parallels the concept of the L1 norm of a 
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function in the setting of Lebesgue measure. For f > 0 defined on [0, 2~1 let 
Then for D > 0, with integral 1 over S1, we have 
But before showing this, we wish to dispose briefly of a trivial matter. Techni- 
cally speaking, in the proof we are about to give, and in any discussion of 
entropy in general, we should be sure to have E(S) > c 1 S I. If we let 
E(S) = inf 
SCUJb C I Jk I k h 
J,intervals in [o,zn] 
then E(S) would be negative for every S, since log(l/2r) < 0. We avoid this by 
defining a dilation, 6, of [0, 2n] onto [0, l/e] and then for any S C [0, 21~1 we 
apply the definition of entropy given above to S(S) C [0, l/e] calling this quantity 
E(S). In this way, entropy is monotone and positive, and we do in fact have 
E(S) 2 c 1 S /. During any subsequent discussion however, we choose to ignore 
this difficulty. 
Now returning to the estimate /I MQ(f)wLl < K J(Q) IIf& , we select, for 
each n > 1 intervals {Ikn}lc=1,2,... satisfying u Ikn 3 {x 1 2” < Q(X) < 2”+l} and 
c I Ik” 1 1% I Ik” I -L- ,< E{x / 2” < Q(x) < 2v1+1} + ($-,‘. 
We estimate as before: 
1 vz s W)f(x +t) dt ItlSr 
2n~~~,p(~) fb + t) dt + $ it,<,rcx i- t)dt . . 
(here, as above, Tkn denotes the sector of the unit disk corresponding to the 
interval Ikn) 
where M r,n refers to the maximal operator which takes sup’s of averages over 
dilates of Tkn, and M is the classical two-dimensional Hardy-Littlewood maximal 
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opet.ator in R2. Again using the theorem of Stein and N. Weiss, we have 
< llfli, (1 2”WJ > 2”) + 2) 
1291 
This should convince the reader that the entropy of the kernel Q controls the 
operator MD . To apply this result to singular integrals in a classical setting it is 
desirable to find a relationship between the entropy of 52 and some other quantity 
which arises in the theory of classical Fourier analysis. Since the entropy of a 
function is a quantity which depends both on size of functions and on the 
geometry of the sets where they are large, it is reasonable to compare entropy of a 
function with the sum of two norms, one measuring only size, the other measuring 
only smoothness. The expression we seek is the L1 Dini norm, defined for a 
functionf, on the circle by 
ilflb = llfll~l f ss I f(x) - f(Y)1 & dy z,wIo.znl Ix--Y1 . 
What we intend to show is that functions having finite L1 Dini norm (written 
f~ D1) have finite entropy, and furthermore J(f) < C llfllol . (Here we are 
only claiming that there is t = f a.e. so that this inequality is satisfied.) 
First, make the additional assumption that for some SC [0, 2~1, f = xs . 
Then we must show that 
(also we may assume that / S / is small; otherwise there is nothing to prove). 
Eliminating those points of S which are not points of density of S, if necessary, 
we may assume that all points of S are points of density. Now if x E S we may 
choose an interval I, centered at x so that / Iz n S / \ / S / 2 4 and so that if r, is 
any larger interval centered at X, then 1 r, n S / / j I, 1 < +. The I, intervals 
form a cover of S, and we may choose a disjoint sequence of intervals {I,} with 
the property that uk lOI, S (101, is the interval whose center is the same as 
I, but whose length is 10 times that of Ik). Now, since 
E(S) < c 1 lark / log + d lo 1 1 Ik 1 log +, 
b L 
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it suffices to prove that 
To prove this, take x to be the center point of Ik , and write 
that Ik is an interval centered at x and is maximal with respect to the property 
that / ‘S (,Ik i/l Ikkl < !P) 
Now if c E S n Ik , but not necessarily at the center of Ik , we have for 
1 1 
lxly, 3 ‘xc-y’ ’ 
where X, is the center point of Ik . It follows that 
.r I x&4 - Xs(Y)l yEeSnCI~ I”-Yl dx 4 2 C log &, 
and because at least one-half of Ik is taken up by points x E S, 
Now, because the I2 are disjoint, 
3 c c ’ Ik I log - 
,:,I 
and we have shown that, for f = xs , J(f) < C ilfllDl . 
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Our proof of this last fact extends immediately to a somewhat more general 
situation. Suppose f(x) = C& 2$.3,(x); because for s E S, , y E Sj , j # k, 
If(x) -f(Y)1 aft x , our argument above gives J(f) < C jjf\jor . Since simple 1 
functions, i.e., functions of the form f(x) C c+xs,(x) (we assume here that 
f > 0, JFf = I>, are already general enough for our purposes, what we shall 
now do is prove that to every simple f, there corresponds a simple f* taking 
only finitely many of the values 2 Ic, k > 0, and satisfying llf*ij,l < Cijfilo1 
withf(W <f*(x) G 2f( x ) f or every x wheref(x) > 1. Taking this for granted, 
we have J(f) < 2 J(f*) < 2Ci ilf* ljDl < 2C,C, j\f /IDI , which is what we 
want. 
The procedure we follow in order to construct a dyadic f*, given a simple 
function f = 2 aixs, (ai > 0), is quite easy. We begin changing f by redefining 
f to be equal to 1 where it was originally < 1. Call this new function fi . Then, 
clearly, llfi /ID1 < llf IID1 . Now we change fi slightly to produce a new function fi 
as follows: Let ak, be the smallest value off > 1. Assume with no loss in gene- 
rality, that 1 < CQ~ < 2. Then on the set Sk2 where fi = akl we shall set fi = 
cikl or 1 (here ffk 2 is the next smallest value assumed by fi) depending 
on whether 
is larger, respectively. (Here, f = akj on Ski is the notation we are using.) 
And outside of S,, set fi = fi . Then we have I/ fi IJDl < 11 f lIDI . Now, to get f3 
we alter fi as follows. Suppose (ykg is the third smallest value <l which is 
assumed by f. Again, for convenience, assume 01~~ < 2. Where fi # aKz we let 
f3 = fi . On the set where fi = at2 we define f3 to be either 01~ 3 of 1 depending 
on whether 
is larger. (If ak, 3 2, we would move fi up to 2 or down to 1 depending on which 
of the above integrals is larger.) Then 11 f3 IjDr < j/ fi IIDs , and continuing on in 
this way we have the required dyadic f * after finitely many steps. 
Let us review our position. We now know that the operator Mo is weak type 
(1, 1) if the kernel Sz satisfies an L1 Dini condition. The next step in our program 
is to apply this result to the theory of singular integrals in order to give a new 
proof of the M. Weiss-Calderon-Zygmund theorem, which reads as follows: 
THEOREM OF M. WEISS, CALDER~N, AND ZYGMUND. Suppose that .Q is a 
function on R*, homogeneous of degree 0, satisfying an L1 Dini condition when 
restricted to ?P1 and having mean value 0 on the sphere. 
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Then the singular integral operator 
(this limit exists a.e. for f ELM) is of weak type (1, I). 
This theorem was first proved in [12]. Again, for convenience, alone, we work 
in R2, so that the sphere has a convenient parameterization. To prove this 
theorem, let us prove a lemma. 
LEMMA. If f is a positive function on T1 = [0, 2~) which is in the Dini class, 
then f EL (log+L) and 
s Tl I f (@I log’ If (0 do G C Ilf lIDI- 
There is a complex-variables proof of this lemma in [12]. The authors then 
proceed to establish the general lemma in R” by induction. The advantage of our 
entropy-theoretic proof for n = 1 given here is that it is a real variable proof 
and generalizes immediately to R”, n > 1. 
Proof of the lemma. We kn ow that if 11 f IID’ < CO then J(f) < co and 
J(f) G Cllf IID’. We observe now that if J(f) < 00 then s If 1 log+ 1 f I < 
c’ Ijf /loI . The proof that s If I log+ If I < CJ(f) is a simpleconsequence of the 
fundamental property of entropy, namely, that for a fixed Lebesgue measure, 
the entropy of a set is minimized when the set is an interval. In other words 
E(S) > I S I log(l/ ] S I). Then 
J(f) = 6 E{x I f(x) > a} dol t C 12*E{f > 2*) 
2 c 2k I{’ 1 f(-$ > 2k)1 log ,lx , f@; > 2”)) ’ 
k 
If we assume that 
I f = 1, l{f > 2”)l < 1/2*, so log(l/l f > 2* I) > log 2* 
and 
With this lemma out of the way, we are now ready to prove the theorem of 
M. Weiss, Caldemn, and Zygmund. 
Let f ELM and let 01 > 0. Apply the Calderon-Zygmund decomposition (see 
[2])toIfIatheighta.SoR21”=FUG,whereIfI~~a.e.onFandG=UQk, 
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Qlc disjoint cubes with (l/l Qlc I) so, If(x)/ dx N (x. As usual, define the good and 
bad functions as follows: f = g + b: g(x) =f(x) on F, and g(x) = (I/ 1 Qk I) 
Jof(y) dy on Qk . If we let 
then T* is bounded on L*; this result is valid whenever the kernel ~‘2 has mean 
value 0 on the sphere and is L log+L)(S”-l). For this result we refer to the 
work of Calderon and Zygmund [3]. By the lemma, 52 is L(log L) since it is in 
the Dini class. So 
Now, in order to handle { T*b > ol}, we shall need to use the fact, proved in [ 1 l] 
that if K(x) = sZ(x)/l x In then 
I , ,>2,v, I W +Y) - W)I dx G C, x 
for each y E Rn, whenever 1) Gr IIDr < co. (Here 
Let Qk be a cube with the same center as QZk , only with sides 10 times as long. 
Then for a fixed c > 0 and x 6 lJ QIc , consider two classes of cubes: 0Zr is the 
family of cubes Qk intersecting the sphere {y I I x - y I = 6) and G& is the 
family of all other Qlc . Then 
K(x -Y) NY) dr + 1 s Rx -Y) 4~) dr 
oksaz Qk 
(here B(x; c) is the ball in Rn centered at x of radius E > 0) 
= & J-QkncB(.,G) K(x - y, b(y) dy 
+ Q;a s,, W - Y) - Wx - YJI WY) dy 
k 2 
(here yk is the center of Q,). 
So we see that 
+ & so, I K(x -Y) - K(x -Y&I I b(y)1 dy = P&4 + ~(4 
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(PC is the first term of the preceding sum, and y the second.) Now, as always, 
s C(U&) Y(X) dx < c llflll . w e need only handle BE , which is the critical term 
reflecting the truncation at E. And the point is that each cube Q1 K K, intersects 
{rl Ix-y1 =Wut~~&Ic, so that the diameter of Qb is small compared to E. 
Therefore 1 x - y 1 N E for any y E QL , for each Qlc E O& . With this observa- 
tion it is clear that 
and Ma, of course, does not depend on E. So 
v*(f) > 41 < NT*(g) > 49 + NT*(b) > 42>l 
d Cllfll,/, + lb > a/41/ + IP-W) > a/41/ 
G C’ IlfllIlu 
(because for 52 in the Dini class, Ma is weak type (1, 1) so that I {MD(b) > a>1 < 
C 11 b jlrior < C’ llf]lr,J, whis establishes that T* is of weak type (1, 1) as desired, 
and finishes the proof. 
2. THE SET FUNCTION ENTROPY 
What kind of set function is entropy? This is the major question discussed 
throughout this section. Later, we shall make use of the various properties of 
entropy as we continue to apply the concept to various problems in analysis. 
First, let us repeat the definition. Let S C Q,, in Rn where Q,, is the unit cube. 
Then 
E(S) = inf C I 81~ I 1s & 9 
Qk Susb%i Of Q,, +’ K 
where I Q I refers to the n-dimensional Lebesgue measure in R”. It is clear 
right away that entropy has the following simple properties: 
(1) E(S) 2 0, SCQ,, > 
(2) E(S) < E(T), S C T C Qo , 
(3) -Wle W < Cle W’A. 
There is a fourth property of entropy which is intimately connected with 
the idea behind this concept: 
(4) IfSCQ,, and Q CQO are sets with the same Lebesgue measure and 
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Q is a cube, then E(S) > E(Q). Th is is true because if Qk are cubes covering S 
then we may assume each Qrc, is smaller than Q (otherwise 
and we are finished). But then 
1 
log I QI;, I 
2 IQilog+, 
% I) 1% & 2 IQ.lo+. 
A property of entropy which is useful in situations of monotone convergence is 
(5) If S, is a sequence of subsets of Q,, with S, C S,,, , then E(lJk S,) = 
limk,, E(S,). For the proof, we refer the reader to [6, Chap. II]. 
At this point, we shall consider a basic example which will be of some use 
later. Let S > 0 be small, and N a large positive integer, with N6 < 1. Set 
S N.6 = u [UVS, KNS + 61. 
7c=0.1,....[1/iv,] 
Then the entropy of S,, is given by E(SN,) - min(1, (l/iv) log(l/S) (as usual 
A -B means that thrre are constants 0 < c, C < co so that cB < A < CB). 
Before provising this, notice what this really says. In order to find the entropy of 
a set we must find this minimizing cover for S,, we need only consider two 
covers: the cover consisting of the interval [0, I], and the cover consisting of the 
component intervals of S,, . The one of these two covers with the smaller 
sum C I Ik I hdl/l I, I) is the cover which essentially minimizes this sum as 
we vary over all possible covers. 
To prove this, we first establish the notation that each S,, is made up of 
[ 1 /MS] component intervals 1:’ or for simplicity Ik . Let Jle cover S,, . Then 
there are two possibilities. First suppose that at least half of the I, have the 
property that they are contained in a Jk which does not intersect any other I, . 
In this case we have 
In the second case, we have at least half of the Ik contained in coverging intervals 
Jk each of which covers at least 2 different 1, . Now the key point is that the 
ratio of the Lebesgue measure of the smallest interval containing at least m 
consecutive Ik to the measure of those m I, is independent of m as long as 
m > 2. Therefore, since the Jk which contain at least two distinct Ik cover 
at least half the Ik, the Lebesgue measure of the union of these Jk must be at 
least 4. 
607/30/3-2 
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my$-J ( > min -& log f , 1 ) . 
This proves that up to a constant factor 
E(S& > min 
( +- 1%;’ I), 
and the reverse inequality is obvious. 
The example we have just considered carries with it two important messages. 
First, entropy is not at all comparable with Lebesgue measure, and second 
entropy is not invariant under dilations. In fact if 6 = e-N, we see that although 
S,, has Lebesgue measure l/N, it has entropy -1. From here it is clear that 
we can construct a function with infinite entropy whose Lebesgue distribution 
function, though never 0, approaches 0 as rapidly as we like. The idea of having 
a function near L”j with infinite entropy is reasonable, since entropy involves 
more than just the size of a function; it involves its geometry as well. As for 
the failure of entropy to be dilation invariant, this is shown by the fact that 
xs,, is a dilate mod 1 of the function x[,,~~~I which has small entropy though 
XSN, need not. This will be important later on when we consider the action of 
operators which commute with dilations, on entropy which does not commute. 
Now, in considering entropy, it is a good idea to keep in mind some of the 
rather similar properties of capacity. So let us introduce a kernel K(X) defined on 
[-rr, W] which is positive, even, and such that j”n K(X) dx < N. Then the 
capacity C,(S) of a set S with respect to the kernel K is defined as follows: 
G(S) = sup P([-, 4) w h ere the sup is taken over all positive measures p 
such that p is supported inside S and so that K * p(x) < 1 a.e. on S. Then C, is 
a positive monotone function of S which, like entropy is subadditive. Many of 
the results and estimates which hold for E have analogous (but inequivalent) 
formulations in terms of capacity. The major difference seems to be that some- 
how, because capacity is defined in terms of convolutions, it is more intimately 
connected with the Fourier analysis of L2 spaces than is entropy. On the other 
hand, sharp Ll estimates seem to call for entropy rather than capacity. But 
what exactly is the relationship between these two set functions? To answer 
this question, we should keep in mind that for every positive, increasing, 
concave function on [0, I], say y( x , we could have defined a notion of entropy ) 
with respect to v: 
And the point is that to every K there corresponds in a natural way a ‘p so that 
E, and C, are closely related. 
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The correspondence is given by 
f&c) = x [Jo% K(t) dt]-l. 
In particular, the kernel corresponding to the entropy originally introduced is 
K(x) = l/l x I (h&J, 
and with respect to this kernel intervals I, have capacity 1 I 1 log( l/ / I 1). For 
any set 5’ and a covering of S by intervals Ik with the property that C 1 Ik 1 
log(l// lk I) < E(S) + 6 we have C(S) <c WC) = c /I, I 1%(1/l Ire I) < 
E(S) + E so that C(S) < E(S). The reverse inequality is not valid. In fact there 
is a necessary and sufficient condition which one can give for the vanishing of 
capacity to imply the vanishing of entropy: 
I-f s: Q) 444 < cc then C,(S) = 0 implies E,(S) =O. But if J-i K(x) d-+(x) = 
00 there exist compact sets F for which C,(F) = 0, but E,(F) > 0. (For these 
results see the work of Carleson [5], and Taylor [l I].) 
In our case. where 
and v(x) = x log( l/x) the integrand K(x) &J(X) = (l/x) dx, and the fact that 
lt (l/x) dx just barely d’ tverges shows the closeness of these two set functions. 
As we explore the action of some familiar operators on entropy, we shall parallel 
this with a discussion of the corresponding known results about capacity. 
Now, at this point, there are three topics which will be treated in the remainder 
of this section. Very briefly, the relationship between entropy and Hausdorff 
measure will be mentionad. Next, there will be some consideration of Lp space 
with respect to entropy. And finally, we shall take up the important question 
of whether entropy of functions is a normed quantity. Then we shall use this 
information in the next and last section to obtain some estimates of a classical 
nature. 
Proceeding with the program, it should be pointed out that there is a close 
connection between E, and the corresponding Hausdortf measure H, defined 
as follows: Suppose 6 > 0. Define H,*(S) as the inf of all sums Clr ~(11, I), 
where the inf is taken over all sequences of intervals Ifi which cover S and such 
that 1 Ik 1 < 6 for all k. Then H,*(S) . increases as 6 increases and therefore 
HJ S) = lim,,, Hw6( S) exists and is called the Hausdorff measure of S relative 
to p. Although H, and Eg are completely different as set functions (H, is additive 
on Bore1 sets), still H,(S) vanishes iff E,(S) = 0. See [S]. This reduces the 
study of properties which happen except on a set of 0 Hausdorff measure to a 
quantitative problem about entropy. So, as an example, in the next section we 
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shall establish the estimate E{Mf > a} < (C/a) ijfjjDl where f is in the L1 Dini 
class on [0, 2~1, and IM is the Hardy-Littlewood maximal operator. Just as the 
usual maximal theorem implies differentiability of the integral except on a set 
of Lebesgue measure 0, this estimate gives differentiation except on a set of 0 
entropy, or what is the same thing, on a set of 0 Hausdorff measure. 
Next, let us ask about the LP spaces taken with respect to the set function E. 
The natural definition to make here is that L*(E) is the class of functions 
f defined on [0, 27~1 satisfying 
cc 
c i‘ P TIE{j f j > a} da)“’ = J,(f) < ~0. 0 
Then J(I f 1”) = sy E{I f / > d/p} da = p j-r E{i f 1 > a} OI*-~ da = J$p(f). So, 
from J=,(f) = J(I f I ) p l/p we can proceed formally exactly as in the case of 
Lebesgue measure to prove Holder’s inequality and Minkowski’s inequality 
provided that we can show that L1(E) is normed. We shall show in a while 
that in one dimension this is the case, and in Rn this is very nearly the case. In 
any event, everything goes along smoothly until we try to extend the inequality 
toLP,p > 1. 
J(f) < C llf IID’ 
If it were the case that Ja(f) < C /If ljol , where 
then it would also have to be true that 
E(S) < LJfC,(S), K(x) = l/i x 1 (1% A,: 
In fact it is known (see [ 11) that the following set function is equivalent to capacity 
(we say that two set functions a(S) and /3(S) are equivalent provided there are 
constants c1 and cp so that c&I(S) < or(S) < Q/~(S)): 
where the inf is taken over all f so that f * K > 1 on S. 
But then given E > 0 we may choose F > 1 on S with I] F llDt < C,,,(S) + E. 
On the other hand, since F > 1 on S, J,(F) 3 E(S). If we assume J,(F) < 
CIIF llu 9 then E(S) < G,,(S) - G(S), and this is not the case. Thus, the 
L* (p > 1) theory of entropy fails to work as well as the L1 theory, and when we 
encounter Lp estimates we shall use capacity instead. 
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The last part of our program in this section involves investigating whether 
or not J is a norm. The claim is going to be that in one dimension entropy is 
normed, and while it is not a norm for functions of several variables it is equi- 
valent to a norm. 
In one dimension, suppose we take two functionsf and g > 0. Let 7 > 0. Let 
E < 0 be small so that 
f l {g > I=) < J(g) + rl. 
k=O 
Cover the set (f> KE) by intervals (l~,m)m=1,2... and the set (g > KE) with 
intervals Iksm so that C,,, 1 Ikm 1 log(l/l Ikm I) < E(f>K<} + 2--(k+r$ and with a 
similar inequality for the Jk,, . 
Consider the series 
c 
k.m 
If we can show that 
J (, ;<N mm + k ;<N cxh,j G ’ ( c E(lkm) + E(jkm)) 
* . * \ k,m<N 
G J(f) + J(g) + 4% 
t*> 
then taking the limit as N -+ co by the monotone convergence theorem for 
entropy, we have J(f+ g) <J(f) + J(g). So all that remains to be proved is 
inequality (*), which says that 
To prove this, note that if we take an interval, I, and chop it up into two intervals 
of lengths 0 1 I 1 and (1 - 0)l I 1 an d sum the entropies of the two pieces, then 
a trivial computation shows that this sum increases as 6 varies from 0 to 4, 
reaches a maximum there, and then decreases from + to 1. Consider now intervals 
I and J which overlap. Then if we take an interval K of length 1 I 1 + 1 J I and 
decompose it into intervals of lengths I I 1 and j J / this can be viewed as a 
decomposition with B > 4. Decomposing K into an interval of length 1 I (J J ] 
and one of length 1 I n J 1, this decomposition corresponds to taking a 8’ > 0 >, 
4, and so 
-W U J) + -W n J) G W + E(J), I, J intervals. (if) 
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Now let us introduce just a bit of terminology. Suppose that we have a family of 
intervals {llc}. If I1 and P belong to this family, and 110 I2 # 0 we shall define 
a new family of intervals called “a simple replacement” of {ik} by keeping all the 
Ik in our family except for I1 and 12, and replacing these by the intervals P n Z2 
and 11 lJ 12. Then we have the following: Given any finite sequence of intervals 
Vll)k=l.*....N by a finite number of simple replacements we can replace the 
sequence {Ire} with a sequence (IL} having the property that given any pair of 
primed intervals 1; and 1; either Zj n 1; = o ,I; C 1; or 1; C 1; . With this taken 
for granted, it follows that 
In fact, because (I;}, a simple replacement of {Ik}, implies C xl;’ = z x,, , we 
have 
J (c XI~) = J (c XI;) = 2 E (1 XI; = n). 
Vl=l 
But now the 1; have the property that {C x1; = n} is actually a disjoint union of 
certain of the 1; so that 
J (2 a) = 2 E (1 XG = a) G c WA) d C E&J = 1 J(,yIk). 
n=l 
(The last inequality follows from the fact that in passing to a simple replacement, 
the quantity C E(1J is reduced because of inequality (#).) So to prove that in 
one dimension entropy is normed, we need only show that by simple replace- 
ments we can pass from an arbitrary finite collection {I,} of intervals to a collec- 
tion {Ik} so that any two intervals from the {Ii} h ave either one contained in the 
other, or are disjoint. 
W e prove this by induction on the number of intervals, n, in the family 
ilk}. If n = 1, there is nothing to prove. Assume that the claim is true for n 
intervals, and consider a collection of n + 1 intervals. Now, there are two 
possibilities. In the first case, there is a sequencel,l , lk, ,..., Ik, so thatIK1 0 Ik, # 
0, b, n4, z h.., brnel wkm + 0, and such that if IIe, = (01~ , /3,) and 
Ik, = (am , pm) then (Jiz: Ik C (011, &J. In this case we apply a simple replace- 
ment to the pair (IK1 , Ik,), then to the pair (Ik, U Ik, , Iks), then to (Ik, (J I*, (J 
Ik, , Itid), etc. Finally, at the last step, we shall have among the new intervals the 
interval (a1 , &) and there will be only n intervals inside it. By induction we may 
apply the replacement process finitely many times to arrive at a family of 
intervals {I[} having the desired property. But then the I, along with the interval 
(01~ , /3,,J also has this property and we are finished with the proof in the first 
case. In the second case, that is, in the event that we are not in the first case, then 
there are intervals Ik, , Ik. ,..., Ik, SO that if Ik, = (aj , &) then ai < c~+r < pj < 
ENTROPY IN FOURIER ANALYSIS 191 
,S,+j and so that no interval among the Ik intersects (a1 , p,) without being 
contained in it. Just as in the first case, a finite number of replacements gets us 
to where (a1 ,/3,) is one of the intervals of our family and inside of (01~ , pm) we 
have <n intervals. And in addition, all other intervals are disjoint from (~1~ , pm). 
So, just as before, we may apply the induction hypothesis to the intervals 
contained in (011 , pm) an to the intervals disjoint from (01~) pm) to obtain a d 
family of intervals with the necessary property. This finishes the proof in the 
second case. 
Now that we know that J(f+ g) < J(f) + J( g) for functions defined on 
[0, 11, the natural question to ask is whether this inequality extends to functions 
on Q, C Rn. This is not the case, and the reason is that it is not true that 
E(Q, 0 Qd + E(Q, U QJ d E(Qd + E(Qd 
if Q1 and Qs are n-dimensional cubes. 
If we think about the proof in one dimension, we see that the basic idea was 
to prove that 
J (x xIk) < c J(xI,) for intervals 4 - 
And the inequality was proved by reducing an arbitrary finite collection of 
intervals to a collection having the special property that no two intervals in the 
collection intersect unless one is contained in the other. For such a collection the 
inequality (!) is quite simple. So, in n-dimensions, where the replacement 
process breaks down, the thing to do is to restrict our attention to a class of 
cubes already having this special property-the dyadic cubes. So if, in R*, 
inside the unit cube, we define entropy by taking 
then this new set function is equivalent to the old one and with respect to this 
definition, entropy of functions is normed. 
In this section our attention will focus on applying what we know about 
entropy to problems is classical analysis. 
3. APPLICATIONS OF ENTROPY 
First we shall consider a problem concerning the nonincreasing rearrangement 
of a function. Although we restrict our attention to the one variable case, our 
methods extend easily to R”, where we must then consider the radial rearrange- 
ment off which decreases as the distance from the origin increases. 
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It is well known that given f, a function on [0, 11, there is a nonincreasing 
function f * on [0, l] which has the same distribution function as f. One natural 
question which can be asked about f * is “What is the relationship between the 
smoothness off and that off * ;I” Garsia [7] has studied this question using . 
ingenious combinatorial arguments. Here we shall use entropy to show that 
To prove this, we require the following lemma: 
LEMMA. For a decreasing function, f, the Dini norm is equivalent to the entropy. 
Proof. Take a function, f, decreasing on [0, I]. Just as in the proof that 
J(f) G Cllf llDl> we may find a function g which assumes only the vaIues 
0, 1, 2, 4 ,..., 2” ,..., such that g is decreasing, f/2 < g < 2f, where f > 1, and 
this time, such that I] f lIDI < C 11 g j)hl . If we show that = g jlDi < C J( g) then 
Ilf IlDl < Cllgll,l < CJ( cd < C”J(fh A n d combining this with the inequality 
J(f) G C, Ilf IID1 valid for any f (which we have already proved) we see that 
J(f) - llf IID’ - 
Now, in order to prove that l/g []cI < C J( g) note that because of the dyadic 
nature of g, we have 
II g IID’ 
k=O 
- f 2k I& = 2k)1 log ljg 12k)l 
k=O 
= c 
I {%7=25 1<2-= 
Zk 118 = WI 1% ,(g 1 2q, 
+ c 
l(!?=251>2--2k 
2k I& = 2k11 log )tg A 2”), 
G c (1 + f Zk 1% Zk Kg = 2r)l) - llg IILhg+L) 2 
k=O 
and we have shown that II g Il(LlOp+L) d CJ(g), so that these inequalities prove 
that jig IID & C J( g), finishing the proof of the lemma. 
Now, to prove our theorem, take Dini function, f, on [0, 11. The Dini norm 
off dominates f’s entropy. But the fundamental property of entropy (for a set of 
fixed Lebesgue measure, entropy is minimized when the set is an interval) 
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entropy decreases as we pass fromf to its nonincreasing rearrangementf*. That 
is, 
llf IIn1 3 CJLf> 3 CJU *I. 
Butf* decreases so that, for all practical purposes, J(f*) = lif* lIDI. Therefore 
Il.% < c IIf* ILP > and our proof is complete. 
For purposes of clarity we would like to isolate the main idea of the proof. 
Although it is not clear, a priori, that passing from f to f* decreases the Dini 
norm, it is both a fundamental and obvious fact that this passage decreases 
entropy. Thus, by relating quantities like the Dini norm to the entropy, we prove 
our theorem. 
The next application that we have in mind is of a different nature entirely. 
It is a problem of differentiation of the integral of a locally integrable function. 
More specifically, suppose that we are in R3, and consider the two-parameter 
family of rectangles’ R,,, = 1(x, Y, 4 E R3 I I x I < s, I Y I < 4 I z I < 4, where 
s, t > 0. Then for which locally integrable functionsf(x, y, z) on R3 do we have 
for a.e. (x, y, z) E R3 ? 
It is a consequence of the strong maximal theorem in R3 that this differentia- 
tion of the integral works for f EL log +L)2. This result, however, is unsatis- 
factory because for f EL log +L)2 we already have differentiation of the integral 
with respect to the full family of rectangles with sides parallel to the axes. Using 
entropy we can find a smoothness condition on f which is not strong enough to 
throw f into L log +L)2 and yet is sufficient to guarantee that (-) holds a.e. 
The condition for f EL1(Qo) (Q,, is the unit cube in R3) is 
And the proof is a consequence of our earlier observations. If 
Wf >W = s”,;$ , ist , s If @ + 211 dz R,t 
then the point is that when we calculate M(xo), where Q is a cube, we get a 
function whose (we consider all f defined on QO) norm in weak,Y (Qa) is of the 
order of magnitude log(l/l Q I) 1 Q [. If we have f < Cle,nz 2k~o, m then M(f) < 
xk,m 2kM(~o,J, so that by the Stein-Weiss theorem, 
II Wf >I1 WC < c c zk 1 Qk,m 1 (log , Qi n , )2* 
k.n 
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If the Qkm are chosen efficiently then the right-hand side of the last inequality is 
approximately the entropy off with respect to p)(x) = x(log(l/x))s, that is, we 
have II M(f)ll wLl < CJm(f). But proceeding exactly as before, when working 
with the nonisotropic maximal operator Mo , we dominate J,(f) by the smooth- 
ness norm in the statement of the theorem above. Since the continuous functions 
are dense in the space of all functions of finite norm, we get, in the standard way, 
the differentiation theorem (-) above. 
Before moving on, we should remark that this simple argument above provides 
a mathematical way of expressing the general point of view that the way to obtain 
results on certain maximal operators is to examine the behavior of those operators 
applied to a point mass. Now for some maximal functions, such as the classical 
Hardy-Littlewood and strong maximal functions, the general nature of the 
operator comes out already in the case of a point mass. For the Kakeya maximal 
function, the point mass case (or the case in which the function is radial) is 
misleading. The point is that for maximal operators where the point mass 
case is not general, entropy shows just how far this special case takes us toward 
the general function. The author confesses here for the record his belief that it 
will turn out when more is known that such maximal operators are rare. 
Proceeding with the program, let us now consider how the familiar operators 
of Fourier analysis treat entropy. The Hardy-Littlewood maximal theorem 
may be roughly described as saying that the passage from a locally integrable 
function, f, to its Hardy-Littlewood maximal function, M(f), preserves size of 
functions. The natural question to ask is “If f- M(f) preserves size of func- 
tions, does it preserve entropy ?” The answer to this question is yes, in the sense 
that 
We also get a similar result for capacity, and our next item of business is to 
prove a lemma which unites both the capacitary and entropic theories. 
Before stating the lemma, however, we should discuss some preliminaries. 
Now, basically what the lemma will say is that under certain types of small 
perturbations performed on a set, the entropy of the set is not increased that 
much. Let us define our terms. Suppose S and S are sets, and S is a union of 
intervals. Then S is cahed a perturbation of S via the cover (I,> provided that S 
is covered by intervals Ik having the property that distance (IK ,I,) >, max(ll,l, 
1 lj 1) and such that for each K, 1 S n Ik I = 1 S n II, 1 and S n 1k is a single 
subinterval of Ik . In other words S and S have identical mass in each II, , but 
the mass of S in Ik is organized into an interval. S is called a perturbation of S of 
it is a pertubation via some sequence {I&) of intervals. Our lemma can now be 
stated easily. 
LEMMA. Let d be a set function which is positive, monotone, countably sub- 
additive, defined on thefamily of all subsets of the interval [O, 11, with &([O, 11) = 1. 
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Suppose & has the property that fbr any set S C [0, I] and 3 a perturbation of S, 
we have 
JxqS) < Cd(S). 
Finally, assume that &(u Ika) < C&(u I,) (for an interval I, Ia denotes the 
interval concentric with I only 01 times as large) for every sequence of intervals {Ik) in 
LO, 11. 
Then for the Hardy-Littlewood maximal operator, M, the following estimate 
holds: 
Proof. Assume first thatf > 0, and 01 > 0. Then for every point x E {M(f) > 
a}, choose an interval I, centered at x so that (l/l I, 1) j,,f(t) dt > 01. Applying 
the standard covering lemma (see [S]) to the doubles, Iz2, of the cover {I.}rE(Mf,~) 
we have a disjoint sequence Ik such that the (Ikz)” = Ik4 cover {M(f) > a} and 
such that (l/l Ifc I) J,rf(t) dt > ti. Since &)u Ik4) < 4C . J-zZ(~J Ik) and & is 
assumed monotone, we have d{M(f) > a} < 4CzZ(u Ik). So it only remains 
to estimate zz?(u Ik). 
We may also assume, by homogeneity that OL = 1. In this case 
lam fl{f > y} dy 2 c, k$1 2k@ (x E u Ik / 2” < f(X) < 2”+9. 
Now, since the doubles of the Ik are disjoint, dist(Ik , Ii) > max(] Ik I, j Ij I). 
Let {xEUI~/~~<~(X)<~~+~}=S~. Then it is clear that because the 
average off exceeds, there are perturbations Sk of the sets Sk so that ulf,j 
(Sk fl Ij)2 w lJk Ik . But then 
a (u I,) G a [u @k n I,)2k] < c a [u (Sk n Ij)“] 
ki k f 
< c 2 2’“GpI [u (Sk 
k j 
n Ij,] = c c 2ka(sk) - lrn a{f > y} dy, 
0 
which is the desired estimate. 
So the point here is that ifI is an interval and S, , S, ,..., Sk are sets contained in 
I with &i<x 1 S, 1 = 1 I I, there may not be any way to translate the sets S, by 
amounts rj SO that I = Uj (Sj + 79). But if the Sj happen to be intervals then 
such translate can be found. This is the reason for discussing the action of d 
under perturbation, and this property possessed by intervals which is not shared 
by arbitrary sets ties the notion of entropy to the theory of the maximal function. 
Next we wish to show that both entropy and capacity have the properties 
that we assume true of our set function & in the lemma above. 
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First, consider entropy. We shall prove that E(U Ikol) < C&(U Ik) (CX > 1) 
and E(S) 6 C%‘(S) (here S is any perturbation of S). To prove the first inequality, 
assume, as we may that we have only finitely many intervals, I1 , I, ,..., Ik , 
and their enlargements Ij”j < K. Let us cover the Ij with intervals (JJ in such a 
way that (*) C 1 J1 j log(l// Jl 1) < E(lJ Ii) + 6, where E is small, E > 0. 
Clearly, we may assume that the Jt are disjoint, since if Jt, n J1, # 0, we may 
replace J1, and Jt, by their union and then (*) will be even more true. Then 
any lj is contained entirely in some JE so that Ij” C J1” and so E(U I,“) < 
C E(J,“) < Cd?(J,) < Ch[E(U Ii) + l ], which ends the simple proof. 
To show that E(s) < CE(S) whenever S is a perturbation of S, take a cover 
of S by intervals 1, satisfying dist (Ii , I*) > max(I Ii 1, 1 1, I). Now, S is a 
union of intervals fk C Ik with 11, I = 1 S 0 Ik j. So let { J1} be a cover of S with 
I% I Ji I Wl/l Jc I) < E(S) + E. N ow, the Ik naturally divide into two classes. 
For some 12 it may happen that S 0 II, is covered entirely by intervals which do 
not intersect any Ii for j # K. Call this set of k’s Kr . If k $ K1 (then we say 
k E K, = “K,) then some point x E S n Ik lies in some one of the J intervals, 
say Jk , which intersects other intervals Ii besides Ik . Thus if for each k E Ka 
we choose such a Jk , we have the fact that the double of Jk contains every I 
interval which Jk intersects. That is UkeK, II, C UktKp Jk2. So we see that 
(The inequalities above are based on the fact that for K E Kr , ] fk ] = ] II, n S I, 
and because 1, is an interval it must have smaller entropy than I,(-) S which 
is covered by the collection of all Jt , I E K1 .) This completes the proof that 
entropy has the desired properties; now, on to capacity. (We shall look at C, 
where 
K(t) = l/l t I (1% $9 
but most of what is said generalizes immediately to a large class of kernels.) 
That C,(u Ik’) < Aa& . 1s s h own in [5]. We shall explain here why 
C,(s) < AC,(S) when S is a perturbation of S. So let {Ik} be a cover of S so 
that distance (Ik , I$) > max(l Ik 1, I Ij I), and let S n Ik = fk . Let us put a 
mass distribution p supported in S in such a way that K * p < 1 on S, and yet 
p(s) > c,(s) - E. Th en if we spread an amount of mass p(rlc) uniformly over 
the set S 0 Ik and call the resulting measure A, then we claim that K * h < A 
on S. This would then prove that C,(S) > (l/A) C,(S), which is what we want. 
Now if 
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On 1, for j # K, K(w - y) looks constant, and so s,, K(x - y) dh( y) - 
SIj K(x - Y) 44 Y> an cl we have assumed that C s,, K(x - y) &( y) ,< 1. The 
term J,, K(x - y) dx( y) must be handled differently. We first appeal to the 
Hardy-Littlewood principle that J-fg < sf * g*, where f and g are positive and 
f * is the nonincreasing rearrangement off. Applying this to the present situation, 
we have J,! R(x - y) d)\( y) < Jr, K(% - y) dp( r) whe_re x is the center point of 
I, and dp IS the uniform distribution of mass ~(1~) on I, . But since Jr, K(x - y) 
dp( y) < 1, .u E rT2 we have p(JE) < C,(fk), and therefore Jfk K(% - y) dfi( y) < 
A, so that finally J,, K(x - y) dh( y) < A, finishing the proof. Before looking 
at the situation in the right way, the inequality E(M(f) > a} < (C/m) J(f) 
may lead us to expect a similar inequality for singular integral operators, since 
it is usually true that, except for questions relating directly to the positivity of the 
operator M, what is true for the maximal function is true for singular integrals. 
But in the case of entropy these operators are genuinely different. The reason 
seems to be intimately connected to the fact that entropy fails to be dilation 
invariant, and to the unsatisfactory L2 theory of entropy. For the maximal 
operator the space L” is the most basic, and for singular integrals the space L2 is. 
But there is no Plancheral theorem for entropy, and yet it is obvious that bounded 
functions have finite entropy. 
We shall first show that the inequality E{I H(f )I > a> < (C/a) J(f) cannot 
hold, where H is the Hilbert transform of a functionf on the circle. After the 
counterexample, we shall show how to apply Calderon-Zygmund theory to 
singular integrals, by considering the Dini class instead of all functions of finite 
entropy, and this will put to use much of the work done in the previous sections. 
Now, suppose we take for our function f, the characteristic function of the set 
S,, (for a discussion of this set, see Section 2), and fix a. > 0 very large. Then 
H(f) is the dilate via the dilation x - nx, n - l/N6 of the function log@/1 x - S)). 
Hence, the set (1 H(f)1 > a} will be essentially SNea,6e-a, and as long as we 
choose N large, and then take 6 so small that 6ee”l < eeNeOL we shall have 
E{ 1 H(f )’ > m} ,- I, and since all f under consideration have uniformly bounded 
entropies, this clearly rules out an inequality like 41 H(f )I > a: < (C/a) J(f ). 
Nevertheless one can use the methods we have developed to carry through 
the program of Calderbn-Zygmund for treating singular integral operators, 
provided we are willing to consider smoothness classes, rather than classes of 
functions with finite entropy. We shall work in R”, and consider kernels, 
Q(x), which are nomogeneous of degree 0 on Rn and satisfy Jsn-l Q(X) da(x) = 0, 
as well as Ji q@)(dS/S) < co, where 
%(S) = sup 1 Q(X) - Q(J). 
2, yes”-1 
IX-Yl@ 
What we will now obtain is a decomposition into good and bad parts of a func- 
tion f E D’. We need one more definition. A function f defined on Rn and sup- 
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ported in the unit cube, QO, will be said to satisfy an L2 Dini condition provided 
We then have the following theorem: 
THE CALDER~N-ZYGMUND DECOMPOSITION FOR ENTROPY. Letfbe afunction 
dejined on Rn with support in Q0 with f E LP. Let Sz be as above, and set 
Tdf)C4 = I,,,, fk -Y> $$$-dy, E > 0, and T(f)@) = kz TdfK4. 
f 
If oL > 0, there is FE D2 with IjF 11:~ < cx Ij f lIDI so that 
E{XE Qo I I T(f)(x) -+)I > 4 < ((34 llfllnz. 
COROLLARY. With respect to the appropriate kernel, K (namely 
K(x) = l/l X I (log &)2, 
we have the following capacitary estimate for the operator T: 
G&E Qo I I T(f>W > 4 < (C/4 llfllDl. 
The corollary is an immediate consequence of Carleson’s maximal theorem for 
capacity: CkW(f) > 4 G (C/m”) llf IID 2 2 and the Calderon-Zygmund decom- 
position for entropy, since 
C&E Qo I I T(f)(x)l > 24 < E{XE Qo I l T(f)(x) -F(x)1 > a} 
+ C& E Q,, I I W9l > 4 
Proceeding to the proof of the decomposition theorem, we take f E Dl, and 
01 > 0. we may assume f 3 0 and (Y > 0. By the decomposition of functions in 
L1, we find subcubes {Qk}, k > 1, of the unit cube in R”, Q. , so that 
s Qkf(4dxa 
%, and f (x) ,( 01 outside u Qk . 
k 
We cannot use the cubes Qk directly, but there will be other cubes QL which 
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will serve instead. They are determined as follows: Since for each x E &r Qk , 
M(f)(x) > a, we have, by the Maximal theorem for entropy, that 
Because of this, there are cubes QL so that u Qk 3 u Qk and 
Now, let us decompose the function f as follows: f = g + h + b, where 
g(x) =f(~), wheref < OL, and g(x) = 01 otherwise. Then we let 
and finally we set b =f - g - h. Then since g is merely a truncation off at 
height (Y, g is smoother than f so that /j g )lDI < l\f&,~ . On the other hand g is 
bounded by cy so that I/g I& < (Y jj g ID1 < LY l]fljn~ . What about h? 
We may assume that the Qk in the decomposition are dyadic, and the same 
for the cubes QL covering the Qk . Then the point is that 
1 
I 
I 8; - Uj Qj I 1 
IQ;:1 0; f(?> dY = i Q;. I i I Q; - U Qj I I o;-uoj 
f(y) 4) 
This tells us that ( h 1 < C’a. Therefore 
As before, since I h I < (Y, 11 h I/o2 < C”or \jfllnl . But now, let F = T( g -I- h). 
We know that the operator T is bounded on L2 and commutes with translations, 
so that it is bounded on D2. Therefore I! F IIDa ,( C [lg + h IID2 < Cllfll~~~, 
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as advertised. (Here the letter C indicates an absolute constant which may not 
be the same absolute constant if we use it in two different expressions.) 
And now in order to treat T(b), we consider the doubles of the cubes Q; , &; 
with centers yk , and let x 6 &; (X E 0,). Then 
I W)W = 1; s, 
; 
b(Ywe -Y) - wx - YAI dY 1 
< ; s,,, I b(Y)1 I k’(x -Y) - K(x -Ys)l dY* 
k 
Since entropy is equivalent to a norm, we have 
J(xa,-ua; I WI) G C ; s, I b(y)1 Jz(/ W - y) - K(x - rlc)l xo,-ua;) d.. L 
(Here JAf(x, YN means that for a fixed y we consider the entropy of the 
function x +f(x, y).) 
Let us now estimate 
JAI K(x -Y) - K(x - Yk)l x4-Ok) I K(x -Y) - Q - Yk)l 
< I f4x -Ye) - fax - Y)l 
lx-YYkV 
+ I ax -Y)l j ( x Irk (?I - IdYIn 
< c 
[ 
%(lY -Yyle l/I x -YYe I) 1 
IX-YYkla 
+IlQIlo/Y-Ykl ,x-yk,n+l ’ I 
Jz(l -% -Y) - %+ - Yk)l xoo-0;) 
< c f Wm(l Y -Yk 1/2”s) 
WkO 2”“s” 
PQ)” 1% (2As) 
+ 11 sz /Im / Y - Yk 1 f. (2,&+’ 1 
(here 6 = diam(Q)L) 
Since 
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we have 
Jd +’ -Y) - K(x - Yd xQo-U,~;) < c l”g & 
k 
so that 
J(xQ,-~0; I T(b)0 < C 1 (II, I b(y)1 dy) log & 
k -k 
~cZ(alg;,)log~~c~(~)= c llfllDl . 
k k 
It follows that E{(I T(b)1 > a} < (C/LX) i/f]lDl , finishing our proof. 
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