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Modeling visual context and its corresponding text description with a joint embedding network has been
an effective way to enable cross-modal retrieval. However, while abundant work has been done for image-text
tasks, not much exists with regards to the video domain. We hope to adopt a nonlinear embedding model, the
two-branch network, to the video-text tasks in order to show its robustness. Two kinds of tasks are explored,
bidirectional video-sentence retrieval and video description generation. For the retrieval task, we use nearest
neighbor search to get the corresponding video or text with respect to the query. For video captioning, we
incorporate the two-branch network in a traditional LSTM model with an additional embedding loss term
in order to demonstrate its ability of preserving a semantic structure between video and text.
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With rapid development of recent technology, video sharing has become more convenient than ever,
resulting in an explosive amount of video data throughout the Internet. How we can interpret these digital
visual contents automatically using artificial intelligence has gained much attention within the computer
vision field. These kinds of problems are also referred as video understanding problems. All kinds of video
content understanding tasks require a video clip, or a sequence of frames, as input. The frames are then
processed with various algorithms to interpret the different aspects of the clip. One specific problem that has
gained much attention recently is the multimodal association between video and text data. Some example
tasks include video-sentence retrieval [65, 40], video segment localization [1, 8, 48, 36, 22], text-guided video
summarization [45], and automated video description generation [58, 57, 41, 6, 54, 69, 73]. There is a lot left
unexplored, but in our work we will concentrate on modeling a joint video-text space, which is an essential
problem of relating the two domains. We will explore the possibilities of modeling joint embeddings with a
two-branch network [60, 61], which has already shown success in the image-text domain, and demonstrate
its reliability through two cross-view tasks: video-sentence retrieval and video captioning.
1.2 Applying joint embeddings on video-text tasks
With joint embeddings, we hope to solve the cross-view problems by mapping the different modals to
the same space. Furthermore, we hope the space could exploit the semantic structure within. As for video
and text data, if we wish to compare the semantic similarity between the two, we could first map the two to
a joint space, and measure the cross-modal similarity by calculating their distance. In conclusion, learning
the joint embeddings would be beneficial for matching tasks where we are to demonstrate the cross-modal
similarity, and how to design an architecture to learn such visual-semantic space is more than important.
Recently, much work has shown the effectiveness of using the joint visual-semantic space for image-
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Figure 1.1: The video-text tasks discussed in our work. Left: Sentence retrieval using a query video. The
query video is mapped to a joint space which is denoted as the gray ellipse, and the resulting sentence is
retrieved with a nearest neighbor search within the space. Middle: Video retrieval using a query sentence.
The two retrieval tasks are combined and referred as video-sentence retrieval. Right: Video captioning,
which accepts a video clip input and generates a corresponding natural language description.
sentence retrieval task [62, 16, 50, 27, 31, 18, 60, 61]. On the contrary, little work has been done for the
video-sentence matching task [65, 40]. We hope to apply a state-of-the-art model to the video-text domain,
namely the two-branch network [60, 61]. The two-view neural network could operate on top of any image
and text representation, and is trained with both cross-view ranking constraints and within-view structure-
preserving constraints. With the properly-chosen constraints, semantically-similar image and text will be
closer to each other in the learned joint space. Then, we could calculate the Euclidean distance to determine
the similarity between any pair of image and text. The deep structure-preserving embedding has already
shown success in the image-sentence retrieval task and the phrase localization task [61], since it preserves
much the semantic structure of the data in the latent space.
In our work, two video-text tasks are chosen to demonstrate the ability of modeling an implicit semantic
structure between video and text data: video-sentence retrieval and video captioning, as shown in figure 1.1.
For retrieval tasks, it is straightforward to apply a joint embedding space, since the main challenge is to
search for the most-similar video given a text query, and vice versa. However, adopting the joint embeddings
to a generative task might be confusing. In our work, we propose a captioning model inspired by LSTM-E
[42], which incorporates an additional embedding loss term within the encoder-decoder model. Pan et al.
[42] find that training the generation model along with the linear embedding matrices could help preserve
more semantics that are fed to the recurrent natural language generation module. We adopt this concept,
and create our own video captioning model with help from the nonlinear two-branch network. Showing
success in the caption generation results, we can see the robustness of the embedding network.
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1.3 Thesis overview
In chapter 2, we first survey embedding models which can model cross-domain, especially visual-text, data
in a joint space. How they are applied to visual-text matching tasks will also be introduced. Furthermore,
we discuss the general encoder-decoder framework that contemporary deep captioning models rely on. In
chapter 3, we introduce our base model, LSTM-E [42], and how we adapt it into a nonlinear version with a
two-branch video-text network [60, 61]. We also go through how a two-branch network should be trained in
detail. In chapter 4, we experiment the models on two tasks, video-sentence retrieval with the two-branch
network and video captioning with our captioning model. Finally, we outline some future work that could




2.1 Video content understanding
Video content understanding tasks involve different aspects. For instance, action recognition tasks focus
on detecting the activities that appear in the clip, and video summarization systems aim to automatically
extract short but representative versions of the input videos. Another important research direction in the
field of video understanding is to relate visual scenes with natural language. We refer these problems as video-
text tasks. Some common problems include video tagging, where main concepts of the video are identified;
video retrieval, an important problem for video search; visual grounding, where noun phrases are localized in
video clips; and automated video caption generation, which incorporates both visual recognition and natural
language. In our work, we will concentrate on two specific tasks, the video-sentence retrieval task and the
video captioning task. In the following sections, we introduce some recent work on the two tasks.
2.2 Modeling the visual-text space
To jointly model visual features and text features, standard statistical techniques like Canonical Corre-
lation Analysis (CCA) and its variants such as Kernel CCA (KCCA) have shown much success despite their
simplicity, especially when adopted the image-text tasks [21, 24, 17]. However, CCA methods suffer from
their high memory cost and thus deep embeddings have been explored to improve scalability. Deep CCA
[2] first trains two deep networks to optimize a CCA objective across two views, and is proved useful when
adopted in image-caption matching task [66].
Another trend of modeling the multimodal relationship focuses on jointly embedding image and text.
Popular approaches such as log-bilinear model [28] and WSABIE [62], which learns linear mapping through
an online learning-to-rank algorithm, are presented. With recent advancements of deep learning, more
sophisticated deep models are proposed based on the joint embedding framework. DeViSE [16] learns a deep
visual-semantic embedding model with help from a skip-gram language model. DT-RNN [50] represents
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sentences as dependency trees and then map the compositional sentence vectors to the joint space. Two-
branch networks [60, 61] work on a generic framework which can operate on any two views, and utilize its
deep visual-text embeddings on image-text matching tasks. In our work, we adopt the two-branch network
to video-text tasks due to its simplicity and effectiveness.
Comparing to image-text matching tasks, the video-text domain can be more challenging, as video data
includes an additional temporal dimension. Some retrieval tasks grounding video and text include phrase
localization, which aims to retrieve a specific bounding box corresponding to a noun phrase [36, 72, 47, 32],
and temporal segment localization, which discusses the possibility of retrieving temporal segments within
a video clip using text [1, 8, 48, 22]. In our work, instead of localizing phrases or temporal segments, we
concentrate on the traditional video-sentence retrieval task, which involves searching for a whole video clip
given a natural language query, or vice versa. To best of our knowledge, little directly-related work has been
done [65, 40]. Xu et al. [65] propose the first unified framework to model video and text together in an
embedding space, while Otani et al. [40] further improve the method by gathering additional web-search
images and incorporating them in the model.
2.3 Visual captioning
Visual captioning systems try to generate a sentence for input visual signals. Similar to the retrieval task,
visual captioning systems can also be viewed as a combination of image and video captioning. Generally,
an encoder-decoder framework could be used for both image and video. We will start with describing the
framework in detail. Then, we will discuss some special approaches that are used by state-of-the-art image
and video captioning systems.
2.3.1 The encoder-decoder framework
Formally speaking, a visual captioning system takes visual inputs such as an image or a video clip, and
generates a descriptive caption as its output. For people, describing what we see is easy. However, it is not
a trivial task for machines. In order to make the caption descriptive enough, the system should be able to
both recognize context within the image and generate corresponding sentences, thus natural and meaningful
sentences can be produced. Here we could see the main challenge of the task: both a visual recognition
model and a natural language generation model are needed to generate high-quality sentences.
Early visual description models use simple template-based methods to generate the captions. That
is, semantic roles such as subject, verb, and object are detected, and are then filled into some hard-coded
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sentence templates [68, 15, 67, 7, 34, 53, 39]. However, the rapid development of deep learning has enabled us
to create captioning systems that are more robust and flexible than the traditional template-based methods.
For example, the ability of convolutional neural networks (CNNs) to recognize visual contents [33] could
be used to capture the semantics of the input videos effectively. On the natural language generation side,
we adopt the deep language models [51, 19] to generate human-readable sentences. These models rely on
recurrent neural networks (RNNs) [19], which have achieved better performance than traditional language
models. Also, with help of Long-Short Term Memory cells (LSTM) [23] and Gated Recurrent Units (GRU)
[11], the generated sentences could be even more syntactically and semantically correct. The combination
of CNN and RNN is the core of all the state-of-the-art visual captioning systems, as we could view CNNs
as visual content extractors and text RNNs as sentence generators. The CNN-RNN framework is the basis
of all state-of-the-art image and video captioning approaches, and is also referred as the encoder-decoder
framework, since it generally encodes the input to a representative feature vector and decodes it back to
natural language. More specifically, we could break the task into two parts: the visual recognition model
and the natural language generation model to further discuss the details of each.
2.3.2 Image captioning
The first versions of the CNN-RNN framework for image captioning have successfully incorporated recur-
rent neural language models [26, 59, 38, 29], which enables free-form natural language generation. Generally,
the models use various pre-trained deep CNNs to encode the images and decode the visual embeddings using
neural language models. More specifically, an input image first goes through off-the-shelf CNN models like
VGGNet [49] to obtain an informative feature representation. The caption is then generated sequentially
using a RNN language model, where one word is generated each time step until it reaches the end of a
sentence. During training phase, the objective is to maximize likelihood of the available sample pairs.
Based on the encoder-decoder framework, there are some more advanced approaches which aim to improve
the quality of the generated captions. Fang et al. [14] detect the visual concepts from different sub-regions
instead of the full image with multiple instance learning. Then, a statistical language model is used to
integrate the detected words and generate some output candidates. Finally, the final sentence is chosen
from the pool by ranking the semantic similarities with the image. You et al.[71] and Yao et al. [70] also
incorporate the visual concepts, but the detected semantic attributes are fused in the RNN language model
step instead of fed to a statistical generation model. Xu et al. [64] and Lu et al. [37] use an attention
mechanism to enhance the model with salient features, so the models could identify where and what in
the image are important to the caption generation process. Dai et al. [12] aim to improve the diversity
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and naturalness of the generated captions by making use of Conditional Generative Adversarial Networks
(CGANs). Anne et al. [3] and Venugopalan et al. [56] propose to extend the ability of describing unseen
objects, with help from external resources like object recognition datasets and unannotated text data.
2.3.3 Video captioning
Video captioning as a sequence learning model
While video captioning systems are also based on the encoder-decoder framework, they are different
from the image captioning systems in the sense that the input signals are video clips, or a sequence of
video frames. The difference poses a big challenge to the task. Not only does the system need to capture
spatial context within the individual frames, it should also recognize the temporal information flowing across
the clip. Therefore, we adopt the same CNN-RNN approach, but further extend it to a sequence learning
framework to capture the temporal context.
While vanilla deep neural networks have shown success in many tasks, the main caveat is that they
require input to have fixed dimensionalities. However, when dealing with natural language tasks such as
machine translation and speech recognition, we could see limitations using these conventional models since
the inputs and outputs are variable-length sequences. Therefore, the idea of sequence learning is introduced
to provide a better way to model the relationship between sequential data [52]. The approach is also referred
as sequence embedding, as it encodes some variable-length input to a fixed-length embedding, and decodes
it back to variable-length output. Adopting the encoder-decoder architecture, we could view the video
captioning problem as encoding a video input sequence into a embedding vector and decoding it back into
a natural language sentence. Since a video clip is essentially a sequence of images, it is important for the
encoder to capture both the spatial context within the image and the temporal context across the images.
On the other hand, the decoder is simpler in the sense that conventional RNNs could do the trick, as shown in
image captioning approaches. In the following section, we introduce various state-of-the-art video captioning
systems and how they modify the encoder-decoder framework differently from the image domain.
State-of-the-art approaches
Venugopalan et al. [58] introduce a simple idea of encoding a input video clip called mean pooling, where
average pooling is performed on top of the sequence of the frame-level features in order to form the overall
video features. Despite its simplicity, it has shown much success and it is notable that the model enables
transfer learning from large-scale image datasets which are easier to obtain. To further capture the temporal
dependencies of the frames, Venugopalan et al. [57] and Donahue et al. [13] improve the approach by using
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the original concept of sequence learning. More sophisticated approaches have been introduced to improve
video encoding. Pan et al. [41] attempt to reduce input length by breaking long video feature sequences
into chunks with another LSTM layer added on top of the original LSTM. Recently, Baraldi et al. [6] have
improved the performance even more with a new trainable module called boundary detector. On the other
hand, instead of directly computing image features for each frame, there are some other approaches trying
to model the local temporal structure of the input video. Tran et al. [54] suggest using spatio-temporal
features extracted by 3-D CNNs, and Yao et al. [69] propose a method to encode the video clip using a
3-D CNN trained on intermediate vision features within a certain temporal window. To model the temporal
structure across the video clip, the soft attention mechanism [4] is applied globally on these local temporal
features, allowing the decoder RNN to focus on specific parts of the temporal sequence dynamically.
Comparing to the numerous approaches applied to modify the encoder model, improvements on the
decoder have been limited since LSTMs have already shown promising results in terms of natural language
generation. Cho et al. [10] propose to use Gated Recurrent Units (GRU) instead of LSTMs for computational
efficiency, sinc GRU is comparable with LSTM in terms of performance [11]. Various video captioning
approaches have also started to use GRUs instead of LSTMs [73, 6]. There is other work which concentrates
on the completeness of the output captions, as most caption generators could only generate one short
sentence. Yu et al. [73] introduce a paragraph captioning model, which uses a hierarchical RNN for language
generation.
Some other advanced learning techniques are also used in the task. First, joint learning is introduced in
[42]. In addition to minimizing the coherence loss of the decoder output, the relevance loss between sentence
embeddings and video embeddings is also minimized. As a result, the video embedding is now visual-
semantic, which means it contains both video context and text information. Multimodal video captioning
models, which exploit other valuable information from the input video clip, such as audio or other interesting
video features, have also gained much attention. Ramanishka et al. [46] aim to combine cross-domain features
of the video, and Hori et al. [25] provide a general attention mechanism to select specific features dynamically
across different modalities. Multi-task learning is also adopted, where a model is trained jointly with other
similar tasks. Pasurunu et al. [44] use the video-to-video prediction task to help training the encoder and




Our proposed captioning model is mainly adapted from LSTM-E [42], where joint visual-semantic embed-
dings are used to improve semantic alignment for a video captioning system. We will go through their model
in detail first. Then, we will describe how we develop a nonlinear version of the model using a two-branch
network [60, 61]. Finally, some important training concepts of the two-branch network will be provided.
3.1 Bridging joint embeddings and video captioning
3.1.1 Problem formulation
Recall that in the video captioning task, the main goal is to automatically generate a human-readable
and meaningful sentence which describes the input video correctly. As shown in figure 3.1, we train an
encoder-decoder model from chapter 2 with video-caption pairs (V,S) for this purpose, where video clip V
consists of a sequence of video frames and S denotes a corresponding description. We further denote S as a
word sequence 〈w1, ..., wm〉, where wj indicates the j-th word in the caption and m denotes the number of
words (including the special tokens <BOS> and <EOS> we manually inserted).
During training, we extract video feature v from the frame sequence V, sentence features s from the
gold caption, and word-level features W from the individual tokens. Similar to [58], the frame sequence is
encoded into some video feature vector v using the mean pooling algorithm, and for text feature extraction,
we utilize a vectorizer which transforms a string to vector space. The detailed implementation is provided
in section 4.1. However, in order to preserve sequentiality, we extract not only the sentence-level feature
s but also word-level features W . More specifically, W consists of the vector space representations of the
individual tokens within the input caption. That is, suppose the vectorizer produces Dt-dimensional vectors,
s ∈ RDt and W ∈ Rm×Dt . We then utilize a joint embedding network to consolidate the extracted video and
text features. Thus, v, s, and W are transformed into corresponding embeddings ev, es, and ewj (j = 1...m).
Note that all the embeddings hold the same dimension.
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Figure 3.1: The overall training process of a video captioning system equipped with visual-semantic embed-
dings. Following the main structure from LSTM-E [42], we simply replace the linear embedding matrices
with a generalized embedding network, denoted by the two branches here. The video sequence is encoded
frame by frame, and the resulting features are mean pooled to represent the whole clip. The input sentence
is tokenized and vectorized into sentence-level feature which is in 1-dimension and word-level features which
encodes the individual tokens separately. The extracted features are then fed to an embedding network
in order to produce visual-semantic embedding vectors. In LSTM-E, the two branches are simply linear
matrices, while in our nonlinear version, the branches are implemented with the deep two-branch network
[60]. Lastly, the video embedding and the word-level embeddings together train a LSTM unit sequentially,
while an additional embedding loss that calculates the distance between video and sentence embeddings is
also introduced in the overall loss function.
The most critical issue of the task is to gain robust language ability as well as understanding the under-
lying semantics. Therefore, following prior work [42], we consider both aspects by merging two different loss
functions: coherence loss and embedding loss. Then, we can formulate the training process as minimizing
the following joint loss function
L(V,S) = λLc(v, s) + (1− λ)Le(v, s) (3.1)
where Lc denotes the coherence loss and Le is the embedding loss. The embedding loss measures the
semantic difference between the current video-caption pair, while the coherence loss takes care of how well
the model could decode the features into natural language description using a RNN.
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3.1.2 Coherence loss
The main task of the decoder RNN is to translate a sequence of deep embeddings to a caption, or a
sequence of words. We use a LSTM for this purpose in order to learn the long-range temporal dependencies
efficiently. Suppose the LSTM parameters are denoted as θ, we can represent the log likelihood of generating
the correct sentence S given a video V as:
log p(S|V ; θ) =
m∑
t=1
log p(wt|V,w1, ..., wt−1) (3.2)
where wt denotes the t-th word in S and m is the total number of words in S. Therefore, we can then
represent our coherence loss term as a negative log likelihood function:
Lc(v, s) = −
m∑
j=1
log p(wj |V,w1, ..., wt−1) (3.3)
In implementation, we adopt the video embedding ev and the word-level embeddings ewj (j = 1...m) as
the input of the decoder RNN. As shown in figure 3.1, the video and word-level embeddings are fed into the
RNN sequentially. More specifically, the inputs x at every time step are as follows:
x0 = ev (3.4)
xj = ewj (j = 1...m) (3.5)
Moreover, in order to generate an actual word in its output, the LSTM is layered with a softmax layer.
That is, suppose the LSTM output at the t-th time step is ht and the parameters of the final softmax layer





The coherence loss function is then calculated by calculating the cross entropy loss between the predicted
distribution and the actual word sequence. Therefore, we can work out our coherence loss term:






In addition to the coherence loss term which is handled by the decoder model, an embedding loss term is
present to capture the semantic differences within the video-caption pair. Intuitively, it serves as a constraint
that enforces both the embeddings to be visual-semantic. The embedding loss term takes in both the video
embedding ev and the sentence embedding es, and measures the Euclidean distance between the two. That
is,
Lr(v, s) = ‖ev − es‖22 (3.8)
The most important concept here would be searching for a reliable embedding network implementation.
LSTM-E [42] uses linear embeddings for both video and text. That is, two separate linear projection
matrices Tv and Ts are used to respectively map the video feature v and the sentence feature s to the same
dimensionality. Mathematically, we could represent the embeddings ev and es as:
ev = Tvv (3.9)
es = Tss (3.10)
Combining the two loss terms, we can then express the final overall loss function for LSTM-E as:




log p(wj) + (1− λ)‖Tvv −Tss‖22 (3.12)
Finally, the system can be trained using the overall loss function along with some normalization terms.
3.2 Nonlinear embeddings with the two-branch network
The linear embedding network from [42] provides an easy way to evaluate semantic similarities between
the two domains. However, the approach is not robust enough, and the trained embedding network is
not reusable in other video-text tasks. Therefore, we try to adopt nonlinear approaches to replace the
linear transformation matrices. The embedding network we choose is the two-branch network from [60, 61],
which has already shown its ability of constructing a reliable joint space in various image-text tasks. It
works better in the sense that with its sampling strategy and margin-based constraints, semantic structure
between different modals could be well preserved in the joint space. Therefore, the embedding loss term, or
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Figure 3.2: The proposed two-branch network for video-text tasks. The structure is similar as prior work
from [60], where the two branches represent two different modalities. Each branch consists of two fully
connected (FC) layers and a ReLU activation in between. An L2 normalization layer is placed towards
the end of each branch. We also include additional batch normalization and dropout layers during training
(section 4.2). On the left hand side is the video branch, where it receives a feature vector v and outputs a
embedding vector ev which could be implicitly mapped to a joint space. Similarly, we can obtain a sentence
embedding es for sentence feature s. The distance between the pair could then be measured using the
Euclidean distance between the two embeddings.
the distance metric, becomes more reliable. Using the two-branch network, the overall loss function defined
in 3.1 can be expressed as:




log p(wj) + (1− λ)‖fv(v)− ft(s)‖22 (3.14)
where fv and ft denotes the nonlinear operation on the video branch and the text branch in the embedding
network, respectively. We discuss how the nonlinear operations work by going through the details of the
two-branch network.
Figure 3.2 illustrates the proposed two-branch network for video and text. Suppose we now have a
video-text pair (V,S) consisting of a video clip V and its corresponding description S. We hope to construct
a joint embedding space where V is represented as a video embedding vector ev and S could be represented
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as a sentence embedding vector es. Furthermore, ev and es should be close to each other in the latent
space, representing the semantic similarity of the video and its description. The process begins with feature
extraction: we first extract the video features from the raw video clip which includes a sequence of RGB
frames and sentence features from the raw caption which is essentially a word sequence. After the video
vector v and the sentence vector s are extracted respectively, we could apply the two-branch network as
shown in figure 3.2. Note that the two kinds of features do not need to be in the same dimension nor the
number of layers in each branch are restricted, since the two branches of the network could be configured
independently. Going through the two branches separately, we could obtain two embedding vectors ev and
es that are in the same dimension and thus exist implicitly in a joint embedding space.
3.3 Training the two-branch network
If the two-branch network is properly trained, we could observe that the distance between two embedding
vectors represents the cross-modal similarity. In practice, the distance could be calculated with Euclidean
distance or dot product. We adopt the Euclidean distance in all our experiments. In this perspective, we
could see that the most important challenge is to preserve the semantic structure inside the joint space
with proper training objective. Positive video-caption pairs should be close to each other and negative pairs
should not. However, the distances within the same modality should also be considered. Wang et al. [60]
suggest using some special within-view and cross-view constraints in the training process, namely the cross-
view ranking constraints and the within-view structure-preserving constraints. The two will be discussed in
detail, and we will also introduce a corresponding triplet sampling strategy towards the end of the section.
3.3.1 Cross-view ranking constraints
The main concept of cross-view loss is to pull positive video-caption pairs closer and to push negative
pairs further. To be more specific, a video should be closer to its gold description rather than a non-related
sentence. Mathematically, we can denote this constraint as
d(ev, es+) +m < d(ev, es−) (3.15)
where m is a margin value we specify, ev denotes the video embedding of a video V, es+ is the embedding of
a valid caption describing V, and es− is the embedding of a non-related caption. Similarly, the same holds
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for the other direction. Thus, we have
d(es, ev+) +m < d(es, ev−) (3.16)
In implementation, the two expressions could be represented as margin-based loss functions:
Lvs = max(0,m+ d(ev, es+)− d(ev, es−)) (3.17)
Lsv = max(0,m+ d(es, ev+)− d(es, ev−)) (3.18)
where Lvs means video-to-sentence loss and L+ sv means sentence-to-video loss.
3.3.2 Within-view structure-preserving constraints
On the other hand, within-view constraints deal with caption-caption pairs and video-video pairs. For
instance, captions that share the same semantics should be pulled together, while non-related captions should
be pushed away from each other. Similarly, we could express this mathematically as
d(es, es+) +m < d(es, es−) (3.19)
where es+ is the embedding vector of a caption that is similar to S, and es− is the embedding vector of a
non-related sentence. The same holds for the video side:
d(ev, ev+) +m < d(ev, ev−) (3.20)
Also, we could implement the margin-based losses as:
Lss = max(0,m+ d(es, es+)− d(es, es−)) (3.21)
Lvv = max(0,m+ d(ev, ev+)− d(ev, ev−)) (3.22)
where Lvv means video-to-video loss and Lss means sentence-to-sentence loss. We can then compile the four
constraints listed above as a whole with some λ parameters:
L = λ1Lvs + λ2Lsv + λ3Lss + λ4Lvv (3.23)
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3.3.3 Sampling
The triplet-based margin losses will be inefficient to compute if we sample every possible triplet pair
during every training step. Thus, [60] also proposes an efficient way of triplet sampling. For each constraint,
we begin with a positive pair, and then we find the top k violating pairs to form the negative samples.
For example, to compute the video-to-sentence loss, we pick a positive video-caption pair from ground
truth. Then, we calculate the distances from the particular video feature to all other captions, and the top
k captions with furthest distances would be chosen as negative pairs. In our video caption dataset, this
sampling strategy makes sense when calculating all constraints except for the video-to-video loss. Since a
video clip is paired with five or more captions in the dataset, it is difficult to find similar videos because it
is uncommon that one sentence could describe multiple videos. Thus, we abandon the video-to-video loss





4.1.1 Video feature encoder
To represent a video clip, an easy way, mean pooling [58], treats all frames within the frame sequence
equally. In vector space, we could achieve this by averaging the frame-level image features. As CNNs have
shown success in prior vision work, we are confident that representative feature vectors could be extracted
with a CNN encoder. In our experiments, we use a 19-layer VGG network (VGG-19) [49] that is pre-trained
on ImageNet to encode the frames. The frame-level features are the 4096-dimensional outputs from the last
fully connected layer of VGG-19 model. The video feature is the average-pooled feature vector along the
temporal dimension. Therefore, the video feature we obtain is also of same dimension, or v ∈ R4096.
4.1.2 Text feature extraction
Ideally, to lose no information, the captions could be represented as one-hot vectors where the dimensions
equal the vocabulary size. However, it would not be efficient nor robust to train on such high dimension.
Therefore, we preprocess the captions with WordNet Lemmatizer and stop word removal, and then attain
the 3000-dimensional TF-IDF vectors. The word sequence can then be represented as a 3000-dimensional
bag-of-words vector, or s ∈ R3000. Also, note that during preprocessing, we add two special tokens <BOS>
and <EOS> to denote the beginning and the end of a sentence.
4.2 Two-branch model specification
Each branch of the two-branch network consists of two fully connected layers and a Rectified Linear Unit
(ReLU) nonlinearity in between, as shown in figure 3.2. Recall that since the two branches have to handle
two different domains which could possibly utilize different feature encoders, they are configured separately.
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In our experiments, we have video feature v ∈ R4096 and sentence feature s ∈ R3000, so we use the two-layer
configuration as in table 4.1. As a result, the two embedding vectors end up having the same dimension of
512. Thus, ev ∈ R512 and es ∈ R512. Furthermore, in order to improve robustness, we add a dropout layer
with dropout rate 0.5 after the ReLU nonlinearity in each branch. Also, batch normalization is applied after
the second FC layer to ensure convergence during training.
Table 4.1: Layer dimension configuration of our video-text two-branch network.
Video Branch Text Branch
FC1 4096× 2048 3000× 2048
FC2 2048× 512 2048× 512
4.3 Datasets
We perform most of our experiments on the Microsoft Research Video Description Corpus (MSVD) [9],
or YouTube2Text referring to its English subset [20]. Additionally, we adopt the large-scale MSR-Video to
Text (MSR-VTT) [63] dataset.
• MSVD [9]: MSVD contains 1,970 video clips from YouTube with duration ranges from 10 to 25
seconds. The clips are associated with descriptions of multiple languages. At most 40 English captions
are selected for each of the videos in our experiments. We pick 1,200 videos for training, 100 for
validation, and 670 for testing, following convention in prior work [9]. Figure 4.1 shows some example
video-caption pairs in the dataset.
• MSR-VTT [63]: While MSVD includes generic web videos covering multiple categories, it is limited
by the shortage of the number of videos. Therefore, we also experiment on a large-scale web video
dataset, MSR-VTT, to test robustness of our models. It contains 10,000 training videos and 3,000 test
videos, each associated with 20 descriptions. Moreover, the videos are categorized to 20 subcategories
such as sports, animals, and TV shows. Figure 4.2 demonstrates some video-caption pairs from the
dataset.
4.4 The video-caption retrieval task
One of the most straightforward use cases of a joint visual-text space is to apply it to the retrieval task.
That is, we could observe how well the two-branch network works with video caption data by setting up a
bidirectional video-caption retrieval task.
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Figure 4.1: Example video-caption pairs in the MSVD dataset. We sample four frames per video clip and
five sentences from its candidate pool.
Figure 4.2: Example video-caption pairs in the MSR-VTT dataset. We sample four frames per video clip
and five sentences from its candidate pool.
4.4.1 Experimental setup
Video retrieval
In this task, we wish to focus on how well a video could be retrieved by its corresponding caption with
its semantics. That is, for a query caption, we rank the video candidates by their distances to the query in
the joint embedding space. We record the ranks of the ground truth videos for each caption query. In the
results, both the average of the ranks and the recall rates at top-1, top-5, and top-10 are reported.
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Caption retrieval
We retrieve the best semantically-matched sentence with a query video. Similar to video retrieval, we
search and rank the sentences within the embedding space. However, while there might be multiple gold
captions for one video query, we pick only the top result among them, following convention from recent work
[65, 40].
The 4096-dimensional video features and the 3000-dimensional sentence features are extracted using the
methods described in section 4.1. We then train a two-branch video-text network configured as in section
4.2 to get a 512-dimensional embedding space. The triplet-based margin loss function discussed in section
3.3 is adopted, using the following λ parameter settings: λ1 = 1, λ2 = 0.1, λ3 = 0.2. Note that we abandon
the video-to-video loss and thus λ4 = 0. We fix margin value m = 0.1 for all losses. As for sampling, we
take mini-batch size 1024 and k = 50, as suggested in prior work [60]. The network is optimized using an
Adam optimizer with learning rate 0.0001. We find the network typically converge within 30 epochs.
4.4.2 Results
To best of our knowledge, not much prior work has been done for the video-text retrieval task. We
compare our two-branch network with the following approaches:
• DVCT [65]: A deep encoder is used for video encoding and a dependency-tree structure is used to
embed language. The two features are brought together with an unified embedding model.
• VS [40]: The method requires additional image data from web. The three modals, video, text, and
images, are then consolidated to one space. We selected the measures of their VGG+VS model since
it removes the additional image portion and can thus be comparable with our model.
• Skip-thought vectors (ST) [30]: While the skip-thought vector is originally designed to be used for
image-text tasks, [40] has experimented the approach as a baseline on video-text tasks. We also list
the results as a reference.
In table 4.2, we can observe that the simple two-branch network is comparable to the existing state-of-
the-art model, especially in the caption retrieval task. Even though we did not train the network with solely
ranking purpose, it can still achieve desirable results. The results demonstrate its ability and robustness of
modeling the two different domains into a joint space.
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Table 4.2: Bidirectional video-caption retrieval results. R@1, R@5, and R@10 denote the recall rates at
top-1, top-5, and top-10, respectively. The values are higher the better. aR shows the average of the ranks,
where the values are lower the better. The reported numbers for other methods are directly taken from the
respective papers.
Video retrieval Sentence retrieval
R@1 R@5 R@10 aR R@1 R@5 R@10 aR
TwoBranch 6.12 19.70 26.42 56.34 8.96 19.55 25.37 122.16
VS [40] 6.12 21.88 33.22 58.98 7.01 18.66 27.16 131.33
ST [40] 2.63 11.55 19.34 106.00 2.99 10.90 17.46 241.00
DVCT [65] - - - 236.27 - - - 224.10
Random 0.14 0.79 1.48 335.92 0.22 0.69 1.32 561.32
4.5 The video captioning task
4.5.1 Experimental setup
We train a captioning model as described in figure 3.1 with help of a pre-trained two-branch network
in this task. We still adopt the same feature extractors as described in section 4.1, thus we have 4096-
dimensional video features and 3000-dimensional text features. The two-branch network then produces
a 512-dimensional embedding space. The embeddings are then fed to the LSTM to generate captions.
Specifically, the LSTM has only one layer, and its hidden states are 512 dimensional. The training objective
is the overall loss function which combines the embedding loss and the coherence loss, as described in chapter
3. The coherence loss function is calculated using a cross entropy loss, and the embedding loss function is
determined by the Euclidean distance between the video and sentence embeddings. The parameter λ which
controls the trade-off between the two losses is set to 0.7 in the reported results. The modules are updated
using an Adam optimizer with learning rate 0.0001. In our experiments, we tried different ways to decide
whether or not we should enable training the embedding network. The different training protocols we have
experimented are summarized below:
• Frozen embedding network: We pre-train the two-branch network with the same video captioning
dataset, which we use for the main task, and with the experimental setup described in section 4.4.
Then, we freeze the embedding network while training the captioning model.
• Fine-tuned embedding network: Similar to the previous approach, we still pre-train a reliable
two-branch network. However, during the captioning model training process, we enable parameter
updates in order to fine-tune the embedding network.
• Trained from scratch: In this method, we start with a raw two-branch network and optimize it with
21
the embedding loss we calculate when training the whole model.
Shown later, we find the first approach gives us the best results. That is, the best practice is to train a
two-branch network with proper structure-preserving losses and freeze the entire module while training the
captioning model. Thus, if not specified, this approach is used.
4.5.2 Evaluation metrics
To evaluate video captioning systems, evaluation metrics that are originally developed for natural lan-
guage tasks are often invoked. These metrics are mostly lexical comparisons between a generated caption
and some gold reference captions. The four popular metrics are BLEU [43], METEOR [5], ROUGE [35],
and CIDEr [55]. BLEU score [43] is perhaps the most popular and easy-to-use metric, which is simply a
weighted average of n-gram precisions. Another machine translation metric used here is called METEOR
[5]. Aiming to address the weak part of BLEU score, it matches morphological forms instead of surface
forms of the words. It also combines recall and precision in its score. ROUGE [35] is a recall-based metric
originally designed for text summarization tasks. CIDEr [55] calculates TF-IDF scores of stemmed n-grams,
and compute vector similarities between candidates and references. In the results, we report all the four
metrics for each of our models implemented.
4.5.3 Results
We compare our model, which we refer as LSTM-TwoBranch in the results, with the following models.
Note that we use our own implementation, so there might be some slight deficiency.
• LSTM [58]: The vanilla version of training a LSTM using the mean pool features from videos. This
model could be seen as the simple version of our model which does not incorporate the embedding
loss.
• LSTM-E [42]: The baseline model using a linear embedding network. The embeddings are obtained
with two separate linear matrices, and the transformation matrices are trained together with the model,
as described in section 3.1.
As shown in table 4.3 and 4.4, we can see that using a nonlinear embedding obtained from the two-branch
network significantly improves the linear version. Furthermore, in table 4.3 we can also compare the three
different training protocols mentioned. We can see that pre-training the two branch network with the same
dataset achieves the best results. The potential reason is that the structure-preserving loss used during
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Table 4.3: The results of the captioning models on the MSVD dataset. M, C, and R means METEOR,
CIDEr, and ROUGE-L respectively. B@k denotes the k-gram BLEU score. For all metrics, the higher the
better.
M B@1 B@2 B@3 B@4 C R
LSTM-TwoBranch (Frozen) 28.0 76.7 61.3 50.3 39.6 39.7 65.2
LSTM-TwoBranch (Fine-tune) 27.2 74.8 58.1 46.2 34.9 36.9 63.0
LSTM-TwoBranch (From scratch) 26.4 75.7 57.8 45.4 34.3 35.3 63.0
LSTM [58] 26.0 68.4 52.1 40.7 30.5 31.7 60.2
LSTM-E [42] 26.5 72.3 57.4 45.9 35.2 33.0 62.8
Table 4.4: The results of the captioning models on the MSR-VTT dataset. M, C, and R means METEOR,
CIDEr, and ROUGE-L respectively. B@k denotes the k-gram BLEU score. For all metrics, the higher the
better.
M B@1 B@2 B@3 B@4 C R
LSTM-TwoBranch 20.0 73.5 55.9 39.3 26.0 18.8 48.0
LSTM [58] 19.2 69.4 53.4 38.7 25.9 13.1 46.9
LSTM-E [42] 19.7 71.2 54.9 40.0 27.2 15.8 47.1
pre-training helps learning the semantics more effectively, and the loss from the video captioning model does
not help preserving the characteristics of the embeddings a lot.
Finally, we show some visual results of the video captioning system. Figure 4.3 and figure 4.5 demonstrate
some successful cases where the LSTM can accurately describe the subject, the action, and the object. On the
other hand, in figure 4.4 and figure 4.6, there are some failure cases. Additionally, we provide a comparison
between our baseline model LSTM-E and our nonlinear version in figure 4.7. We observe that the captioning
system is still limited by the vocabulary it learns from the training set, and it can not describe objects that
it has never seen before. Another potential reason for failure is the video features we extracted. Even though
mean pooling is a simple but effective method of getting the video features, it suffers from not recognizing the
temporal structure of the video clip. Therefore, if all the frames contain similar scenes or spatial structure,
it might not be a problem. However, as the scene changes more frequently, we will need to find a better
video encoder.
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Figure 4.3: Successful cases of our video captioning system on the MSVD dataset.
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Figure 4.4: Failure cases of our video captioning system on the MSVD dataset.
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Figure 4.5: Successful cases of our video captioning system on the MSR-VTT dataset.
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Figure 4.6: Failure cases of our video captioning system on the MSR-VTT dataset.
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Figure 4.7: Comparison between LSTM-E [42] and our model, LSTM-TwoBranch. The models are trained




In the thesis, we demonstrate the generality of the two-branch network by extending it from the image-text
domain to the video-text domain. We show that its embedding space can preserve the semantic structure
and thus represent the semantic similarity between the two modals. With the video-sentence retrieval
experiments, we observe similar performance to the state-of-the-art model which is solely trained for retrieval
purpose. The two-branch network is more robust in the sense that the nonlinear embeddings can be reused
in other tasks. For instance, it can help train a video captioning better, as shown in the video captioning
experiments.
The video domain is an interesting area to explore due to the additional temporal axis. However, in
our experiments, we use only mean pooling feature to represent videos, which lacks temporal context. In
the future, we hope there will be more advanced methods to model both the temporal and spatial context
together with text. Also, it would be interesting to see if videos, images, and text could be modeled together
with siamese networks. This would enable a more robust visual search engine.
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[10] Kyunghyun Cho, Bart Van Merriënboer, Dzmitry Bahdanau, and Yoshua Bengio. On the properties of
neural machine translation: Encoder-decoder approaches. arXiv preprint arXiv:1409.1259, 2014.
[11] Junyoung Chung, Caglar Gulcehre, KyungHyun Cho, and Yoshua Bengio. Empirical evaluation of gated
recurrent neural networks on sequence modeling. arXiv preprint arXiv:1412.3555, 2014.
[12] Bo Dai, Dahua Lin, Raquel Urtasun, and Sanja Fidler. Towards diverse and natural image descriptions
via a conditional gan. arXiv preprint arXiv:1703.06029, 2017.
[13] Jeffrey Donahue, Lisa Anne Hendricks, Sergio Guadarrama, Marcus Rohrbach, Subhashini Venugopalan,
Kate Saenko, and Trevor Darrell. Long-term recurrent convolutional networks for visual recognition
and description. In Proceedings of the IEEE conference on computer vision and pattern recognition,
pages 2625–2634, 2015.
[14] Hao Fang, Saurabh Gupta, Forrest Iandola, Rupesh Srivastava, Li Deng, Piotr Dollár, Jianfeng Gao,
Xiaodong He, Margaret Mitchell, John Platt, et al. From captions to visual concepts and back. 2015.
30
[15] Ali Farhadi, Mohsen Hejrati, Mohammad Amin Sadeghi, Peter Young, Cyrus Rashtchian, Julia Hocken-
maier, and David Forsyth. Every picture tells a story: Generating sentences from images. In European
conference on computer vision, pages 15–29. Springer, 2010.
[16] Andrea Frome, Greg S Corrado, Jon Shlens, Samy Bengio, Jeff Dean, Tomas Mikolov, et al. Devise: A
deep visual-semantic embedding model. In Advances in neural information processing systems, pages
2121–2129, 2013.
[17] Yunchao Gong, Qifa Ke, Michael Isard, and Svetlana Lazebnik. A multi-view embedding space for mod-
eling internet images, tags, and their semantics. International journal of computer vision, 106(2):210–
233, 2014.
[18] Yunchao Gong, Liwei Wang, Micah Hodosh, Julia Hockenmaier, and Svetlana Lazebnik. Improving
image-sentence embeddings using large weakly annotated photo collections. In European Conference on
Computer Vision, pages 529–545. Springer, 2014.
[19] Alex Graves. Generating sequences with recurrent neural networks. arXiv preprint arXiv:1308.0850,
2013.
[20] Sergio Guadarrama, Niveda Krishnamoorthy, Girish Malkarnenkar, Subhashini Venugopalan, Raymond
Mooney, Trevor Darrell, and Kate Saenko. Youtube2text: Recognizing and describing arbitrary activ-
ities using semantic hierarchies and zero-shot recognition. In Proceedings of the IEEE international
conference on computer vision, pages 2712–2719, 2013.
[21] David R Hardoon, Sandor Szedmak, and John Shawe-Taylor. Canonical correlation analysis: An
overview with application to learning methods. Neural computation, 16(12):2639–2664, 2004.
[22] Lisa Anne Hendricks, Oliver Wang, Eli Shechtman, Josef Sivic, Trevor Darrell, and Bryan Russell.
Localizing moments in video with natural language. arXiv preprint arXiv:1708.01641, 2017.
[23] Sepp Hochreiter and Jürgen Schmidhuber. Long short-term memory. Neural computation, 9(8):1735–
1780, 1997.
[24] Micah Hodosh, Peter Young, and Julia Hockenmaier. Framing image description as a ranking task:
Data, models and evaluation metrics. Journal of Artificial Intelligence Research, 47:853–899, 2013.
[25] Chiori Hori, Takaaki Hori, Teng-Yok Lee, Kazuhiro Sumi, John R Hershey, and Tim K Marks. Attention-
based multimodal fusion for video description. arXiv preprint arXiv:1701.03126, 2017.
[26] Andrej Karpathy and Li Fei-Fei. Deep visual-semantic alignments for generating image descriptions. In
Proceedings of the IEEE conference on computer vision and pattern recognition, pages 3128–3137, 2015.
[27] Andrej Karpathy, Armand Joulin, and Li F Fei-Fei. Deep fragment embeddings for bidirectional image
sentence mapping. In Advances in neural information processing systems, pages 1889–1897, 2014.
[28] Ryan Kiros, Ruslan Salakhutdinov, and Rich Zemel. Multimodal neural language models. In Interna-
tional Conference on Machine Learning, pages 595–603, 2014.
[29] Ryan Kiros, Ruslan Salakhutdinov, and Richard S Zemel. Unifying visual-semantic embeddings with
multimodal neural language models. arXiv preprint arXiv:1411.2539, 2014.
[30] Ryan Kiros, Yukun Zhu, Ruslan R Salakhutdinov, Richard Zemel, Raquel Urtasun, Antonio Torralba,
and Sanja Fidler. Skip-thought vectors. In Advances in neural information processing systems, pages
3294–3302, 2015.
[31] Benjamin Klein, Guy Lev, Gil Sadeh, and Lior Wolf. Fisher vectors derived from hybrid gaussian-
laplacian mixture models for image annotation. arXiv preprint arXiv:1411.7399, 2014.
31
[32] Ranjay Krishna, Kenji Hata, Frederic Ren, Li Fei-Fei, and Juan Carlos Niebles. Dense-captioning events
in videos. In Proceedings of the IEEE International Conference on Computer Vision, volume 1, page 6,
2017.
[33] Alex Krizhevsky, Ilya Sutskever, and Geoffrey E Hinton. Imagenet classification with deep convolutional
neural networks. In Advances in neural information processing systems, pages 1097–1105, 2012.
[34] Girish Kulkarni, Visruth Premraj, Vicente Ordonez, Sagnik Dhar, Siming Li, Yejin Choi, Alexander C
Berg, and Tamara L Berg. Babytalk: Understanding and generating simple image descriptions. IEEE
Transactions on Pattern Analysis and Machine Intelligence, 35(12):2891–2903, 2013.
[35] Chin-Yew Lin. Rouge: A package for automatic evaluation of summaries. In Text summarization
branches out: Proceedings of the ACL-04 workshop, volume 8. Barcelona, Spain, 2004.
[36] Dahua Lin, Sanja Fidler, Chen Kong, and Raquel Urtasun. Visual semantic search: Retrieving videos
via complex textual queries. In Proceedings of the IEEE conference on computer vision and pattern
recognition, pages 2657–2664, 2014.
[37] Jiasen Lu, Caiming Xiong, Devi Parikh, and Richard Socher. Knowing when to look: Adaptive attention
via a visual sentinel for image captioning.
[38] Junhua Mao, Wei Xu, Yi Yang, Jiang Wang, and Alan L Yuille. Explain images with multimodal
recurrent neural networks. arXiv preprint arXiv:1410.1090, 2014.
[39] Margaret Mitchell, Xufeng Han, Jesse Dodge, Alyssa Mensch, Amit Goyal, Alex Berg, Kota Yamaguchi,
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