Ion mobility spectrometry is a well-known technique used to analyze trace gases in ambient air. Typically, it works by employing a radioactive source to provide electrons with high energy to ionize the analytes in a series of chemical reactions. During the past ten years non-radioactive sources have been one of the subjects of interest in ion mobility spectrometry, initially in order to replace radioactive sources as a result of general security and regulatory concerns. Among these non-radioactive sources especially pulsed sources have recently been shown to additionally improve the analytic information provided by ion mobility spectrometers. In this review we will describe the progress regarding the application of pulsed non-radioactive electron sources in ion mobility spectrometry and show the recent analytical advances that have been achieved by using pulsed electron beams.
Introduction
Ion mobility spectrometry (IMS) is well known for fast detection of chemical compounds in air down to very low concentrations of a few micrograms per cubic meter. Introduced in the 1960s as an analytical technique to separate and analyze gas phase ions at atmospheric pressure (Eiceman and Karpas 2005 ) , ion mobility spectrometers have been developed from fast, sensitive and portal detectors for illegal drugs, explosives, and chemical warfare agents in early stages (McDaniel and Mason 1973 , Asbury et al. 2000 , Ewing et al. 2001 , Eiceman 2002 , Makinen et al. 2010 ) over analyzers of non-volatile and labile samples via electrospray ionization-ion mobility spectro metry (ESI-IMS) (Tang et al. 2006 , Jafari et al. 2011 , introduced in the late 1980s to analyzers of metabolomes and proteomes if combined with mass spectro metry (McMinn et al. 1990 , W ü thrich 1993 , Chiarello -Ebner 2006 , Eckers et al. 2007 , Liu et al. 2007 , McLean et al. 2007 , Waltman et al. 2008 , Djidja et al. 2009 , Krueger et al. 2009 , Armenta et al. 2011 . In more modern applications, even the study of protein-protein and non-covalent proteinligand complexes is possible (Ruotolo et al. 2008 , Politis et al. 2010 . Particularly as portable analyzers, ion mobility spectro meters exist in numbers and locations at present unparalleled by any other comparably sophisticated chemical analyzer (Borsdorf et al. 2011 ) .
IMS-based detectors work by employing an ionization source that ionizes the sample in ambient air. These ions are then accelerated into a drift tube of a certain length (typically a few centimeters) where they collide with ambient air molecules. At the end of the drift tube the ions with different mobilities are separated, i.e., ions with high mobility reach the end of the drift tube faster than molecules with lower mobility. This drift time spectrum is the main analytical information provided by IMS. Because no vacuum sealing or pumps are necessary, the device can be reduced very much in size. The detector is, in general, a simple Faraday plate which can also be realized with small dimensions. The ion mobility spectrometer has thus three distinct sections: the reaction region (width: only a few millimeters) with the ionizing source; the drift region (width: circa 5 cm) for the separation of the analyte ions according to their mobilities; and the collector region (width: again, only a few millimeters) with the Faraday plate. The diameter of the tube with these three sections is typically only a few centimeters.
The flow of the ions is controlled with the help of electric fields. In a typical set-up, there is a constant field present in the reaction region and the drift region (the magnitude might even be the same in both regions, which simplifies the set-up) that accelerates the ions after their production towards the detector. Because the source produces ions continuously, a pulsed gate opens for a certain time between the reaction region and the drift region and thus allows ion pulses with a certain temporal width and at a certain frequency to reach the detector. This gate is typically a Bradbury-Nielsen ion gate, a set-up of parallel interleaved wires having their plane perpendicular to the ion beam ' s propagation direction (Bradbury and Nielsen 1936 ) . If the potential difference between neighboring wires is zero, the gate is open because the ion beam can pass it undeflected; a closed gate is realized by applying a certain voltage with different polarity to each neighboring wire pair so that the ion beam is deflected by a voltage-dependent angle and so does not reach the detector. Bradbury-Nielsen gates are compact and allow for fast switching times and thus short ion pulses.
An alternative to using a Bradbury-Nielsen gate is to use a weak electric field of only a few V/cm during the ionization in order to prevent the drift of ions into the drift region. At a frequency of, e.g., 30 Hz, a voltage pulse called the extraction pulse of about 1000 V/cm and a few hundred microseconds ' duration accelerates the ions into the drift region, where they collide with the air molecules. Inside the drift region a constant field of about 200 V/cm leads to a mobility dependent drift velocity and thus to the separation of the species.
At the end of the drift region, a constant field of, again, about 1000 V/cm accelerates the ions towards the Faraday plate where they create the signal. The longer the drift regions, the better the different species can be separated via their drift times, but this limits then the portability of the device. In order to increase the separation, the ions collide with a flow of ambient air (typically a few hundred ml/min) that is propagating against the direction of the ions. Figure 1 illustrates a general IMS device set-up and the applied voltages.
For reasons of simplicity, the ionization source in most commercial devices is a radioactive substance: mainly Ni with a maximum value of 18.6 keV and an average value of 5.7 keV (Guharay et al. 2008 ) . They produce so-called reactant ions via a sequence of reactions, especially with N 2 . The reactant ions are positively charged water clusters or O 2 -clusters. These ions ionize via charge transfer reactions the analyte (Eiceman and Karpas 2005 ) . Since the emission of particles by the radioactive source is a continuously ongoing process, the formation of analyte ions is therefore also continuous. The polarity of the field/extraction pulse that accelerates the ions into the drift region selects either the positively charged ions or the negatively charged ions out of all the ions present in the reaction region, and so the device is said to be operated in either the positive mode or the negative. Certain substances are better detected or even only detected in the positive mode. In the negative mode the analytes are adduct ions between the sample and hydrated O 2 -; in the positive mode there exist protonated monomer molecules and furthermore, depending on the analyte and its concentration, proton-bound dimer molecules. An IMS spectrum shows in either mode at least one peak that is formed by the reactant ions. This peak is called the reactant ion peak (RIP). The RIP has in general the highest mobility and correspondingly the fastest drift time; the analyte ions have normally a lower mobility and so a longer drift time compared to the RIP (Figure 2 ), but exceptions do exist.
From the drift times the mobility can be calculated. Because this quantity depends on certain ambient parameters, the so-called reduced mobility is normally used, which is the mobility normalized regarding temperature and pressure to ambient conditions. The obtained values range from ca. Figure 1 Typical set-up of an ion mobility spectrometer with its three sections (upper drawing). In the reaction region, the analyte molecules are continuously ionized. Electric fields accelerate the ions with a certain frequency into the drift region, which they cross with different flight times because of their different mobilities in air. In the collector region, a detector forms the signal proportional to the amount of ions. The lower graph illustrates the voltages applied to each section. the mobility alone is likely to lead to misinterpretation (Eiceman and Karpas 2005 ) . Ion mobility spectrometry is fast (response time only a few seconds), sensitive (detection of substance concentrations of lower parts per billion (ppb), or in certain cases even parts per trillion (ppt) are possible), simple in effort and maintenance, and portable. The analytical information, especially the selectivity, is, however, quite limited. Successful approaches trying to improve the situation, with special focus on the resolving power of IMS devices, concentrated especially on the electron source and the voltage schemes applied to the device. Regarding the electron source, prominent examples are electrospray ionization (typically for liquid samples) (Wittmer et al. 1994 , Chen et al. 1996 , Wu et al. 2000 , Harris et al. 2008 , Yamagaki and Sato 2009 , optical sources (high-intensity light sources resp. laser, X-ray) (Matsaev et al. 2002 , Sielemann et al. 2002 , Oberh ü ttinger et al. 2009 ), corona discharges (Tabrizchi et al. 2000 , Schmidt et al. 2001 , Khayamian et al. 2003 , Han et al. 2007 , Mulugeta et al. 2010 , Tabrizchi and Ilbeigi 2010 , and electron guns (Gunzer et al. 2010a ). These sources were also examined in order to have non-radioactive alternatives because of the technical, organizational and related financial complications that accompany the application of radioactive substances. Regarding the voltage schemes, in particular high-field asymmetric field ion mobility spectrometry (FAIMS) (Klaassen et al. 2009 , Shvartsburg et al. 2009 , Schneider et al. 2010 , Barnett and Oullette 2011 has attracted a lot of interest in recent years.
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Drift time (arb. units) Figure 2 Typical IMS spectrum, shown for a mixture of dimethyl methylphosphonate (DMMP) and dimethylformamide (DMF). The six peaks (from left to right) are RIP, DMF monomer, DMMP monomer, DMF dimer, DMMP + DMF asymmetric dimer, DMMP dimer. Furthermore, it is shown how the spectrum changes if a pulsed source is used and the delay time between ionizing electron pulse and ion extraction (with subsequent detection) is increased (each spectrum was recorded 300 μ s after the previous one).
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Figure 3 Different electron sources which have been used in a pulsed manner in IMS. Pulsed corona discharge in a point-to-plane configuration (A). The electrodes are in the center and at the outer housing. Without the mesh at the top it would be a point-to-ring configuration, which was actually the first ever used pulsed source. Pulsed corona discharge between two electrodes (B) and free electron beams produced by a glowing filament inside a vacuum tube (C). With the help of electrical fields the electrons are accelerated through a ceramic foil serving as an exit window at the top of the tube.
In general, the non-radioactive electron sources work continuously, like the radioactive sources that they try to replace. Only the corona discharge source and the electron gun have been successfully applied in a pulsed mode (Figure 3 ). This review therefore describes the development of the application of pulsed corona discharges and electron beams in ion mobility spectrometry in the past 10 years. These years can be separated into two phases: from 2001 to 2005 only pulsed corona discharge sources have been investigated, and since 2010 only pulsed electron guns. While the corona discharge sources were only investigated regarding their potential to replace their radioactive non-pulsed counterparts, the application of pulsed electron guns has been shown to additionally offer further analytical information. This review will therefore first characterize the pulsed corona discharge and describe its application and benefits for ion mobility spectrometry. It will then characterize and describe the pulsed electron gun with its progress regarding analytical information that can be obtained from pulsed ion mobility spectrometers.
Pulsed corona discharge
A continuously working corona discharge-based source was investigated regarding its usefulness for IMS by Tabrizchi et al. (2000) . Although it was initially intended only to be a non-radioactive alternative, the corona discharge source showed greatly improved ionization efficiency and thus signal intensity as well as signal-to-noise-ratio. Also, additional peaks appeared in the ion mobility spectrum obtained (Borsdorf and Rudolph 2001 ) . These peaks are the result of a different ion chemistry when using high-energy discharges, which is a drawback because the ideal replacement source should lead to the same, well-understood chemical reactions as those obtained with radioactive sources. The first reported pulsed corona discharge (Xu et al. 2001 ) was intended to be used in miniature IMS devices where the small dimensions would not allow storage of a high number of ions, and thus a continuously working corona discharge source would mean a significant loss of ions and waste of resources. This idea of increased efficiency was also the main motivation for Hill and Thomas (2002 and An et al. (2005) , specifically energy efficiency, who described different versions of pulsed corona discharge-based sources in IMS spectrometers.
Characterization of the source
The first pulsed corona discharge was described at the Sixth International Workshop for Ion Mobility Spectrometry in Germany by Clark et al. (1997) . However, the first journal paper describing a pulsed corona discharge was written by Xu et al. (2001) , who used the same source in a later publication (Xu et al. 2003 ) . It consisted of a Ni corona tip with a radius of approximately 25 μ m. Together with the IMS device ' s housing this tip formed a tip-ring configuration. Voltage pulses of 1 -3 kV with a width between 400 ns and 400 μ s were applied with a frequency of 20 Hz. The 2003 article described the same set-up in more detail. The distance between the tip and the ring in that set-up varied from 0.5 mm to 3 mm, but a stable corona discharge required a distance of greater than 1.96 mm. The pulse length varied from 40 ns to 100 μ s. The reported resolving power was 13 (drift tube width 2.5 mm, drift tube length 47 mm; a good resolving power in IMS devices is 40 and better), with a maximum signal-to-noise ratio of 35. Because of the short pulse duration they used no gate (e.g., Bradbury-Nielsen gate) between the reaction region and drift region. The positive mode IMS signal saturated with a pulse width larger than ca. 1.2 μ s, which depended on the corona potential and could be as low as 0.5 μ s. In the negative mode, the signal strength was reduced with longer pulse duration, reaching a reduction of ca. 40 % at a pulse duration of 85 μ s. Hill and Thomas (2002 described another set-up employing a pulsed corona discharge. They used two electrodes 4 mm apart, one 16.5 mm long and one 13 mm long, both having a 3 mm long gold wire as a tip with a diameter of 10 μ m (in 2005: 50 μ m diameter). Instead of single pulses, a sequence of pulses was applied to the electrodes with decaying amplitude. The frequency was 82 kHz, the initial amplitude ca. 2 kV, and the duration of the whole pulse train was approximately 1000 μ s. After the ionization the ions drifted down the 8 cm wide reaction region, and 12 ms after the ionization pulse the ions were injected into the similarly 8 cm long drift tube, which was separated by a Bradbury-Nielsen gate from the reaction region. The resolving power, though not directly reported but obtainable from the published graphs, was 39.
A third set-up has been described by An et al. (2005) . Instead of a point-to-ring configuration, as used by Xu et al. (2001 Xu et al. ( , 2003 , they used a point-to-plane configuration, where a copper electrode of 0.4 mm diameter was located at a distance of 6 mm from a stainless steel mesh electrode of 14 mm diameter. The voltage pulse that created the corona discharge measured 8.5 kV in amplitude and 500 ns in duration, repetition rate 20 Hz. Used in an IMS spectrometer with a 65 mm long drift tube of 40 mm diameter which was not separated by any form of gate from the reaction region, they achieved a resolving power of ca. 21.
Application of the pulsed corona discharge
All three previously described pulsed corona discharge sources were primarily developed in order to replace the standard radioactive source with a non-radioactive one. Corona discharge sources had been found to be a suitable candidate, and using them pulsed should lead to improved energy efficiency. Correspondingly, the sources were investigated regarding their potential of reproducing IMS spectra obtained with radioactive sources. The additional possibilities arising when using pulses of different intensity and duration were only marginally of interest, and the ability to use a time delay between ionization and ion detection to investigate the temporal development of the ions was not part of the studies all. Therefore the first spectra described by Xu et al. (2001 Xu et al. ( , 2003 obtained with the ring-tip configuration showed only the peaks obtained for air, in this case with N 2 as drift gas. Normally, only the RIP should appear in the spectrum, so that a comparison regarding resolving power and peak intensity would be possible. While in the negative mode only one peak was indeed observed, it was two in the positive mode. Besides the RIP ions (protonated water clusters), an additional peak caused by (H 2 O) n (N 2 ) m NH 4 + clusters (n = 0,1; m = 0 -3) appeared, probably because of the drift gas being N 2 ; the presence of NH 4 + is not unusual for RIP ions. However, in the case of continuously operating corona discharge sources it was already known that this source leads to a different set of reactant ions and so also to different ionization mechanisms for the analyte (Eiceman and Karpas 2005 ) . Further investigations by Xu et al. (2001 Xu et al. ( , 2003 concentrated on optimizing the source regarding the applied voltages; dependencies on the pulse width were only investigated to gain some insight into the ionization mechanism.
The challenges of using a corona discharge as a replacement for the radioactive sources arising from of different ionization chemistries was also described by Hill and Thomas (2003) . Especially the production of O 3 when increasing the corona energy and the multitude of related side-reactions required technically challenging stable and reproducible sources; the formation of NO 2 -and NO 3 -related cluster ions and the subsequent quenching of product ions seemed to make the corona discharge in general unsuitable for the negative mode. Therefore they described their twoelectrode set-up which could be used in both positive and negative mode. Their studies then concentrated on showing how well the source performed when recording spectra of ambient air with a subsequent mass-spectrometric analysis of the RIP. The result was that at least in the positive mode the obtained ions are the same as those obtained with a 63 Ni source [although Borsdorf and Rudolph came to a different conclusion 2 years earlier (Borsdorf and Rudolph 2001 ) ], while in the negative mode enough O 2 -ions are obtained to produce analyte ions in sufficient quantities (so leading to a sufficiently strong analyte signal), but the reactant ion chemistry is more complicated with this source than when using 63 Ni because of the presence of NO 3 -in particular. Hill and Thomas subsequently investigated the influence of delaying the extraction of the ions from the reaction region (Hill and Thomas 2005 ) . This was the first time that the additional options which a pulsed source offers (i.e., control over the ionization event in terms of intensity, duration, and delay of ion extraction and detection) were discussed; in previous papers these possibilities were only briefly mentioned because the focus was on establishing if, simply speaking, the pulsed source leads to the same spectra as the radioactive sources. Here it was described how, by varying the delay before the ions are extracted from the reaction region and injected into the drift region, it should be possible to investigate the dynamics and kinetics of the ionization processes. Different parts of the product ions could be selected, which also undergo further equilibration processes during the delay. Hill and Thomas (2005) even speculated that it should be possible to tune a system and thus enhance the selectivity because of this selection of ions. The actual investigation, however, concentrated on using different delays between ionization and ion detection (between 10 and 20 ms; lower delay times were probably not possible because of the large reaction region that had to be crossed drifting, leading to a first separation of ions, before reaching the drift tube) in order to further separate the different ion species and thus to better analyze the formation process with subsequent mass spectrometric analysis.
Also in 2005, An et al. published their study on the development of a short-pulsed corona discharge ionization source for IMS . The main goal was here again using the pulsed corona discharge as a nonradioactive source with low-energy consumption in a miniature IMS device, but with an additional advantage of simplifying the IMS device ' s set-up because no special means were necessary to separate the drift tube from the reaction region (i.e., no electrical or mechanical set-up necessary to extract ion pulses from the extraction region where ions are continuously being produced when using a non-pulsed source) and thus being beneficial regarding miniaturizing IMS devices. The study concentrated on characterizing the source (e.g., influence of peak voltage of the pulse on peak current for different distances between electrode and mesh, and for different electrode diameters), and on the application as an ionization source for IMS, showing an IMS spectrum of acetone and demonstrating the stability of the source (mean signal intensity 2.9 nA with standard deviation of 0.14 nA, mean IMS peak position 8.6 ms with standard deviation of 0.08 ms).
Pulsed electron gun
Although the use of pulsed ionization sources was hypothesized to improve low selectivity in IMS (Hill and Thomas 2005 ) , it was not successfully demonstrated until 5 years later by our group. A number of experiments showed that using a pulsed source and the investigation of the decay of ions in the reaction region offers additional analytical information beyond the reduced mobility, which is the only parameter that can be obtained with standard IMS devices. The electron source used in these experiments was not a pulsed corona discharge, but a pulsed electron gun. Electron guns based on vacuum tubes are known since the 1890s and have experienced various improvements. The challenge in IMS is not producing the electron beams (the internal set-up of electron guns has been for a long time, and still is, a simple glowing filament with a set of electrodes to create a controlled beam of free electrons), but to create an electron beam of sufficient intensity outside the vacuum tube. This requires an exit window that is stable enough to uphold the vacuum inside the tube without leading to a high loss of electrons when they penetrate the window. A suitable device has been developed by (Wieser et al. 1997 ) , which has been applied, for example, in plasma experiments and other analytical chemistry-related applications ( M ü hlberger et al. 2005 ( M ü hlberger et al. , Morozov et al. 2006 ( M ü hlberger et al. , 2008a . The following part describes this source and its application in IMS spectrometers, together with the innovative analysis of IMS signal decay curves.
Characterization of the source
The electron gun used in these experiments is a small glass tube that ends in a source punch of 10 mm dia meter. An exit window for the free electrons produced inside the tube is located at the end of the punch. This window is a 0.5 mm 2 ceramics foil made of 300 nm thick silicon nitride. Electrodes inside the tube allow creating electron beams of up to 12 keV, which are accelerated from the vacuum inside the tube (better than 10 -6 mbar) through the window. After passing the window, the electrons reach a kinetic energy distribution similar to that of a 3 H source. With the help of the accelerating voltage and the electrodes, as well as the voltage supplied to the glowing filament, the intensity of the beam can be varied, so that the obtained IMS signals (e.g., RIP) can achieve a 10-fold increase in their intensity. Signal-to-noise ratios in such a set-up using a standard IMS tube reach 80, the resolving power (5 cm long drift tube not using a gate between the reaction region and drift region, but a weak field in the reaction region during ionization instead) is ca. 40. The electron pulses can be varied regarding their duration from 1 to 100 μ s, and good signals are already obtained with 10 μ s pulses (Gunzer et al. 2010a ).
Application of the pulsed electron gun in IMS
Simple comparison of spectra in the first experiments described in 2010 showed that the pulsed electron gun leads to similar spectra to those obtained with a radioactive ( 3 H) source. The 3 H source leads to free electrons of similar average kinetic energy, so that no additional side-reactions are triggered as, for example, in the case of corona discharges. Measuring the ion signal intensity dependence on the delay time between ionization and ionextraction from the reaction region into the drift region showed that the signal intensity in general decreases with increasing delay time, although also an initial increase and subsequent decay can be observed. Therefore with a certain delay time, certain substances which decay faster can be filtered out, so that only substances which decay more slowly remain in the spectrum (Gunzer et al. 2010b ). The selectivity is thus increased regarding these long-living analytes. A major problem for IMS applications outside controlled conditions is humidity, which has a huge influence on IMS signals because it directly affects the production of analyte ions (as a result of the dependence of the reactant ions on water and water clusters). The normalized decay curves of the RIP, however, showed that humidity might influence the signal intensity, but the decay is independent from humidity levels. Thus not only the selectivity benefits from the pulsed operation, but possibly also the field performance.
A following study concentrated on establishing the influence of different parameters on the RIP ' s decay curve: on the one hand to further explore the possible advantages of the pulsed operation and of the decay curves; on the other hand to help clarify what is responsible for the decay (Baether et al. 2010 ) . Two options seemed possible: gas phase recombination reactions, and collisions with the housing leading to a discharge of the ions. Especially the latter case would mean that the decay curves would offer no additional, orthogonal information, because then the decay would depend on how fast the analyte ions reach the housing, which would depend on their drift velocity inside the reaction region (caused by electric fields which are always present and normally used to prevent an early drift of the ions into the drift region). In a study investigating how the different voltage parameters influence the decay curves, it was shown that increasing the electrical field strength during the delay inside the reaction region leads to a faster decay. Although these fields are very small (3 -15 V/cm), they reduced decay times in the curves by up to twofold. However, a direct, general proportionality of the drift velocity with respect to the electrical field strength could not be calculated from the data; such proportionality is necessary should the drift to the housing be responsible for the decay, because the drift velocity is known to be proportional to the field strength (Eiceman and Karpas 2005 ) . Furthermore, neither the intensity nor duration of the electron pulse had an influence on the decay curve, so the decay characteristic is quite stable with respect to external influences.
The next step was to analyze the decay curves of certain analytes. Two papers concentrated on dimethyl methylphosphonate (DMMP) (Gunzer et al. 2011 ) and toluene diisocyanate (TDI) (Baether et al. 2012a ) . DMMP is well known among the IMS community, since it is a simulant substance for the nerve gas Sarin (GB); because of the importance of IMS for chemical warfare agent detection, DMMP has been investigated in a number of papers (Steiner et al. 2005 , Davis et al. 2009 ). The typical strong analyte signals obtained with standard IMS are also obtained with a pulsed IMS. The decay curves, however, showed a strong dependence on the analyte concentration. With standard IMS, the analyte concentration changes the intensity of the analyte signal, or to be more precise, the ratio of the RIP ' s signal intensity and the analyte ' s signal intensity. Since the analyte is ionized in charge transfer reactions with the reactant ions, the RIP intensity decreases when the analyte ' s intensity increases. The decay curve obtained with the pulsed IMS changed more than just the intensity. It was observed that with lowering the concentration, the decay curve changes from a pure exponential decay, with slower decay towards lower analyte concentrations, to an initial increase followed by an exponential decay after reaching a certain maximum intensity. Lowering the concentration further leads, then, to a lower initial intensity compared to the maximum intensity, to a shift of this maximum intensity towards longer delay times and to a slower decay after reaching the maximum intensity. So lowering the concentration shifts the whole decay curve towards longer delay times. Also, these decay curves decay faster if the strength of an electrical field present during the decay is increased. DMMP is measured in the positive mode of the IMS. Typical for that mode is that not only peaks related to the analyte ions (monomers) are observed, but also peaks formed by symmetric proton-bound analyte dimers (Ewing et al. 1999 , Jazan and Tabrizchi 2009 ). Since the monomers contribute to the dimer formation, there is a complex relationship between these two peaks ' intensities. In general, from a certain analyte concentration on, not only the monomer signal appears but also the dimer signal. Increasing the concentration leads then to a stronger dimer signal and a weaker monomer signal, and from a certain concentration on, only the dimer signal is visible in the spectrum. For DMMP, both signals show the same dependence of the decay curve on the analyte concentration as described before, but the monomer signal needs a much lower concentration to show an initial intensity increase with respect to the delay time instead of a pure exponential decay (Figures 4 and 5 ) . The dimer signal is at these concentrations already shifted to very long decay times, the initial intensity (delay time t = 0 ms) possibly even zero, i.e., only at a longer delay time the dimer signal reappears in the spectrum. The concentration-dependent behavior of the decay strongly supports the assumption that the decay is caused by gas phase recombination reactions, because drift times towards the housing should not be affected by a change of analyte concentration. A further hint towards recombination reactions was also reported in the same paper, showing that the decay behavior of the RIP changed when the general composition of ions in the reaction region was altered by adding 1,2-dibromoethane, which forms negative ions in IMS devices. TDI is, in contrast to DMMP, investigated using the negative mode of the IMS (Brokenshire et al. 1990 , Roehl 1991 . One major consequence is that in this mode no dimer signals are formed, so the relationship between the signal intensities is much simpler. A study concentrating on TDI was conducted in which the main goal was to investigate whether pulsed IMS can be used as a TDI detector regarding the sensitivity (sufficient signal strength at concentrations below 5 ppb required) in combination with the other positive aspects of the decay curves. One major result was that for TDI even at concentrations as low as 2.5 ppb the decay curves show the same behavior as DMMP regarding change of concentration (i.e., shift to longer delay times with lower concentrations) with sufficient signal intensities. Furthermore, again the decay behavior showed almost no dependence on the humidity. Especially in the negative mode humidity and the related water molecules are problematic for IMS measurements, leading to a drastic reduction in signal intensity (Eiceman and Karpas 2005 , Makinen et al. 2011 ) . TDI showed almost no dependence on the humidity in the absolute signal intensities, while phenyl isocyanate, for example, suffered a drastic maximum intensity reduction of 80 % when increasing the humidity from 0 % rh to 50 % rh. However, in the normalized curves, both substances showed almost no influence of the humidity, i.e., the decay itself is only slightly influenced by humidity changes, even if the absolute intensity changes drastically.
Analytical Information extracted from decay curves
TDI and DMMP showed in their decay behavior that more information is available when using the pulsed electron source than just the reduced mobility. Further studies concentrated on these additional parameters obtainable from the decay curves. The dependence of the decay on the analyte concentration seemed particularly interesting, because it addresses one of the main problems in IMS, i.e., not being able to measure quantitatively. In theory, because of the charge transfer reactions between reactant and analyte molecules and the conservation of charge, it should be possible to estimate the analyte concentration from the ratio of the RIP ' s intensity and the intensity of the analyte ' s peak (Garofolo et al. 1996 , Khayamian et al. 2001 , 2006 , Eiceman and Karpas 2005 . In reality, such an approach suffers from great fluctuations in the signals, and variations of up to 25 % have been reported (relative standard deviation for peak areas, see Poziomek and Eiceman 1992 ) . Advanced techniques like specialized statistical approaches or even computer algorithms like artificial neural networks have been applied in order to improve the reliability of extracting the analyte concentration from the peak intensities (Boger and Karpas 1994 , Zheng et al. 1996 , Fraga et al. 2009 ). All of these approaches, however, depend on the quality of data that they are supplied or trained with. Because the decay curves are quite stable with respect to external parameters, and because their decay characteristic depends on the analyte concentration, a study was conducted to determine the details of this dependence on the analyte concentration (Baether et al. 2012b ) . Besides DMMP and TDI, two more substances were investigated, ethanol and ethyl methyl ketone. Only the decay behavior should be used to obtain quantitative information, so decay curves normalized with respect to the maximum intensity were investigated. The results showed that it is indeed possible to extract the analyte concentration from the normalized decay curve, with a precision of better than 5 ppb in all investigated cases regarding signal fluctuations. One restriction is the range over which decay curves allow for the determination of this parameter, which is substance specific (ethanol showed the smallest range with 5 -65 ppb, and ethyl methyl ketone showed the largest with 20 -165 ppb). The range depends on which type of signal is used (in the positive mode: monomer or dimer), and how the information is extracted. If the concentration is low enough, the decay curve has three distinct parts: the initial increase of intensity towards the maximum intensity; the location of the maximum intensity; and the decay after reaching this maximum intensity. Especially the onset of the initial increase, i.e., the relative intensity at a delay time of t = 0 ms, went lower when the concentration was lowered. If the concentration is too high, the decay curve immediately decays exponentially, and then there is no initial increase. If the concentration is too low, the onset of the initial increase remains zero at delay t = 0 ms. The location of the maximum intensity (i.e., its delay time) shifts to longer delay times with lower concentrations, but this shift is not very strong (Figures 4 and 5) . The decay after reaching the maximum is slower with lower concentration. There are two simple possibilities to use these dependencies on the concentration: either observing the delay time necessary to reach a certain intensity ratio; or to observe the intensity ratio at a fixed delay time. Both possibilities have been employed, and especially using the intensity ratio at a fixed delay time t = 0 ms seemed suitable, but it then suffered from the limited concentration range described before. Using a fixed intensity ratio after reaching the maximum intensity, e.g., delay time when the signal intensity dropped to 50 % , also yielded a good parameter to determine the concentration, although the change of this parameter was quite low at higher concentrations. The general observation was that both curves change only little at certain higher concentrations (or not at all anymore in the case of using the intensity at t = 0 ms delay), so this fact determines the upper concentration limit in order to reach a certain precision (in this study, better than 5 ppb). Towards lower concentrations the absolute intensities of the curves become low and thus the error due to fluctuations becomes relatively stronger, and this correspondingly puts the lower concentration limit. But within their ranges these parameters allow for stable concentration estimation that then can support other intensity-based approaches as mentioned before.
Another interesting behavior of the decay curves was observed when mixtures of two substances were analyzed. The original goal was to see if the decay behavior changes and how the substances influence each other. Certain pairs which show monomer and dimer signals have been investigated with different concentrations for each of the partners: ethanol and ethyl methyl ketone, ethyl methyl ketone and DMMP, and DMMP and dimethylformamide. The proton affinities of these substances are 776.4 kJ/ mol (ethanol), 827.3 kJ/mol (ethyl methyl ketone), 898.4 kJ/mol (DMMP) and 887.5 kJ/mol (dimethylformamide). Thus the influence of the proton affinity on the decay behavior should become apparent. The results were that the monomer signals decayed exponentially very fast, in general faster than in the case when only a single substance is present in the IMS device. Furthermore, both monomer signals decayed in a similar fashion. The relative concentration (i.e., higher for the one partner or the other) did not have an influence on this behavior. The dimer signals, however, behaved differently. They decayed much more slowly compared to the monomer signals, or even showed first an increase in intensity and then a decay ( Figure 6 ). As a result of this behavior, it was possible to remove the monomer signals completely from the IMS spectrum with a relatively short delay. The decay itself was influenced by the relative concentration (i.e., was dependent on which partner was present in a higher concentration), but the partner with the higher proton affinity was always the substance with the slowest decay, i.e., with a certain long delay time it was possible to remove all signals from the IMS spectrum except the dimer signal of the partner with the higher proton affinity. This longer decay of the substance with higher proton affinity was furthermore observed by Cochems et al. ( 2012 ) for a mixture of 1-octanol (proton affinity 846. kJ/mol) and DMMP. This influence of the proton affinity is a further hint towards gas phase recombination reactions as the main reason for the signal decay.
It becomes clear that the application of a pulsed electron source and the corresponding recording of the signal . Therefore using the reduced mobility alone for substance identification might lead to misinterpretation. The pulsed operation provides in this case further information, because it allows for a discrimination of monomer and dimer signals, and furthermore to estimate the proton affinity (e.g., if a substance with known proton affinity is investigated together with an unknown substance). In summary, pulsed operation increases the selectivity (i.e., via the delay time certain signals can be filtered out), the identification power (via discrimination of monomer and dimer signals, and allowing for an estimation of the proton affinity) and offers improvement for quantitative measurements in the lower ppb range.
Simplified reaction model
While the initial signal decay led to the assumption that either gas phase recombination reactions or collisions with the housing could be responsible for the decay, its dependence on the concentration and the proton affinity shifted the focus strongly towards accepting recombination reactions as the dominant process. With help of a simple rate constant approach based on basic recombination reactions (involving only positive and negative RIP ions, as well as negative analyte ions) a qualitatively correct signal decay could be mathematically reproduced for the negative mode (TDI, Baether et al. 2012a ) including its dependence on, for example, electrical field strength and analyte concentration. For the positive mode, this model has to be extended by including the dimer formation. The proton-bound dimer is formed by reactions of analyte monomers with neutral analyte molecules and recombines with the negative RIP ions, decomposing into two neutral analyte molecules. The reaction equations for the complete decay become then: 
Taking just the recombination reactions into consideration leads to decay curves which do not reach zero for the dimer. Furthermore, it is difficult to simulate the influence of the electrical field with these equations only. Therefore an additional loss mechanism was introduced. Based on the observation that the signal decay time constant scales nearly linear with the field strength in the reaction region (very well visible for DMMP (Gunzer et al. 2011 ) , for TDI the linearity is less), this loss term was for-
with B being the monomer or dimer ions, and k being k 6 for the monomer and k 7 for the dimer. With these recombinations included here, too, it is possible to simulate the decay for the monomer and dimer ions (after the electron beam has stopped and thus a constant initial amount of RIP ions has been established) qualitatively correctly (Figures 4 and 5) . The calculated monomer curves decay a little too slowly, while the dimer curves decay a little too fast. But the relative similarity of the concentration dependence is clearly visible. The differences occur probably as a result of non-optimal choice of rate constants and initial conditions, e.g., how many monomer ions are already formed during the RIP ions ' ionization process. The goal of this model is, however, not to reach absolute accuracy, but to help determine what is responsible for the signal decay. Together with the experimental facts (and the fact that, with increasing k 6 and k 7 in order to simulate stronger electric fields, a qualitatively correct change of the decay curves towards faster decays is obtained with help of this model) it seems to be evident that the signal decay is indeed based on recombination reactions (but with the role that the electrical field plays in the decay still not fully understood). Thus the parameters obtained from the decay curves are caused by a different effect which is independent from the drift behavior of the analyte ions. These parameters are orthogonal para meters with respect to the reduced mobility, supporting the summary that the amount of analytic information available with pulsed IMS is increased.
Conclusion and outlook
Pulsed electron sources used in ion mobility spectrometry have experienced a drastic change in purpose. Initially only seen as a non-radioactive alternative that uses less energy than a continuously operating source, they (i.e., IMS devices using a pulsed electron gun, since there are no published results of any further development of using the pulsed corona discharge after 2005) now offer improvement regarding the analytical information this detector family can provide. Enhancement in selectivity, improved identification power and quantitative analysis possible in the lower ppb range in addition to the reduced mobility are the benefits that can be obtained with pulsed ion mobility spectrometers by using the decay characteristic of signals, while the standard IMS device offers only the analyte ' s reduced mobility. Therefore the main disadvantages of IMS devices are reduced regarding their performance limitation for field operation. Employing the signal decay characteristic is still in its developmental phase, and further parameters that can be extracted from the signal decay and its dependencies are likely to be found.
The main control parameter when using the signal decay is the delay time between ionization and ion detection. So only the possibility to stop the electron beam at any time is used. However, the electron pulse has more controllable parameters, e.g., duration and intensity. One area yet to be investigated is the behavior of signals when using very short ionization pulses. For the decay behavior the pulse length and intensity were chosen so that a sufficiently strong signal was obtained. Very short ionization pulses could allow for a shift of the chemical reactions from thermodynamic reaction control to kinetic reaction control by just not giving the system enough time to reach the thermodynamic equilibrium. Thus a direct influence on the composition of the reaction product mixture could be possible. This possibility would be beneficial when competing reaction pathways do not allow the detection of a certain analyte in the presence of a certain other analyte. A typical example is the the oil industry, which is a very demanding sector for a large variety of detectors. With standard IMS devices it is very difficult to detect, e.g., benzene in the presence of even smallest amounts of toluene, i.e., toluene would always the dominant signal (because of its proton affinity the charge exchange reactions would finally end with the formation of toluene ions with almost no benzene ions left to be detected). Using a very short electron pulse and immediate extraction of the ions from the reaction region could then possibly lead to a better benzene signal. The pulsed electron beams have already led to significant improvements, but still there are many unknown territories to discover. It remains interesting to see how and which new doors will be opened with the help of pulsed ion mobility spectrometry. 
