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Historically both the spectral theorem for compact normal operators on 
a Hilbert space and the Peter-Weyl theorem grew out of ideas and techniques 
originating from the theory of integral equations. The impetus for the 
present work comes from attempting to show that these two seemingly 
quite different theorems are actually special cases of the same general result. 
In Section 1 we define *-algebras with point spectrum, for which, in the 
case of A*-algebras, we utilize the Gelfand-Naimark representation theorem 
for commutative Banach *-algebras to prove a general type of spectral 
theorem. The classical spectral theorem for compact normal operators 
follows immediately. We further show that the A*-algebras with point 
spectrum are precisely the modular annihilator A*-algebras. In Section 2 we 
define and consider the class of idealed annihilator Banach *-algebras which 
leads us to a generalization of the Peter-Weyl theorem. This work thus 
provides a new proof of the classical Peter-Weyl theorem based on the 
Gelfand-Naimark theorem and at the same time a proof of the spectral 
theorem for compact normal operators which is somewhat different and 
perhaps a bit easier than the usual proofs. 
Notation and terminology. Numbers in brackets refer to the bibliography. 
We consider only algebras over the complex numbers. In general we use the 
definitions and concepts in Rickart’s book [lo]. However, for the Gelfand- 
Naimark representation theorem we use the notation in Hewitt and Ross [6]. 
By a *-algebra we shall always mean an algebra with proper involution, that is, 
XX* = 0 implies x = 0. An A*-algebra is a Banach *-algebra on which is 
defined a second (not necessarily complete) norm 1 * 1 satisfying the B*- 
property: 1 xx* 1 = 1 x I2 for all x. 
The right (left) annihilator of a set M in an algebra A is the set W(M) = 
(x E A: Mx = 0) (Y(M) = (.x E A: XM = 01). For any semi-simple algebra A, 
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W(A) = 9(A) = 0. A modular annihilator algebra is an algebra in which 
9?(M) # 0 (respectively, P(M) # 0) f or any maximal modular left (respec- 
tively, right) ideal M. For basic properties of modular annihilator algebras, 
see [14] and [I]. A topological algebra A is an annihilator algebra if @I) # 0 
(respectively, 9(I) # 0) f or any closed left (right) ideal I f A. A is a 
dual algebra if .9(9%‘(l)) = I f or any closed left ideal I and W(B(J)) = J 
for any closed right ideal J. Annihilator and dual algebras are treated in [lo]. 
A topological algebra A has right (left) pp a roximate units if x is in the closure 
of xA (Ax) for all x in A. rZ has approximate units if it has both left and right 
approximate units. All dual algebras have approximate units [lo, (2.8.3)]. 
H*-algebras [lo, p. 2721 f orm an important class of dual algebras. 
We say a subset M of a ring is orthogonal if uv = vu = 0 for distinct 
u, v EM. We use the abbreviations “sa.” for self-adjoint and “sot R” for the 
socle of a ring R [lo, p. 461. 
We will deal quite frequently with sets on which two different norms are 
defined. For instance, suppose that (I?, /I .il) is a normed space on which is 
defined a second norm 1 . 1. Let (d, 1 * I) be the completion of (B, 1 . I). Then 
by a 11 . ii-dense subset of B, for example, we mean a subset of B which is 
dense in B with respect to the norm II . 11, while for a set S C B, SE denotes 
its closure in the topology induced by 11 . 11 and ,!?A its closure as a subspace 
of (A, I . I). 
1. J*-ALGEBRAS WITH POINT SPECTRUM 
DEFINITION 1.1. A *-algebra A is called a *-algebra with point spectrum 
if for any normal element x E A and any nonzero number )I E Sp(x) we have: 
(i) there exists a self-adjoint minimal idempotent e such that .re = 
ex = Ae; 
(ii) W(rZ(/\ - x)) is the sum of finitely many minimal right ideals of B. 
LEMMA 1.2. Suppose x is an element in a *-aZgebra A. Suppose X, , h, are 
distinct complex numbers and that e, , e2 are ekments of A such that xej = 
e,x = Ajej ( j = 1, 2). Then e,e, = e2e1 = 0. 
Proof. h,e,e, = elxee, = h,e,e, , so since h, # /\s we must have eres = 0. 
THEOREM 1.3. Let (B, I/ . 11) be an A*-algebra with point spectrum and let 
I . 1 be the auxiliary Be-norm. 
Then for every normal element x E B: 
(1) The nonzero spectrum of m is a sequence {XJ having no nonzero limit 
points. 
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(2) There exists a sequence {e,} of mutually orthogonal s.a. idempotents 
in sot B such that W[B(X, - x)] = e,B and P’[(& - x)B] = Be, . 
(3) Each e, # 0 is the sum of finitely many mutually orthogonal s.a. 
minimal idempotents of B. 
(4) Ix-~~=lhnenI-+OasN+co. 
(5) An element in B commutes with both x and x* if and only if it commutes 
with each e, (n 3 1). 
Proof. Let (A, ] . 1) be the completion of (B, 1 * I). We first treat the 
case where A = B, that is, B is a B*-algebra. 
For each h E Sp,(x)\{O} let r,, = {eAa}aEIA be a maximal family of mutually 
orthogonal s.a. minimal idempotents such that xeAs = eA% = AeA6 (/3 ~1~). 
By (i) of Definition 1 .l, each r, is nonempty, and combining (ii) of Definition 
1.1 and [l, Lemma 5.31 we see that each r,+ is a finite set. Also, the elements 
in r = u r,(X E Sp(x)\{O}) are mutually orthogonal by Lemma 1.2. Thus 
the set (1 = (x} u r is a normal subset (i.e., A u /l* is a commutative 
subset). Let N be a maximal normal subset of B containing fl. Recall that 
N is a closed maximal commutative * -subalgebra of B (and hence is itself 
a B*-algebra) such that Sp,(y) = Sp,(y) for all y E fl[lO, (4.1.3)]. 
Let X be the structure space (maximal ideal space) of N, so that N is 
isometrically *-isomorphic to C,(X), the space of continuous complex- 
valued functions on X which “vanish at infinity.” For any y E 1V we denote 
the corresponding element in C,(X) byj. Clearly each 2 (fl E I,, , X E Sp(x)\{O}) 
is the characteristic function of some nonempty subset F,,B of X and Fhfi n 
Ff: = D unless h = x’ and fl = 8’. Furthermore, since eAs is a s.a. idem- 
A 
potent, 2 is a s.a. idempotent, and thus the range of e,,a ’ 1s (0, 1). Hence 
n A 
(e*a)-l ((1)) = FAe is both open and closed in X since e,,a is continuous. Let 
FA = &EIA FA6 and e ,^ = CserA ,\ . e$ Since In is finite, F,, is both open and closed 
/z A 
and e ,^ E C,,(X). Note ae”, = xRelA se,8 = xaEI, eAR = & and similarly 
<,a = Xe ,^ . It is also evident that ae^, agrees with 9 on F,, and is zero elsewhere. 
Fix h E Sp(x)\{O}. Let 6 be the function which agrees with 2 on x\F, and is 
zero on F,, . Again since F,, is both open and closed, 6 E C,,(X). Evidently 
f$$ = $6=0 for all /3~1,, and s=6+hiA. We claim h$range 6: 
if it does, then X E Sp(v), so since any element of N is normal, by hypothesis 
there exists a s.a. minimal idempotent e such that ve = ea = Xe. Then 
hee,8 = eve,,a = 0. Therefore te,,a = e,,ae = 0. Furthermore xe = ve + 
Xe,e = e. But then by the maximality of {e,,B}oE, e = e,,Y for some y E 1A , 
which contradicts ve f 0. Thus A $ range 6, ii other words, P({x}) is 
precisely F,, . Now let F, = S/U FA , where the union is taken over h E 
Sp(x)\(O}. Then m EF~ implies a(m) # X for all X # 0 in Sp(x). But the 
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only numbers in the range of x are those in Sp(x), so ,r is identically zero 
onF,. 
Let XU = X u (u} be the one point compactification of X. Now let F 
be the relation on X,, given by (m, n) EF if and only if a(m) = a(n). Let 
X,/F be the quotient space and q: X,-+X7,/F be the quotient map. Since 
q-l(q(F,)) = FA for all A E Sp(x)\{O) an d since each F,, is open, each q(F,J is 
an isolated point of X,/F. It is clear that .E induces a one-to-one continuous 
map .$ of X,/F onto Sp(x). Since X,/F is compact, N” is a homeomorphism 
and hence we may identify X,/F with Sp(x). Thus every nonzero point of 
Sp(x) is isolated, so Sp(x) is countable: there can only be finitely many 
points in Sp(x) with absolute value greater than l/n, since otherwise the 
compactness of Sp(x) would imply that some nonzero point A in Sp(.lc) is an 
adherent point of a sequence in Sp(.v), contradicting the fact that each such 
point h is isolated. 
Consequently, we may write Sp(x)\{O} as a sequence {A,} converging to 
zero. From now on we denote eAn simply by e, . Since {A,} -+ 0, it is clear that 
the sequence {xtZ, &et} of functions on X converges uniformly to x, so 
wehaveIx--~~,A,el,140asiV~oo. 
To prove assertion (2), suppose y E B is such that &q = Any for some 
positive integer n. Then h,y = -vy = CFL=, hken.y, so e,Jhny) = h,e,,,y for 
every positive integer m since the e, are mutually orthogonal. Then for 
m f n, A,, f An, so &e,y = h,e,y implies e,y = 0. Thus h,y = h,e%y, 
or y = e, y as desired. 
The only item left to prove is (5). Let N, be the subalgebra of C,,(X) 
consisting of all functions which are constant on each FA . Clearly N, is 
isometrically *-isomorphic with C,,(Sp(x)\(O}), the correspondence given by 
fq +-+f for f in C,,(S~(N)\{O)). N o e each iA is in N,, . Since x” separates the t 
points of Sp(.r) and never vanishes on Sp(x)\{O},the complexStone-Weierstrass 
theorem [6, p. 151, footnote l(d)] says that every function in C,(Sp(x)\{O}) 
is the limit of polynomials in .$ and .$*, where the latter function is the map 
induced by +Z* on Sp(x)\{O}. In particular, e; is the limit of polynomials in 2 
and P*, and so eA is the limit of polynomials in x.and x*. (5) follows im- 
mediately. 
We now turn to the general case where the completion (A, 1 * I) of (B, 1 * I) 
may properly include B. We may adapt the proof given above as follows. In 
this case, we know that the map x -+ 2 is an algebraic isomorphism of N 
into (but perhaps not onto) C,,(X) and furthermore that the supremum 
norm 11 *IIU on C,(X) is given by Ilfll, = lim,,, Ilf” Illln for all f E N. Now, 
lim,,, l/f” Il1/n is the spectral radius off in B and it follows immediately 
from (i) of Definition 1.1 that this is the same as the spectral radius offin A, 
which is precisely lim,,, ) fn Iiln = 1 f 1 since A is a B*-algebra. Thus 
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Ilfll, = Ifl forfeN as d esired. The only thing lacking now is that x + 4 
may not be onto. We need this property at exactly one point in the proof 
above, namely, to assert that there exists an element Ed E B such that 6 is 
the function which agrees with 2 on X\F,, and is zero elsewhere. Since X, is 
the one point compactification of X, it is the structure space of the algebra 
N, obtained from N by adjoining a unit. Now, X,\F,, is open, closed, and 
compact, so by a theorem of silov [lo, (3.6.3)], there is an element w E N, 
such that ti E C(X,) is the characteristic function of WF, . Then clearly 
8R = 6, so wx, which is in N since N is an ideal of N, , is the desired element 
ZJ. Consequently the argument used for the B*-algebra case provides a proof 
for the general case when modified as indicated. 
Remark. Theorem 1.3 is similar to [2, Theorem 3.31. The proof given 
in [2] uses a theorem of Kaplansky [7] to transfer the spectral theorem for 
compact normal operators on a Hilbert space back to the given modular 
annihilator algebra. This, however, would defeat our purpose of proving 
both the spectral theorem and the Peter-Weyl theorem from the same line 
of ideas. 
Using only the basic definitions and elementary properties it is quite 
easy to prove that the algebra of compact operators on a Hilbert space is 
a B*-algebra with point spectrum; see, e.g. [5, Problems 140-1411. Then we 
may apply Theorem 1.3 (actually the first part of the proof will suffice) to 
obtain the classical spectral theorem for compact normal operators on a 
Hilbert space. 
We should point out that the rather deep theorem of !%lov used in the 
above proof may be avoided by utilizing a long series of elementary lemmas. 
This is done in [ll, Chap. 21, but we have here used the above proof because 
it is more direct. 
We are now in a position to give the following characterization, which is an 
extension of [2, Theorem 3.31. 
THEOREM 1.4. Let (B, 11 -11) b e an A*-algebra with auxiliary B*-norm I * 1. 
Then the following are equivalent; 
(1) Bisa *-algebra with point spectrum; 
(2) every normal element x in B has a “spectral expansion” as described 
in (l)-(5) of Theorem 1.3; 
(3) sot B is dense in B in the twrm I * I; 
(4) B is a modular annihilator algebra. 
Proof. (1) implies (2) by Theorem 1.3. (2) implies (3) since all the e, 
of (2) of Theorem 1.3 are in sot B by (3) of that same theorem. (3) implies 
514 DENNIS WILDFOGEL 
(4): as shown in the proof of the general case of Theorem 1.3, Q(X) = j x 1 
for all x E B, where Q(X) denotes the spectral radius of x in B. This equality 
implies that the set of quasi-regular elements in (B, 1 . I) is open [15, Lemma 
2.11 which is enough to guarantee that the maximal modular right and left 
ideals of B are closed in the 1 . I-topology (as a check of the proof of [lo, 
(2.1.3)] will show). Since sot B is 1 I-dense in B, no maximal modular right 
or left ideal can contain sot B, so by [14, Lemma 3.31 B is a modular anni- 
hilator algebra. 
Finally, since any A *-algebra is semisimple [ 10, (4.1.19)], (4) implies (1) 
by [2, Lemma 2.1 and Prop. 2.41. 
2. ANNIHILATOR BANACH *-ALGEBRAS 
Every semi-simple annihilator Banach *-algebra has a (not necessarily 
complete) B*-norm defined on it. This is an immediate consequence of a 
well-known theorem of Yood (see [IO, (4.10.4)] or [ 13, Theorem 5.21). In 
fact this B*-norm is unique [3, (1.3)]. Th us we make the following definition. 
DEFINITION 2.1. Let (B, 11 .I]) be a semisimple annihilator Banach 
*-algebra. We call the unique B*-norm 1 . / defined on B the associated 
B*-norm, or simply the associated norm. The completion (A, 1 . 1) of (B, 1 * 1) 
is called the associated B*-algebra. (A, / . 1) is of course a B*-algebra containing 
B as a dense * -subalgebra. We make note of the fact that by [lo, (4.1.16)] 
there exists a constant p > 0 such that 1 .r 1 <p [I x 11 for all x E B; con- 
sequently WE C fV4 for any set NC B. 
Note that by Theorem 1.4, Theorem 1.3 is valid for any semisimple 
annihilator Banach *-algebra. 
We will have use for the next proposition shortly. 
PROPOSITION 2.2. The associated B*-algebra (A, 1 . 1) of a semisimple 
annihilator Banach *-algebra (B, Ij .il) is itself an annihilator algebra, and 
thus a dual algebra. 
Proof. We first show that sot A is dense in A. Suppose that e is a minimal 
idempotent in the algebra B. We claim that e is also a minimal idempotent 
in the algebra A: {he} = eBe C e.4e = eB”e C eBe” = {%}A = {Ae}, where 
X runs over the complex numbers. Thus eAe = {Xe: X complex} and so e 
is indeed a minimal idempotent in A. Thus sot B C sot A, so since the 
socle of any modular annihilator A*-algebra is dense in the auxiliary norm 
-- 
(Theorem 1.4) we have B = sot B” C sot iZA C 3 and thus A = BA C 
sot AA CA, showing A = sot -4.4 as required. Now, since the maximal 
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modular right (left) ideals in the Banach algebra A are closed, and since the 
socle is dense, no such ideal can contain the socle. Then by [14, Lemma 3.31 
every maximal modular right (left) ideal has a nonzero left (right) annihilator. 
Since in a I?*-algebra every closed right (left) ideal is contained in a maximal 
modular right (left) ideal [4, Theorem 2.9.51, ,4 is an annihilator algebra, 
and thus a dual algebra [lo, (4.10.10)]. 
We turn now towards establishing an abstract version of the Peter-Weyl 
theorem which is valid for a cIass of annihilator algebras whose characteristic 
property is foreshadowed by the following proposition. 
PROPOSITION 2.3. Let (A, 1 . I) b e a Banach algebra and let B be a dense 
subalgebra which is a Banach space in some norm I/ . 11. If there exists an M > 0 
such that 1 f 1 < M 11 f 11 for all f E B, then the following are equivalent: 
(1) B is a left ideal in A; 
(2) There exists a C > 0 such that 
llfgll d C I f  I Ilgll forallf,g~B. 
The proof is straightforward; see [I 1, Theorem 7.91. 
For the case in which we will be interested the above proposition yields 
the following: 
COROLLARY 2.4. Let (B, 11 * 11) be a semisimple annihilator Banach *-ulgebru 
and let (A, j . I) be the associated B*-algebra. Then the following are equivalent: 
(1) B is a left ideal in A; 
(2) B is a *-ideal in A; 
(3) There exists a C > 0 such that 
llfgll G c I f  I Ilgll 
and 
llfg II < c Ilf II I g I 
for all f ,  g E B; 
(4) There exists a C > 0 such that 
Proof. (2) implies (3) and (4) implies (1) follows from Proposition 2.3 
(and its “right-hand” version), which applies since If / < M II f  11 (for some 
M > 0 and all f  E B) as pointed out at the end of Definition 2.1. 
(3) implies (4) is immediate. 
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To see (1) implies (2), note that since B is a *-subalgebra of A, if we assume 
B is a left ideal in A it must also be a right ideal: if x E B and y E A, 
then x* E B* = B, so y*x* E B since B is a left ideal, and finally 
xy = (y*x*)* E B* = B. 
DEFINITION 2.5. A semisimple annihilator Banach *-algebra satisfying 
any (and hence all) of the equivalent conditions of Corollary 2.4 is called 
idealed. 
The next theorem contains some further characterizations of idealed 
annihilator algebras. 
THEOREM 2.6. Let (B, 11 . 11) be a semisimple annihilator Banach *-algebra. 
Let (A, 1 . I) be the associated B*-algebra and let 11 x II1 = sup,,,,,=r I/ my II for 
all x E B. 
Then the following are equivalent: 
(1) There exists a positive K such that 
II x IIf < K II xx* III for all s E II; 
(2) The norms II * /jl and I * I are equivalent MZ B. In fact, there is a 
positive number W such that 
/xl <llx~ll<Wlxl forall XEB; 
(3) B is idealed. 
Proof. (1) implies (3). For any x in B we have 
II x lI;“+1 < (K 11 XX* (/J2” = K’” II xx* 11;” 
< P”(K 11(xX*)” &)2”-* 
d WI3 ll(~x*)2’ III where W,, is a power of K. 
Therefore 
Let (A,, 11 . III) be the completion of (B, II . III). From (i) of Definition 1.1 
it is immediate that Sp,(xx*) = Sp,(xx*) = Sp,*(xx*) and so the spectral 
radius of XX* in A, , which is precisely lim,,, ~I(xx*)~” l\~/2n, is equal to 
spectral radius of XX* in A, which is precisely 1 xx* I = I s 12. Therefore 
(9 11411 G Wlxl where w = 14y”. 
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Now, by the definition of // . /Ii , ]I ~(y/lj y ~~)~~ < (I x II1 for all y E B so jl xy II < 
/j x II1 I/y 11 for all y E B, and finally, by (i) 11 xy I/ < W / x I II y 11, that is, B is 
idealed. 
(3) implies (2): Supp ose B is idealed, so that 11 .~y 11 < W I x j 11 y II for 
some TV > 0 and all X, y E B. Then 
(ii) IlxlJ,=supIIxy(IdWl~l for all x E B. 
ll1Jll=l 
Again let (A, II * 1ji) be the completion of (B, jj . II,). By (ii) the inclusion map 
(B, 1. I) + (B, 11 * II,) is continuous and so may be extended to a homomorphism 
(A, 1 . I) +t (-4, // . ljl). Let K be the kernel of K. Then K n B = 0, so 
since K and B are 2-sided ideals (B by the definition of idealed) implies 
KB C K n B, we must have KB = 0. But then by the continuity of multi- 
plication KA = 0; in particular, for any x E K, XX* = 0, so x = 0 and thus 
K = 0, i.e., k is an algebra isomorphism. Thus we may consider (1 . j/r as a 
norm defined on (A, I . I). Then by [IO, (4X4)] 1 x I < I/ x [I1 for all x E -4. 
Combined with (ii) this yields statement (2). 
(2) implies (1): II x //* < W2 I x j2 = W / xx* I < W // x:x* II1 . 
EXAMPLE 2.7. Recall that an H*-algebra (H, 11 . 11) is a Banach *-algebra 
(with proper involution) on which is defined an inner product, denoted by 
(f, g) forf, g E H, such that l]fil” = (f, f), so that H is a Hilbert space, and 
(1) (fg, 4 = (f, kg*) = (g, f*h) for all f, g, h 6 H. 
Any H*-algebra is a semisimple annihilator Banach *-algebra (see, e.g., [9, 
p. 3311). Each f E H induces a linear map L, : H + H given by L,(g) = fg for all 
g E H. Sincell L,(g)11 = II fgll < II f II II g ]I it is clear that the map f + L, is an iso- 
morphism (since zero is the only annihilator of H) of H onto a subset of the 
bounded operators on the Hilbert space H. This is in fact a *-isomorphism 
since (fg, h) = (g, f *h) for any f, g, h E H. Thus H can be made into a 
normed algebra with the norm 1 f 1 = / L, I, where 1 L, I is the usual operator 
norm for L, . Clearly I * 1 is the unique B*-norm on H. By the meaning of 
operator norm, 11 fg II < 1 f 1 /I g 11. Hence H is idealed. 
EXAMPLE 2.8. Let G be a compact group. L2(G), the convolution algebra 
of all square-integrable (with respect to Haar measure) complex-valued 
functions on G, is an H*-algebra [8, p. 1561. Then by Example 2.7, L2(G) 
is idealed. 
EXAMPLE 2.9. Clearly any annihilator B*-algebra is idealed. 
In particular, since by one of the remarks following Theorem 1.3 the 
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B*-algebra of all compact operators on a given Hilbert space is an annihilator 
algebra, it is idealed. 
It is well-known that li*-algebras and annihilator B*-algebras are dual 
algebras. It is no accident that both our examples of idealed annihilator 
algebras are dual, as the following proposition shows. 
PROPOSITION 2.10. Let (B, 11 . 11) be a semisimple annihilator Banach - 
*-algebra Gth approximate units, i.e ., s E BX n 3 for all x E B. Zf (B, [I . II) 
is idealed, then it is dual. 
Proof. By Proposition 2.2 the associated B*-algebra A is dual. Since a 
B*-algebra always has approximate units [lo, (4.8.14)], B is dual since 
(B, A) is a D-algebra and A is dual; see [12, Theor. 3.11. 
THEOREM 2.11. Let (A, / . I) b e an annihilator B*-algebra. Then for any f E A there exists a sequence {u,J of mutually orthogonal s.a. minimal idempotents 
such that 
Proof. ff* is a normal element in A so by Thsorem 1.3 there exists a 
sequence (A,} of complex numbers and a sequence {e,} of mutually orthogonal 
s.a. idempotents such that 
(i) ff*e, = e,ff * = Anen for all n > 1; 
(ii) each e, is the sum of finitely many mutually orthogonal s.a. 
minimal idempotents em,..., ezn ; 
(iii) If/* - xr=‘=, Anen / --f 0 as N+ co. 
But notice 
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using (i) and the fact that enff*e, = hnenem = Anen if n = m and 0 
otherwise. Thus 
If- $J enf12=1f*- 5 h,e,/-O as N-tc0. 
n=1 n=1 
The proof is completed by taking the sequence {uk} to be the sequence 
ell, ezl ,..., e’p, , e, 2 ,..., e2,, , 3 e, ,.. , . 
Whereas the spectral theorem for annihilator Banach *-algebras (Theorem 
1.3) refers to the associated norm, the theorem below is a spectral theorem 
(at least for “positive” elements) referring to the given norm. 
THEOREM 2.12. Let (B, 11 . 11) be an idealed semisimple annihilator Banach 
*-algebra. Given f  E B there exists a sequence of numbers {A,} converging to zero 
and a corresponding sequence {e,} of mutually orthogonal s.a. idempotents such 
that 
(1) f f  *e, = e,ff * = Anen for all 71 3 1; 
(2) Ilff* -12L~nenIl+Oa~~+~; 
(3) each e, is the sum of Jinitely many mutually orthogonal s.a. minimal 
idempotents of B. 
Proof. Since f f  * is normal Theorem 1.3 yields all the desired information 
except in place of (2) it says that 
(i) /a* - 5 Xnen ) + 0 as N-t cc 
.?Z=l 
where 1 . / is the associated norm. By Corollary 2.4, since B is idealed there 
exists a positive number C such that 
II gh II < C I g I II h II for all g, h E B. 
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But as in the proof of Theorem 2.11, (i) implies 
Hence 
completing the proof. 
THEOREM 2.13 (Generalized Peter-Weyl Theorem). Let (B, /I . 11) be an 
idealed semisimple annihilator Banach *-algebra. Then given any N E B there 
exists a sequence (e,} of mutually orthogonal s.a. minimal idempotents uch that 
!I 
N 
.y - 1 e,x -0 
II 
as N-t cx;. 
11=1 
Proof. First note that B” r) sot B: i fy E sot B, then y  is in e,B + ... + e,B 
for some set (e,> of s.a. minimal idempotents. But by [2, Lemma 2.31 there 
exists a s.a. idempotent e such that e,B + ... + e,B = eB. Thus sot B C B2. 
Since B is an annihilator algebra sot B is 11 . II-dense in B; thus B2 is also 
// . II-dense in B. Consequently, if (A, 1 . I) d enotes the associated B*-algebra 
then rlB is ~1 . II-dense in B. Now, since the B*-algebra (A, 1 . 1) has a bounded 
approximate identity [lo, (4.8.14)], we may apply the generalization of 
Cohen’s factorization theorem given in [6, (32.22)] to conclude that AB = B. 
Now let x be any element in B. Then there exists an a E A and b E B 
such that s = ab. We know by Theorem 2.11 that there exists a sequence 
{e,> of mutually orthogonal s.a. minimal idempotents of A such that 
I 
N 
a - z e,a + 0 as N-t ‘xl. 
n=1 
Then using Corollary 2.4 
t:; C a - f e,a 1 // b [j ---f 0 
n=1 
as N-, c0. Every idempotent of A is in B (see the appendix). Then any 
minimal idempotent e of A is a minimal idempotent of B since 
-- 
{Ae) = eA4e = eBe C eBe C eAe = {Ae} 
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implies eBe = {Xe} (where h runs over the complex numbers). In particular 
each of the e, is a s.a. minimal idempotent of B and the proof is complete. 
We should point out that with the aid of Theorem 2.12, Theorem 2.13 
may be proved for the case of H*-Algebras (which includes the classical case) 
by a laborious but elementary computation and thus without the use of the 
Cohen factorization theorem; see [ll, Theorem 3.141. 
We next make use of Theorem 2.13 to improve Proposition 2.10 and 
consequently to expand the well-known result that annihilator B*-algebras 
are dual. 
THEOREM 2.14. Any idealed semisimple annihilator Banach *-algebra B 
is dual. 
Proof. By the generalized Peter-Weyl theorem, given any x E B we have 
x = xz=:=, xe, for some e, in B. Thus x E aa. Also, x E &* by the obvious 
“right-hand” analog of Theorem 2.13. Then by Proposition 2.10 B is dual. 
In [3, Theorem 3.51 Barnes gives some sufficient conditions for a subalgebra 
of an annihilator algebra to be dual. We can sharpen this theorem by the 
use of Theorem 2.13 as follows. 
THEOREM 2.15. Assume that A is a semisimple annihilator Banach *- 
algebra zuith associated norm / . /. Let B be a *-subalgebra of 9 such that B is a 
Banach *-algebra in a norm 11 . jl which has theproperty that 11 uw 11 :< K/j v 11 / II I 
for all u, zv E B and some fixed positive number K. If B2 is I/ . II-dense in B then 
B is dual. 
Proof. By [3, Theorem 3.51 (B, 11 . 11) is an annihilator algebra. The 
hypotheses then clearly imply that B is idealed, so it is dual by Theorem 2.14. 
WTe conclude this section by justifying calling Theorem 2.13 the generalized 
Peter-Weyl theorem by indicating briefly how to derive from it the classical 
Peter-Weyl theorem which asserts that the coordinate functions of the 
continuous irreducible unitary representations of a compact group G are 
dense in L2(G). Only elementary facts about topological groups and their 
representations are necessary for this derivation; details may be found in 
[I 1, Chap. 41. 
Let G be a compact topological group and let e be a s.a. idempotent in 
L?(G). For notational convenience we will often denote Lz(G) simply by -1. 
Since e-4 is closed it is itself a Hilbert space. For any g E e-4 and any a E G 
we have g,, E eil [8, p. 1251, where g,(x) = g(xa) for all x E G. We thus 
obtain a homomorphism De from G into the linear transformations of ed, 
namely, De(a)(g) = g, . De is a continuous representation of G by unitary 
operators on a Hilbert space. Furthermore, De is irreducible if and only if e 
is a minimal idempotent. 
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Given any s.a. minimal idempotent e, eA is a finite dimensional Hilbert 
space [8, p. 1561 and so we may identify the linear operator De on e=;2 with 
an n by n complex matrix (Dt) for some positive integer n. The Drj are 
continuous functions on G and are called the coordinate functions of De. 
Given any f EL2(G) and any E > 0, by Theorem 2.13 we can choose a 
finite set e, ,..., eN of s.a. minimal idempotents of L2(G) such that 
N 
llf - ef II2 < 5 where e = 1 e,. 
k=l 
For each k = l,..., N let D(“) be the representation constructed via e,; as 
above. A straightforward computation shows that ef is a linear combination 
of the coordinate functions of any maximal set of inequivalent representations 
among D(l),..., . D(“) Thus the set of all coordinate functions of any complete 
set of inequivalent irreducible unitary representations on G is dense in L2(G). 
This result contains the essence of the Peter-Weyl theorem. In fact, we 
may now easily derive the full Peter-Weyl theorem as stated in [6, (27.40) 
and (27.39)J. 
APPENDIX 
It was mentioned (without proof) in the proof of Theorem 2.13 that given 
any idempotent e in the associated algebra A of some idealed annihilator 
Banach *-algebra B, e must actually be in B. The proof has been saved for 
this appendix because this rather curious result has another application: 
it makes it possible to derive Theorem 1.3, the “spectral expansion theorem,” 
for the case of an idealed annihilator Banach *-algebra in a very simple 
manner from the annihilator B*-algebra case. Thus for the case of idealed 
annihilator Banach *-algebras the theorem of Silov used in the second part 
of the proof of Theorem 1.3 may be easily avoided. 
LEMMA A.l. -4ny idempotent e in a semisimple annihilator Banach algebra 
-4 is in the socle of A. 
Proof. Evidently 5 = e + sot A is an idempotent in A/sot A. Since sot -4 
is dense in A, A/sot A is a radical algebra and so every element in A/sot A is 
quasi-regular. In particular, there exists an s E A/sot A such that 
B + s - z = 0. Multiplying by c yields c2 + z - e2i = 0, so d = 0 and 
thuseEsocA. 
LEMMA A.2. Let A be a semisimple topological algebra with right approxi- 
mate units and let B be a dense two-sided ideal in A. Then sot A C B. 
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Proof. Since every element in sot A may be written in the form 
Vl + ... + enan , where the ei are minimal idempotents in A and the ai 
are arbitrary elements in A (i = l,..., n), it will suffice to show that any 
minimal idempotent e in A is actually contained in B. Since eA n B is a 
right ideal of A contained in eA, by the minimality of eA either eA n B = 0 
or eA n B = eA. In the latter case, e = e2 E eA n B, as desired. The former 
case cannot occur, as the following reasoning shows. Denote e-4 by J. x E xA 
for all x E -4 implies J C p. Since / is a right ideal and B a left ideal we have -- - -- 
JBCJnB.ThusJA=JBC]BCJnBCf=]so]CJ.4CJnBCJ. -- 
This forces 1 = J n B. 
Since any B*-algebra has approximate units [lo, (4.8.14)], we may combine 
the above lemmas to prove the following proposition. 
PROPOSITION A.3. Let A be an annihilator B*-algebra and let B be a dense 
two-sided ideal in A. izny idempotent e E A is contained in B. 
Now, let B be an idealed annihilator Banach *-algebra with associated 
B*-algebra A. According to the first half of the proof of Theorem 1.3, any 
normal element x E B has a “spectral expansion” as an element of A. By 
Proposition A.3, the “spectral projections” of Theorem 1.3 (2) are actually 
in B. Furthermore, by the reasoning in the proof of Theorem 2.13 the 
minimal idempotents of Theorem 1.3 (3) are actually minimal in B. 
Thus Theorem 1.3 holds for A. 
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