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Intersection joins over interval data are relevant in spatial and
temporal data settings. A set of intervals join if their intersection is
non-empty. In case of point intervals, the intersection join becomes
the standard equality join.
We establish the complexity of Boolean conjunctive queries with
intersection joins by a many-one equivalence to disjunctions of
Boolean conjunctive queries with equality joins. The complexity of
any query with intersection joins is that of the hardest query with
equality joins in the disjunction exhibited by our equivalence. This
is captured by a new width measure called the IJ-width.
We also introduce a new syntactic notion of acyclicity called
iota-acyclicity to characterise the class of Boolean queries with
intersection joins that admit linear time computation modulo a
poly-logarithmic factor in the data size. Iota-acyclicity is for inter-
section joins what alpha-acyclicity is for equality joins. It strictly
sits between gamma-acyclicity and Berge-acyclicity. The intersec-
tion join queries that are not iota-acyclic are at least as hard as
the Boolean triangle query with equality joins, which is widely
considered not computable in linear time.
1 INTRODUCTION
Interval data is common in spatial and temporal databases and
calls for new types of joins and join evaluation algorithms. One
important type of joins on intervals is the intersection join: A set
of intervals join if their intersection is non-empty. In case of point
intervals, the intersection join becomes the classical equality join.
This paper establishes the complexity of Boolean conjunctive
queries with intersection joins (denoted by IJ). Whereas the com-
plexity of Boolean conjunctive queries with equality joins (de-
noted by EJ) has been extensively investigated in the literature
by, e.g., Marx [27] and Abo Khamis et al. [5], the complexity of the
more general IJ queries remained open for decades.
The key tool aiding our investigation is a many-one equivalence
of any IJ query to a disjunction of EJ queries. It uses a forward
reduction (IJ-to-EJ) and a backward reduction (EJ-to-IJ), cf. Figure 1.
The forward reduction takes an IJ query 𝑄 and a database D,
whose values are intervals. It then reduces 𝑄 to a disjunction of
(incomparable) EJ queries, all over the same database D̃, whose
values are numbers represented as bitstrings. Both the number and
size of generated EJ queries only depend on the structure of 𝑄 , and
the size of D̃ is within a poly-logarithmic factor from the size of
D. This forward reduction enables us to use any algorithms and











Forward reduction (Thm. 4.12)
|D̃| = 𝑂 ( |D| · polylog( |D|))
(?̃?𝑖 , D̃2)(𝑄,D2)
Backward reduction (Thm. 5.1)
|D2 | = 𝑂 ( |D̃2 |)
Figure 1: Forward and backward reductions from Sections 4
and 5 respectively.
for the IJ query 𝑄 as well. Specifically, 𝑄 is upper bounded by the
maximum upper bound among the generated EJ queries.
The backward reduction takes an EJ query ?̃?𝑖 , whose structure
(hypergraph) matches that of one of the queries obtained by the
forward reduction of the IJ query 𝑄 , and an arbitrary database D̃2,
whose values are numbers that can be chosen independently from
D̃ and D in the forward reduction. It then reduces ?̃?𝑖 to an IJ query
𝑄 whose structure matches that of the original IJ query 𝑄 , and
reduces D̃2 to some database D2 with intervals and size 𝑂 ( |D̃2 |).
The backward reduction shows that we can use any lower bounds
(i.e. hardness results) on any one of the EJ queries ?̃?𝑖 constructed by
the forward reduction as lower bounds on the IJ query 𝑄 . Together
with the upper bounds, this implies that the IJ query 𝑄 is precisely
at the same hardness level as the hardest EJ query ?̃?𝑖 . Therefore,
our forward reduction produces an optimal solution to the IJ query
𝑄 given optimal solutions to the EJ queries ?̃?𝑖 .
The quest for the optimality of EJ computation has a long history.
The submodular width has been recently established as an optimal-
ity yardstick for EJ computation [5, 27]. Let BCQ(C) be the decision
problem: Given an EJ query𝑄 ∈ C and a databaseD, check whether
𝑄 (D) is true. This problem is fixed-parameter tractable (FPT; with
parameter the query size |𝑄 |) if there is an algorithm solving every
C-instance in time 𝑓 ( |𝑄 |) · |D|𝑑 for some fixed constant 𝑑 and any
computable function 𝑓 . The problem BCQ(C) is FPT if and only if
every 𝑄 ∈ C has bounded submodular width [27].
A natural question is then what would be an optimality yardstick
for IJ computation. We settle this question with a new width notion
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of the EJ queries obtained by our forward reduction. Any IJ query
𝑄 can then be computed in time 𝑂 (𝑁𝑤polylog 𝑁 ), where 𝑁 is the
size of the input database and𝑤 is the ij-width of 𝑄 . Each EJ query
created by our forward reduction is computed over databases of
size 𝑂 (𝑁polylog 𝑁 ) and in time 𝑂 (𝑁𝑤polylog 𝑁 ).
The relationship between the complexities of IJ and EJ is non-
trivial. In general, IJ queries are, as expected, more expensive than
their EJ counterparts. There are simple 𝛼-acyclic IJ queries whose
complexity is on par with that of cyclic EJ queries. Consider the EJ
counterparts of IJ queries, where we replace the intersection joins
by equality joins. The triangle IJ query has ij-width 3/2 (Section 1.1),
which matches the submodular width of the EJ triangle query. Yet
for the IJ Loomis Whitney query with four variables, the ij-width
is 5/3 while the EJ counterpart has submodular width 4/3.
This raises the question of what is the natural counterpart of
𝛼-acyclic EJ queries, which are known to be the linear-time com-
putable EJ queries [38]. We introduce an acyclicity notion called
iota (]) that syntactically characterises the class of IJ queries com-
putable in linear time (modulo a polylog factor): An IJ query is
]-acyclic if and only if the incidence graph of its hypergraph does
not have Berge cycles of length strictly greater than two. Our for-
ward reduction maps ]-acyclic IJ queries to equivalent disjunctions
of 𝛼-acyclic EJ queries, so by definition the ij-width of any ]-acyclic
IJ query is one. Iota-acyclicity implies 𝛾-acyclicity and is implied
by Berge-acyclicity. The IJ queries that are not ]-acyclic are at least
as hard as the EJ triangle query, which is widely considered not
computable in linear time (based on the 3SUM conjecture) [32].
]-acyclicity is thus for IJ queries what 𝛼-acyclicity is for EJ queries.
An intersection join can also be rewritten into equivalent dis-
junctions of inequality joins, which can then be evaluated using
the FAQ-AI algorithm [2]. We show that at least for a number of IJ
queries, this alternative approach comes with a higher complexity
than our approach. In particular, the exponents in the time complex-
ity attained by FAQ-AI for the IJ triangle, Loomis-Whitney four, and
the clique-four queries are: 2, 2, and respectively 3. The ij-widths
for these queries are: 3/2, 5/3, and respectively 2. See Table 1 in
Appendix F.
1.1 Example: The Triangle Query
We introduce our approach using the Boolean triangle query, where
each join is an intersection join:
𝑄△ = 𝑅( [𝐴], [𝐵]) ∧ 𝑆 ( [𝐵], [𝐶]) ∧𝑇 ( [𝐴], [𝐶])
Brackets denote interval variables ranging over intervals with
real-valued endpoints. The two occurrences of [𝐴] in the query
denote an intersection join on𝐴. An equality join on𝐴 is expressed
using the variable 𝐴 without brackets.
A common approach first joins two of the three relations and
then joins this intermediate result with the third relation. The
first join can take 𝑂 (𝑁 2), where 𝑁 is the size of each relation.
Appendix F.1 shows that an equivalent encoding of 𝑄△ using in-
equality joins can be computed in time 𝑂 (𝑁 2 log3 𝑁 ) using FAQ-
AI [2]. Instead, we can compute 𝑄△ in time 𝑂 (𝑁 3/2 log3 𝑁 ), i.e.,
ijw(𝑄△) = 3/2, which matches the complexity of the EJ triangle
query (modulo polylog factor).
Our approach is based on a decomposition of the tensor repre-
senting an intersection join. To decompose it, we map each input
interval to nodes in a segment tree; these nodes represent intervals
called segments that disjointly partition the input interval. The
problem of checking whether𝑚 input intervals intersect becomes
the problem of finding a tuple of𝑚 nodes, one per input interval,
that lie along the same root-to-leaf path in the segment tree.
In the particular case of 𝑄△ , we construct a segment tree for
the intervals of each of the three intersection join variables, where
the nodes in the segment tree represent disjoint intervals, called
segments, that cover the entire range from the smallest to the largest
value: This construction takes 𝑂 (𝑁 log𝑁 ) time for 𝑂 (𝑁 ) input
intervals, the segment tree has depth 𝑂 (log𝑁 ), and each interval
can be expressed as the disjoint union of at most𝑂 (log𝑁 ) segments.
Instead of directly checking the non-empty intersection of two
input intervals in case of a two-way intersection join, we check
whether the intervals cover (not necessarily distinct) segments
that lie along the same path in the segment tree. This is because a
segment includes the segments below it in the segment tree.
This reduction of an𝑚-way intersection join to interval inclu-
sion checks comes with a blowup that depends logarithmically on
the input data size and exponentially in𝑚. The𝑚 intervals may
cover different segments along the same root-to-leaf path of length
log𝑁 in the segment tree, so we need to consider all possible per-
mutations of the𝑚 nodes along this path. Yet each permutation can
be expressed using equality joins! For this, we encode each node in
the segment tree as a bitstring: the empty string represents the root,
the strings "0" and "1" represent the left and right child respectively,
the strings "00" and "01" represent the left and right child of the
"0" respectively, and so on. Given two nodes 𝑛1 and 𝑛2, where 𝑛1 is
an ancestor of 𝑛2, the bitstring for 𝑛1 is then a prefix of that for 𝑛2.
We can capture this relationship in a query with equality joins: We
use one variable 𝐴1 to stand for the bitstring for 𝑛1, which is also
a prefix of the bitstring for 𝑛2, and 𝐴2 to stand for the remaining
bitstring for 𝑛2.
We thus decompose 𝑄△ into the disjunction ?̃?△ =
∨
𝑖∈[8] ?̃?𝑖 of
the following EJ queries:
?̃?1 = 𝑅2;2 (𝐴1, 𝐴2, 𝐵1, 𝐵2) ∧𝑆1;2 (𝐵1,𝐶1,𝐶2) ∧𝑇1;1 (𝐴1,𝐶1)
?̃?2 = 𝑅2;2 (𝐴1, 𝐴2, 𝐵1, 𝐵2) ∧𝑆1;1 (𝐵1,𝐶1) ∧𝑇1;2 (𝐴1,𝐶1,𝐶2)
?̃?3 = 𝑅2;1 (𝐴1, 𝐴2, 𝐵1) ∧𝑆2;2 (𝐵1, 𝐵2,𝐶1,𝐶2) ∧𝑇1;1 (𝐴1,𝐶1)
?̃?4 = 𝑅2;1 (𝐴1, 𝐴2, 𝐵1) ∧𝑆2;1 (𝐵1, 𝐵2,𝐶1) ∧𝑇1;2 (𝐴1,𝐶1,𝐶2)
?̃?5 = 𝑅1;2 (𝐴1, 𝐵1, 𝐵2) ∧𝑆1;2 (𝐵1,𝐶1,𝐶2) ∧𝑇2;1 (𝐴1, 𝐴2,𝐶1)
?̃?6 = 𝑅1;2 (𝐴1, 𝐵1, 𝐵2) ∧𝑆1;1 (𝐵1,𝐶1) ∧𝑇2;2 (𝐴1, 𝐴2,𝐶1,𝐶2)
?̃?7 = 𝑅1;1 (𝐴1, 𝐵1) ∧𝑆2;2 (𝐵1, 𝐵2,𝐶1,𝐶2) ∧𝑇2;1 (𝐴1, 𝐴2,𝐶1)
?̃?8 = 𝑅1;1 (𝐴1, 𝐵1) ∧𝑆2;1 (𝐵1, 𝐵2,𝐶1) ∧𝑇2;2 (𝐴1, 𝐴2,𝐶1,𝐶2)
The eight possible cases correspond to the ancestor-descendant
relationship between the segment tree nodes for the two𝐴-intervals
in 𝑅 and 𝑆 and similarly for 𝐵 and 𝐶 .
The query is defined over new relations 𝑅A;B , 𝑆B;C , and 𝑇A;C
that are transformations of the original relations 𝑅, 𝑆 , and 𝑇 to
hold the bitstrings in place of the original intervals. The subscript
A = 𝑖 stands for the indices 1, . . . , 𝑖 of the variables 𝐴1, . . . , 𝐴𝑖
ranging over bitstrings; similarly for B and C. To avoid clutter, in
the remainder of this paper we will denote all such constructed
new relations 𝑅A;B by ?̃? and use their schema to identify them
uniquely. For input relations of size 𝑁 , the new relations have size
2
The Complexity of Boolean ConjunctiveQueries with Intersection Joins Conference’17, July 2017, Washington, DC, USA


















𝐵1, 𝐶1, 𝐶2 𝐴1, 𝐴2, 𝐶1
?̃?5 decomposition
Figure 2: Hypertree decompositions for five of the eight
EJ queries in ?̃?△. All decompositions have a bag {𝐴1, 𝐵1,
𝐶1}, whose materialisation requires the computation of a
triangle query with equality joins. The remaining three EJ
queries admit a similar decomposition with the first one.
𝑂 (𝑁 log2 𝑁 ), with one logarithmic factor per join interval variable.
We next explain the purpose of these bitstring relations. A tuple
(𝑎1, 𝑎2, 𝑏1, 𝑏2) is in 𝑅2;2 if and only if there is a pair of intervals
(𝑎𝑅, 𝑏𝑅) in 𝑅 and the concatenations 𝑎1 ◦𝑎2 and 𝑏1 ◦𝑏2 reconstruct
bitstrings of nodes covered by intervals 𝑎𝑅 and respectively 𝑏𝑅 .
Similarly, a tuple (𝑏1, 𝑐1, 𝑐2) in 𝑆1;2 reconstructs the bitstrings 𝑏1
and 𝑐1 ◦ 𝑐2 of nodes covered by intervals 𝑏𝑆 and 𝑐𝑆 . A tuple (𝑎1, 𝑐1)
in𝑇1;1 specifies the bitstrings 𝑎1 and 𝑐1 of nodes covered by 𝑎𝑇 and
𝑐𝑇 . Therefore, ?̃?1 holds in case: (1) there exists a node covered by
an interval 𝑎𝑅 in 𝑅 and a node covered by an interval 𝑎𝑇 in 𝑇 such
that the bitstring of the latter is a prefix of the former; (2) there
exists a node covered by an interval 𝑏𝑅 in 𝑅 and a node covered by
an interval 𝑏𝑆 in 𝑆 such that the bitstring of the latter is a prefix
of the former; and (3) there exists a node covered by an interval
𝑐𝑆 in 𝑆 and a node covered by an interval 𝑐𝑇 in 𝑇 such that the
bitstring of the latter is a prefix of the former. Equivalently, 𝑎𝑅
intersects with 𝑎𝑇 , 𝑏𝑅 intersects with 𝑏𝑆 , and 𝑐𝑆 intersects with 𝑐𝑇 ,
i.e., 𝑅(𝑎𝑅, 𝑏𝑅) ∧ 𝑆 (𝑏𝑆 , 𝑐𝑆 ) ∧𝑇 (𝑎𝑇 , 𝑐𝑇 ) holds.
The hypergraph of each of the eight EJ queries admits a hy-
pertree decomposition in the form of a star with the central bag
{𝐴1, 𝐵1,𝐶1}, cf. Figure 2. In each of these decompositions, the mate-
rialisation of this bag requires solving the triangle join 𝑅′(𝐴1, 𝐵1) ∧
𝑆 ′(𝐵1,𝐶1) ∧𝑇 ′(𝐴1,𝐶1), where 𝑅′ is a projection of 𝑅A;B to 𝐴1, 𝐵1
and similarly for 𝑆 ′ and 𝑇 ′. The new relations and their projec-
tions have size 𝑂 (𝑁 log2 𝑁 ). The materialisation of the join takes
time𝑂 ((𝑁 log2 𝑁 )3/2) = 𝑂 (𝑁 3/2 log3 𝑁 ) using existing worst-case
optimal join algorithms [28]. Checking whether any of the eight
EJ queries is true takes time linear in the maximum size of the
bags of its decomposition. This gives an overall computation time
𝑂 (𝑁 3/2 log3 𝑁 ) for ?̃?△ and also for 𝑄△ .
2 RELATEDWORK
Algorithms for intersection joins have been developed predomi-
nately in the context of temporal [16] and spatial databases [20, 24].
In temporal databases, tuples can be associated with intervals that
represent the valid time periods of the tuples. Temporal or interval
joins are used to combine tuples that are valid at the same time. In
spatial databases, tuples can be associated with two-dimensional
objects that are approximated by two intervals defining minimum
bounding rectangles [25]. Spatial joins are used to find tuples with
overlapping bounding rectangles. Temporal and spatial joins are
thus intersection joins.
Intersection joins. There is a wealth of work on algorithms for
intersection joins and their runtime performance in practice. Prior
approaches use indices or partitioning to support intersection joins
over two relations with 1D or 2D intervals. Examples of index-based
algorithms include: the slot index spatial join [26], the seeded tree
join [22], the R-tree join [13], and relational interval tree join [14].
Our forward-backward reduction allows us to escape the lim-
itation of existing intersection join algorithms and benefit from
efficient algorithms for equality joins. The literature abounds with
algorithms for intersection joins, with a particular emphasis on
the use of indices to speed up the evaluation of one such join at a
time [24]. This mirrors the bulk of development for equality joins.
Extensions of binary joins [13] to multi-way joins have also been
considered [25]. Partition-based algorithms include: the partition
based spatial-merge join [31], the spatial hash join [23], the size
separation spatial join [21] and the scalable sweeping-based spatial
join [7]. The partition-based algorithms can naturally lend them-
selves to parallel and distributed settings [36]. The vast majority of
the algorithms mentioned in the previous paragraph are disk-based
and their objective is to minimise I/O accesses. They use variants
of the plane-sweep method [34] as a building block to optimise the
main memory performance. Today’s main memory data manage-
ment and the availability of distributed systems that process the
data in main memory has motivated research to further optimise
and parallelise the plane-sweep method [11, 33]. These algorithms
compute two-way intersection joins in 𝑂 (𝑁 log𝑁 + OUT), where
OUT is the output size and 𝑁 is the input size.
Similarity joins under different distancemetrics can be reduced to
geometric containment, e.g., to joining a set of𝑑-dimensional points
with a set of 𝑑-dimensional rectangles. This is an instance of the
intersection join problem. Prior work considered such reductions
for similarity joins in the distributed setting [19].
There is much less development on algorithms for multi-way
intersection joins and no development on optimal intersection join
algorithms. Some of the aforementioned papers suggest using one
join a time [16, 25]. However, this approach can produce intermedi-
ate results that can be asymptotically larger than the final result. For
intersection joins, this mirrors the suboptimal behaviour of equal-
ity joins [29]. Unpublished work developed independently of ours
studies the computation of queries with one multi-way intersection
join and arbitrary equality joins in temporal databases, where each
input tuple is associated with an interval [18]. Each output tuple
represents a combination of input tuples that (1) satisfy the join
conditions and (2) are associated with intervals that intersect. Such
queries can be computed in time 𝑂 (𝑁𝛾 + OUT), where 𝛾 ≥ 1 is
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the hierarchical width of the query. This width is upper bounded
by the fractional edge cover number of the query and is one if the
query is 𝑟 -hierarchical [18]. Our work is for arbitrary intersection
joins, albeit for Boolean queries so far. An extension to queries with
arbitrary free variables and with both equality and intersection
joins is immediate, though the aspect of output enumeration de-
serves an in-depth study and left for future work. Furthermore, our
complexity bounds are in terms of the submodular width, which
can be arbitrarily smaller than the fractional edge cover number in
the aforementioned study [18] already for 𝛼-acyclic queries [27].
Inequality joins. An intersection join can be rewritten into a
disjunction of inequality joins. The non-empty intersection of two
intervals defined by their starting and ending points [𝑙1, 𝑟1] and
[𝑙2, 𝑟2] can be expressed as (𝑙1 ≤ 𝑙2 ≤ 𝑟1) ∨ (𝑙2 < 𝑙1 ≤ 𝑟2). IJ queries
can thus be expressed in the framework of Functional Aggregate
Queries with Additive Inequalities (FAQ-AI) [2]. The hypergraph of
an FAQ-AI has two types of hyperedges: normal hyperedges, one
per relation in the query and that covers the nodes representing
the variables of that relation, and relaxed hyperedges, one per
inequality join and that covers the variables in the inequality. This
hypergraph is subject to relaxed hypertree decompositions, which
are fractional hypertree decompositions [27] where each normal
hyperedge is covered by one bag and each relaxed hyperedge is
covered by two adjacent bags. For a database of size 𝑁 , an FAQ-AI
can be solved in time 𝑂 (𝑁 subwℓ polylog 𝑁 ), where subwℓ is the
relaxed submodular width of the FAQ-AI and corresponds to the
submodular width of the FAQ-AI hypergraph computed over its
possible relaxed hypertree decompositions [2]. For the triangle IJ
query𝑄△ in Section 1.1, subwℓ (𝑄△) = 2 (as shown in Appendix F.1),
while the ij-width is ijw(𝑄△) = 3/2. Appendix F shows that ijw
is lower than subwℓ for the triangle, Loomis-Whitney 4, and the
4-clique IJ queries.
3 PRELIMINARIES
This section introduces notation used in the main body of the paper.
For lack of space, further preliminaries are deferred to Appendix B.
Queries. We consider queries with intersection joins and equality
joins. An intersection join is expressed using an interval variable, de-
noted by [𝑋 ], whose values are intervals with real-valued endpoints
from a finite domainDom( [𝑋 ]). An equality join is expressed using
a point variable or variable for short, denoted by 𝑋 , whose values
are real numbers from a finite domain Dom(𝑋 ). For an interval
𝑥 , we use 𝑥 .𝑙 and 𝑥 .𝑟 to denote its left and respectively right end-
points. Given a set 𝑒 of variables, 𝑅𝑒 ⊆
∏
𝑋 ∈𝑒 Dom(𝑋 ) is a relation
consisting of tuples of |𝑒 | real values; relations over intervals are
defined similarly by replacing 𝑋 with [𝑋 ]. A tuple 𝑡 with schema 𝑒
is a mapping of the variables in 𝑒 to values in their domains. We
denote by 𝑡 (𝑋 ) the value for variable 𝑋 (or [𝑋 ]) in 𝑡 and by 𝑡 (𝑒 ′)
the set mapping variables in 𝑒 ′ ⊆ 𝑒 to their values in 𝑡 .
A (multi-)hypergraph H = (V, E) has a set V of vertices and
a multiset E ⊆ 2V of hyperedges. We label the hyperedges to
distinguish between those representing the same set of vertices.
Definition 3.1 (Queries). Given a hypergraph H = (V, E),
where V is a set of variables, a query over H has the form 𝑄 =∧
𝑒∈E 𝑅𝑒 (𝑒). If the vertices in H are interval variables, then 𝑄 is a
Boolean conjunctive query with intersection joins, or IJ for short. If
the vertices inH are point variables, then𝑄 is a Boolean conjunctive
query with equality joins, or EJ for short. If the vertices in H are
point and interval variables, then 𝑄 is a Boolean conjunctive query
with intersection and equality joins, or EIJ for short.
For the evaluation of an IJ query𝑄 with hypergraphH = (V, E)
over a database D, we assume without loss of generality that the
schema of D is given byH ; any database can be brought into this
form by appropriately ensuring a bijection between the vertices
inV and attributes in D and a bijection between the hyperedges
𝑒 ∈ E and the relations 𝑅𝑒 over schema 𝑒 in D. For a vertex 𝑋 in
V , E𝑋 ⊆ E denotes the set of hyperedges containing it.
Given a set 𝑆 , a permutation of 𝑆 is an ordered sequence of the
elements in 𝑆 . We denote by 𝜋 (𝑆) the set of all permutations of the
elements in 𝑆 . For a sequence 𝑠 , 𝑠𝑖 denotes its 𝑖-th element. The
concatenation of sequences 𝑠1, . . . , 𝑠𝑘 is denoted by 𝑠1 ◦ · · · ◦ 𝑠𝑘 .
Segment Tree. Let I be a set of 𝑛 intervals. Let 𝑝1, . . . , 𝑝𝑚 be the
sequence of the distinct endpoints of the intervals in ascending
order (so,𝑚 ≤ 2𝑛). Consider the following disjoint intervals called
elementary segments that form a partition of the real line: (−∞, 𝑝1),
[𝑝1, 𝑝1], (𝑝1, 𝑝2), [𝑝2, 𝑝2], . . . (𝑝𝑚−1, 𝑝𝑚), [𝑝𝑚, 𝑝𝑚], (𝑝𝑚, +∞). The
segment tree 𝔗I for I is a complete binary tree1, where:
• The leaves of 𝔗I correspond to the elementary segments
induced by an order of the endpoints of the intervals in
I: the leftmost leaf corresponds to the leftmost elementary
segment, and so on. The elementary segment corresponding
to a leaf 𝑣 is denoted by seg(𝑣).
• The internal nodes of𝔗I correspond to segments that are the
union of elementary segments at the leaves of their subtrees:
the segment seg(𝑢) corresponding to an internal node 𝑢 is
the union of the elementary segments seg(𝑣) at the leaves
𝑣 in the subtree rooted at 𝑢; seg(𝑢) is thus the union of the
segments at its two children.
• Each node 𝑣 is associated with the canonical subset of 𝑣
defined by I𝑣 := {𝑖 ∈ I | seg(𝑣) ⊆ 𝑖 ∧ seg(parent(𝑣)) ⊈ 𝑖}.
That is, each interval 𝑖 ∈ I is stored into all the maximal
segment tree nodes 𝑣 with respect to the seg(𝑣) inclusion
order (or, equivalently, the nodes as high as possible in the
tree) such that seg(𝑣) ⊆ 𝑖 .
• Each node of a segment tree is uniquely identified by a bit-
string. The root is the empty bitstring, its left child is the
bistring ’0’, its right child has the bitstring ’1’, and so on.
Throughout the paper, we are using a node and its corre-
sponding bitstring interchangeably.
Let𝑉 (𝔗I ) denote the set of nodes in the segment tree 𝔗I . For a
node 𝑢 ∈ 𝑉 (𝔗I ), let anc(𝑢) be the set of ancestors of 𝑢 including 𝑢.
Given an interval (or point) 𝑥 , leaf(𝑥) denotes the leaf that includes
the left endpoint of the interval 𝑥 (or includes 𝑥 , in case 𝑥 is a point).
Definition 3.2 (Canonical Partition). Let I be a set of in-
tervals and 𝑥 ∈ I. The Canonical Partition of 𝑥 with respect to I is
CPI (𝑥) := {𝑢 ∈ 𝑉 (𝔗I ) | 𝑥 ∈ I𝑢 }.
We use the following properties of a segment tree.
1
In a complete binary tree, every level, except possibly the last, is completely filled
and the nodes in the last level are positioned as far left as possible. Every node of the
segment tree is thus either a leaf or an internal node with exactly two children.
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Property 3.3 (Segment Tree). Let I be any set of intervals and
𝔗I be the segment tree for it.
(1) Let 𝑢 and 𝑣 be nodes in the segment tree. Then 𝑢 ∈ anc(𝑣) if
and only if seg(𝑢) ⊇ seg(𝑣). Equivalently, 𝑢 is a prefix of 𝑣 .
(2) For any interval 𝑥 ∈ I, there cannot be two nodes in CPI (𝑥)
such that one of them is an ancestor of the other.
(3) For any interval 𝑥 ∈ I, CPI (𝑥) has size and can be computed
in time 𝑂 (log|I |).
Since𝔗I is a complete binary tree with𝑂 ( |I|) leaves, the size of
the tree is 𝑂 ( |I|), while its height is 𝑂 (log|I |). By Property 3.3(3),
it follows that 𝔗I has size 𝑂 ( |I| · log|I |) [34]. Figure 4 shows an
example segment tree.
4 FROM INTERSECTIONS TO EQUALITIES
In this section, we show that the IJ evaluation problem can be
reduced to the EJ evaluation problem. This forward reduction is
used to give an upper bound on the time complexity for the former
problem using the complexity of the latter problem. Section 5 then
presents a backward reduction to give a corresponding lower bound
on the time complexity of the IJ evaluation problem. Recall Figure 1.
4.1 Intersection Predicate Rewriting
At the core of IJ evaluation lies the non-emptiness check of the





call this check the intersection predicate. In this section, we show
how to rewrite this predicate into an equivalent form that uses the
canonical partitions of the intervals in a segment tree 𝔗I .
Since the elementary segments that correspond to the leaves of
𝔗I form a partition of R, for any point 𝑝 ∈ R there is precisely
one leaf node leaf(𝑝) such that 𝑝 ∈ seg(leaf(𝑝)). By Property 3.3(1),
anc(leaf(𝑝)) = {𝑣 ∈ 𝑉 (𝔗I ) | 𝑝 ∈ seg(𝑣)}. That is, the nodes whose
segments contain the point 𝑝 are precisely the ancestors of leaf(𝑝).
Lemma 4.1 (Intersection Predicate Rewriting 1). For any set















𝑣 𝑗 ∈ CPI (𝑥 𝑗 )
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Lemma 4.1 states the following. The intervals in 𝑆 intersect if
and only if there is an interval 𝑥𝑖 ∈ 𝑆 such that the canonical
partitions of each other interval in 𝑆 contain an ancestor of leaf(𝑥𝑖 ).
By construction, this leaf contains the left endpoint of 𝑥𝑖 .
Property 4.2. Consider a set of intervals 𝑆 = {𝑥1, . . . , 𝑥𝑘 } ⊆ I
and a segment tree 𝔗I . For any 𝑥𝑖 ∈ 𝑆 , there can be at most one
tuple of nodes 𝑣 𝑗 ∈ anc(leaf(𝑥𝑖 )) for 𝑗 ∈ [𝑘], 𝑗 ≠ 𝑖 that satisfy the
conjunction of Lemma 4.1.
The conjunction in Lemma 4.1 can be satisfied by several 𝑖-values
when there are several intervals in 𝑆 that have the same left end-
point. The database can be transformed such that any two intervals
from different relations have distinct left endpoints without affect-
ing query evaluation (Appendix G.1). If the intervals in 𝑆 have
distinct left endpoints, then the conjunction in Lemma 4.1 can be
satisfied by at most one 𝑖 ∈ [𝑘], namely the one with the maximum
left endpoint of the intervals in 𝑆 ; this is also the left endpoint of
the interval representing the intersection of all intervals in 𝑆 .
We would like the nodes 𝑣1, . . . , 𝑣𝑘 in Lemma 4.1 to be ordered:
𝑣𝑖 ∈ anc(𝑣𝑖+1) for 𝑖 ∈ [𝑘 − 1] and 𝑣𝑘 ∈ anc(leaf(𝑥𝑖 )). However, the
corresponding nodes from the canonical partitions of the intervals
in 𝑆 \ {𝑥𝑖 } may lie in any order on the path from the root to leaf(𝑥𝑖 ).
Therefore, in order to consider all these cases, we would need to
also iterate in the disjunction in Lemma 4.1 over all permutations of
the intervals in 𝑆 \{𝑥𝑖 }. To keep the notation simple, we also include
𝑥𝑖 into the permutation, and iterate in the disjunction over all per-
mutations 𝜎 ∈ 𝜋 (𝑆) and consider 𝑥𝑖 = 𝜎𝑘 . We then iterate through
all the segment tree nodes 𝑣1, . . . , 𝑣𝑘 such that 𝑣𝑖 ∈ anc(𝑣𝑖+1) for
𝑖 ∈ [𝑘 − 1] and 𝑣𝑘 = leaf(𝜎𝑘 ). The conjunction in Lemma 4.1 then
becomes equivalent to asserting 𝑣 𝑗 ∈ CPI (𝜎 𝑗 ) for each 𝑗 ∈ [𝑘 − 1].
The following lemma sums up this refinement.
Lemma 4.3 (Intersection Predicate Rewriting 2). For any set













𝑣 𝑗 ∈ CPI (𝜎 𝑗 )
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By Property 4.2, for a permutation 𝜎 ∈ 𝜋 (𝑆), there can be at
most one tuple (𝑣 𝑗 ) 𝑗 ∈[𝑘−1] that satisfies the conjunction. However,
even if the intervals in 𝑆 have distinct left endpoints, the predicate
of Lemma 4.3 may be satisfied by multiple permutations. To see
this, suppose that 𝜎 and (𝑣 𝑗 ) 𝑗 ∈[𝑘−1] satisfy the predicate. If there is
𝑗 ∈ [𝑘 − 1] such that 𝑣 𝑗 = 𝑣 𝑗+1, then the permutation 𝜎 ′, obtained
by swapping 𝜎 𝑗 and 𝜎 𝑗+1 in 𝜎 , together with the tuple (𝑣 𝑗 ) 𝑗 ∈[𝑘−1] ,
also satisfy the predicate. Appendix G.2 shows how to restrict
the permutations such that each tuple of segment tree nodes that
satisfies the conjunction corresponds to exactly one permutation.
The equivalence in Lemma 4.3 can be alternatively expressed
using the bitstrings of the nodes in the segment tree. By Property 3.3
(1) the expression 𝑣𝑖 ∈ anc(𝑣𝑖+1) can be equivalently stated as 𝑣𝑖
being a prefix of 𝑣𝑖+1. In otherwords, there exists a tuple of bitstrings
(𝑏1, . . . , 𝑏𝑘 ) such that 𝑣𝑖 = 𝑏1 ◦ · · · ◦𝑏𝑖 for 𝑖 ∈ [𝑘]. This observation
leads to the following rewrite of Lemma 4.3.
Lemma 4.4 (Intersection Predicate Rewriting 3). Consider a
set of intervals 𝑆 = {𝑥1, . . . , 𝑥𝑘 } ⊆ I. The predicate (
⋂
𝑥 ∈𝑆 𝑥) ≠ ∅ is
true if and only if there exists a permutation 𝜎 ∈ 𝜋 (𝑆) and a tuple of
bitstrings (𝑏1, . . . , 𝑏𝑘 ) such that:
• (𝑏1 ◦ · · · ◦ 𝑏𝑖 ) ∈ CPI (𝜎𝑖 ) for 𝑖 ∈ [𝑘 − 1], and
• (𝑏1 ◦ · · · ◦ 𝑏𝑖 ) = leaf(𝜎𝑖 ) for 𝑖 = 𝑘 .
Section 4.2 lifts the rewriting in Lemma 4.4 to the level of queries.
4.2 One-Step Forward Reduction
For an IJ query 𝑄 with hypergraphH = (V, E) and a database D,
the forward reduction proceeds iteratively on𝑄 andD and resolves
one join interval variable at a time. Let this variable be [𝑋 ]. The
reduction yields a new query 𝑄 [𝑋 ] and a new database D[𝑋 ] such
that 𝑄 [𝑋 ] (D[𝑋 ] ) is true if and only if 𝑄 (D) is true.
The core computation needed to evaluate𝑄 overD is the intersec-
tion predicate (⋂𝑥 ∈𝑆 𝑥) ≠ ∅, where 𝑆 consists of one input interval
per relation involved in the intersection join on [𝑋 ]. Lemma 4.4
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explains how to express this computation for any subset 𝑆 of an
input set of intervals I for [𝑋 ] using the segment tree 𝔗𝐼 for I.
Let 𝑘 = |E [𝑋 ] | be the number of hyperedges in H containing
[𝑋 ]. The reduction maps [𝑋 ] to fresh point variables 𝑋1, . . . , 𝑋𝑘
that range over the possible bitstrings of the segment tree nodes
from the canonical partitions of the intervals of [𝑋 ].
Given a permutation 𝜎 = (𝜎1, . . . , 𝜎𝑘 ) ∈ 𝜋 (E [𝑋 ] ) of the hy-
peredges E [𝑋 ] containing [𝑋 ], each hyperedge 𝜎𝑖 induces a fresh
hyperedge 𝜎𝑖 that has the fresh point variables 𝑋1, . . . , 𝑋𝑖 in place
of the original interval variable [𝑋 ]: 𝜎𝑖 = 𝜎𝑖 \ {[𝑋 ]} ∪ {𝑋1, . . . , 𝑋𝑖 }.
Definition 4.5 (One-stepHypergraphTransformation). Given
a hypergraph H = (V, E), an interval variable [𝑋 ], and any per-
mutation 𝜎 ∈ 𝜋 (E [𝑋 ] ), the hypergraph ˜H( [𝑋 ],𝜎) has the set V[𝑋 ]
of vertices and the set E ( [𝑋 ],𝜎) of hyperedges, where
• V[𝑋 ] = V \ {[𝑋 ]} ∪ {𝑋1, . . . , 𝑋𝑘 } and
• E ( [𝑋 ],𝜎) = E \ {𝜎𝑖 | 𝑖 ∈ [𝑘]} ∪ {𝜎𝑖 | 𝑖 ∈ [𝑘]}.
The set
˜H[𝑋 ] = { ˜H( [𝑋 ],𝜎) | 𝜎 ∈ 𝜋 (E [𝑋 ] )} consists of all hyper-
graphs created fromH by resolving the interval variable [𝑋 ].
For a given permutation 𝜎 , there is a one-to-one correspondence
between the hyperedges in H and those in ˜H( [𝑋 ],𝜎) . We obtain as
many new hypergraphs as the number of permutations of E [𝑋 ] .
Example 4.6. Let the hypergraphH with vertices {[𝐴], [𝐵], [𝐶]}
and edges 𝑒1 = 𝑒2 = {[𝐴], [𝐵], [𝐶]} and 𝑒3 = {[𝐴]}.
We reduce H by resolving the interval variable [𝐴]. Since [𝐴]
occurs in three edges, we create three fresh point variables 𝐴1, 𝐴2, 𝐴3
and consider six permutations. The new edges created for the permuta-
tion 𝜎 = (𝑒1, 𝑒2, 𝑒3) are: ?̃?1 = {𝐴1, [𝐵], [𝐶]}, ?̃?2 = {𝐴1, 𝐴2, [𝐵], [𝐶]},
and ?̃?3 = {𝐴1, 𝐴2, 𝐴3}. For the permutation (𝑒3, 𝑒2, 𝑒1), the new edges
are: {𝐴1}, {𝐴1, 𝐴2, [𝐵], [𝐶]}, and {𝐴1, 𝐴2, 𝐴3, [𝐵], [𝐶]}.
Each hypergraph
˜H( [𝑋 ],𝜎) defines a new query𝑄 ( [𝑋 ],𝜎) and the
corresponding databaseD( [𝑋 ],𝜎) . We next explain how to construct
the new query and the new database.
The query 𝑄 is rewritten according to the new hypergraphs:
For each permutation 𝜎 , we create an EIJ query ?̃? ( [𝑋 ],𝜎) , which
has equality joins and possibly remaining intersection joins, whose
hypergraph is
˜H( [𝑋 ],𝜎) . By taking all permutations, we thus create
a query ?̃? [𝑋 ] that is a disjunction of EIJ queries such that each such
query has one join interval variable less, namely [𝑋 ]. Note that 𝑄
need not be an IJ query: It may have both intersection and equality
joins, for instance if it is the result of a previous rewriting step.
Definition 4.7 (One-StepQuery Rewriting). For any EIJ query
𝑄 with hypergraph H = (V, E), the EIJ query ?̃? ( [𝑋 ],𝜎) with hyper-
graph
˜H( [𝑋 ],𝜎) = (V[𝑋 ] , E ( [𝑋 ],𝜎) ) is defined by:
?̃? ( [𝑋 ],𝜎) :=
∧
𝑒∈ ˜E ( [𝑋 ],𝜎 )
?̃?(𝑒)
The query ?̃? [𝑋 ] is the disjunction of the EIJ queries ?̃? ( [𝑋 ],𝜎) over
all possible permutations 𝜎 ∈ 𝜋 (E [𝑋 ] ):
?̃? [𝑋 ] :=
∨
𝜎 ∈𝜋 (E [𝑋 ] )
?̃? ( [𝑋 ],𝜎) .
It is easy to see that the queries in ?̃? ( [𝑋 ],𝜎) are incomparable,
i.e., one is not contained in another.
Example 4.8. We continue Example 4.6. The IJ query
𝑄 = 𝑅( [𝐴], [𝐵], [𝐶]) ∧ 𝑆 ( [𝐴], [𝐵], [𝐶]) ∧𝑇 ( [𝐴])
has the hypergraphH from Example 4.6.
For the permutation (𝑒1, 𝑒2, 𝑒3), we obtain the EIJ query
?̃?1 = ?̃?(𝐴1, [𝐵], [𝐶]), 𝑆 (𝐴1, 𝐴2, [𝐵], [𝐶]),𝑇 (𝐴1, 𝐴2, 𝐴3) .
For the permutation (𝑒3, 𝑒2, 𝑒1), we obtain the EIJ query
?̃?2 = ?̃?(𝐴1, 𝐴2, 𝐴3, [𝐵], [𝐶]), 𝑆 (𝐴1, 𝐴2, [𝐵], [𝐶]),𝑇 (𝐴1) .
The query ?̃? [𝐴] is a disjunction of six queries, including ?̃?1 and ?̃?2.
For each new hyperedge 𝜎𝑖 in ˜H( [𝑋 ],𝜎) , there is a new rela-
tion ?̃?𝜎𝑖 (𝜎𝑖 ). To avoid clutter, we denote it by ?̃?(𝜎𝑖 ); its schema 𝜎𝑖
uniquely identifies the transformation of the original relation 𝑅.
Definition 4.9 (One-Step Database Transformation). The
database D̃( [𝑋 ],𝜎) is constructed from the database D as follows. For
each tuple 𝑡 ∈ 𝑅(𝜎𝑖 ), we construct tuples 𝑡 ∈ ?̃?(𝜎𝑖 ) such that:
• 𝑡 (𝜎𝑖 \ {[𝑋 ]}) = 𝑡 (𝜎𝑖 \ {𝑋1, . . . , 𝑋𝑖 })
• (𝑡 (𝑋1) ◦ · · · ◦ 𝑡 (𝑋𝑖 )) ∈ CPI (𝑡 ( [𝑋 ])) if 𝑖 ∈ [𝑘 − 1]
• (𝑡 (𝑋1) ◦ · · · ◦ 𝑡 (𝑋𝑖 )) = leaf(𝑡 ( [𝑋 ])) if 𝑖 = 𝑘
The relations whose schemas do not contain [𝑋 ] are copied from D
to D̃( [𝑋 ],𝜎) . The new database D̃[𝑋 ] is the set of all relations in the
databases D̃( [𝑋 ],𝜎) .
The number of tuples 𝑡 constructed for a tuple 𝑡 in Definition 4.9
depends on the size of the canonical partition CPI (𝑡 ( [𝑋 ])) of
𝑡 ( [𝑋 ]) and on the number of ways we can partition the bitstring
of a node in the canonical partition into 𝑖 substrings. Overall, this
number is poly-logarithmic in the number of input intervals I. This
is made more precise in the next lemma.
Lemma 4.10. Each new relation ?̃?(𝜎𝑖 ) in database D̃( [𝑋 ],𝜎) con-
structed from the database D following Definition 4.9 has the size:
• 𝑂 ( |𝑅(𝜎𝑖 ) | · log𝑖 |I |) if 𝑖 ∈ [𝑘 − 1] and
• 𝑂 ( |𝑅(𝜎𝑖 ) | · log𝑖−1 |I |) if 𝑖 = 𝑘 ,
and can be constructed in time proportional to its size.
The transformations in Definitions 4.9 and 4.7 preserve the equiv-
alence of the original evaluation problem: The result of𝑄 over D is
the same as the result of ?̃? [𝑋 ] over D̃[𝑋 ] .
Lemma 4.11. Given any EIJ query 𝑄 , interval variable [𝑋 ] in 𝑄 ,
and any database D, let the EIJ query ?̃? [𝑋 ] and database D̃[𝑋 ] be
constructed as per Definitions 4.9 and 4.7. Then, 𝑄 (D) is true if and
only if ?̃? [𝑋 ] (D̃[𝑋 ] ) is true.
4.3 Full Forward Reduction
In this section we show how to completely reduce (1) any IJ query
to a disjunction of EJ queries and (2) any database to a database
with bitstrings in place of intervals for join interval variables. In
particular, the full reduction is obtained by iteratively applying
the reduction step from Section 4.2 for each interval variable to
the result of the previous reduction step or to the input query and
database in case of the first reduction step.
Algorithm 1 details the reduction. The result is a triple consisting
of: the set H̃ of hypergraphs constructed by iteratively resolving
the join interval variables in the input IJ query 𝑄 ; the set Q̃ of EJ
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Algorithm 1 IJ to EJ Reduction
Input: IJ query 𝑄 with hypergraphH , database D
1: procedure Reduce(H̃ = {H},Q = {𝑄}, D̃ = D)
2: for each interval join variable [𝑋 ] in 𝑄 do
3: H̃0 := H̃; H̃ := ∅
4: for eachH ∈ H̃0 do
5: create
˜H[𝑋 ] fromH following Definition 4.5
6: H̃ := H̃ ∪ ˜H[𝑋 ]
7: end for
8: Q̃0 := Q̃; Q̃ := ∅
9: for each 𝑄 ∈ Q̃0 do
10: for each 𝜎 ∈ 𝜋 (E [𝑋 ] ) do
11: create ?̃? ( [𝑋 ],𝜎) from 𝑄 following Definition 4.7
12: Q̃ := Q̃ ∪ {?̃? ( [𝑋 ],𝜎) }
13: end for
14: end for
15: create D̃[𝑋 ] from D̃ following Definition 4.9
16: D̃ := D̃[𝑋 ]
17: end for
18: return (H̃, Q̃, D̃)
19: end procedure
queries, with one such query per hypergraph in H̃ ; and the database
D̃. The final query is the disjunction of the EJ queries in Q̃.
We further define the transformation function 𝜏 that takes any
hypergraph H to the set of hypergraphs H̃: 𝜏 (H) = H̃, where
(H̃, Q̃, D̃) = Reduce({H}, {𝑄},D). This is used in the following
sections to define the complexity of IJ queries.
The next theorem states that our reduction is correct.
Theorem 4.12 (Correctness). For any IJ query 𝑄 with hyper-
graphH and any database D, it holds that 𝑄 (D) is true if and only
if
∨
?̃? ∈Q̃ ?̃? (D̃) is true, where (H̃, Q̃, D̃) = Reduce({H}, {𝑄},D).
4.4 Complexity of IJ Queries
We give the data complexity of IJ queries using the reduction to
EJ queries from Section 4.3. We next define a new width measure
for IJ queries called the ij-width. This is defined using the sub-
modular width of the EJ queries obtained in the full reduction
(Definition A.16).
Definition 4.13 (IJ-width). For any hypergraphH , the ij-width




The complexity of a given IJ query is that of the most expensive
EJ query constructed by the full reduction. This justifies taking the
maximum in the definition of the ij-width. The optimality yard-
stick for the evaluation of EJ queries is given by the submodular
width [27] (see also discussion in Section 1), which justifies the use
of this width measure in the definition of the ij-width.
Example 4.14. Appendix F shows how to compute the ij-width for
three cyclic IJ queries. The ij-width is: 3/2 for the triangle IJ query;
5/3 for the Loomis Whitney IJ query with four interval variables; and
2 for the 4-clique IJ query. It is also shown that the evaluation of
these queries using a reformulation via inequality joins in the FAQ-AI
framework [2] incurs a higher complexity. See Table 1 in Appendix F.
LetV ′ ⊆ V be the set of join interval variables in the query and
𝑘 [𝑋 ] = |E [𝑋 ] | be the number of hyperedges containing the interval
variable [𝑋 ]. Our full reduction constructs up to ∏[𝑋 ] ∈V′ 𝑘 [𝑋 ]
new relations and up to
∏
[𝑋 ] ∈V′ 𝑘 [𝑋 ] ! EJ queries. By Lemma 4.10,
each new relation has size 𝑂 (𝑁polylog 𝑁 ), where 𝑁 is the size
of the input relations. The number of constructed EJ queries only
depends on the structure of 𝑄 . This is a constant under data com-
plexity.
Theorem 4.15. Given any IJ query 𝑄 with hypergraph H and
databaseD,𝑄 (D) can be computed in time𝑂 ( |D|ijw(H) ·polylog|D|).
5 FROM EQUALITIES TO INTERSECTIONS:
REDUCTION OPTIMALITY
In the previous section, we started with an IJ query𝑄 and a database
D (whose values are intervals) and showed how to reduce 𝑄 to a
union
˜Q of EJ queries, each of which is over the same database D̃
(whose values are numbers), where |D̃| = 𝑂 ( |D| · polylog|D|). This
proves that the runtime on 𝑄 is upper bounded by the maximum
upper bound over all queries in
˜Q (within a polylog factor).
In this section, we do the opposite. Our aim is to show that the
runtime on 𝑄 is also lower bounded by the maximum lower bound
over all queries in
˜Q. We start with an EJ query ?̃? , whose query
structure matches that of one of the queries in
˜Q. We also start
with an arbitrary database D̃2 over the schema of ?̃? (where the
values in D̃2 are numbers and can be chosen independently from D̃
and D in the forward reduction). We show how to reduce ?̃? (D̃2) to
𝑄 (D2), where 𝑄 is an IJ query, whose hypergraph matches that of
the original 𝑄 , and D2 is some database with intervals and whose
size is 𝑂 ( |D̃2 |). See Figure 1.
Consider for example the IJ query 𝑄△ from Example 1.1. WLOG
let’s take the EJ query ?̃?3 that results from the reduction:
?̃?3 = 𝑅2;1 (𝐴1, 𝐴2, 𝐵1) ∧ 𝑆2;2 (𝐵1, 𝐵2,𝐶1,𝐶2) ∧𝑇1;1 (𝐴1,𝐶1)
Consider an arbitrary database D̃ = {D̃𝑅2;1 , D̃𝑆2;2 , D̃𝑇1;1 } over the
schema {𝑅2;1, 𝑆2;2,𝑇1;1}. We can reduce solving ?̃?3 (D̃) to solving
query 𝑄△ over another database D = {D𝑅,D𝑆 ,D𝑇 } (whose values
are intervals) constructed as follows. Let 𝐹 be a function that maps
binary strings {0, 1}∗ into intervals [𝑥,𝑦) for 0 ≤ 𝑥 ≤ 𝑦 ≤ 1, that
is defined recursively: 𝐹 (Y) = [0, 1), 𝐹 (“0”) = [0, 1/2), 𝐹 (“1”) =
[1/2, 1), 𝐹 (“00”) = [0, 1/4) and so on. Namely for any given binary
string 𝑏, 𝐹 (𝑏 ◦ “0”) and 𝐹 (𝑏 ◦ “1”) correspond to the first and second
half of 𝐹 (𝑏) respectively. WLOG we can assume that the domain of
D̃ is {0, 1}𝑑 , i.e., the set of binary strings of length 𝑑 for some fixed
constant 𝑑 . Construct D𝑅,D𝑆 , and D𝑇 as follows:
D𝑅 := {(𝐹 (𝑎1 ◦ 𝑎2), 𝐹 (𝑏1)) | (𝑎1, 𝑎2, 𝑏1) ∈ D̃𝑅2;1 },
D𝑆 := {(𝐹 (𝑏1 ◦ 𝑏2), 𝐹 (𝑐1 ◦ 𝑐2)) | (𝑏1, 𝑏2, 𝑐1, 𝑐2) ∈ D̃𝑆2;2 },
D𝑇 := {(𝐹 (𝑎1), 𝐹 (𝑐1)) | (𝑎1, 𝑐1) ∈ D̃𝑇1;1 }.
We can show that 𝑄△ (D) holds if and only if ?̃?3 (D̃).
Moreover |D̃| = |D|. This basically proves that solving 𝑄△
is at least as hard as solving ?̃?3. The same holds for all queries
{?̃?1, . . . , ?̃?8}. In contrast, the forward reduction shows that 𝑄△ is
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at most as hard as solving the hardest query among {?̃?1, . . . , ?̃?8}.
Together, this implies that 𝑄△ is exactly as hard as the hardest
query among {?̃?1, . . . , ?̃?8}, meaning that our forward reduction is
actually tight. See Appendix D for more details.
Theorem 5.1. Let 𝑄 be any IJ query with hypergraph H , and let
?̃? be any EJ query whose hypergraph is in 𝜏 (H). For any database D̃,
let Ω(𝑇 ( |D̃|)) be a lower bound on the time complexity for computing
the EJ query ?̃? , where 𝑇 is a function of the size of the database D̃.
Then, there cannot be an algorithm A𝑄 that computes 𝑄 (D) in
time 𝑜 (𝑇 ( |D|)) (i.e., asymptotically strictly smaller), for any input
database D.
6 IOTA-ACYCLICITY
In this section, we answer the following question: Which IJ queries
can be computed in linear time (modulo a poly-logarithmic factor)?
To answer this question we introduce a new notion of acyclicity,
called ]-acylicity, which captures precisely the linear-time com-
putable IJ queries. In other words, ]-acyclicity is for IJ queries what
𝛼-acyclicity is for EJ queries.
Definition 6.1 (Iota Acyclic Hypergraph). A hypergraph H
is ]-acyclic if and only if each hypergraph in 𝜏 (H) is 𝛼-acyclic.
It is immediate to see why Definition 6.1 defines the hypergraphs
of some linear-time computable IJ queries, namely those computed
via our reduction. Theorem 6.5 later shows that Definition 6.1 de-
fines in fact all linear-time computable IJ queries.
Since all hypergraphs in 𝜏 (H) are 𝛼-acyclic, they correspond to
EJ queries that can be computed in linear time [38]. Furthermore,
the size of 𝜏 (H) is independent of the input database and only
depends onH . Definition 6.1 defines ]-acyclicity indirectly using
our reduction. We next show that this is equivalent to a simple
syntactic characterisation of the hypergraph of the given IJ query.
Theorem 6.2 (Iota Acyclicity Characterisation). A hyper-
graph is ]-acyclic if and only if it has no Berge cycle of length strictly
greater than two.
The smallest Berge cycle, which makes a hypergraph H not ]-
acyclic, has length three. This is a sequence (𝑒1, 𝑣1, 𝑒2, 𝑣2, 𝑒3, 𝑣3, 𝑒4),
where 𝑣1, 𝑣2, 𝑣3 are distinct vertices in the hypergraph, 𝑒1, 𝑒2, 𝑒3 are
distinct hyperedges in the hypergraph, 𝑒4 = 𝑒1, and 𝑣𝑖 ∈ 𝑒𝑖 ∩ 𝑒𝑖+1
for 1 ≤ 𝑖 ≤ 3 (Definition A.2).
As a corollary of Theorem 6.2, ]-acyclicity strictly sits between
Berge-acyclicity and 𝛾-acyclicity [12, 15]. A further corollary is that
each ]-acyclic hypergraph is also 𝛼-acyclic.
Corollary 6.3. The class of ]-acyclic hypergraphs is a strict su-
perset of the class of Berge-acyclic hypergraphs and it is a strict subset
of the class of 𝛾-acyclic hypergraphs.
Example 6.4. The hypergraph of the query𝑄 = 𝑅( [𝐴], [𝐵], [𝐶])∧
𝑆 ( [𝐴], [𝐵], [𝐶])∧𝑇 ( [𝐴], [𝐵]) is not ]-acyclic since it has the following
Berge cycle of length three: 𝑅−[𝐶]−𝑆−[𝐵]−𝑇 −[𝐴]−𝑅. It becomes ]-
acyclic by removing any of its vertices or hyperedges. The hypergraph
of the query 𝑄 = 𝑅( [𝐴], [𝐵], [𝐶]) ∧ 𝑆 ( [𝐴], [𝐵], [𝐶]) ∧ 𝑇 ( [𝐴]) is
]-acyclic since it has no Berge cycle of length strictly greater than two.
In particular, it only has three Berge cycles of length two. Those are
the cycles 𝑅 − [𝐴] − 𝑆 − [𝐵], 𝑅 − [𝐵] − 𝑆 − [𝐶], 𝑅 − [𝐴] − 𝑆 − [𝐶].
Further examples are given in Appendix E.4.
IJ queries whose hypergraphs are not ]-acyclic cannot be com-
puted in linear time. This is shown by a reduction from the problem
of computing the triangle EJ query, which is known to require super-
linear time [3] unless the 3SUM conjecture fails [32]. The 3SUM
problem asks, given a set 𝑆 of 𝑛 numbers, to find distinct 𝑥,𝑦, 𝑧 ∈ 𝑆
such that 𝑥 + 𝑦 = 𝑧. The problem can be solved in 𝑂 (𝑛2) time, and
it is a long-standing conjecture that this quadratic complexity is
essentially the best possible.
Theorem 6.5 (Iota Acyclicity Dichotomy). Let 𝑄 be any IJ
query with hypergraphH and let D be any database.
IfH is ]-acyclic, then𝑄 can be computed in time𝑂 ( |D|·polylog|D|).
If H is not ]-acyclic, then there is no algorithm that can compute
𝑄 in time 𝑂 ( |D|4/3−𝜖 ) for 𝜖 > 0, unless the 3SUM conjecture fails.
7 CONCLUSION AND FUTUREWORK
This paper pinpoints the complexity of Boolean conjunctive queries
with intersection joins and characterises syntactically the class of
such queries that can be computed in linear time modulo a poly-
logarithmic factor. Core to our approach is a reduction of the evalua-
tion problem for such queries to Boolean queries with equality joins.
This reduction is robust: It also works for non-Boolean queries with
both intersection and equality joins.
There are several exciting directions of future work.
One immediate next step is to generalise the results of this paper
to non-Boolean conjunctive queries with intersection and equality
joins. This includes a refined notion of iota-acyclicity. We would
like to understand how much pre-processing time is necessary to
achieve constant-delay enumeration of the tuples in the query result.
The constant-delay enumeration desideratum requires a strengthen-
ing of our intersection predicate rewriting so that the conjuncts in
the disjunction become disjoint. This would allow the enumeration
of all tuples computed by one conjunct independently of another
conjunct, as there would be no duplicate tuples across the conjuncts.
Appendix G gives such an improved rewriting. Furthermore, for
the evaluation of each conjunct, we may need to use different exe-
cution plans (hypertree decompositions) for different fragments of
the input relations to achieve the submodular width [5]. Yet again
the different execution plans may yield overlapping results. For
this, we may rely on a recently introduced restriction of submod-
ular width, called sharp submodular width [2], which guarantees
non-overlapping results for the different execution plans.
A further direction is to extend our treatment to Functional
Aggregate Queries (FAQ) [4] with both intersection and equality
joins. This will also pave the way to more complex aggregates, such
as those used for training machine learning models over feature
extraction queries [30], now extended with intersection joins.
An early prototype of the reduction introduced in this paper for
a limited class of non-Boolean (Iota-acyclic) queries with intersec-
tion joins and count aggregates shows great promise. On typical
many-core architectures, it can effectively parallelise the computa-
tion of the conjuncts obtained by our reduction. The asymptotic
complexity gap translates to a significant runtime performance gap
when compared against existing systems such as PostGIS [35].
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no Berge-cycle with length ≥ 3
Berge-acyclic
Figure 3: Venn diagram for various notions of acyclicity. Iota acyclicity is the new notion introduced in this work.
A BACKGROUND
A hypergraph is a generalisation of a graph in which an edge can connect any number of vertices.
Definition A.1 ((Multi-)Hypergraph). A hypergraphH is a pair (V, E), whereV is a finite set of vertices and E is a set of non-empty
subsets ofV called hyperedges, i.e., E ⊆ 2V \ {∅}, where 2V is the power set ofV . A multi-hypergraph is a hypergraph where several hyperedges
may be the same set of vertices, i.e., E is a multiset.
Queries and database schemas are associated with a hypergraph in the following way: Each attribute in the schema is associated with a
vertex of the hypergraph and each relation is associated with a hyperedge of the hypergraph. Properties of queries and database schemas
can be studied on their associated hypergraphs [9, 15].
A.1 Hypergraph Acyclicity
A database schema is acyclic if its hypergraph is acyclic. There are several notions of acyclicity: alpha, beta, gamma and Berge. The relationship
between them is depicted by the Venn diagram in Figure 3. In the following, we describe in detail the notions of acyclicity that are relevant
to this work.
A.1.1 Berge acyclicity. A hypergraphH = (V, E) can be represented by its incidence graph. This is the bipartite graph (V, E, F ), whereV
and E are the partitions of the vertices of the graph and F is a set of edges such that 𝑣 and 𝑒 are connected with an edge in case the vertex 𝑣
is contained in a hyperedge 𝑒 in E. A hypergraph is Berge-acyclic if its incidence graph is acyclic [10]. Berge-acyclicity was subsequently
expressed using the notion of Berge cycle instead of the notion of cycle in the incidence graph ofH [15].
In the following we use the latter definition.
Definition A.2 (Berge Cycle [15]). A Berge cycle inH is a sequence (𝑒1, 𝑣1, 𝑒2, 𝑣2, . . . , 𝑒𝑛, 𝑣𝑛, 𝑒𝑛+1) such that:
• 𝑣1, . . . , 𝑣𝑛 are distinct vertices inV ;
• 𝑒1, . . . , 𝑒𝑛 are distinct hyperedges in E and 𝑒𝑛+1 = 𝑒1;
• 𝑛 ≥ 2, that is, there are at least 2 hyperedges involved; and
• 𝑣𝑖 is in 𝑒𝑖 and 𝑒𝑖+1 (1 ≤ 𝑖 ≤ 𝑛).
Definition A.3 (Berge Acyclic Hypergraph [15]). A hypergraph is Berge-acyclic if it has no Berge cycle.
The equivalence between a Berge cycle in H and a cycle in the incidence graph of H is natural: the traversal of a cycle in the incidence
graph of H is a sequence of alternating vertices from the partitions V and E such that the only repeated vertices are the first and last.
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Since the incidence graph is a bipartite graph, the minimum length of a cycle is 4, so there are at least two hyperedges from the partition E
involved.
A.1.2 Alpha acyclicity. A weaker notion of acyclicity is 𝛼-acyclicity. The class of 𝛼-acyclic hypergraphs is a superset of the class of
Berge-acyclic hypergraphs.
Definition A.4 (Join Tree of a Query). A join tree of a conjunctive query 𝑄 with hypergraph H = (V, E) is a tuple (T , 𝜒) where T is a
tree and 𝜒 is a bijection of the form 𝜒 : 𝑉 (T ) → E where for every vertex 𝑣 ∈ V , the set {𝑡 | 𝑣 ∈ 𝜒 (𝑡)} is a non-empty connected subtree of T
(connectivity).
There exist several characterisations of alpha acyclicity [1, 12, 15]:
• A conjunctive query 𝑄 is 𝛼-acyclic iff 𝑄 has a join tree (see Definition A.4), and
• A conjunctive query 𝑄 is 𝛼-acyclic iff its hypergraph is GYO reducible to the empty hypergraph. That is, by repeated application of
one of the following two rules:
(1) if a vertex 𝑣 occurs in only one edge 𝑒 , then remove 𝑣 from 𝑒; and
(2) if two distinct edges 𝑒 and 𝑓 satisfy 𝑒 ⊆ 𝑓 , then remove 𝑒 ,
the set of hyperedges of the hypergraph is reduced to the empty set.
Definition A.5 (Induced Set [12]). Let E be a family of sets. The set E[𝑆] = {𝑒 ∩ 𝑆 | 𝑒 ∈ E} \ {∅} is the induced set of E on a set 𝑆 ⊆ ⋃ E.
Definition A.6 (Minimisation of a Familiy of Sets [12]). Let E be a family of sets. The set M(E) = {𝑒 ∈ E | 𝑓 ∈ E, 𝑒 ⊂ 𝑓 } is the
minimization of E. That is, the subset of hyperedges that are maximal with respect to the inclusion order. Therefore, we trivially have that
M(E) ⊆ E.
Definition A.7 (Conformal Hypergraph [12]). A hypergraphH = (V, E) is conformal if there is no 𝑆 ⊆ V , with cardinality ≥ 3 such
thatM(E[𝑆]) = {𝑆 \ {𝑥} | 𝑥 ∈ 𝑆}.
Definition A.8 (Cycle-Free Hypergraph [12]). A hypergraph H = (V, E) is cycle-free if there is no tuple (𝑣1, . . . , 𝑣𝑛) with 𝑛 ≥ 3 of
pairwise distinct vertices such thatM(E[{𝑣𝑖 | 1 ≤ 𝑖 ≤ 𝑛}]) = {{𝑣𝑖 , 𝑣𝑖+1} | 1 ≤ 𝑖 < 𝑛} ∪ {{𝑣𝑛, 𝑣1}}.
Definition A.9 (Alpha Acyclic Hypergraph [12]). A hypergraphH is 𝛼-acyclic iff it is conformal and cycle-free.
Boolean conjunctive queries that are 𝛼-acyclic can be evaluated in time linear in the size of the input database. Moreover, a full conjunctive
query on this schema can be evaluated in time linear in the size of the input plus the size of the output. Both these results are achieved using
Yannakakis’s algorithm [38]. If we treat the size of the query as part of the problem input, then the time complexity of Yannakakis’ algorithm
becomes polynomial in the size of the query, the input, and the output respectively [1, 38].
A.1.3 Further acyclicity notions. There are notions of acyclicity stricter than 𝛼-acyclicity and weaker than Berge acyclicity: beta acyclicity
and gamma acyclicity. That is, the class of 𝛼-acyclic hypergraphs is a superset of the class of 𝛽-acyclic hypergraphs, which in turn is a
superset of the class of 𝛾-acyclic hypergraphs, which in turn is a superset of the class of Berge-acyclic hypergraphs [12, 15].
Definition A.10 (Gamma Acyclic Hypergraph [12]). A hypergraph H = (V, E) is 𝛾-acyclic if H is cycle-free and we cannot find
𝑥,𝑦, 𝑧 ∈ V such that {{𝑥,𝑦}, {𝑥, 𝑧}, {𝑥,𝑦, 𝑧}} ⊆ E[{𝑥,𝑦, 𝑧}].
A.2 Width Measures
Definition A.11 (Fractional Edge Cover Number). LetH = (V, E) be a hypergraph. The fractional edge covers of 𝑆 ⊆ V are precisely






𝑒 :𝑣∈𝑒 𝑥𝑒 ≥ 1 for all 𝑣 ∈ 𝑆
𝑥𝑒 ≥ 0 for all 𝑒 ∈ E.
and the fractional edge cover number 𝜌∗E (𝑆) is the cost of the optimal solution. The minimum exists and it is rational.
Let 𝑄 be a full conjunctive query with equality joins whose hypergraph isH . The fractional edge cover number ofH provides a tight
bound to the worst-case answer size of 𝑄 [8, 17] for any database. This means that for any database 𝐷 , the size of 𝑄 (D) is 𝑂 ( |D|𝜌
∗
E (V) ).
Moreover, there exist arbitrarily large database instances D for which the size of 𝑄 (D) is at least Ω( |D|𝜌
∗
E (V) ). There are query evaluation
algorithms matching this bound up to a log factor [28, 37].
Definition A.12 (Hypertree Decomposition). The (hyper)tree decomposition of a hypergraph H is a pair (T , 𝜒), where T is a tree
whose vertices are 𝑉 (T )and 𝜒 : 𝑉 (T ) → 2V maps each node 𝑡 of the tree T to a subset 𝜒 (𝑡) of vertices such that the following properties hold:
(1) every hyperedge 𝑒 ∈ E is a subset of a set 𝜒 (𝑡) for some 𝑡 ∈ 𝑉 (T ), and
(2) for every vertex 𝑣 ∈ V , the set {𝑡 | 𝑣 ∈ 𝜒 (𝑡)} is a non-empty connected subtree of T . The sets 𝜒 (𝑡) are called the bags of the tree
decomposition.
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We use TD(H) to denote the set of tree decompositions of a given hypergraphH .
Definition A.13 (Polymatroid [5]). Consider the vertex set V . A function 𝑓 : 2V → R+ is a (non-negative) set function on V . A set
function 𝑓 on V is:
• modular if 𝑓 (𝑆) = ∑𝑣∈𝑆 𝑓 ({𝑣}) for all 𝑆 ⊆ V ;
• monotone if 𝑓 (𝑋 ) ≤ 𝑓 (𝑌 ) whenever 𝑋 ⊆ 𝑌 ; and
• submodular if 𝑓 (𝑋 ∪ 𝑌 ) + 𝑓 (𝑋 ∩ 𝑌 ) ≤ 𝑓 (𝑋 ) + 𝑓 (𝑌 ) for all 𝑋,𝑌 ⊆ V .
A monotone, submodular set function ℎ : 2V → R+ with ℎ(∅) = 0 is a polymatroid. We use ΓV to denote the set of all polymatroids
𝑓 : 2V → R+ over the setV .
Definition A.14 (Edge Dominated Set Functions [5, 27]). Let H = (V, E) be a hypergraph. The set of edge dominated set functions is
defined as follows:
ED(H) := {ℎ | ℎ : 2V → R+, ℎ(𝑆) ≤ 1,∀𝑆 ∈ E}.
A.2.1 Fractional Hypertree Width.
Definition A.15 (Fractional Hypertree Width). Consider a hypergraph H = (V, E). Recall that TD(H) denote the set of all tree





𝜌∗E (𝜒 (𝑡)) . (1)
The following is an alternative characterization for fhtw(H) [5]: (Recall that ΓV denotes the set of polymatroids over V and ED(H)







ℎ(𝜒 (𝑡)) . (2)
The equivalence of the two characterizations is shown [5] by proving that for a fixed tree decomposition (T , 𝜒) and a fixed node 𝑡 ∈ 𝑉 (T ),
the following holds:
𝜌∗E (𝜒 (𝑡)) = max
ℎ∈ED(H)∩ΓV
ℎ(𝜒 (𝑡)) . (3)
It is clear from the definition that fhtw(H) ≤ 𝜌∗E (V). A Boolean conjunctive query 𝑄 with equality joins whose hypergraph is H can be
computed using its tree decomposition as follows:
(1) materialize each bag of the tree decomposition by computing the full conjunctive query associated to it using the Leapfrog Triejoin
algorithm, and
(2) run Yannakakis’ algorithm [38] on the 𝛼-acyclic Boolean conjunctive query (i.e., the tree decomposition) which arises from the
materialization of the bags.
For a databaseD of size 𝑁 , the first step takes𝑂 (𝑁 fhtw(H) log𝑁 ) time, and the second step takes time linear in the size of the materialization
of the bags. The second step takes time linear in the size of the bags. By using this algorithm, 𝑄 (𝐷) can be thus computed in time
𝑂 (𝑁 fhtw(H) log𝑁 ).
A.2.2 Submodular Width.








where ED(H) denotes the set of edge dominated set functions overH , and ΓV denotes the set of polymatroids overV .
By comparing (4) to (2) and using the minimax inequality, it is easy to see that subw(H) ≤ fhtw(H) for any hypergraph H [5, 27].
Moreover, there are classes of queries with bounded submodular width and unbounded fractional hypertree width [27].
Marx showed that a class C of Boolean conjunctive queries with equality joins is fixed-parameter tractable FPT (with the parameter being
the query size) if and only if C has a bounded submodular width [27]. His result suggests the use of submodular width as a yardstick for
optimality of algorithms solving Boolean conjunctive queries with equality joins. Marx gave an algorithm that can solve a query 𝑄 in time
𝑂 (poly(𝑁 subw(H) )) where 𝑁 is the input database size and H is the hypergraph of 𝑄 . His algorithm decomposes the given input database
into a union of “uniform” databases and then uses a different tree decomposition to solve the original query over each database separately.
Abo Khamis et al. [5] gave another algorithm, called PANDA, that can answer such a query in time 𝑂 (𝑁 subw(H) · polylog(𝑁 )). The PANDA
algorithm works by writing a sequential proof for the upper bound on subw(H) and then interpreting each proof step as an algorithmic
operation. It has recently been extended to handle count queries as well as queries with inequalities [2].
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Figure 4: Segment tree on the set of intervals I = {□ = [1, 4], • = [3, 4]}. The interval [1, 4] is contained in the canonical subsets
of the nodes 001, 01, and 10. The interval [3, 4] is contained in the canonical subsets of the nodes 011 and 10.
Algorithm 2 Segment Tree Insertion Algorithm
Input: A node 𝑣 ∈ 𝑉 (𝔗I ) and an interval 𝑖 ∈ I.
1: procedure Insert(𝑣 , 𝑖)
2: if seg(𝑣) ⊆ 𝑖 then
3: Insert 𝑖 into the canonical subset I𝑣 .
4: else
5: if seg(left-child(𝑣)) ∩ 𝑖 ≠ ∅ then Insert(left-child(𝑣), 𝑖)
6: if seg(right-child(𝑣)) ∩ 𝑖 ≠ ∅ then Insert(right-child(𝑣), 𝑖)
7: end if
8: end procedure
Algorithm 3 Segment Tree Query Algorithm
A node 𝑣 ∈ 𝑉 (𝔗I ) and a query point 𝑝
1: procedure Query(𝑣 , 𝑝)
2: Report all the intervals in I𝑣 .
3: if 𝑣 is not a leaf then
4: if 𝑝 ∈ seg(left-child(𝑣)) then Query(left-child(𝑣), 𝑝)
5: else Query(right-child(𝑣), 𝑝)
6: end if
7: end procedure
B MISSING DETAILS FROM SECTION 3
B.1 Segment Tree
Our formal definition of a segment tree 𝔗I on an input set of intervals I is given in Section 3. Figure 4 shows an example segment tree. To
construct the segment tree, first, we sort the endpoints of the intervals in I in time 𝑂 ( |I| · log|I |) to obtain the elementary segments, and
then construct a balanced binary tree such that the elementary segments sorted from left to right correspond to the leaves of the tree from
the left to right respectively. Then, we compute the corresponding segments of the nodes in a bottom-up fashion in time 𝑂 (𝑁 ). To compute
the canonical subset I𝑣 for each node 𝑣 , we use procedure Insert of Algorithm 2, called with 𝑣 = root(𝔗I ). This procedure inserts each
interval 𝑖 ∈ I into the canonical subsets of its corresponding maximal segment tree nodes. For any interval 𝑖 ∈ I, the recursive procedure
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Insert(root(𝔗I , 𝑖)) visits at most 4 nodes per level of the tree [34]. Hence, the time complexity to insert a single interval is 𝑂 (log |I |).
Therefore, the total time to construct the segment tree is 𝑂 ( |I| · log|I |).
Given a query point 𝑝 and a segment tree 𝔗I the procedure Query of Algorithm 3 reports all the intervals in I that contain this query
point 𝑝 . For any query point 𝑝 , the procedureQuery(root(𝔗I ), 𝑝) is called at the root of the segment tree visits one node per level of the
tree, so 𝑂 (log|I |) nodes in total. Therefore, the total time complexity of the query is 𝑂 (log|I | + 𝑘), where 𝑘 is the number of reported
intervals [34].
Remark B.1. We assume wlog that all input intervals are closed intervals. Since there are finitely many input intervals, there exists a sufficiently
small
2 𝜖 > 0 such that any open interval (𝑥,𝑦) can be replaced with the closed interval [𝑥 + 𝜖,𝑦 − 𝜖].
B.2 Proof of Property 3.3
Property 3.3 (Segment Tree) Let I be any set of intervals and 𝔗I be the segment tree for it.
(1) Let 𝑢 and 𝑣 be nodes in the segment tree. Then 𝑢 ∈ anc(𝑣) if and only if seg(𝑢) ⊇ seg(𝑣). Equivalently, 𝑢 is a prefix of 𝑣 .
(2) For any interval 𝑥 ∈ I, there cannot be two nodes in CPI (𝑥) such that one of them is an ancestor of the other.
(3) For any interval 𝑥 ∈ I, CPI (𝑥) has size and can be computed in time 𝑂 (log|I |).
Proof. We prove the three statements separately.
(1) This statement holds by the construction of the segment tree.
(2) Assume that there exist two nodes 𝑢, 𝑣 ∈ CP𝐼 (𝑥) such that 𝑢 is ancestor of 𝑣 . From Property 3.3(1) we have seg(𝑢) ⊇ seg(𝑣). This is a
contradiction since the set of segments {seg(𝑣) | 𝑣 ∈ CPI (𝑥)} forms a partition of 𝑥 .
(3) We claim that given an interval 𝑥 ∈ I, there are no three nodes in CPI (𝑥) that are at the same depth of the tree. Therefore, the size
of CPI (𝑥) has size at most 𝑂 (log|I |). To see why this is true, let 𝑣1, 𝑣2, 𝑣3 be three nodes at the same depth, numbered from left to
right. Suppose 𝑣1, 𝑣3 ∈ CPI (𝑥). This means that 𝑥 spans the whole interval from the left endpoint of seg(𝑣1) to the right endpoint of
seg(𝑣3). Because 𝑣2 lies between 𝑣1 and 𝑣3, seg(parent(𝑣2)) must be contained in 𝑥 . Hence, 𝑣2 ∉ CPI (𝑥).
The canonical partition of 𝑥 can be computed using the procedure Insert(root(𝔗I ), 𝑥) in Algorithm 2. The recursive procedure visits
at most 4 nodes per level of the tree [34]. Hence, the time complexity to insert a single interval is 𝑂 (log |I |).
□
C MISSING DETAILS FROM SECTION 4
C.1 Proof of Lemma 4.1















𝑣 𝑗 ∈ CPI (𝑥 𝑗 )
ª®®®¬

Proof. The intersection of the intervals in 𝑆 is equal to the interval [𝑙, 𝑟 ] if 𝑙 ≤ 𝑟 , and equal to ∅ otherwise, where 𝑙 := max
1≤𝑖≤𝑘 𝑥𝑖 .𝑙 and
𝑟 := min
1≤𝑖≤𝑘 𝑥𝑖 .𝑟 . Therefore, the intervals in 𝑆 intersect if and only if there is an interval 𝑥𝑖 ∈ 𝑆 (i.e., 𝑖 is equal to argmax1≤𝑖≤𝑘 𝑥𝑖 .𝑙) such












𝑥𝑖 .𝑙 ∈ 𝑥 𝑗
ª®®®¬ (5)














𝑣∈CPI (𝑥 𝑗 )
𝑥𝑖 .𝑙 ∈ seg(𝑣)
ª®¬
 (6)
2𝜖 is less than the distance between any two distinct endpoints of all the intervals.
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where the second equivalence is due to the fact that
∨
𝑎∈𝐴 𝑎 ∈ 𝐵 ≡
∨
𝑎∈𝐵 𝑎 ∈ 𝐴 ≡ 𝐴 ∩ 𝐵 ≠ ∅, for any two sets 𝐴 and 𝐵, and the third
equivalence is due to the distributivity of the conjunction over the disjunction. □
C.2 Proof of Property 4.2
Property 4.2 Consider a set of intervals 𝑆 = {𝑥1, . . . , 𝑥𝑛} ⊆ I and a segment tree 𝔗I . For any 𝑥𝑖 ∈ 𝑆 , there can be at most one tuple of
nodes 𝑣 𝑗 ∈ (anc(leaf(𝑥𝑖 ))) for 𝑗 ∈ [𝑘], 𝑗 ≠ 𝑖 that satisfy the conjunction of Lemma 4.1.
Proof. Assume that there exist two such tuples: (𝑣 𝑗 ) 𝑗 ∈[𝑘 ], 𝑗≠𝑖 and (𝑣 ′𝑗 ) 𝑗 ∈[𝑘 ], 𝑗≠𝑖 that satisfy the conjunction of Lemma 4.1. Since 𝑥𝑖 is
fixed, the nodes from the two tuples correspond to the same root-to-leaf path whose leaf is leaf(𝑥𝑖 ). Therefore, there exists 𝑗 ∈ [𝑘], 𝑗 ≠ 𝑖
such that 𝑣 𝑗 ≠ 𝑣
′
𝑗
and 𝑣 𝑗 , 𝑣
′
𝑗
∈ CPI (𝑥 𝑗 ). This is not possible due to Property 3.3(2), as there cannot be distinct nodes in CPI (𝑥 𝑗 ) that belong
to the same root-to-leaf path . □
C.3 Proof of Lemma 4.4
Lemma 4.4 Consider a subset of intervals 𝑆 = {𝑥1, . . . , 𝑥𝑘 } ⊆ I. The predicate (
⋂
𝑥 ∈𝑆 𝑥) ≠ ∅ is true if and only if there exists a permutation
𝜎 ∈ 𝜋 ({𝑥1, . . . , 𝑥𝑘 }) and a tuple of bit-strings (𝑦1, . . . , 𝑦𝑘 ) such that:
• for each 1 ≤ 𝑖 < 𝑘 we have 𝑦1 ◦ · · · ◦ 𝑦𝑖 ∈ CPI (𝜎𝑖 ), and
• for 𝑖 = 𝑘 we have 𝑦1 ◦ · · · ◦ 𝑦𝑖 = leaf(𝜎𝑖 ).
Proof. Let 𝔗I be a segment tree on I.
⇒: Assume that the predicate (⋂𝑥 ∈𝑆 𝑥) ≠ ∅ is true. By Lemma 4.3 there exists a permutation 𝜎 ∈ 𝜋 ({𝑥1, . . . , 𝑥𝑘 }) and a tuple of nodes
(𝑢1, . . . , 𝑢𝑘 ) such that𝑢1 ∈ anc(𝑢2), . . . , 𝑢𝑘−1 ∈ anc(𝑢𝑘 ), 𝑢𝑘 = leaf(𝜎𝑘 ) and𝑢𝑖 ∈ CPI (𝜎𝑖 ) for each 1 ≤ 𝑖 < 𝑘 . By Property 3.3 (1), we have that
𝑢1 is a prefix of𝑢2 is a prefix of𝑢3 and so on. Hence, there exists a tuple of bit-strings (𝑦1, . . . , 𝑦𝑘 ) such that𝑢𝑖 = 𝑦1 ◦ · · · ◦𝑦𝑖 for each 1 ≤ 𝑖 ≤ 𝑘 .
Since, 𝑢𝑖 ∈ CPI (𝜎𝑖 ) for each 1 ≤ 𝑖 < 𝑘 and 𝑢𝑘 = leaf(𝜎𝑘 ) we have 𝑦1 ◦ · · · ◦ 𝑦𝑖 ∈ CPI (𝜎𝑖 ) for each 1 ≤ 𝑖 < 𝑘 and 𝑦1 ◦ · · · ◦ 𝑦𝑘 = leaf(𝜎𝑘 ).
Hence, the statement of Lemma 4.4 is true.
⇐: Assume that the statement of Lemma 4.4 is true. That means that there exists a permutation 𝜎 ∈ 𝜋 ({𝑥1, . . . , 𝑥𝑘 }) and a tuple of
bit-strings (𝑦1, . . . , 𝑦𝑘 ) such that for each 1 ≤ 𝑖 < 𝑘 we have 𝑦1 ◦ · · · ◦𝑦𝑖 ∈ CPI (𝜎𝑖 ) and 𝑦1 ◦ · · · ◦𝑦𝑘 = leaf(𝜎𝑘 ). Let 𝑢𝑖 = 𝑦1 ◦ . . . , 𝑦𝑖 for each
1 ≤ 𝑖 ≤ 𝑘 . We have that 𝑢𝑖 ∈ CPI (𝜎𝑖 ) for each 1 ≤ 𝑖 < 𝑘 and 𝑢𝑘 = leaf(𝜎𝑘 ). Furthermore, 𝑢1 is prefix of 𝑢2, 𝑢2 is prefix of 𝑢3 and so on.
Hence, by Property 3.3 (1), we have 𝑢1 ∈ anc(𝑢2), 𝑢2 ∈ anc(𝑢3), . . . , 𝑢𝑘−1 ∈ anc(𝑢𝑘 ) and so on. Therefore, the predicate of Lemma 4.3 is true.
So, (⋂𝑥 ∈𝑆 𝑥) ≠ ∅ is true. □
C.4 Proof of Lemma 4.10
Lemma 4.10 Each new relation ?̃?(𝜎𝑖 ) in database D̃( [𝑋 ],𝜎) constructed from the database D following Definition 4.9 has the size:
• 𝑂 ( |𝑅(𝜎𝑖 ) | · log𝑖 |I |) if 𝑖 ∈ [𝑘 − 1] and
• 𝑂 ( |𝑅(𝜎𝑖 ) | · log𝑖−1 |I |) if 𝑖 = 𝑘 ,
and can be constructed in time proportional to its size.
Proof. Given a node 𝑢 from 𝑉 (𝔗I ) and an integer 𝑖 , let 𝔉(𝑢, 𝑖) denote the set that contains all the tuples (𝑥1, . . . , 𝑥𝑖 ) such that
𝑥1 ◦ · · · ◦ 𝑥𝑖 = 𝑢.
Claim C.1. Let 𝑢 ∈ 𝑉 (𝔗I ) and 𝑖 be an integer. The size of𝔉(𝑢, 𝑖) is 𝑂 (log𝑖−1 |I |) = 𝑂 (log𝑖−1 |D|).
We prove each statement separately:
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• Let 𝑖 be an integer such that 1 ≤ 𝑖 < 𝑘 . The relation ?̃?(?̃?𝑖 ) can be constructed using the following procedure: for each tuple 𝑡 ∈ 𝑅(𝜎𝑖 ),
for each 𝑢 ∈ CPI (𝑡 ( [𝑋 ])), for each (𝑥1, . . . , 𝑥𝑖 ) ∈ 𝔉(𝑢, 𝑖) construct the tuple 𝑡 over the schema ?̃?𝑖 = (𝜎𝑖 \ {[𝑋 ]}) ∪ {𝑋1, . . . , 𝑋𝑖 } such
that 𝑡 [?̃?𝑖 \ {𝑋1, . . . , 𝑋𝑖 }] = 𝑡 [𝜎𝑖 \ {[𝑋 ]}] and 𝑡 (𝑋 𝑗 ) = 𝑥 𝑗 for each 1 ≤ 𝑗 ≤ 𝑖 . Then, insert the tuple 𝑡 into ?̃?(?̃?𝑖 ).
By Property 3.3 (3) we have that |CPI (𝑡 ( [𝑋 ])) | = 𝑂 (log|I |) = 𝑂 (log|D|) and by Claim C.1 we have that |𝔉(𝑢, 𝑖) | = 𝑂 (log𝑖−1 |D|).
Therefore, |?̃?(?̃?𝑖 ) | = 𝑂 ( |𝑅(𝜎𝑖 ) | · log|D| · log𝑖−1 |D|) = 𝑂 ( |𝑅(𝜎𝑖 ) | · log𝑖 |D|). Furthermore, its construction time is proportional to its size.
• Let 𝑖 = 𝑘 . The relation ?̃?(?̃?𝑖 ) is constructed using the following procedure: for each tuple in 𝑡 ∈ 𝑅(𝜎𝑖 ), for each (𝑥1, . . . , 𝑥𝑖 ) ∈
𝔉(leaf(𝑡 ( [𝑋 ])), 𝑖) construct the tuple 𝑡 over the schema ?̃?𝑖 = (𝜎𝑖 \ {[𝑋 ]}) ∪ {𝑋1, . . . , 𝑋𝑖 } such that 𝑡 [?̃?𝑖 \ {𝑋1, . . . , 𝑋𝑖 }] = 𝑡 [𝜎𝑖 \ {[𝑋 ]}]
and 𝑡 (𝑋 𝑗 ) = 𝑥 𝑗 for each 1 ≤ 𝑗 ≤ 𝑖 . Then, insert the tuple 𝑡 into ?̃?(?̃?𝑖 ).
By Claim C.1 we have that |𝔉(leaf(𝑡 ( [𝑋 ])), 𝑖) | = 𝑂 (log𝑖−1 |D|). Therefore, |?̃?(?̃?𝑖 ) | = 𝑂 ( |𝑅(𝜎𝑖 ) | · log𝑖−1 |D|). Furthermore, its construc-
tion time is proportional to its size.
□
C.5 Proof of Lemma 4.11
Lemma 4.11 Given any EIJ query 𝑄 , interval variable [𝑋 ] in 𝑄 , and any database D, let the EIJ query ?̃? [𝑋 ] and database D̃[𝑋 ] be constructed
as per Definitions 4.9 and 4.7. Then, 𝑄 (D) is true if and only if ?̃? [𝑋 ] (D̃[𝑋 ] ) is true.
Proof. For simplicity let 𝑘 = |E [𝑋 ] |.





and also they satisfy the rest of the join conditions of the query 𝑄 , i.e. the (intersection or equality) joins on the variables inV \ {[𝑋 ]}.
By Definition 4.9, for each 𝑖 ∈ [𝑘] there exists a tuple 𝑡?̃?𝑖 ∈ ?̃?(?̃?𝑖 ), where ?̃?(?̃?𝑖 ) is a relation over schema ?̃?𝑖 = (𝜎𝑖 \ {[𝑋 ]}) ∪ {𝑋1, . . . , 𝑋𝑖 }
in D̃( [𝑋 ],𝜎) , such that 𝑡?̃?𝑖 (?̃?𝑖 \ {𝑋1, . . . , 𝑋𝑖 }) = 𝑡𝜎𝑖 (𝜎𝑖 \ {[𝑋 ]}) and 𝑡?̃?𝑖 (𝑋1) = 𝑥1, . . . , 𝑡?̃?𝑖 (𝑋𝑖 ) = 𝑥𝑖 . Furthermore, by Definition 4.9 for each
𝑒 ∈ E \E [𝑋 ] we have 𝑅(𝑒) ∈ D̃( [𝑋 ],𝜎) . For each 𝑖 ∈ [𝑘] we have 𝑡?̃?𝑖 (𝑋𝑖 ) = 𝑡?̃?𝑖+1 (𝑋𝑖 ) = · · · = 𝑡?̃?𝑘 (𝑋𝑖 ), i.e. the tuples 𝑡?̃?1 , . . . , 𝑡?̃?𝑘 satisfy the equi-
join conditions for the variables 𝑋1, . . . , 𝑋𝑘 in the query ?̃? ( [𝑋 ],𝜎) . Furthermore, all the tuples 𝑡?̃?1 , . . . , 𝑡?̃?𝑘 and 𝑡𝑒 for each 𝑒 ∈ E \ E [𝑋 ] satisfy
the rest of the join conditions of query ?̃? ( [𝑋 ],𝜎) i.e. the (intersection or equality) joins on variables inV \ {[𝑋 ]}. Hence, ?̃? ( [𝑋 ],𝜎) (D̃( [𝑋 ],𝜎) )
is true. Therefore, ?̃? [𝑋 ] (D̃[𝑋 ] ) is true.
⇐: Assume that ?̃? [𝑋 ] (D̃[𝑋 ] ) is true. That means that there exists a permutation 𝜎 ∈ 𝜋 (E [𝑋 ] ) and there exist tuples 𝑡?̃?𝑖 ∈ ?̃?(?̃?1), . . . , 𝑡?̃?𝑘 ∈
?̃?(?̃?𝑘 ) and 𝑡𝑒 ∈ 𝑅(𝑒) for each 𝑒 ∈ E \ E [𝑋 ] such that for each 𝑖 ∈ [𝑘] we have 𝑡?̃?𝑖 (𝑋𝑖 ) = 𝑡?̃?𝑖+1 (𝑋𝑖 ) = · · · = 𝑡?̃?𝑘 (𝑋𝑖 ) and also the tuples satisfy
the rest of the join conditions of the query ?̃? [𝑋 ] , i.e. the (intersection or equality) joins on variables inV \ {[𝑋 ]}.
By Definition 4.9, for each 𝑖 ∈ [𝑘] there exists a tuple 𝑡𝜎𝑖 ∈ 𝑅(𝜎𝑖 ), where 𝑅(𝜎𝑖 ) is a relation over schema 𝜎𝑖 = (𝜎𝑖 ∪{[𝑋 ]}) \ {𝑋1, . . . , 𝑋𝑘 } in
D, such that 𝑡𝜎𝑖 (𝜎𝑖 \ {[𝑋 ]}) = 𝑡?̃?𝑖 (?̃?𝑖 \ {𝑋1, . . . , 𝑋𝑖 }) and 𝑡?̃?𝑖 (𝑋1) ◦ · · · ◦𝑡?̃?𝑖 (𝑋𝑖 ) ∈ CPI (𝑡𝜎𝑖 (𝑋 )) for each 𝑖 ∈ [𝑘−1] and 𝑡?̃?𝑖 (𝑋1) ◦ · · · ◦𝑡?̃?𝑖 (𝑋𝑖 ) =





is true. Therefore, the tuples 𝑡𝜎1 , . . . , 𝑡𝜎𝑘 satisfy the intersection join condition on variable [𝑋 ] in query 𝑄 . Furthermore, all the tuples
𝑡𝜎1 , . . . , 𝑡𝜎𝑘 and 𝑡𝑒 for each 𝑒 ∈ E \ E [𝑋 ] satisfy the rest of the join conditions of 𝑄 , i.e. the (intersection or equality) joins on variables in
V \ {[𝑋 ]}. Hence 𝑄 (D) is true. □
C.6 Proof of Theorem 4.12
Theorem 4.12 For any IJ query𝑄 with hypergraphH and any database D, it holds that𝑄 (D) is true if and only if∨
?̃? ∈Q̃ ?̃? (D̃) is true, where
(H̃, Q̃, D̃) = Reduce({H}, {𝑄},D).
Proof. Without loss of generality assume that 𝑄 includes the interval variables [𝑋1], . . . , [𝑋𝑛] and that the procedure Reduce(H , 𝑄,D)
iterates over them in the listed order. We use a proof by induction. Let 𝑃 ( 𝑗) denote the statement 𝑄 (D) if and only if ∨
?̃? ∈Q̃ ?̃? (D̃) after the
𝑗-th iteration of the reduction (procedure Reduce({H}, {𝑄},D), Algorithm 1).
Base case.We prove that 𝑃 (1) is true. Note that 𝑃 (1) is equivalent to the statement𝑄 (D) if and only if∨
?̃? ∈Q̃ ?̃? (D̃) after the 1-st iteration
of the reduction. During the 1-st iteration of the reduction we have
˜Q
0







𝜎 ∈𝜋 (E [𝑋
1
] )






𝜎 ∈𝜋 (E [𝑋
1
] )
{?̃? ( [𝑋1 ],𝜎) }
ª®¬ =
⋃
𝜎 ∈𝜋 (E [𝑋
1
] )
{?̃? ( [𝑋1 ],𝜎) } (8)
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𝜎 ∈𝜋 (E [𝑋
1
] )
?̃? ( [𝑋1 ],𝜎) (D̃[𝑋1 ] ) ≡ ?̃? [𝑋1 ] (D̃[𝑋1 ] ). (9)
The second equivalence is due to Definition 4.7. By Lemma 4.11 we have ?̃? [𝑋1 ] (D̃[𝑋1 ] ) ≡ 𝑄 (D). Hence, 𝑃 (1) is true.
Inductive step. The statement 𝑃 ( 𝑗) is equivalent to the statement𝑄 (D) if and only if∨
?̃? ∈Q̃ ?̃? (D̃) after the 𝑗-th iteration of the reduction.
We prove that if 𝑃 ( 𝑗) is true then 𝑃 ( 𝑗 + 1) is true for any 1 ≤ 𝑗 < 𝑛.













𝜎′∈𝜋 (E [𝑋𝑗 ] )
{?̃? ′( [𝑋 𝑗 ],𝜎′) }
ª®®¬ (10)
where ?̃? ′( [𝑋 𝑗 ],𝜎′) follows Definition 4.7, and D̃ = D̃
′
[𝑋 𝑗 ] where D̃
′
[𝑋 𝑗 ] follows Definition 4.9. During the 𝑗 + 1-th iteration we have ˜Q0 = ˜Q
′
,







𝜎 ∈𝜋 (E [𝑋𝑗+1 ] )







𝜎′∈𝜋 (E [𝑋𝑗 ] )
©­­«
⋃
𝜎 ∈𝜋 (E [𝑋𝑗+1 ] )
{𝐽( [𝑋 𝑗+1 ],𝜎) }
ª®®¬
ª®®¬ (11)









𝜎′∈𝜋 (E [𝑋𝑗 ] )
©­­«
∨
𝜎 ∈𝜋 (E [𝑋𝑗+1 ] )









𝜎′∈𝜋 (E [𝑋𝑗 ] )
𝐽 [𝑋 𝑗+1 ] (D̃[𝑋 𝑗+1 ] )
ª®®¬ .
(12)
The second equivalence is obtained by Definition 4.7. Since 𝐽 = ?̃? ′( [𝑋 𝑗 ],𝜎′) , by Lemma 4.11, we have that 𝐽 [𝑋 𝑗+1 ] (D̃[𝑋 𝑗+1 ] ) ≡ ?̃?
′










𝜎′∈𝜋 (E [𝑋𝑗 ] )
?̃? ′( [𝑋 𝑗 ],𝜎′) (D̃[𝑋 𝑗 ] )
ª®®¬ ≡ ˜Q
′(D̃′) ≡ 𝑄 (D) (13)
The third equivalence is due to the assumption that 𝑃 ( 𝑗) is true. Therefore, the statement 𝑃 ( 𝑗 + 1) also holds true.
Conclusion. Since both the base case and the inductive step have been proved as true, by induction the statement 𝑃 (𝑛) is true. □
C.7 Proof of Theorem 4.15
Theorem 4.15 Given any IJ query 𝑄 with hypergraphH and database D, 𝑄 (D) can be computed in time 𝑂 ( |D|ijw(H) · polylog|D|).
Proof. By Theorem 4.12 we have 𝑄 (D) if and only if ∨
?̃? ∈Q̃
?̃? (D̃), (14)
where (H̃, Q̃, D̃) = Reduce({H}, {𝑄},D). Therefore, the upper bound for the computation of𝑄 (D) is given by the upper bound of the query
with the maximum upper bound among the queries in the disjunction of Equation (14). The query with the maximum upper bound among
the queries in the disjunction of Equation (14), is the one whose hypergraph has the maximum submodular width [5]. Hence, the time
complexity of 𝑄 (D) is upper bounded by
𝑄 ( |D|max ˜H∈𝜏 (H) subw(
˜H) · polylog|D|),
given that 𝜏 (H) is the set of hypergraphs that correspond to the queries in the disjunction of Equation (14). By Definition 4.13 we have:
𝑂 ( |D|max ˜H∈𝜏 (H) subw(
˜H) · polylog|D|) = 𝑂 ( |D|ijw(H) · polylog|D|)
Hence, 𝑄 (D) can be computed in time 𝑂 ( |D|ijw(H) · polylog|D|). □
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Figure 5: A slightly modified version of a perfect segment tree with 2𝑛 ·𝑏 leaves, where 𝑛 = 2 and 𝑏 = 2, to be used as a tool to
prove Theorem 5.1.
D MISSING DETAILS FROM SECTION 5
Theorem 5.1 Let 𝑄 be any IJ query with hypergraphH , and let ?̃? be any EJ query whose hypergraph is in 𝜏 (H). For any database D̃, let
Ω(𝑇 ( |D̃|)) be a lower bound on the time complexity for computing the EJ query ?̃? , where 𝑇 is a function of the size of the database D̃. Then,
there cannot be an algorithm A𝑄 that computes 𝑄 (D) in time 𝑜 (𝑇 ( |D|)) (i.e., asymptotically strictly smaller), for any input database D.
Proof. Suppose, for a contradiction, that there is such an algorithm A𝑄 . We will show that we can construct an algorithm A?̃? based on
A𝑄 that can solve ?̃? (D̃) in time complexity 𝑜 (𝑇 ( |D̃|)) (i.e., asymptotically strictly smaller), for any input database D̃ of ?̃? .
Let D̃ be any input database for EJ query ?̃? . We will base our construction on the structure of the segment tree. Let brep(𝑥) be the binary
representation of the natural number 𝑥 . WLOG we can assume that each value in D̃ is a binary string of length exactly 𝑏 for some constant 𝑏.
Let 𝑛 = |E | = | ˜E|.
Consider a slightly modified version of a perfect segment tree with 2
𝑛 ·𝑏
leaves (so with height equal to 𝑛 · 𝑏) where, for each node 𝑢, we
have seg(𝑢) := [𝑥,𝑦], where 𝑥 and 𝑦 are natural numbers such that brep(𝑥) := “1”◦𝑢 ◦ “0”ℓ and brep(𝑦) := “1”◦𝑢 ◦ “1”ℓ , where ℓ := 𝑛 ·𝑏 − |𝑢 |
and “0”
ℓ
represents the string “0” repeated ℓ times (and the same for “1”ℓ ). Figure 5 depicts this segment tree for 𝑛 = 2 and 𝑏 = 2. Note that
all the properties of a segment tree that are relevant for this proof hold for this version too.
Remark D.1. We will not construct this segment tree explicitly, since its size is 𝑂 ( |D̃|𝑛) and it thus cannot be constructed explicitly in the
desired runtime bound. It will only be used as a theoretical tool for the proof. We choose this version of the segment tree because it enables us to
easily compute the segment corresponding to any node, without having to explicitly construct the tree upfront.
Similar to the one-step forward reduction from Section 4.2, we define a one-step backward reduction and then apply it repeatedly.
DefinitionD.2 (One-step backward database transformation). Given an EIJ𝑄 , let [𝑋 ] be an interval variable of𝑄 and let𝜎 ∈ 𝜋 (E [𝑋 ] ).
Let ?̃? ( [𝑋 ],𝜎) be the EIJ resulting from the one-step query rewriting from Definition 4.7. Let D̃( [𝑋 ],𝜎) be an arbitrary database instance over the
schema of ?̃? ( [𝑋 ],𝜎) . We construct a database instance D over the schema of 𝑄 as follows. For each tuple 𝑡 ∈ ?̃?(𝜎𝑖 ), we construct a tuple 𝑡 ∈ 𝑅(𝜎𝑖 )
such that:
• 𝑡 (𝜎𝑖 \ {[𝑋 ]}) = 𝑡 (𝜎𝑖 \ {𝑋1, . . . , 𝑋𝑖 })
• 𝑡 ( [𝑋 ]) = seg(𝑡 (𝑋1) ◦ · · · ◦ 𝑡 (𝑋𝑖 ))
All relations in D̃( [𝑋 ],𝜎) other than {𝑅(𝜎𝑖 ) | 𝑖 ∈ [𝑘]} where 𝑘 := |E [𝑋 ] | are copied directly to D.
Note that by the above definition, we have a bijection between tuples 𝑡 from D̃ and tuples 𝑡 from D. Let 𝑔 be a function that maps a tuple 𝑡
in D̃ to the corresponding tuple 𝑡 from D. Because of this bijection, we also have |D| = |D̃( [𝑋 ],𝜎) |.
Claim D.3. Given 𝑄,D, ?̃? ( [𝑋 ],𝜎) and D̃( [𝑋 ],𝜎) from Definition D.2, 𝑄 (D) holds if and only if ?̃? ( [𝑋 ],𝜎) (D̃( [𝑋 ],𝜎) ) holds.
First we prove both directions of the above claim:
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Proof of Claim D.3. I)⇐: Assume that ?̃? ( [𝑋 ],𝜎) (D̃( [𝑋 ],𝜎) ) holds. Let ˜H( [𝑋 ],𝜎) be the corresponding hypergraph whose hyperedges
are




𝑒∈ ˜E ( [𝑋 ],𝜎 ) satisfy ?̃? ( [𝑋 ],𝜎) . Let
𝑘 := |E [𝑋 ] |. There must exist a tuple (𝑥1, . . . , 𝑥𝑘 ) where for each 𝑖 ∈ [𝑘], we have 𝑡?̃?𝑖 (𝑋1) = 𝑥1, . . . , 𝑡?̃?𝑖 (𝑋𝑖 ) = 𝑥𝑖 . Therefore the binary strings
{𝑡?̃?𝑖 (𝑋1) ◦ · · · ◦ 𝑡?̃?𝑖 (𝑋𝑖 ) | 𝑖 ∈ [𝑘]} are a prefix of one another. By Property (1) from 3.3, this means that the line segments {seg(𝑡?̃?𝑖 (𝑋1) ◦ · · · ◦
𝑡?̃?𝑖 (𝑋𝑖 )) | 𝑖 ∈ [𝑘]} intersect. Therefore, the tuples
(
𝑡𝑒 := 𝑔(𝑡𝑒 )
)
𝑒∈ ˜E ( [𝑋 ],𝜎 ) satisfy 𝑄 .
II)⇒: Assume that𝑄 (D) is true. This means that each relation 𝑅𝑒 contains a tuple 𝑡𝑒 such that the tuples (𝑡𝑒 )𝑒∈E satisfy𝑄 . In particular, the
intervals {𝑡𝜎𝑖 ( [𝑋 ]) | 𝑖 ∈ [𝑘]} intersect. By Definition D.2, the tuples (𝑡?̃?𝑖 := 𝑔−1 (𝑡𝜎𝑖 )) ∈ ?̃?(?̃?𝑖 ) satisfy 𝑡𝜎𝑖 ( [𝑋 ]) = seg(𝑡?̃?𝑖 (𝑋1) ◦ · · · ◦ 𝑡?̃?𝑖 (𝑋𝑖 ))
for 𝑖 ∈ [𝑘]. By Property (1) from 3.3, the binary strings {𝑡?̃?𝑖 (𝑋1) ◦ · · · ◦ 𝑡?̃?𝑖 (𝑋𝑖 ) | 𝑖 ∈ [𝑘]} are a prefix of one another. Moreover for each
𝑖 ∈ [𝑘], the binary strings 𝑡?̃?𝑖 (𝑋1), . . . , 𝑡?̃?𝑖 (𝑋𝑖 ) have the same length which is 𝑏 (by our assumption about D̃). Hence, for each 𝑗 ∈ [𝑘],





𝑒∈E satisfy ?̃? ( [𝑋 ],𝜎) . □
Finally we use the above claim to finish the proof of Theorem 5.1. By repeatedly applying the above reduction on the EJ query ?̃? and its
database instance D̃, we construct a database instance D such that 𝑄 (D) holds if and only if ?̃? (D̃) holds. Moreover by Definition D.2, we
have |D| = |D̃|. Now we use the algorithm A𝑄 to answer 𝑄 (D) in time 𝑜 (𝑇 ( |D|)), thus resulting in an algorithm A?̃? that can answer ?̃? (D̃)
in time 𝑜 (𝑇 ( |D̃|)). But this is a contradiction since ?̃? (D̃) has a lower bound of Ω(𝑇 ( |D̃|)). □
E MISSING DETAILS FROM SECTION 6
In this section we prove the statements of Section 6. Consider an IJ 𝑄 as per Definition 3.1, and let H = (V, E) be the hypergraph of 𝑄 . We
denote the vertices ofH by letters (e.g. 𝑢) and the vertices of any ˜H = ( ˜V, ˜E) ∈ 𝜏 (H) by letters with tilde (e.g. ?̃?). For each vertex 𝑢 ∈ V ,
let 𝑛𝑢 = |E𝑢 | be the number of hyperedges that contain 𝑢. Each vertex 𝑢 that occurs in 𝑛𝑢 hyperedges in H corresponds to 𝑛𝑢 vertices in ˜H
denoted by ?̃?1, . . . , ?̃?𝑛𝑢 . Figure 6 exemplifies this notation: The hypergraph H has vertices [𝐴], [𝐵], [𝐶], with 𝑛𝐴 = 3, 𝑛𝐵 = 2, and 𝑛𝐶 = 2.
The corresponding vertices in the hypergraph
˜H are: ?̃?1, ?̃?2, ?̃?3 for [𝐴]; ?̃?1, ?̃?2 for [𝐵]; and 𝐶1,𝐶2 for [𝐶].
Definition E.1. LetH = (V, E) be a hypergraph and ˜H = ( ˜V, ˜E) be any member of 𝜏 (H).
(1) Let a
˜H,H :
˜V → V be the surjective function that maps each vertex ?̃? ∈ ˜V to the corresponding vertex 𝑢 ∈ V .
(2) Let 𝜖
˜H,H :
˜E → E be the bijective function that maps each hyperedge 𝑒 ∈ ˜E to the corresponding hyperedge 𝑒 = {𝑢 | ?̃? ∈ 𝑒} ∈ E.
Whenever it is clear from the context, we omit the subscript from the names of the functions.
The following properties hold immediately by Definition E.1 and Algorithm 1.
Property E.2 (Properties of IJ -to-EJ Reduction). Let H = (V, E) be a hypergraph and ˜H = ( ˜V, ˜E) ∈ 𝜏 (H).
(1) For each hyperedge 𝑒 ∈ ˜E and each vertex ?̃? ∈ ˜V , if ?̃? ∈ 𝑒 in ˜H then a (?̃?) ∈ 𝜖 (𝑒) in H .
(2) For each hyperedge 𝑒 ∈ ˜E and each vertex 𝑢 ∈ V , ?̃?1 ∈ 𝑒 in ˜H if and only if 𝑢 ∈ 𝜖 (𝑒) in H .
(3) For any two vertices ?̃?𝑖 , ?̃? 𝑗 ∈ ˜V with 𝑖 < 𝑗 and 𝑒 ∈ ˜E, we have that if ?̃? 𝑗 ∈ 𝑒 then ?̃?𝑖 ∈ 𝑒 .
The first property states that any node in
˜H is mapped back to precisely one node in H and there is a bijection between the hyperedges
of these two nodes. The second property is a strengthening of the first property: there is always a node ?̃?1 in ˜H for every node 𝑢 in H and
there is a bijection between the hyperedges of these two nodes. Finally, the third property states that whenever we have a node ?̃? 𝑗 in a
hyperedge in
˜H , which corresponds to a node 𝑢 inH , we also have all nodes ?̃?1, . . . , ?̃? 𝑗−1 in that hyperedge.
The following lemma is an essential building block of the proofs of the main statements.
Lemma E.3. If
˜H has a Berge cycle (𝑒1, 𝑣1, 𝑒2, 𝑣2, . . . , 𝑒𝑘 , 𝑣𝑘 , 𝑒𝑘+1 = 𝑒1) of length 𝑘 such that a (𝑣1), . . . , a (𝑣𝑘 ) are pairwise distinct vertices
from V , thenH also has a Berge cycle of length 𝑘 .
Proof. We use a proof by construction. Assume that the above statement is true. Since (𝑒1, 𝑣1, 𝑒2, 𝑣2, . . . , 𝑒𝑘 , 𝑣𝑘 , 𝑒𝑘+1 = 𝑒1) is a Berge
cycle, for each 1 ≤ 𝑖 ≤ 𝑘 , we have 𝑣𝑖 ∈ 𝑒𝑖 and 𝑣𝑖 ∈ 𝑒𝑖+1. Hence, by Property (1) of E.2, for each 1 ≤ 𝑖 ≤ 𝑘 , we get that a (𝑣𝑖 ) ∈ 𝜖 (𝑒𝑖 ) and
a (𝑣𝑖 ) ∈ 𝜖 (𝑒𝑖+1). Since 𝜖 is a bijection and 𝑒1, . . . , 𝑒𝑘 are pairwise distinct hyperedges of ˜E, we get that 𝜖 (𝑒1), . . . , 𝜖 (𝑒𝑘 ) are pairwise distinct
hyperedges from E. Therefore, the sequence (𝜖 (𝑒1), a (𝑣1), . . . , 𝜖 (𝑒𝑘 ), a (𝑣𝑘 ), 𝜖 (𝑒𝑘+1) = 𝜖 (𝑒1)) is a Berge cycle of length 𝑘 inH . □
E.1 Proof of Theorem 6.2
Theorem 6.2 A hypergraphH = (V, E) is ]-acyclic if and only ifH has no Berge cycle of length strictly greater than two.
Proof. ⇒: Assume for a contradiction that H has a Berge cycle of length strictly greater than two, or equivalently at least three. Hence,
there exist a cyclic sequence (𝑒1, 𝑣1, 𝑒2, 𝑣2, . . . , 𝑒𝑘 , 𝑣𝑘 , 𝑒𝑘+1 = 𝑒1) such that 𝑘 ≥ 3, 𝑣1, . . . , 𝑣𝑘 are pairwise distinct vertices fromV , 𝑒1, . . . , 𝑒𝑘
are pairwise distinct hyperedges from E, and for each 1 ≤ 𝑖 ≤ 𝑘 , we have 𝑣𝑖 ∈ 𝑒𝑖 and 𝑣𝑖 ∈ 𝑒𝑖+1.
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By our construction in Algorithm 1, there exists a hypergraph
˜H = ( ˜V, ˜E) ∈ 𝜏 (H) such that for each 1 ≤ 𝑖 ≤ 𝑘 we have:
{𝑣𝑖
1
, . . . , 𝑣𝑖𝑛
𝑣𝑖
−1} ⊆ 𝜖
−1 (𝑒𝑖 ) and 𝑣𝑖𝑛
𝑣𝑖




, . . . , 𝑣𝑖𝑛
𝑣𝑖
} ⊆ 𝜖−1 (𝑒𝑖+1).
Since 𝑘 ≥ 3, the hypergraph ˜H has the following three properties:
(1) For each 1 ≤ 𝑖 ≤ 𝑘 the vertex 𝑣𝑖
𝑛
𝑣𝑖
−1 belongs to precisely two hyperedges from
˜E. These hyperedges are 𝜖−1 (𝑒𝑖 ) and 𝜖−1 (𝑒𝑖+1);




−1 belongs to 𝜖
−1 (𝑒𝑖 ) but cannot belong to 𝜖−1 (𝑒 𝑗 );








belongs to 𝜖−1 (𝑒𝑖+1) but cannot belong to 𝜖−1 (𝑒𝑖 ).
Let
˜V ′ = {𝑣𝑖
𝑛
𝑣𝑖
−1 | 1 ≤ 𝑖 ≤ 𝑘} and ˜E
′ = {𝜖−1 (𝑒𝑖 ) | 1 ≤ 𝑖 ≤ 𝑘}. Note that ˜V ′ ⊆ ˜V and ˜E ′ ⊆ ˜E. Therefore, no matter what other steps are
taken during the runtime of the GYO reduction on
˜H , by (1), no vertex from ˜V ′ will become candidate for removal, and by (2) and (3), no
hyperedge from
˜E ′ will become candidate for removal. Hence, ˜H cannot be GYO reducible to the empty hypergraph. In other words, the
hypergraph





















} for each 1 ≤ 𝑖 < 𝑘 is included in precisely one hyperedge from ˜E, that is







−1} is included in precisely one hyperedge from ˜E, that is 𝜖
−1 (𝑒1) (= 𝜖−1 (𝑒𝑘+1)). Thus, ˜H is not 𝛼-acyclic.
Therefore, by Definition 6.1 of ]-acyclicity,H is not ]-acyclic. This contradicts the initial assumption.
⇐: Assume for a contradiction thatH is not ]-acyclic. Hence, by Definition 6.1, there exists ˜H = ( ˜V, ˜E) ∈ 𝜏 (H) that is not 𝛼-acyclic.
Therefore, by Definition A.9,
˜H is not conformal or not cycle-free. Next, we prove that each of the two cases leads to a contradiction.
Case 1. The hypergraph ˜H is not conformal. Therefore, there exists a subset 𝑆 ⊆ ˜V with |𝑆 | ≥ 3 such that
M( ˜E[𝑆]) = {𝑆 \ {𝑥} | 𝑥 ∈ 𝑆}.
According to Definition A.5 of an induced set, we have
˜E[𝑆] = {𝑒 ∩ 𝑆 | 𝑒 ∈ ˜E} \ ∅. According to Definition A.6 of the minimisation of a
family of sets, we haveM( ˜E[𝑆]) = {𝑒 ∈ ˜E[𝑆] | 𝑓 ∈ ˜E[𝑆], 𝑒 ⊂ 𝑓 }. Let 𝑥,𝑦, 𝑧 ∈ 𝑆 be distinct vertices from 𝑆 . Let 𝑒?̃? = 𝑆 \ {𝑥}, 𝑒?̃? = 𝑆 \ {𝑦},
and 𝑒𝑧 = 𝑆 \ {𝑧} be distinct hyperedges fromM( ˜E[𝑆]). Since 𝑆 ⊆ ˜V , we also have that 𝑥,𝑦, 𝑧 ∈ ˜V .
We now need the following claim at this point in the proof; its own proof is given at the end of this section.
Claim E.4. The vertices a (𝑥), a (𝑦), and a (𝑧) are pairwise distinct vertices of V .
By Definition A.6 of the minimization of a family of sets, we have M( ˜E[𝑆]) ⊆ ˜E[𝑆], hence, 𝑒?̃? , 𝑒?̃? , and 𝑒𝑧 belong also to ˜E[𝑆]. By
Definition A.5 of the induced set, this means that there exist three distinct hyperedges 𝑐?̃? , 𝑐 ?̃?, 𝑐𝑧 ∈ ˜E such that 𝑒?̃? ⊆ 𝑐?̃? , 𝑒?̃? ⊆ 𝑐 ?̃? , and 𝑒𝑧 ⊆ 𝑐𝑧 .
Therefore, the sequence (𝑐?̃? , 𝑧, 𝑐 ?̃?, 𝑥, 𝑐𝑧 , 𝑦, 𝑒?̃? ) is a Berge cycle of length 3 in ˜H where, by Claim E.4, a (𝑥), a (𝑦), a (𝑧) are pairwise distinct
vertices ofH . Therefore, by Lemma E.3,H has also a Berge cycle of length 3. This statement contradicts the initial assumption thatH is
]-acyclic.
Case 2. The hypergraph ˜H is non-cycle-free. Hence, there exist 𝑆 = {𝑣1, . . . , 𝑣𝑘 } ⊆ ˜V where 𝑘 ≥ 3 of pairwise distinct vertices such that
M( ˜E[𝑆]) = {{𝑣𝑖 , 𝑣𝑖+1} | 1 ≤ 𝑖 < 𝑘} ∪ {{𝑣𝑘 , 𝑣1}}.
Let 𝑒𝑖+1 := {𝑣𝑖 , 𝑣𝑖+1} for each 1 ≤ 𝑖 < 𝑘 , and 𝑒1 := {𝑣𝑘 , 𝑣1}.
We now need the following claim at this point in the proof; its own proof is given at the end of this section.
Claim E.5. The vertices a (𝑣1), . . . , a (𝑣𝑘 ) are pairwise distinct vertices ofV .
By Definition A.6 of the minimization of a family of sets we have M( ˜E[𝑆]) ⊆ ˜E[𝑆], this means 𝑒𝑖 ∈ ˜E[𝑆] for each 1 ≤ 𝑖 ≤ 𝑘 . By
Definition A.5 of the induced set, there exist 𝑘 pairwise distinct hyperedges 𝑐1, . . . , 𝑐𝑘 ∈ ˜E such that 𝑒𝑖 ⊆ 𝑐𝑖 for each 1 ≤ 𝑖 ≤ 𝑘 . Since
𝑐1, . . . , 𝑐𝑘 are distinct hyperedges in ˜E and 𝑣1, . . . , 𝑣𝑘 are distinct vertices in ˜V , the sequence (𝑐1, 𝑣1, 𝑐2, 𝑐2, . . . , 𝑐𝑘 , 𝑣𝑘 , 𝑐1) is a Berge cycle
of length 𝑘 ≥ 3 in ˜H . Moreover, by Claim E.5, a (𝑣1), . . . , a (𝑣𝑘 ) are pairwise distinct vertices of H . Therefore, by Lemma E.3, H has a
Berge-cycle of length 𝑘 ≥ 3. This statement contradicts the initial assumption thatH is ]-acyclic.
Finally, we give the proofs of Claims E.4 and E.5.
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Proof of Claim E.4. Assume for contradiction that there are two distinct vertices ?̃?, 𝑣 ∈ {𝑥,𝑦, 𝑧} such that a (?̃?) = a (𝑣). By Property E.2
(3), this means that any hyperedge 𝑒 ∈ ˜E that contains ?̃? contains also vertex 𝑣 (or vice versa). Note that, since M( ˜E[𝑆]) ⊆ ˜E[𝑆]
and since ?̃?, 𝑣 ∈ 𝑆 , the property of the previous statement holds also for the hyperedges of M( ˜E[𝑆]). This violates the condition that
M( ˜E[𝑆]) = {𝑆 \ {𝑥} | 𝑥 ∈ 𝑆} since in this case the hyperedge 𝑆 \ {𝑣} (which contains vertex ?̃?) would actually need to include vertex 𝑣 as
well. The reverse case is analogous due to symmetry. Contradiction.
Proof of Claim E.5. Assume for contradiction that there are 1 ≤ 𝑖 < 𝑗 ≤ 𝑘 such that a (𝑣𝑖 ) = a (𝑣 𝑗 ). By Property E.2 (3), this means that
any hyperedge 𝑒 ∈ ˜E that contains vertex 𝑣𝑖 also contains vertex 𝑣 𝑗 (or vice versa). Since M( ˜E[𝑆]) ⊆ ˜E[𝑆] and since 𝑣𝑖 , 𝑣 𝑗 ∈ 𝑆 , we get that
the hyperedges fromM( ˜E[𝑆]) satisfy this property too. That is, any hyperedge 𝑒 ∈ M( ˜E[𝑆]) that contains vertex 𝑣𝑖 also contains vertex 𝑣 𝑗
(or vice versa). This violates the condition that M( ˜E[𝑆]) = {𝑒1, . . . , 𝑒𝑘 } since, in this case, the hyperedge 𝑒𝑖 = {𝑣𝑖−1, 𝑣𝑖 } (in case 𝑣𝑖−1 ≠ 𝑣 𝑗 )
or the hyperedge 𝑒𝑖+1 = {𝑣𝑖 , 𝑣𝑖+1} (in case 𝑣𝑖+1 ≠ 𝑣 𝑗 ) would also include the vertex 𝑣 𝑗 , creating a chord in the cycle3. The reverse case is
analogous due to symmetry. Contradiction. □
E.2 Proof of Corollary 6.3
Corollary 6.3 The class of ]-acyclic hypergraphs is a strict superset of the class of Berge-acyclic hypergraphs and it is a strict subset of the
class of 𝛾-acyclic hypergraphs.
Proof. The statement that ]-acyclicity strictly includes Berge-acyclicity follows immediately from Theorem 6.2, since ]-acyclicity allows
for Berge cycles of length up to two.
We next prove the statement that ]-acyclicity is strictly included in 𝛾-acyclicity. Assume, for a contradiction, thatH is not 𝛾-acyclic. Then,
by Definition A.10, eitherH is non-cycle-free or there exist three distinct vertices 𝑥,𝑦, 𝑧 ∈ V such that {{𝑥,𝑦}, {𝑦, 𝑧}, {𝑥,𝑦, 𝑧}} ⊆ E[{𝑥,𝑦, 𝑧}].
Since a Berge cycle consists of at least 3 distinct vertices and 3 distinct hyperedges, it means that in both cases the hypergraph H contains a
Berge cycle of length at least 3. Contradiction.
To check the strictness of the inclusion, consider the following hypergraph: {{𝑥,𝑦, 𝑧}, {𝑥,𝑦, 𝑧}, {𝑥,𝑦, 𝑧}}. This hypergraph is:
(1) not ]-acyclic, since it contains the Berge cycle 1-𝑥-2-𝑦-3-𝑧-1 of length 3, where we denote the three hyperedges by 1, 2, and 3;
(2) 𝛾-acyclic, since it is cycle-free and there are no three distinct vertices that satisfy the condition from above.
□
A further immediate corollary is the following (we nevertheless give its proof).
Corollary E.6. Let H be a hypergraph. IfH is ]-acyclic, then H is 𝛼-acyclic.
Proof. We prove by construction thatH has a join tree, and hence, by Definition A.4,H is 𝛼-acyclic.
Assume that H is ]-acyclic. By Definition 6.1 this means that all members of 𝜏 (H) are 𝛼-acyclic. Let ˜H = ( ˜V, ˜E) be a member of 𝜏 (H).
Since all members of 𝜏 (H) are 𝛼-acyclic, then ˜H is 𝛼-acyclic, and hence, it has a join tree ( ˜T , 𝜒) where ˜T is a tree and 𝜒 is a bijection
𝜒 : 𝑉 ( ˜T) → ˜E such that the connectivity property holds (see Definition A.4).
It is possible to construct a join tree (T , 𝜒) for H = (V, E) as follows: assign T := ˜T and for each node 𝑡 ∈ T assign 𝜒 (𝑡) := 𝜖 (𝜒 (𝑡)).
Next, we show that (T , 𝜒) is a valid join tree, that is (1) 𝜒 is a bijection of the from 𝜒 : 𝑉 (T ) → E and (2) connectivity property holds (see
Definition A.4).
(1) 𝜒 is the composition of the bijections 𝜒 : 𝑉 ( ˜T) → ˜E and 𝜖 : ˜E → E. Hence, it is a bijection of the form 𝜒 : 𝑉 ( ˜T) → E. Since T = ˜T ,
we get that 𝜒 is a bijection of the form 𝜒 : 𝑉 (T ) → E.
(2) Let 𝑣 ∈ V be any vertex ofH . By Property (2) of E.2, for each hyperedge 𝑒 ∈ ˜E we have 𝑣1 ∈ 𝑒 if and only if 𝑣 ∈ 𝜖 (𝑒). Since T = ˜T
and 𝜒 (𝑡) = 𝜖 (𝜒 (𝑡)) for each node 𝑡 ∈ T , the set of nodes {𝑡 ∈ ˜T | 𝑣1 ∈ 𝜒 (𝑡)} is equal to the set of nodes {𝑡 ∈ T | 𝑣 ∈ 𝜖 (𝜒 (𝑡)) = 𝜒 (𝑡)}.
Since ( ˜T , 𝜒) is a join tree, the former set of nodes is a non-empty connected subtree of ˜T (by Definition A.4). Therefore, the latter set
of nodes is also a non-empty connected subtree of T .
□
Figure 3 shows the relationship of ]-acyclicity with the notions of Berge-acyclicity, 𝛾-acyclicity and 𝛼-acyclicity, that is discussed in
Corollaries 6.3 and E.6.
E.3 Proof of Theorem 6.5
Theorem 6.5 [Iota Acyclicity Dichotomy] Let 𝑄 be any IJ query with hypergraphH and let 𝐷 be any database.
• IfH is ]-acyclic, then 𝑄 can be computed in time 𝑂 ( |D| · polylog|D|).
• IfH is not ]-acyclic, then there is no algorithm that can compute 𝑄 in time 𝑂 ( |D|4/3−𝜖 ) for 𝜖 > 0, unless the 3SUM conjecture fails.
3
We define ?̃?0 := ?̃?𝑘 , 𝑒0 := 𝑒𝑘 , ?̃?𝑘+1 := ?̃?1 , and 𝑒𝑘+1 := 𝑒1 (i.e., the sequence is cyclic).
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(b) ˜H = ( ˜V, ˜E) ∈ IJ(H)
Figure 6: (a) HypergraphH (𝛼-acyclic but not𝛾-acyclic). (b) Hypergraph ˜H from 𝜏 (H) (not𝛼-acyclic). There is a correspondence
between each node 𝑢 inH and nodes ?̃?1, . . . , ?̃?𝑛𝑢 in ˜H , where 𝑛𝑢 is the number of edges containing 𝑢 inH . For instance, vertex
[𝐴] occurs in three hyperedges inH so there are three corresponding nodes ?̃?1, ?̃?2, and ?̃?3 in ˜H .
Proof. The linear-time complexity in case H is ]-acyclic follows immediately: Since each hypergraph in 𝜏 (H) is 𝛼-acyclic, its corre-
sponding EJ query can be computed in linear time using Yannakakis’s algorithm [38]. Furthermore, the size of 𝜏 (H) is independent of the
size of input database D.
We next prove the hardness in caseH is not ]-acyclic. Suppose, for a contradiction, that there exists an algorithmA𝑄 that can solve𝑄 (D)
in time 𝑂 ( |D|4/3−𝜖 ), for some 𝜖 > 0. SinceH is not ]-acyclic, by Definition 6.1,H has a Berge cycle (𝑒1, 𝑣1, 𝑒2, 𝑣2, . . . , 𝑒𝑘 , 𝑣𝑘 , 𝑒𝑘+1 = 𝑒1) of
length 𝑘 ≥ 3. This means that 𝑣1, . . . , 𝑣𝑘 are pairwise distinct vertices fromV , 𝑒1, . . . , 𝑒𝑘 are pairwise distinct hyperedges from E, and for
each 1 ≤ 𝑖 ≤ 𝑘 , 𝑣𝑖 ∈ 𝑒𝑖 and 𝑣𝑖 ∈ 𝑒𝑖+1. Let us denote the relations corresponding to the hyperedges 𝑒1, . . . , 𝑒𝑘 by 𝑅1, . . . , 𝑅𝑘 ∈ D, respectively.
Assume, without loss of generality, that for each 1 ≤ 𝑖 ≤ 𝑘 , the first two variables in the relation schema 𝑅𝑖 are 𝑣𝑖−1 and 𝑣𝑖 (we define
𝑣0 := 𝑣𝑘 since the sequence is cyclic). Let
𝑄 ′ := 𝑆1 (𝑋𝑘 , 𝑋1) ∧ 𝑆2 (𝑋1, 𝑋2) ∧ · · · ∧ 𝑆𝑘 (𝑋𝑘−1, 𝑋𝑘 )
be the 𝑘-cycle EJ query, i.e., the 𝑘-cycle Boolean conjunctive query with equality joins. We will show that we can construct an algorithm
A𝑄′ based on A𝑄 that can solve 𝑄 ′(D′) in time 𝑂 ( |D′ |4/3−𝜖 ), for any input database D′ = (𝑆1, . . . , 𝑆𝑘 ).
We construct the following input database D for the IJ query 𝑄 :
• For each 1 ≤ 𝑖 ≤ 𝑘 and for each tuple (𝑎, 𝑏) ∈ 𝑆𝑖 from D′, include in the relation 𝑅𝑖 from D the tuple ( [𝑎, 𝑎], [𝑏, 𝑏], (−∞, +∞),
. . . , (−∞, +∞)). That is, the tuple where the value of 𝑣𝑖−1 is the point interval [𝑎, 𝑎], the value of 𝑣𝑖 is the point interval [𝑏,𝑏], and the
value of each other variable from 𝑅𝑖 is the interval (−∞, +∞);
• Each relation 𝑅 other than 𝑅1, . . . , 𝑅𝑘 from D consists of exactly one tuple: ((−∞, +∞), . . . , (−∞, +∞)). That is, the tuple where the
value of each variable from 𝑅 is the interval (−∞, +∞).
By construction, |D| = 𝑂 ( |D′ |). Moreover, since the interval (−∞, +∞) joins with any other interval and since the intervals [𝑎, 𝑎] and [𝑏, 𝑏]
join if and only if 𝑎 = 𝑏, we have that the set of satisfying assignments of the variables 𝑋1, . . . , 𝑋𝑘 for the EJ query𝑄
′(D′) is in bijection with
the set of satisfying assignments of the variables in V for the IJ query 𝑄 (D). That is, the satisfying assignment (𝑋1, . . . , 𝑋𝑘 ) = (𝑥1, . . . , 𝑥𝑘 )
for 𝑄 ′(D′) maps to the satisfying assignment for 𝑄 (D) which, for each 1 ≤ 𝑖 ≤ 𝑘 , sets the value of attribute 𝑣𝑖 to [𝑥𝑖 , 𝑥𝑖 ], and which sets the
value of all other variables to (−∞, +∞).
Therefore, on any input database D′, the answer of𝑄 ′(D′) is equal to the answer of𝑄 (D). Hence, on the input database D′, the algorithm
A𝑄′ first constructs the database D in time 𝑂 ( |D′ |) and then calls the algorithm A𝑄 on input D (which runs in time 𝑂 ( |D|4/3−𝜖 ) =
𝑂 ( |D′ |4/3−𝜖 |), since |D| = 𝑂 ( |D′ |)), and returns its answer.
Thus, the algorithm A𝑄′ solves 𝑄 ′(D′) in time 𝑂 ( |D′ |4/3−𝜖 ), for any input database D′. However, the 𝑘-cycle query 𝑄 ′ is not 𝛼-acyclic
and cannot be computed in time 𝑂 ( |D′ |4/3−𝜖 ) for 𝜖 > 0 [3], unless the widely-held 3SUM conjecture fails [32]. Contradiction. □
E.4 Examples
According to Corollary 6.3, the class of ]-acyclic hypergraphs is a strict subset of the class of 𝛾-hypergraphs. Figure 7 depicts six 𝛼-acyclic
hypergraphs. The hypergraph of Figure 7c is 𝛼-acyclic but not 𝛾-acyclic. The hypergraphs of Figures 7a- 7b are 𝛾-acyclic but not ]-acyclic.
The hypergraphs of Figures 7d- 7f are ]-acyclic.
Below we explain why these hypergraphs belong or do not belong to the class of ]-acyclic hypergraphs. We argue by using the
characterisation in Theorem 6.2. Furthermore, we analyse the complexity of the corresponding queries. To simplify our complexity analysis,
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we reduce the number of the EJ queries by dropping singleton variables, i.e. variables that occur in only one atom in an EJ. Such variables do
not change the fractional hypertree and submodular widths of an EJ and do not affect the overall time complexity [4, 5].
E.4.1 Query in Figure 7a.
𝑄1 := 𝑅( [𝐴], [𝐵], [𝐶]) ∧ 𝑆 ( [𝐴], [𝐵], [𝐶]) ∧𝑇 ( [𝐴], [𝐵], [𝐶]).
The hypergraph has a Berge cycle of length 3: 𝑅 − [𝐴] − 𝑆 − [𝐵] −𝑇 − [𝐶] − 𝑅. Applying the reduction produces 3! · 3! · 3! = 216 equality
join queries. Dropping singleton variables and collapsing EJ queries that become identical afterwards reduces the total number of EJ queries
to 27. We further simplify our analysis by grouping the different IJ queries into isomorphic classes. Then, we take a representative query
from each isomorphism class and present its complexity (the complexity is the same for all queries in the same isomorphism class). We
derive the following 3 isomorphic classes.




:= ?̃?(𝐴1, 𝐵1,𝐶1) ∧ 𝑆 (𝐴1, 𝐵1,𝐶1, 𝐴2, 𝐵2,𝐶2) ∧𝑇 (𝐴1, 𝐵1,𝐶1, 𝐴2, 𝐵2,𝐶2)
The above query has a fhtw of 1.0 obtained through a tree decomposition consisting of the following bag: {𝐴1, 𝐵1,𝐶1, 𝐴2, 𝐵2,𝐶2} containing
relations ?̃?, 𝑆 and 𝑇 and has a fractional edge cover number 𝜌∗ of 1.0 obtained by assigning the following coefficients: [0.0, 1.0, 0.0].




:= ?̃?(𝐴1, 𝐵1,𝐶1, 𝐴2) ∧ 𝑆 (𝐴1, 𝐵1,𝐶1, 𝐵2,𝐶2) ∧𝑇 (𝐴1, 𝐵1,𝐶1, 𝐴2, 𝐵2,𝐶2)
The above query has a fhtw of 1.0 obtained through a tree decomposition consisting of the following bag: {𝐴1, 𝐵1,𝐶1, 𝐴2, 𝐵2,𝐶2} containing
relations ?̃?, 𝑆 and 𝑇 and has a fractional edge cover number 𝜌∗ of 1.0 obtained by assigning the following coefficients: [0.0, 0.0, 1.0].




:= ?̃?(𝐴1, 𝐵1,𝐶1, 𝐴2, 𝐵2) ∧ 𝑆 (𝐴1, 𝐵1,𝐶1, 𝐴2,𝐶2) ∧𝑇 (𝐴1, 𝐵1,𝐶1, 𝐵2,𝐶2)
The above query has a fhtw of 1.5 obtained through a tree decomposition consisting of the following bag: {𝐴1, 𝐵1,𝐶1, 𝐴2, 𝐵2,𝐶2} containing
relations ?̃?, 𝑆 and 𝑇 and has a fractional edge cover number 𝜌∗ of 1.5 obtained by assigning the following coefficients: [0.5, 0.5, 0.5].
We have ijw(𝑄1) = 3/2. Therefore, our approach has takes time 𝑂 (𝑁 3/2 · polylog𝑁 ).
E.4.2 Query in Figure 7b.
𝑄2 := 𝑅( [𝐴], [𝐵], [𝐶]) ∧ 𝑆 ( [𝐴], [𝐵], [𝐶]) ∧𝑇 ( [𝐴], [𝐵]).
The hypergraph has a Berge cycle of length 3: 𝑅 − [𝐴] −𝑇 − [𝐵] − 𝑆 − [𝐶] − 𝑅. Applying the reduction produces 3! · 3! · 2! = 72 equality
join queries. Dropping singleton variables and collapsing EJ queries that become identical afterwards reduces the total number of EJ queries
to 9. We further simplify our analysis by grouping the different IJ queries into isomorphic classes. Then, we take a representative query
from each isomorphism class and present its complexity (the complexity is the same for all queries in the same isomorphism class). We the
following 3 isomorphic classes.




:= ?̃?(𝐴1, 𝐵1,𝐶1) ∧ 𝑆 (𝐴1, 𝐵1,𝐶1, 𝐴2, 𝐵2) ∧𝑇 (𝐴1, 𝐵1, 𝐴2, 𝐵2)
The above query has a fhtw of 1.0 obtained through a tree decomposition consisting of the following bag: {𝐴1, 𝐵1,𝐶1, 𝐴2, 𝐵2} containing
relations ?̃?, 𝑆 and 𝑇 and has a fractional edge cover number 𝜌∗ of 1.0 obtained by assigning the following coefficients: [0.0, 1.0, 0.0].




:= ?̃?(𝐴1, 𝐵1,𝐶1, 𝐴2) ∧ 𝑆 (𝐴1, 𝐵1,𝐶1, 𝐵2) ∧𝑇 (𝐴1, 𝐵1, 𝐴2, 𝐵2)
The above query has a fhtw of 1.5 obtained through a tree decomposition consisting of the following bag: {𝐴1, 𝐵1,𝐶1, 𝐴2, 𝐵2} containing
relations ?̃?, 𝑆 and 𝑇 and has a fractional edge cover number 𝜌∗ of 1.5 obtained by assigning the following coefficients: [0.5, 0.5, 0.5].




:= ?̃?(𝐴1, 𝐵1,𝐶1, 𝐴2, 𝐵2) ∧ 𝑆 (𝐴1, 𝐵1,𝐶1, 𝐴2, 𝐵2) ∧𝑇 (𝐴1, 𝐵1)
The above query has a fhtw of 1.0 obtained through a tree decomposition consisting of the following bag: {𝐴1, 𝐵1,𝐶1, 𝐴2, 𝐵2} containing
relations ?̃?, 𝑆 and 𝑇 and has a fractional edge cover number 𝜌∗ of 1.0 obtained by assigning the following coefficients: [1.0, 0.0, 0.0].
We have ijw(𝑄2) = 3/2. Therefore, our approach takes time 𝑂 (𝑁 3/2 · polylog𝑁 ).
E.4.3 Query in Figure 7c.
𝑄3 := 𝑅( [𝐴], [𝐵], [𝐶]) ∧ 𝑆 ( [𝐵], [𝐶]) ∧𝑇 ( [𝐴], [𝐵]).
The hypergraph has a Berge cycle of length 3: 𝑅 − [𝐴] −𝑇 − [𝐵] − 𝑆 − [𝐶] − 𝑅. Applying the reduction produces 2! · 3! · 2! = 24 equality join
queries. Dropping singleton variables and collapsing EJ queries that become identical afterwards reduces the total number of EJ queries to 3.
In the following we analyse each of the three cases separately.
23

































Figure 7: Example hypergraphs. Hypergraphs 7a - 7c are 𝛼-acyclic but not ]-acyclic. Hypergraphs 7d - 7f are ]-acyclic.




:= ?̃?(𝐴1, 𝐵1,𝐶1) ∧ 𝑆 (𝐵1,𝐶1, 𝐵2) ∧𝑇 (𝐴1, 𝐵1, 𝐵2)
The above query has a fhtw of 1.5 obtained through a tree decomposition consisting of the following bag: {𝐴1, 𝐵1,𝐶1, 𝐵2} containing
relations ?̃?, 𝑆 and 𝑇 and has a fractional edge cover number 𝜌∗ of 1.5 obtained by assigning the following coefficients: [0.5, 0.5, 0.5].




:= ?̃?(𝐴1, 𝐵1,𝐶1, 𝐵2) ∧ 𝑆 (𝐵1,𝐶1, 𝐵2) ∧𝑇 (𝐴1, 𝐵1)
The above query has a fhtw of 1.0 obtained through a tree decomposition consisting of the following bag: {𝐴1, 𝐵1,𝐶1, 𝐵2} containing
relations ?̃?, 𝑆 and 𝑇 and has a fractional edge cover number 𝜌∗ of 1.0 obtained by assigning the following coefficients: [1.0, 0.0, 0.0].




:= ?̃?(𝐴1, 𝐵1,𝐶1, 𝐵2) ∧ 𝑆 (𝐵1,𝐶1) ∧𝑇 (𝐴1, 𝐵1, 𝐵2)
The above query has a fhtw of 1.0 obtained through a tree decomposition consisting of the following bag: {𝐴1, 𝐵1,𝐶1, 𝐵2} containing
relations ?̃?, 𝑆 and 𝑇 and has a fractional edge cover number 𝜌∗ of 1.0 obtained by assigning the following coefficients: [1.0, 0.0, 0.0].
We have ijw(𝑄3) = 3/2. Therefore, our approach takes time 𝑂 (𝑁 3/2 · polylog𝑁 ).
E.4.4 Query in Figure 7d.
𝑄4 := 𝑅( [𝐴], [𝐵], [𝐶]) ∧ 𝑆 ( [𝐴], [𝐵], [𝐶]) ∧𝑇 ( [𝐴]).
The hypergraph has Berge cycles of length 2 but no Berge cycle of length ≥ 3. This is because it has three distinct nodes but one of them,
namely [𝐴], only belongs to one edge so it cannot be part of a cycle. Applying the reduction produces 3! · 2! · 1! = 12 queries. All the queries
in the reduction are 𝛼-acyclic, hence our approach takes time 𝑂 (𝑁 · polylog𝑁 ).
E.4.5 Query in Figure 7e.
𝑄5 := 𝑅( [𝐴], [𝐵]) ∧ 𝑆 ( [𝐴], [𝐶]) ∧𝑇 ( [𝐶], [𝐷]) ∧𝑇 ( [𝐶], [𝐸]) .
The hypergraph has no Berge cycle. Applying the reduction produces 2! · 1! · 3! · 1! · 1! = 12 queries. All the queries in the reduction are
𝛼-acyclic, hence our approach takes time 𝑂 (𝑁 · polylog𝑁 ).
E.4.6 Query in Figure 7f.
𝑄6 := 𝑅( [𝐴], [𝐵], [𝐶]) ∧ 𝑆 ( [𝐴], [𝐵]).
The hypergraph has one Berge cycle of length 2 but no Berge cycle of length ≥ 3. Applying the reduction produces 2! · 2! · 1! = 4 queries. All
the queries in the reduction are 𝛼-acyclic, hence our approach takes time 𝑂 (𝑁 · polylog𝑁 ).
24
The Complexity of Boolean ConjunctiveQueries with Intersection Joins Conference’17, July 2017, Washington, DC, USA
F COMPLEXITY ANALYSIS FOR THREE CYCLIC IJ QUERIES: OUR APPROACH VERSUS FAQ-AI
We next exemplify the upper bound on the time complexity obtained by our approach versus FAQ-AI [2] for three cyclic queries with
intersection joins: the triangle query, the Loomis Whitney query with four variables, and the 4-clique query. See Table 1 for a summary of
the comparison.
IJ Query FAQ-AI approach [2] Our approach
Triangle query 𝑂 (𝑁 2 log3 𝑁 ) 𝑂 (𝑁 3/2 log3 𝑁 )
Loomis-Whitney query 4 𝑂 (𝑁 2 log𝑘 𝑁 ), for 𝑘 ≥ 9 𝑂 (𝑁 5/3 log8 𝑁 )
4-clique 𝑂 (𝑁 3 log𝑘 𝑁 ), for 𝑘 ≥ 5 𝑂 (𝑁 2 log8 𝑁 )
Table 1: Comparison of the runtimes of our approach versus the FAQ-AI approach on three intersection join queries. See
Appendix F for more details.
F.1 The triangle intersection join query
Consider the triangle intersection join query from Section 1.1:
𝑄△ = 𝑅( [𝐴], [𝐵]) ∧ 𝑆 ( [𝐵], [𝐶]) ∧𝑇 ( [𝐴], [𝐶])
While we showed in Section 1.1 that our approach solves this query in time 𝑂 (𝑁 3/2 log3 𝑁 ), we show here that the FAQ-AI approach [2]
needs time 𝑂 (𝑁 2 log3 𝑁 ) for this query.
To apply the FAQ-AI approach to query 𝑄△ above, we have to express it as a query with inequality joins. In particular, each interval
variable (say [𝐴]) is going to be replaced by two scalar variables (𝐴.𝑙 and 𝐴.𝑟 ) representing the beginning and end of [𝐴], i.e. [𝐴] = [𝐴.𝑙, 𝐴.𝑟 ].
Let 𝐴.𝑙 (𝑅) and 𝐴.𝑟 (𝑅) be the beginning and end of interval [𝐴] in relation 𝑅. Similarly, we define 𝐴.𝑙 (𝑇 ) and 𝐴.𝑟 (𝑇 ) . For the intervals
[𝐴.𝑙 (𝑅) , 𝐴.𝑟 (𝑅) ] and [𝐴.𝑙 (𝑇 ) , 𝐴.𝑟 (𝑇 ) ] to overlap, the following condition must hold:(




𝐴.𝑙 (𝑅) ≤ 𝐴.𝑙 (𝑇 ) ≤ 𝐴.𝑟 (𝑅)
)
(15)
For each variable 𝑋 ∈ {𝐴, 𝐵,𝐶}, let 𝐹 (𝑋 ) denote the set of relations containing 𝑋 , i.e.
𝐹 (𝐴) := {𝑇, 𝑅},
𝐹 (𝐵) := {𝑅, 𝑆},
𝐹 (𝐶) := {𝑆,𝑇 }.
Note that (15) can be written equivalently as: ∨
𝑉 ∈𝐹 (𝐴)
𝑊 ∈𝐹 (𝐴)−{𝑉 }
𝐴.𝑙 (𝑊 ) ≤ 𝐴.𝑙 (𝑉 ) ≤ 𝐴.𝑟 (𝑊 ) (16)




(𝑉𝐴,𝑉𝐵 ,𝑉𝐶 ) ∈𝐹 (𝐴)×𝐹 (𝐵)×𝐹 (𝐶)
𝑊𝐴∈𝐹 (𝐴)−{𝑉𝐴 }
𝑊𝐵 ∈𝐹 (𝐵)−{𝑉𝐵 }
𝑊𝐶 ∈𝐹 (𝐶)−{𝑉𝐶 }
𝑅
(




















𝐶.𝑙 (𝑊𝐶 ) ≤ 𝐶.𝑙 (𝑉𝐶 ) ≤ 𝐶.𝑟 (𝑊𝐶 )
)
(17)
For each (𝑉𝐴,𝑉𝐵,𝑉𝐶 ) ∈ 𝐹 (𝐴) × 𝐹 (𝐵) × 𝐹 (𝐶), the inner conjunction in (17) is an FAQ-AI query [2]. While solving each such query, it is
possible to relax the definition of tree decompositions thus extending the set of valid tree decompositions and potentially reducing the
fractional hypertree and submodular widths, ultimately resulting in the relaxed versions of these widths fhtwℓ and subwℓ respectively [2].
In particular, in a relaxed tree decomposition, we no longer require each inequality to have its variables contained in one bag of the tree.
Instead, it suffices to have its variables contained in two adjacent bags in the tree.
Fix an arbitrary (𝑉𝐴,𝑉𝐵,𝑉𝐶 ) ∈ 𝐹 (𝐴) × 𝐹 (𝐵) × 𝐹 (𝐶) and let𝑄 be the resulting FAQ-AI query corresponding to the inner conjunction in (17).
Note that for every pair of the relations 𝑅, 𝑆 and 𝑇 , the query 𝑄 contains at least one inequality between two variables from that pair. Hence
if we distribute the relations 𝑅, 𝑆 and 𝑇 among three or more bags, there will be an inequality between two non-adjacent bags thus violating
the condition for a relaxed tree decomposition. Therefore, every relaxed tree decomposition of 𝑄 must have at most two bags where each
one the relations 𝑅, 𝑆 and 𝑇 falls within one bag. Consequently, there will be one bag with (at least) two relations. Noting that the variables
25
Conference’17, July 2017, Washington, DC, USA Mahmoud Abo Khamis, George Chichirim, Antonia Kormpa, and Dan Olteanu
of relations 𝑅, 𝑆 and 𝑇 are pairwise disjoint, this implies that fhtwℓ (𝑄) ≥ 2. To minimize fhtwℓ (𝑄), an optimal tree decomposition would
have two bags with two relations in one bag and the third relation in the other, thus resulting in fhtwℓ (𝑄) = 2.
The relaxed submodular width subwℓ (𝑄) is not any better in this case. In particular, consider the following function ¯ℎ : 2vars(?̄?) → R+:
¯ℎ(𝑋 ) := |𝑋 |
4
, ∀𝑋 ⊆ vars(𝑄) . (18)
Recall notation from Section A.2 and [2, 27]. The above
¯ℎ is a modular function hence it is submodular. Since it is also monotone, ¯ℎ is a
polymatroid, i.e.
¯ℎ ∈ Γvars(?̄?) where Γvars(?̄?) denotes the set of polymatroids over the variables vars(𝑄) [2]. Moreover for each finite input
relation 𝐸 ∈ {𝑅, 𝑆,𝑇 }, we have ¯ℎ(𝐸) = 1 since each one of these relations has four variables, i.e. |𝐸 | = 4. Therefore ¯ℎ is edge dominated, i.e.
¯ℎ ∈ ED(𝑄) where ED(𝑄) denotes the set of edge dominated functions ℎ : 2vars(?̄?) → R+. Recall the definition of subwℓ (𝑄) for an FAQ-AI
query 𝑄 from [2] where TDℓ (𝑄) denotes the set of relaxed tree decompositions of 𝑄 :






ℎ(𝜒 (𝑡)) . (19)
Based on the above definition and by choosing
¯ℎ ∈ ED(𝑄) ∩ Γvars(?̄?) , we have





However for each relaxed tree decomposition (T , 𝜒) ∈ TDℓ (𝑄), we argued before that there must exist some bag 𝑡∗ ∈ 𝑉 (T ) containing at
least two of the input relations {𝑅, 𝑆,𝑇 } hence at least 8 distinct variables, meaning that |𝜒 (𝑡∗) | ≥ 8. From (18), we have ¯ℎ(𝜒 (𝑡∗)) ≥ 2 which
implies that subwℓ (𝑄) ≥ 2. And since subwℓ (𝑄) ≤ fhtwℓ (𝑄) for any query 𝑄 according to [2], we have
subwℓ (𝑄) = fhtwℓ (𝑄) = 2. (20)
Finally according to Theorem 3.5 in [2], the time complexity in FAQ-AI involves an extra factor of (log𝑁 )max(𝑘−1,1) where 𝑘 is the
number of inequalities that involve variables from two adjacent bags (i.e. that are not contained in a single bag) in an optimal relaxed tree
decomposition. In query (17), when constructing any optimal relaxed tree decomposition involving two relations in one bag (say 𝑅 and 𝑆)
and the third relation in another bag, there will be exactly 4 inequalities involving variables from both bags. Hence 𝑘 = 4 and the overall
time complexity of FAQ-AI for 𝑄△ is 𝑂 (𝑁 2 log3 𝑁 ).
F.2 The Loomis-Whitney intersection join query with 4 variables
The Loomis-Whitney intersection join query with 4-variables (LW4) is as follows:
𝑄LW4 = 𝑅( [𝐴], [𝐵], [𝐶]) ∧ 𝑆 ( [𝐵], [𝐶], [𝐷]) ∧𝑇 ( [𝐶], [𝐷], [𝐴]) ∧𝑈 ( [𝐷], [𝐴], [𝐵]), (21)
where each one of the variables [𝐴], [𝐵], [𝐶] and [𝐷] above is an interval variable. The FAQ-AI approach [2] cannot solve this query in time
better than 𝑂 (𝑁 2 log9 𝑁 ). However, the reduction from this work can be used to solve this query in time 𝑂 (𝑁 5/3 log8 𝑁 ). Below we apply
both the FAQ-AI approach and the one from this work.
F.2.1 The FAQ-AI approach [2] takes time 𝑂 (𝑁 2 log𝑘 𝑁 ) for some 𝑘 ≥ 9. Similar to Section F.1, to apply the FAQ-AI approach to query (21)
above, we formulate it as a query with inequality joins. Specifically we replace each interval variable [𝐴] with two scalar variables 𝐴.𝑙 and
𝐴.𝑟 representing the beginning and end of interval [𝐴]. Furthermore, we use 𝐴.𝑙 (𝑅) and 𝐴.𝑟 (𝑅) to refer to the beginning and end of interval
[𝐴] in relation 𝑅, and similarly we use 𝐴.𝑙 (𝑇 ) , 𝐴.𝑟 (𝑇 ) , 𝐴.𝑙 (𝑈 ) and 𝐴.𝑟 (𝑈 ) to refer to corresponding interval boundaries in relations 𝑇 and𝑈 .
The three intervals [𝐴.𝑙 (𝑅) , 𝐴.𝑟 (𝑅) ], [𝐴.𝑙 (𝑇 ) , 𝐴.𝑟 (𝑇 ) ] and [𝐴.𝑙 (𝑈 ) , 𝐴.𝑟 (𝑈 ) ] overlap if and only if the following condition is met:(




𝐴.𝑙 (𝑈 ) ≤ 𝐴.𝑙 (𝑅) ≤ 𝐴.𝑟 (𝑈 )
)
∨(




𝐴.𝑙 (𝑈 ) ≤ 𝐴.𝑙 (𝑇 ) ≤ 𝐴.𝑟 (𝑈 )
)
∨(




𝐴.𝑙 (𝑇 ) ≤ 𝐴.𝑙 (𝑈 ) ≤ 𝐴.𝑟 (𝑇 )
)
(22)
Given a variable 𝑋 ∈ {𝐴, 𝐵,𝐶, 𝐷}, let 𝐹 (𝑋 ) denote the set of relations containing 𝑋 , i.e.
𝐹 (𝐴) := {𝑇,𝑈 , 𝑅},
𝐹 (𝐵) := {𝑈 , 𝑅, 𝑆},
𝐹 (𝐶) := {𝑅, 𝑆,𝑇 },
𝐹 (𝐷) := {𝑆,𝑇 ,𝑈 }.
Condition (22) can be formulated as follows:∨
𝑉 ∈𝐹 (𝐴)
∧
𝑊 ∈𝐹 (𝐴)−{𝑉 }
𝐴.𝑙 (𝑊 ) ≤ 𝐴.𝑙 (𝑉 ) ≤ 𝐴.𝑟 (𝑊 ) (23)
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The same applies to the other three interval variables [𝐵], [𝐶] and [𝐷]. By distributing disjunctions over conjunctions, we rewrite
query (21) as follows:
𝑄LW4 =
∨
(𝑉𝐴,𝑉𝐵 ,𝑉𝐶 ,𝑉𝐷 ) ∈𝐹 (𝐴)×𝐹 (𝐵)×𝐹 (𝐶)×𝐹 (𝐷)
𝑅
(



















𝐴.𝑙 (𝑊𝐴) ≤ 𝐴.𝑙 (𝑉𝐴) ≤ 𝐴.𝑟 (𝑊𝐴) ∧∧
𝑊𝐵 ∈𝐹 (𝐵)−{𝑉𝐵 }
𝐵.𝑙 (𝑊𝐵 ) ≤ 𝐵.𝑙 (𝑉𝐵 ) ≤ 𝐵.𝑟 (𝑊𝐵 ) ∧∧
𝑊𝐶 ∈𝐹 (𝐶)−{𝑉𝐶 }
𝐶.𝑙 (𝑊𝐶 ) ≤ 𝐶.𝑙 (𝑉𝐶 ) ≤ 𝐶.𝑟 (𝑊𝐶 ) ∧∧
𝑊𝐷 ∈𝐹 (𝐷)−{𝑉𝐷 }
𝐷.𝑙 (𝑊𝐷 ) ≤ 𝐷.𝑙 (𝑉𝐷 ) ≤ 𝐷.𝑟 (𝑊𝐷 ) (24)
For each (𝑉𝐴,𝑉𝐵,𝑉𝐶 ,𝑉𝐷 ) ∈ 𝐹 (𝐴) × 𝐹 (𝐵) × 𝐹 (𝐶) × 𝐹 (𝐷), the inner conjunction in (24) is an FAQ-AI query [2]. While solving each such
query, we can use relaxed tree decompositions [2], in a similar way to what we did in Section F.1.
The following is one FAQ-AI query from (24) obtained by choosing 𝑉𝐴 = 𝑈 ,𝑉𝐵 = 𝑆,𝑉𝐶 = 𝑇,𝑉𝐷 = 𝑇 :
𝑄 = 𝑅
(













𝐷.𝑙 (𝑈 ) , 𝐷.𝑟 (𝑈 ) , 𝐴.𝑙 (𝑈 ) , 𝐴.𝑟 (𝑈 ) , 𝐵.𝑙 (𝑈 ) , 𝐵.𝑟 (𝑈 )
)
∧(




𝐴.𝑙 (𝑇 ) ≤ 𝐴.𝑙 (𝑈 ) ≤ 𝐴.𝑟 (𝑇 )
)
∧(




𝐵.𝑙 (𝑈 ) ≤ 𝐵.𝑙 (𝑆) ≤ 𝐵.𝑟 (𝑈 )
)
∧(




𝐶.𝑙 (𝑆) ≤ 𝐶.𝑙 (𝑇 ) ≤ 𝐶.𝑟 (𝑆)
)
∧(




𝐷.𝑙 (𝑈 ) ≤ 𝐷.𝑙 (𝑇 ) ≤ 𝐷.𝑟 (𝑈 )
)
Note that in the above query 𝑄 , there exists at least one inequality between two variables from every pair of the relations 𝑅, 𝑆,𝑇 and 𝑈 .
Therefore if we were to divide the relations 𝑅, 𝑆,𝑇 and 𝑈 among three or more bags, there will be at least one inequality between two
non-adjacent bags thus violating the definition of a relaxed tree decomposition. As a result, in every relaxed tree decomposition of 𝑄 , there
can be at most two bags where each one the relations 𝑅, 𝑆,𝑇 and𝑈 falls within one bag. Consequently, there will be at least one bag with (at
least) two relations. Noting that the variables of relations 𝑅, 𝑆,𝑇 and 𝑈 are pairwise disjoint, this implies that fhtwℓ (𝑄) ≥ 2. To minimize
fhtwℓ (𝑄), an optimal tree decomposition would have two bags with exactly two relations in each bag, thus resulting in fhtwℓ (𝑄) = 2.
In this case, the relaxed submodular width subwℓ (𝑄) is identical fhtwℓ (𝑄). To show this, we use the following function ¯ℎ : 2vars(?̄?) → R+
in a similar way to what we did in Section F.1:
¯ℎ(𝑋 ) := |𝑋 |
6
, ∀𝑋 ⊆ vars(𝑄) . (25)
(Recall notation from Section A.2 and [2, 27].) The above
¯ℎ is modular hence submodular. Because it is also monotone, ¯ℎ is a polymatroid,
i.e.
¯ℎ ∈ Γvars(?̄?) where Γvars(?̄?) denotes the set of polymatroids over the variables vars(𝑄) [2]. Moreover for each finite input relation
𝐸 ∈ {𝑅, 𝑆,𝑇 ,𝑈 }, we have ¯ℎ(𝐸) = 1 since each one of these relations has six variables, i.e. |𝐸 | = 6. Therefore ¯ℎ is edge dominated, i.e. ¯ℎ ∈ ED(𝑄).
Based on the definition of subwℓ from (19) and by choosing ¯ℎ ∈ ED(𝑄) ∩ Γvars(?̄?) , we have





where TDℓ (𝑄) denotes the set of relaxed tree decompositions of 𝑄 . However for each relaxed tree decomposition (T , 𝜒) ∈ TDℓ (𝑄), we
argued before that there must exist some bag 𝑡∗ ∈ 𝑉 (T ) containing at least two of the input relations {𝑅, 𝑆,𝑇 ,𝑈 } hence at least 12 distinct
variables, meaning that |𝜒 (𝑡∗) | ≥ 12. From (25), we have ¯ℎ(𝜒 (𝑡∗)) ≥ 2 which implies that subwℓ (𝑄) ≥ 2. And since subwℓ (𝑄) ≤ fhtwℓ (𝑄)
for any query 𝑄 according to [2], we have
subwℓ (𝑄) = fhtwℓ (𝑄) = 2. (26)
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Figure 8: A visual representation of query𝑄 (1)
LW4
from (27). Note that each input relation in𝑄 (1)
LW4
spans 5 consecutive variables
on the above cycle.
As mentioned in Section F.1, the runtime complexity in FAQ-AI involves an extra factor of (log𝑁 )max(𝑘−1,1) where 𝑘 is the number of
inequalities involving variables from two adjacent bags in an optimal relaxed tree decomposition. In query 𝑄 above, the minimum value of 𝑘
over all optimal relaxed tree decompositions is 10. Hence the FAQ-AI time complexity for 𝑄 is 𝑂 (𝑁 2 log9 𝑁 ).
Finally note that for every other choice of (𝑉𝐴,𝑉𝐵,𝑉𝐶 ,𝑉𝐷 ) ∈ 𝐹 (𝐴) × 𝐹 (𝐵) × 𝐹 (𝐶) × 𝐹 (𝐷), the resulting FAQ-AI query ?̃? corresponding to
the inner conjunction in (24) must satisfy
fhtwℓ (?̃?) ≤ fhtwℓ (𝑄),
subwℓ (?̃?) ≤ subwℓ (𝑄).
This is because TDℓ (?̃?) ⊇ TDℓ (𝑄) since 𝑄 already contains at least one equality involving every pair of the relations 𝑅, 𝑆,𝑇 and𝑈 .
F.2.2 Our approach takes time 𝑂 (𝑁 5/3 log8 𝑁 ). Applying the reduction from this work to query (21) produces a large number of equality
join queries. We can reduce the number of these EJs by dropping singleton variables, that is variables that occur in only one atom in an EJ.
Such variables don’t change the fractional hypertree and submodular widths of an EJ and don’t affect the overall time complexity [4, 5].
Dropping singleton variables and collapsing EJ queries that become identical afterwards reduces the total number of EJ queries down to 81,
which is still big.
Luckily many of these 81 queries are isomorphic to one another. Aided by a computer program to analyze them, it turns out that they can
be grouped into only 6 isomorphism classes. Below we take a representative query from each isomorphism class and compute its fractional
hypertree and submodular widths (which are the same for all queries in the same isomorphism class).
Class 1: fhtw = 2, subw = 1.5. Queries in the first class are isomorphic to the following. (We use ?̃?, 𝑆, . . . to denote relations corresponding




:= ?̃?(𝐴1, 𝐵1,𝐶1, 𝐵2,𝐶2) ∧ 𝑆 (𝐵1,𝐶1, 𝐷1,𝐶2, 𝐷2) ∧𝑇 (𝐶1, 𝐷1, 𝐴1, 𝐷2, 𝐴2) ∧ ?̃? (𝐷1, 𝐴1, 𝐵1, 𝐴2, 𝐵2) (27)
The fhtw of the above query is 2, which is higher than our final target of 5/3 that is needed to achieve the runtime of 𝑂 (𝑁 5/3 log8 𝑁 ).
Therefore we skip how to compute fhtw for this query.
Luckily, the subw turns out to be 1.5, just like the 4-cycle query [5, 6]. And in fact, there is a corresponding algorithm to answer this query
in time 𝑂 (𝑁 1.5 log𝑁 ), which is very similar in nature to the algorithm for solving the 4-cycle query in the same time complexity [5, 6]. We
will skip showing the computation of the subw itself and directly show the corresponding algorithm solving (27) in the desired time.
In order to mimic the algorithm for a 4-cycle [5, 6], it is helpful to imagine the 8 variables 𝐴1, 𝐴2, 𝐵1, 𝐵2,𝐶1,𝐶2, 𝐷1 and 𝐷2 arranged on a
cycle as shown in Figure 8. Note that each one of the 4 input relations ?̃?, 𝑆,𝑇 and ?̃? of𝑄
(1)
LW4
spans 5 consecutive variables on the above cycle.
Let 𝑁 be the maximum relation size among relations ?̃?, 𝑆,𝑇 and ?̃? . We partition the relation ?̃?(𝐴1, 𝐵1,𝐶1, 𝐵2,𝐶2) based on the degree of
(𝑎1, 𝑏1, 𝑏2), i.e. based on the number of different (𝑐1, 𝑐2) pairs for every given triple (𝑎1, 𝑏1, 𝑏2):
deg
?̃?
(𝑎1, 𝑏1, 𝑏2) := |{(𝑐1, 𝑐2) | (𝑎1, 𝑏1, 𝑐1, 𝑏2, 𝑐2) ∈ ?̃?}|, (28)
?̃?ℎ := {(𝑎1, 𝑏1, 𝑏2) | deg𝑅 (𝑎1, 𝑏1, 𝑏2) ≥
√
𝑁 }, (29)
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?̃?ℎ and ?̃?ℓ above are meant to be the “heavy” and “light” parts of ?̃? respectively in the same sense as in [5, 6]. Note that (29) implies that |?̃?ℎ | ≤√
𝑁 . Similarly we partition relation 𝑇 (𝐶1, 𝐷1, 𝐴1, 𝐷2, 𝐴2) based on the degree of (𝑐1, 𝑑1, 𝑑2) into 𝑇ℎ (𝐶1, 𝐷1, 𝐷2) and 𝑇ℓ (𝐶1, 𝐷1, 𝐴1, 𝐷2, 𝐴2).
In order to evaluate 𝑄
(1)
LW4
, we will divide its output tuples into three parts and use a different evaluation strategy to evaluate each part. In
particular, each output tuple (𝑎1, 𝑏1, 𝑐1, 𝑑1, 𝑎2, 𝑏2, 𝑐2, 𝑑2) ∈ 𝑄 (1)
LW4
belongs to exactly one of the following three categories:
• Category (1): (𝑎1, 𝑏1, 𝑏2) ∈ ?̃?ℎ .
• Category (2): (𝑎1, 𝑏1, 𝑏2) ∉ ?̃?ℎ and (𝑐1, 𝑑1, 𝑑2) ∈ 𝑇ℎ .
• Category (3): (𝑎1, 𝑏1, 𝑏2) ∉ ?̃?ℎ and (𝑐1, 𝑑1, 𝑑2) ∉ 𝑇ℎ .
In order to set up our evaluation strategies for each one of the above three categories, we compute the following helper relations:
𝑊11 (𝐴1, 𝐵2, 𝐵1,𝐶2,𝐶1, 𝐷2, 𝐷1) := ?̃?ℎ (𝐴1, 𝐵1, 𝐵2) Z 𝑆 (𝐵1,𝐶1, 𝐷1,𝐶2, 𝐷2),
𝑊12 (𝐶1, 𝐷2, 𝐷1, 𝐴2, 𝐴1, 𝐵2, 𝐵1) := ?̃?ℎ (𝐴1, 𝐵1, 𝐵2) Z 𝑇 (𝐶1, 𝐷1, 𝐴1, 𝐷2, 𝐴2),
𝑊21 (𝐶1, 𝐷2, 𝐷1, 𝐴2, 𝐴1, 𝐵2, 𝐵1) := 𝑇ℎ (𝐶1, 𝐷1, 𝐷2) Z ?̃? (𝐷1, 𝐴1, 𝐵1, 𝐴2, 𝐵2),
𝑊22 (𝐴1, 𝐵2, 𝐵1,𝐶2,𝐶1, 𝐷2, 𝐷1) := 𝑇ℎ (𝐶1, 𝐷1, 𝐷2) Z ?̃?ℓ (𝐴1, 𝐵1,𝐶1, 𝐵2,𝐶2),
𝑊31 (𝐷1, 𝐴2, 𝐴1, 𝐵2, 𝐵1,𝐶2,𝐶1) := ?̃? (𝐷1, 𝐴1, 𝐵1, 𝐴2, 𝐵2) Z ?̃?ℓ (𝐴1, 𝐵1,𝐶1, 𝐵2,𝐶2),
𝑊32 (𝐵1,𝐶2,𝐶1, 𝐷2, 𝐷1, 𝐴2, 𝐴1) := 𝑆 (𝐵1,𝐶1, 𝐷1,𝐶2, 𝐷2) Z 𝑇ℓ (𝐶1, 𝐷1, 𝐴1, 𝐷2, 𝐴2).
Each one of the above six relations can be straightforwardly shown to have size upper bounded by 𝑁 1.5 based on the definitions of
?̃?ℎ, ?̃?ℓ ,𝑇ℎ and 𝑇ℓ . Finally we show how to compute output tuples belonging to each one of the three categories above in the desired runtime
of 𝑂 (𝑁 1.5 log𝑁 ):
• Category (1): (𝑎1, 𝑏1, 𝑏2) ∈ ?̃?ℎ . We can produce output tuples (𝑎1, 𝑏1, 𝑐1, 𝑑1, 𝑎2, 𝑏2, 𝑐2, 𝑑2) belonging to this category by running







(𝐴1, 𝐵2, 𝐵1,𝐶2,𝐶1, 𝐷2, 𝐷1) := 𝑊11 (𝐴1, 𝐵2, 𝐵1,𝐶2,𝐶1, 𝐷2, 𝐷1) Z ?̃?(𝐴1, 𝐵1,𝐶1, 𝐵2,𝐶2),
𝑊 ′
12
(𝐶1, 𝐷2, 𝐷1, 𝐴2, 𝐴1, 𝐵2, 𝐵1) := 𝑊12 (𝐶1, 𝐷2, 𝐷1, 𝐴2, 𝐴1, 𝐵2, 𝐵1) Z ?̃? (𝐷1, 𝐴1, 𝐵1, 𝐴2, 𝐵2) .






(𝐶1, 𝐷2, 𝐷1, 𝐴2, 𝐴1, 𝐵2, 𝐵1) := 𝑊21 (𝐶1, 𝐷2, 𝐷1, 𝐴2, 𝐴1, 𝐵2, 𝐵1) Z 𝑇 (𝐶1, 𝐷1, 𝐴1, 𝐷2, 𝐴2),
𝑊 ′
22
(𝐴1, 𝐵2, 𝐵1,𝐶2,𝐶1, 𝐷2, 𝐷1) := 𝑊22 (𝐴1, 𝐵2, 𝐵1,𝐶2,𝐶1, 𝐷2, 𝐷1) Z 𝑆 (𝐵1,𝐶1, 𝐷1,𝐶2, 𝐷2) .
• Category (3): (𝑎1, 𝑏1, 𝑏2) ∉ ?̃?ℎ and (𝑐1, 𝑑1, 𝑑2) ∉ 𝑇ℎ . For this category, we use a tree decomposition whose bags are𝑊31 and𝑊32.
In each one of the three cases above, the runtime is 𝑂 (𝑁 1.5 log𝑁 ).




:= ?̃?(𝐴1, 𝐵1,𝐶1, 𝐴2) ∧ 𝑆 (𝐵1,𝐶1, 𝐷1, 𝐵2,𝐶2) ∧𝑇 (𝐶1, 𝐷1, 𝐴1,𝐶2, 𝐷2) ∧ ?̃? (𝐷1, 𝐴1, 𝐵1, 𝐷2, 𝐴2, 𝐵2) (31)
The above query has fhtw = 5/3. In particular, it accepts a tree decomposition consisting of the following two bags:
• Bag {𝐴1, 𝐵1,𝐶1, 𝐷1, 𝐴2, 𝐵2, 𝐷2} containing relations ?̃? and ?̃? . It has a fractional edge cover number 𝜌∗ of 5/3, which is obtained by
assigning the following coefficients to relations [?̃?, 𝑆,𝑇 , ?̃? ] in order: [1/3, 1/3, 1/3, 2/3]. In particular, it can be computed by solving
the following query using a worst-case optimal join algorithm [28, 37]:
𝑊1 (𝐴1, 𝐵1,𝐶1, 𝐷1, 𝐴2, 𝐵2, 𝐷2) := ?̃?(𝐴1, 𝐵1,𝐶1, 𝐴2) Z 𝜋{𝐵1,𝐶1,𝐷1,𝐵2 }𝑆 (𝐵1,𝐶1, 𝐷1, 𝐵2,𝐶2) Z
𝜋{𝐶1,𝐷1,𝐴1,𝐷2 }𝑇 (𝐶1, 𝐷1, 𝐴1,𝐶2, 𝐷2) Z ?̃? (𝐷1, 𝐴1, 𝐵1, 𝐷2, 𝐴2, 𝐵2)
• Bag {𝐴1, 𝐵1,𝐶1, 𝐷1, 𝐵2,𝐶2, 𝐷2} containing relations 𝑆 and 𝑇 . It has a 𝜌∗ value of 1.5, obtained by assigning the following coefficients
to relations [?̃?, 𝑆,𝑇 , ?̃? ] in order: [0, 1/2, 1/2, 1/2]. It can be computed by solving the following query4:
𝑊2 (𝐴1, 𝐵1,𝐶1, 𝐷1, 𝐵2,𝐶2, 𝐷2) := 𝜋{𝐴1,𝐵1,𝐶1 }?̃?(𝐴1, 𝐵1,𝐶1, 𝐴2) Z 𝑆 (𝐵1,𝐶1, 𝐷1, 𝐵2,𝐶2) Z
𝑇 (𝐶1, 𝐷1, 𝐴1,𝐶2, 𝐷2) Z 𝜋{𝐷1,𝐴1,𝐵1,𝐷2,𝐵2 }?̃? (𝐷1, 𝐴1, 𝐵1, 𝐷2, 𝐴2, 𝐵2)
The subw of this query class is also 5/3, hence we skip its computation. This query class is the bottleneck of our final bound of 5/3 for the
LW4 intersection join query from (21).
4
We could drop relation ?̃? from query𝑊2 without increasing its time complexity beyond 𝑁
1.5
because ?̃? has a coefficient of 0 in the optimal fractional edge cover.
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:= ?̃?(𝐴1, 𝐵1,𝐶1) ∧ 𝑆 (𝐵1,𝐶1, 𝐷1, 𝐵2,𝐶2) ∧𝑇 (𝐶1, 𝐷1, 𝐴1,𝐶2, 𝐷2, 𝐴2) ∧ ?̃? (𝐷1, 𝐴1, 𝐵1, 𝐷2, 𝐴2, 𝐵2) (32)
The above query has a fractional edge cover number 𝜌∗ of 1.5 obtained by assigning the coefficients [0, 1/2, 1/2, 1/2]. The fhtw and subw
are also 1.5.




:= ?̃?(𝐴1, 𝐵1,𝐶1, 𝐵2) ∧ 𝑆 (𝐵1,𝐶1, 𝐷1,𝐶2) ∧𝑇 (𝐶1, 𝐷1, 𝐴1,𝐶2, 𝐷2, 𝐴2) ∧ ?̃? (𝐷1, 𝐴1, 𝐵1, 𝐷2, 𝐴2, 𝐵2) (33)
The above query has a fhtw of 1.5 obtained through a tree decomposition consisting of the following two bags:
• Bag {𝐴1, 𝐵1,𝐶1, 𝐷1, 𝐴2, 𝐵2, 𝐷2} containing relations ?̃? and ?̃? and has a fractional edge cover number 𝜌∗ of 1.5 obtained by assigning
the following coefficients: [1/2, 0, 1/2, 1/2].
• Bag {𝐴1, 𝐵1,𝐶1, 𝐷1, 𝐴2,𝐶2, 𝐷2} containing relations 𝑆 and 𝑇 and has a fractional edge cover number 𝜌∗ of 1.5 obtained by assigning
the following coefficients: [0, 1/2, 1/2, 1/2].
subw is also 1.5.




:= ?̃?(𝐴1, 𝐵1,𝐶1, 𝐴2, 𝐵2) ∧ 𝑆 (𝐵1,𝐶1, 𝐷1,𝐶2) ∧𝑇 (𝐶1, 𝐷1, 𝐴1,𝐶2, 𝐷2) ∧ ?̃? (𝐷1, 𝐴1, 𝐵1, 𝐷2, 𝐴2, 𝐵2) (34)
The above query has a fhtw of 1.5 obtained through a tree decomposition consisting of the following two bags:
• Bag {𝐴1, 𝐵1,𝐶1, 𝐷1, 𝐴2, 𝐵2, 𝐷2} containing relations ?̃? and ?̃? and has a fractional edge cover number 𝜌∗ of 1.5 obtained by assigning
the coefficients [1/2, 0, 1/2, 1/2].
• Bag {𝐴1, 𝐵1,𝐶1, 𝐷1,𝐶2, 𝐷2} containing relations 𝑆 and 𝑇 and has a fractional edge cover number 𝜌∗ of 1.5 obtained by assigning the
coefficients [0, 1/2, 1/2, 1/2].
subw is also 1.5.




:= ?̃?(𝐴1, 𝐵1,𝐶1, 𝐵2,𝐶2) ∧ 𝑆 (𝐵1,𝐶1, 𝐷1, 𝐵2,𝐶2) ∧𝑇 (𝐶1, 𝐷1, 𝐴1, 𝐷2, 𝐴2) ∧ ?̃? (𝐷1, 𝐴1, 𝐵1, 𝐷2, 𝐴2) (35)
The above query has fhtw of 1.5 using a tree decomposition of the following two bags:
• Bag {𝐴1, 𝐵1,𝐶1, 𝐷1, 𝐵2,𝐶2} containing ?̃? and 𝑆 and has a 𝜌∗ of 1.5 using [1/2, 1/2, 1/2, 0].
• Bag {𝐴1, 𝐵1,𝐶1, 𝐷1, 𝐴2, 𝐷2} containing 𝑇 and ?̃? and has a 𝜌∗ of 1.5 using [1/2, 0, 1/2, 1/2].
subw is also 1.5.
Finally note that query 𝑄LW4 from (21) involves four interval variables [𝐴], [𝐵], [𝐶] and [𝐷], each of which appears in three relations.
Hence under our reduction, each one of the four variables contributes an extra factor of log
2 𝑁 to the time complexity thus resulting in an
overall bound of 𝑂 (𝑁 5/3 log8 𝑁 ).
F.3 The 4-clique intersection join query
The 4-clique intersection join query looks as follows:
𝑄
4clique
:= 𝑅( [𝐴], [𝐵]) ∧ 𝑆 ( [𝐴], [𝐶]) ∧𝑇 ( [𝐴], [𝐷]) ∧𝑈 ( [𝐵], [𝐶]) ∧𝑉 ( [𝐵], [𝐷]) ∧𝑊 ( [𝐶], [𝐷]) (36)
We show in this section that our approach can solve this query in time 𝑂 (𝑁 2 log8 𝑁 ) while the FAQ-AI approach takes time 𝑂 (𝑁 3 log𝑘 𝑁 )
for some constant 𝑘 ≥ 5.
F.3.1 The FAQ-AI approach takes time𝑂 (𝑁 3 log𝑘 𝑁 ) for 𝑘 ≥ 5. To apply the FAQ-AI approach on𝑄
4clique
, we follow the script of Sections F.1
and F.2. In particular, we start by defining 𝐹 (𝑋 ) to be the set of relations containing variable 𝑋 :
𝐹 (𝐴) := {𝑅, 𝑆,𝑇 },
𝐹 (𝐵) := {𝑅,𝑈 ,𝑉 },
𝐹 (𝐶) := {𝑆,𝑈 ,𝑊 },
𝐹 (𝐷) := {𝑇,𝑉 ,𝑊 }.
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Now query 𝑄
4clique





(𝑋𝐴,𝑋𝐵 ,𝑋𝐶 ,𝑋𝐷 ) ∈𝐹 (𝐴)×𝐹 (𝐵)×𝐹 (𝐶)×𝐹 (𝐷)
𝑅
(


























𝐴.𝑙 (𝑌𝐴) ≤ 𝐴.𝑙 (𝑋𝐴) ≤ 𝐴.𝑟 (𝑌𝐴) ∧∧
𝑌𝐵 ∈𝐹 (𝐵)−{𝑋𝐵 }
𝐵.𝑙 (𝑌𝐵 ) ≤ 𝐵.𝑙 (𝑋𝐵 ) ≤ 𝐵.𝑟 (𝑌𝐵 ) ∧∧
𝑌𝐶 ∈𝐹 (𝐶)−{𝑋𝐶 }
𝐶.𝑙 (𝑌𝐶 ) ≤ 𝐶.𝑙 (𝑋𝐶 ) ≤ 𝐶.𝑟 (𝑌𝐶 ) ∧∧
𝑌𝐷 ∈𝐹 (𝐷)−{𝑋𝐷 }
𝐷.𝑙 (𝑌𝐷 ) ≤ 𝐷.𝑙 (𝑋𝐷 ) ≤ 𝐷.𝑟 (𝑌𝐷 ) (37)
The disjunction in (37) above contains (34 = 81) disjuncts each of which is an FAQ-AI query. Consider the specific disjunct that corresponds
to 𝑋𝐴 = 𝑅,𝑋𝐵 = 𝑈 ,𝑋𝐶 = 𝑆, 𝑋𝐷 = 𝑇 . Let’s call it 𝑄 :
𝑄 := 𝑅
(





















𝐶.𝑙 (𝑊 ) ,𝐶.𝑟 (𝑊 ) , 𝐷.𝑙 (𝑊 ) , 𝐷.𝑟 (𝑊 )
)
∧(




𝐴.𝑙 (𝑇 ) ≤ 𝐴.𝑙 (𝑅) ≤ 𝐴.𝑟 (𝑇 )
)
∧(




𝐵.𝑙 (𝑉 ) ≤ 𝐵.𝑙 (𝑈 ) ≤ 𝐵.𝑟 (𝑉 )
)
∧(




𝐶.𝑙 (𝑊 ) ≤ 𝐶.𝑙 (𝑆) ≤ 𝐶.𝑟 (𝑊 )
)
∧(




𝐷.𝑙 (𝑊 ) ≤ 𝐷.𝑙 (𝑇 ) ≤ 𝐷.𝑟 (𝑊 )
)
(38)
Let I be the set of relation pairs that are connected by some inequality in query 𝑄 :
I := {{𝑅, 𝑆}, {𝑅,𝑇 }, {𝑅,𝑈 }, {𝑆,𝑈 }, {𝑆,𝑊 }, {𝑇,𝑉 }, {𝑇,𝑊 }, {𝑈 ,𝑉 }}
Similar to Sections F.1 and F.2, if subwℓ (𝑄) < 3, then there must exist a relaxed tree decomposition of 𝑄 where each bag contains at most
two relations: Otherwise, we could have used the edge dominated polymatroid
¯ℎ below to show that subwℓ (𝑄) ≥ 3, in the exact same way
we did in the previous two sections:
¯ℎ(𝑋 ) := |𝑋 |
4
, ∀𝑋 ⊆ vars(𝑄) . (39)
Consider all partitions of relations {𝑅, 𝑆,𝑇 ,𝑈 ,𝑉 ,𝑊 } of𝑄 into bags where each bag contains at most two relations. We can show that in every
one of these partitions, the query 𝑄 contains inequalities that form a cycle among the bags. Hence no matter how we try to arrange the bags
into a tree to form a tree decomposition, there will be at least one inequality between two non-adjacent bags in the tree thus violating the
condition for a relaxed tree decomposition. In particular, there are 76 such partitions. We enumerate all of them using a computer program
and check that each partition contains a cycle of inequalities among the bags. This proves that any relaxed tree decomposition must contain
a bag with at least 3 relations, hence subwℓ (𝑄) ≥ 3. Table 2 lists all partitions of relations {𝑅, 𝑆,𝑇 ,𝑈 ,𝑉 ,𝑊 } of𝑄 into 3 bags with exactly two
relations in each. Basic combinatorics show
5
that there are 15 such partitions (out of the 76 partitions in total that we need to consider).
Table 2 shows a triangle of inequalities for every one of these 15 partitions.
To prove that fhtwℓ (𝑄) ≤ 3, we can use a relaxed tree decomposition of two (adjacent) bags, each of which contains 3 relations. No matter
what inequalities are there in 𝑄 , every inequality is covered by (the only) two adjacent bags, hence this is a valid relaxed tree decomposition.
Since subwℓ (𝑄) ≤ fhtwℓ (𝑄) for any query 𝑄 according to [2], this proves that
3 ≤ subwℓ (𝑄) ≤ fhtwℓ (𝑄) ≤ 3,
where all the inequalities above are equalities.
Finally in query 𝑄 from (38), for any optimal relaxed tree decomposition, the minimum number 𝑘 of inequalities between two adjacent
bags that can be achieved is 𝑘 = 6. The FAQ-AI approach [2] incurs an extra factor of (log𝑁 )max(𝑘−1,1) which corresponds to log5 𝑁 for 𝑄 .
5
There are 6! ways to partition 6 items into an (ordered) tuple of 3 (ordered) tuples of size 2 each, i.e. ( (𝑋1, 𝑋2), (𝑋3, 𝑋4), (𝑋5, 𝑋6)) . Consequently there are 6!/(23) = 90 ways to
partition 6 items into an (ordered) tuple of 3 (unordered) sets of size 2 each, i.e. ( {𝑋1, 𝑋2 }, {𝑋3, 𝑋4 }, {𝑋5, 𝑋6 }) . Finally, there are 90/(3!) = 15 possible ways to partition 6 items
into an (unordered) set of 3 (unordered) sets of size 2 each, i.e. {{𝑋1, 𝑋2 }, {𝑋3, 𝑋4 }, {𝑋5, 𝑋6 }}.
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Possible partitions of {𝑅, 𝑆,𝑇 ,𝑈 ,𝑉 ,𝑊 } 3 edges in I connecting
into 3 parts of size 2 each every 2 parts in the partition
{{R, W}, {S, U}, {T, V}} {R, S}, {R, T}, {U, V}
{{R, U}, {S, T}, {V, W}} {R, S}, {U, V}, {S, W}
{{R, S}, {T, V}, {U, W}} {R, T}, {R, U}, {T, W}
{{R, V}, {S, T}, {U, W}} {R, S}, {R, U}, {S, U}
{{R, W}, {S, V}, {T, U}} {R, S}, {R, T}, {S, U}
{{R, T}, {S, V}, {U, W}} {R, S}, {R, U}, {S, U}
{{R, U}, {S, V}, {T, W}} {R, S}, {R, T}, {S, W}
{{R, V}, {S, W}, {T, U}} {R, S}, {R, T}, {S, U}
{{R, V}, {S, U}, {T, W}} {R, S}, {R, T}, {S, W}
{{R, T}, {S, W}, {U, V}} {R, S}, {R, U}, {S, U}
{{R, U}, {S, W}, {T, V}} {R, S}, {R, T}, {T, W}
{{R, S}, {T, U}, {V, W}} {R, T}, {S, W}, {T, V}
{{R, T}, {S, U}, {V, W}} {R, S}, {T, V}, {S, W}
{{R, S}, {T, W}, {U, V}} {R, T}, {R, U}, {T, V}
{{R, W}, {S, T}, {U, V}} {R, S}, {R, U}, {S, U}
Table 2: A proof that 𝑄 from (38) does not admit a relaxed tree decomposition with exactly two relations in each bag. The left
column shows all possible ways to partition the relations of 𝑄 into 3 bags of size 2. The right column shows 3 inequalities in
𝑄 connecting every pair of these 3 bags, thus violating the definition of a relaxed tree decomposition.
Other queries corresponding to different choices of (𝑋𝐴, 𝑋𝐵, 𝑋𝐶 , 𝑋𝐷 ) in (37) might have bigger 𝑘-values. Hence the overall FAQ-AI time
complexity for 𝑄
4clique
is 𝑂 (𝑁 3 log𝑘 𝑁 ) for some 𝑘 ≥ 5.
F.3.2 Our approach takes time 𝑂 (𝑁 2 log8 𝑁 ). Using the reduction presented in this work, we can solve this query in time 𝑂 (𝑁 2 log8 𝑁 ). In
particular, the reduction produces a number of equality join queries. Similar to what we did in Section F.2, we drop singleton variables from
these queries. Consequently, we reduce their number down to 81 queries and we group them into the following 6 isomorphism classes. (We
refer to relations resulting from 𝑅, 𝑆, . . . after the reduction as ?̃?, 𝑆, . . .)
Class 1: fhtw = subw = 2.
𝑄1 := ?̃?(𝐴1, 𝐵1) ∧ 𝑆 (𝐴1,𝐶1, 𝐴2) ∧𝑇 (𝐴1, 𝐷1, 𝐴2) ∧ ?̃? (𝐵1,𝐶1, 𝐵2,𝐶2) ∧ ?̃? (𝐵1, 𝐷1, 𝐵2, 𝐷2) ∧ ?̃? (𝐶1, 𝐷1,𝐶2, 𝐷2) (40)
The above query accepts a tree decomposition of two bags, witnessing that fhtw is at most 2 (and it can be shown to be exactly 2):
• {𝐴1, 𝐴2, 𝐵1, 𝐵2,𝐶1,𝐶2, 𝐷1} has 𝜌∗ of 2.0 achieved by the following edge cover of the relations [?̃?, 𝑆,𝑇 , ?̃? , ?̃? ,?̃? ] in order: [0.0, 0.0, 1.0,
1.0, 0.0, 0.0].
• {𝐵1, 𝐵2,𝐶1,𝐶2, 𝐷1, 𝐷2} has 𝜌∗ of 1.5 achieved by the edge cover [0.0, 0.0, 0.0, 0.5, 0.5, 0.5].
Class 2: fhtw = subw = 2.
𝑄2 := ?̃?(𝐴1, 𝐵1, 𝐵2) ∧ 𝑆 (𝐴1,𝐶1, 𝐴2) ∧𝑇 (𝐴1, 𝐷1, 𝐴2) ∧ ?̃? (𝐵1,𝐶1,𝐶2) ∧ ?̃? (𝐵1, 𝐷1, 𝐵2, 𝐷2) ∧ ?̃? (𝐶1, 𝐷1,𝐶2, 𝐷2) (41)
𝑄2 accepts a tree decomposition with two bags:
• {𝐴1, 𝐴2, 𝐵1, 𝐵2,𝐶1, 𝐷1, 𝐷2} with fractional edge cover [0.0, 1.0, 0.0, 0.0, 1.0, 0.0].
• {𝐵1,𝐶1,𝐶2, 𝐷1, 𝐷2} with edge cover [0.0, 0.0, 0.0, 0.5, 0.5, 0.5].
Class 3: fhtw = subw = 2.
𝑄3 := ?̃?(𝐴1, 𝐵1, 𝐴2, 𝐵2) ∧ 𝑆 (𝐴1,𝐶1) ∧𝑇 (𝐴1, 𝐷1, 𝐴2) ∧ ?̃? (𝐵1,𝐶1,𝐶2) ∧ ?̃? (𝐵1, 𝐷1, 𝐵2, 𝐷2) ∧ ?̃? (𝐶1, 𝐷1,𝐶2, 𝐷2) (42)
𝑄3 accepts a tree decomposition with a single bag using the edge cover: [1.0, 0.0, 0.0, 0.0, 0.0, 1.0].
Class 4: fhtw = subw = 2.
𝑄4 := ?̃?(𝐴1, 𝐵1, 𝐴2, 𝐵2) ∧ 𝑆 (𝐴1,𝐶1, 𝐴2) ∧𝑇 (𝐴1, 𝐷1) ∧ ?̃? (𝐵1,𝐶1,𝐶2) ∧ ?̃? (𝐵1, 𝐷1, 𝐵2, 𝐷2) ∧ ?̃? (𝐶1, 𝐷1,𝐶2, 𝐷2) (43)
𝑄4 accepts a tree decomposition with a single bag using the edge cover: [1.0, 0.0, 0.0, 0.0, 0.0, 1.0].
Class 5: fhtw = subw = 2.
𝑄5 := ?̃?(𝐴1, 𝐵1, 𝐴2, 𝐵2) ∧ 𝑆 (𝐴1,𝐶1, 𝐴2,𝐶2) ∧𝑇 (𝐴1, 𝐷1) ∧ ?̃? (𝐵1,𝐶1) ∧ ?̃? (𝐵1, 𝐷1, 𝐵2, 𝐷2) ∧ ?̃? (𝐶1, 𝐷1,𝐶2, 𝐷2) (44)
𝑄5 accepts a tree decomposition with a single bag using the edge cover: [1.0, 0.0, 0.0, 0.0, 0.0, 1.0].
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Class 6: fhtw = subw = 2.
𝑄6 := ?̃?(𝐴1, 𝐵1, 𝐴2, 𝐵2) ∧ 𝑆 (𝐴1,𝐶1,𝐶2) ∧𝑇 (𝐴1, 𝐷1, 𝐴2) ∧ ?̃? (𝐵1,𝐶1, 𝐵2) ∧ ?̃? (𝐵1, 𝐷1, 𝐷2) ∧ ?̃? (𝐶1, 𝐷1,𝐶2, 𝐷2) (45)
𝑄6 accepts a tree decomposition with a single bag using the edge cover: [1.0, 0.0, 0.0, 0.0, 0.0, 1.0].
Finally similar to query 𝑄LW4 from the previous section, query 𝑄4clique involves four interval variables each of which appears in exactly
three relations. Therefore according to our reduction, each variable contributes an extra factor of log
2 𝑁 to the time complexity. The overall
runtime is 𝑂 (𝑁 2 log8 𝑁 ).
G IMPROVED INTERSECTION PREDICATE REWRITING TO YIELD DISJOINT CONJUNCTS
In this section, we discuss an alternative rewriting of the intersection predicate that ensures disjointness of the conjuncts in the resulting
disjunction. This is essential to ensure that our forward reduction yields disjoint conjunctive queries with equality joins in the output
disjunction, as required for efficient enumeration and aggregate computation.
G.1 Distinct Left Endpoints
We show how to ensure that any two intervals from any two different relations have distinct left endpoints, without affecting query
evaluation.
Let 𝑛 = |E | and denote the relations from the database by 𝑅1, . . . , 𝑅𝑛 . Since the database D is finite, there exists a sufficiently small real
number 𝜖 > 0 such that 𝑛 ∗ 𝜖 is strictly smaller than the distance between the two distinct endpoints of any two intervals in the data. Now,
for each 𝑖 ∈ [𝑛], any interval 𝑥 from the relation 𝑅𝑖 is replaced with the interval [𝑥 .𝑙 + 𝑖 ∗ 𝜖, 𝑥 .𝑟 + 𝑛 ∗ 𝜖]. This is a valid interval since 𝑖 ≤ 𝑛.
It holds that, after this data modification, the intersection joins behave exactly the same as before. To see this, let 𝑥 be an interval from
𝑅𝑖 and let 𝑦 be an interval from 𝑅 𝑗 , with 𝑖 ≠ 𝑗 . If 𝑦.𝑙 < 𝑥 .𝑙 then 𝑦.𝑙 + 𝑗 ∗ 𝜖 < 𝑥 .𝑙 + 𝑖 ∗ 𝜖 , since 𝑗 ≤ 𝑛 and 𝑛 ∗ 𝜖 < |𝑥 .𝑙 − 𝑦.𝑙 | (by our choice of
𝜖). If 𝑦.𝑙 = 𝑥 .𝑙 then 𝑦.𝑙 + 𝑗 ∗ 𝜖 < 𝑥 .𝑙 + 𝑖 ∗ 𝜖 , or 𝑥 .𝑙 + 𝑖 ∗ 𝜖 < 𝑦.𝑙 + 𝑗 ∗ 𝜖 , depending on whether 𝑗 < 𝑖 or 𝑗 > 𝑖 . If 𝑥 .𝑙 ≤ 𝑦.𝑟 then it holds that
𝑥 .𝑙 + 𝑖 ∗ 𝜖 ≤ 𝑦.𝑟 + 𝑛 ∗ 𝜖 , since 𝑖 ≤ 𝑛. Also, if 𝑦.𝑟 < 𝑥 .𝑙 then it holds that 𝑦.𝑟 + 𝑛 ∗ 𝜖 < 𝑥 .𝑙 + 𝑖 ∗ 𝜖 , since 𝑛 ∗ 𝜖 < |𝑥 .𝑙 − 𝑦.𝑟 | (by the choice of 𝜖).
Moreover, it is trivial to recover the original interval: just subtract from the endpoints of the interval the values 𝑖 ∗ 𝜖 and 𝑛 ∗ 𝜖 , respectively.
Therefore, by applying this data transformation, the answer of 𝑄 (D) remains exactly the same.
G.2 Rewriting of the Intersection Predicate with Disjoint Conjuncts
We rewrite the intersection predicate from Section 4.1 in a way such that, given a set of intervals 𝑆 = {𝑥1, . . . , 𝑥𝑘 } there exists precisely one
𝜎 ∈ 𝜋 (𝑆) that satisfies the equivalence of Lemma 4.3.
As mentioned in Section 4.1, by Property 4.2, we still have that, for a fixed permutation 𝜎 ∈ 𝜋 (𝑆), there can be at most one tuple (𝑣 𝑗 ) 𝑗 ∈[𝑘−1]
that satisfies the conjunction. However, even if the intervals from 𝑆 have distinct left endpoints, the predicate of Lemma 4.3 may be satisfied
by multiple permutations. To see this, suppose that 𝜎 and (𝑣 𝑗 ) 𝑗 ∈[𝑘−1] satisfy the predicate. If there is 𝑗 ∈ [𝑘 − 1] such that 𝑣 𝑗 = 𝑣 𝑗+1, then
the permutation 𝜎 ′, obtained from 𝜎 by swapping 𝜎 𝑗 and 𝜎 𝑗+1, together with the same tuple (𝑣 𝑗 ) 𝑗 ∈[𝑘−1] satisfy the predicate as well. Hence,
we will allow for 𝑣 𝑗 = 𝑣 𝑗+1 only in those permutations 𝜎 that have 𝜎 𝑗 < 𝜎 𝑗+1.
Given a segment tree 𝔗I , let sanc(𝑢) denote the set of strict ancestors of 𝑢 i.e. 𝑢 is not included in the set. We next define the following
set of tuples that is needed to formulate our alternative rewriting.
Definition G.1 (Ordered Tuples Set). Given a permutation 𝜎 ∈ 𝜋 ({1, . . . , 𝑘}) and a point 𝑝 ∈ R, define OTI (𝜎, 𝑝) to be the set of all
tuples (𝑣1, . . . , 𝑣𝑘 ) ∈ (𝑉 (𝔗I ))𝑘 such that:
• 𝑣𝑘 := leaf(𝑝),
• 𝑣𝑘−1 ∈ anc(𝑣𝑘 ), and
• for each 1 < 𝑗 < 𝑘 :
– 𝑣 𝑗−1 ∈ anc(𝑣 𝑗 ) if 𝜎 𝑗−1 < 𝜎 𝑗 , and
– 𝑣 𝑗−1 ∈ sanc(𝑣 𝑗 ) otherwise.
That is, for each tuple (𝑣1, . . . , 𝑣𝑘 ), the pairs (𝑣1, 𝜎1), . . . , (𝑣𝑘−1, 𝜎𝑘−1) form a strictly increasing sequence with respect to ≺, where (𝑣𝑥 , 𝜎𝑥 ) ≺
(𝑣𝑦, 𝜎𝑦) if and only if 𝑣𝑥 ∈ sanc(𝑣𝑦), or 𝑣𝑥 = 𝑣𝑦 and 𝜎𝑥 < 𝜎𝑦 .
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Moreover, if the intervals from 𝑆 have distinct left endpoints, then the right hand side predicate of Equation (46) can be satisfied by at most one
permutation 𝜎 ∈ 𝜋 ({1, . . . , 𝑘}) and one tuple (𝑣1, . . . , 𝑣𝑘 ) ∈ OTI (𝜎, 𝑥𝜎𝑘 ).
Proof. I) "⇐": Assume that the permutation 𝜎 ∈ 𝜋 ({1, . . . , 𝑘}) and the tuple (𝑣1, . . . , 𝑣𝑘 ) ∈ OTI (𝜎, 𝑥𝜎𝑘 .𝑙) satisfy the right hand side
predicate. This means that, for each 1 ≤ 𝑗 < 𝑘 , the node 𝑣 𝑗 is an ancestor of leaf(𝑥𝜎𝑘 .𝑙) such that 𝑣 𝑗 ∈ CPI (𝑥𝜎 𝑗 ). This means that 𝑥𝜎𝑘 .𝑙 ∈ 𝑥𝜎 𝑗 ,
for each 1 ≤ 𝑗 < 𝑘 . Hence, the intervals in 𝑆 intersect and the left endpoint of the intersection is precisely the point 𝑥𝜎𝑘 .𝑙 .
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II) "⇒": Assume that the intervals in 𝑆 intersect. Since all the intervals have distinct left endpoints, the expression 𝑖 := arg max
1≤𝑖≤𝑘 𝑥𝑖 .𝑙
has only one solution, and hence, the interval 𝑥𝑖 is the only interval satisfying that the point 𝑥𝑖 .𝑙 is contained in all other intervals in 𝑆 .
Therefore, all the permutations whose last element is not 𝑖 cannot satisfy the right hand side predicate. Moreover, by Property 4.2, for each
1 ≤ 𝑗 ≤ 𝑘 with 𝑗 ≠ 𝑖 , there is exactly one segment tree node 𝑢 𝑗 ∈ CPI (𝑥 𝑗 ) such that 𝑢 𝑗 ∈ anc(leaf(𝑥𝑖 .𝑙)). Define 𝑢𝑖 := leaf(𝑥𝑖 ). Hence, only
the permutations 𝜎 ∈ 𝜋 ({1, . . . , 𝑘}) such that 𝜎𝑘 = 𝑖 and (𝑢𝜎1 , . . . , 𝑢𝜎𝑘 ) ∈ OTI (𝜎, 𝑥𝑖 .𝑙) can satisfy the right hand side predicate. But, by
Definition G.1 of OTI (𝜎, 𝑥𝑖 .𝑙), there is exactly one such permutation: the one that satisfies either 𝑢𝜎 𝑗−1 ∈ sanc(𝑢𝜎 𝑗 ) or both 𝑢𝜎 𝑗−1 = 𝑢𝜎 𝑗 and
𝜎 𝑗−1 < 𝜎 𝑗 , for each 1 < 𝑗 < 𝑘 . Therefore, the predicate from Equation (46) is satisfied by exactly one permutation and one tuple of segment
tree nodes. □
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