Consider a family H := {X j =: f j
Introduction and main results
In this paper we study the notion of higher order commutator for a given family H = {X 1 , . . . , X m } of vector fields in R n . Our main issue is to discuss to what extent the notion of higher order commutator can be extended to vector fields X j ∈ C 1 Euc whose higher order derivatives are assumed to have regularity only along the "horizontal directions" provided by the family H. The main application of such study consists of a discussion of a class of almost exponential maps under very low, intrinsic regularity assumptions which is carried out in [MM12a] . This enables us to prove a boll-box theorem, the doubling property and the Poincaré inequality for vector fields satisfying the Hörmander's bracket-generating condition of step s ≥ 1 under very low regularity requirements.
To understand the problem, which starts to appear for commutators of length three, assume that X 1 , . . . , X m are vector fields of class C 1 Euc , i.e. of class C 1 in the Euclidean sense. Write X i = f i · ∇ for i = 1, . . . , m. The definition of commutarors of length two is clear, namely we set X jk := (X ♯ j f k − X ♯ k f j ) · ∇ =: f jk · ∇ for all j, k ∈ {1, . . . , m} and X jk ψ := f jk · ∇ψ for ψ ∈ C 1 Euc (R n ). Here we denote by X ♯ f (x) := lim t→0 1 t (f (e tX x) − f (x)) the Lie derivative along a vector field X ∈ C 1
Euc of a scalar funciton f (such unusual notation will be convenient for our purposes).
Passing to length three, we have two alternatives. For each i, j, k, we can define either Both operators act on C 1 Euc functions. The first one is the most natural and symmetric (for instance one gets the Jacobi identity for free). The second one appears in some useful non commutative calculus formulae which play a key role in our work, see Theorem 2.6. It is rather easy to see that [X i , [X j , X k ]] = ad X i X jk , if the involved vector fields are C 2 Euc , so that Euclidean second order derivatives commute (here end hereafter by C k Euc we denote Euclidean C k regularity). In this paper we are able to show that this regularity is not necessary. Indeed, if we denote by C
2,1
H,loc all functions f which have two horizontal derivatives and such that for all i, j ∈ {1, . . . , m} the function X ♯ i X ♯ j f is locally Lipschitz with respect to the distance associated to the vector fields in H, then we have Theorem 1.1 (see Theorem 3.1 for a higher order statement). Let H = {X 1 , . . . , X m } be a family of C 1 Euc vector fields. Write X j = f j · ∇ and assume that f j ∈ C
H,loc for all j ∈ {1, . . . , m}. Then we have [X i , [X j , X k ]] = ad X i X jk for all i, j, k ∈ {1, . . . , m}.
In Theorem 3.1 we give the general version of this statement which involves commutators of arbitrary length s ≥ 1, where the vector fields f j belong to the class C 1 Euc ∩ C s−1,1 H,loc introduced in Definition 2.1. Although the analysis of statements like Theorem 1.1-together with the techniques we develop in the proof-may have some independent interest, the strong motivation why we need to analyze operators like ad X i X jk comes from their natural appearance in the noncommutative formulas of Theorem 2.6 and ultimately in the theory of differentiation of the almost exponential maps E introduced below. Let us mention that in [MM12a] we prove a higher order orbit theorem for families H in such class; [MM12a, Example 3.14] shows that our regularity classes capture examples which do not fall in the classical framework.
In order to show that (1.1) and (1.2) agree, we need to analyze carefully the algebraic properties of the coefficients appearing in the expansion of nested commutators as sums of higher order derivatives. In particular, we exploit some higher order algebraic identities which we denote as "generalized Jacobi identities"; see Proposition 3.3 and see also Proposition 3.7. It is interesting to observe that some of those identities, specialized to particular situations, give the proof of some old nested commutators identities going back to Baker and discussed in [Ote91] . This is discussed in Subsection 3.1. We believe that these algebraic features may have some independent interest.
From an historical point of view, let us mention that for commutators of length two, notions of nonsmooth Lie brackets have been studied deeply by Rampazzo and Sussmann [RS07] . The notion of set-valued commutator studied in [RS07] concerns vector fields which are quite less regular than ours, actually Lipschitz continuous only, but this approach does not provide a quantitative knowledge of control balls or Poincaré inequalities. Moreover, the notion of set-valued commutator is not clear, if the length exceeds two; see the counterexample in [RS07, Section 7.2]. We work here at a slightly more comfortable level of regularity, which ensures that commutators are pointwise defined and "horizontally" Lipschitz continuous, which will be sufficient to obtain some good information on control balls.
Next we discuss our applications to sub-Riemannian geometry. Let H = {X 1 , . . . , X m } be a family of vector fields and assume that
H,loc for some s ∈ N. Denote by B cc (x, r) the Carnot-Carathéodory ball with center at x and radius r. Let P := {Y 1 , . . . , Y q } be the family of all nested commutators of length at most s. Let length(Y j ) =: ℓ j ≤ s. Assume that H satisfies the Hörmander condition of step s, i.e. dim span{Y j (x)} = n, for all x ∈ R n . To identify a family of n commutators, let us choose a multiindex I = (i 1 , . . . , i n ) ∈ {1, . . . , q} n . Given a radius r > 0, define the scaled commutators
for each h close to 0 ∈ R n (after passing to Y i j , the variable h lives at a unit scale). See (4.8) for the definition of the approximate exponential exp ap . Below, B ̺ denotes the control ball defined by all commutators (with their degrees, see (4.5)), which trivially contains the Carnot-Carathéodory ball B cc with same center and radius defined in (2.2). Then we have the following ball-box theorem and Poincaré inequality. A more detailed statement is contained in Section 4. Theorem 1.2. Let H be a family of vector fields in the class C 1 Euc ∩ C s−1,1 H,loc for some s. Assume the Hörmander condition of step s and assume that Y j ∈ C 0 Euc for all Y j ∈ P. Let Ω ⊂ R n be a bounded set. Then there is C > 1 such that the following holds. Let x ∈ Ω and take a positive radius r < C −1 . Then there is a subfamily {Y i 1 , . . . , Y in } ⊂ P such that the map E := E I,x,r in (1.3) is C 1 in the Euclidean sense on the unit ball B Euc (1) ⊂ R n . Its Jacobian satisfies the estimate C −1 |det dE(0)| ≤ |det dE(h)| ≤ C|det dE(0)| and we have the ball-box inclusion
The map E is one-to-one on B Euc (1) and we have
Moreover, for any C 1 function f we have the Poincaré inequality
It is well known that the doubling estimate and the Poincaré inequality are important tools in subelliptic PDEs, sub-Riemanninan geometry and analysis in metric spaces; see [FL83b, NSW85, Jer86, SC92, GN96, Che99, HK00] . Note that inequality (1.6) improves all previous versions of the Poincaré inequality from a regularity standpoint; compare [Jer86, LM00, BBP12a, MM12b, Man10] . Indeed, in such papers some higher order Euclidean regularity were assumed, whereas our higher order derivatives X
f jp with 2 ≤ p ≤ s are assumed to be horizontally Lipschitz continuous only. 1 Let us mention that in [MM12a] and [MM11] , relying on the results obtained here, we also prove an integrability result for orbits, a ball-box theorem and the Poincaré inequality in a setting where the Hörmander's condition is removed.
Our work in low regularity is also motivated by the appearance, in several recent papers, of subelliptic PDEs involving nonlinear first order operators. This happens for instance in several complex variables, while studying graphs with prescribed Levi curvature in C n , see [CLM02] , or in the study of intrinsic regular hypersurfaces in Carnot groups, see [ASCV06] , where vector fields with non Euclidean regularity naturally appear. These papers suggest that it would be desirable to remove even our assumption X j ∈ C 1
Euc for the vector fields of the horizontal family H. However, note that removing such assumption would destroy uniqueness of integral curves and dealing efficiently with our almost exponential maps would require nontrivial new ideas.
Before closing this introduction, we mention some recent papers where nonsmooth vector fields are discussed. In [SW06] , the case of diagonal vector fields is discussed deeply. In the Hörmander case, in the model situation of equiregular families of vector fields, nonsmooth ball-box theorems have been studied by see [KV09, Gre10] . Finally, [BBP12b] contains a nonsmooth lifting theorem.
Acknowledgements. We thank Francesco Regonati, who helped us to formalize some of the questions we encountered in Section 3 in the language of polynomial identities.
Preliminary facts on horizontal regularity

Horizontal regularity classes
Vector fields and the control distance. Consider a family H = {X 1 , . . . , X m } of vector fields and assume that X j ∈ C 1 Euc (R n ) for all j. Here and later C 1 Euc means C 1 in the Euclidean sense. Write X j =: f j · ∇, where f j : R n → R n . The vector field X j , evaluated at a point x ∈ R n , will be denoted by X j,x or X j (x). All the vector fields in this paper are always defined on the whole space R n .
Define the Franchi-Lanconelli distance [FL83a] d(x, y) := inf r > 0 : y = e t 1 Z 1 · · · e tµZµ x for some µ ∈ N where |t j | ≤ 1 with Z j ∈ rH .
(2.1)
Here and hereafter we let rH := {rX 1 , . . . , rX m } and ±rH := {±rX 1 , . . . , ±rX m }.
1 Technically speaking, both the approaches adopted in in [BBP12a] and [MM12b] -via Euclidean Taylor approximation or Euclidean regularization-do not work in our situation, because one cannot prove that higher order commutators of mollified vector fields converge to mollified of the corresponding commutators.
Let also d cc be the Fefferman-Phong and Nagel-Stein-Wainger distance [FP83, NSW85] 
As usual, we call Carnot-Carathéodory or control distance the distance d cc . Note that in the definition of d cc we may choose paths γ such thatγ = j b j (t)X j (γ) where b : (0, 1) → B Euc (0, r) is measurable, see Remark 4.2. In the present paper we shall make a prevalent use of the distance d. In the definition of both distances we agree that d(x, y) = +∞ if there are no paths in the pertinent class which connect x and y.
Horizontal regularity classes. Here we define our notion of horizontal regularity in terms of the distance d. Note that we do not use the control distance d cc .
Definition 2.1. Let H := {X 1 , , . . . , X m } be a family of vector fields, X j ∈ C 1 Euc . Let d be their distance (2.1) Let g : R n → R. We say that g is d-continuous, and we write H,loc (R n ). Finally, denote the usual Euclidean Lipschitz constant of g on A ⊂ R n by Lip Euc (g; A).
We will usually deal with vector fields which are of class at least C 1 Euc ∩ C s−1,1 H,loc , where s ≥ 1 is a suitable integer. In this case it turns out that commutators up to the order s can be defined, see Definition 2.3 and Remark 2.5. It will take a quite hard work (the whole Section 3) to show that the different notions given in Definition 2.3 actually agree.
Definitions of commutator. Our purpose now is to show that, given a family H of vector fields with X j ∈ C s−1,1
Euc , then commutators can be defined up to length s. For any ℓ ∈ N, denote by W ℓ := {w 1 · · · w ℓ : w j ∈ {1, . . . , m}} the words of length |w| := ℓ in the alphabet 1, 2, . . . , m. Let also S ℓ be the group of permutations of ℓ letters.
Definition 2.2 (Coefficients π ℓ (σ)). Define π ℓ : S ℓ → {−1, 0, 1} as follows: let us agree that π 1 (σ) = 1 for the unique σ ∈ S 1 . Then, for σ ∈ S 2 , let π 2 (σ) := 1, if σ(01) = 01 and π 2 (σ) := −1, if σ(01) = 10. Then, define inductively for ℓ ≥ 2,
Here we used the notation σ(01
The coefficients π ℓ are designed in order to write commutators in a convenient way. Indeed, if A 1 , . . . , A m : V → V are linear operators on a vector space V , then one can check inductively that, given a word w = w 1 · · · w ℓ , we have
(2.4)
We will benefit later of the property
We are now ready to define commutators for vector fields in our regularity classes. 
Euc . Moreover, let
for all w with |w| ≤ s,
Given words u and v, define the (possibly non-nested) commutators
where
act respectively on C 1 Euc and C |u|+|v| H functions. Finally, for any j ∈ {1, . . . , m} and w with 1 ≤ |w| ≤ s, let
Note that we will never need in this paper the commutators X ♯ w ψ for |w| = s.
Remark 2.4. Let Z ∈ ±H, where H is a family in C s−1,1
Euc . If |w| ≤ s − 1, then there are no problems in defining ad Z X w . More precisely, in Theorem 3.1 we will see that ad Z X w = [Z, X w ]. If instead |w| = s, then the function t → f w (e tZ x) is Lipschitz continuous. In particular it is differentiable for a.e. t. In other words, for any fixed x ∈ R n , the limit d dt f w (e tZ x) =: Z ♯ f w (e tZ x) exists for a.e. t close to 0. Therefore the pointwise derivative Z ♯ f w (y) exists for almost all y ∈ R n and ultimately ad Z X w is defined almost everywhere. See the discussion in Theorem 2.6-(b) and Proposition 4.1.
We will recognize that the first order operator X w agrees with X ♯ w against functions ψ ∈ C s−1,1
Euc and for |w| ≤ s − 1. This is trivial if |w| = 1, because X k ψ := f k · ∇ψ and X ♯ k ψ := L X k ψ are the same, if both X k and ψ are C 1 Euc .
Remark 2.5. Both our definitions of commutator, X w and X ♯ w are well posed from an algebraic point of view. Indeed, it is easy to check that
for any u, v, w with |u| + |v| + |w| ≤ s. This immediatley implies the Jacobi identity
Antisymmetry and the Jacobi identity for the commutators X ♯ w can be checked with the same argument.
Let Ω 0 ⊂ R n be a fixed open set, bounded in the Euclidean metric. Given a family H of vector fields of class
H,loc , introduce the constant
Fix also Ω ⋐ Ω 0 . We shall always choose points x ∈ Ω and we fix a constant t 0 > 0 small enough to ensure that
where N 0 is a suitable algebraic constant which depends on the data n, m and s associated with the family H.
Non commutative formulas
In this section we discuss some preliminary tools on noncommutative calculus. Some of the objects we discuss here already appeared in [MM12b] , for Hörmander vector fields, in a higher regularity setting. Observe that Theorem 2.6 has also a relevant role in [MM12a, Lemma 3.1 and Theorem 3.5].
Theorem 2.6. Let H be a family of
H,loc smooth vector fields. Fix Z ∈ ±H and X w with |w| ≥ 1. Then:
Euc , y ∈ Ω and |t| ≤ t 0 (see (2.9)) we have
Euc and y ∈ Ω the function ϕ(t) := X w (ψe −tZ )(e tZ y) is Euclidean Lipschitz and satisfies
To comment on (2.10), assume that Z = X j for some j ∈ {1, . . . , m}. Note that in Theorem 3.1 we will show that ad
Looking instead at equation (2.11), the operator ad Z X w has been defined in (2.6). If we assume the Hörmander condition of step s, we shall see in Proposition 4.1 that we can write
where the functions b u may depend on Z, w, x and are measurable and bounded.
Remark 2.7. The proof of (2.10) is standard for smooth (say at least C 2 ) vector fields, see [KN96, Proposition 1.9], or, for a different argument, [Aub01, Proposition 3.5] and [MM12b, Lemma 3.1]. Note also that U e −tV (e tV x) = e −tV *
Step 1 of the proof below, we are proving nothing but the probably known fact that
Euc .
Proof of Theorem 2.6. We split the proof in three steps.
Step 1. We prove that for any U = ξ · ∇ ∈ C 1 Euc and V = η · ∇ ∈ C 1 Euc , we have for all
Euc . Take the usual smooth approximations V σ = η σ ·∇, U σ = ξ σ ·∇ and ψ σ . Since V and U are C 1 , elementary properties of Euclidean mollifiers show that η σ → η, ξ σ → ξ and V σ ξ σ − U σ η σ → V ξ − U η, uniformly on compact sets, as σ → 0. Therefore, we have
First equality is provided in textbooks, see Remark 2.7. In our notation, the intermediate term here
. Both its addends may have a not clear behaviour, as σ → 0. After the cancellation, second derivatives against ψ σ e −tV σ disappear and we may let σ → 0 in the second line. By standard ODE theory, see for example [Har02,  Chapter 5], ∇e tV σ → ∇e tV , uniformly on Ω and |t| ≤ t 0 , as
Therefore, Step 1 is accomplished.
Step 2. We prove statement (a). By uniqueness of the flow of Z, we may work with t = 0.
But lim t→0
Step 1 gives for all α ∈ {1, . . . , n},
where Z = f · ∇. This concludes the proof of Step 2.
Step 3. Proof of (b). We will show that t → X w (ψe −tZ )(e tZ x) =:
.
, by definition of derivative along Z. Finally, for any α ∈ {1, . . . , n}, (2.13) shows that the function t → ∂ α (ψe −tZ )(e tZ x) ∈ C 1 Euc and that
Then the proof of (b) is easily concluded.
Integral remainders
Here we introduce a class of integral remainders O p (t λ , ψ, y). There is a reason why we use a different notation from the seemingly similar remainders R p (t λ , ψ, y) appearing in the Taylor formula below, see (2.21). Namely, the remainders O p (. . . ) have a much more "balanced" structure. Under suitable involutivity conditions and using such balanced structure, in [MM12a] we will be able to show that they can be given a pointwise form (a consequence of this fact is the pointwise form of the remainders in expansion (4.9)). Let H be a family in the regularity class C
where N is a suitable integer and ψ is the identity map or ψ = exp(tZ 1 ) · · · exp(tZ µ ), for some integer µ and suitable vector fields Z j ∈ ±H. The "balanced structure" we mentioned above, follows from identity (ψϕ
To describe the generic term of the sum above, we drop the dependence on i:
Here X w is a commutator of length |w| = p − 1 and X ∈ ±H. Moreover, for any t < t 0 , the function ω(t, τ ) is a polynomial, homogeneous of degree λ − 1 in all variables (t, τ ), so that
for a suitable constant b ∈ R. The map ϕ is the identity map or otherwise it has the form ϕ = exp(tZ 1 ) · · · exp(tZ ν ) for some ν ∈ N, where Z j ∈ ±H. Observe that, if p ≤ s, i.e. |w| ≤ s − 1, Lemma 2.6 (a) gives
Therefore the remainder has the same form of the analogous term in [MM12b, Eq. (3.5)], provided that we are able to show that ad X X w = [X, X w ] (this will be achieved in Theorem 3.1). If instead p = s + 1, i.e. |w| = s, we need to use part Theorem 2.6-(b) to get some information on the remainder. See also Proposition 4.1 and see the paper [MM12a] for a detailed discussion of remainders of higher order O s+1 (· · · ).
A remainder of the form (2.14) satisfies for every α, λ ∈ N and p ≤ s + 1 estimate
Let us also recall estimate
which holds for p ≤ s + 1, λ ∈ N. To see (2.18), just observe that, at any t and for j ∈ {1, . . . , m} and |w| ≤ s, we have
at any τ such that X ♯ j f w (e τ X j ϕx) exists. Here we use the trivial estimate |ad
Euc . Note finally that, if j ∈ {1, . . . , m}, p ≤ s + 1 and Z ∈ ±H, we have
Proposition 2.8. Assume that p ≤ s and assume that ad X j X w = X jw for all word w with length |w| ≤ p − 1 and j ∈ {1, . . . , m}. Then there are constants c w ,
The proof of Proposition 2.8 has been given in [MM12b, Proposition 3.3] for smooth vector fields. The argument is the same in our case. One just needs to check that all the computations we made there work perfectely in our regularity setting. We omit the details.
Remark 2.9.
• The statement of Proposition 2.8, and in particular the assumption ad X j X w = X jw , is designed in order to be a part of the induction machinery we shall implement to prove Theorem 3.1 in the following section.
• The generalization of (2.19) to the case p = s + 1 is discussed under the Hörmander condition in Section 4, see (4.2). In the companion paper [MM12a] we deal with a more general situation.
Remark 2.10. Let for a while H = {X 1 , . . . , X m } be a family of smooth vector fields. Iterating Theorem 2.6, we have for x ∈ Ω and |t| sufficiently small
(2.20)
Formula (2.20) will be referred to later.
Taylor formula with integral remainder. Here we show that functions of class C
enjoy an elementary Taylor expansion with integral remainder. Let p, λ ∈ N. Denote by R p (t λ , ψ, x) a sum of a finite number of terms of the form
where the polynomial ω(t, τ ) is homogeneous of degree λ − 1 in all variables (t, τ ). This ensures that t 0 ω(t, τ )dτ = Ct λ , for any t > 0. Moreover, i, j 1 , . . . , j µ ∈ {1, . . . , m}, k 1 + · · ·+k µ = p−1. The map ϕ is the identity map or it has the form ϕ = exp(tZ 1 ) · · · exp(tZ ν ) for some ν ∈ N, where Z j ∈ ±H. If Ω ⊂ R n is bounded, then we have, for all x ∈ Ω,
where t 0 is positive, small enough, see (2.9). Denote ∆ j 1 ···jq x := ∆ j 1 ∆ j 2 · · · ∆ jq x := e tX j 1 · · · e tX jq x, where j 1 , . . . , j q ∈ {1, . . . , m}.
Lemma 2.11. Let ψ ∈ C ℓ−1,1 H,loc , for some ℓ ≤ s. Then for any q ≥ 1 and j 1 , . . . , j q ∈ {1, . . . , m}, we have in standard multi-index notation
Proof. We prove formula (2.22) by induction on q ≥ 1. Fix j ∈ {1, . . . , m}. Let ψ ∈ C ℓ−1,1
is Euclidean Lipschitz and, for a.e. t ∈ (−t 0 , t 0 ), its derivative can be estimated by Lip H ((X ♯ j ) ℓ−1 ψ; B d (x, t 0 )). Therefore, the Taylor formula gives
Next we give the induction step. Let q ≥ 1. Then,
The proof is concluded by property
Commutator identities
In this section we show that, if the vector fields of the family H belong to C s−1,1
Euc , then the various notions of commutators introduced in Definition 2.3 agree. This requires a quite elaborate algebraic work which will be performed in the first subsection. Later on, we will show that the machinary we construct, in particular the generalized Jacobi identities in Proposition 3.3 can be useful to detect nested commutators identities.
Let H = {X 1 , . . . , X m } be family of vector fields of class C 1 Euc ∩ C H,loc we have
H,loc and for all w ∈ W ℓ , we have
Remark 3.2. In view of Theorem 3.1, formula (2.10) in Theorem 2.6 becomes,
3)
The case |w| = s will be discussed in Section 4, see e.g. Proposition 4.1.
To prove Theorem 3.1, we need the following proposition which may have some independent interest.
Proposition 3.3 (Generalized Jacobi identities). Let H be a family in the regularity class C s−1,1
If |w| = 0, then (3.4) fails, but for any v = v 1 · · · v ℓ ∈ W ℓ , ℓ ≤ s, we have
Before proving the proposition, to explain the reason of our terminology, we give a couple of examples to show that our identities, suitably specialized, give back some familiar identities. See also Subsection 3.1.
Example 3.4. Let X 1 , X 2 and X 3 be sufficiently smooth vector fields. Then
Comparing the first and the list line one can recognize the familiar Jacobi identity.
Example 3.5. Here, looking at the fourth order identity (3.5) with ℓ = 4 and taking w = 1212, we check the nested commutators identity
To get (3.6), start from the 4-th order formula
Letting 1 instead of 3 and 2 instead of 4, we get
which is equivalent to 2X 1212 = −2X 2121 , and gives immediately (3.6).
Proof of Proposition 3.3. To prove (3.4), we argue by induction on |v|. The property is trivial if |v| = 1 and 1 ≤ |w| ≤ s − 1. Assume that for a given p ∈ {1, . . . , s − 2}, formula (3.4) holds for all v, w with |v| = p and 1 ≤ |w| ≤ s − p and we will prove that it holds for any v, w with |v| = p + 1 and 1 ≤ |w| ≤ s − p − 1.
Then the defining property (2.3) of the coefficients π(σ) gives
by the Jacobi identity (2.7) and the antisymmetry. Thus (3.4) is proved.
To prove (3.5), we work by induction. The statement for ℓ = 2 is obvious. Assume that (3.5) holds for some ℓ ∈ {2, . . . , s − 1}. We need to show that
where for all j we denoted σ j = σ j (v 0 v). But the definition of π ℓ+1 , the induction assumption and (3.4) show that
Recall the notation ∆ k 1 ···k ℓ x := e tX k 1 · · · e tX k ℓ x, where ℓ ∈ N and k j ∈ {1, . . . , m}.
Lemma 3.6. For any ℓ ∈ {2, . . . , s − 1}, for each w ∈ W ℓ and for each ψ ∈ C ℓ,1
Proof. To prove the statement, we shall show the Taylor expansion
We will work by induction. The statement for ℓ = 2 follows immediately from the Taylor formula (2.22). Indeed
. Let us assume that (3.7) holds for some ℓ ∈ {2, . . . , s − 2}. Looking at the Taylor expansion (2.22), this means that
for all t, x and ψ ∈ C ℓ,1 H,loc .
In particular, if k ≤ ℓ − 1, we have
In order to prove the induction step, let ψ ∈ C ℓ+1,1 H,loc . Then, omitting all the ♯ symbols
Now note that the first line (case β = 0) vanishes trivially. The third line, where β ≥ 2, vanishes by virtue of (3.8) (note that X
). It remains the term with β = 1 which gives
by definition of X ♯ w 0 w .
Proof of Theorem 3.1. We first show that (i) and (ii) are equivalent for ℓ = 2, . . . , s − 1. The statement is obvious if ℓ = 1. Let now ℓ ∈ {2, . . . , s − 1} and take Z = ψ · ∇ ∈ C ℓ,1
we immediately recognize that (i) and (ii) are equivalent. Next we prove that (i) holds for all ℓ ∈ {2, . . . , s − 1}. In view of Lemma 3.6, it suffices to prove that for all w = w 1 · · · w ℓ ∈ W ℓ , we have
(3.9) for any ψ ∈ C ℓ,1
Euc and for all ℓ = 2, 3, . . . , s − 1. We first prove the statement for ℓ = 2. Fix X w 1 , X w 2 ∈ {X 1 , . . . , X m } and ψ ∈ C 2,1
Euc . We need to show that
Euc and k = 1, . . . , m, we already have
Here we take the abridged notation σ i = σ i (w). We will prove (3.10) by calculating the limit in the left-hand side with de l'Hôpital's rule.
(3.12)
Here we already used Theorem 2.6 and we also invoked (3.11) to claim that ad Xσ 2 X σ 1 = X σ 2 σ 1 . To accomplish the proof for ℓ = 2, observe first that
Here we used estimate (2.18) and the definition of π 2 (σ). Therefore the last line of (3.12) has the expected behaviour. It remains to show that the second one behaves as O(t 2 ), as t → 0. To prove this claim, introduce ϕ :
H,loc . The Taylor formula (2.22) gives
as t → 0. Therefore,
as desired. Next we show the induction step (which is not needed if s ≤ 3). Assume that s ≥ 4 and that for some ℓ ∈ {3, . . . , s − 1} we have
(3.13)
We want to show (3.9) for all ψ ∈ C ℓ,1
H,loc ∩ C 1 Euc and |w| = ℓ. Fix x and let g(t) := σ∈S ℓ π ℓ (σ)ψ(∆ σ ℓ · · · ∆ σ 1 x), where σ j = σ j (w). It suffices to show that lim t→0 g(t)/t ℓ = X w ψ(x). This will follow by de l'Hôpital's rule, as soon as we prove that
(3.14)
To show (3.14), observe first that by the induction assumption we have
Now we calculate g ′ (t) keeping (2.20) into account.
In view of (3.15), we can expand as in (2.20) and use identity ad
ψ, which is legitimate because k ℓ + · · · + k j+1 ≤ ℓ − 1, see (3.15). We may rearrange as
Everywhere σ j stands for σ j (w). The proof of (3.14) will be a consequence of the following three facts.
Fact 1. We have
Fact 2. For any p ∈ {1, . . . , ℓ − 1}, we have
Fact 3. We have
Facts 1,2, and 3 give easily the proof of (3.14) and of the theorem.
To check Fact 1, just observe that property (2.5) and the generalized Jacobi identity (3.5) give
as desired. Note that we used lim t→0 h ℓ,ℓ (t) = h ℓ,ℓ (0). To verify Fact 2, note first that
because for any p ≤ ℓ − 1 and b 2 , . . . , b p ≥ 1, the term {· · · } vanishes by Proposition 3.7 below. Finally we discuss Fact 3. Here it does not suffice to know that H µ (t) → H µ (0), as t → 0. We need instead a more refined expansion, whose explicit analysis is of considerable algebraic difficulty. Therefore, we use a slightly more implicit argument. First of all we expand all the terms by means of the Taylor formula, taking into account that ψ ∈ C ℓ,1 H,loc . By inductive assumption we may claim that X σ bp ip ...σ
ψ. Thus we express the latter as a sum of horizontal derivatives of order µ with suitable coefficients. This gives for µ ∈ {2, . . . , , ℓ − 1},
where we also used the Taylor expansion. A similar expansion holds for µ = 1. Algebra of such coefficients is quite complicated, and it seems rather difficult to show Fact 3 directly. We are instead able to prove what we need indirectly. What we actually have is a polynomial expansion of the form
where P λ is an homogeneous polynomial of degree λ involving the coefficents c k p,b,σ,i /α! above. Taking Fact 1 and Fact 2 for granted, this gives
= should be iterpreted in the usual conditional sense provided by de l'Hôpital's rule (the limit in the left-hand side exists and takes a value L if the limit in the right-hand side exists and takes the same value L). We do not know at this stage the value of the limit in the right-hand side. Our purpose is to show that it vanishes.
To prove such claim, note that equality (3.18) has an algebraic feature. Namely, all the coefficients c k p,b,σ,i appearing implicitely in the polynomials P λ do not change if we take different vector fields Z j instead ov X w j in some R N with possibly N = n, provided that we do not change the number ℓ of vector fields.
If we choose analytic vector fields Z j in R N , we clearly have Z w ψ = Z ♯ w ψ for all w and for any ψ ∈ C ω . Moreover, the conditional equality (3.18) becomes a true equality, because all functions depend analytically on t and x. Therefore we have found a family of polynomial identities of the form
which holds for any family Z 1 , . . . , Z ℓ of analytic vector fields in R N , for each N ∈ N, for all analytic ψ : R N → R and any x ∈ R N . Theorem 3.8 shows that the polynomial should be trivial, i.e. C(k 1 , . . . , k λ ) = 0 for all (k 1 , . . . , k λ ). This concludes the proof of Fact 3 and of the theorem.
Next we state and prove the relevant results needed to accomplish the proof of Fact 2 and Fact 3, that we took for granted in the argument above.
The following family of nested commutators identities is relevant for the proof of Fact 2.
Proposition 3.7. Let X 1 , . . . , X m be vector fields in the regularity class C s−1,1 H,loc ∩ C 1 Euc . For any ℓ ∈ {2, . . . , s} and 1 ≤ p ≤ ℓ − 1, we have the following statement:
We agree that if |w| = 0, then X vw = X v for any word v with |v| ≥ 1. To prove Fact 2 we need the case |w| = 0 and b 1 = 1 of the proposition, but the case |w| = 0 is included for convenience in the proof. Observe also that
• if |w| = 0 and b 1 ≥ 2, then the statement is trivial;
• if ℓ = 1, then the statement is empty;
• Proposition 3.7 fails for ℓ = p, as (3.5) shows.
Since the statement of Proposition 3.7 is quite intricated, we first check its correctness in the already significant case ℓ = 3 and p = 2, |w| = 0 and b ∈ N. The general case is based on the same cancellation mechanism. In this model case, identity (F 3,2 ) becomes 
Proof of Propoosition 3.7. We first prove by induction that (F ℓ,1 ) holds for any ℓ ∈ {2, . . . , s}. Introduce the abridged notation [i
and so on. For convenience of notation, we prove F ℓ+1,1 for all ℓ ∈ {1, . . . , s − 1}. Let v = v 0 v ∈ W ℓ+1 , w and b 1 ≥ 1 be such that b 1 + |w| ≤ s. Then
as we claimed.
To fill up the triangle, we prove that if (F ℓ,p−1 ) holds for some ℓ ∈ {2, . . . , s − 1} and p ∈ {2, . . . , ℓ}, then (F ℓ+1,p ) holds. This will imply that (F ℓ,p ) holds for all the required couples (p, ℓ). We argue as usual by the defining property (2.3). Denote below
because the first and the third term cancel, while both the second and the fourth vanish by inductive assumption.
The following theorem has been used to check Fact 3 in the proof of Theorem 3.1. See (3.16).
Theorem 3.8. Let m and p be natural numbers. Let C : {1, . . . , m} p → R be given coefficients. Consider the polynomial
Assume that for all N ∈ N, for any X 1 , . . . , X m analytic vector fields in R N and for each analytic ψ : R N → R we have
Then P is the trivial polynomial, i.e. C(k 1 , . . . , k p ) = 0 for all (k 1 , . . . , k p ) ∈ {1, . . . , m} p .
Proof. The argument is inspired to some ideas contained in the proof the Amitsur-Levitzki theorem [Lev50, AL50] . We start by separating homogeneous parts in each variable. Let N ∈ N and take X 1 , . . . , X m analytic vector fields in R N and ψ analytic in R N . Consider the function
min{p,m} 
In other words we can work with homogeneous polynomials in each variable. Renaming variables, it suffices to prove the theorem for a polynomial P in q variables, where 1 ≤ q ≤ p and such that
Next we show by a standard multilinearization argument that, possibly adding new variables, we can assume that d j = 1 for all j = 1, . . . , q. Indeed, assume that d 1 ≥ 2. Define P (U, T, X 2 , . . . , X q ) := P (U + T, X 2 , . . . , X q ) − P (U, X 2 , . . . , X q ) − P (T, X 2 , . . . , X q ).
It turns out that P is a homogeneous polynomial in q + 1 variables, but the degrees in the new variables U and T are both strictly less that the original degree d 1 . Note that if P (X 1 , X 2 , . . . , X q )ψ ≡ 0 for all ψ, X 1 , . . . , X q ∈ C ω , then P (U, T, X 2 , . . . , X q )ψ ≡ 0 for all ψ, U, T, X 2 , . . . , X q ∈ C ω . On the other side, if P is the trivial polynomial (all its coefficients vanish), then also the polynomial P must be trivial. Clearly, the polynomial P can be decomposed in a sum of homogeneous polynomials, where each of them is homogeneous in each variable separately, as above.
Iterating this argument we may assume that we have a polynomial of the form
in p variables, where p is the original degree of the polynomial P in (3.19). Here 12 · · · p → σ 1 σ 2 · · · σ p are permutations and σ j = σ j (12 · · · p). We know that
and we want to show that B(σ) = 0 for all σ. Since we are free to increase the dimension N of the underlying space, take N ≥ p+1, let X j = x j ∂ j+1 for any j = 1, . . . , p. Therefore, it turns out that, if we let ψ(x) = x p+1 , we have
Therefore, if we make use of (3.21), we discover that it must be B(1, 2, . . . , p) = 0. Letting then X σ j = x j ∂ j+1 we see that B(σ) = 0 for all σ ∈ S p . Therefore Q is the trivial polynomial and the proof is concluded.
2 An informal example to understand quickly this splitting could be:
2,2 (X1, X2) + P Proof. Denote γ(t) := e tZ x. Since t → f w (γ(t)) is Lipschitz and x → X w f (x) is continuous, the function t → ad Z X w (γ(t)) := • One can prove Proposition 4.1 in a less elegant but more analytic way, without using the Moore-Penrose inverse, looking instead for "almost least-squares" solutions.
• The argument above can be used to see that in the definition of subunit distance we may work with paths γ such that for a.e. t we haveγ(t) = j b j (t)X j (γ(t)), where the function t → b(t) is measurable. Indeed, let γ be a subunit path as in the definition of d cc in (2.2). Given a differentiability point t of γ, let b(
The function b is measurable and at any differentiability point t of γ, the vector b(t) is the least-norm solution of the system X γ(t) ξ =γ(t), with ξ ∈ R m . See [JSC87] for a related discussion.
The distance associated with P where each Y j has degree ℓ j will be denoted by ̺:
Next we recall the definition of approximate exponential. Let w 1 , . . . , w ℓ ∈ {1, . . . , m}. Given τ > 0, we define, as in [NSW85, Mor00] and [MM12b] ,
. . .
Let Ω 0 be the open bounded set fixed before (2.8). By standard ODE theory, there is t 0 depending on ℓ, Ω, Ω 0 , sup|f j | and sup|∇f j | such that exp * (tX w 1 w 2 ...w ℓ )x ∈ Ω 0 for any x ∈ Ω and |t| ≤ t 0 . Given r > 0, define Y j = r ℓ j Y j for j = 1, . . . , q. Moreover, if I = (i 1 , . . . , i n ) ∈ {1, . . . , q} n , x ∈ Ω, r ∈ (0, 1] and h ∈ R n is sufficiently close to the origin, define
Recall that, given η ∈ (0, 1), x ∈ K, r < r 0 and I ∈ {1, . . . , q} n , the triple (I, x, r) is said to be η-maximal if |λ I (x)|r ℓ(I) > η max J∈I(px,q) |λ J (x)|r ℓ(J) .
Theorem 4.3. Let H be a family of vector fields of class C s−1,1 H,loc ∩ C 1 Euc satisfying the Hörmander condition of step s. Assume that all nested commutators up to length s are continuous in the Euclidean sense. Then there is C > 1 such that the following properties hold. Let I ∈ {1, . . . , q} n , x ∈ Ω and r < C −1 . Let also E := E I,x,r be the map in (4.8). Then (a) E ∈ C 1 Euc (Q I (C −1 )). (b) We have the expansion Note that constants in Theorem 4.3 depend quantitatively on C 0 and L 0 . Inclusion (4.12) ensures the Fefferman-Phong type estimate d(x, y) ≤ C|x − y| 1/s ; see [FP83] .
Moreover, we have Theorem 4.4. Assume that the hypotheses of Theorem 4.3 hold. Then there is is a constant C > 0 such that the following holds. Let x ∈ Ω ⋐ Ω 0 . Then, for any 1 2 -maximal triple (I, x, r) with I ∈ {1, . . . , q} n , x ∈ Ω and r < C −1 , the map E I,x,r is one-to-one on the set Q I (C −1 ).
The constant C in Theorem 4.4 does not depend quantitatively on C 0 and L 0 , because (vi) below involves a qualitative covering argument. A more precise control on such constant can be obtained assuming more regularity (for instance if the vector fields belong to the class B s of [MM11] ). Note that the mentioned result holds even in a more general setting where the Hör-mander's rank condition is not assumed.
(iii) In view of (i), (ii) and expansion (4.9) we can follow the proof of [MM12b, Lemma 5.14] (just letting σ = 0). Thus, we may claim that if ξ ∈ Ω and |λ I (ξ)| = 0, then E I,ξ,r is one-to-one on Q I (C −1 r ℓ(I) |λ I (ξ)|). (iv) For all η ∈ (0, 1) there is C η > 0 such that given an η-maximal triple (I, x, r), then the map E I,x,r satisfies for all j ∈ {1, . . . , n} the expansion for all x ∈ U k , by (i) we may choose U k = B d (x k , C −1 δ 0,k ), which is open by (iv); moreover, by (iii) we may assume that E I,x,δ 0,k Q I (δ 0,k ) is one-to-one for each x ∈ U k . The remaining part of the proof in [Mor00] can be applied verbatim to our setting.
Remark 4.5. Theorem 4.4 implies the doubling property for vector fields satisfying the hypotheses of Theorem 4.3. Let Ω ⊂ R n be a bounded open set. Then there are C and r 0 > 0 so that |B cc (x, 2r)| ≤ C|B cc (x, r)| for all x ∈ Ω r < r 0 .
Moreover, following [LM00] , one gets for all f ∈ C 1 (B cc (x, Cr)), the Poincaré inequality 
