Automatic data distribution for composite grid applications requires that meshes be mapped to a parallel machine in a manner that balances the load while minimizing communication. To provide beginning support for mapping to computational grids, the Automatic Data Distribution Toolkit (ADDT) supports heterogeneous environments with varying communication and computational capabilities. This paper describes the applications supported by ADDT, the mapping techniques used, the web interface for the toolkit, as well as planned future developments 1 .
The next section of this paper presents applications and their characteristics. A description of ADDT follows with an introduction to the data distribution algorithms including the extensions for static structured adaptive mesh refinement applications, the determination of machine descriptions, the web interface, and visualization.
Related work follows. Finally conclusions and future directions are summarized.
Target Applications
In complex topology applications, many grids or meshes are coupled together to represent the structure of a physical space being simulated; these are composite grid applications. When such applications are parallelized using data parallelism, effective mapping of the meshes onto the parallel computer becomes critical to obtaining good parallel performance. Performing data distribution automatically is important, as illustrated next.
Aerodynamics Simulation
In aerodynamic simulations for aircraft, different grids are used to resolve flow in the space surrounding the fuselage, wings, pylons, etc. [14] . For years it has been possible to automatically generate the grids used in these problems [12, 13] . The F15e problem shown in Figure 1 was generated semi-automatically 2 . There are 32 meshes ranging in size from 540 to 230,688 elements with a total of 1,269,845 elements and 106 couplings. Figure 1 shows these meshes.
When grids are generated automatically, it is particularly important that distribution is done automatically. The user must not be required to decipher automatically generated grid assemblies and parallelize the simulation code for a specific configuration by hand. Such aerodynamics problems were one of the first targets for our automatic data distribution algorithms [10]. 2 The grid descriptions for this example were provided by Paul Craft working with Dr. Brahat Soni at Mississippi State University. 
Nuclear Reactor Simulation
In nuclear reactor simulations, many components or meshes are coupled together to represent the structure of the reactor being simulated. Performing data distribution automatically is particularly important for the Nuclear Regulatory Commission (NRC), as the NRC is responsible for overseeing many reactor designs.
Figure 2: AP600 design plan
In nuclear reactor simulations, mesh size varies greatly as does the computation performed in different meshes.
Mesh and coupling descriptions can be obtained by translating the specifications found in the input file for simulators such as TRAC and RELAP. 
Application Characteristics
The applications targeted by ADDT share significant characteristics. All targeted applications have: large computational requirements, inherent parallelism, scalability, and the need for higher resolution solutions -in time and/or space.
There are also substantial differences between the applications. Aerodynamics simulations have: identical computations in each grid, communication that requires interpolation due to the arbitrary overlap of grids, and large grids. Nuclear reactor simulations have: grids with different dimensionality, computation varying by grid according to the grid type, e.g., pipe, and communication between grids varying according to grid types. Static SAMR simulations have: parallelism limited to grids in the same level and all grids perform the same computation.
These characteristics set the requirements for ADDT.
ADDT
ADDT was originally developed to explore data distribution algorithms using known properties of composite grid applications. This year, with support from the National Center for Supercomputer Applications, ADDT was extended to a useful tool for composite grid 0-7695-2132-0/04/$17.00 (C) 2004 IEEE application scientists. The goal was to create a complete toolkit and provide support for cosmology simulations using static SAMR computations in Enzo [2] . Here the algorithmic developments including both the data distribution algorithms and the process used to analyze architectures for data distribution are described.
Data Distribution Algorithms
The basis for ADDT is the use of topology or connectedness of the grids in a simulation or model, as well as computation and communication measures for the grids, to determine how to map the grids onto a parallel system. This section briefly describes the algorithms for composite grid data distribution, followed by the extensions implemented to support static SAMR.
The machine properties file supports specification of heterogeneous networked systems, which may include parallel processors. This file contains a full specification of the system to be used including the computational capabilities of every processor and communication capabilities between each pair of processors. For heterogeneous systems, the specifications are hierarchical so that parallel systems can be specified as parts of a heterogeneous system. After reading the problem specifications, including the mesh information, the mesh couplings, and the machine properties file, the algorithm separates the meshes by size. Size determination is based on the number of elements in the mesh and the mesh's total computation. Large meshes are big enough to map across all processors. Small meshes are too small for more than a single processor. All other meshes are medium size.
Note that mesh size classifications are relative to the set of processors described in the machine properties file.
This file specifies the standard processor configuration (SPC) except in reconfigurable systems.
After reading or determining the SPCs, see [10] , ADDT tries all permutations that assign the dimensions of large meshes to dimensions of SPCs. The SPC with the mapping having the minimum runtime for all large grids is selected -it will be used to map all grids. The total time for the large grids is determined by a model based on machine and application properties.
After large mesh mapping, medium meshes will be either packed together to create new large meshes or be promoted to large mesh status based on the user's decision on whether or not to use mesh packing. If packing is used, several medium meshes are assembled into a new packed mesh based on the properties of the meshes and the SPC. Heuristic mesh packing is described in detail elsewhere [8] . Each new packed mesh is distributed as a large mesh.
Large mesh mapping is completed by using the coupling between the meshes to reduce the communication cost between processors. Alignment 
Machine Parameter Determination
ADDT will be used for Enzo simulations on NCSA's IA32 and IA64 clusters. The machine properties of these clusters are key parameters for accurate data distribution.
The IA32 cluster is based on IBM eServer x330 thin servers, each with two 1 GHz Intel Pentium III processors.
The IA32 has 484 computation nodes (968 processors).
The IA64 cluster is based on IBM IntelliStation Z Pro servers, each with two 800MHz Intel Itanium processors.
The IA64 has 128 computation nodes (256 processors).
Both machines run Red Hat Linux and use Myricom's
Myrinet cluster interconnect network.
The machine properties that we must know to perform In both IA32 and IA64 clusters, there are two processors per node. Communication inside a node is much faster than communication between two nodes. This was verified by our experiments and the clusters are treated as heterogeneous machines.
Web Interface and Visualization

Web Interface
A web interface has been developed for ADDT using Apache Tomcat and Java servlet technology.
Authenticated users access ADDT through the Internet.
The web interface allows the user to select the input file format, parallel system type, data distribution type, and output file format. There are links to documents that explain the input file formats, parallel system types, data distribution types, and output file formats. The user selects options based on their problem properties.
The input files are text files with a specified format. The user selects the number of processors from a menu.
The numbers in the dropdown box range from two to 256.
There are four options for data distribution types in the dropdown boxes: with packing, without packing, with subsystems, and without subsystems. After selecting options, the user uploads the input file and submits.
Figure 6: ADDT download page
The download page, shown in Figure 6 , contains a 
Visualization
A 3-dimensional visualization system has been developed for ADDT using VRML. Once the data distribution is done, the user can view the visualization online. The 3-dimensional visualization shows the distribution of grids onto the processors. selected. The column of information on the right is the list of data blocks assigned to processor (3,1,1). More than one occurrence of a mesh name means the mesh has more than one block of elements on the processor. When the user clicks on a particular cube (processor), he can view the list of meshes mapped onto the processor on the right side of the screen.
The reset button appears in the lower left corner to return the visualization to the initial state.
Related Work
As noted earlier, a variety of approaches have been developed for data distribution. Many approaches have been developed that map a single regular mesh onto homogeneous systems [1, 4, 6] One of the most closely related approaches in the literature was developed by Lan, Taylor, and Bryan [11] .
Their approach uses the regularity in SAMR problems to dynamically balance the load based on performance in the previous step of the algorithm. Lan's approach is more general in that it supports dynamic problems, however it restricts distribution to homogeneous parallel machines.
ADDT supports SAMR and more general composite grid problems for homogeneous and heterogeneous systems.
Conclusions
We have described ADDT including its patented data distribution algorithms, web-interface, and visualization system. Together these tools make up a toolkit for mapping composite grid applications onto homogeneous and heterogeneous systems, with very preliminary support for computational grids. In the coming year, ADDT will be further enhanced to support complex turbulent flow simulation using the GenIDLEST code and to enhance the web-interface and visualization.
Further, this ADDT is at a formative stage with respect to support for computational grids. Current support includes SPMD data distribution, a web-based interface and visualization. Various extensions are still needed. In particular, we are looking for an appropriate problem for testing and extension to better support data distribution on computational grids. In addition, the visualization will probably need further development for visualizing data distributions onto computational grids.
