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Abstract
We present a study of extremal entanglement witnesses on a bipartite composite quan-
tum system. We define the cone of witnesses as the dual of the set of separable density
matrices, thus TrΩρ ≥ 0 when Ω is a witness and ρ is a pure product state, ρ = ψψ†
with ψ = φ ⊗ χ. The set of witnesses of unit trace is a compact convex set, uniquely
defined by its extremal points. The expectation value f(φ, χ) = TrΩρ as a function of
vectors φ and χ is a positive semidefinite biquadratic form. Every zero of f(φ, χ) imposes
strong real-linear constraints on f and Ω. The real and symmetric Hessian matrix at the
zero must be positive semidefinite. Its eigenvectors with zero eigenvalue, if such exist,
we call Hessian zeros. A zero of f(φ, χ) is quadratic if it has no Hessian zeros, otherwise
it is quartic. We call a witness quadratic if it has only quadratic zeros, and quartic if
it has at least one quartic zero. A main result we prove is that a witness is extremal if
and only if no other witness has the same, or a larger, set of zeros and Hessian zeros. A
quadratic extremal witness has a minimum number of isolated zeros depending on dimen-
sions. If a witness is not extremal, then the constraints defined by its zeros and Hessian
zeros determine all directions in which we may search for witnesses having more zeros
or Hessian zeros. A finite number of iterated searches in random directions, by numer-
ical methods, lead to an extremal witness which is nearly always quadratic and has the
minimum number of zeros. We discuss briefly some topics related to extremal witnesses,
in particular the relation between the facial structures of the dual sets of witnesses and
separable states. We discuss the relation between extremality and optimality of witnesses,
and a conjecture of separability of the so called structural physical approximation (SPA)
of an optimal witness. Finally, we discuss how to treat the entanglement witnesses on a
complex Hilbert space as a subset of the witnesses on a real Hilbert space.
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1 Introduction
Entanglement is the quintessence of nonclassicality in composite quantum systems. As a phys-
ical resource it finds many applications especially in quantum information theory, see [1,2] and
references therein. Entangled states are exactly those states that can not be modelled within
the classical paradigm of locality and realism [3–6]. Contrary to states of classical composite
systems, they allow better knowledge of the system as a whole than of each component of
the system [7, 8]. The notion of entanglement is therefore of interest within areas of both
application and interpretation of quantum mechanics.
The problem of distinguishing entangled states from nonentangled (separable) states is a
fundamental issue. Pure separable states of a bipartite system are exactly the pure product
states, they are easily recognized by singular value decomposition, also known as Schmidt
decomposition [2]. The situation is much more complicated for mixed states. A separable
mixed state is a state mixed from pure product states [5].
The separability problem of distinguishing mixed separable states from mixed entangled
states has received attention along two lines. On the one hand, operational or computational
tests for separability are constructed [9]. On the other hand, the geometry of the problem is
studied, with the aim of clarifying the structures defining separability [10–18]. Two results, one
from each approach, deserve special attention. An operationally simple necessary condition for
separability was given by Peres [9]. He pointed out that the partial transpose of a separable
state is again a separable state, therefore we know that a state is entangled if its partial
transpose is not positive semidefinite. States with positive partial transpose, so called PPT
states, are interesting in their own right [19]. A significant geometrical result is that of
Życzkowski et al. that the volume of separable states is nonzero [12]. They prove the existence
of a ball of separable states surrounding the maximally mixed state. The maximal radius of
this ball was provided by Gurvits and Barnum [13].
The well known necessary and sufficient separability condition in terms of positive linear
maps or entanglement witnesses connects these two lines of thought [11,20]. There exists a set
of linear maps on states, or equivalently a set of observables called entanglement witnesses,
that may detect, or witness, entanglement of a state. This result is the point of departure for
almost all research into the problem, be it computational, operational or geometrical. The
major obstacle in the application of positive linear maps and entanglement witnesses is that
they are difficult to identify, in principle as difficult as are the entangled states themselves.
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Our contribution falls in the line of geometrical studies of entanglement. The ultimate goal
is to classify the extremal points of the convex set of entanglement witnesses, the building
blocks of the set, in a manner useful for purposes in quantum mechanics. Positive linear maps,
and the extremal positive maps, were studied already in 1963 by Størmer in the context of
partially ordered vector spaces and C∗ algebras [14,15]. Since then the extremal positive maps
and extremal witnesses have only received scattered attention [21–28].
Here we combine and apply basic notions from convex geometry and optimization theory
in order to study the extremal entanglement witnesses. We obtain computationally useful
necessary and sufficient conditions for extremality. We use these ideas to analyse previously
known examples and construct new numerical examples of extremal witnesses. The extremal
witnesses found in random searches are generic, by definition. It turns out that the previously
known examples of extremal witnesses are very far from being generic, and the generic extremal
witness is of a type not yet published in the literature.
We discuss what we learn about the geometry of the set of witnesses, and also the set
of separable states, by studying extremal witnesses. Other topics we comment on are the
relation between extremal and optimal witnesses [26,29] and the so called structural physical
approximation (SPA) of witnesses relating them to physical maps of states [30–33].
Numerical methods play a central role in our work. An important reason is that the
entanglement witnesses we want to study are so complicated that there is little hope of treating
them analytically. Numerical work is useful for illustrating the theory, examining questions of
interest and guiding our thoughts in questions we cannot answer rigorously.
The methods we use for studying extremal witnesses are essentially the same as we
have used previously for studying extremal states with positive partial transpose, i.e. PPT
states [18,34–37]. The work presented here is also based in part on the master’s thesis of one
of us [38].
Outline of the article
This article consists of three main parts. Section 2 is the first part, where we review material
necessary for the appreciation of later sections. The basic concepts of convex geometry are
indispensable. We review the geometry of entanglement witnesses, and formulate the study of
extremal witnesses as an optimization problem where we represent the witness as a positive
semidefinite biquadratic form and study its zeros.
The second part consists of Section 3 and Section 4, where we develop a necessary and
sufficient condition for the extremality of a witness. The basic idea is that every zero of a
positive biquadratic form representing a witness imposes strong linear constraints on the form.
The extremality condition in terms of the zeros of a witness and the associated constraints
is our most important result, not only because it gives theoretical insight, but because it is
directly useful for numerical computations.
In the third, last, and most voluminous part, the Sections 5 to 11, we apply the extremality
condition from Section 4. As a first application we study decomposable witnesses in Section 5.
These are well understood and not very useful as witnesses, since they can only detect the
entanglement of a state in the trivial case when its partial transpose is not positive. But
they serve to illustrate the concepts, and we find them useful as stepping stones towards
nondecomposable witnesses.
In Section 6 we study examples of extremal nondecomposable witnesses. First we study
two examples known from the literature, and confirm their extremality by our numerical
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method. Then we construct numerically random examples of extremal witnesses in order
to learn about their properties. We find that the generic extremal witnesses constructed
numerically belong almost without exception to a completely new class, not previously noticed
in the literature. They have a fixed number of isolated quadratic zeros, whereas the previously
published extremal witnesses have continuous sets of zeros. The number of zeros depends on
the dimensions of the Hilbert spaces of the two subsystems.
In Section 7 we show examples of a special D-shaped type of faces of the set of witnesses in
the lowest nontrivial dimensions, 2×4 and 3×3. These faces are “next to extremal”, bordered
by extremal witnesses plus a straight section of decomposable witnesses.
In Section 8 we study faces of the set of separable states, using the duality between sep-
arable states and witnesses. We classify two different families of faces, generalizing results
of Alfsen and Shultz [16], and present some statistics on randomly generated maximal sim-
plex faces. We point out that the facial structure is relevant for the question of how many
pure product states are needed in the convex decomposition of an arbitrary separable state,
and suggest that it may be possible to improve substantially the trivial bound given by the
dimension of the set [39, 40].
In Section 9 we compare the notions of optimal and extremal witnesses [26,29]. In low di-
mensions we find that almost every nondecomposable optimal witness is extremal, whereas an
abundance of nondecomposable and nonextremal optimal witnesses exist in higher dimensions.
In Section 10 we comment on a separability conjecture regarding structural physical
approximations (SPAs) of optimal witnesses [31, 32]. This conjecture has since been re-
futed [33, 41]. We have tried to test numerically a modified separability conjecture. It holds
within the numerical precision of our separability test, but this test with the available precision
is clearly not a definitive proof.
In Section 11 we point out that it is possible, and maybe even natural from a certain point
of view, to treat the entanglement witnesses on a complex tensor product space as a subset of
the witnesses on a real tensor product space.
In Section 12 we summarize our work and suggest some possible directions for future
efforts. Some details regarding numerical methods are found in the Appendix.
2 Background material
In this section we review material necessary as background for the following sections. Convex
geometry is the mathematical basis of the theory of mixed quantum states, and is equally
basic in the entanglement theory for mixed states. We introduce the concepts of dual convex
cones, entanglement witnesses, positive maps, and biquadratic forms. See e.g. introductory
sections of [10, 42] for further details on convexity. Concepts from optimization theory are
useful in the numerical treatment of a special minimization problem, see [42, 43].
2.1 Convexity
The basic concepts of convex geometry are useful or even essential for describing mixed quan-
tum states as probabilistic mixtures of pure quantum states. A convex subset of a real affine
space is defined by the property that any convex combination
x = (1− p)x1 + px2 with 0 ≤ p ≤ 1 (1)
5
of members x1, x2 is a member. If x1 6= x2 and 0 < p < 1 we say that x is a proper convex
combination of x1, x2, and x is an interior point of the line segment between x1 and x2.
The dimension of a convex set is the dimension of the smallest affine space containing
it. We will be dealing here only with finite dimensional sets. Closed and bounded subsets of
finite dimensional Euclidean spaces are compact, according to the Heine–Borel theorem. A
compact convex set has extremal points that are not convex combinations of other points. It is
completely described by its extremal points, since any point in the set can be decomposed as a
convex combination involving no more than n+1 extremal points, where n is the dimension of
the set [40]. It is called a polytope if it has a finite number of extremal points, and a simplex
if the number of extremal points is one more than the dimension.
Definition 2.1. A bidirection at x in the convex set K is a direction vector v 6= 0 such that
x+ tv ∈ K for t in some interval [t1, t2] with t1 < 0 < t2.
A face F of K is a convex subset of K with the property that if x ∈ F then every bidirection
in K at x is a bidirection in F at x.
An equivalent condition defining F as a face is that if x ∈ F is a proper convex combination
of x1, x2 ∈ K, then x1, x2 ∈ F .
The empty set and K itself are faces of K, by definition. All other faces are called proper
faces. The extremal points of K are the zero dimensional faces of K. A face of dimension n−1
where n is the dimension of K is called a facet.
A point x in a convex set K is an interior point of K if every direction at x (in the minimal
affine space containing K) is a bidirection, otherwise x is a boundary point of K. Every point
x ∈ K is either an extremal point of K or an interior point of a unique face Fx of dimension
one or higher. This face is the intersection of K with the affine space
Ax = {x+ tv | t ∈ R , v ∈ Bx } (2)
where Bx is the set of all bidirections in K at x.
Thus, every face F of K is an intersection F = A∩ K of K with some affine space A. We
take A to be a subspace of the minimal affine space containing K. The minimum dimension of
A is the dimension of F , but it may also be possible to choose A as an affine space of higher
dimension than F . A proper face F = A ∩ K is said to be exposed if A has dimension n− 1
where n is the dimension of K. Note that an exposed face may have dimension less than n−1,
thus it is not necessarily a facet, and it may be just a point. Every exposed point is extremal,
since it is a zero dimensional face, but a convex set may have extremal points that are not
exposed.
A proper face of K is part of the boundary of K. The faces of a face F of K are the faces
of K contained in F . In particular, the following result is useful for understanding the face
structure of a convex set when its extremal points are known.
Theorem 2.1. Let F be a face of the convex set K. Then a point in F is an extremal point
of F if and only if it is an extremal point of K.
We state here another useful result which follows directly from the definitions.
Theorem 2.2. An intersection K = K1 ∩K2 of two convex sets K1 and K2 is again a convex
set, and every face F of K is an intersection F = F1 ∩ F2 of faces F1 of K1 and F2 of K2.
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The facial structure of K = K1 ∩ K2 follows from Definition 2.1 because the bidirections
at any point x ∈ K are the common bidirections at x in K1 and K2.
A cone C in a real vector space is a set such that if x ∈ C, x 6= 0, then tx ∈ C but −tx 6∈ C
for every t > 0. The concept of dual convex cones, to be defined below, has found a central
place in the theory of quantum entanglement.
2.2 Quantum states
We are concerned here with a bipartite quantum system with Hilbert space H = Ha ⊗Hb of
finite dimension N = NaNb. The real vector space H of observables on H has dimension N2,
a natural Euclidean inner product 〈A,B〉 = TrAB and the corresponding Hilbert–Schmidt
norm ‖A‖ =
√
TrA2. We take Ha = CNa, Hb = CNb, so H is the set of Hermitian matrices
in the matrix algebra MN (C). We write the components of a vector ψ ∈ CN as ψI = ψij
with I = 1, 2, . . . , N or ij = 11, 12, . . . , NaNb. For any A ∈ H we define AP as the partial
transpose of A with respect to the second subsystem, that is,
(AP )ij;kl = Ail;kj . (3)
The set of positive semidefinite matrices in H is a closed convex cone which we denote
by D. The state space of the quantum system is the intersection D1 between D and the
hyperplane defined by TrA = 1. The matrices in D1 are called density matrices, or mixed
quantum states. A vector ψ ∈ H with ψ†ψ = 1 defines a pure state ψψ† ∈ D1. D1 is a
compact convex set of dimension N2 − 1. The pure states are the extremal points of D1, in
fact this is an alternative definition of D1.
A pure state ψψ† is separable if ψ is a product vector, ψ = φ⊗ χ, thus a separable pure
state is a tensor product of pure states,
ψψ† = (φ⊗ χ)(φ⊗ χ)† = (φφ†)⊗ (χχ†) . (4)
The set of separable states S1 is the smallest convex subset of D1 containing all the separable
pure states. Since the separable pure states are extremal points of D1 containing S1, they
are also extremal points of S1, and they are all the extremal points of S1. S1 is compact and
defines a convex cone S ⊂ D. The dimension of S1 is N2 − 1, the same as the dimension of
D1, hence every separable state may be written as a convex combination of N2 or fewer pure
product states [39, 40].
The fact that S and D have the same dimension N2 is not quite as trivial as one might
be tempted to think. It is a consequence of the fundamental fact that we use complex Hilbert
spaces in quantum mechanics, as the following argument shows. In a quantum mechanics
based on real Hilbert spaces every separable state would have to be symmetric under partial
transposition, and the dimension of S would be much smaller than the dimension of D. With
complex Hilbert spaces, a generic real symmetric matrix which is a separable state is not
symmetric under partial transposition, and the remarkable conclusion is that its representation
as a convex combination of pure product states must necessarily involve complex product
vectors. The basic reason that S and D have the same dimension is the relation H = Ha⊗Hb
between the real vector spaces H, Ha and Hb of observables on H, Ha and Hb. We construct
S explicitly as a subset of Ha⊗Hb, in such a way that the dimension of S is the full dimension
of Ha ⊗Hb.
We define the set of positive partial transpose states (PPT states) as P1 = D1∩DP1 . Partial
transposition is an invertible linear operation preserving the convex structure of D1, hence P1
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is also a compact convex set defining a convex cone P. We have that S1 ⊂ P1 ⊂ D1. The fact
that every separable state has a positive partial transpose is obvious, and provides a simple and
powerful test for separability, known as the Peres criterion [9]. In dimensions 2× 2 and 2× 3
the converse statement is also true, that every PPT state is separable [11]. The entanglement
of PPT states is not distillable into entanglement of pure states, and it is believed that the
entangled PPT states alone possess this special “bound” type of entanglement [19].
2.3 Dual cones, entanglement witnesses
The existence of entangled PPT states motivates the introduction of entanglement witnesses
that may reveal their entanglement. We define the dual cone of S as
S◦ = {Ω ∈ H | TrΩρ ≥ 0 ∀ ρ ∈ S} . (5)
The members of S◦ will be called here entanglement witnesses. The usual convention is that
a witness is required to have at least one negative eigenvalue, but since our focus is on the
geometry of S◦ this restriction is not important to us here.
The definition of S◦ as a dual cone implies that it is closed and convex. Since S is a closed
convex cone the dual of S◦ is S itself [11, 42] (the fact that S◦◦ = S is given as an exercise
in [42]). Thus, a witness having a negative expectation value in a state proves the state to be
entangled, and given any entangled state there exists a witness having a negative expectation
value in that state. This two-way implication makes entanglement witnesses powerful tools
for detecting entanglement, both theoretically and experimentally [20, 26, 44–49].
From the experimental point of view the testimony of an entanglement witness is of a
statistical nature. A positive or negative result of one single measurement of a witness gives
little information about whether the state in question is separable or entangled. A positive or
negative average over many measurements will give a more reliable answer, but some statistical
uncertainty must always remain.
Since the extremal points of S1 are the pure product states, a matrix Ω ∈ H is a witness
if and only if its expectation value is nonnegative in every pure product state. Furthermore,
since the dimension of S is the full dimension of H, every witness Ω 6= 0 has strictly positive
expectation values in some pure product states. Since every product vector is a member
of some basis of orthogonal product vectors, we conclude that every witness Ω 6= 0 has
TrΩ > 0 [12]. Accordingly the set S◦1 of normalized (unit trace) witnesses completely describes
all of S◦.
Theorem 2.3. S◦1 is a bounded set.
Proof. The maximally mixed state ρ0 = I/N is in S1. Define for θ > 0 and Γ ∈ H with
TrΓ = 0, TrΓ2 = 1,
f(θ,Γ) = min
ρ∈S1
Tr ρ (ρ0 + θΓ) =
1
N
+ θmin
ρ∈S1
Tr ρΓ . (6)
Since S1 is compact f is well defined. Since TrΓ = 0, we have Γ /∈ S◦ and the minimum of
Tr ρΓ is strictly negative. Therefore, given any Γ we can always find the θ(Γ) which makes
f(θ,Γ) = 0. Since Γ lies in a compact set there exists a Γ∗ with θ∗ = θ(Γ∗) = maxΓ θ(Γ). This
θ∗ defines an N2 − 1 dimensional Euclidean ball B1 centered at ρ0 and containing S◦1 .
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Note that the dual set B◦1 is an N2 − 1 dimensional ball contained in S1, also centered at
ρ0 [12].
From now on, when we talk about entanglement witnesses we will usually assume that
they are normalized and lie in S◦1 . Since S◦1 is a compact convex set it is completely described
by its extremal points. The ultimate objective of the present work is to characterize these
extremal witnesses.
The concept of dual cones applies of course also to the cone D of positive semidefinite
matrices and the cone P of PPT matrices. The cone D is self-dual, D◦ = D. Since P = D∩DP,
the dual cone P◦ is the convex hull of D ∪ DP . Hence, the extremal points of P1d are the
pure states ψψ† and the partially transposed pure states (ψψ†)P. These are also extremal in
S◦1 [14, 15, 24, 25]. A witness Ω ∈ P◦ is called decomposable, because it has the form
Ω = ρ+ σP with ρ, σ ∈ D . (7)
This terminology comes from the mathematical theory of positive maps [14]. Decomposable
witnesses are in a sense trivial, and not very useful as witnesses, since they can not be used
for detecting entangled PPT states.
Altogether, we have the following sequence of compact convex sets,
S1 ⊂ P1 ⊂ D1 = D◦1 ⊂ P◦1 ⊂ S◦1 . (8)
All these sets, with the exception of D1, are invariant under partial transposition. The sets S1,
D1, and P◦1 are very simply described in terms of their extremal points. The extremal points of
P1 are not fully understood, though some progress has been made in this direction [18,34–37].
The extremal points of S◦1 are what we investigate here, they include the extremal points of
S1, D1, and P◦1 .
A face of D1 is a complete set of density matrices on some subspace of H [10]. Faces of
S1 have recently been studied by Alfsen and Shultz [16, 50]. We also comment on faces of S1
in Section 8. As we develop our results regarding extremal witnesses we will simultaneously
obtain a classification of faces of S◦1 .
2.4 Positive maps
The study of the set of separable states through the dual set of entanglement witnesses was
started by Michał, Paweł, and Ryszard Horodecki [11]. They pointed out the relation between
witnesses and positive maps, and used known results from the mathematical theory of positive
maps to throw light on the separability problem [14]. In particular, the fundamental result that
there exist entangled PPT states is equivalent to the existence of nondecomposable positive
maps.
We describe here briefly how entanglement witnesses are related to positive maps, but
do not aim at developing the perspectives of positive maps in great detail. In Section 10 we
return briefly to the use of positive maps for detecting entanglement.
We use a matrix A ∈ H to define a real linear map LA : Ha → Hb such that Y = LAX
when
Yjl =
∑
i,k
Aij;klXki . (9)
The correspondence A↔ LA is a vector space isomorphism between H and the space of real
linear maps Ha → Hb. A slightly different version of this isomorphism is more common in the
literature, this is the Jamiołkowski isomorphism A↔ JA by which JAX = LA(XT ) [51].
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The transposed real linear map LTA : Hb → Ha is defined such that X = LTAY when
Xik =
∑
j,l
Aij;klYlj . (10)
It is the transpose of LA with respect to the natural scalar products 〈U, V 〉 = TrUV in Ha
and Hb. In fact, for any X ∈ Ha, Y ∈ Hb we have
〈LAX,Y 〉 = Tr ((LAX)Y ) =
∑
i,j,k,l
Aij;klXkiYlj = Tr (X(L
T
AY )), (11)
and therefore
〈LAX,Y 〉 = 〈X,LTAY 〉. (12)
The maps LA and LTA act on one dimensional projection operators φφ
† ∈ Ha and χχ† ∈ Hb
according to
LA(φφ
†) = (φ⊗ Ib)†A(φ⊗ Ib) ,
L
T
A(χχ
†) = (Ia ⊗ χ)†A(Ia ⊗ χ) . (13)
Note that φ⊗ Ib is an N×Nb matrix such that (φ⊗ Ib)χ = φ⊗χ, whereas Ia⊗χ is an N×Na
matrix such that (Ia ⊗ χ)φ = φ⊗ χ. It follows that
χ† (LA(φφ
†))χ = φ† (LTA(χχ
†))φ = (φ⊗ χ)†A(φ⊗ χ) . (14)
If Ω is an entanglement witness then equation (14) implies that LΩ is a positive linear map
Ha → Hb, mapping positive semidefinite matrices in Ha to positive semidefinite matrices in
Hb. Similarly, LTΩ is a positive linear map Hb → Ha. The correspondence Ω↔ LΩ is a vector
space isomorphism between the set of entanglement witnesses and the set of positive maps.
A positive map M is said to be completely positive if every map I ⊗M, where I is the
identity map in an arbitrary dimension, is positive. It is easily shown that JA is completely
positive if and only if A is a positive matrix. Thus LA is completely positive if and only if AP
is a positive matrix.
2.5 Biquadratic forms and optimization
The expectation value of an observable A ∈ H in a pure product state ψψ† with ψ = φ⊗ χ is
a biquadratic form
fA(φ, χ) = (φ⊗ χ)†A(φ⊗ χ) . (15)
The condition for Ω ∈ H to be an entanglement witness is that the biquadratic form fΩ
is positive semidefinite. Our approach here is to study witnesses through the associated
biquadratic forms.
In the present work we study especially boundary witnesses, corresponding to biquadratic
forms that are marginally positive. This leads naturally to an alternative definition of entan-
glement witnesses in terms of an optimization problem.
Definition 2.2. A matrix A ∈ H is an entanglement witness if and only if the minimum
value p∗ of the problem
minimize fA(φ, χ) = (φ⊗ χ)†A(φ⊗ χ) , φ ∈ Ha , χ ∈ Hb ,
subject to ‖φ‖ = ‖χ‖ = 1 , (16)
is nonnegative.
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The normalization of φ and χ ensures that p∗ > −∞ when A /∈ S◦, and that p∗ > 0 for
every A in the interior of S◦. It is natural to use here the Hilbert–Schmidt norm introduced
above, but in principle any norm would serve the same purpose.
The boundary ∂S◦ of S◦ consists of those Ω ∈ S◦ for which there exists a separable state
ρ orthogonal to Ω, i.e. with TrΩρ = 0. In terms of problem (16), A ∈ ∂S◦ if and only if
p∗ = 0. Since S◦◦ = S we can similarly understand the boundary of S as the set of separable
states orthogonal to some witness. We will return to this duality between the boundaries of
S and S◦ in Section 8.
2.6 Equivalence under SL⊗ SL transformations
It is very useful to observe that all the main concepts discussed in the present article are
invariant under what we call SL ⊗ SL transformations, in which a matrix A is transformed
into V AV † with an invertible product matrix V = Va ⊗ Vb.
For example, since such a transformation is linear in A, it preserves convex combinations,
extremal points, and in general all the convexity properties of different sets. It preserves the
positivity of matrices, the tensor product structure of vectors and matrices, the number of
zeros of witnesses, and in general all properties related to entanglement, except that it may
increase or decrease entanglement as measured quantitatively if either Va or Vb is not unitary.
Thus, for our purposes it is useful to consider two density matrices or two entanglement
witnesses to be equivalent if they are related by an SL⊗ SL transformation. This sorting into
equivalence classes helps to reduce the problem of understanding and classifying entangled
states and entanglement witnesses.
3 Secondary constraints at zeros of witnesses
By definition, a witness Ω satisfies the following infinite set of inequalities, all linear in Ω,
fΩ(φ, χ) ≥ 0 with φ ∈ Ha , χ ∈ Hb , ‖φ‖ = ‖χ‖ = 1 . (17)
These constraints on Ω, represented here as a biquadratic form fΩ, are the primary constraints
defining the set S◦1 , apart from the trivial linear constraint TrΩ = 1.
If Ω is situated on the boundary of S◦1 it means that at least one of these primary inequal-
ities is an equality. We will call the pair (φ0, χ0) a zero of Ω if fΩ(φ0, χ0) = 0. We count
(aφ0, bχ0) with a, b ∈ C as the same zero. The primary constraints (17) with (φ, χ) close to
the zero (φ0, χ0) lead to rather stringent constraints on Ω, which we introduce as secondary
constraints to be imposed at the zero. These secondary constraints are both equalities and
inequalities, and they are linear in Ω, like the primary constraints from which they are derived.
They are summarized in explicit form in Appendix A. In the next section we apply all the
secondary constraints to the problem of constructing and classifying extremal witnesses.
The analysis of secondary constraints presented in this section is essentially the same as
carried out by Lewenstein et al. in their study of optimal witnesses [26].
3.1 Positivity constraints on polynomials
A model example may illustrate how we treat constraints. Let f(t) be a real polynomial in one
real variable t, of degree four and with a strictly positive quartic term, satisfying the primary
constraints f(t) ≥ 0 for all t. These are constraints on the coefficients of the polynomial. The
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equation f(t) = 0 can have zero, one or two real roots for t. Assume that f(t0) = 0. Because
this is a minimum, we must have f ′(t0) = 0 and f ′′(t0) ≥ 0. In the limiting case f ′′(t0) = 0
we must have also f (3)(t0) = 0.
Thus, if f(t0) = 0 we get secondary constraints f ′(t0) = 0, and either f ′′(t0) > 0 or
f ′′(t0) = 0, f (3)(t0) = 0. If there is a second zero t1, similar secondary constraints must hold
there. It should be clear that we may replace the infinite set of primary constraints f(t) ≥ 0
for every t by the finite set of secondary constraints at the zeros t0 and t1.
Because the zeros of a witness Ω are roots of a polynomial equation in several variables,
they have the following property.
Theorem 3.1. The set of zeros of a witness consists of at most a finite number of components,
where each component is either an isolated point or a continuous connected surface.
Proof. Choose (φ2, χ2) such that fΩ(φ2, χ2) > 0, and define f(t) = fΩ(φ1 + tφ2, χ1 + tχ2).
For given (φ1, χ1) and (φ2, χ2) this is a nonnegative polynomial in the real variable t of degree
four, hence it has zero, one or two real roots for t. By varying (φ1, χ1) we reach all the zeros
of Ω. The zeros of f(t) will move continuously when we vary (φ1, χ1), except that they may
appear or disappear. This construction should result in a set of zeros as described in the
theorem.
Now let (φ0, χ0) be a zero of Ω, with ‖φ0‖ = ‖χ0‖ = 1. Since the constraints (17) on
the polynomial fΩ at (φ, χ) = (φ0 + ξ, χ0 + ζ) are actually independent of the normalization
conditions ‖φ‖ = ‖χ‖ = 1, we choose to abandon these nonlinear normalization conditions
(nonlinear in the Hilbert–Schmidt norm) and replace them by the linear constraints φ†0ξ = 0,
χ†0ζ = 0. Strictly speaking, even these orthogonality conditions are not essential, the important
point is that we vary φ and χ in directions away from φ0 and χ0.
We find that some of the secondary constraints on fΩ are intrinsically real equations rather
than complex equations, therefore we introduce real variables x ∈ R2Na−2, y ∈ R2Nb−2 and
write ξ = J0x, ζ = K0y with φ
†
0J0 = 0, χ
†
0K0 = 0. Our biquadratic form is then a real
inhomogeneous polynomial quadratic in x and quadratic in y,
f(x, y) = fΩ(φ, χ) = ((φ0 + ξ)⊗ (χ0 + ζ))†Ω ((φ0 + ξ)⊗ (χ0 + ζ)) . (18)
The linear term of the polynomial is
f1(x, y) = 2Re ((ξ ⊗ χ0)†Ω(φ0 ⊗ χ0) + (φ0 ⊗ ζ)†Ω(φ0 ⊗ χ0))
= xTDxf(0, 0) + y
TDyf(0, 0) , (19)
in terms of the gradient
Dxf(0, 0) = 2Re (J0 ⊗ χ0)†Ω(φ0 ⊗ χ0) ,
Dyf(0, 0) = 2Re (φ0 ⊗K0)†Ω(φ0 ⊗ χ0) . (20)
The quadratic term is
f2(x, y) = (ξ ⊗ χ0)†Ω (ξ ⊗ χ0) + (φ0 ⊗ ζ)†Ω (φ0 ⊗ ζ)
+ 2Re ((φ0 ⊗ ζ)†Ω (ξ ⊗ χ0) + (φ0 ⊗ χ0)†Ω (ξ ⊗ ζ))
= zTGΩ z , (21)
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where zT = (xT , yT ), and 2GΩ = D2f(0, 0) is the second derivative, or Hessian, matrix, which
is real and symmetric,
GΩ = Re
[
gxx g
T
yx
gyx gyy
]
,
gxx = (J0 ⊗ χ0)†Ω(J0 ⊗ χ0) ,
gyy = (φ0 ⊗K0)†Ω(φ0 ⊗K0) ,
gyx = (φ0 ⊗K0)†Ω(J0 ⊗ χ0) + (φ0 ⊗K∗0 )†ΩP (J0 ⊗ χ∗0) . (22)
The cubic term is like the linear term but with φ0 ↔ ξ and χ0 ↔ ζ,
f3(x, y) = 2Re ((φ0 ⊗ ζ)†Ω(ξ ⊗ ζ) + (ξ ⊗ χ0)†Ω(ξ ⊗ ζ)) . (23)
The quartic term is simply
f4(x, y) = fΩ(ξ, ζ) = (ξ ⊗ ζ)†Ω(ξ ⊗ ζ) . (24)
The fact that the constant term of the polynomial vanishes, f(0, 0) = 0, is one real linear
constraint on Ω,
T0 : H → R , T0Ω = (φ0 ⊗ χ0)†Ω(φ0 ⊗ χ0) = 0 . (25)
Because (x, y) = (0, 0) is a minimum of the polynomial the linear term must also vanish
identically, and this results in another linear system of constraints,
T1 : H → R2(Na+Nb−2), T1Ω =
[
Dxf(0, 0)
Dyf(0, 0)
]
= 0 . (26)
Note that the equality constraints T0 and T1 are the same for every witness with the zero
(φ0, χ0), they are uniquely defined by the zero alone. The total number of constraints in T0
and T1 is
M2 = 2(Na +Nb)− 3 . (27)
All of these M2 constraints are linearly independent. They are given an explicitly real repre-
sentation in Appendix A.
It is worth noting that the vanishing of the constant and linear terms of the polynomial
f(x, y) is equivalent to the conditions that
(φ⊗ χ0)†Ω(φ0 ⊗ χ0) = 0 ∀ φ ∈ Ha ,
(φ0 ⊗ χ)†Ω(φ0 ⊗ χ0) = 0 ∀ χ ∈ Hb . (28)
Hence the 2(Na + Na) − 3 real constraints T0Ω = 0 and T1Ω = 0 may be expressed more
simply as the following set of Na + Nb complex constraints, equivalent to 2(Na + Nb) real
constraints that are then not completely independent,
L
T
Ω(χ0χ
†
0)φ0 = (Ia ⊗ χ0)†Ω(φ0 ⊗ χ0) = 0 ,
LΩ(φ0φ
†
0)χ0 = (φ0 ⊗ Ib)†Ω(φ0 ⊗ χ0) = 0 . (29)
The quadratic term of the polynomial has to be nonnegative, again because (x, y) = (0, 0)
is a minimum. The inequalities
zTGΩ z ≥ 0 ∀ z ∈ R2(Na+Nb−2) (30)
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are secondary inequality constraints, linear in Ω, equivalent to the nonlinear constraints that
all the eigenvalues of the Hessian matrix GΩ must be nonnegative.
There are now two alternatives. If the inequalities (30) hold with strict inequality for all
z 6= 0, in other words, if all the eigenvalues of the Hessian are strictly positive, then we call
(φ0, χ0) a quadratic zero. In this case T0 and T1 are the only equality constraints placed on
Ω by the existence of the zero (φ0, χ0). We can immediately state the following important
result.
Theorem 3.2. A quadratic zero is isolated: there is a finite distance to the next zero. Hence,
a witness can have at most a finite number of quadratic zeros.
3.2 Hessian zeros
The second alternative is that the Hessian has K zero eigenvalues with K ≥ 1. We will call
z 6= 0 a Hessian zero at the zero (φ0, χ0) if GΩz = 0. It is then a real linear combination
z =
K∑
i=1
aizi (31)
of basis vectors zi ∈ KerGΩ. The K linearly independent eigenvectors zi define the following
system of linear constraints on Ω,
T2 : H → R2K(Na+Nb−2) , (T2Ω)i = GΩzi = 0 , i = 1, . . . ,K . (32)
These constraints ensure that GΩz = 0 and hence f2(x, y) = zTGΩz = 0. The vanishing of
the quadratic term of the polynomial implies that the cubic term must vanish as well. We
therefore call (φ0, χ0) a quartic zero, and the direction z at (φ0, χ0) a quartic direction. The
vanishing cubic term is
f3(x, y) = 2
∑
l,m,n
alamanRe ((φ0 ⊗ ζl)†Ω(ξm ⊗ ζn) + (ξl ⊗ χ0)†Ω(ξm ⊗ ζn)) = 0, (33)
where ξi = J0xi and ζi = K0yi. Since the product alaman is completely symmetric in the
indices l,m, n we should symmetrize the expression it multiplies. All the different properly
symmetrized expressions must vanish. In this way we obtain a linear system
(T3Ω)lmn = 0 with 1 ≤ l ≤ m ≤ n ≤ K . (34)
The number of equations is the binomial coefficient
(
K+2
3
)
, but it is likely that these constraints
on Ω will in general not be independent.
The total number of constraints in T2 and T3 is therefore
M4(K) = 2K(Na +Nb − 2) +
(
K + 2
3
)
. (35)
Note that M4(1) = M2 = 2(Na + Nb) − 3. Since the constraints in T2 and T3 address
other terms in the polynomial than those in T0 and T1, the two sets of constraints should be
independent from each other. Furthermore, in the case K = 1, allM4(1) equations in the total
system T2,T3 should be linearly independent. In the case of K > 1 we expect overlapping
constraints.
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3.3 Summary of constraints
Let Ω be a witness, and let Z be the complete set of zeros of Ω, with Z ′ ⊆ Z as the subset of
quartic zeros. Each zero in Z defines zeroth and first order equality constraints T0 and T1.
The combination of a set of constraints is the direct sum. Thus we define U0 as the direct
sum of the constraints T0 over all the zeros in Z, and similarly U1 as the direct sum of the
constraints T1. We define U01 = U0 ⊕ U1. Each zero in Z ′ introduces additional second
and third order constraints T2 and T3. We denote the direct sums of these by U2 and U3,
respectively, and we define U23 = U2 ⊕U3. Denote by UΩ the full system of constraints on
Ω, UΩ = U01 ⊕U23.
It is an important observation that all the constraints are completely determined by the
zeros and Hessian zeros of Ω. Thus they depend only indirectly on Ω. In particular, U01
depends only on Z, whereas U23 depends on Z ′ and on the kernel of the Hessian at each
quartic zero.
A boundary witness with only quadratic zeros will be called here a quadratic boundary
witness, or simply a quadratic witness, since we are talking most of the time about boundary
witnesses. A boundary witness with at least one quartic zero will be called a quartic witness.
Note that if Ω is quadratic then Z ′ is empty so UΩ = U01. This classification of boundary
witnesses as quadratic and quartic is fundamental, since the two classes have rather different
properties. The quadratic witnesses turn up in much greater numbers in random searches,
and are also simpler to understand theoretically.
4 Extremal witnesses
In this section we apply the constraints developed in the previous section to study extremal
witnesses. We approach the problem through the basic definition that a nonextremal witness
is one which can be written as a convex combination of other witnesses. In the language of
convex sets it is an interior point of a face of S◦1 of dimension one or higher.
In Section 4.1 we characterize the extremal witnesses in terms of their zeros. In Sections 4.2
and 4.3 we characterize them in terms of the constraints related to their zeros. and present a
search algorithm for finding them numerically. The geometrical interpretation of this algorithm
is that we start from a given witness, reconstruct the unique face of S◦1 of which it is an interior
point, go to the boundary of this face, and repeat the process. In Section 4.4 we discuss the
expected number of zeros of extremal witnesses.
The theorems 4.3 and 4.5 give necessary and sufficient conditions for a witness to be
extremal, and they are main results of our work.
4.1 Zeros of witnesses, convexity and extremality
Let Ω be a convex combination of two different witnesses Λ and Σ,
Ω = (1− p)Λ + pΣ , (36)
with 0 < p < 1. Then the corresponding biquadratic form is a convex combination
fΩ(φ, χ) = (1− p) fΛ(φ, χ) + p fΣ(φ, χ) , (37)
and the Hessian matrix at any zero (φ0, χ0) of Ω is also a convex combination
GΩ = (1− p)GΛ + pGΣ . (38)
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The facts that the biquadratic form of an entanglement witness is positive semidefinite, and
that the Hessian matrix at any zero of a witness is also positive semidefinite, imply the
following result.
Theorem 4.1. If Ω is a convex combination of two witnesses Λ and Σ, as above, then (φ0, χ0)
is a zero of Ω if and only if it is a zero of both Λ and Σ.
Similarly, z is a Hessian zero of Ω at the zero (φ0, χ0) if and only if it is a Hessian zero
at (φ0, χ0) of both Λ and Σ.
Thus, all witnesses in the interior of the line segment between Λ and Σ have exactly the
same zeros and Hessian zeros.
Assume further that Λ and Σ are extremal points of the intersection of the straight line
with S◦1 , so that Ω /∈ S◦1 when p < 0 and when p > 1. To be specific, consider the case p > 1.
We want to show that Σ has at least one zero or Hessian zero in addition to the zeros and
Hessian zeros of the witnesses in the interior of the line segment.
By assumption, the set of negative points
X−(p) = {(φ, χ) | fΩ(φ, χ) < 0} (39)
is nonempty for p > 1. Clearly X−(p) ⊂ X−(q) for 1 < p < q, since X−(p) is empty for
0 ≤ p ≤ 1, and fΩ(φ, χ) is a linear function of p for fixed (φ, χ) as given by equation (37). The
closure X−(p) is a compact set when we normalize so that ‖φ‖ = ‖χ‖ = 1. It follows that the
limit of X−(p) as p→ 1+ is a nonempty set X0 of zeros of the witness Σ,
X0 =
⋂
p>1
X−(p) . (40)
Every zero (φ0, χ0) ∈ X0 is of the kind we are looking for. If it is not a zero of Ω for p < 1,
then it is a new zero of Σ as compared to the zeros of the witnesses in the interior of the line
segment. If it is a zero of Ω for p < 1, then Σ has at least one Hessian zero at (φ0, χ0) which
is not a Hessian zero at (φ0, χ0) of the witnesses in the interior of the line segment.
To prove the last statement, assume that (φ0, χ0) ∈ X0 is a zero of Ω for 0 < p < 1. Then
it is a zero of Ω for any p, again because fΩ(φ, χ) is a linear function of p. Similarly, if z is a
Hessian zero of Ω at (φ0, χ0) for 0 < p < 1, it is a Hessian zero of Ω at (φ0, χ0) for any p.
From the assumption that (φ0, χ0) ∈ X0 follows that fΩ(φ, χ) for any p > 1 takes negative
values for some (φ, χ) arbitrarily close to (φ0, χ0). The only way this may happen is that
for p > 1 the second derivative zTGΩz is negative in some direction z, meaning that GΩ for
p > 1 has one or more negative eigenvalues λi(p), with eigenvectors zi(p) that are orthogonal
to each other and orthogonal to the p independent part of KerGΩ.
In the limit p→ 1+ the negative eigenvalues λi(p) of GΩ go to zero, and the corresponding
eigenvectors zi(p) go to eigenvectors zi(1) of GΣ with zero eigenvalues. These eigenvectors are
then Hessian zeros of Σ at (φ0, χ0) that are not Hessian zeros of Ω for 0 < p < 1.
We summarize the present discussion as follows.
Theorem 4.2. If a line segment in S◦1 with end points Λ and Σ can not be prolonged within
S◦1 in either direction, then Σ has the same zeros and Hessian zeros as the interior points of
the line segment, and at least one additional zero or Hessian zero.
The same holds for Λ, with additional zeros and Hessian zeros that are different from those
of Σ.
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These theorems lead to the following extremality criterion for witnesses.
Theorem 4.3. A witness Ω is extremal if and only if no witness Λ 6= Ω has a set of zeros
and Hessian zeros including the zeros and Hessian zeros of Ω.
An equivalent condition is that there can exist no witness Λ 6= Ω satisfying the constraints
UΩΛ = 0.
Proof. The “if” part follows directly from Theorem 4.1.
To prove the “only if” part, assume that the set of zeros and Hessian zeros of some witness
Λ 6= Ω include the zeros and Hessian zeros of Ω. Then by Theorem 4.1 the interior points of
the line segment with Λ and Ω as end points have exactly the same zeros and Hessian zeros
as Ω. By Theorem 4.2 this line segment can be prolonged within S◦1 so that it gets Ω as an
interior point. Hence Ω is not extremal.
4.2 How to search for extremal witnesses
Once the zeros and Hessian zeros of a witness Ω are known, it is a simple computational task
to find a finite perturbation of Ω within the unique face of S◦1 where Ω is an interior point.
The most general direction for such a perturbation is a traceless Γ ∈ KerUΩ. Note that we
only need to find some Γ′ ∈ KerUΩ not proportional to Ω, then Γ = Γ′ − (TrΓ′)Ω is nonzero
and traceless and lies in KerUΩ.
Theorem 4.4. Let Ω be a witness, and let Γ ∈ H, Γ 6= 0, TrΓ = 0. Then Λ = Ω + tΓ is a
witness for all t in some interval [t1, t2], with t1 < 0 < t2, if and only if Γ ∈ KerUΩ.
The maximal value of t2 is the value of t where Λ acquires a new zero or Hessian zero.
The minimal value of t1 is determined in the same way.
Proof. To prove the “only if” part, assume that Λ = Ω+ tΓ is a witness for t1 ≤ t ≤ t2. Then
by Theorem 4.1, Λ has the same zeros and Hessian zeros as Ω for t1 < t < t2. Since the
constraints UΩ depend only on the zeros and Hessian zeros of Ω, we conclude that UΩΛ = 0
for t1 < t < t2, and hence UΩΓ = 0.
To prove the “if” part, assume that UΩΓ = 0. Since UΩΩ = 0, it follows that UΩΛ = 0
for any value of t. Consider the set of negative points,
X−(t) = {(φ, χ) | fΛ(φ, χ) < 0} . (41)
We want to argue that X−(t) must be empty for t in some interval [t1, t2] with t1 < 0 < t2.
In fact, since S◦1 is a compact set, there must exist some t2 ≥ 0 such that X−(t) is empty
for 0 ≤ t ≤ t2 and nonempty for t > t2. Then the limit of X−(t) as t → t2+ is a nonempty
set X0 of zeros of Λ2 = Ω + t2Γ. A similar reasoning as the one leading to Theorem 4.2 now
leads us to the conclusion that Λ2 must have at least one zero or Hessian zero which is not a
zero or Hessian zero of Ω. This proves that Λ2 6= Ω and t2 > 0.
By a similar argument we deduce the existence of a lower limit t1 < 0.
Figure 1 shows a model for how a new isolated quadratic zero of Λ appears, or how an
existing quadratic zero turns into a quartic zero, as the parameter t increases in the function
ft(u) = fΩ+tΓ(φ+ uφ
′, χ+ uχ′) . (42)
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Figure 1: Models for how the positivity limit is reached. Left: a new local minimum appears,
turning into a zero and then a negative minimum. The model function plotted for five different
values of t is ft(u) = u2((u− 1)2 + 1− t), depending on a parameter t with the critical value
tc = 1. Right: a quadratic zero turns into a quartic zero, and then new negative minima
branch off. The model function is ft(u) = u2(u2 + 1 − t), again with the critical parameter
value tc = 1.
The next theorem is an immediate corollary. It is a slightly stronger version of Theorem 4.3.
It is interesting for the theoretical understanding, and together with Theorem 4.4 it is directly
useful for numerical calculations.
Theorem 4.5. A witness Ω is extremal if and only if KerUΩ is one dimensional (spanned
by Ω).
Thus, once the zeros and Hessian zeros of the witness Ω are known we test for extremality
by computing the dimension of KerUΩ, for example by a singular value decomposition of UΩ.
This allows for a simple numerical implementation of the extremality criterion.
These theorems motivate Algorithm 1, a search algorithm for finding extremal witnesses.
Obviously, any extremal witness might be reached by this algorithm already in the first it-
eration, starting for example from the maximally mixed state. The search is guaranteed to
converge to an extremal witness in a finite number of iterations, since the number of possible
search directions is reduced in each iteration. We here summarize this in Algorithm 1. Start-
ing from an initial witness Ω = Ω0 ∈ int(S◦), we proceed down through a hierarchy of faces
on S◦ of decreasing dimensions. The number of possible search directions Γ on each face, is
reduced in each iteration as KerUΩ is reduced.
4.3 Faces of the set S◦1 of normalized witnesses
Theorem 4.4 has the following geometrical meaning. Define
FΩ = (KerUΩ) ∩ S◦1 . (43)
Equivalently, define FΩ as the set of all witnesses of the form Ω + tΓ with Γ ∈ KerUΩ and
TrΓ = 0. If Ω is extremal in S◦1 then FΩ consists of the single point Ω. Otherwise, FΩ is the
unique face of S◦1 having Ω as an interior point.
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Algorithm 1: Finding an extremal entanglement witness
Precondition: Choose an initial witness Ω = Ω0 ∈ int(S◦) and construct UΩ
1. while dimKer (UΩ) > 1
2. choose a Γ ∈ Ker (UΩ)
3. if Tr(Γ) 6= 0
4. redefine Γ← Γ− Tr(Γ)Ω
5. endif
6. find tc as the maximal t such that Ω+ tΓ is still a witness
7. redefine Ω← Ω+ tcΓ
8. locate all zeros of Ω and construct an updated UΩ
9. endwhile
return Ω
Thus, Algorithm 1 produces a decreasing sequence of faces of S◦1 , F1 ⊃ F2 ⊃ . . . ⊃ Fn,
where every face Fj is a face of every Fi with i < j, and the extremal point found is an
extremal point of all these faces.
The theorems in Section 4.1 imply that every face F of S◦1 is uniquely characterized by
a set of zeros and Hessian zeros that is the complete set of zeros and Hessian zeros of every
witness in the interior of F . Every boundary point of F is a witness having the zeros and
Hessian zeros characteristic of the interior points, plus at least one more zero or Hessian zero.
In general, the boundary of S◦1 is a hierarchy of faces, faces of faces, faces of faces of faces,
and so on. The number of zeros and Hessian zeros increases each time we step from one face
onto a face of the face, and the descent through the hierarchy from one face to the next always
ends in an extremal witness.
4.4 Zeros of extremal witnesses
A natural question regards the number of zeros a witness must have in order to be extremal.
We provide two lower bounds for quadratic witnesses, one obtained by comparison with a pure
state as a witness and the other by counting constraints. Similar bounds for quartic witnesses
are not easy to obtain.
The first of these bounds reveals a “double spanning” property of zeros of quadratic ex-
tremal witnesses. We define the partial conjugate of (φ, χ) as (φ, χ∗).
Theorem 4.6. The zeros of a quadratic extremal witness Ω span the Hilbert space. The
partially conjugated zeros also span the Hilbert space.
Proof. Assume that the zeros span less than the whole Hilbert space, so that there exists
a vector ψ orthogonal to all the zeros. Then the projection P = ψψ† is a witness with a
set of zeros including all the zeros of Ω. But P has a continuum of zeros, all quartic, see
Theorem 5.2. Hence P 6= Ω and Ω is not extremal, by Theorem 4.3.
The partial conjugates of the zeros of Ω span the Hilbert space because they are the zeros
of the quadratic extremal witness ΩP .
This proof does not hold when Ω is a quartic witness, because Ω may then have Hessian
zeros that are not Hessian zeros of P . A pure state ψψ† as a quartic extremal witness is a
counterexample, where the zeros do not span the Hilbert space, although the partially conju-
gated zeros may span the Hilbert space. The partial transpose (ψψ†)P is a counterexample of
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the opposite kind, where the zeros may span the Hilbert space but the partially conjugated
zeros do not. Furthermore, even if neither the zeros nor the partially conjugated zeros span
the Hilbert space, it is still possible for a quartic witness to be extremal, because a quartic zero
leads to more constraints than a quadratic zero. In Section 6.3.2 we describe the numerical
construction of an extremal quartic witness in dimension 3×3 with only eight zeros, and with
one Hessian zero at one of the zeros.
Counting constraints from quadratic zeros gives a different lower bound for the number
of zeros of a quadratic extremal witness. There are M2 = 2(Na + Nb) − 3 constraints per
quadratic zero. With n quadratic zeros there are a total of nM2 constraints, which in the
generic case are linearly independent until nM2 approaches N2 − 1, the dimension of S◦1 . A
lower bound on the number of zeros of a quadratic extremal witness is then given by
nc = ceil
(NaNb)
2 − 1
2(Na +Nb)− 3 , (44)
where ceil rounds upwards to the nearest integer.
In the special case Na = 2 this formula gives the lower bound nc = N − 1, which is weaker
than the lower bound N given by Theorem 4.6. When Na ≥ 3 and Nb ≥ 3 the formula gives
a lower bound nc ≥ N , consistent with Theorem 4.6.
Table 1 lists the numerically computed number of linearly independent constraints mind
arising from nc randomly chosen pairs (φ, χ). nc is the estimated minimum number of zeros re-
quired for a quadratic witness to be extremal, assuming maximal independence of constraints.
M2 is the number of linearly independent constraints from each zero. In order to computemind
we interpret each (φ, χ) as a quadratic zero, build U01 and do a singular value decomposition.
The table shows that in many cases the number of independent constraints from a random set
of product vectors is equal to the dimension of the real vector space H of Hermitian matrices.
In such a case there exists no biquadratic form which is positive semidefinite and has these
zeros. We conclude that the zeros of a positive semidefinite biquadratic form have to satisfy
some relations that reduce the number of independent constraints.
Note that for Na = 2 there is an intrinsic degeneracy causing the number of constraints
from nc zeros to be ncM2 − 1, so the actual minimum number of zeros is nc + 1 = N . So the
number of constraints is reduced by one. For example, in the 2×4 system the actual number of
constraints from nc = 7 random product vectors is 62 instead of 63 = ncM2. This degeneracy
implies that one extra zero is needed, thus saving Theorem 4.6. The proof of Theorem 4.6
indicates the origin of the degeneracy. With N − 1 zeros there exists a vector ψ orthogonal to
all the zeros and a vector η orthogonal to all the partially conjugated zeros, and because ψψ†
and (ηη†)P both lie in KerU01 we must have dimKerU01 ≥ 2. For other dimensions there is
no similar degeneracy.
The 3× 4 system is special in that the number of constraints from a generic set of nc = 13
product vectors add up to exactly the number needed to define a unique A ∈ H withU01A = 0.
This does not however imply that A defined in this way from a random set of product vectors
will be an extremal witness, in fact it will usually not be a witness, because it will have both
positive and negative expectation values in product states.
A central question in general, well worth further attention, is how to choose a set of
product vectors such that they may serve as the zeros of an extremal witness. According to
Theorem 8.4, the zeros of a witness must define pure states lying on a face of the set S of
separable states. However, this statement leaves open the practical question of how to test
numerically whether a set of pure product states lies on a face of S.
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Nb, Nb N
2 M2 nc mind
2,2 16 5 3 14
2,3 36 7 5 34
2,4 64 9 7 62
2,5 100 11 9 98
3,3 81 9 9 81
3,4 144 11 13 143
3,5 225 13 18 225
4,4 256 13 20 256
4,5 400 15 27 400
5,5 625 17 37 625
Table 1: Numbers related to quadratic zeros of witnesses in dimension N = NaNb. M2 is
the number of linearly independent constraints from each zero. nc is the estimated minimum
number of zeros required for a quadratic witness to be extremal, assuming maximal indepen-
dence of constraints. mind is the actual number of independent constraints from nc random
product vectors. Note that for Na = 2 there is an intrinsic degeneracy causing the number of
constraints from nc zeros to be ncM2−1, so the actual minimum number of zeros is nc+1 = N .
In 2×Nb and 3×3 systems, the minimum number of zeros of a quadratic extremal witness
is exactly equal to the dimension N = NaNb of the composite Hilbert space H. This implies
the following result, which we state as a theorem.
Theorem 4.7. In dimensions 2×Nb and 3× 3 a generic witness with doubly spanning zeros
will be extremal.
We do not know whether this is a general theorem in these dimensions, valid for all
witnesses and not only for the generic witnesses. It may be that some construction like the
one described in Section 6.3.3 will lead to nongeneric counterexamples.
In higher dimensions the minimum number of zeros to define a quadratic extremal witness
is strictly larger than the dimension of H. This difference between 2×Nb and 3×3 systems on
the one hand, and higher dimensional systems on the other hand, has important consequences
discussed in Sections 8 and 9.
5 Decomposable witnesses
A decomposable witness is called so because it corresponds to a decomposable positive map,
and because it has the form Ω = ρ + σP with ρ, σ ∈ D, possibly ρ = 0 or σ = 0. Although
the decomposable witnesses are useless for detecting entangled PPT states, they are useful in
other ways, for example as stepping stones in some of our numerical methods for constructing
extremal nondecomposable witnesses.
In this section we will summarize some basic properties of decomposable witnesses. This
is a natural place to start when we want to understand entanglement witnesses in general. In
particular, we are interested in the relation between a witness and its zeros.
Since the set P◦1 of decomposable witnesses is the convex hull of D1 and DP1 , an extremal
point of P◦1 must be an extremal point of either D1 or DP1 . That is, it must be either a pure
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state ψψ† or a partially conjugated pure state (ψψ†)P, or both if ψ is a product vector. In
the present section we verify the results in [14, 24, 25], that witnesses of the forms ψψ† and
(ψψ†)P are extremal in S◦1 . Since they are extremal in S◦1 , they are also extremal in the subset
P◦1 ⊂ S◦1 . Thus they are precisely the extremal points of P◦1 .
5.1 Zeros of a decomposable witness
The biquadratic form corresponding to the decomposable witness Ω = ρ+ σP is
fΩ(φ, χ) = fρ(φ, χ) + fσ(φ, χ
∗) . (45)
It is positive semidefinite because fρ and fσ are positive semidefinite.
Assume now that (φ0, χ0) is a zero of Ω. The above decomposition of fΩ shows that
(φ0, χ0) must be a zero of ρ, and the partial conjugate (φ0, χ∗0) must be a zero of σ. But
because ρ, σ ∈ D it follows that
ρ(φ0 ⊗ χ0) = 0 , σ(φ0 ⊗ χ∗0) = 0 . (46)
This proves the following theorem.
Theorem 5.1. The zeros of a decomposable witness Ω = ρ + σP span the Hilbert space only
if ρ = 0. The partially conjugated zeros span the Hilbert space only if σ = 0. Hence, by
Theorem 4.6, a quadratic extremal witness is nondecomposable.
Note that if (φ0, χ0) is a zero of Ω and φ⊗ χ is any product vector, then
(φ⊗ χ0)σP(φ0 ⊗ χ) = (φ⊗ χ∗)σ(φ0 ⊗ χ∗0) = 0 , (47)
and hence
(φ⊗ χ0)Ω(φ0 ⊗ χ) = (φ⊗ χ0)ρ(φ0 ⊗ χ) . (48)
Similarly,
(φ⊗ χ∗0)ρP(φ0 ⊗ χ∗) = (φ⊗ χ)ρ(φ0 ⊗ χ0) = 0 , (49)
and hence
(φ⊗ χ∗0)ΩP(φ0 ⊗ χ∗) = (φ⊗ χ∗0)σ(φ0 ⊗ χ∗) . (50)
These equations may be useful for computing ρ and σ if Ω is known but its decomposition
Ω = ρ+ σP is unknown. We will return to this problem in Section 5.3.
5.2 Pure states and partially transposed pure states
Let P be a pure state, P = ψψ†, and let Q be the partial transpose of a pure state, Q = (ηη†)P,
with ψ, η ∈ H. The corresponding positive maps LP and LQ are rank one preservers: they
map matrices of rank one to matrices of rank one or zero, because
LP (φφ‘†) = (φ⊗ Ib)†P (φ⊗ Ib) = ζζ† with ζ = (φ⊗ Ib)†ψ , (51)
and
LQ(φφ‘†) = (φ⊗ Ib)†Q(φ⊗ Ib) = ζζ† with ζ = (φ∗ ⊗ Ib)†η∗ . (52)
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The corresponding biquadratic forms are positive semidefinite because they are absolute
squares,
fP (φ, χ) = (φ⊗ χ)†P (φ⊗ χ) = |ψ†(φ⊗ χ)|2 , (53)
and
fQ(φ, χ) = (φ⊗ χ)†Q(φ⊗ χ) = (φ⊗ χ∗)†QP (φ⊗ χ∗) = |η†(φ⊗ χ∗)|2 . (54)
The zeros of P are the product vectors orthogonal to ψ. A singular value decomposition
(Schmidt decomposition) gives orthonormal bases {ui} in Ha and {vj} in Hb such that
ψ =
m∑
i=1
ci ui ⊗ vi with ci > 0 . (55)
Here m is the Schmidt number of ψ, 1 ≤ m ≤ min(Na, Nb). The condition for a product
vector
φ⊗ χ =
Na∑
i=1
Nb∑
j=1
aibj ui ⊗ vj (56)
to be orthogonal to ψ is that
m∑
i=1
ciaibi = 0 . (57)
For any dimensions Na ≥ 2, Nb ≥ 2 and any Schmidt number m the set of zeros is continuous
and connected. All the zeros are quartic, since quadratic zeros are isolated. The zeros do
not span the whole Hilbert space, only the subspace orthogonal to ψ. However, the partially
conjugated zeros span the Hilbert space, except when m = 1 so that ψ is a product vec-
tor [52]. This almost completes the proof of the following theorem, what remains is to prove
the extremality.
Theorem 5.2. A pure state as a witness has only quartic zeros, all in one continuous con-
nected set, and it is extremal in S◦1 . The same is true for the partial transpose of a pure
state.
Proof. We want to prove that P is extremal, the proof for Q is similar. We show that the
only witness Ω satisfying the constraints UPΩ = 0 is Ω = P , from this we conclude that P is
extremal, using Theorem 4.3.
Even though the zeros of P are all quartic, they are so many that we need not use the
secondary constraints coming from the quartic nature of the zeros. According to equation
(29), the constraints UPΩ = 0 include the constraints LΩ(φφ†)χ = 0 for every zero (φ, χ) of
P . The zeros of P are the solutions of the equation ψ†(φ ⊗ χ) = 0. For every φ ∈ Ha this
is one linear equation for χ ∈ Ha, the solutions of which form a subspace of Ha of dimension
either Nb − 1 or Nb. But this means that LΩ(φφ†) has rank either one or zero, so that the
positive map LΩ is a rank one preserver. Hence, either Ω = ωω† or Ω = (ω˜ω˜†)P for some
ω, ω˜ ∈ H [24].
In the first case, Ω = ωω†, we must have ω†(φ⊗χ) = 0 for every (φ, χ) such that ψ†(φ⊗χ) =
0. But then ω must be proportional to ψ, and Ω = P .
In the second case, Ω = (ω˜ω˜†)P, we must have ω˜†(φ ⊗ χ∗) = 0 for every (φ, χ) such that
ψ†(φ ⊗ χ) = 0. This is possible, but only if ψ and ω˜ are product vectors, with ω˜ the partial
conjugate of ψ. Then we again have Ω = P .
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The fact that every zero (φ0, χ0) of P is quartic can also be seen directly from equation (21).
With Ω = P = ψψ† and ψ†(φ0 ⊗ χ0) = 0 equation (21) takes the form
zTGΩ z = f2(x, y) = |ψ†(ξ ⊗ χ0 + φ0 ⊗ ζ)|2 . (58)
Thus, zTGΩ z = 0 unless the vector ξ ⊗ χ0 + φ0 ⊗ ζ ∈ H has a component along ψ. This
means that the Hessian matrix GΩ at the zero (φ0, χ0) has rank at most two.
5.3 Decomposing a decomposable witness
If we want to prove that a given witness Ω is decomposable, the definitive solution is of course
to decompose it as Ω = ρ + σP with ρ, σ ∈ D. We want to discuss here methods for doing
this, based on a knowledge of zeros of Ω. Unfortunately, the present discussion does not lead
to a complete solution of the problem.
Assume that we know a finite set of k zeros of Ω, Z = {φi ⊗ χi}, with partial conjugates
Z˜ = {φi ⊗ χ∗i }. Z may be the complete set of zeros of Ω, or only a subset. The orthogonal
complement Z⊥ is a d1 dimensional subspace of H, and Z˜⊥ is a d2 dimensional subspace, with
d1 ≥ N − k and d2 ≥ N − k. Let P and P˜ be the orthogonal projections onto Z⊥ and Z˜⊥,
respectively.
Define orthogonal projections P and P˜ on the real Hilbert space H such that PX = PXP
and P˜X = (P˜XPP˜ )P forX ∈ H. Define the overlap of these two projections as the orthogonal
projection O onto the subspace (PH) ∩ (P˜H). Since OX = X if and only if PX = X and
P˜X = X, we may compute O numerically by picking out the eigenvectors of P + P˜ with
eigenvalue two. It follows that
O = PO = OP = P˜O = OP˜ , (59)
and that P′ = P−O and P˜′ = P˜−O are orthogonal projections.
If Ω = ρ+ σP with ρ, σ ∈ D, then we must have Z ⊂ Ker ρ and Z˜ ⊂ Ker σ, hence Pρ = ρ
and P˜σP = (P˜ σP˜ )P = σP. Defining ρ1 = P′ρ, ρ2 = Oρ, σP1 = P˜
′σP, σP2 = Oσ
P we have that
Ω = ρ1 + ρ2 + σ
P
2 + σ
P
1 (60)
with ρ1 ∈ P′H, σP1 ∈ P˜′H, and ρ2 + σP2 ∈ OH. It follows that
ρ1 + σ
P
1 = Ω−OΩ , ρ2 + σP2 = OΩ . (61)
The decomposition of Ω−OΩ into ρ1 and σP1 is unique and easily computed.
If the overlap O is zero, then ρ2 = 0, σ2 = 0, and this is the end of the story, except
that we should check that both ρ1 and σ1 are positive semidefinite. Otherwise it remains to
decompose OΩ into ρ2 and σP2 in such a way that ρ = ρ1 + ρ2 and σ = σ1 + σ2 are both
positive semidefinite. This is the difficult part of the problem, and the solution, if it exists,
need not be unique.
We have not pursued the problem further. To do so one should use the equations (48)
and (50), which put strong and presumably useful restrictions on ρ and σ. For any product
vector φ⊗ χ and any φi ⊗ χi ∈ Z it is required that
(φ⊗ χi)ρ(φi ⊗ χ) = (φ⊗ χi)Ω(φi ⊗ χ) ,
(φ⊗ χ∗i )σ(φi ⊗ χ∗) = (φ⊗ χ∗i )ΩP (φi ⊗ χ∗) . (62)
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5.4 Decomposable witnesses with prescribed zeros
One use of decomposable witnesses is that they provide examples of witnesses with prescribed
zeros. We will describe now how this works, and we use the same notation as in the previous
subsection.
Let Ω = ρ + σP be a decomposable witness, as before. The necessary and sufficient
conditions for Ω to have Z as a predefined set of zeros is that ρ = UU † and σ = V V † with
X,Y ∈ H, U = PX, V = P˜ Y . We choose ρ and σ to have the maximal ranks
rank ρ = d1 , rankσ = d2 , (63)
where d1 ≥ N − k and d2 ≥ N − k are the dimensions of Z⊥ and Z˜⊥ respectively. In the
generic case, when k < N there will be no linear dependencies between the zeros, or between
their partial conjugates, so that we will have d1 = d2 = N − k.
The set of unnormalized decomposable witnesses of this form has dimension
dD = rankP
′ + rank P˜′ + rankO
= rankP+ rank P˜− rankO
= d 21 + d
2
2 − rankO . (64)
The corresponding set of normalized witnesses is a convex subset FD ⊂ FΩ of dimension
dD − 1, consisting of witnesses of the form Ω+ tΓ with
Γ = A+BP, PA = A , P˜(BP ) = BP, TrA = TrB = 0 . (65)
These conditions ensure that ρ+ tA and σ+ tB will remain positive for small enough positive
or negative finite values of the real parameter t.
The witness Ω is an interior point of a unique face of S◦1 , which we call FΩ, as defined in
equation (43). The dimension of this face is dΩ − 1 when we define
dΩ = dimKerUΩ . (66)
For a quadratic witness Ω a lower limit is
dΩ ≥ N2 − kM2 with M2 = 2(Na +Nb)− 3 . (67)
This inequality will usually be an equality, especially when k is small.
Since FD ⊂ FΩ we must have dD ≤ dΩ, implying a lower bound for the overlap O,
rankO ≥ d 21 + d 22 − dΩ ≥ 2(N − k)2 − dΩ . (68)
In particular, when the inequality in equation (67) is an equality we have the nontrivial
lower bound
rankO ≥ N2 − k(4N − 2k −M2) . (69)
The generic case when k is small is that dD = dΩ, which means that rankO has the minimal
value allowed by this inequality. See Table 2 where we have tabulated some values for dD and
dΩ found numerically.
When we prescribe k zeros of the decomposable witness Ω, there is a possibility that the
actual number of zeros k′, is larger than k. A simple counting exercise indicates how many
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zeros to expect. A product vector φ⊗χ is a zero if and only if ρ(φ⊗χ) = 0 and σ(φ⊗χ∗) = 0.
These are 2(N − k) complex equations for φ⊗ χ. There are Na +Nb − 2 complex degrees of
freedom in a product vector, up to normalization of each factor. The critical value k = kc is
the number of zeros for which the number of equations equals the number of variables, i.e.,
kc = N + 1− Na +Nb
2
. (70)
We expect to find
k′ = k if k < kc ,
k′ ≥ k if k = kc ,
k′ =∞ if k > kc . (71)
Whether Ω will be quadratic or quartic can be estimated as follows. The Hessian GΩ
at a zero of Ω is a real square matrix of dimension 2(Na + Nb − 2). If rank ρ = d1 and
rankσ = d2, then we may write Ω = ρ + σP as a convex combination of d1 + d2 or fewer
extremal decomposable witnesses. Each extremal decomposable witness contributes at most
two nonzero eigenvalues to GΩ. Thus, if we define dH as the minimal dimension of the kernel
of GΩ at any zero, we have a lower bound
dH ≥ 2(Na +Nb − d1 − d2 − 2) . (72)
In Table 2 we list some numbers related to decomposable witnesses, for different dimensions
Na ×Nb. The numbers presented were obtained numerically as follows. We choose k random
product vectors. When k < N there will exist decomposable witnesses with these as zeros,
and dD is the computed dimension of the set of such witnesses. k′ is the actual number of zeros
they have. The listed value of dΩ, the dimension of the kernel of UΩ when Ω is a quadratic
witness with these zeros, is the lower bound given in equation (67). The listed value of the
dimension dH of the kernel of the Hessian is the lower bound from equation (72).
We see from the table that with only a few zeros, the set of decomposable witnesses in the
face has the same dimension as the face itself. But FΩ can not consist entirely of decomposable
witnesses, because in that case our numerical searches for extremal witnesses, where we search
for witnesses with increasing numbers of zeros, would only produce decomposable witnesses,
exactly the opposite of what actually happens. Hence we conclude that FD is a closed subset
of FΩ, of the same dimension as FΩ but strictly smaller than FΩ.
On a face defined by a higher number of zeros the set of decomposable witnesses has a
lower dimension. In some cases the decomposable witnesses will lie on the boundary of the
face in question. This will either be because they have more than k zeros, or because some of
the k zeros are quartic. In other cases the decomposable witnesses make up a low dimensional
part of the interior of the quadratic face. This is the case e.g for faces F4 in 3 × 3 systems,
where the set of decomposable witnesses is 44 dimensional, the face is 45 dimensional, and
the decomposable witnesses have four quadratic zeros and hence are situated in the interior
of the face.
26
Na ×Nb k k′ dD dΩ dH
2× 4 1 1 55 55 0
kc = 6 2 2 46 46 0
3 3 37 37 0
4 4 28 28 0
5 5 18 19 2
6 8 8 10 4
7 ∞ 2 2 6
3× 3 1 1 72 72 0
kc = 7 2 2 63 63 0
3 3 54 54 0
4 4 44 45 0
5 5 32 36 0
6 6 18 27 2
7 10,14 8 18 4
8 ∞ 2 9 6
3× 4 1 1 133 133 0
kc = 9.5 2 2 122 122 0
3 3 111 111 0
4 4 100 100 0
5 5 88 89 0
6 6 72 78 0
7 7 50 67 2
8 8 32 56 4
9 9 18 45 6
10 ∞ 8 34 8
11 ∞ 2 23 10
12 − 0 12 −
Table 2: Numbers related to decomposable witnesses, as explained in the text. k is the
prescribed number of zeros and k′ is the actual number, which may be larger. kc is the critical
number of prescribed zeros for which we expect a finite number of zeros in total. If k < kc we
expect only the prescribed zeros. If k = kc we expect some finite number of zeros. If k > kc
we expect a continuum of zeros.
6 Examples of extremal witnesses
In this section we apply Theorem 4.5 and Algorithm 1 to study examples of extremal witnesses.
We study first examples known from the literature, in particular the Choi–Lam witness [21,22]
and the Robertson witness [23]. In Sections 6.3, 6.3.1, and 6.3.2 we construct numerical exam-
ples of generic witnesses, study these and report some observations. Finally, in Section 6.3.3
we present an example of a nongeneric extremal witness, numerically constructed, having more
than the minimum number of zeros.
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6.1 The Choi–Lam witness
Define, like in [27],
ΩK(a, b, c; θ) =


a . . . −eiθ . . . −e−iθ
. c . . . . . . .
. . b . . . . . .
. . . b . . . . .
−e−iθ . . . a . . . −eiθ
. . . . . c . . .
. . . . . . c . .
. . . . . . . b .
−eiθ . . . −e−iθ . . . a


(73)
We write dots instead of zeros in the matrix to make it more readable. The special case
ΩC = ΩK(1, 0, 1; 0) is the Choi–Lam witness, one of the first examples of a nondecomposable
witness [21, 22]. The set of zeros of ΩC consists of three isolated quartic zeros
e13 = e1 ⊗ e3 , e21 = e2 ⊗ e1 , e32 = e3 ⊗ e2 , (74)
where e1, e2, e3 are the natural basis vectors in C3, and a continuum of zeros φ ⊗ χ where
α, β ∈ R and
φ = e1 + e
iα e2 + e
iβ e3 , χ = φ
∗. (75)
The product vectors defined in equation (75) span a seven dimensional subspace consisting
of all vectors ψ ∈ C9 with components ψ1 = ψ5 = ψ9. The three product vectors defined in
equation (74) have ψ1 = ψ5 = ψ9 = 0 and lie in the same subspace.
The Hessian has a doubly degenerate kernel at each of these zeros. Hence a single zero of
Ω = ΩC contributes 29 equations in UΩ: nine from T0 and T1, 2 · 8 from T2, and four from
T3. However, by a singular value decomposition of
T = T0 ⊕T1 ⊕T2 ⊕T3 (76)
at one zero at a time we find numerically that the number of independent equations is 24 for
each of the isolated zeros and 28 for any randomly chosen nonisolated zero. We again see that
redundant equations appear when the kernel of the Hessian is more than one dimensional. We
also observe that the redundancies depend on the nature of the zero.
Choosing increasingly many nonisolated zeros, only 67 linearly independent equations are
obtained, out of the 80 needed for proving extremality. These 67 equations are obtained with
the quadratic and quartic constraints from three zeros, or with only the quadratic constraints
from nine zeros. With all three isolated zeros and any single zero from the continuum, KerUΩ
is one dimensional and uniquely defines the Choi–Lam witness. This verifies numerically that
it is extremal. We need the quartic constraints from the three isolated zeros in order to prove
extremality, because the quadratic constraints from all the zeros provide only 76 independent
equations, leaving a four dimensional face of witnesses having the same set of zeros as the
Choi–Lam witness ΩC . This proves that ΩC is not exposed, but is an extremal point of a four
dimensional exposed face of S◦1 .
Equation (73) with θ = 0 and the restrictions 0 ≤ a ≤ 1, a + b + c = 2, bc = (1 − a)2,
defines more generally a one parameter family of extremal witnesses considered by Ha and
Kye" [53,54]. They prove that ΩK(a, b, c; 0) is both extremal and exposed for 0 < a < 1. The
28
original Choi–Lam witness ΩC is extremal but not exposed, it is the limiting case a = c = 1,
b = 0. We will return in Section 8 to a more detailed discussion of the facial structure of the
set of separable states and the set of witnesses.
We have verified by our numerical methods, for several values of a with 0 < a < 1, that
ΩK(a, b, c; 0) is indeed extremal. As explained in [54] there are four classes of zeros. The
zeros in one of these classes have Hessians with two dimensional kernels, while the Hessians
of the zeros in the other three classes have one dimensional kernels. It turns out that a set
of four zeros, one from each class, uniquely defines ΩK(a, b, c; 0) as the only solution to the
constraints imposed by the zeros when utilizing both quadratic and quartic constraints. This
shows numerically that the witness is extremal.
The more general case with θ 6= 0 has been treated as an example of optimal, and in
fact extremal, witnesses with structural physical approximations that are entangled PPT
states [33]. We will return to these concepts in Section 10.
6.2 The Robertson witness
Another example we have studied is the extremal positive map in dimension 4× 4 introduced
by Robertson [23]
X →


X33 +X44 0 X13 +X42 X14 −X32
0 X33 +X44 X23 −X41 X24 +X31
X31 +X24 X32 −X14 X11 +X22 0
X41 −X23 X42 +X13 0 X11 +X22

 . (77)
By equation (9), it corresponds to the witness
B =


. . . . . . . . . . . . . . . .
. . . . . . . . . . . 1 . . −1 .
. . 1 . . . . . 1 . . . . . . .
. . . 1 . . . . . . . . 1 . . .
. . . . . . . . . . . −1 . . 1 .
. . . . . . . . . . . . . . . .
. . . . . . 1 . . 1 . . . . . .
. . . . . . . 1 . . . . . 1 . .
. . 1 . . . . . 1 . . . . . . .
. . . . . . 1 . . 1 . . . . . .
. . . . . . . . . . . . . . . .
. 1 . . −1 . . . . . . . . . . .
. . . 1 . . . . . . . . 1 . . .
. . . . . . . 1 . . . . . 1 . .
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(78)
fR(φ, χ) = (|φ1|2 + |φ2|2)(|χ3|2 + |χ4|2) + (|φ3|2 + |φ4|2)(|χ1|2 + |χ2|2)
+ 2Re [(φ∗1φ3 + φ
∗
4φ2)(χ
∗
3χ1 + χ
∗
2χ4) + (φ
∗
2φ3 − φ∗4φ1)(χ∗3χ2 − χ∗1χ4)] . (79)
Every product vector φ⊗ χ with φ1 = φ2 = χ1 = χ2 = 0 or φ3 = φ4 = χ3 = χ4 = 0 is a zero.
More generally, φ⊗ χ is a zero if
(|φ1|2 + |φ2|2)(|χ3|2 + |χ4|2) = (|φ3|2 + |φ4|2)(|χ1|2 + |χ2|2) (80)
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and
φ∗1φ3 + φ
∗
4φ2 = −χ∗1χ3 − χ∗4χ2 ,
φ∗2φ3 − φ∗4φ1 = −χ∗2χ3 + χ∗4χ1 . (81)
For any given φ we obtain a continuum of zeros in the following way. Define
a = φ∗1φ3 + φ
∗
4φ2 , b = φ
∗
2φ3 − φ∗4φ1 . (82)
Then choose χ1, χ2 at random and define
χ3 =
−aχ1 − bχ2
|χ1|2 + |χ2|2 , χ4 =
b∗χ1 − a∗χ2
|χ1|2 + |χ2|2 . (83)
This solves equation (81). In order to solve also equation (80), rescale χi → cχi for i = 1, 2
and χi → χi/c for i = 3, 4 with a suitably chosen constant c > 0.
We have verified numerically that ΩR is extremal. Four zeros determine the witness
uniquely through the quadratic and quartic constraints, e.g. the zeros
eij = ei ⊗ ej , ij = 11, 12, 33, 34 . (84)
It appears that all zeros have Hessians with eight dimensional kernels. The witness has a
continuum of zeros, and 20 randomly chosen of these turn out to also uniquely determine
the witness through only quadratic constraints. The fact that the quadratic constraints are
sufficient to determine the witness uniquely proves that it is exposed. See Section 8 for a
discussion of exposed faces.
As a related example we have looked at a witness ΩZ belonging to a new class of witnesses
in dimension N × (2K) introduced by Zwolak and Chruściński [28, 55, 56]. We take N = 2,
K = 1, and |z12| = 1 in their notation. Structurally similar to ΩR, ΩZ also has the zeros
defined in equation (84), and again the quadratic and quartic constraints from these four
zeros determine ΩZ uniquely. This verifies numerically that ΩZ is extremal, and exemplifies
the fact that the same set of zeros with different Hessian zeros can uniquely specify two
different witnesses. This witness, like ΩR, has a continuous set of zeros and can be determined
uniquely through only the quadratic constraints from a randomly chosen set of 20 of these
zeros. Hence it is exposed.
6.3 Numerical examples, generic and nongeneric
We have successfully implemented Algorithm 1 and used it to locate numerical examples
of extremal witnesses in 2 × 4, 3 × 3 and 3 × 4 dimensions. In the process of searching
for an extremal witness we produce witnesses situated on a hierarchy of successively lower
dimensional faces of S◦1 .
We define a class of extremal witnesses to be generic if such witnesses can be found with
nonzero probability by means of Algorithm 1 when the search direction Γ is chosen at random
in every iteration. An overwhelming majority of the extremal witnesses found in numerical
random searches are quadratic, but a small number of quartic witnesses are also found. There
may be numerical problems in locating a zero which is quartic or close to quartic. In such cases
our implementation of the algorithm stops prematurely. We discuss the quartic witnesses in
Section 6.3.2.
Line 5 of Algorithm 1 regards locating the boundary of a face. B describes how this can
be formulated as a problem of locating a simple root of a special function, and also mentions
other possible approaches.
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(p, q) 3× 3 3× 4
(1, 2)/(2, 1) 0/1 0/0
(2, 2) 98 1
(2, 3)/(3, 2) 27/37 3/4
(3, 3) 8 47
(3, 4)/(4, 3) 0/0 4/6
Table 3: Classification of generic quadratic extremal witnesses, obtained by Algorithm 1, in
dimensions 3 × 3 and 3 × 4. A witness and its partial transpose has respectively p and q
negative eigenvalues. The table lists the number of witnesses found.
6.3.1 Quadratic extremal witnesses
We make the following comments concerning the quadratic extremal witnesses found.
– We have experienced premature stops due to numerical problems with zeros that are
close to quartic. See further comments in Section 6.3.2.
– When no existing zero becomes close to quartic, a single new quadratic zero appears in
every iteration of Algorithm 1 when the boundary of the current face is reached. For
a small number of zeros, there is no redundancy between constraints from the existing
zeros and constraints from the new zero. A redundancy appears typically with the
seventh zero in 2 × 4, with the ninth zero in 3 × 3, and never in 3 × 4. This gives a
hierarchy of faces of S◦1 of dimension N2 − 1 − kM2, where k is the number of zeros of
a witness in the interior of the face, and M2 = 2(Na +Nb)− 3.
– The extremal witnesses have the expected number of zeros as listed in Table 1. The
zeros and the partially conjugated zeros span H, as required by Theorem 4.6.
– A quadratic extremal witness has at least one negative eigenvalue, and the same is
true for its partial transpose. We do not find extremal witnesses with more than three
negative eigenvalues in 3×3 or more than four negative eigenvalues in 3×4. See Table 3
and Figure 2.
– Every witness and its partial transpose have full rank.
6.3.2 Quartic extremal witnesses
In each iteration of Algorithm 1 the critical parameter value tc is reached when either a new
quadratic zero appears, or a new zero eigenvalue of the Hessian matrix appears at one of the
existing zeros. If the second alternative occurs at least once during a search, then the extremal
witness found will be quartic, otherwise it will be quadratic. Our experience is that a random
search most often produces a quadratic extremal witness and only rarely a quartic extremal
witness.
In order to make this observation more quantitative we have made random searches for
quartic witnesses in dimension 3 × 3 as follows. We take 58 hierarchies of faces of quadratic
witnesses generated by Algorithm 1, and generate 100 random perturbations Γ away from the
quadratic witness found on each face. Since there are eight faces in each of the 58 hierarchies,
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Figure 2: Classification of generic quadratic extremal witnesses found numerically by Algo-
rithm 1 in dimensions 3× 3 and 3× 4. A witness Ω of type (p, q) has p negative eigenvalues,
and its partial transpose ΩP has q negative eigenvalues.
this is a total of 46400 tests. For each test we compute t′c as the smallest t resulting in a zero
eigenvalue of the Hessian at a zero. t′c is thus an upper bound for tc. At t = t
′
c we test whether
Ω+ tΓ is still a witness, in which case it has got a quartic zero, or if it is no longer a witness,
which will mean that there has appeared a new quadratic zero for some t < t′c. Three runs
failed, probably due to some bug in the algorithm. With a tolerance of ±10−14 on function
values we found that only 91 out of 46397 successful tests resulted in quartic witnesses. Thus,
in this quantitative test the probability for finding a quartic witness was 0.2%. We conclude
that the fraction of quartic extremal witnesses among the generic extremal witnesses is small
but nonzero.
We constructed an explicit example of a quartic extremal witness in 3× 3 with eight zeros
in the following way. Starting at a quadratic witness on a face F4 generated by Algorithm 1
we found a quartic witness on the boundary of F4 by choosing one quadratic zero to become
quartic and perturbing the quadratic witness accordingly (this may not succeed, in which case
we choose a different zero). Continuing Algorithm 1 from this quartic witness resulted in
an extremal witness with eight zeros, of which one is a quartic zero with a one dimensional
kernel of the Hessian. Running Algorithm 1 succeeded since we knew a priori which zero was
quartic, so problems with the numerical precision could be overcome. We observe that as
M2 = 9 constraints from each of the six first quadratic zeros are added to U01, and further
as M2 +M4(1) = 18 constraints from the quartic zero are added to form UΩ, all of these are
linearly independent. Hence UΩ has rank 72 as expected, and a single new quadratic zero
is located in the final step, adding eight new linearly independent constraints so as to make
dimKerUΩ = 1.
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6.3.3 Nongeneric quadratic extremal witnesses
In order to demonstrate that a quadratic extremal witness may have more than the minimum
number of zeros, we have constructed quadratic extremal witnesses in 3× 3 dimensions with
10 rather than the expected number of nine zeros.
One method for finding such witnesses is illustrated in Figure 4, where the kink in the
curve to the right represents a witness with 10 zeros. All witnesses on the face have eight zeros
in common, whereas the curved lines on both sides of the kink consist of quadratic extremal
witnesses with nine zeros. We will return to this example in the next section.
An entirely different method is described here. The basic idea is to use Theorem 4.6
and try to construct nine product vectors ψi = φi ⊗ χi that are linearly dependent, and for
good measure such that also the partially conjugated product vectors ψ˜i = φi⊗χ∗i are linearly
dependent. Then a quadratic witness with these nine zeros, and no more, can not be extremal,
but it might lead to a quadratic extremal witness with 10 zeros.
A first attempt is to choose the nine product vectors directly, by minimizing the sum of
the smallest singular value of the 9× 9 matrix ψ = [ψ1, ψ2, . . . , ψ9] and the smallest singular
value of the corresponding 9×9 matrix ψ˜. Since singular values are nonnegative by definition,
minimization will make both these singular values zero. The minimization problem is solved
e.g. by the Nelder–Mead algorithm, or by a random search.
Let Z be a set of nine product vectors generated in this way, then any witness Ω with
these as zeros has to satisfy the constraints U01Ω = 0. The generic result we find is that
dimKerU01 = 2. Hence Ω has to be a decomposable witness,
Ω = p ηη† + (1− p) (η˜η˜†)P, (85)
with η, η˜ ∈ H, η†ψi = η˜†ψ˜i = 0 for i = 1, . . . , 9, and 0 ≤ p ≤ 1. This decomposable Ω
is not what we are looking for, in fact it has a continuum of quartic zeros. The extremal
decomposable witnesses ηη† and (η˜η˜†)P each contribute two nonzero eigenvalues to the 8× 8
Hessian matrix GΩ at every zero, hence dimKerGΩ = 4 at every zero, unless p = 0 or p = 1
in which case dimKerGΩ = 6.
A second attempt is to choose eight product vectors ψi that are linearly dependent and
have linearly dependent partial conjugates ψ˜i. This almost works, but not quite. We may
construct a decomposable witness Ω with these zeros from two pure states orthogonal to all
ψi and two partially transposed pure states orthogonal to all ψ˜i. As a convex combination
of four extremal decomposable witnesses, each contributing two nonzero eigenvalues to each
8×8 Hessian matrix, Ω will be quadratic. Ω is determined by eight real parameters, including
a normalization constant, since Ω = ρ+ σP where ρ and σ are positive matrices of rank two,
with ρψi = σψ˜i = 0. The maximum number of independent constraints from eight quadratic
zeros is 72, giving dimKerU01 = 9, one more than the dimension of the set of decomposable
witnesses having these zeros. However, we find that Ω generically has more than the eight
prescribed zeros, increasing the number of independent constraints to 73. Hence, again the
constraints leave only the decomposable witnesses, none of which are quadratic and extremal.
The third and successful attempt is to choose seven product vectors with similar linear
dependencies. Denote by U(7)01 the corresponding linear system of constraints. The kernel of
U
(7)
01 is found, in two different cases, to have dimension 21 or 22. A decomposable witness
with the given product vectors as zeros has the form Ω7 = ρ+ σP where ρ and σ are positive
matrices of rank three. Hence, the set of such decomposable witnesses is 18 dimensional, so
that there are three or four dimensions in KerU(7)01 orthogonal to the face of decomposable
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witnesses. Defining Γ7 to lie in these three or four dimensions one can walk towards the
boundary of the face F7 = (KerU(7)01 ) ∩ S◦1 , finding Ω8 = Ω7 + tcΓ7 with eight zeros. Ω8 is
now guaranteed to be nondecomposable. Let U(8)01 be the system defined by these eight zeros,
defining the face F8 = (KerU(8)01 ) ∩ S◦1 . We find that KerU(8)01 has dimension nine less than
KerU(7)01 . Defining Γ8 ∈ KerU(8)01 , we locate an Ω9 ∈ F9, on the boundary of F8, with nine
zeros. The kernel of U(9)01 has dimension nine less than KerU
(8)
01 , i.e. three or four, hence there
is still freedom to move along F9. Doing so produces a quadratic extremal witness in 3 × 3
with 10 zeros rather than nine.
7 D-shaped faces of the set of witnesses in low dimensions
In this section we reveal a special geometry of next-to-extremal faces of S◦1 in 2× 4 and 3× 3
systems, related to the presence of decomposable witnesses.
Let Fk denote a face of S◦1 with interior points that are quadratic witnesses with k zeros.
This is typically what we find in the k-th iteration of Algorithm 1. A face F7 in dimension
2× 4, or F8 in dimension 3× 3, is the last face found before an extremal quadratic witness is
reached. These particular faces have a special geometry, because the number of zeros is one
less than the dimension of the Hilbert space, and as a result part of the boundary is a line
segment of decomposable witnesses.
A decomposable witness on such a face has the form
Ω = (1− p)ψψ† + p (ηη†)P, 0 ≤ p ≤ 1 , (86)
where ψ is orthogonal to the N − 1 product vectors φi ⊗ χi that are the zeros of all the
witnesses in the interior of the face, and η is orthogonal to the partially conjugated product
vectors φi ⊗ χ∗i . We take ψ and η to be normalized vectors, ψ†ψ = η†η = 1.
When we apply Algorithm 1 in 2 × 4 dimensions and find a quadratic extremal witness,
the generic case is that the face F7 is two dimensional. An example is shown in Figure 3. The
line segment of decomposable witnesses must be part of the boundary of the face F7, because
the interior of the face consists of quadratic witnesses with a fixed set of seven quadratic zeros,
whereas the decomposable witnesses have additional zeros and Hessian zeros, in fact infinitely
many quartic zeros. The rest of the boundary of the face is curved, and consists of quadratic
extremal witnesses with eight zeros. There is one exception, however, seen in the figure as a
kink in the curved part of the boundary, and this is a quadratic extremal witness with nine
zeros.
The interesting explanation is as follows. As we go along the curve consisting of quadratic
witnesses with eight zeros, seven zeros are fixed, they are the zeros defining the face. But
the eighth zero has to change along the curve, because any two points on this part of the
boundary can be joined by a line segment passing through the interior of the face, hence
these two boundary points can have only the seven zeros in common. Starting from the two
extremal decomposable witnesses ψψ† and (ηη†)P we get two curved sections of the boundary
where the eighth zero changes continuously. These two sections meet in one point which is
then a witness with two quadratic zeros in addition to the seven zeros defining the face.
Accordingly, this next-to-extremal face F7 is two dimensional and has the shape of a “D”,
where the straight edge is the line segment of decomposable witnesses and the round part
consists of quadratic extremal witnesses. Figure 3 is a numerically produced example of such
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Figure 3: A two dimensional face F7 ⊂ S◦1 obtained by applying Algorithm 1 in dimension
2×4. Distances are defined by the Hilbert–Schmidt metric. The straight line segment (dashed,
in red) consists of decomposable witnesses, its upper end point is a pure state, marked by a
diamond, and its lower end point is the partial transpose of a pure state, marked by a circle.
Starting from a quadratic witness with seven zeros, marked by the black dot, the curved
boundary of the face (in blue) was located by perturbing in all directions. Every point on
this curve represents an extremal witness with eight quadratic zeros, except at the kink in the
middle of the curved boundary where the witness has nine quadratic zeros. These extremal
witnesses are very nearly quartic. We show this by drawing another curved line (dashed, in
blue) where the first Hessian zero appears, that is, where one zero becomes quartic. This
dashed curve is only visible in the enlarged part of the figure.
a face. Along similar lines we expect that next-to-extremal faces in any 2 × Nb systems will
be either D-shaped, or line segments if by accident we hit the straight edge of the D.
In the case of F8 in 3×3 we can also construct the line segment of decomposable witnesses
on the boundary of F8. The remaining boundary will again consist of quadratic extremal
witnesses, this time with nine or ten zeros. This part of the boundary is a curved seven
dimensional surface, since the face itself is eight dimensional. Any two dimensional section of
F8 passing through the line segment of decomposable witnesses is shaped as a D. See Figure 4
for a numerically computed example.
Note that we can not guarantee that any choice of eight random product vectors gives rise
to such a D. Many choices may give rise to only the line segment of decomposable witnesses,
since there are inequality constraints that are not automatically satisfied, even if we are able
to satisfy the equality constraints that we have discussed here.
In other dimensions line segments of decomposable witnesses constructed from N−1 zeros
also define D-shaped faces, but the round part of the “D” will in those cases consist not of
extremal witnesses but of lower dimensional faces.
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Figure 4: A special two dimensional section of an eight dimensional face F8 ⊂ S◦1 obtained
from output of Algorithm 1 in dimension 3 × 3. This section passes through a straight line
segment of decomposable witnesses (dashed, in red) which is part of the boundary of the face.
The upper end point of the line segment is a pure state, marked by a diamond, and the lower
end point is the partial transpose of a pure state, marked by a circle. Starting from a quadratic
witness with eight zeros, marked by the black dot, the curved boundary of the face (in blue)
was located by perturbing in all directions in the plane. Every point on this curve represents
an extremal witness with nine quadratic zeros, except at the kink where the witness has ten
zeros. The curved dashed line (in blue) is where one zero becomes quartic.
8 Faces of the set of separable states
Our understanding of witnesses as exposed in Section 4 translates into an understanding of
faces of S1, the set of separable states. A face of a compact convex set is defined by the
extremal points it contains, and in the case of S1 the extremal points are the pure product
states. Alfsen and Shultz [16] describe faces of S1 in two categories, either simplexes defined
by at most max(Na, Nb) pure product states, or direct convex sums of faces isomorphic to ma-
trix algebras. According to our understanding these two categories correspond to quadratic
and certain quartic witnesses respectively. It has been known for some time that the set of
entanglement witnesses has unexposed faces. These questions have been studied by Chruś-
ciński and collaborators [28, 57]. In our understanding the unexposed faces of S◦1 are those
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containing quartic witnesses as interior points. The facial structure of various sets related to
quantum entanglement has been studied especially by Kye and collaborators [58].
In this section we describe faces of S1 defined by different types of witnesses. We state
some basic results which may be well known and which are actually quite generally valid
for any pair of dual convex cones. The distinction between exposed and unexposed faces is
central, and it would be interesting to know whether all the faces of the set of separable states
are exposed. We believe that this is true, although we have no proof. Some support for our
conjecture may be drawn from the known facts that both the set of density matrices and the
set of PPT states have only exposed faces.
To finish this section we point out how the facial structure of the set of separable states is
related to a question which is of practical importance when we want to test whether a given
state is separable. The question is how many pure product states we need, if the state is
separable, in order to write it as a convex combination of pure product states.
8.1 Duality of faces
Given any subset X ⊂ S1 we define its dual in S◦1 as
X ◦ = {Ω ∈ S◦1 | TrΩρ = 0 ∀ρ ∈ X } . (87)
Similarly, given any subset Y ⊂ S◦1 we define its dual in S1 as
Y◦ = { ρ ∈ S1 | TrΩρ = 0 ∀Ω ∈ Y } . (88)
We will assume here that X ◦ and Y◦ are nonempty, a minimum requirement is that X ⊂ ∂S1
and Y ⊂ ∂S◦1 . Then also X ◦ ⊂ ∂S◦1 and Y◦ ⊂ ∂S1.
There always exists one single ρ0 ∈ ∂S1 such that
X ◦ = {ρ0}◦ = {Ω ∈ S◦1 | TrΩρ0 = 0 } . (89)
In fact, every ρ ∈ X gives one linear constraint TrΩρ = 0 as part of the definition of X ◦. In
finite dimension at most a finite number of linear constraints can be independent, hence
X ◦ = {Ω ∈ S◦1 | TrΩρi = 0 for i = 1, 2, . . . , k } (90)
for some states ρ1, ρ2, . . . , ρk ∈ X . Define for example
ρ0 =
1
k
k∑
i=1
ρi . (91)
If X is not convex, it may happen that ρ0 /∈ X . Because TrΩρi ≥ 0 for i = 1, 2, . . . , k the
equation TrΩρ0 = 0 implies that TrΩρi = 0 for i = 1, 2, . . . , k and hence Ω ∈ X ◦.
Taking three times the dual we get that X ◦ = F◦ where F = X ◦◦ is the double dual of X .
Clearly F contains X , and by our next theorem F is an exposed face of S1.
Reasoning in the same way we conclude that it is always possible to find one single witness
Ω0 such that
Y◦ = {Ω0}◦ = { ρ ∈ S1 | TrΩ0ρ = 0 } , (92)
and an exposed face G of S◦1 containing Y, in fact G = Y◦◦, such that Y◦ = G◦.
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Theorem 8.1. X ◦ is an exposed face of S◦1 , and Y◦ is an exposed face of S1.
Proof. Assume that Ω ∈ X ◦ is a proper convex combination of Ω1,Ω2 ∈ S◦1 ,
Ω = (1− p)Ω1 + pΩ2 with 0 < p < 1 . (93)
We have to prove that Ω1,Ω2 ∈ X ◦. The assumption that Ω1,Ω2 ∈ S◦1 means that TrΩ1ρ ≥ 0
and TrΩ2ρ ≥ 0 for every ρ ∈ S1. For every ρ ∈ X we have in addition that
0 = TrΩρ = (1− p)TrΩ1ρ+ pTrΩ2ρ , (94)
and from this we conclude that TrΩ1ρ = TrΩ2ρ = 0. This proves that Ω1,Ω2 ∈ X ◦, so that
X ◦ is a face.
It is exposed because it is dual to one single ρ0 ∈ S1. In fact, the equation TrΛρ0 = 0 for Λ
defines a hyperplane of dimension N2− 2 in the N2− 1 dimensional affine space of Hermitian
N ×N matrices of unit trace.
The proof that Y◦ is an exposed face is entirely similar.
This theorem has the following converse.
Theorem 8.2. An exposed face of S◦1 is the dual of a separable state, and an exposed face of
S1 is the dual of a witness.
Proof. We prove the second half of the theorem, the first half is proved in a similar way.
An exposed face F of S1 is the intersection of S1 with a hyperplane given by an equation
for ρ ∈ H of the form TrΛρ = 0 where Λ ∈ H is fixed. The maximally mixed state ρ0 = I/N
is an interior point of S1, hence TrΛ = NTrΛρ0 6= 0 and we may impose the normalization
condition TrΛ = 1. We have to prove that Λ ∈ S◦1 , which means that TrΛρ ≥ 0 for all ρ ∈ S1.
Assume that there exists some ρ1 ∈ S1 with TrΛρ1 < 0. Choose any ρ2 ∈ S1 with
TrΛρ2 > 0, for example ρ2 = ρ0. Then ρ1, ρ2 6∈ F , since F is defined as the set of all ρ ∈ S1
having TrΛρ = 0. But there exists a proper convex combination ρ = (1 − p)ρ1 + pρ2 with
0 < p < 1 such that TrΛρ = 0, and hence ρ ∈ F , contradicting the assumption that F is a
face of S1.
We summarize Theorems 8.1 and 8.2 as follows.
Theorem 8.3. There is a one to one correspondence between exposed faces of S1 and exposed
faces of S◦1 . The faces in each pair are dual (orthogonal) to each other.
Since the extremal points of S1 are the pure product states, by Theorem 2.1 the extremal
points of a face F ∈ S1 are the pure product states contained in F . It follows that the extremal
points of the face Y◦ are the common zeros of all the witnesses in Y. We have actually proved
the following result.
Theorem 8.4. A set of product vectors in H is the complete set of zeros of some witness if
and only if they are the extremal points of an exposed face of S1 when regarded as states in S1.
The remaining question, to which we do not know the answer, is whether S1 has unexposed
faces. We state the following theorem, which actually holds not only for S1 but for any compact
convex set.
Theorem 8.5. Every proper face of S1 is contained in an exposed face of S1.
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Proof. Given a face F of S1, we have to prove that there exists a witness Ω such that F is
contained in the dual face Ω◦.
Choose ρ ∈ F , in the interior of F if F contains more than one point. Choose also a
separable state σ /∈ F , and define τ = (1 + t)ρ − tσ. Since F is a face, and τ ∈ S1 for
−1 ≤ t ≤ 0, we know that τ 6∈ S1 for every t > 0, and the set
Y(t) = {Λ ∈ S◦1g | TrΛτ ≤ 0 } (95)
is nonempty for every t > 0. Every Y(t) is a compact set, and Y(t1) ⊂ Y(t2) for 0 < t1 < t2.
Hence, the intersection of all sets Y(t) for t > 0 is nonempty and contains at least one witness
Ω such that TrΩτ ≤ 0 for every t > 0. Clearly we must then have TrΩρ = 0. Since TrΩρ = 0
for one point ρ in the interior of the face F , it follows that TrΩρ = 0 for every ρ ∈ F .
Unfortunately, this does not amount to a proof that F is exposed, because it might happen
that TrΩσ = 0 even though σ /∈ F .
8.2 Faces of D1 and P1
When discussing faces of S1, the set of separable states, it may be illuminating to consider the
simpler examples of faces of D1, the set of density matrices, and faces of P1, the set of PPT
states. Recall that D1 is selfdual, D◦1 = D1. The fact that all faces of D1 and P1 are exposed
may indicate that the same is true for all faces of S1.
A face F of D1 is a complete set of density matrices on a subspace U ⊂ H, thus there
is a one to one correspondence between faces of D1 and subspaces of H. A density matrix ρ
belongs to the face F when Img ρ ⊂ U , and it is an interior point of F when Img ρ = U .
It is straightforward to show that when ρ, σ ∈ D1 we have Tr ρσ = 0 if and only if
Img ρ ⊥ Imgσ. Hence, the dual, or opposite, face F◦ is the set of density matrices on the
subspace U⊥, the orthogonal complement of U . The double dual of F is F itself, F◦◦ = F ,
since (U⊥)⊥ = U .
Every proper face F of D1 is exposed, since it is the dual of an arbitrarily chosen interior
point σ ∈ F◦.
The definition P1 = D1 ∩ DP1 implies, by Theorem 2.2, that every face G of P1 is an
intersection G = E ∩ FP, where E and F are faces of D1. This is the geometrical meaning of
the procedure for finding extremal PPT states introduced in [34].
It follows that every face of P1 is exposed. In fact, the face G is dual to a decomposable
witness ρ+ σP where ρ, σ ∈ D, such that E is dual to ρ and F is dual to σ.
8.3 Unexposed faces of S◦1
The Choi–Lam witness ΩC , as given in equation (73) with θ = 0, a = c = 1, b = 0, is an
example of an extremal witness, a zero dimensional face of S◦1 , which is not exposed. The
three isolated product vectors defined in equation (74) and the continuum of product vectors
defined in equation (75), interpreted as states in S1, are the extremal points of the dual face
FC = {ΩC}◦ ⊂ S1. One may check both numerically and analytically that the face FC has
dimension 21. The separable states in the interior of FC have rank seven, since they are
constructed from product vectors in a seven dimensional subspace.
We find numerically that the constraints U0 and U1 associated with the zeros of ΩC define
a four dimensional face of S◦1 . This is then the dual face F◦C , the double dual of ΩC . The last
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four constraints needed to prove that ΩC is extremal come from the constraints U2 and U3
expressing the quartic nature of the zeros.
This is one example showing the mechanism for how faces of S◦1 may avoid being exposed.
In general, a witness Ω having one or more isolated quartic zeros will be an interior point of
an unexposed face. This unexposed face is then a face of a larger exposed face consisting of
witnesses having the same zeros as Ω, but such that all the isolated zeros are quadratic.
8.4 Simplex faces of S1
Theorem 8.4 expresses the relation between zeros of entanglement witnesses and exposed
faces of S1, the set of separable states. We do not know whether S1 has unexposed faces. We
consider first faces that are simplexes, having only a finite number of extremal points.
8.4.1 Faces of S1 dual to quadratic extremal witnesses
The exposed faces of S1 defined by extremal witnesses with only quadratic zeros are simplexes,
and as such are particularly simple to study. Given the product vectors ψi = φi ⊗ χi for i =
1, 2, . . . , k, with k = n+1, as the zeros of a quadratic extremal witness Ω. The corresponding
product states ρi = ψiψ
†
i are the vertices of an n-simplex, which is the exposed face Ω
◦ dual
to Ω.
Let ρ be an interior point of this face,
ρ =
k∑
i=1
pi ρi ,
k∑
i=0
pi = 1 , pi > 0 . (96)
According to Theorem 4.6, both ρ, constructed from the zeros φi⊗χi, and its partial transpose
ρP, constructed in the same way from the partially conjugated zeros φi ⊗ χ∗i , have full rank
N = NaNb. Thus, ρ lies not only in the interior of D1, the set of density matrices, but also in
the interior of P1, the set of PPT states.
This geometric fact has the following interesting consequence. Let λ denote the smallest
one among the eigenvalues of ρ and ρP, we know that 0 < λ < 1/N . Then we may construct
entangled PPT states from the separable state ρ and the maximally mixed state ρ0 as
σ = pρ+ (1 − p)ρ0 , 1 < p ≤ 1
1−Nλ . (97)
The number of zeros of generic quadratic extremal witnesses presented in Table 1 has
consequences also for the geometry of S1. In dimensions 2 × 4 and 3 × 3 such a witness will
have N zeros and define a face of S1 in the interior of P1 ⊂ D1. The boundary of this face will
consist of other faces of S1 defined by less than N zeros, accordingly these faces are located
inside faces of D1 on the boundary of D1. In higher dimensions such a witness has more than
N zeros, and defines a face of S1 also in the interior of D1, but such that its boundary contains
faces still in the interior of D1. In this way the geometry of S1 in relation to D1 becomes more
and more complicated as the dimensions increase.
8.4.2 Some numerical results
In an attempt to learn more about the geometry of simplex faces we have studied numerically
in dimension 3 × 3 the faces of S1 dual to generic quadratic extremal witnesses. They are
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8-simplexes, each defined by nine linearly independent pure product states that are the zeros
of the witness. Our sample consisted of 171 extremal witnesses found in random numerical
searches.
Volumes
Define the edge length factors fij = d2ij = ‖ρi − ρj‖2 in the Hilbert–Schmidt norm, and the
symmetric (n+ 2)× (n+ 2) Cayley–Menger matrix
D =


0 1 1 · · · 1
1 0 f12 · · · f1k
1 f21 0 · · · f2k
...
...
...
. . . · · ·
1 fk1 fk2 · · · 0

 . (98)
The volume of this n-simplex is then given by
V =
√
|det(D)|
2n n!
. (99)
The volume of the regular n-simplex with edge length s is
Vreg =
sn
n!
√
n+ 1
2n
. (100)
The maximal distance between two pure states is
√
2, when the states are orthogonal. For
n = 8 and s =
√
2 we have Vreg = 3/8! ≈ 7.440 × 10−5.
Due to the highly irregular shapes we find volumes of the faces varying over five orders of
magnitude. Since we regard density matrices related by SL⊗SL transformations as equivalent,
a natural question is how regular these simplexes can be made by such transformations, in
other words, what is the maximum volume V ∗ we may obtain. Figure 5 shows our data for
the ratio V ∗/Vreg. There is some variation left in this ratio, indicating that the 8-simplexes
are genuinely irregular.
Positions relative to the maximally mixed state
The second geometric property we have studied is the distance from the maximally mixed
state to the center of each simplex face, defined as the average of the vertices,
ρc =
1
k
k∑
i=1
ρi . (101)
We compare this distance to the radius of the maximal ball of separable states centered around
the maximally mixed state [13]
Rm =
1√
N(N − 1) . (102)
For N = 3 × 3 we have Rm = 1/
√
72 ≈ 0.1179. The distance dc = ‖ρc − ρ0‖ can be
minimized by SL ⊗ SL transformations on ρc, resulting in a unique minimal distance d∗c for
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Figure 5: Ratio of volumes V ∗ and Vreg of 8-simplex faces of S1 in 3 × 3. V ∗ is the simplex
volume maximized under SL ⊗ SL transformations, and Vreg is the volume of the regular
simplex of orthogonal pure product states.
each equivalence class of faces. Figure 6 shows our data for the ratio d∗c/Rm. We see that
d∗c does not saturate the lower bound Rm, and this is another indication of the intrinsic
irregularity of the 8-simplexes.
The third property studied is the orientation of each simplex relative to the maximally
mixed state ρ0. On a given face there exists a unique state ρmin closest to ρ0, the minimum
distance is dmin = ‖ρmin − ρ0‖. In dimension N = NaNb the distance from any pure state to
the maximally mixed state ρ0 is
√
(N − 1)/N , and in our case this gives an upper limit
dmin <
√
8
9
≈ 0.9428 . (103)
With our sample of 171 faces it happens in only four cases, or 2%, that ρmin lies in the
interior of the face and has the full rank nine. In the remaining 98% of the cases, ρmin lies on
the boundary of the face and has lower rank.
Figure 7 shows the rank and distance for the state ρmin in each face in our sample. We see a
tendency that the minimum distance dmin is smaller when the rank of ρmin is higher. This con-
firms our expectation that the most regular simplex faces are positioned most symmetrically
relative to the maximally mixed state, and also come closest to this state.
We find numerically that if we generate an 8-simplex by generating a random set of nine
pure product states, then ρmin will lie in the interior of the simplex and have full rank in about
90% of the cases. Also we observe no ranks smaller than six. Thus, Figure 7 proves that a
simplex face generated by a random search for an extremal witness looks very different from
a randomly generated simplex. A random set of product vectors that define an 8-simplex will
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Figure 6: Ratio of distances d∗c and Rm for 8-simplex faces of S1 in dimension 3× 3. d∗c is the
distance from the center of the face minimized under SL⊗ SL transformations, and Rm is the
radius of the maximal ball of separable states. The points are plotted in the same order as in
Figure 5.
in general not be the zeros of an entanglement witness, and the simplex will not be a face of
S1.
8.5 Other types of faces of S1
To every entanglement witness there corresponds an exposed face of S1, and the great variety
of entanglement witnesses implies a similar variety of faces of S1. The class of simplex faces,
having only a finite number of extremal points, is rather special, other faces may have only
continuous sets of extremal points, or both discrete and continuous subsets of extremal points.
Some special examples in dimension 3× 3 may serve as illustrations.
The Choi–Lam witness is a good example. It has three discrete zeros and one continuous
set of zeros, and these zeros in their role as pure product states are the extremal points of a
face of S1.
An extremal decomposable witness, i.e. a pure state or the partial transpose of a pure
state, defines a face of S1 with one single continuous set of extremal points. To be more
specific, consider a pure state Ω = ψψ†, then the zeros of Ω are the product vectors orthogonal
to ψ. We consider two typical cases.
One example is the product vector ψ = e1 ⊗ e1. Then the zeros are the product vectors
φ⊗ χ = (a1e1 + a2e2 + a3e3)⊗ (b1e1 + b2e2 + b3e3) (104)
with either a1 = 0 or b1 = 0. These product vectors produce pure product states belonging
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Figure 7: The rank of ρmin and its distance dmin from the maximally mixed state for 8-simplex
faces in dimension 3×3. The faces are derived from our set of quadratic extremal entanglement
witnesses found in random searches using Algorithm 1.
to a full matrix algebra in dimension 2× 3 if a1 = 0, and in dimension 3× 2 if b1 = 0. They
are the extremal points of a face of the type called in [16] a convex combination of matrix
algebras.
Another example is the Bell type entangled pure state
ψ =
1√
3
(e1 ⊗ e1 + e2 ⊗ e2 + e3 ⊗ e3) . (105)
The zeros in this case are the product vectors as in equation (104) with
a1b1 + a2b2 + a3b3 = 0 . (106)
For every vector φ = a1e1 + a2e2 + a3e3 there is a two dimensional subspace of vectors
χ = b1e1+ b2e2+ b3e3 satisfying this orthogonality condition. And vice versa, for every vector
χ there is a two dimensional subspace of vectors φ. These pure product states are the extremal
points of a face which is neither a simplex nor a convex combination of matrix algebras.
8.6 Minimal convex decomposition
We know that any point in a compact convex set may be written as a convex combination of
extremal points, but if we want to do the decomposition in practice an important question is
how many extremal points we need. We would like to know a minimal number of extremal
points that is sufficient for all points. The facial structure of the set is then relevant.
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The theorem of Carathéodory gives a sufficient number of extremal points as n+ 1 where
n is the dimension of the set [40]. However, the set D1 of normalized density matrices is an
example where one can do much better. The dimension of the set is n = N2 − 1, where N
is the dimension of the Hilbert space, but the spectral representation of a density matrix in
terms of its eigenvalues and eigenvectors is a decomposition using only N extremal points. In
order to see how this number N is related to the facial structure of D1, consider the following
proof of Carathéodory’s theorem.
Any point x in a compact convex set C is either extremal or an interior point of a unique
face F1, which might be the whole set C. If x is not extremal it may be written as a convex
combination
x = (1− p1)x1 + p1y1 , (107)
where x1 is an arbitrary extremal point of F1 and y1 is another boundary point of F1. If y1
is extremal we define x2 = y1, otherwise y1 is an interior point of a proper face F2 of F1, and
we write
y1 = (1− p2)x2 + p2y2 , (108)
where x2 is an extremal point of F2 and y2 is a boundary point of F2. Continuing this process
we obtain a decomposition of x as a convex combination of extremal points x1, x2, . . . , xk ∈ C,
and a sequence F1 ⊃ F2 ⊃ . . . ⊃ Fk of faces of decreasing dimensions
n ≥ n1 > n2 > . . . > nk = 0 . (109)
The length of the sequence is k, and the obvious inequality k ≤ n + 1 is Carathéodory’s
theorem.
For the set D1 of normalized density matrices the longest possible sequence of face dimen-
sions has length N , it is
N2 − 1 > (N − 1)2 − 1 > . . . > (N − j)2 − 1 > . . . > 8 > 3 > 0 . (110)
In general, we decompose an arbitrary density matrix ρ of rank r as a convex combination of
r pure states that may be eigenvectors of ρ, but need not be.
We may apply this procedure to the decomposition of an arbitrary separable state as a
convex combination of pure product states. As we see, the number of pure product states we
have to use depends very much on the facial structure of the set of separable states. It might
happen, for example, that the face F2 is the dual of a quadratic witness, and then it contains
only a finite number of pure product states, much smaller than the dimension N2 − 1 of the
set S1 of normalized separable states. Recall that the pure product states in such a face are
the zeros of the witness, and the number of zeros is largest when the witness is extremal.
In the generic case the number of zeros of a quadratic extremal witness is nc, as given by
equation (44) and tabulated in Table 1.
It seems likely therefore that also in the decomposition of separable states one could do
much better than the N2 pure product states guaranteed by Carathéodory’s theorem. We
consider this an interesting open problem for further study.
9 Optimal and extremal witnesses
The notion of optimal entanglement witnesses was developed by Lewenstein et al. [26, 29].
In this section we comment briefly on the relation between optimal and extremal witnesses.
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In systems of dimension 2 × Nb and 3 × 3 the two concepts are, at least generically, closely
related. This has significant geometric consequences.
Recall the definition that a witness Ω is extremal if and only if there does not exist two
other witnesses Ω0 and Ω1 such that
Ω = (1− p)Ω0 + pΩ1 , 0 < p < 1 . (111)
Lewenstein et al. introduce two different concepts of optimality and give two necessary
and sufficient conditions for optimality, similar to the condition for extremality [26]. By their
Theorem 1, a witness Ω is optimal if and only if it is not a convex combination of this form
where Ω1 is a positive semidefinite matrix. By their Theorem 1(b), Ω is nondecomposable
optimal if and only if it is not a convex combination of this form where Ω1 is a decomposable
witness. Obviously, extremal witnesses are optimal by both optimality criteria.
Ha and Kye give examples to show that an optimal witness which is nondecomposable
need not be nondecomposable optimal according to the definition of Lewenstein et al., hence
they propose to replace the ambiguous term “nondecomposable optimal witness” by “optimal
PPTES witness”, where PPTES refers to entangled states with positive partial transpose [59].
Here we will use the original terminology.
Note that the criterion for optimality is not invariant under partial transposition, hence
a witness Ω may be optimal while its partial transpose ΩP is not optimal, and vice versa.
The criterion for nondecomposable optimality, on the other hand, is invariant under partial
transposition, so that Ω is nondecomposable optimal if and only if ΩP is nondecomposable
optimal.
Apparently the condition of being extremal is stricter than those of being optimal or
nondecomposable optimal. Accordingly there should, in general, exist plenty of nonextremal
witnesses that are either optimal or nondecomposable optimal. We now investigate this ques-
tion further in the spirit of Theorem 4.6. The following sufficient optimality conditions were
proved by Lewenstein et al. [26]
Theorem 9.1. A witness Ω is optimal if its zeros span the Hilbert space.
Ω is nondecomposable optimal if its zeros span the Hilbert space, and at the same time its
partially conjugated zeros span the Hilbert space.
Proof. Equation (111) implies that the zeros and Hessian zeros of Ω are also zeros and Hessian
zeros of Ω0 and Ω1. But if Ω1 is positive semidefinite and its zeros span the Hilbert space,
then Ω1 = 0. Similarly, if Ω1 is decomposable and its zeros and partially conjugated zeros
both span the Hilbert space, then Ω1 = 0.
For a quadratic witness these conditions are not only sufficient but also necessary.
Theorem 9.2. Let Ω be a quadratic witness.
Then Ω is optimal if and only if its zeros span the Hilbert space.
Ω is nondecomposable optimal if and only if its zeros span the Hilbert space and its partially
conjugated zeros also span the Hilbert space.
Hence, by Theorem 5.1, if Ω is nondecomposable optimal it is nondecomposable.
Proof. We have to prove the “only if” part, and we reason like in the proofs of Theorem 4.6
and Theorem 4.3. If the zeros do not span the Hilbert space, there exists a vector ψ orthogonal
to all zeros, and we define Ω1 = ψψ†. Then the zeros of Ω1 include the zeros of Ω, and we
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know that Ω1 6= Ω because Ω is quadratic and Ω1 is quartic. The line segment from Ω1 to Ω
consists of witnesses having exactly the same zeros and Hessian zeros as Ω (Ω has no Hessian
zeros since it is quadratic). By Theorem 4.2 this line segment can be prolonged within S◦1 so
that it gets Ω as an interior point. Hence Ω is neither optimal nor nondecomposable optimal.
If the partially conjugated zeros do not span the Hilbert space, then there exists a vector
η orthogonal to all the partially conjugated zeros. Now we define Ω1 = (ηη†)P, and use it in
the same way as a counterexample to prove that Ω is not nondecomposable optimal.
It is known that the equivalence between optimality and the spanning property holds also
in the case of decomposable witnesses in 2×Nb dimensions. Augusiak, Tura and Lewenstein
proved the following result [60]
Theorem 9.3. Let Ω be a decomposable witness in 2 × Nb dimensions, then the following
conditions are equivalent.
i) Ω is optimal;
ii) The zeros of Ω span the Hilbert space;
iii) Ω = σP, where σ > 0 and Img σ contains no product vectors.
A subspace containing no product vectors is often called a completely entangled subspace.
Obviously, Ω is not extremal unless σ is a pure state. It is also known that for dimensions 3×3
and higher, there exist optimal decomposable witnesses without the spanning property [61].
Lewenstein et al. also give an optimality test for quartic witnesses without the spanning
property. Since we do not have a complete understanding of constraints from quartic zeros, we
leave the relation between nondecomposable optimality and extremality of quartic witnesses
as an open problem.
In dimensions 3 × 3 and 2 × Nb, a witness with doubly spanning zeros will generically
be extremal, by Theorem 4.7, and hence both optimal and nondecomposable optimal. From
Table 1 we see that in higher dimensions the number of zeros of a quadratic extremal witness
must be larger than the Hilbert space dimension N = NaNb. Hence nonextremal witnesses
with doubly spanning zeros must be very common, so that nondecomposable optimality is
a significantly weaker property than extremality. In particular, when we search for generic
quadratic extremal witnesses and reach the stage where the witnesses have N or more zeros,
then every face of S◦1 we encounter will consist entirely of nondecomposable optimal witnesses,
most of which are not extremal.
The observations made above give a picture of increasingly complicated geometry as di-
mensions increase. In dimensions 2 × 2 and 2 × 3 every witness is decomposable [11, 14]. In
2×Nb and 3×3 a generic quadratic witness is either nondecomposable optimal and extremal,
or it is neither. In higher dimensions there exist an abundance of nondecomposable optimal
nonextremal witnesses.
10 The SPA separability conjecture
Horodecki and Ekert introduced the concept of a “structural physical approximation” (SPA)
of a non-physical map that can be used as a mathematical operation for detecting entangle-
ment [30,31]. The SPA is a physical map and may be implemented in an experimental setup.
An example is partial transposition, where the transposition map is applied to one subsystem.
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The transposition map is unphysical, since it is not completely positive, hence the need for an
SPA.
The Jamiołkowski isomorphism relates positive maps and entanglement witnesses, and
the SPA of a witness Ω is usually defined as the nearest positive matrix that is a convex
combination of Ω and the maximally mixed state I/N . The witness itself corresponds to a
map which is positive but not completely positive, whereas its SPA corresponds to a completely
positive map. Define
Σ(p) = (1− p)Ω + p
N
I , (112)
and let
– p0 be the smallest value of p such that Σ(p) is a separable density matrix;
– p1 be the smallest value of p such that Σ(p) is a density matrix;
– p2 be the smallest value of p such that (Σ(p))P is a density matrix.
If λ1 ≤ 0 and λ2 ≤ 0 are the lowest eigenvalues of Ω and ΩP respectively, then
p1 = − Nλ1
1−Nλ1 , p2 = −
Nλ2
1−Nλ2 . (113)
The SPA of Ω is defined in [32] as Ω˜ = Σ(p1).
Clearly p0 ≥ p1 and p0 ≥ p2, but we may have either p1 < p2, p1 = p2, or p1 > p2. The
SPA of Ω is a PPT state if and only if p1 ≥ p2. It follows directly from the definitions that
the SPA of the witness ΩP is (Σ(p2))P, and this is a PPT state if and only if p2 ≥ p1.
The so called SPA separability conjecture was put forward by Korbicz et al., and states
that the SPA of an optimal entanglement witness is always a separable density matrix [32].
Thus for optimal witnesses we should have p0 = p1 ≥ p2. One reason for the interest in this
conjecture is that separability simplifies the physical implementation of the corresponding
map.
The conjecture was supported by several explicit constructions [52,56,62,63]. In particular,
it is true for extremal decomposable witnesses, that is, for witnesses of the form Ω = (ψψ†)P
where ψ is an entangled vector [32,52]. Note that in this case ΩP = ψψ† is not an entanglement
witness, according to the standard definition that a witness must have at least one negative
eigenvalue. According to our definition a witness is not required to have negative eigenvalues,
thus we define ψψ† to be an extremal decomposable witness.
Counterexamples to the SPA conjecture are known. It was shown recently by Chruściński
and Sarbicki that the SPA of an optimal but non-extremal decomposable witness, of the form
Ω = σP with σ ≥ 0 of rank three, may be entangled, although it is automatically a PPT
state [64]. This counterexample leaves open the possibility that the conjecture may hold for
all such witnesses in dimensions 2×Nb with Nb ≥ 4.
Counterexamples of the form of the generalized Choi witness, Equation (73), have been
given by Ha and Kye and by Størmer [33, 41]. With the parameter values considered by
Størmer we find that the witnesses are not extremal, and their SPAs are entangled because
they are not PPT states. More interesting are the parameter values considered by Ha and
Kye, because they give extremal witnesses with SPAs that are entangled PPT states. We
describe these witnesses in some more detail below.
The SPA conjecture applies directly to extremal entanglement witnesses, since they are
optimal. If Ω is an extremal witness, then so is the partial transpose ΩP. However, if the
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SPA of Ω is a PPT state, then the SPA of ΩP is usually not, and vice versa. This means
that the original SPA conjecture can not be true both for Ω and ΩP, simply because separable
states are PPT states. Ha and Kye gave essentially this argument in [33]. What saves the
SPA conjecture in the case of an extremal decomposable witness Ω = (ψψ†)P and its partial
transpose ΩP = ψψ† is that the latter is excluded by the standard definition.
An obvious modification of the conjecture would be to redefine the SPA as the nearest PPT
matrix instead of the nearest positive matrix. In the case of a pair of extremal witnesses Ω and
ΩP the modified conjecture holds either for both or for none. Since the original SPA conjecture
holds for extremal decomposable witnesses Ω = (ψψ†)P, the modified SPA conjecture holds
for ΩP = ψψ†, which is an extremal decomposable witness according to our definition.
The counterexamples cited above disprove also this modified separability conjecture in its
full generality, including some extremal nondecomposable witnesses. However, we want to
point out that the known counterexamples are rather nongeneric. Therefore we have made
a small numerical investigation of how the modified conjecture works for generic quadratic
extremal witnesses. We are unable to draw a definitive conclusion because of the limited
numerical precision of our separability test.
The counterexample of Ha and Kye
The generalized Choi witness, Equation (73), contains four parameters a, b, c, θ. It is required
here that 2/3 ≤ a < 1. Each value of a gives twelve different witnesses, depending on two
arbitrary signs and one arbitrary angle θ1 = 0,±2pi/3. We define
a1 =
√
1− (1− a)2
2
, a2 =
√
1− 9(1− a)2
2
,
b =
a1 ± a2
2
, c = a1 − b ,
θ0 = arccos
(
a+ a1
2
)
, θ = ±θ0 + θ1 . (114)
The unnormalized SPA of this witness Ω is ρ = Ω+ a1I, of rank eight, and the SPA of ΩP is
ρP, of rank six. Thus ρ is a PPT state. The kernel of ρ is spanned by the vector ψ(0), and the
kernel of ρP is spanned by ψ(1), ψ(2), ψ(3) where
(ψ(0), ψ(1), ψ(2), ψ(3)) =


1 0 0 0
0 eiθ 0 0
0 0 c+ a1 0
0 c+ a1 0 0
e−iθ1 0 0 0
0 0 0 eiθ
0 0 eiθ 0
0 0 0 c+ a1
eiθ1 0 0 0


. (115)
A separable state σ satisfies the range criterion that Imgσ is spanned by product vectors
such that the partially conjugated product vectors span ImgσP. The present PPT state ρ is
entangled, in fact it is a so called edge state, violating the range criterion maximally. It is
straightforward to verify that there exists no product vector ϕ ⊗ χ orthogonal to ψ(0) such
that ϕ⊗ χ∗ is orthogonal to all of ψ(1), ψ(2), ψ(3).
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3× 3 3× 4
Ω 81 41
ΩP 90 24
Table 4: Number of cases where the SPA of Ω or ΩP is a PPT state, when Ω is a quadratic
extremal witness found numerically in dimension 3× 3 or 3× 4.
Generic quadratic extremal witnesses
When we find an extremal witness Ω in a random numerical search by Algorithm 1, presumably
the probabilities of finding Ω and ΩP are equal. Hence we expect to have about fifty per cent
probability of finding an extremal witness with an SPA which is a PPT state. This is also
what we see in practice.
For each extremal witness Ω found in dimensions 3 × 3 and 3 × 4 we have computed the
SPA of Ω and of ΩP. As expected, in each case one SPA is a PPT state and the other one
is not. The number of PPT states in our numerical searches originating from the quadratic
witnesses Ω or ΩP, is listed in Table 4.
Since the original separability conjecture of Korbicz et al. fails both in the generic case and
by non-generic counterexamples, a natural question is whether the SPA is always separable
when it is a PPT state. As mentioned there are counterexamples in [33, 41]. On the other
hand, these counterexamples are rather special, and there remains a possibility that the SPA
of a generic extremal witness with only quadratic zeros could be separable if it is a PPT state.
For this reason, in our numerical examples we have tried to check the separability of the
SPA whenever it is a PPT state. We find that it is always very close to being separable, in no
case are we able to conclude that it is certainly not separable. Unfortunately, our numerical
separability test is not sufficiently precise that we may state with any conviction the opposite
conclusion that the state is separable.
In view of the known examples and counterexamples the status of the modified SPA
separability conjecture, which defines the SPA as a PPT state, is not completely clear. It
would be interesting to know some simple criterion for exactly when it is true. This may also
be regarded as one aspect of the more general question of which border states of the set of
separable states are also border states of the set of PPT states.
On the other hand, if we regard separability as an essential property of the SPA, it seems
that the natural solution would be to define the SPA by the parameter value p = p0, where
Σ(p) first becomes separable, rather than by the value p = p1, where Σ(p) first becomes
positive, or by p = max(p1, p2), where Σ(p) first becomes a PPT state.
11 A real problem in a complex cloak
We want to outline here a different approach to the problem of describing the convex cone
S◦ of entanglement witnesses, where we regard it as a real rather than a complex problem.
This means that we treat S◦1 as a subset of a higher dimensional compact convex set. We are
motivated by the observation that the problem is intrinsically real, since H is a real vector
space, fΩ is a real valued function, and some of the constraints discussed in Section 3 are
explicitly real. In particular, the second derivative matrix, the Hessian, defining constraints
at a quartic zero of a witness is a real and not a complex matrix.
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Another motivation is the possibility of expressing the extremal points of S◦1 as convex
combinations of extremal points of the larger set. As an example we show how a pure state
as a witness is a convex combination of real witnesses that are not of the complex form.
In order to arrive at an explicitly real formulation of the problem we proceed as follows.
Define J : R2Na → CNa and K : R2Nb → CNb as
J = (Ia, iIa) , K = (Ib, iIb) , (116)
and define
Z = (J ⊗K)†Ω(J ⊗K) . (117)
Then if φ = Jx and χ = Ky we have that
gZ(x, y) = (x⊗ y)TZ(x⊗ y) = (φ⊗ χ)†Ω(φ⊗ χ) = fΩ(φ, χ) . (118)
Since Z is a Hermitian matrix, its real part is symmetric and its imaginary part antisymmetric.
The expectation value gZ(x, y) is real because only the symmetric part of Z contributes.
Furthermore, only the part of Z that is symmetric under partial transposition contributes.
Hence gZ(x, y) = gW (x, y) when we define
W =
1
2
Re (Z + ZP ) . (119)
Since J ⊗K = (Ia ⊗K, iIa ⊗K) is an N × (4N) matrix, Z is a (4N) × (4N) matrix,
Z =
(
X iX
−iX X
)
, (120)
where X is a (2N)× (2N) matrix,
X = (Ia ⊗K)†Ω(Ia ⊗K) . (121)
The partial transposition of Z transposes submatrices of size (2Nb)× (2Nb).
We may now replace the complex biquadratic form fΩ by the real form gW , and repeat the
analysis in Section 3 almost unchanged. We therefore see that complex witnesses in dimension
N = Na ×Nb correspond naturally to real witnesses in (2Na)× (2Nb) = 4N .
Write the matrix elements of Ω as
(Ωik)jl = Ωij;kl . (122)
In this notation, Ωik is an Nb ×Nb submatrix of the N ×N matrix Ω. Then we have that
Xik = K
†ΩikK =
(
Ωik iΩik
−iΩik Ωik
)
. (123)
The complex matrix Ωik may always be decomposed as
Ωik = Aik +Bik + i (Cik +Dik) , (124)
where Aik, Bik, Cik,Dik are real matrices, and Aik, Cik are symmetric, Bik,Dik are antisym-
metric. The Hermiticity of Ω means that
Ωik = (Ωki)
† = Aki −Bki − i (Cki −Dki) , (125)
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or equivalently,
Aki = Aik , Bki = −Bik , Cki = −Cik , Dki = Dik . (126)
In particular,
Bii = Cii = 0 . (127)
We finally arrive at the following explicit relation between the complex witness Ω and the
real witness W ,
W =
(
U −V
V U
)
, (128)
with
Uik =
1
2
Re (Xik +X
T
ik) =
(
Aik −Dik
Dik Aik
)
,
Vik =
1
2
Im (Xik +X
T
ik) =
(
Cik Bik
−Bik Cik
)
. (129)
Note that the (2Nb)×(2Nb) matrices Uik and Vik are symmetric by construction, Uik = (Uik)T
and Vik = (Vik)T. This means that W is symmetric under partial transposition, WP =W .
It also follows from the equations (129) and (126) that Uki = Uik and Vki = −Vik. This
means that the (2N) × (2N) matrix U is symmetric, UT = U because
(UT )ik = (Uki)
T = Uki = Uik , (130)
whereas V is antisymmetric, V T = −V because
(V T )ik = (Vki)
T = Vki = −Vik . (131)
This means that W is symmetric, W T =W .
11.1 A pure state as a witness
If Ω is a pure state, Ω = ψψ† with ψ†ψ = 1, then
fΩ(φ, χ) = (φ⊗ χ)†Ω(φ⊗ χ) = |z|2 = (Re z)2 + (Im z)2 , (132)
with
z = (φ⊗ χ)†ψ = (x⊗ y)T (J ⊗K)†ψ . (133)
We have seen that Ω is extremal in S◦1 , but we see now that it is not extremal in the larger
set of real witnesses that are not of the complex form given in equation (128).
Write ψ = a+ ib with a, b real, and
p = (J ⊗K)†ψ =
(
q
−iq
)
, (134)
with
q = (Ia ⊗K)†ψ . (135)
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Here q is a (2N) × 1 matrix, and if we write qi with i = 1, 2, . . . , Na for the submatrices of
size (2Nb)× 1, we have that
qi = K
†ψi =
(
ψi
−iψi
)
=
(
ai + ibi
bi − iai
)
= ri + isi , (136)
with
ri =
(
ai
bi
)
, si =
(
bi
−ai
)
. (137)
We now have that
(Re z)2 = (x⊗ y)TZr(x⊗ y) , (Im z)2 = (x⊗ y)TZi(x⊗ y) , (138)
with
Zr = (Re p)(Re p)
T =
(
rrT rsT
srT ssT
)
,
Zi = (Im p)(Im p)
T =
(
ssT −srT
−rsT rrT
)
. (139)
These two matrices are symmetric, ZTr = Zr and Z
T
i = Zi, but we should also make them
symmetric under partial transposition. Therefore we replace them by the matrices
Wr =
1
2
(Zr + Z
P
r ) =
(
A B
C D
)
,
Wi =
1
2
(Zi + Z
P
i ) =
(
D −C
−B A
)
, (140)
where
Aik =
1
2
(rir
T
k + rkr
T
i ) =
1
2
(
aia
T
k + aka
T
i aib
T
k + akb
T
i
bia
T
k + bka
T
i bib
T
k + bkb
T
i
)
,
Bik =
1
2
(ris
T
k + skr
T
i ) =
1
2
(
aib
T
k + bka
T
i −aiaTk + bkbTi
bib
T
k − akaTi −biaTk − akbTi
)
,
Cik =
1
2
(sir
T
k + rks
T
i ) =
1
2
(
bia
T
k + akb
T
i bib
T
k − akaTi
−aiaTk + bkbTi −aibTk − bkaTi
)
,
Dik =
1
2
(sis
T
k + sks
T
i ) =
1
2
(
bib
T
k + bkb
T
i −biaTk − bkaTi
−aibTk − akbTi aiaTk + akaTi
)
. (141)
12 Summary and outlook
In this article we have approached the problem of distinguishing entangled quantum states
from separable states through the related problem of classifying and understanding entan-
glement witnesses. We have studied in particular the extremal entanglement witnesses from
which all other witnesses may be constructed. We give necessary and sufficient conditions for a
witness to be extremal, in terms of the zeros and Hessian zeros of the witness, and in terms of
linear constraints on the witness imposed by the existence of zeros. The extremality conditions
lead to systematic methods for constructing numerical examples of extremal witnesses.
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We find that the distinction between quadratic and quartic zeros is all important when
we classify extremal witnesses. Nearly all extremal witnesses found in random searches are
quadratic, having only quadratic zeros. There is a minimum number of zeros a quadratic
witness must have in order to be extremal, and most of the quadratic extremal witnesses have
this minimum number of zeros. To our knowledge, extremal witnesses of this type have never
been observed before, even though they are by far the most common.
The number of zeros of a quadratic extremal witness increases faster than the Hilbert space
dimension. Since a witness is optimal if its zeros span the Hilbert space, this implies that in
all but the lowest dimensions witnesses may be optimal and yet be very far from extremal.
The facial structures of the convex set of separable states and the convex set of witnesses
are closely related. The zeros of a witness, whether quadratic or quartic, always define an
exposed face of the set of separable states. The other way around, an exposed face of the set
of separable states is defined by a set of pure product states that are the zeros of some witness,
in fact, they are the common zeros of all the witnesses in a face of the set of witnesses. The
existence of witnesses with quartic zeros is the root of the existence of nonexposed faces of the
set of witnesses. It is unknown to us whether the set of separable states has unexposed faces.
One possible way to test whether or not a given state is separable is to try to decompose
it as a convex combination of pure product states. In such a test it is of great practical
importance to know the number of pure product states that is needed in the worst case. The
general theorem of Carathéodory provides a limit of n + 1 where n is the dimension of the
set, but this is a rather large number, and an interesting unsolved problem is to improve this
limit, if possible. We point out that this is a question closely related to the facial structure of
the set of separable states, which in turn is related to the set of entanglement witnesses.
Another unsolved problem we may mention here again is the following. We have found
a procedure for constructing an extremal witness from its zeros and Hessian zeros, but an
arbitrarily chosen set of zeros and Hessian zeros does not in general define an extremal en-
tanglement witness. How do we construct an extremal witness by choosing a set of zeros and
Hessian zeros we want it to have? Clearly this is a much more complicated problem than the
trivial problem of constructing a polynomial in one variable from its zeros.
In conclusion, by studying the extremal entanglement witnesses we have made some small
progress towards understanding the convex sets of witnesses and separable mixed states. But
this has also made the complexity of the problem even more clear than it was before. The main
complication is the fact that zeros of extremal witnesses may be quartic, since this opens up
an almost unlimited range of variability among the quartic witnesses. A full understanding of
this variability seems a very distant goal. Nevertheless we believe that it is useful to pursue the
study of extremal witnesses in order to learn more about the geometry of the set of separable
states, and it is rather clear that a combination of analytical and numerical methods will be
needed also in future work.
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A Explicit expressions for positivity constraints
We show here explicit expressions for the constraints developed in Section 3.1.
Given a zero (φ0, χ0), let jm for m = 1, . . . , 2(Na− 1) be the column vectors of the matrix
J0. We construct them for example from an orthonormal basis φ0, φ1, . . . , φNa−1 of Ha, taking
j2l−1 = φl, j2l = iφl for l = 1, . . . , Na − 1. Similarly, let kn for n = 1, . . . , 2(Nb − 1) be the
column vectors of K0.
Then the equations T0Ω = 0, T1Ω = 0 may be written as
Tr (E0Ω) = 0 , Tr (E1mΩ) = 0 , Tr (E
2
nΩ) = 0 , (142)
with
E0 = φ0φ
†
0 ⊗ χ0χ†0 ,
E1m = (jmφ
†
0 + φ0j
†
m)⊗ χ0χ†0 ,
E2n = φ0φ
†
0 ⊗ (knχ†0 + χ0k†n) . (143)
With zi ∈ KerGΩ, zTi = (xTi , yTi ) and ξi = J0xi, ζi = K0yi, for i = 1, . . . ,K, the
constraints (T2Ω)i = 0 given in equation (32) may be written explicitly as follows,
Tr (F 1imΩ) = 0 , Tr (F
2
inΩ) = 0 , (144)
with
F 1im = (ξij
†
m + jmξ
†
i )⊗ χ0χ†0 + (φ0j†m + jmφ†0)⊗ (ζiχ†0 + χ0ζ†i ) ,
F 2in = φ0φ
†
0 ⊗ (ζik†n + knζ†i ) + (ξiφ†0 + φ0ξ†i )⊗ (χ0k†n + knχ†0) . (145)
System T3 can be written as follows. For any linear combinations
ξ =
K∑
i=1
aiξi , ζ =
K∑
i=1
aiζi , (146)
with real coefficients ai and ξi, ζi as above, we have
TrGΩ = 0, G = (ξφ†0 + φ0ξ
†)⊗ ζζ† + ξξ† ⊗ (ζχ†0 + χ0ζ†) . (147)
This is one single constraint for each set of coefficients ai. The minimum number of different
linear combinations that we have to use is given by the binomial coefficient(
K + 2
3
)
=
K(K + 1)(K + 2)
6
. (148)
B Numerical implementation of Algorithm 1
In this appendix we first describe possibilities for solving the optimization problem (16) and
then, assuming that this problem can be solved, we describe how to localize the boundary of
a face of quadratic witnesses in S◦1 .
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Solving the optimization problem
We first describe some possibilities for solving the optimization problem (16). This question
has received little attention in the physics community, and in the optimization literature focus
shifted towards a rigorous rather than towards an “applied” approach. Two comments are in
place. In [35, 65] simple algorithms were presented which in our experience work fine in most
situations. However, when applied to Algorithm 1 we repeatedly observe poor convergence,
presumably due to degeneracies of eigenvalues. In [66] it is stated that a straight forward pa-
rameterization of problem (16) can not be solved in an efficient manner. Instead they present a
formalism which again, in our view, is unnecessarily complicated for low dimensions. The con-
ceptually simplest approach is to perform repeated local minimization from random starting
points, thus heuristically (though sufficiently safe) obtaining all global optimal points. Be-
low we describe different possible approaches for local minimization, either applying available
optimization algorithms or implementing simple ones ourselves.
In the case that only the optimal value p∗ and not the optimal solution (φ∗, χ∗) is sought
for, a positive maps approach is fruitful. Given an operator A ∈ H one can define the linear
map LA such that
(φ⊗ χ)†A(φ⊗ χ) = χ†LA(φφ†)χ . (149)
Problem (16) is then equivalent to minimizing the smallest eigenvalue of LA(φφ†) as a function
of normalized φ, and hence to the unconstrained minimization of
f˜Ω(φ) = min
[
spectrum
LA(φφ
†)
φ†φ
]
. (150)
With a real parametrization φ = Jx as in equation (116) this function is readily minimized
by the Nelder–Mead downhill simplex algorithm, listed e.g. in [67] and implemented e.g. in
MATLAB’s “fminsearch” function [68] or Mathematica’s “NMinimize” [69].
In the case that also the optimal point (φ∗, χ∗) is wanted several possibilities exist. An
approximate solution is easily found by feeding the real problem given by (119) to a SQP-
algorithm [43, 70], e.g. the one provided in MATLAB’s “fmincon” function [68]. Another
possibility is to apply the infinity norm in (16) and perform box-constrained minimization in
each face of the ∞-ball. Since the Hessian of the function is readily available trust-region al-
gorithms are suitable (also provided in MATLAB’s “fmincon”). If A is known to be a witness,
even the box-constraints on each face of the ∞-ball can be removed, since in that case the
objective function is bounded below. The problem has then been reduced to unconstrained
minimization in a series of affine spaces, one for each face of the ∞-ball. With this latter
formulation, we have had success with a quasi-Newton approach [43] performing exact line
search, see [38] for details. Further, we have had promising results with a complex conju-
gate gradient algorithm also performing exact line search [70], though further development is
necessary.
Finding the boundary of a face
Here we describe how to localize the boundary of a face of quadratic witnesses in S◦1 . We
assume we have some routine for solving problem (16).
Given a quadratic witness Ω situated in the interior of a face defined by k product vectors,
and a perturbation Γ, we define a family of functions as follows. Consider problem (16) with
A(t) = Ω + tΓ. Given all local minima, sort these in ascending order according to function
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value. Then the function κ0(t) is the value of local minimum number k + 1 if this exists and
0 otherwise. Function κi(t), i = 1, . . . , k is the smallest positive eigenvalue of D2(fΩ + tfΓ)
evaluated at zero number i. Now each κi(t), i = 0, . . . , k is a function with a single simple
root in t ∈ [0,∞) which can be easily located using any standard rootfinding technique.
Another possible approach to finding the boundary of the face is as follows. Rather than
locating all local minima of problem (16), aim only at locating the global minimum value. This
global minimum value as a function of Ω will be called the face function. The face function is
zero on a face, positive in the interior of S◦ and negative outside of S◦. Finding some initial
θ > θc then allows for one-sided extrapolation towards θc.
If we employ the 2-norm for the constraints in (16) the face function is concave as a
function of θ > θ0. To see this, note that the optimal value of problem (16) is equal to the
optimal value of
f˜(φ, χ) =
(φ⊗ χ)†Ω(φ⊗ χ)
(φ†φ)(χ†χ)
. (151)
Let p∗(Ω) denote the optimal value. Since p∗(Ω) is defined as a point-wise minimum p∗(Ω) is
a concave function of Ω [42]. Projection of Ω on some face is an affine operation, an operation
preserving concavity. Accordingly the face function is a concave function once the new local
minimum exists. This fact makes either approach for locating the boundary of a face simpler,
since the qualitative form of the function whose root to find is known.
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