Abstract-Relevance vector machine (RVM) can be seen as a probabilistic version of support vector machines which is able to produce sparse solutions by linearly weighting a small number of basis functions instead using all of them. Regardless of a few merits of RVM such as giving probabilistic predictions and relax of parameter tuning, it has poor prediction for test instances that are far away from the relevance vectors. As a solution, we propose a new combination of RVM and k-nearest neighbor (k-NN) rule which resolves this issue with regionally dealing with every test instance.
Introduction
Linear regression models are appealing for their simplicity, high interpretability, and cheap computational cost [1, 4, 6] . Assume a training data set with input pair vectors { , } =1
where is input vector and is target value. The goal is to find predictions upon function like ( ) over the input space via training weights w.
For more accurate predictions and stronger fit, the data is mapped to the feature space which may help learner to make data linearly separable in higher dimensions. However, this approach suffers from overfitting problem. Because many generated features may be irrelevant and hence it is good to prune irrelevant features from learning process [2, 3] . The process of pruning is called sparsity in the machine learning community.
There are several researches conducted sparsity techniques such as least absolute shrinkage and selection operator (LASSO) solution [35] as a sparse regression treatment to the overfitting problem wherein the L-1 norm of output weights is added to the objective function least square errors which is L-2 norm. Another popular sparsity approach is to have a statistical view to the linear regression problem and hence a Bayesian treatment to overfitting problem. Indeed, the function ( ) can be estimated in feature space as follows: 
where ∅ is the i-th basis function among = + 1 basis functions, drawn from a Gaussian distribution and w is unknown weight vector. As a Bayesian treatment for linear regression model, one can directly formulate Eq.1 with assuming priors on the weights w.
As an example of sparse Bayesian learning (SBL) we call relevance vector machine (RVM) [4] which produces highly sparse solutions by pruning irrelevant training features with assigning priors on w. Finding sparse solutions is performed by placing Gaussian priors with mean zero and variance A over weights w. RVM is relax of tuning sparsity parameter. Indeed, the rate of sparseness is automatically determined during the training process.
Although the percentage of sparsity is significant for RVM and this helps it to be very quick during run time, i.e. the time for prediction of unseen data, this also may be problematic. The issue of significant sparseness rate in RVM is, some test instances may be far away from the basis functions, and hence RVM has poor predictions for those test instances [11, 12] . This is because of the covariance matrix in RVM which is degenerate. Degeneracy means the covariance matrix is low rank [12, 13] .
In this study, instead globally sparsifying the data, we locally do it. We only use k number of instances surrounds the test instance. We find the instances using k-nearest neighbor (k-NN) rule. This is performed for every test instance. The proposed model works only on local areas obtained by k-NN. This can be seen as a piecewise variant of RVM, is hence called localized RVM
The rest of this study is organized as follows. Related works, motivations and contributions are discussed in next section. Section 3 is for preliminaries. Section 4 describes the proposed method and section 5 is related to experimental results conducted on several datasets. Section 6 discusses the main points of the proposed LRVM algorithm. Finally, last section concludes remarks.
Related works
There are a few improvements on the accuracy and speed of RVM that we discuss in this section.
In [12] , researchers try to get a constant prior variance as a replacement for zero values for diagonal of the covariance matrix which is generated by the covariance function. This is performed by the covariance function normalization. This normalization changes the shape of basis functions. However, the normalization brings long-term correlations which are away from basis centers. It means, despite making non-zero (constant) the diagonal of the covariance matrix, it is still low rank. To resolve this problem, priors are decorrelated by adding a white noise
Gaussian process to the model right before normalization. This setting could enrich the prior over functions and hence could improve RVM.
Rasmussen et.al [13] In [33] , one of RVM drawbacks which is the lack of an explicit prior structure over the weight variances which can lead to severe overfitting or oversmoothing is addressed. Hence, an efficient scheme to control sparsity in Bayesian regression by incorporating a flexible noisedependent smoothness prior into the RVM is introduced. An empirical evaluation of the effects of choice of prior structure and the link between Bayesian wavelet shrinkage and RVM regression are presented. According to their result, they could outperform RVM performance in terms of goodness of fit and achieved sparsity as well as computational performance.
In [34] , a novel kernel is introduced which is called adaptive spherical Gaussian kernel. It is used for nonlinear regression, and the stagewise optimization algorithm for maximizing Bayesian evidence in RVM. Extensive experiments on artificial datasets and real-world datasets shows its effectiveness and flexibility on representing regression problem with higher levels of sparsity and better performance than classical RVM. The interesting point of the model is, to automatically choose the right kernel widths locally fitting RVs from the training dataset, which could keep right level smoothing at each scale of signal.
Motivations and Contributions
With above review in place, we are interested in improving RVM working on the problem of RVM mentioned at [12, 13] . To do so, we are inspired by a paper in the literature which improves support vector machine (SVM) and is called localized SVM (LSVM) [16] . LSVM builds a linear SVM model for each test instance using only the training instances which surround that test instance. The goal is using a linear SVM than nonlinear one to not deal with kernel parameters of nonlinear SVM. Our proposed LRVM follows similar approach like LSVM. In our study, we address the problem of the degeneracy of covariance function in RVM [12, 13] using k-NN rule.
Another research as a source of inspiration in this study is, the combination of RVM and polynomial learners, called sparse Bayesian reduced Polynomial (SBRP) proposed at [36] . The way of sparsity using RVM could help to enrich the efficiency of Polynomial learner. Bringing sparsity into Polynomial model could make the proposed SBRP insensitive to the Polynomial order. Thus, we are also interested to verify if our proposed LRVM is insensitive to k, i.e. the number of neighbors.
The contributions of this paper are as follows:
1-LRVM deals with only on a small portion of train data (for every test instance) instead of whole data. Estimating inverse of a small covariance matrix during learning process is more accurate than computing inverse of a large covariance matrix coming from the whole data [15] . So, this may be a reason for superiority of LRVM to RVM in terms of final classification accuracy. 
Preliminaries

k-NN
The k-NN became popular since 1967 and it is still one of the most favorable pattern classification methods thus far [5, 14, 18] and among ten top data mining algorithms [14] . k-NN is an instance-based learner wherein the target value of every query instance is approximated regionally using a majority vote of its neighbors. The target value of a query data assigned to the class most common among its k nearest neighbors [5, 18] . The complexity of k-NN is O(LN) for N training data points with L dimensions. As k increases, the complexity increases as well.
RVM
Relevance vector machine (RVM) [4, 9, 10, 29] is a sparse Bayesian learner (SBL) which can be seen as a probabilistic variant of SVM with fewer basis functions. Prediction in RVM follows Eq. 1, i.e. = T , where is a predictor vector, w is a weight vector and is a set of basis functions of training instances. For classification task, every training instance x is assumed that is drawn from an independent Bernoulli random variable with probability ( | )
where t is a target vector. The posterior probability ( , | ) of class membership of x is objective function which should be maximized. The Bernoulli likelihood for training instances is given as follows:
where is i-th column vector of the kernel matrix K and g is the network output and is the Sigmoid function to force outputs to be in the range of To obtain the weight parameter, the posterior probability ( , | ) is decomposed to obtain the marginal likelihood ( | , ) which is the key component of optimization in RVM.
Again, the marginal likelihood ( | , ) cannot be directly solved and hence should be decomposed as:
To impose sparsity, one can assume ( w | | α ) ≈ (0, −1 ) for every instance .
Furthermore, marginalization technique is used to taking integral to integrate out w in Eq. (3), however the generated integral is interactable and Laplace approximation is performed, and finally an Iterative Regularized Least Square (IRLS) is used to solve the posterior mode w, denoted as ̂ . Two unknowns ̂ and (coming from the term ( | ) ) can be solved as follows:
where = ( ) and B is a diagonal matrix with elements = { ( )} [1 − { ( )}] (details can be found at [4, 9] ). Since this is an iterative procedure, given ̂ and , the hyperparameters can be updated as,
where ̂ is the i-th posterior weight from Eq. (4) 
Proposed method
Degeneracy of RVM and k-NN solution
As it was mentioned, finding sparse solutions in RVM is performed by placing Gaussian priors with mean zero and variance A over weights w. Indeed, there is an inverse relation between weights w and its variance A. As A goes to infinity, w tends to zero. The goal is controlling weights w by learning variances of the weights, A [4] . With this setting, RVM has a drawback. Taking the Gaussian priors over the weights with N number of training instances and M = N+1 number of basis functions ('1' is for bias term) with covariance matrix
makes the covariance matrix degenerate (Note that NM Φ is design matrix.). Degeneracy means the covariance matrix is low rank. The maximum rank for this matrix is the number of bases after sparsification or the size of relevant features which is very small. The core of the problem stems from the covariance function ( , ) which is degenerate [12] :
where and are input vectors and ∅( ) is Gaussian basis/kernel function for input .
We should see how the covariance function generates the prior variance which is placed in the diagonal of covariance matrix where = :
If we move away from the basis functions, its mean value tends to zero and the prior variance ( , ) becomes smaller and smaller. In another words, the model uncertainty is high around the centers of relevance vectors (RVs) and is very low as we move away from the centers or RVs while we expected to get larger uncertainty (by increasing variance) as we further move away from the centers. Thus, one can say RVM is overconfident about predictions for those test instances are far away from the basis functions [11, 12] .
In this study, we regionally address this issue using k-NN method. We only use k number of instances or neighbors for every test instance. With new settings ≤ where k is the number of training instances which are similar to test data. We use the term "similarity", because it is the covariance function that defines nearness or similarity [11] . We use only few instances in design matrix and this reduced design matrix is used to make the covariance matrix . So, the proposed model less suffers from the degeneracy problem. volume which surrounds k points in train set those are nearest neighbors as we have shown in Fig. 1 .
LRVM: Nearest neighbor approach to RVM
Fig. 1. Apply LRVM for every test instance
The dashed circles are volumes which surround k neighbors for every test point which is shown by cross lines in Fig. 1 . The k points of are k-rows of the train matrix in input space. In next step of LRVM algorithm, is mapped to kernel space as follows,
The purpose is regional sparsification by RVM approach. Simply, for each localized space , we find sparse solutions. The general diagram of LRVM is shown in Fig. 2 .
Fig. 2. Application of the proposed LRVM on a test instance
Referring to the Fig. 2 , first, the k rows of the training data for that test instance in input . 
space is mapped to feature space. Next, RVM method is performed to obtain the most relevant instances and their corresponding weights in the mapped space. These weights are between zero and one and that is why we showed them with low resolution in bottom left of Fig . 2 . These weights are used to determine the class of the test instance (the crossed-sign in the dashed circle of Fig. 2 
Results
Data and setup
For empirical evaluation of the proposed LRVM model, it is implemented on 20 datasets of UCI data repository. Table 1 shows their descriptions. chosen from the LIBSVM proposed in [19] , linear SVM in the form of SVMrank [20] , a relevance vector machine with Gaussian kernel (RVM-Gauss) [4] , a relevance vector machine with a "Bernoulli" kernel (RVM-Bern) [4] , and a sparse variant of extreme learning machine (ELM) [21] called sparse pseudoinverse-ELM or SPI-ELM [26] , and a reduced multivariate polynomial model with total error rate as objective function (TER-RM), proposed at [22] , k-NN and fuzzy-NN (F-NN). For LRVM, even values are also added to this range. To report the model accuracy, we use the best value of k to predict the test classes. To find the best value, 10-fold cross validation is used and the mean value of accuracies for all folds is taken into consideration.
6. For TER-RM, the range for choosing regularization term b is {10 −4 , 10 −3 , … , 10 2 }, and the order for polynomial kernel is {1,2,3,4}.
7. The experiments are conducted in MATLAB environment running on a 3.40-GHz-CPU with 32-GB RAM. Table 2 shows the average classification accuracy (CA) on twenty UCI datasets. We report the average CA for nine classifiers using 10 runs of 10-fold stratified cross validation. 
Bold values indicate the best value under identical conditions.
Referring to results in Table 2 , LRVM is competitive to SVM-GK, TER-RM and SPI-ELM and is better than other chosen classifiers according to the CA as the chosen performance measure.
In our experiments, the best value of k for LRVM is often 1 or 2 or 3 for all datasets which means that the LRVM is insensitive to the change of number of neighbors while k is a sensitive parameter for both k-NN and f-NN. This is in line with the study at [36] , a combination of RVM and Polynomial network which is called SBRP. They showed that SBRP is insensitive to the Polynomial order.
To verify which model is statistically significant, a non-parametric Friedman test including Nemenyi diagram [23] which is used for comparison of multiple classifiers over multiple datasets is adopted. The purpose is to statistically compare all classifiers over all UCI datasets.
The Friedman test is a rank-based algorithm which ranks the classifiers for each dataset separately. The best performing algorithm gets the rank of 1, the second best gets the rank of 2 and so forth. 
Then:
The null-hypothesis is rejected if > . After rejection, we can proceed with a Nemenyi post-hoc test which is useful to compare classifiers. The performance of two classifiers is significantly different if the corresponding average ranks for them differ by at least the critical difference (CD). It means if the difference between two algorithms is greater than CD, the algorithms are significantly different CD can be found via:
In our experiments, the critical value for the two-tailed Nemenyi test 0.05 CV is 3.102 and the Fisher value is 12.2717. Since > is satisfied, the null hypothesis is rejected.
The CD value for AUC is 2.6864 and the average ranks for AUC are as the last row of Table   2 . To better observe and compare classifiers, Nemenyi diagram is shown in Fig. 3 .
Referring to the Nemenyi post hoc test in Fig. 3 
Discussion
To visually compare RVM and LRVM, we apply them on Ripley's synthetic data in only two dimensions which is a binary classification problem. Fig. 5 shows the decision boundary for RVM and local neighborhood for LRVM, and also the relevance vectors (RVs), and local relevance vectors (LRVs). The width of Gaussian kernel for both RVM and LRVM is set to 0.5. Referring to Fig. 4 solutions. However, in LRVM, we deal with a small number of instances (small submatrix) for every test point. So, we found using very few iterations for this small submatrix can also give us the best sparse solutions which maximize the marginal likelihood. Fig . 5 shows the bar plot of the number of iterations for both RVM and LRVM models. As it can be seen the LRVM model only requires three iterations and one LRV to be terminated (for a randomly chosen test point) while we need thirty iterations and five RVs to terminate RVM. We considered termination criteria to be when no update for hyperparameter seems worthwhile [10] . Indeed, the sequential learning for RVM proposed at [10] begins with only one basis function and then does three actions: add, delete or update hyperparameters. So, in LRVM for this randomly selected test instance, after three iterations, model cannot do any action and for the case of RVM, model stops after thirty iterations.
Conclusion
Improving the performance of RVM is the main purpose of this study. This was performed by solving the issue of RVM regarding poor predictions for those test instances that are far away from the relevance vectors. We regionally solved this problem working on a small size of training data obtained by k-NN for every test instance. Instead making sparse the entire training data, we sparsify the subspace of k neighbors of every test instance. Proposed LRVM automatically finds irrelevant dimensions and assigns their weights to zero with an assumed prior distribution. This brings sparsity and high generalization capability to the model.
We could speedup training of LRVM using look-up table along with decreased number of iterations. Our future research direction can be embedding RVM and k-NN to improve the performance of k-NN. This way can bring the least squares estimations in RVM to the prototype selection of k-NN.
