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Estimating the rate of defects under imperfect
sampling inspection - a new approach
Tamar Gadrich∗, Guy Katriel†
Abstract
We consider the problem of estimating the rate of defects (mean num-
ber of defects per item), given the counts of defects detected by two inde-
pendent imperfect inspectors on one sample of items. In contrast with the
setting for the well-known method of Capture-Recapture, we do not have
information regarding the number of defects jointly detected by both in-
spectors. We solve this problem by constructing two types of estimators -
a simple moment-type estimator, and a complicated maximum-likelihood
estimator. The performance of these estimators is studied analytically
and by means of simulations. It is shown that the maximum-likelihood
estimator is superior to the moment-type estimator. A systematic com-
parison with the Capture-Recapture method is also made.
1 Introduction
Given a sample of noncomforming items, each of which may contain several
defects, we would like to estimate the defect rate λ - the mean number of defects
per item, in the population from which the items are sampled. Such problems are
at the heart of statistical quality control (Montgomery [16]), where an estimate
of the defect rate is used to accept or reject the lot that the sample was taken
from. With perfect inspection, basic statistical theory allows us to estimate λ
and give an appropriate confidence interval, depending on the number of items
inspected.
When inspection is imperfect, i.e. when some defects may not be identified,
things become more difficult. If it is assumed that the detection rate p ∈ (0, 1)
(the probability that each defect is detected) is known, then one may adjust the
estimate of the defect rate and corresponding confidence interval accordingly
(Kotz and Johnson [12]). However if the rate of detection is unknown, one
cannot construct a consistent estimator for the defect rate based on the counts
the number of defects detected in each item - in statistical terminology, the
problem of joint estimation of λ and of p is unidentifiable.
A way around this difficulty is using the idea of ‘Capture-Recapture’, originated
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from the field of ecology for estimating animal populations (Chao [4], McCrea
and Morgan [15]). The idea is that an item is inspected twice (or more times),
independently. For each item, the number of defects found by each of the
inspectors, as well as the number of joint detections - defects found by both
inspectors, is recorded. Using independence of the two inspections, it is possible
to estimate both the true number of defects and the detection rates of the two
inspectors. This approach has been widely used in the field of software testing
(Briand et al. [3]). A related but different approach is that of serial inspection,
in which it is assumed that defects detected by one inspector are removed before
an item is inspected by a second inspector (Bonett and Woodward [2], Chun
[5]).
In this work we deal with an even more challenging situation, in which items are
inspected by two inspectors (human or electronic), but the available information
consists only of the counts of the number of defects detected by each of the
inspectors in each of the items - we assume that the number of joint detections
is unknown. Such a situation occurs when it is difficult to record the position
of a defect on the item in such a way that it will be possible to match the
defects detected by the two inspectors. For example, if an item consists of a
large number of identical subunits, which may not remain in a fixed position
relative to one another, it may be impossible to determine the defective subunits
detected by both inspectors. If automated optical inspection is performed, with
each item scanned by two cameras, it may be difficult for a pattern recognition
system to determine the number of joint detections.
We show here that, even in the absence of data pertaining to joint detections, it
is still possible to estimate the defect rate λ, together with the detection rates
p1, p2 of the two inspectors.
We have found no previous mention of the possibility to jointly estimate defect
and detection rates without data on joint detections in the literature concern-
ing counting with imperfect detection. There is, however, an analogous problem
concerning measurements of continuous characteristics, e.g. weights of objects,
which has received some attention. Given a set of objects sampled from a pop-
ulation of objects whose weights are normally distributed with unknown mean
and variance, assume the weight of each object is measured by two (or more)
different measuring instruments with normally-distributed measurement errors
that have means 0 and unknown variances. Grubbs [7] (see also [8, 14]) has
shown that such data is sufficient in order to estimate both the population
mean and variance and the measurement error variances (whereas a single mea-
surement of each object would obviously not suffice for separating population
variance from measurement error variance). The method proposed here can be
seen as the application of an analogous approach to discrete data.
We will develop two types of estimators for the defect rate λ and the detection
rates p1, p2: a simple moment-type estimator and a more complicated maximum
likelihood estimator. The moment-type estimators, to be presented in Section 3,
lead to simple explicit formulas, immediately showing that the parameters are
indeed identifiable. These estimators are amenable to detailed analysis, which
will provide asymptotic expressions for the bias and variance of the estimators,
and asymptotic confidence intervals. These allow one to determine the number
of items which need to be inspected in order to achieve the desired precision in
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the estimate of defect rate.
The method of maximum-likelihood estimation, developed in Section 4, leads to
a relatively complicated maximization problem which cannot be solved in closed
form. We will however show that the three-variable maximization problem can
be reduced to a one-variable equation, so that numerical solution of the problem
is straightforward.
We will compare the two methods by numerical simulation, applying both to
simulated data generated from our model, and show that the maximum like-
lihood estimator is (on the average) more precise than the moment estimator.
Thus the higher complexity of estimation using the maximum likelihood method
is re-payed by better estimates.
We will also compare our method with the aforementioned Capture-Recapture
method. As our method requires less information than the Capture-Recapture
method, it is to be expected that it will require more items to be inspected in
order to achieve an estimate at the same level of precision. We will examine
this quanititatively in Section 5.
2 The Model
Here we define the statistical model and formulate the estimation problem in-
volved.
We assume that the number of defects in an item is Poisson-distributed with
mean λ. Our main task is to estimate the parameter λ, given a sample of M
items (M ≥ 2).
We denote by Nm the (unknown) number of defects in item m (1 ≤ m ≤
M). Thus, by our assumption, Nm are independent random variables with the
distribution
Nm ∼ Poisson(λ), 1 ≤ m ≤M. (1)
Two independent inspectors examine each item, with inspector i (i = 1, 2)
detecting each of the defects with probability pi, independently of the other
defects. Thus the number of defects detected by the inspectors in item m are
distributed according to
Rm,i|Nm ∼ Binomial(Nm, pi), i = 1, 2, (2)
with Rm,1, Rm,2 independent conditional on Nm.
We assume that the detection rates p1, p2, as well as the defect rate λ, are not
known to us.
Our problem is:
Given that Rm,i = rm,i, (m = 1, · · · ,M, i = 1, 2), estimate the defect rate λ
and the detection rates p1, p2.
As was mentioned in the Introduction, if we had only one inspector who detects
a defect with probability p, then the numbers of defects detected on the M
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items would be a sample from a Poisson distribution with mean λp, and there
would have been no way to use the observation data to separately estimate λ
or p - the parameters are non-identifiable. The key observation here is that
given the counts of defects detected by two independent imperfect inspectors,
the parameters λ, p1, p2 become identifiable. This will be shown in the next
section by constructing simple explicit estimators which are consistent, that is,
converge in probability to the true values of the parameters as the number of
inspected items M tends to infinity.
We introduce some further notation that will be useful. Denote:
• Xm,i is the number of defects detected only by inspector i in item m.
• Ym is the number of defects detected by both inspectors in item m.
Note that
Rm,i = Xm,i + Ym, i = 1, 2. (3)
Using Poission decomposition it follows that {Xm,1, Xm,2, Ym}Mm=1 are indepen-
dent and Poisson distributed with
Xm,1 ∼ Poisson(λp1(1− p2)), Xm,2 ∼ Poisson(λp2(1 − p1)), (4)
Ym ∼ Poisson(λp1p2). (5)
To see this, note that each defect is detected only by inspector 1 with probability
p1(1 − p2), only by inspector 2 with probability p2(1 − p1), by both inspectors
with probability p1p2, and by none of them with probability (1− p1)(1 − p2).
Our problem can thus be re-stated as:
Given the values {rm,i}Mm=1 (i = 1, 2) of the random variables, {Rm,i}Mm=1,
generated by (3),(4),(5), with the independence assumption on the set
{Xm,1, Xm,2, Ym}Mm=1, estimate λ, p1, p2.
Note that Rm,1, Rm,2 are dependent (although they are conditionally indepen-
dent given the value Nm), but the sequence {(Rm,1, Rm,2)}Mm=1 is an indepen-
dent and identically distributed sequence of two-dimensional random variables.
We can therefore, when convenient, remove the subscriptm and refer to random
variables R1, R2, which are given by
R1 = X1 + Y, R2 = X2 + Y,
where (X1, X2, Y ) are independent, with
X1 ∼ Poisson(λp1(1− p2)), X2 ∼ Poisson(λp2(1− p1)), (6)
Y ∼ Poisson(λp1p2). (7)
Our data {(rm,1, rm,2)}Mm=1 can thus be considered as M independent realiza-
tions of the vectorial random variable (R1, R2).
It should be noted that the distribution of the pair (R1, R2) is known as the
Bivariate Poisson distribution with parameters θ1 = λp1(1 − p2), θ2 = λp2(1 −
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p1), θ12 = λp1p2 (Johnson et al. [10]). Estimation of the parameters θ1, θ2, θ12
for a Bivariate Poisson random variable, based on a random sample, has been
considered by Holgate [9] (see also Kocherlakota & Kocherlakota [11]), who
obtained both moment and maximum-likelihood type estimators. In fact, our
estimators for p1, p2, λ can be directly related to those of Holgate for θ1, θ2, θ12,
through the relation between the sets of variables. However, the results of the
analysis of the moment estimators for λ, p1, p2, i.e. the approximate bias and
variance (see section 3.2 below) do not follow from the corresponding analysis
made in Holgate [9] for the estimators of the Bivariate Poisson parameters,
because the nonlinear relationship between the two parametrizations entails
that computing asymptotic formulas for the moments of first and second order
of the estimators of the parameters λ, p1, p2 requires computation of moments
of higher order for the estimators of θ1, θ2, θ12 (see section 3.2 below).
3 Moment-type estimators
3.1 Obtaining the estimators
We have, using (3)-(5),
Ri ∼ Poisson(λpi), i = 1, 2.
so that
E(R1) = λp1, E(R2) = λp2.
Also, using independence, and by (7),
COV (R1, R2) = COV (X1 + Y,X2 + Y ) = V AR(Y ) = λp1p2,
so that
p1 =
COV (R1, R2)
E(R2)
, p2 =
COV (R1, R2)
E(R1)
, λ =
E(R1)E(R2)
COV (R1, R2)
.
We can therefore estimate E(R1), E(R2), COV (R1, R2) by the corresponding
unbiased empirical mean and co-variance estimators
E(Ri) ≈ r¯i .= 1
M
M∑
m=1
rm,i, i = 1, 2
COV (R1, R2) ≈ Sˆ1,2 .= 1
M − 1
M∑
m=1
(rm,1 − r¯1)(rm,2 − r¯2),
and obtain estimators for p1, p2, λ given by
pˆ1 =
Sˆ1,2
r¯2
=
1
M−1
∑M
m=1(rm,1 − r¯1)(rm,2 − r¯2)
1
M
∑M
m=1 rm,2
,
pˆ2 =
Sˆ1,2
r¯1
=
1
M−1
∑M
m=1(rm,1 − r¯1)(rm,2 − r¯2)
1
M
∑M
m=1 rm,1
,
λˆ =
r¯1 · r¯2
Sˆ1,2
=
(
1
M
∑M
m=1 rm,1
)
·
(
1
M
∑M
m=1 rm,2
)
1
M−1
∑M
m=1(rm,1 − r¯1)(rm,2 − r¯2)
. (8)
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By the weak law of large numbers (e.g. Mood et al. [17]) we have convergence
in probability, as M →∞:
r¯i
P−→ E(Ri) = λpi, i = 1, 2, Sˆ1,2 P−→ COV (R1, R2) = λp1p2,
implying
pˆi
P−→ pi i = 1, 2, λˆ P−→ λ.
Thus the estimators pˆ1, pˆ2, λˆ are consistent, which in particular shows that the
parameters p1, p2, λ of our problem are identifiable.
Let us note that the estimator pˆ1 is undefined when r¯2 = 0, the estimator pˆ2
is undefined when r¯1 = 0, and the estimator λˆ to be undefined when Sˆ1,2 = 0.
However since both r¯i and Sˆ1,2 are asymptotically normal with nonzero means
(E(Ri) and COV (R1, R2), respectively) and variances of order O(
1
M
) (for r¯i
this is immediate, for Sˆ1,2 see (9) below), these events have probability which is
exponentially small inM asM →∞, so that they do not have practical impact.
3.2 Asymptotic bias and variance of the moment estima-
tors
In the following, we obtain the asymptotic expectation and variance of the
moment estimators, in order to assess their bias and their precision, and to
derive confidence intervals. We later check by simulation that these asymptotic
approximations are satisfactory even for moderate values of items M .
The calculations are based on the approximations for the mean of a ratio of two
random variables. From (8), using second-order Taylor expansions (see, e.g.,
Mood et al. [17]), these are given by:
E(pˆ1) =
E(Sˆ1,2)
E(r¯2)
− COV (Sˆ1,2, r¯2)
E2(r¯2)
+
V AR(r¯2) · E(Sˆ1,2)
E3(r¯2)
+O
(
1
M2
)
,
E(pˆ2) =
E(Sˆ1,2)
E(r¯1)
− COV (Sˆ1,2, r¯1)
E2(r¯1)
+
V AR(r¯1) · E(Sˆ1,2)
E3(r¯1)
+O
(
1
M2
)
,
E(λˆ) =
E(r¯1 · r¯2)
E(Sˆ1,2)
− COV (r¯1 · r¯2, Sˆ1,2)
E2(Sˆ1,2)
+
V AR(Sˆ1,2) · E(r¯1 · r¯2)
E3(Sˆ1,2)
+O
(
1
M2
)
,
V AR(pˆ1) =
E2(Sˆ1,2)
E2(r¯2)
[
V AR(Sˆ1,2)
E2(Sˆ1,2)
− 2 COV (Sˆ1,2, r¯2)
E(Sˆ1,2) · E(r¯2)
+
V AR(r¯2)
E2(r¯2)
]
+O
(
1
M2
)
,
V AR(pˆ2) =
E2(Sˆ1,2)
E2(r¯1)
[
V AR(Sˆ1,2)
E2(Sˆ1,2)
− 2 COV (Sˆ1,2, r¯1)
E(Sˆ1,2) · E(r¯1)
+
V AR(r¯1)
E2(r¯1)
]
+O
(
1
M2
)
,
V AR(λˆ) =
E2(r¯1 · r¯2)
E2(Sˆ1,2)
[
V AR(r¯1 · r¯2)
E2(r¯1 · r¯2) − 2 ·
COV (r¯1 · r¯2, Sˆ1,2)
E(r¯1 · r¯2) ·E(Sˆ1,2)
+
V AR(Sˆ1,2)
E2(Sˆ1,2)
]
+O
(
1
M2
)
.
Some of the terms in the expressions above have already been computed in
previous work (Holgate [9], Kocherlakota & Kochelakota [11]), using different
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notation, namely
V AR(Sˆ1,2) =
λp1p2[λ(p1p2 + 1) + 1]
M
+O
(
1
M2
)
, (9)
COV (r¯1, Sˆ1,2) = COV (r¯2, Sˆ1,2) =
λp1p2
M
,
though for completeness we give full derivations of these results in our Support-
ing Material (Gadrich and Katriel [6], Section 2). However, two of the terms in
the above expressions cannot be obtained from previous work and are obtained
in [6], Section 3:
COV (r¯1 · r¯2, Sˆ1,2) = 1
M
p1p2λ
2 (p1 + p2) +O
(
1
M2
)
,
V AR(r¯1 · r¯2) = λ
3p1p2
M
[p1 + p2 + 2p1p2] +O
(
1
M2
)
.
The computations involved are surprisingly arduous, but the final results, given
below, are quite simple.
Theorem 1. Expectations of the moment estimators are given, as M →∞, by
E(pˆ1) = p1 +O
(
1
M2
)
, E(pˆ2) = p2 +O
(
1
M2
)
,
E(λˆ) = λ+
(
(λ+ 1)
(
1 +
1
p1p2
)
− 1
p1
− 1
p2
)
· 1
M
+O
(
1
M2
)
.
Theorem 2. The variances of the moment estimators are given, as M → ∞,
by
V AR(pˆi) =
p2i
p1p2
[
1 + p1p2 +
1− pi
λ
]
· 1
M
+O
(
1
M2
)
, i = 1, 2,
V AR(λˆ) = λ
[
λ ·
(
1
p1p2
+ 1
)
+
(
1
p1
− 1
)(
1
p2
− 1
)
+ 1
]
· 1
M
+O
(
1
M2
)
.
From these results we see that the precision of the estimator degrades when p1
or p2 is close to 0.
In Table 1 we compare the approximations obtained in Theorems 1,2 with results
obtained by simulation: 105 data samples were generated in each simulation,
with parameters λ = 10, p1 = 0.4, p2 = 0.7, and the estimator λˆ was computed
for each. The good agreement of the simulation results and the approximations
is evident, as well as the fact that as the number of items M increases, the
agreement is improved, and the bias of the estimator decreases.
Using the above results we can give approximate confidence intervals for the
parameters at confidence level α: Let z∗ be given by Φ−1(1 − α2 ) = z∗ where
Φ is the cumulative distribution function of the standard normal distribution.
Then confidence intervals for p1, p2 are given by
CIpi = [pˆi − z∗ · SEpˆi , pˆi + z∗ · SEpˆi ] , i = 1, 2,
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M E(λˆ) (sim.) E(λˆ) (app.) Std(λˆ) (sim.) Std(λˆ) (app.)
100 10.51 10.46 2.54 2.18
200 10.25 10.23 1.65 1.54
500 10.09 10.09 1.00 0.97
Table 1: Expectation and standard deviation of the moment estimator λˆ based
on 105 simulations, and the corresponding approximations as given by Theorems
1,2, for parameters λ = 10, p1 = 0.4, p2 = 0.7.
where
SEpˆi = pˆi
√
1
pˆ1pˆ2
[
1 + pˆ1pˆ2 +
1− pˆi
λˆ
]
· 1
M
, i = 1, 2,
and a confidence interval for λ is given by
CIλ =
[
λˆ− z∗ · SE
λˆ
, λˆ+ z∗ · SE
λˆ
]
,
where
SE
λˆ
=
√
λˆ
[
λˆ ·
(
1
pˆ1pˆ2
+ 1
)
+
(
1
pˆ1
− 1
)(
1
pˆ2
− 1
)
+ 1
]
· 1
M
.
4 Maximum likelihood estimation
4.1 Derivation of maximum likelihood estimators
In this section we develop an alternative approach to our estimation problem,
based on the maximum likelihood method.
Given the data rm,i (m = 1, · · · ,M , i = 1, 2), and using the shorthand
P (r1, r2)
.
= P (R1 = r1, R2 = r2),
(note that P (r1, r2) in fact depends also on λ, p1, p2), the log-likelihood function
(dividing by M) is given by
LL(λ, p1, p2) =
1
M
lnP (Rm,i = rm,i, 1 ≤ m ≤M, i = 1, 2) = 1
M
M∑
m=1
lnP (rm,1, rm,2).
Using (3), the independence of X1, X2, Y , and (6),(7), we get
P (r1, r2) = P (X1 + Y = r1, X2 + Y = r2)
=
min(r1,r2)∑
l=0
P (Y = l)P (X1 = r1 − l)P (X2 = r2 − l).
= e−λ[1−(1−p1)(1−p2)]
(λp1(1− p2))r1
r1!
(λp2(1− p1))r2
r2!
·
min(r1,r2)∑
l=0
(
r1
l
)(
r2
l
)
l! (λ(1 − p1)(1− p2))−l
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so that
LL(λ, p1, p2) = −λ[1− (1−p1)(1−p2)]+ r¯1 · ln(λp1(1−p2))+ r¯2 · ln(λp2(1−p1))
− 1
M
M∑
m=1
ln(rm,1!rm,2!) + Ψ((1− p1)(1− p2)λ),
where
r¯i =
1
M
M∑
m=1
rm,i, i = 1, 2,
Ψ(z) =
1
M
M∑
m=1
ln

min(rm,1,rm,2)∑
l=0
(
rm,2
l
)(
rm,2
l
)
l! · z−l

 .
The maximum likelihood estimators (λ∗, p∗1, p
∗
2) are obtained by maximizing the
function LL. The first-order conditions for the maximum are
∂LL
∂λ
(λ, p1, p2) = −[1− (1− p1)(1 − p2)] + 1
λ
· r¯1 + 1
λ
· r¯2 (10)
+ (1− p1)(1− p2) ·Ψ′((1− p1)(1 − p2)λ) = 0,
∂LL
∂p1
(λ, p1, p2) = −λ(1− p2) + 1
p1
· r¯1 − 1
1− p1 · r¯2 (11)
− (1− p2)λ ·Ψ′((1 − p1)(1− p2)λ) = 0,
∂LL
∂p2
(λ, p1, p2) = −λ(1− p1)− 1
1− p2 · r¯1 +
1
p2
· r¯2 (12)
− (1− p1)λ ·Ψ′((1 − p1)(1− p2)λ) = 0,
where
Ψ′(z) = − 1
M
M∑
m=1
∑min(rm,1,rm,2)
l=1
(
rm,1
l
)(
rm,2
l
)
l! · l · z−l−1∑min(rm,1,rm,2)
l=0
(
rm,1
l
)(
rm,2
l
)
l! · z−l
.
Combining (10) with (11), and (10) with (12) yields
p1 =
r¯1
λ
, p2 =
r¯2
λ
, (13)
and substituting these equalities into (10) leads to
−
(
λ
r¯1
− 1
)(
λ
r¯2
− 1
)
Ψ′
((
1− r¯1
λ
)(
1− r¯2
λ
)
λ
)
= 1, (14)
We thus have
Theorem 3. The maximum likelihood estimators (λ∗, p∗1, p
∗
2) are obtained by
solving (14) for λ∗, and using (13).
Equation (14) can be solved numerically, that is by an iterative method. We
note that as a starting point for the iterations, one can use the estimator λˆ
obtained by the moment method.
It should be noted that in order for the solution given above to be in the domain
λ > 0, p1, p2 ∈ [0, 1], it is necessary, by (13), that λ∗ > max(r¯1, r¯2). In our
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M Std(λ∗) (sim.) Std(λ∗) (app.)
100 1.33 1.22
200 0.90 0.86
500 0.56 0.55
Table 2: Standard deviation of the maximum likelihood estimator λ∗ based on
5000 simulations, and the corresponding approximations, for parameters λ = 10,
p1 = 0.4, p2 = 0.7.
numerical simulations we have observed that in some cases the equation (14)
does not have a solution - corresponding to the fact that the likelihood function
attains its maximum at a boundary point of the relevant domain λ ≥ 0, p1, p2 ∈
[0, 1], e.g. with pˆi = 1. This pathology occur when the true value of p1 or of p2
is close to the boundary, and M is relatively small. However as the amount of
data M increases the probability of such an occurance goes to 0, indeed from
the general theory of maximum likelihood estimation it follows that asM →∞,
maximum likelihood estimator close to the true values of the parameters will
exist with probability approaching 1 (see Theorem 4 below).
A related issue is the uniqueness of the solution of (14), assuming it exists. In
all of our experiments we have found that, whenever a solution λ∗ > max(r¯1, r¯2)
of (14) exists, it is unique. However we have not been able to prove this fact
analytically, and finding such a proof remains an open question.
4.2 Asymptotic normality and the variance of the maximum-
likelihood estimators
The general theory of the asymptotic behavior of maximum-likelihood estima-
tors entails the convergence of the distribution of our estimators to a normal
one. Theorem 5.1 in Ch. 6 of Lehman & Casella [13], whose hypotheses are
easily verified for our problem, implies:
Theorem 4. With probability tending to 1 as M →∞, there exist ML estima-
tors (λ∗, p∗1, p
∗
2), with
√
M(λ∗ − λ) L−→ N(0, [I−1]11),
√
M(p∗1 − p1) L−→ N(0, [I−1]22),
√
M(p∗2 − p2) L−→ N(0, [I−1]33)
as M → ∞, where the arrows denote convergence in distribution, and I is
Fisher’s information matrix.
The Fisher information matrix is given by
I = I(λ, p1, p2) = −


E
(
∂2
∂λ2
lnP (r1, r2)
)
E
(
∂2
∂λ∂p1
lnP (r1, r2)
)
E
(
∂2
∂λ∂p2
lnP (r1, r2)
)
· E
(
∂2
∂p2
1
lnP (r1, r2)
)
E
(
∂2
∂p1∂p2
lnP (r1, r2)
)
· · E
(
∂2
∂p2
2
lnP (r1, r2)
)


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(sub-diagonal elements determined by symmetry), where in the expectations it
is assumed that (r1, r2) are distributed according to the model with parameters
(λ, p1, p2), hence, for example
I11 = −E
(
∂2
∂λ2
lnP (r1, r2)
)
=
∞∑
r1=0
∞∑
r2=0
P (r1, r1)
∂2
∂λ2
lnP (r1, r2).
In the Supporting Material (Gadrich and Katriel [6], Section 3) we give expres-
sions for evaluating the elements of the matrix I. These expressions involve
infinite sums which, in actual computation, must be approximated by truncat-
ing to a finite sum. We note that expressions for the elements of the Fisher
matrix of the Bivariate Poisson distribution with respect to the parameters
θ1, θ2, θ12 (see section 2) were obtained by Holgate [9] (see also Kocherlakota &
Kocherlakota [11]), though we did not use these in our derivations.
In particular, we have asymptotic expressions for the variances of the ML esti-
mators
V AR(p∗1) = [I
−1]22 · 1
M
+O
(
1
M2
)
, V AR(p∗2) = [I
−1]33 · 1
M
+O
(
1
M2
)
,
V AR(λ∗) = [I−1]11 · 1
M
+O
(
1
M2
)
. (15)
Table 2 shows the approximate variances of the ML estimator for λ (for λ =
10, p1 = 0.7, p2 = 0.4) obtained using (15), as well as the variance obtained from
5000 simulations, for several values of M . It can be observed that as M grows
larger, the asymptotic approximation agrees with the simualtion results.
Using the above expressions for the variances of the estimators, approximate
confidence intervals for the ML estimators can be computed in the standard
way.
4.3 Comparing maximum likelihood and moment estima-
tors
The analytic asymptotic expressions for the variances of the moment estimators
(Theorem 2) and for the maximum likelihood estimators (15) allow us to perform
a comparison of the accuracy of the two estimators, in the limit in which the
number of observations M is large. Note that the standard deviation of both
estimators decreases like 1√
M
, so that the comparison involves the corresponding
pre-factor. We concentrate on the estimator for λ, which is of prime interest.
Figure 1 shows the results of such a comparison. We fixed λ = 10 and plotted
the ratio of the standard deviation of the ML estimator to that of the moment
estimator for different values of p1, p2. We see that the maximum likelihood
estimator is always more accurate than the moment estimator, and the effect
is more pronounced as p1, p2 increase. Thus, for example, when p1 = 0.5 and
p2 = 0.2, the ratio of the standard deviations is 0.80, while if p1 = 0.5 and p2 is
increased to 0.9 the maximum likelihood estimator is nearly 3 times as accurate
as the moment estimator.
11
Figure 1: The asymptotic (M →∞) ratio of the standard deviation of the max-
imum likelihood estimator to that of the moment estimator for λ, for different
values of p1, p2, fixing λ = 10. Values for p1 were 0.2 (solid circles), 0.5 (empty
circles), 0.8 (squares), and for each value of p1, p2 ranges from 0.05 to 0.95.
M λ mean
λ
standard deviation
% of trials where
ML is better
moment ML moment ML
100 10.54 10.00 2.61 1.33 71.5
200 10.21 10.02 1.60 0.90 68.8
500 10.08 10.01 1.01 0.56 70.3
Table 3: Results of simulation tests of the moment estimator and the maximum
likelihood (ML) estimator. For each of the three rows, N = 5000 data sets were
generated with parameter values λ = 10, p1 = 0.4, p2 = 0.7.
Considering the effect of the value of λ on the ratio of the standard deviations
of the ML and moment estimates, we found that this dependence is very weak,
e.g., taking p1 = 0.7, p2 = 0.4, the ratio takes the value 0.5605 for λ = 10 and
0.5621 for λ = 100.
To verify these observations in the non-asymptotic case, now use a simulation
test to compare the accuracy of the two estimation methods we have developed.
In our experiments, we generated data on the number of defects detected by
each inspector in M items (M = 100, 200, 500), using the model, with defect
rate λ = 10, and with detection rates p1 = 0.4 and p2 = 0.7. Using the simulated
data, we computed the estimators (λˆ, pˆ1, pˆ2) using the moment methods, and
the estimators (λ∗, p∗1, p
∗
2) using the maximum likelihood method. We repeated
this 5000 times.
Figure 2 displays the histograms of the estimates obtained for λ using each of
the two methods. As can be seen in the figure, the estimates made using the
maximum likelihood method are on the average more precise.
Characteristics of the distributions of the estimators are presented in Table 3.
We see that the maximum likelihood estimator is superior both in the sense
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Figure 2: Histograms of estimates of λ using the moment method (left) and the
maximum likelihood method (right), for M = 100 (top), M = 200 (middle),
M = 500 (bottom). In all cases, 5000 tests were performed with λ = 10, p1 =
0.4, p2 = 0.7.
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that its bias is smaller and in that its variance is smaller. As can be seen in
the right-most column, for approximately 70% of the 5000 data samples the
estimate obtained by the maximum likelihood estimator was closer to the true
value than that obtained by the moment estimator.
We thus conclude that for our problem, despite the fact that the moment esti-
mator is very ‘natural’ and simple, the maximum likelihood estimator, which is
harder to compute, performs better.
5 Comparison with Capture-Recapture estima-
tion
The methods developed in this work are aimed at estimating defect and de-
tection rates when no information is available regarding the number of defects
which were jointly detected. When such information is available, one can use the
Capture-Recapture method (Bonett [1], Briand et al. [3], Petersson et al. [18]).
This method originated as method of estimating the size of animal populations
by capturing some animals, marking and releasing them, and then capturing
another group of animals and counting how many of these are marked (Chao
[4], McCrea and Morgan [15]).
It is intuitively clear that using the additional information on joint detections
should result in more precise estimates, and we would now like to quantify this
intuition by comparing the variance of our estimators with that of the estimator
obtained from the Capture-Recapture method.
The prerequisite for applying the Capture-Recapture method is availability of
the values of the variables Xm,1, Xm,2, Ym: the number of defects detected only
by inspector 1, only by inspector 2, and by both inspectors, respectively. These
are independent and distributed according to (6),(7).
Estimators for p1, p2, λ are then given by (see Gadrich & Katriel [6], Section 4)
pˆ1,CR =
y¯
x¯2 + y¯
, pˆ2,CR =
y¯
x¯1 + y¯
, λˆCR =
(x¯1 + y¯)(x¯2 + y¯)
y¯
,
where
x¯i =
1
M
M∑
m=1
xm,i, i = 1, 2, y¯ =
1
M
M∑
m=1
ym.
These estimators can be obtained both using a moment-type approach and
using a maximum-likelihood approach - in contrast with the problem which is
the main focus of our work, here the two approaches yield identical estimators.
Note that here it is of no importance that the defects occur on M separate
items: the data from all items is summed up, and no loss would be incurred if
only the aggregate data on number of defects detected by each of the inspectors
seperately, and by both of them, were available. This is different from the esti-
mation problem studied in this paper, in which having data from several items is
essential for identifiability. In this connection, it should be noted that while the
Capture-Recapture method can be used to assess the quality of individual items,
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as is in fact done in the case of software testing where a particular program is
being inspected. Our method, since it requires M ≥ 2 items, is appropriate for
estimating the rate of defects λ and not the quality of individual items, and is
thus suited for acceptance sampling rather than the testing of individual items.
We analyzed the bias and variance of the above estimators - although the
Capture-Recapture method is well known, we were not able to locate the results
given below in the literature, since our framework, in which we are estimating
a defect rate, is different from the common framework in which a fixed number
of total defects is being estimated.
We have (see Gadrich and Katriel [6], Section 4, for the calculations)
Theorem 5.
E(pˆ1,CR) = p1, E(pˆ2,CR) = p2,
that is the estimators pˆ1,CR, pˆ2,CR are unbiased.
For λˆCR we have, as M →∞,
E(λˆCR) = λ+
(
1
p1
− 1
)(
1
p2
− 1
)
· 1
M
+O
(
1
M2
)
.
Theorem 6. As M →∞,
V AR(pˆi,CR) =
p2i (1 − pi)
λp1p2
· 1
M
+O
(
1
M2
)
, i = 1, 2, (16)
V AR(λˆCR) = λ ·
(
1 +
(
1
p1
− 1
)(
1
p2
− 1
))
· 1
M
+O
(
1
M2
)
. (17)
Combining Theorems 1 and 5 yields
E(λˆ)− E(λˆCR) = λ(p1p2 + 1)
p1p2
· 1
M
+O
(
1
M2
)
,
showing that the bias of our moment estimator is greater than the of the
Capture-Recapture estimator. Combining Theorems 2 and 6 yields
V AR(λˆ)− V AR(λˆCR) = λ
2(p1p2 + 1)
p1p2
· 1
M
+ O
(
1
M2
)
,
showing that, as expected, the accuracy of Capture-Recapture estimations is
better, when it is applicable. It can be checked that similar results hold for the
bias and variance of the estimators for p1, p2.
As a numerical example, if we take λ = 10, p1 = 0.4, p2 = 0.7,M = 200, then
the bias of the Capture-Recapture estimator for λ is 0.003, while that of our
moment estimator is 0.25, and of our maximum likelihood estimator (based on
simulation) is 0.02. The standard deviation of the Capture-Recapture estimator
for λ is 0.2, whereas our moment estimator gives a standard deviation of 1.6
and our maximum-likelihood estimator gives a standard deviation (using (15)
and verified by simulation) of 0.9. We conclude that the Capture-Recapture is
considerably more precise than our estimators for a given sample size of items,
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which as noted above, is not surprising in view of the fact that it uses more
information.
Thus the estimators we develop should be useful when the information required
to apply the Capture-Recapture method is not available, that is when we do
not have counts of the number of joint detections.
Two necessary assumptions for applying the model proposed here should be
kept in mind:
(1) The number of defects per item in the population from which the items
are sampled is Poisson-distributed with a fixed parameter λ. This requires
that the manufacturing process by which the items were produced is stable
in the sense that there are no systematic changes in the process over the
time period during which the items were produced.
(2) The records made by the two inspectors are independent in the sense that
the fact that a defect is recorded by one of the observers does not change
the probability that the same event is recorded by the other inspector. In
particular this assumption would not hold if defects are heterogeneous in
the sense that some defects are easier to detect than others, which would
mean that a defect that has been detected by one inspector is more likely
to be detected by the other.
We note that these assumptions also underlie the Capture-Recapture method
when applied to two inspectors.
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