We are concerned with Hardy and BMO spaces of operator-valued functions analytic in the unit disk of C. In the case of the Hardy space, we involve the atomic decomposition since the usual argument in the scalar setting is not suitable. Several properties (the Garsia-norm equivalent theorem, Carleson measure, and so on) of BMOA spaces are extended to the operator-valued setting. Then, the operator-valued H 1 -BMOA duality theorem is proved. Finally, by the H 1 -BMOA duality we present the Lusin area integral and Littlewood-Paley g-function characterizations of the operator-valued analytic Hardy space.
Introduction
The classical Hardy and BMO spaces and H 1 -BMO duality theorem play a crucial role in harmonic analysis (see for example, [5, 7, 13] ). The vector-valued analogue was studied by Bourgain [3] and Blasco [2] in the case of the unit disc. Recently, operator-valued (= quantum) harmonic analysis has developed considerably (e.g., see [6] ). This is inspired by the works on matrix-valued harmonic analysis (e.g., see [9, 12] and references therein) and the recent development on the theory of non-commutative martingales (see the survey paper by Xu [15] ). The theory of operator-valued Hardy and BMO spaces in R was well built by Mei [8] . The goal of this paper is to study the disk analogue of Mei's results, with an emphasis on the 'analytical' aspect.
The remainder of this paper is divided into five sections. In Section 2 we present some preliminaries, including the L p -spaces of operator-valued measurable functions, the noncommutative Hölder inequality, operator-valued analytic functions and its some properties. The operator-valued analytic Hardy space is defined by using the atomic decomposition in Section 3, since the usual argument in the scalar setting is not suitable, as was pointed out in [8] . In section 4 we show the Garsia-norm equivalent theorem and Carleson measure characterization of the operator-valued BMOA space. One of main results in the paper is then proved in section 5: the operator-valued H 1 -BMOA duality theorem. Section 6 is devoted to the proof of another main result, the Lusin area integral and Littlewood-Paley g-function characterizations of the operator-valued analytic Hardy space. Our argument of the atomic decomposition is distinct from Mei's method originating from [10] , in which the Lusin area integral is used for defining the Hardy space. The techniques involved here is slightly simpler and also suitable for use in obtaining the corresponding results found there.
In what follows, C always denotes a constant, which may be different in different places. For two nonnegative (possibly infinite) quantities X and Y by X ≍ Y we means that there exists a constant C such that C −1 X ≤ Y ≤ CX. Any notation and terminology not otherwise explained, are as used in [5] for complex harmonic analysis, and in [14] for theory of von Neumann algebras.
Preliminaries

Operator-valued measurable functions
Throughout this paper, M will always denote a von Neumann algebra, and M + its positive part. Recall that a trace on M is a map τ :
(1) τ (x + y) = τ (x) + τ (y) for arbitrary x, y ∈ M + ; (2) τ (λx) = λτ (x) for any λ ∈ [0, ∞) and x ∈ M + ; and
τ is said to be normal if sup γ τ (x γ ) = τ (sup γ x γ ) for each bounded increasing net (x γ ) in M + , semifinite if for each x ∈ M + \{0} there is a non-zero y ∈ M + such that y ≤ x and τ (y) < ∞, and faithful if for each x ∈ M + \{0}, τ (x) > 0. A von Neumann algebra M is called semifinite if it admits a normal semifinite faithful trace τ, which we assume in the remainder of this paper. Denote by S + the set of all x ∈ M + such that τ (suppx) < ∞, where suppx is the support of x which is defined as the least projection p in M so that px = x or equivalently xp = x. Let S be the linear span of S + . Then S is a * -subalgebra of M which is w * -dense in M. Moreover, for each 0 < p < ∞, x ∈ S implies |x| p ∈ S + (and so τ (|x| p ) < ∞), where |x| = (x * x) 1/2 is the modulus of x. Now we define x p = [τ (|x| p )] 1/p for all x ∈ S. One can show that · p is a norm on S if 1 ≤ p < ∞, and a quasi-norm (more precisely,
This is the non-commutative L p -space associated with (M, τ ). For convenience, we set L ∞ (M, τ ) = M equipped with the operator norm. The trace τ can be extended to a linear functional on S, still denoted by τ. Since |τ (x)| ≤ x 1 for all x ∈ S, τ extends to a continuous functional on
(For the theory of non-commutative L p -spaces, see the survey paper by Pisier and Xu [11] and references therein).
Let (Ω, F , µ) be a σ-finite measure space. A S-valued function ϕ on Ω is said to be simple if it can be written as
where a j ∈ S and {F j } is a finite set of measurable disjoint subsets of Ω with µ(F j ) < ∞. Denote by S(Ω, S) the set of all simple S-valued functions on Ω.
For such a simple function ϕ we define
, respectively. As shown in [8] , each ϕ can be regarded as an element
is the space of all bounded operators on L 2 (Ω) with the usual trace Tr) and
exists as an element in L γ (M, τ ) and
isometrically via the anti-duality
(For details see [8] .) Also, by the convexity of the operator-valued function x → |x| 2 , we have
Proof. Since
it is concludes from (2.7) that
This completes the proof.
equipped with the sum norm
equipped with the maximum norm
isometrically via the anti-duality (2.7).
Operator-valued analytic functions
Let D = {z ∈ C : |z| < 1} be the unit disc in the complex plane C and let T = {z ∈ C : |z| = 1} be the unit circle. dm = dθ/2π will denote the normalized Lebesgue measure on T. The kernel
is called the Poisson kernel in D. By (2.6) we can define the Poisson integral
for z ∈ D. For simplicity, we still denote P [f ] by f. Similarly, we define the
We let Aut(D) be the Möbius group of all automorphisms of D. Every Möbius transformation can be written as
with θ real and |z 0 | < 1.
with z = x + iy. In this notation we have
for every w ∈ D.
Proof. By Lemma 3.1 in [5] we have
Since the set of
). To prove (2.17), we first prove the case of w = 0, that is,
To this end, we note that 1 − |z| 2 ≤ 2 log(1/|z|), |z| < 1. Hence, by (2.16) one has that
To prove the reverse inequality, suppose that the integral on the left hand is finite and denoted by A. For |z| > 1/4, we have the reverse inequality log(1/|z|) ≤ C(1 − |z| 2 ). This yields that
Also, let H be the Hilbert space on which M acts. For |z| < 1/4, the subhar-
Using (2.16) we conclude the proof of (2.20). Now, fix w ∈ D. The identity
has the same proof as (2.16). Using the identity
we similarly obtain (2.17). This completes the proof.
For every α > 1 and t ∈ T, we let
In what follows, we fix α > 1.
Proof. Let H be the Hilbert space on which M acts. Note that as |z| → 1, m t ∈ T : z ∈ Γ α (t) ≍ 1 − |z| 2 . By Lemma 2.3 one has that
3 Operator-valued Hardy space
Throughout, we always denote by I a subarc of T and |I| = m(I).
(ii) I adσ = 0, and
By Lemma 2.2, one concludes that an
where a k are all M c -atoms and λ k ∈ C so that k |λ k | < ∞, equipped with the norm
where the infimum is taken over all λ k ∈ C and M c -atoms a k such that f = k λ k a k and k |λ k | < ∞. 
Proof. It is sufficient to prove that
Let a be an M c -atom supported in I. By Lemma 2.2 we have
This shows that τ (ma)/ m ∞ is an 2-atom supported in I. The proof is complete. 
. Then, by (2.6) one concludes that f, g ∈ M for each g ∈ L ∞ (T). Thus, for a subarc I of T we can define the mean value f I of f over I by f I = I f dm/|I| ∈ M. Set f * ,c = sup
where the supremum is taken over all subarcs I of T. We define
equipped with the norm
Consequently, BMO(T, M) ⊂ BMO c (T, M) and BMO c (T, M) is a Banach space. Here, BMO(T, M) is the BMO space of M-valued functions on T.
Proof. Let H be the Hilbert space on which M acts. For every h ∈ H one has
which yields that f * ,c = sup
3) where BMO(T, H) is the H-valued BMO space on T. This concludes (4.1) and so, BMO(T, M) ⊂ BMO c (T, M).
Since
This completes the proof of (4.2).
Definition 4.1. We define
equipped with the norm · BMO c .
By (4.1) and (4.3) we conclude that BMOA(T, M) ⊂ BMOA c (T, M) and BMOA c (T, M) is Banach space.
For f ∈ BMOA c (T, M) we introduce the set of functions
and for 0 < γ < 1, we denote by f γ the dilated function defined for |z|
Proof. Let H be the Hilbert space on which M acts. By merely reproducing the proof in the case of scalars (for details, see [1] ) we can obtain (4.4) for Hvalued functions. Then, by (4.3) we have
This concludes the first equivalence.
Similarly, for f ∈ BMOA c (T, M) we have f * ,c = sup
This proves that f * ,c ≍ f * * ,c and completes the proof.
Similarly, we can define BMO r (T, M) and BMOA r (T, M), by letting f * ,r = f * * ,c and f BMO r = f * BMO c , respectively. Evidently, we have
Here, f * * ,r = f * * * ,c .
We define
quipped with the norm f BMOcr = max { f BMOc , f BMOr } . As shown above, BMO(T, M) ⊂ BMO cr (T, M).
Definition 4.2. The operator-valued BMOA space on T is defined as follows:
quipped with the norm f BMO cr .
BMOA cr (T, M) is evidently a Banach space under the norm · BMOcr .
Moreover, BMOA(T, M) ⊂ BMOA cr (T, M).
It is well-known that BMO spaces are related to the so-called Carleson measures (e.g., see [5, 13] ). In the sequel, we do this in the operator-valued setting on the circle, with an emphasis on the 'analytical' aspect.
For t ∈ T and δ > 0 we introduce the set
whose closure intersects T at the subarc I(t 0 , δ) = {t ∈ T : |t − t 0 | < δ}.Î(t, δ) is said to be a Carleson tube at t. 
for all t ∈ T and δ > 0. Set
which is called the Carleson norm of ν. 
The constant N (ν) satisfies
for absolute constants C 1 and C 2 .
The proof is the same as in the scalar case (e.g., see Lemma 3.3 in [5] ) and omitted. Proposition 4.4 shows the conformally invariant character of Carleson measures.
The following theorem is the operator-valued version of one of the most fundamental results in the theory of BMO spaces, which characterizes BMO spaces in terms of Carleson measures.
. Then, the following assertions are equivalent:
In this case, Proof. By Lemma 2.3, Propositions 4.2 and 4.4 we conclude the equivalence of (1) and (2) and ν f c ≍ f 2 * ,c . What remains to be proved is the equivalence of (2) and (3). Half of this task is trivial because the inequality 1 − |z| 2 ≤ 2 log(1/|z|) shows that ν f c ≤ 2 λ f c . For |z| > 1/4 we have the reverse inequality log(1/|z|) ≤ C(1 − |z| 2 ), which shows that λ f (Î) ≤ C ν f (Î) for subarcs I = I(t, δ) provided δ ≤ 3/4, because |z| > 1 − δ ≥ 1/4 for all z ∈Î. Then, to prove that the equivalence of (2) and (3) it suffices to prove λ f (|z| ≤ 1/4) ≤ C ν f (|z| ≤ 1/2) . However, as shown in the proof of Lemma 2.3 we have
for all |z| < 1/4. Hence,
This gives that λ f (|z| ≤ 1/4) ≤ C ν f (|z| ≤ 1/2) and therefore λ f c ≤ C ν f c .
Operator-valued H 1 -BMOA duality
In this section we show the operator-valued H 1 -BMOA duality.
Theorem 5.1. We have
This concludes that
Note that g is unique up to a constant. We need to show that g ∈ BMO c (T, M).
Let H be the Hilbert space on which M acts. Recall that the predual space
Tr(ab) = 0, ∀b ∈ M} is the pre-annihilator of M. The quotient map is dented by π :
Consequently, by (4.3) and the Hilbert space-valued H 1 -BMOA duality theorem we have g * ,c = sup 
. By merely reproducing the above proof we can prove that C[g] ∈ BMOA c (T, M).
6 Area integral characterizations of operatorvalued analytic Hardy space
Similarly, we define the row area function A r (f, α) = A c (f * , α) and row Littlewood-Paley g-function g r (f ) = g c (f * ). Also, we need two technical variants of A c (f ) and g c (f ) as following:
, where Γ α (t, δ) = {z ∈ D : |t − z| < α(1 − |z|), |z| < δ}, and
For simplicity, we usually denote by A c (f ) = A c (f, α) in the sequel.
Lemma 6.1. There is a constant C > 0 such that
Proof. It suffices to prove the associated inequality for the case of t = 1. Since Γ α (1, (1 + δ)/2) contains a small disc centered at 0, there exists a constant 0 < c α < 1 such that for each 0 < r < δ,
The harmonicity of ∇f gives that
This follows from (2.8) that
where 2I = I(t 0 , 2δ), and by (2.8) for s ∈ I(t 0 , δ), t ∈ T \ 2I and z ∈ Γ α (t). This concludes that 
Then, by (6.2) we have that
Therefore,
This completes the proof. 
