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We study a method to simulate quantum many-body dynamics of spin ensembles using
measurement-based feedback. By performing a weak collective measurement on a large ensem-
ble of two-level quantum systems and applying global rotations conditioned on the measurement
outcome, one can simulate the dynamics of a mean-field quantum kicked top, a standard paradigm
of quantum chaos. We analytically show that there exists a regime in which individual quantum
trajectories adequately recover the classical limit, and show the transition between noisy quantum
dynamics to full deterministic chaos described by classical Lyapunov exponents. We also analyze the
effects of decoherence, and show that the proposed scheme represents a robust method to explore
the emergence of chaos from complex quantum dynamics in a realistic experimental platform based
on an atom-light interface.
The increasing level of precision achieved in both con-
trol and measurement of microscopic systems over the
past decades is paving the way for using quantum sys-
tems as powerful simulators. In this paradigm, precise
manipulation of a quantum system leads to the effective
engineering of a particular physical model from which, in
principle, one could extract quantities of interest which
might not be accessible from a simulation on a classical
device. In recent years prototypes of quantum simulators
have been demonstrated in a variety of platforms, includ-
ing trapped ions [1–3], cold atoms [4–9], superconducting
qubits [10], and photonic systems [11].
Although it is unclear whether current devices can reli-
ably simulate complex dynamics beyond the capabilities
of classical computers [12], recent explorations of small
scale quantum simulations have proven to be interesting
by themselves. For instance, simulations of interacting
models which are native to cold atom implementations
have led to new theoretical insights for weak ergodicity
breaking [6, 13, 14]. Quantum simulators can also be
used to explore fundamental questions such as the emer-
gence of classical chaos from quantum dynamics [15–17].
It is known that unitary dynamics of closed quantum
systems do not display exponential sensitivity to initial
conditions [18, 19], and the unified description of chaos in
quantum dynamics is understood from a variety of per-
spectives [20–22]. One way to see the emergence of classi-
cal chaos from the macroscopic limit of quantum systems
is in the quantum trajectories associated with a continu-
ous measurement record [23–27]. Bhattacharya et al. [23]
showed that when the measurement is strong enough to
keep a quantum wave packet localized along the classical
trajectory, but weak enough that measurement backac-
tion doesn’t dominate over Hamiltonian dynamics, the
quantum trajectories display the correct Lyapunov ex-
ponents. However, a practical path to direct observation
of quantum trajectories characterized by a positive Lya-
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Figure 1. Schematic of our proposal for a measurement-and-
feedback based quantum simulator. A quantum system (e. g.,
the collective spin of a collection of atoms) undergoes weak
collective measurements, yielding a measurement outcome m.
This is processed by a classical controller, which then imple-
ments quantum control operations Uˆ(m) on the system, con-
ditioned on the measurement outcome.
punov exponents remains an open challenge [28].
In this Letter we propose a method to implement
quantum simulations that is specially suited for explor-
ing the emergence of chaos in quantum systems. More
generally, this proposal allows for the simulation of non-
linear dynamics in quantum systems described by collec-
tive spin variables. The method is based on performing
a series of weak (nonprojective) measurements followed
by global unitary control maps that are conditioned on
the measurement outcome. We show that this feedback
scheme is able to engineer many-body dynamics of the
collective spin variables, and thus provide a platform to
explore complex phenomena such as criticality [29, 30]
and the emergence of classical chaos from quantum tra-
jectories [28, 31, 32]. In particular we apply this proce-
dure to the simulation of the kicked top (KT), a paradig-
matic example of chaos both in the classical and quantum
regime [33–36]. We prove that the unconditioned dy-
namics generated by our protocol is a dephased version
of the quantum KT (QKT), while the conditioned quan-
tum trajectories continuously approach the classical KT
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2(CKT) dynamics as the size of the ensemble grows, and
display the correct, positive largest Lyapunov exponent.
The proposed scheme is general and can be applied in dif-
ferent platforms. We consider a potential experimental
implementation based on an atom-light interface [37, 38]
and show that our results can be robust to the effects of
decoherence.
Consider, thus, an ensemble of N noninteracting two-
level systems described by collective spin operators Jˆ =
1
2
∑N
i=1 σˆi, where σˆi is a vector of Pauli matrices acting
on the i-th particle. We take the system initially pre-
pared in a spin coherent state (SCS), i.e. a product state
of the form |↑~en〉⊗N , where ~en ↔ (θ, φ) is an arbitrary
direction on the unit sphere. We propose a discrete-time
evolution in which each step consists of two consecutive
operations: (i) a nonprojective measurement of the Jˆz
component of the collective spin, (ii) a unitary map con-
ditioned on the measurement outcome. We consider mea-
surements with Gaussian noise [39], which yield Kraus
operators of the form
Kˆm =
1
(2piσ2)1/4
e−
1
4σ2
(Jˆz−m)2 , (1)
where σ is the measurement resolution and m is the
measurement outcome, sampled with probability Pm =
i〈ψ|Kˆ†mKˆm|ψ〉i. In this way, one evolution step |ψ〉i →
|ψ〉i+1 can be represented in the form of a map Kˆ(m)map,
and the state is updated following quantum Bayes rule
|ψ〉i+1 = Kˆ
(m)
map|ψ〉i√
Pm
, where Kˆ(m)map = Uˆ (f(m)) Kˆm. (2)
Here Uˆ (f(m)) is an unitary operator conditioned, via
a feedback policy f(m), on the measurement outcome.
f(m) can be chosen with complete freedom, allowing the
protocol to simulate different kinds of nonlinear dynam-
ics in the collective spin system. We will consider only
global SU(2) rotations for our feedback policies, since
they can be implemented in state of the art experiments
with relative ease [36, 40].
Consider now the simulation of the KT dynamics. The
dynamics of the QKT is governed by the Floquet opera-
tor [33]
UˆQKT = e
ipJˆyei
k
2J Jˆ
2
z , (3)
describing the collective spin J = N/2 periodically un-
dergoing a so-called “twist” around the z-axis charac-
terized by strength k, followed by a rotation by angle p
about the y-axis. The classical limit of the Floquet map
is obtained by considering the Heisenberg equations of
motion in the limit J →∞, yielding a map for the vector
n ≡ 〈Jˆ〉/J [33]. The classical phase space of the CKT is
known to change from completely regular to fully chaotic
as the twisting parameter k is increased [33]. Quantum
signatures of this transition have been extensively studied
(a) (b)
Figure 2. (a) Time evolution of 〈Jˆz〉/J for an initial condition
near the fixed point along the positive y-axis. The full quan-
tum state (dashed blue) and the H-P approximation (dashed
red), compared with the Z coordinate of the CKT (continuous
black). Parameters are: k = 1.5, N = 103, σ = 0.9
√
J . (b)
Maximum distance to the corresponding classical trajectory
averaged over several initial conditions D
max
c as a function of
the measurement resolution. An optimal value of σ (minimum
of D
max
c ) exists around σ ∼
√
J . Parameters as in (a).
in terms of hypersensitivity to perturbations [22, 34] and
generation of entanglement [41, 42]. For the rest of this
work, unless otherwise stated, we will use p = pi/2. Note
that the classical limit is equivalent to the mean-field the-
ory where operators are replaced by their expected values
and correlations are neglected. In the mean-field approx-
imation, kJˆ2z → 2k〈Jˆz〉Jˆz. Hence, in order to simulate
the dynamics of the KT with our scheme, we propose the
feedback policy
Uˆ (f(m)) = UˆpUˆk,m = e
ipJˆyei
k
JmJˆz , (4)
where we preserve the form of the free rotation and re-
place the twisting unitary by a conditioned rotation. If
the measurement outcome m = 〈Jˆz〉 we exactly recover
the CKT. Other models of collective spin dynamics can
also be accessed in this protocol via a modification of the
feedback policy, and a rich variety of nonlinear maps can
be engineered by merely feeding back nonlinear functions
of the measurement outcome.
To see the connection of our feedback-based map to
the QKT, we first examine the case where we trace over
the measurement record, and consider the weighted av-
eraged over all possible outcomes [39]. The state is now
mixed, and the stroboscopic evolution of the density op-
erator can be exactly obtained. Since the measurement
outcomes form a continuum, the average turns into an in-
tegral, which can be computed in closed form (see supple-
mentary material for details). The resulting map reads
ρˆi+1 =
∑
m
Kˆ(m)mapρˆiKˆ
(m)†
map = UˆQKT
(
eΓLD [ρˆi]
)
Uˆ†QKT .
(5)
From Eq. (5) we see how the exact Floquet operator of
the QKT UˆQKT emerges from our proposed scheme. In
3Figure 3. Phase space portraits constructed using the H-P
approximation with σ = 0.9
√
J . From top to bottom we
show k = 1.5, 2.5, 4.0, respectively. The first two columns
correspond to N = 104, 107, the third column are the CKT
portraits. The emergence of the classical regular, mixed and
chaotic features can be seen as N increases.
addition, we see dephasing, generated by
LD[ρˆi] = −
[
Jˆz,
[
Jˆz, ρˆi
]]
, and Γ =
k2σ2
2J2
+
1
8σ2
. (6)
The dephasing rate, Γ, arises from two effects: ran-
domness in the measurement outcome and measurement
backaction. The first leads to a randomness in the ap-
plied feedback, which increases with σ2. The second de-
creases as σ−2, as weaker measurement implies weaker
backaction. The combination of both terms then has a
minimum for a particular measurement strength, which
shows the existence of a regime providing an optimal
tradeoff between information extraction and decoher-
ence.
We now turn our attention to the conditioned dynam-
ics of the individual quantum trajectories. In this case,
the state of the system at each time depends on a series
of measurement outcomes m1,m2, ...,mn where n is the
number of time evolution steps. We will show that this
evolution leads to intricate dynamics whose complexity
can be characterized in a classical sense, via Lyapunov
exponents [43, 44]. A positive Lyapunov exponent is the
signature of deterministic chaos and unpredictability [45].
Measuring a Lyapunov exponent requires a notion of tra-
jectory in phase space. This notion can be constructed
with quantum trajectories when the measurement acts
to keep the state of the system sufficiently localized in
phase space while the effect of measurement backaction
is negligible when compared to the applied unitary rota-
tion, allowing for a continuous probing of the quantum-
to-classical transition as discussed above [23, 24].
For the collective spin systems under consideration, the
classical limit is achieved for large spin ensembles with
N  1 and for an optimal value of measurement resolu-
tion σ that allows us to maximally extract an estimate of
the mean field with minimal quantum backaction. In the
limit of large spin ensembles and weak measurements,
we can make the Holstein-Primakoff (H-P) approxima-
tion [46], and treat the state at all times as a Gaussian
bosonic mode on a plane co-moving with the rotating
Bloch vector. The state thus is completely determined
by the vector of mean values n = 〈Jˆ〉/J and a 3 × 3
symmetric covariance matrix V defined as
Vαβ =
1
2J
(
〈{Jˆα, Jˆβ}〉 − 2〈Jˆα〉〈Jˆβ〉
)
, (7)
with α, β = x, y, z. At each time step, a different H-P
plane is defined perpendicular to the direction of n. The
state is expressed in the local basis on the plane via the
transformation
n′ = An, (8a)
V′ = AVAT, (8b)
where A is a rotation matrix taking (~ex, ~ey, ~ez) to
(~en1 , ~en2 , ~en). In this local basis, the measurement op-
erator takes the form
Kˆm ∝ e
√
J
2σ2
mθ sin θPˆ e−
J
4σ2
sin2 θPˆ 2 , (9)
where Pˆ = Jˆn2/
√
J is one of the two quadrature oper-
ators on the H-P plane (see supplementary material for
details), and mθ = m− J cos θ. The action of the Kraus
operator only updates the subblocks of n′ and V′ corre-
sponding to the two directions on the plane, while leaving
the perpendicular one unchanged. The result is the fa-
miliar measurement-induced spin squeezing along the P
quadrature [47]. The Gaussian approximation made here
is valid as long as the measurement-induced squeezing is
consistent with the H-P approximation. Note that the
unitary feedback operation is trivial to represent as a ro-
tation of the H-P plane, conditioned on the measurement
outcome. We have extensively checked the validity of this
approximation for all cases of interest. A particular ex-
ample is shown in Fig. 2a where we compare the results
for 〈Jˆz〉/J obtained with the full evolution of the state
vector and our H-P approximation for N = 103.
Having established the validity of the approximation,
we can write down an analytic expression for the strobo-
scopic map evolving the normalized expectation values of
the Cartesian components of n, which reads
Xi+1 = −Zi + η1V22(1− Zi)2, (10a)
Yi+1 = (1− η1V22Zi) [Yi cos (kZi + η2)−X sin (kZ + η2)]
+ η1V12 [Xi cos (kZi + η2) + Y sin (kZi + η2)] ,
(10b)
Zi+1 = (1− η1V22Zi) [X cos (kZi + η2) + Y sin (kZi + η2)]
− η2V12 [Y cos (kZi + η2)−X sin (kZi + η2)] .
(10c)
4The covariance matrix elements, when represented in the
local basis on the plane are updated by the measurement
V
′(i+1)
22 =
V
′(i)
22 s
2
2V
′(i)
22 + s
2
, V
′(i+1)
12 =
V
′(i)
12 s
2
2V
′(i)
22 + s
2
, (11a)
V
′(i+1)
11 = V
′(i)
11 +
1
2
(
1
s2
− 4V
′(i)2
12
2V
′(i)
22 + s
2
)
, (11b)
where s2 = 2σ
2
J sin(θ) . The dynamics dictated by Eqs. (10a-
10c) is stochastic. The random kicks are given by η1 =
N (0, σ21) and η2 = N (0, σ22) normally distributed with
zero mean and variances given by
σ21 =
σ2 + ∆J2z
σ4
, and σ22 = k
2σ
2 + ∆J2z
J2
, (12)
where ∆J2z is the spin uncertainty (“projection noise”),
which also determines measurement strength via the pa-
rameter s2 = σ2/∆J2z . From these expressions it is easy
to see that these random corrections η1 and η2 vanish
as J → ∞, and thus the map limits to the exact CKT
dynamics.
For a finite-sized system, the stochastic corrections η1
and η2 quantify the effects of noise introduced due to the
measurement backaction and an imperfect feedback oper-
ation, respectively. As in the case of the average map, one
can find the value of measurement resolution which min-
imizes these effects. In this case, this is accomplished by
minimizing σ1 + σ2. The existence of an optimum value
of σ illustrates the expected tradeoff between informa-
tion gain and measurement backaction. We get a good
estimate of the mean value of Jz when the shot noise res-
olution of the meter is on the order of the projection noise
of the SCS. The optimum σ can be computed analytically
(see supplementary material), and in all cases of interest
it corresponds roughly to σ/
√
J ∼ 1. To illustrate this
point, we computed the largest distance to the respec-
tive classical trajectory Dmaxc = max
i
||X(i)CKT−n(i)|| and
calculated its average over 100 initial conditions for a reg-
ular phase space (k = 1.5). The results are shown in Fig.
2b as a function of σ/
√
J . There, we can observe the
existence of an optimum regime which becomes less and
less restrictive as the system size N increases.
Using the co-moving H-P approximation we can model
arbitrary ensemble sizes, and thus study extensively the
phase spaces generated by our protocol in the optimal
measurement regime. Fig. 3 shows the phase portraits
for different strengths of the chaoticity parameter, k,
and ensemble sizes. For small ensembles, quantum noise
washes out the classical features. Regular, mixed and
chaotic features of the CKT emerge in the large N limit,
becoming essentially indistinguishable from the classical
phase portrait for N = 107.
We quantify the quantum-to-classical transition in
both the chaotic and regular regime. For the regular case
(a)
(b)
(c)
(d)
Figure 4. Robustness of simulated classical dynamics in the
presence of the probe induced decoherence. The key pa-
rameter is the optical depth on resonance OD, which deter-
mines the cooperativity, i.e. the measurement rate compared
to the decoherence rate (see text). (a) Point like compar-
ison between the CKT phase portrait and the phase por-
trait of our model using S(OD;σ, k, n) in Eq. (15). Pa-
rameters are: k = 1.5, OD = 300, σ = 4.0
√
J and n = 30.
(b) Mean S(OD;σ, k, n) (the average is over initial condi-
tions) as a function of OD. Vertical lines signal OD = 30
and OD = 300, respectively. Notice the large drop in sim-
ilarity below OD ∼ 100. Parameters are as in (a). (c)
Largest Lyapunov exponent as a function of k. For the CKT
(black continuous) and the H-P approximation (red dots).
(d) Largest Lyapunov exponent in the presence of decoher-
ence (blue dots). In (c) and (d) the dashed black line is an
analytical expression known to work for k > 10 [35].
as N increases, the maximum distance between the sim-
ulated trajectory and the classical trajectory approaches
zero, see Fig. 3b. For the chaotic case, in Fig. 4c we plot
the largest Lyapunov exponent Λlargest as a function of
the twisting parameter k (red dots) obtained using the
H-P approximation with N = 106 and the optimal value
of σ. Again, our protocol simulates to good approxima-
tion the complex (unpredictable) chaotic dynamics of the
CKT. The quantity ΛLargest is calculated as the average
over the exponents of several fiducial initial conditions,
where for each fiducial initial condition the exponents
was calculated following the prescription in [23].
Finally, we consider a possible realization of our pro-
tocol based on measurement and control of the collective
spin of an ensemble of ultracold atoms. Sending an off-
resonance laser probe through the ensemble leads to a
dispersive Faraday interaction, and a subsequent mea-
surement of the probe polarization rotation provides a
weak, continuous-time QND measurement m(t) of the
collective spin projection Jˆz [37, 40]. The measurement
record is processed by a classical controller, which can
apply current pulses through a set of magnetic coils to
5drive rotations around z, conditioned on m(t) as desired.
Implementing the controller with a field programmable
gate array (FPGA) provides flexibility to apply a broad
range of control laws in a wide bandwidth and with min-
imal latency. Additional magnetic coils can be added to
allow the controller to drive rotations around other axes,
e.g., the fixed periodic rotations required to implement a
kicked top.
We seek to understand how decoherence during the
course of measurement affects our ability to observe the
quantum-to-classical transition. In this geometry, mea-
surement occurs at a rate at which photons are forward-
scattered into the probe, κ = (σ0/A)γs where σ0 is the
resonant scattering cross section, A is the effective beam
area, and γs is the photon scattering rate into 4pi [37].
The measurement resolution variance σ2 = 1/κT , where
T is the duration of the measurement. During this time,
photons will be diffusively scattered, leading to optical
pumping and concomitant decoherence. The duration of
measurement is chosen so that σ2 ≈ ∆J2z ∼ N , which
implies γsT ∼ 1/OD, where OD = Nσ0/A is the optical
density, which play the role of the cooperativity in the
atom-light interface [38]. Thus, for sufficiently large OD,
we expect to be able to extract significant information
with minimal decoherence as illustrated in Fig. 4b.
We study this by modeling the measurement record
in a simplified model of the atom-light interface. The
measurement outcome is determined by the time average
of the continuous measurement record, m =
∫ T
0
dtM(t),
where
M(t)dt = Tr(ρ(t)Jˆz)dt+ 1√
κ
dW, (13)
and dW is a Wiener interval [48]. The state of the atomic
ensemble evolves according to a stochastic master equa-
tion, familiar in the description of continuous measure-
ment [39, 49],
dρ =
√
κ
2
H[ρ]dW + κ
8
LD[ρ]dt+ γs
∑
i
Di[ρ]dt (14)
where the map H[ρA] = {ρA, Jˆz} − 2〈Jˆz〉ρA represents
stochastic kicks and LD represents dephasing, as in Eq.
(6). The additional map, D[ρA], accounts for optical
pumping on individual atoms in the ensemble (see sup-
plementary material for details).
Using this description we explore how well the regu-
lar and chaotic dynamics of our model can be accessed
with this platform in the presence of decoherence. In the
Gaussian approximation, we write equations of motion
for the vector of expected values and the six independent
entries of the covariance matrix (see suplementary mate-
rial for a more detailed description of these equations).
The similarity between phase spaces in the regular regime
is quantified via
S(OD;σ, k, n) = cor(θCKT,θ)cor(φCKT,φ)|n|2min, (15)
where cor(A,B) is the Pearson correlation coefficient
of the vectors A and B, n is the number of evolu-
tion steps, | · |2min is the minimum squared amongst all
of the vectors n which compose our simulated trajec-
tory, and (θCKT,φCKT), and (θ,φ) are the CKT and
our model trajectories, respectively. We constructed a
point to point similarity map, between the CKT and
our model, using random initial conditions over the unit
sphere. In Fig. 4a we show results for k = 1.5, n = 30
and OD = 300. We see a large portion of phase space
which can be reproduced to a very high degree of accu-
racy. Interestingly, the sections of phase space which are
harder to simulate correspond to fixed points and sepa-
ratrix lines. For the chaotic dynamics we computed the
largest Lyapunov exponent as a function of k, displayed
in Fig. 4d for OD = 300. There, we observe that, even
in the presence of decoherence, our model gives access
to quantum trajectories characterized with the correct
largest Lyapunov exponent.
In summary, we proposed a measurement-based feed-
back protocol to simulate complex nonlinear dynamics in
collective spin systems. For a well-chosen feedback pol-
icy, we showed that the average evolution gives rise to
the one axis twisting Floquet map of the QKT. In the
limit of large ensembles, the evolution following a sin-
gle quantum trajectory recovers chaotic classical dynam-
ics, characterized by the positive Lyapunov exponent of
the CKT. Under a model implementation based on QND
measurement in an atom-light interface and in the pres-
ence of decoherence, we explored conditions for which
we can observe the quantum-to-classical transition. Our
protocol opens the door to explorations of chaotic many-
body dynamics [50] and their implications for quantum
simulations. Of particular interest is to consider stronger
coupling and dynamics beyond the Gaussian approxima-
tion where truly quantum phenomena are manifest.
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