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ABSTRACT
Design and Analysis of a Flapping Wing
Mechanism for Optimization

Ryan B. George
Department of Mechanical Engineering
Master of Science

Furthering our understanding of the physics of flapping flight has the potential to benefit
the field of micro air vehicles. Advancements in micro air vehicles can benefit applications such
as surveillance, reconnaissance, and search and rescue. In this research, flapping kinematics of a
ladybug was explored using a direct linear transformation. A flapping mechanism design is
presented that was capable of executing ladybug or other species-specific kinematics. The
mechanism was based on a differential gear design, had two wings, and could flap in harsh
environments. This mechanism served as a test bed for force analysis and optimization studies.
The first study was based on a Box-Behnken screening design to explore wing kinematic
parameter design space and manually search in the direction of flapping kinematics that
optimized the objective of maximum combined lift and thrust. The second study used a BoxBehnken screening design to build a response surface. Using gradient-based techniques, this
surface was optimized for maximum combined lift and thrust. Box-Behnken design coupled
with response surface methodology was an efficient method for exploring the mechanism force
response. Both methods for optimization were capable of successfully improving lift and thrust
force outputs. The incorporation of the results of these studies will aid in the design of more
efficient micro air vehicles and with the ultimate goal of leading to a better understanding of
flapping wing aerodynamics and the development of aerodynamic models.

Keywords: flapping flight, flapping mechanism, ladybug, direct linear transformation, BoxBehnken, response surface optimization, flight, micro-air vehicle, biologically-inspired flight
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INTRODUCTION

With almost a million different species of winged insects and over 10,000 flying birds
and bats, nature‟s fliers are found all around us [1]. According to classical predictions based on
steady-state aerodynamic analysis used for conventional fixed-wing flight, these species should
not be able to produce sufficient lift to fly [2], [3]; rather, unsteady aerodynamic flappinggenerated forces provide the necessary lift enhancement.
Until recently, research in the field of flapping flight has been somewhat hindered due to
a lack of investigative tools (e.g. particle image velocimetry, computational fluid dynamics, realtime operating systems, etc.) [4]. With the introduction of these investigative tools and the
associated advances in understanding of flapping flight physics, interest has emerged in the
development of flapping aerial robots capable of navigating inside buildings or in confined
spaces. Aerial robots of this type are classified as micro-air vehicles (MAVs) [5].
MAVs are generally defined as flying vehicles approximately 15 cm or less in height,
length, and width [6], [7]. Flapping wing MAVs offer the potential for decreased detectability
(due to reduced size and possibly reduced noise) and the ability to hover. Because of this,
applications for MAVs are wide-ranging and include surveillance, reconnaissance [6], or even
search and rescue [2].
This thesis aims to contribute to improved understanding of flapping flight through the
development of a flapping wing mechanism and experimental-based optimization of the wing
kinematics for optimal aerodynamic forces produced.
1

1.1
1.1.1

Background and Motivation
Flapping Flight Aerodynamics
Flapping flight has the potential to benefit MAV technology as it may provide improved

aerodynamic performance over that of flight using conventional wings or rotors [8]. Two
particular lift-generating mechanisms of flapping flight have been identified in nature that hold
promise for MAV design. The first is the clap-and-fling mechanism at the top (and sometimes
bottom) of the flapping stroke. During the clap-and-fling the two wings clap together and fling
apart, creating a strong low-pressure zone between wings [5]. The second is the leading-edge
vortex (LEV) created by dynamic stall during flapping [5]. These lift generating mechanisms are
the basis for augmented lift and thrust production in flapping flight.

1.1.2

Previous Flapping Flight Research
Many areas of flapping flight research are currently being explored. Specific areas of

interest include flight performance of various species, kinematic wing and body motion
quantification of various species, lift and thrust estimates, wing-wing interactions, wing-wake
interactions, the role of LEV attachment, biological considerations for MAV design,
computational flapping models, experimental flapping model design, flow visualization, and
computational and experimental model force optimization. In this thesis, the areas of kinematic
quantification of wing and body motion, experimental flapping model design, and experimental
force optimization are explored. The following is a brief overview of these areas of research.
More in-depth discussions of previous work are provided in each of Chapters 2 through 4.
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Kinematic Quantification of Wing and Body Motion
Large flapping variability exists among both insects and birds. Due to the large range of
wing kinematics and other flapping variables, relatively few models (graphical, mathematical,
etc.) describing wing motion exist. Although several models exist for such species as the fruit
fly [9], [10], hoverfly [11], dragonfly [12], [13], and bat [14], [15], there still remains a large
number of species yet to be explored. These models have brought to light complex kinematics
involved in free flight and hovering. Further, these models have aided in the development of
experimental and computational aerodynamic models of flapping flight [16], [17], [18], and
yielded insight into physical phenomena such as wing-wing and wing-wake interactions [19],
[20].

Flapping Mechanism Design
Flapping-wing mechanism design is fundamental in providing a test bed for wing
kinematic optimization and force analysis. It is often difficult to emulate common flapping
frequencies found in nature (25-200 Hz) [1].

Reynolds and Strouhal numbers (two non-

dimensional numbers used for scaling, see Section 3.3.1) are commonly used to nondimensionalize flapping aerodynamics and adjust the flapping frequency. In general, these
flapping systems are fixed and are used to measure lift and drag forces or perform flow
visualization. Several models do exist that are capable of untethered flight. These models can be
classified into two main categories: adjustable and non-adjustable wing kinematics. A thorough
summary of flapping wing models is given in Section 3.1.2.

3

Flapping Force Optimization
Research has been performed to optimize the design of a flapping wing mechanism used
to match a predetermined kinematic trajectory. Bai et al. [21] optimized a MAV‟s flapping
motion based on a fruit fly. This study matched the fruit fly kinematics while weakening the
aerodynamic disadvantages during the upstroke.
optimization using adjustable kinematics.

Few studies, however, have involved

Thomson et al. [22] used hardware-in-the-loop

methodology to optimize the flapping kinematics of a 3-DOF flapping mechanism. This study
used a single wing and only observed lift. Measurements from this study were subject to noise,
causing uncertainty in gradient predictions when performing optimization. Boria et al. [23] used
hardware-in-the-loop coupled with a genetic algorithm to overcome some of the difficulties
observed in experimental measurements. Although less sensitive to noise, the genetic algorithm
still had complications seeking convergence. Bandyopadhyay et al. [24] used hardware-in-theloop methodology to optimize forces of a flapping fin. A simulated annealing term with a
gradually reducing „temperature‟ was used to prevent the algorithm from converging on
anomalous local minima due to noise in the measurements.

1.1.3

Motivation
Many aspects of flapping flight aerodynamics, both in natural and man-made systems, are

yet to be fully understood. Such aspects include: (1) phenomena due to deformable and/or
adjustable wings and wing kinematics, (2) the wide variability in wing size, wing shape, and
wing and body kinematics, (3) the optimization of wing kinematics for use in man-made
systems, and (4) the use of LEV and clap-and-fling in a flapping mechanism. The study of these

4

and other similar understudied phenomena associated with flapping flight has the potential to
benefit the development of MAV technology.

1.2

Thesis Overview
The purpose of this work was to contribute to the field of flapping flight research by

studying wing kinematics of ladybugs during takeoff and then fabricating and testing an
analogous flapping wing mechanism for force analysis and optimization.

The mechanism

included two wings, each with three independent rotational degrees of freedom (DOF) and fully
adjustable kinematics. Optimization approaches included a Box-Behnken screening design and a
response surface model coupled with a gradient-based approach.

1.3

Thesis Outline
This thesis is divided into three sections:
1) Kinematic quantification of ladybugs during takeoff (Chapter 2).
2) Design and modeling of an adjustable kinematic flapping-wing mechanism
(Chapter 3).
3) Optimization of wing kinematics for maximum lift and thrust production using
experimental, gradient-based optimization methods (Chapter 4).

1.3.1

High-Speed Kinematic Quantification of Ladybugs (Hippodamia Convergens)
During Takeoff (Chapter 2)
The flapping-wing kinematics of ladybugs (Hippodamia convergens) during takeoff were

analyzed using high-speed, stereoscopic imaging. A direct linear transformation was applied to
transform two-dimensional stereoscopic image coordinates of key-point locations into three-

5

dimensional, Cartesian, spatial coordinates [25], [26]. These key-point locations included both
forewing and hindwing wing-tips, the head, and the rear of the ladybug. A graphical kinematic
representation of the ladybugs was created using the Cartesian coordinates acquired from the
key-point locations of the ladybug. A graphical representation of the forewing endpoints during
opening (before takeoff) was also created using the same procedure.

1.3.2

Design of a Differential-Driven Flapping-Wing Mechanism for Force Analysis and
Optimization (Chapter 3)
The design of a robotic flapping-wing mechanism is discussed. The design allowed for

dynamic adjustment of flapping trajectory with three rotational degrees of freedom, while
keeping all motors and encoders out of the liquid (i.e., water or oil) to protect critical equipment
from potential failure and increase reliability. Mechanism control is discussed. Preliminary
exploration using a Box-Behnken design approach was used and showed successful parameter
exploration of lift and thrust. Mechanism limitations are addressed.

1.3.3

Kinematic Optimization of a Flapping-Wing Model Using Box-Behnken Screening
Design and Response Surface Methodology (Chapter 4)
Although kinematic models for flapping flight may be an optimal solution for nature‟s

fliers, they may not necessarily be optimal for micro air vehicles. In this chapter, the kinematics
of the flapping-wing mechanism were optimized with the objective of producing maximum
combined lift and thrust. This was performed using two approaches. This first was by using a
Box-Behnken screening design as an iterative technique in optimization (similar to a brute force
method). The second used the Box-Behnken design to build a response surface. Then, using
gradient-based optimization techniques, an optimal flapping trajectory from the surface was
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found.

This response surface methodology was repeated similarly to the former method

optimization, but converged more quickly to an optimal solution.

7
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2

HIGH-SPEED KINEMATIC QUANTIFICATION OF LADYBUGS (HIPPODAMIA
CONVERGENS) DURING TAKEOFF

Ladybug wing and body kinematics during takeoff were explored using high-speed
stereoscopic images acquired at a rate of 3000 frames per second. A direct linear transformation
algorithm was used to quantify positions of selected locations on the body, forewings, and
hindwings. In this chapter, design and setup of instrumentation and analysis procedures are
explained. Other findings such as ladybug flapping frequency and motion of the forewing are
also discussed.

2.1

Introduction
The use of flapping flight is ubiquitous among the animal and insect kingdom [1].

Flapping flight, which features an aerodynamic flight regime characterized by a relatively low
Reynolds number, yields lift-generating mechanisms. It introduces several advantages such as
increased agility and ability to navigate in confined spaces (such as indoors). It also offers the
potential for decreased detectability, due to reduced size and possible reduced noise, and the
ability to hover.
Many aspects of insect flight are not yet fully understood. Several of these aspects
include lift generation associated with deformable or adjustable wings and wing kinematics, and
the large variation found in wing size and shape.

One particular aspect of interest is the

influence of the forewings found in beetles (Coleoptera). Flying beetles such as ladybugs
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(Hippodamia convergens) have two stiff, protective forewings and two flapping hindwings. The
forewings cover the hindwings when not in flight, but move upward and forward during flight.
They also perform other functions such as trapping moisture and providing protection [27]. The
role of the forewing during flight has not been thoroughly explored, nor have the wing
kinematics and aerodynamics of the forewing-hindwing combination.
The goal of this research was to analyze beetle flapping wing kinematics using ladybugs
as subjects. A series of high-speed images of a ladybug during takeoff was analyzed to quantify
the time-dependent, three-dimensional position of points on the body, forewings, and hindwings.
This was done to quantify forewing opening, hindwing motion during flapping, and body motion
during takeoff.

2.2
2.2.1

Methods
Overview
The approach used in this research was to analyze flapping wing kinematics of ladybugs

using high-speed stereoscopic imaging. A direct linear transformation (DLT) was applied in
order to convert the two-dimensional stereoscopic image coordinates into three-dimensional
Cartesian spatial coordinates. These data were displayed using appropriate graphical kinematic
representations for use in investigating the motion of the forewing in flapping flight and to study
the deformable wing kinematics of ladybugs.

2.2.2

Data Acquisition
As illustrated in Figure 2-1, the experimental setup involved a Photron APX-RS high-

speed digital camera, a mirror arrangement for projecting two views of an object onto a single
10

camera image, and a combination of LED (Visual Instrumentation Corporation 900415) and
incandescent lighting (Lowel Light Photo Engineering Quartz D). The frame rate of the camera
was set to 3000 frames per second while the shutter speed was 1/6000th of a second. This higher
shutter speed ensured a relatively complete freeze of the wing motion. A Nikon 105 mm Nikkor
lens was used with an aperture of F11.

Figure 2-1. High-speed imaging setup.

Prior to image acquisition, a calibration target was created using 1.5 mm diameter
extruded wire soldered together to form a grid pattern. The target consisted of 5 tiers with 25
white dots painted on each tier, providing a total of 125 calibration points. The target was placed
11

in the camera‟s field of view, so that two views of the target were visible in the camera image
(see Figure 2-2).

Figure 2-2. Calibration target as viewed using setup shown in Figure 2-1.

2.2.3

Data Analysis
A DLT implementation, custom coded in MATLAB, was used to analyze high-speed

images. The DLT is here briefly described; further details can be found elsewhere [25], [26].
DLT is a method of determining the three-dimensional location of an object (or points on
an object) in space using two different views of the object. There are a variety of ways of
attaining multiple images; however, the approach used here was one camera and an arrangement
of mirrors. This allowed for the relative distances between the camera, mirrors, and object to be
varied over a sufficiently wide range. This method was also beneficial since it required only a
single camera and required no temporal synchronization between sets of images.
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Calibration was found using 100 visible calibration points on the aforementioned
calibration target. Calibration consisted of finding vectors L and R using the following series of
equations. First, L (L1 through L11) was calculated using the system of equations

 x1
0

 x2

0


 xN
0


y1
0
y2
0

z1
0
z2
0

1
0
1
0

0
x1
0
x2

yN
0
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0

1 0
0 xN

0
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0
y2

0
xN

0
z1
0
z2

0
1
0
1

 u L1 x1
 v L1 x1
 u L 2 x2
 v L 2 x2

 u L1 y1
 v L1 y1
 u L2 y2
 vL 2 y2

0
xN

0  u LN x N
1  v LN x N

 u LN y N
 v LN y N

 L1 
 
 L2 
 u L1 z1   L3  u L1 
  

 v L1 z1   L4  v L1 
 u L 2 z 2   L5  u L 2 

  
 v L 2 z 2   L6   v L 2  ,
  L   

 7  
 u LN z N   L8  u LN 
 
 v LN z N   L9  v LN 
L 
 10 
 L11 

(2-1)

where N is the number of calibration points, xi, yi, and zi (i = 1 to N) are the known positions of
the calibration points, uLi and vLi are the horizontal and vertical pixel locations, respectively, of
the points in the images, and L1 through L11 are the calibration constants. Similarly, R (R1
through R11) was found by replacing uLi, vLi, and L with uRi, vRi, and R. If the first matrix on the
left-hand side of Equation (2-1) is denoted as FL and the right-hand side matrix as gL, then using
the Moore-Penrose pseudo-inverse method,



L  FLT FL



FLT g L ,



FRTg R .

1

(2-2)

and similarly for R



R  FRTFR

1

(2-3)

The position of any point visible from two perspectives in the image was then found
using the equation
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 L1  L9u L
L  L v
 5 9 L
 R1  R9u R

 R5  R9vR

L2  L10u L
L6  L10vL
R2  R10u R
R6  R10vR

L3  L11u L 
 u L  L4 
x  

L7  L11vL     vL  L8 
y 
R3  R11u R    u R  R4  .
z  

R7  R11vR     vR  R8 

(2-4)

Denoting the first matrix on the left-hand side as Q and the right-hand side matrix as q,
Equation (2-4) can be written as

x 
Q  y   q ,
 z 

(2-5)

from which the Moore-Penrose pseudo-inverse method can be applied to find the position of the
unknown Cartesian coordinates x, y, and z:
x 
 y   Q T Q 1 Q T q
.
 
 z 





(2-6)

The L and R calibration matrices were found using the calibration target. A ladybug was
then placed in the field of view and images of the ladybug were acquired during takeoff. The x,
y, and z locations of six points on the ladybug were then tracked. The points include a point near
the front of the body, a point near the rear of the body, and the tip of both forewings and
hindwings.
Once 3D Cartesian spatial coordinates were found, the coordinates were rotated and
translated to align with the x, y, and z axes. This was accomplished via use of a transformation
matrix (H) which defines both an x, y, z translation (p) and a 3-2-1 Euler angle rotation (T). A
rotation by θz in the z-axis, a rotation by θy in the y-axis and a rotation by θx in the x-axis,
respectively, was represented by
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0
1

T( z , y , x )  0 cos  x
0  sin  x

0  cos  y

sin  x   0
cos  x   sin  y

0  sin  y   cos  z

1
0   sin z
0 cos  y   0

sin  z
cos  z
0

0
0 . (2-7)
1

The translation was represented by

 xtrans 
p   ytrans  ,
 ztrans 

(2-8)

where xtrans, ytrans, ztrans is the vector representing the translation from the origin of the initial
frame to the origin of the new relative frame.

The combined transformation matrix is

represented by
 TT
p 


(3x3)
(3x1)

.
H




0 0
1 
 0

(2-9)

Transformation matrix H when matrix multiplied with the 3D Cartesian coordinate, results in the
new resolved Cartesian coordinate
 xold 
y 
[ xnew , y new , z new , 1]  H  old  .
 z old 


 1 

(2-10)

Each data set was rotated manually using its own transformation matrix to allow analysis
of flapping wing and body kinematics relative to an inertial frame.
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2.3
2.3.1

Results
Ladybug Kinematic Results
DLT analysis was performed on 298 frames of data. In each data frame, both forewings,

both hindwings, the front body, and rear body were quantified. Figure 2-3 shows two images of
the ladybug; one shortly after takeoff initiation, and another a short time later. These images
show the coordinate system used.
Figure 2-4 shows the time history of the positions of the six points on the ladybug during
takeoff.

This demonstrates successful implementation of image analysis on the ladybug

specimen. The forewing can be seen to have moved in unison with the hindwing and with a
relatively large amplitude. This may be a passive reflex, although further investigation will be
required to determine this.

z
y

x

z
y

x

Figure 2-3. Image sequence showing first (top) and last (bottom) frame with coordinate system.
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Initiation of flight

Termination of data
analysis

Figure 2-4. Symbols showing three-dimensional paths of six ladybug anatomical landmarks. The dashed
black lines connect the front and rear body points, illustrating the approximate ladybug body attitude, at
select times.

T1

T2

T3

T4

Figure 2-5. Hindwing elevation (z) vs. time.
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Table 2-1. Frequency of ladybug flapping.
Period

Time (Seconds)
T1
0.01267
T2
0.01233
T3
0.01367
T4
0.01233
Average Frequency

Frequency (Hz)
78.9
81.1
73.2
81.1
78.6

Figure 2-6. Body distance from origin vs. time, along with linear curve fit to estimate average velocity.

Figure 2-5 shows the hindwing elevation (z-position) vs. time. The average flapping
frequency was 78.6 Hz (see Table 2-1). Figure 2-6 shows results from an analytical analysis of
body velocity. Results indicate that the specimen was traveling at an average velocity of about
21.4 cm/s.
Figure 2-7 displays a sequence of images which help visualize the flexible nature of the
hindwing. Wing rotation and deformation is evident, as has been observed elsewhere [10], [28];

18

this allows the airfoil shape of the wing to produce lift over the bulk of the insect‟s flapping
period and contributes to other lift-enhancing phenomena.

Figure 2-7. Image sequence showing hindwing deformation.

Figure 2-8. Ladybug hindwing amplitude.
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Figure 2-9. Vertical (z) position of forewing and hindwing.

Left forewing in
open position

Forewing
pivot

Right forewing
in open position

Forewings in
closed position

Figure 2-10. Ladybug forewing path during opening.
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Figure 2-8 shows a ladybug hindwing path during takeoff and transitioning into
horizontal flight. It is observed that the amplitude of the stroke elevation is large and contains
steady strokes. Figure 2-9 shows an exploration of vertical displacement of both forewing and
hindwing.
Figure 2-10 shows a quantification of both forewings of a ladybug specimen during
opening. This kinematic identification shows that these forewings do not simply follow a
straight line approach to their takeoff position, but follow a curved path.
Finally, in Figure 2-11, a unique behavior of the legs can be seen. The 2nd image in the
sequence show the legs moving outward and the 3rd image in the sequence show the legs in an
almost fully-extended position. This phenomenon in ladybugs was consistently observed in
different ladybug videos. The purpose for this behavior is currently unknown.

Legs

Legs

Legs

Figure 2-11. Image sequence showing ladybug leg extension.

2.3.2

Uncertainty of Measurements
Uncertainty due to the resolution of the high-speed camera was calculated by talking half

the smallest area the camera could measure:

1  0.0657 cm 
u0   
.
2  pixel 

(2-11)
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Uncertainty due to the calibration of L and R vectors using the calibration target was
measured by averaging the distance between the measured and calculated calibration coordinate.
The calculated calibration coordinate was found by returning the pixel locations of the
calibration points into Equation 2-6. The uncertainty was calculated by

u calibration 

1 N

N j 1

x

2



 y 2  z 2 ,

(2-12)

where N is the total number of calibration points. This yielded an average coordinate error of
0.147 cm. Figure 2-12 shows the known positions of the calibration points of the calibration
target compared to their calculated locations.

Figure 2-12. Actual location of calibration points plotted with their calculated location using DLT analysis.

The uncertainty in choosing the true pixel location was estimated to be ±3 pixels (the
approximate size of the key-point locations of the ladybug). The effect of mis-selecting a key-
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point on the ladybug was quantified by moving the left pixel location, [uL vL], up, down, left, and
right and finding the maximum error, as shown in Table 2-2.

Table 2-2. Uncertainty table due to mis-selection of key-points.
Direction

Error (cm)

x

0.1838

y

0.0235

z
Error
Magnitude

0.0503
0.192

The total uncertainty was then found by combining zero order (u0), calibration (ucalibration),
and mis-selection (uselection) errors as defined by



2
2
utotal   u02  ucalibratio
n  u selection

,

(2-13)

where the total uncertainty, utotal, is ±0.244 cm. The total error made up about 25% of the total
flapping amplitude. This error was not ideal and in future research, the use of a more accurate
calibration target would be beneficial in improving the quality of the calibration and
consequently reducing the total error. Additionally, the use of multiple high-speed cameras
would help improve image resolution.

2.4

Conclusion
The work presented represents results from data acquired from a series of high-speed

images of a ladybug during takeoff. These results illustrated the functionality of the DLT
implementation and calibration technique, the successful data acquisition of a ladybug in takeoff
and free flight, and showed analysis of several sequences of video image data. A complete
graphical representation of a ladybug during takeoff was presented.
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The average flapping

frequency was 78.6 Hz. The average takeoff velocity was 21.4 cm/s. The flapping amplitude of
the forewing was observed to be relatively large in comparison to the amplitude of the hindwing.
The extension of the ladybug‟s legs during takeoff was consistently observed between ladybugs.
A graphical representation of the forewing opening before takeoff was also presented.
Data of this type may be useful in investigating the aerodynamics of insect flight,
including the development and analysis of computational and experimental models.

Of

particular interest will be the aerodynamic interaction of the relatively stiff (but clearly not static)
forewing-generated vortices with those generated by the much larger hindwings.
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3

DESIGN OF A DIFFERENTIAL-DRIVEN FLAPPING-WING MECHANISM FOR
FORCE ANALYSIS AND OPTIMIZATION

3.1

Introduction
In Chapter 2, the importance of understanding flapping flight in nature was discussed and

the kinematics of a ladybug during takeoff were explored. In this chapter, the design of a
flapping-wing mechanism capable of simulating wing motion of ladybugs and of other species is
discussed.

The way in which this mechanism can be used for both force analysis and

optimization of the wing kinematics is addressed. The mechanism response is characterized and
force measurements from the mechanism are demonstrated.

3.1.1

Background
The study of flapping flight from an experimental standpoint can bring insight into the

lift-generating mechanisms produced during flapping.

Developing our understanding of

flapping-wing kinematics will enable the advancement of MAVs and MAV technology.
Although there currently exist many flapping wing mechanisms, there is a need for a
dual-wing flapping mechanism which allows input of any user-specified trajectory, can be
controlled from a remote location, has a wide range of motion, and is capable of measuring lift
and thrust from the mechanism. This mechanism will serve as a test bed for flapping kinematic
optimization and will provide insight into flapping flight for potential use in MAVs.
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In this chapter the theory and design of such a flapping mechanism is presented and
preliminary force measurements are discussed.

3.1.2

Related Work
Much has been learned from previous experiments using flapping-wing mechanisms.

Prior mechanisms that are wide-ranging in terms of function, appearance, and design have been
tested. Although these mechanisms do not have the complete functionality desired for the
optimization methods discussed in Chapter 4, they are worth mentioning and have helped
influence the design of this research and the research of others.

Table 3-1 lists these

mechanisms.

Table 3-1. List of flapping flight mechanisms and their function. List is organized
chronologically, by date, and then alphabetically, by author.

Adjustable
kinematics
No

Operating
Medium
Air

Liquid

Device Fixment
UnFixed tethered

Name

Yes

Smith (1996)[29], Smith
(2001)[30]

✓

✓

✓

Van den Berg (1997)[8],
Ellington (1999)[5]

✓

✓

✓

Dickinson (1999)[31]

✓

Fearing (2000)[32], Sitti
(2001)[33]

✓

✓

Flow
viz/PIV

✓

Purpose
Force
Analysis

Flight

✓

✓

✓

✓

✓

✓

✓

✓

✓

✓

Frampton (2000)[34]

✓

✓

Pornsin-Sisirak
(2000)[35]

✓

✓

✓
✓

✓

Yan (2001)[36]

✓

✓

Cox (2002)[37]

✓

✓

Avadhanula (2003)[38],
Yan (2003)[39]

✓

✓

Raney (2003)[40]

✓

✓

✓

✓

✓

✓

✓

✓

Tarascio (2003)[41],
Singh (2008)[42]

✓

✓

✓

✓

Burgess (2004)[43]

✓

✓

✓

✓
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✓

✓
✓

Table 3-1. Continued.

Adjustable
kinematics
Name
Mankame (2004)[44]

Yes

Maybury (2004)[45]

✓

Operating
Medium
Liquid

Device Fixment
UnFixed tethered

No

Air

✓

✓

✓

✓

✓

Thomas (2004)[46]

✓

✓

✓

Banala (2005)[47]

✓

✓

✓

Galinski (2005)[48],
Zbikowski (2005)[49]

✓

✓

✓

Lai (2005)[50]

✓

✓

Flowviz/PIV

✓

Purpose
Force
Analysis

Flight

✓

✓

✓
✓
✓
✓

✓

✓
✓

Madangopal (2005,
2006)[51],[52]

✓

✓

McIntosh (2005)[53],
Agrawal (2010)[54]

✓

✓

Tanaka (2005)[55]

✓

✓

✓

Yamamoto (2005)[56]

✓

✓

✓

✓

✓

✓

✓

✓

✓

Conn (2006, 2007)[57],
[58]

✓

Issac (2006)[59]

✓

Syaifuddin (2006)[60],
Nguyen (2008)[61]

✓

DiLeo (2007)[62]

✓

Wood (2007)[64]

✓
✓

✓

✓

✓

✓

✓

✓

Bunget (2008)[66]

✓

✓

Grand (2008)[67]

✓

✓

Lentink (2008)[68]

✓

Maglasang (2008)[69]

✓

Nagai (2008)[70]

✓

✓

✓

✓

✓

✓

✓

✓
✓

✓
✓

✓

✓

✓

✓
✓

✓

✓

✓

✓

Krashanitsa (2009)[76]

✓

✓

Massey (2009)[77]

✓

✓

Thomson (2009)[22]

✓

Fenelon (2010)[79]

✓

Mukherjee (2010)[81]

✓

✓
✓

✓
✓
✓

✓

✓
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✓

✓

✓
✓

✓

✓
✓

✓
✓

✓
✓

✓
✓

✓
✓

Han (2010)[80]

✓

✓

✓

✓

✓

✓
✓

Tsai (2009)[78]

✓
✓

✓

✓
✓

✓
✓

✓

Hubel (2009)[75]

✓

✓

✓

✓

✓

✓

✓

Finio (2009)[74]

✓

✓

Bejgerowski (2009)[72]
✓

✓

✓

✓

Park (2008)[71]

Bolsman (2009)[73]

✓

✓

✓

✓

✓

✓

✓

✓

✓

Yang (2007)[65]

✓

✓
✓

✓

Khan (2007)[63]

✓

✓
✓

✓
✓

✓

Several of the above mechanisms are similar in design to the mechanism presented in this
chapter. Van den Berg and Ellington [8] created a flapping mechanism based on a differential
design called “The Flapper.” This mechanism was designed for use in air and although this
mechanism is capable of adjustable kinematics, both wings cannot flap independently.
Dickinson and Sane [31] and DiLeo and Deng [62] both built mechanisms based on a robotic
wrist mechanism. This design allowed a large range of motion while still keeping critical
components out of the water. Lai et al. [50] introduced a mechanism also based on a differential
gear design and used timing belts to drive each of the two inputs of the differential. The rotation
angle used a rather cumbersome turntable which did not allow for two wings.
The mechanism design discussed in this chapter has adjustable kinematics, can operate in
water, oil, or air, is fixed, and can be used for flow visualization, particle image velocimetry
(PIV), and force analysis. Although certain of the above mechanisms do meet these same
functional criteria, they either do not have precision control using encoder feedback or do not
have two wings to enable simulation of clap-and-fling.

3.2

System Design
A six-degree-of-freedom (6-DOF) flapping mechanism capable of executing arbitrary

flapping trajectories was developed to explore the relationship between flapping trajectory,
resulting wing forces, and flow patterns. Each wing was designed to have 3 DOFs, as shown in
Figure 3-1. Rotation by θ1 about the z-axis is referred to as the rotation angle; rotation by θ2
about the y-axis is referred to as the elevation angle; and rotation by θ3 about the x-axis is
referred to as the feathering angle. To enable exploration of a wide range of flapping motions,
the mechanism was designed to enable motions of θ1 = ±90°, θ2 = +55/-105°, and θ3 = ±180°
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(based on the mechanical limits of mechanism) (see Figure 3-1). The mechanism was designed
to flap at a maximum frequency of 0.667 Hz, as defined by the trajectories described in Section
3.2. The design minimized gear backlash. It was also designed for ease of setup and use,
interchangeability of wing shapes and materials, and for interfacing with software for convenient
implementation of new optimization schemes. The mechanism is capable of measuring lift and
thrust and can function in water, oil, or air.

y (θ2)

x (θ3)

z (θ1)

Figure 3-1. Coordinate definitions of the flapping wing mechanism.

3.2.1

Mechanism Design
The design of the flapping mechanism is based on a differential gear model similar to the

design by Van den Berg et al. [8] and Lai et al. [50]. Differentials transfer torque and rotational
motion and are most commonly used in one of two ways. The first is one input and two outputs;
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the second is two inputs that create an output that is the sum, difference, or average of the inputs
depending on their speed and direction. Using two inputs allows for two output DOFs. This was
the approach taken for the flapping mechanism θ2 and θ3 control. The third DOF (θ1) is achieved
by rotating the entire differential about its z-axis.
The mechanism design includes a differential assembly housed inside of a frame (Figure
3-2) (see Appendix B.1). Spur gears are mounted on the two input-differential gears. These spur
gears are driven by worm gears mounted directly behind the spur gear to keep the design
compact (Figure 3-3). The worm gears are mounted to long shafts which extend upwards out of
the working fluid.

Motors are directly mounted to the worm gear shaft to drive the two

differential inputs (Figure 3-4).

Frame

38 mm
28 mm

Worm
gears
Spur gears

Differential
gears

19 mm

Wing

Figure 3-2. Differential housed inside of a frame. The frame is supported from above and the wing attaches
to the output of the differential.
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Figure 3-3. Worm gears located directly behind the two differential inputs for compact design.

Two motors for θ2
and θ3 control

Turntable

Motor for θ1
control

Figure 3-4. Motors mounted to the top of the mechanism about a turntable for θ1 rotation.
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The third DOF sits about a turntable mounted above and directly in line with the
longitudinal axis of the mechanism. The turntable contains gear teeth which interface with a
motor mounted in the same plane.
Two identical mechanisms are arranged back-to-back on a plate.

For the studies

mentioned here, the plate was mounted to slotted framing which sits atop a water flume.
This design was chosen after careful consideration of other designs. Other designs either
did not provide adjustable kinematics, did not have encoder feedback for trajectory control, or
did not meet the design requirements for the desired tests. The proposed model allowed for
adjustable kinematics, was capable of being submerged in water, and had two wings which
allowed for the exploration of clap and fling.
The system was modeled using SolidWorks. All gears, bearings, pins, and clips were offthe-shelf components (see Appendix B.1 for bill of materials). All other parts were custom
designed and toleranced (see Appendix B.2 for tolerancing).

3.2.2

Actuation and Control
Each DOF was actuated by brushless DC motors with integrated incremental encoders for

position feedback and force-vector resolution. The θ1 DOF was driven by a Maxon motor (part
number EC 40-118899) with a stall torque of 363 mNm, no-load speed of 3100 rpm, and
integrated 500 count-per-turn encoder. The θ2 and θ3 DOFs were driven by identical Maxon
motors (part number EC 16-232241) with a stall torque of 184 mNm, no-load speed of 41400
rpm, and integrated 512 count-per-turn encoders. All six motors were driven by Advanced
Motion Controls BE15A8 PWM servo drives that receive analog voltage commands from the
controller.
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A six-channel controller was developed to enable the flapping mechanism to track the
desired angle trajectories θ1d(t), θ2d(t), and θ3d(t) for each wing (where the subscript d denotes the
desired angle). The controller was developed in LabVIEW and implemented on a National
Instruments (NI) CompactRIO Real-Time Controller (cRIO-9074) augmented with an NI 9263
analog output module (for generating motor command voltages), an NI 9237 bridge module (for
reading strain gauge outputs; see Section 3.2.3), and an NI 9411 digital input module (for reading
the encoders). Six independent PID controllers running at a rate of 500 Hz were implemented on
the FPGA layer of the cRIO. The PID gains were tuned experimentally to ensure stability and
satisfactory trajectory tracking in air and water. The FPGA layer also handled all sensor and
motor I/O and communication with the PC layer, and the PC layer generated the desired
trajectories using MATLAB.

3.2.3

Instrumentation
The objective of the mechanism‟s instrumentation is to measure the flapping angles

(θ1(t), θ2(t), and θ3(t), actual angles of flapping mechanism), the lift force (fL), and the thrust
force (fT) as the mechanism executes specified flapping trajectories. As mentioned previously,
the flapping angles are sensed using encoders attached to the motors and recorded using the
digital module of the cRIO. The resultant force vector on the wing is measured using four
waterproofed strain gauges [82] affixed to a wing bracket at the base of the wing (see Figure
3-5). The gauges are connected in a full-bridge configuration and its output is conditioned using
the bridge module of the cRIO. The force thus obtained is the force vector exerted on the wing
and expressed in the wing-fixed coordinate frame. The objective of this work is to find flapping
trajectories that maximize lift and thrust forces, which, by definition for a stationary, horizontally
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oriented body, are defined in the earth-fixed vertical (z) and forward (y) directions, respectively.
It is therefore necessary to transform the force vector measured in the wing-fixed frame into the
earth-fixed frame. This is accomplished by a 3-2-1 Euler angle transformation in which the axes
are first rotated by angle θ1 about the vertical axis, followed by a rotation by angle θ2 about the
horizontal shaft axis, followed by a rotation by angle θ3 about the wing axis. The resulting
rotation matrix is given by

0
1

R( 3 ,  2 , 1 )  0 cos  3
0 sin  3

0   cos  2
 sin  3   0
cos  3   sin  2

0 sin  2   cos 1
1
0   sin 1
0 cos  2   0

sin 1
cos 1
0

0
0 . (3-1)
1

The force expressed in the earth-fixed frame can then be found from the single component of
force measured in the wing-fixed frame using

Fearth  R( 3 , 2 ,1 ) T Fwing .

(3-2)

The angles used in the transformation, [θ1, θ2, θ3], are measured in real-time using the motor
encoders, as described previously.

Because the center of pressure is constantly changing

throughout the flapping cycle, a bending moment force sensor is not adequate to resolve lift and
thrust forces [31]. To eliminate any potential for calibration errors due to the constantly shifting
center of pressure, force values are left in arbitrary units (au) to properly compare them against
each other.
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Strain
gages

Strain
gages

Figure 3-5. Strain gages fixed to a wing mounting bracket.

3.3

Methods
To test the flapping mechanism, a structure was built to place the flapping mechanism in

the center of a flume measuring 1.2 m wide, 0.33 m deep, and 10 m long. The structure allowed
the flapping mechanism to be placed securely at any position along the flume length. Width and
length adjustments could be made to place the mechanism in any position, while the depth
adjustment was only allowed in discrete steps of 0.025 m (1 in). Flume water velocity was set to
0.25 m/s.

3.3.1

Wing Trajectories
The desired flapping trajectories were defined using the first five terms of a Fourier series

expansion for each degree of freedom,
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1 (t )  A11  A12 sin t  A13 cos t  A14 sin 2t  A15 cos 2t
 2 (t )  A21  A22 sin t  A23 cos t  A24 sin 2t  A25 cos 2t ,
 3 (t )  A31  A32 sin t  A33 cos t  A34 sin 2t  A35 cos 2t

(3-3)

where A11 through A35 are the coefficients for each term, ω is the desired flapping frequency, and
t is time. This is similar to the approach employed by Aono et al. [83], [84] but with fewer
terms. It is acknowledged that five terms may not be sufficient to accurately represent some
highly complex flapping trajectories observed in nature. However, the purpose of this work is
not to replicate the flight of a particular insect or bird. The purpose is instead to develop
methods to find the optimal instance of a given trajectory structure by assigning numerical values
to the trajectory parameters. The number of terms, therefore, was selected (1) to give suitable
flexibility to the achievable flapping patterns, and (2) to decrease the parameter space that must
be searched by the optimization method. Additional Fourier terms may be added if additional
complexity is required.
In each experimental run, high-level MATLAB optimization code running on a PC
generates desired flapping trajectories θ1d(t), θ2d(t), and θ3d(t) and sends the trajectories to the
controller running on the cRIO. The flapping mechanism executes the trajectories, records the
angle and force data from the encoders and strain gauges, resolves the forces into the earth-fixed
frame, and sends the data to the MATLAB optimization code. The MATLAB code then uses
these data to explore the feasible design space and optimize the wing trajectory. Details of how
the optimization software iterates on the measured data to obtain the next set of desired
trajectories are explained in Chapter 4.
In general, the final angle of a previous trajectory will not match the initial angle of the
current trajectory. This occurs as the optimization algorithm selects new parameters in Equation
3-3. To enable smooth transitions between subsequent trajectories, each DOF is driven from its
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zero angle to the initial desired trajectory angle using a quintic polynomial trajectory over a
period of one second at the beginning of each run. A quintic polynomial ensures a smooth
transition into the desired trajectory by matching the angle, angular velocity, and angular
acceleration at the transition point [85]. Similarly, each DOF is driven from its final desired
trajectory angle to its zero angle at the end of each run using a quintic polynomial trajectory.
Wing trajectories are converted motor commands to compensate for the additional
complexity introduced by the worm gear drive. The gear ratio of the worm to spur gear is 20:1,
thus to compensate for the worm gear the trajectory angles must include a factor of 20. Both
shafts must be turned in the same direction to achieve θ2 motion, thus the sign for θ2 in both
motor 2 and 3 is positive. Both shafts must be turned in opposite directions to achieve θ3 motion,
thus the signs for θ3 in motor 2 and 3 alternate. Resulting motor commands are found by

Motor1  1
Motor2  20 2  20 3 .

(3-4)

Motor3  20 2  20 3
Each experimental run consists of an initial one-second transition from the zero angle
configuration, followed by six cycles of the experimental trajectory defined by Equation 3-3, and
a final one-second transition back to the zero angle configuration. To minimize transient effects
and to enable signal averaging, the two transition periods and the first period of the desired
trajectory are excluded in evaluating the average vertical force [86].
Frequency selection and fluid flow velocity are calculated using Reynolds and Strouhal
number scaling. Given a reference length Lref, a reference velocity Uref, and the kinematic
viscosity, v, the Reynolds number is defined as

Re 

U ref Lref
v

(3-5)

.
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Given a flapping frequency, f, the Strouhal number is defined as
St 

Lref f
U ref

(3-6)

.

Combining Equations 3-5 and 3-6 yields
2

 v
 L

f scale   scale  animal  f animal ,
 vanimal  Lscale 

(3-7)

where vscale and Lscale depend on the experimental setup. The fundamental frequency is 0.33 Hz
(thus approximately two optimization iterations can be completed per minute). For the studies
mentioned here, Lscale is chosen to be 0.14 m, vscale is 1.12 x 10-6 m2/s (kinematic viscosity of
water) and fscale is found to be 0.33 Hz [1]. For the studies mentioned in this chapter, a wing
profile resembling a ladybug wing was used [87]. For studies in Chapter 4, a wing profile
resembling a zebra finch was used [88], [89].

Both wing profiles are made from acrylic

measuring about 3 mm thick (0.125 in).

3.3.2

Optimization Approach
Two schemes were used to optimize wing kinematics of the flapping-wing mechanism.

Both schemes were based on the three-level Box-Behnken screening design to vary the model
parameters [90], [91]. In this approach, the Box-Behnken varies the coefficients of the Fourierseries expansion that describe the wing trajectories in Equation 3-3. This method is an efficient
way of exploring a model which may have a large design space. Although the details of this
optimization are not described in this section, they are introduced since trajectories determined
using this screening design were repeated twice using the same trajectory (see Section 4.2.1 for
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further details). Performing this allows resulting forces to be compared for consistency and for
quantifying mechanism uncertainty.

3.4
3.4.1

Results
Mechanism Response
A swept sine wave with an amplitude of 45° and frequency content of 0-5 Hz was input

into each DOF of the flapping mechanism using closed-loop control. Each DOF was driven
independently with the wing attached. This was performed in both flowing water (uy = 0.25 m/s)
and quiescent air. The closed-loop system response indicated the physical capabilities of the
system and its ability to track trajectories at different frequencies. Figure 3-6 shows the response
of the system.

Figure 3-6. Mechanism response for all DOFs using a swept sine (0-5 Hz) input.
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The mechanism is capable of tracking all 3 DOFs at low frequencies with little error.
Higher frequencies (0.5-1 Hz) did exhibit some trouble tracking in the θ2 DOF. This response
was the cause for some tracking error when the mechanism was attempting to track largeamplitude high-frequency kinematics. Figure 3-7 shows tracking results for an arbitrary flapping
pattern for the mechanism flapping in water flowing at 0.25 m/s.

Figure 3-7. Tracking results of an arbitrary flapping trajectory.

3.4.2

Lift and Thrust Production
The Box-Behnken screening design (consisting of 432 runs) was performed twice for the

starting point (A) and step sizes defined in Table 3-2. A ladybug wing shape was used for wing
design (see Figure 3-8) [87]. Flume water velocity was 0.25 m/s. Figure 3-9 shows averaged lift
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vs. averaged thrust for each run. The Box-Behnken design identified trajectories with improved
thrust of 4.55 units and lift of 2.64 units relative to the starting trajectories.

Figure 3-8. Ladybug wing and outline used for acrylic wing fabrication.

Table 3-2. Step size for Box-Behnken testing and trajectories for runs labeled in Figure 3-9.
Bolded values indicate a deviation from the starting trajectory (A).
Step
Size (°)

A (°)

B (°)

C (°)

D (°)

A11

24

0

0

0

0

A12

32

50

50

50

50

A13

32

0

0

0

0

A14

32

0

0

0

0

A15

32

0

-32

32

-32

A21

24

-20

-20

4

-20

A22

32

40

40

40

72

A23

32

0

0

0

0

A24

32

0

0

0

0

A25

32

0

0

0

0

A31

24

0

24

0

0

A32

32

0

0

0

0

A33

32

45

45

45

45

A34

32

0

0

0

0

A35

32

0

0

0

0
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Figure 3-9. Lift and thrust values averaged from two identical Box-Behnken iterations (432 runs performed
twice). The dashed line represents the direction of the desired force.

Figure 3-10. Force and trajectory history for (A) starting trajectory.
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Figure 3-11. Force and trajectory history for (B) max thrust, no lift.

Figure 3-12. Force and trajectory history for (C) max lift, no thrust.
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Figure 3-13. Force and trajectory history for (D) best run.

Figure 3-10 represents the starting trajectory (A) identified in Figure 3-9. The force
history shows positive lift and neutral thrust. Figure 3-11 represents the trajectory exhibiting the
maximum thrust with neutral lift (B). The force history shows wholly positive thrust and neutral
lift. Figure 3-12 represents the trajectory exhibiting the maximum lift with neutral thrust (C).
The force history shows two strong positive peaks of lift and neutral thrust. Figure 3-13
represents the trajectory considered to be the best run (D). This was chosen by the run that was
furthest out in the search direction (dotted line) and within a reasonable tolerance of the line.
The force history shows strong lift and thrust peaks generated in phase of each other with small,
less significant peaks between.
Figure 3-14 contains force magnitude outputs for both Box-Behnken design runs (432
runs performed two times).

The data follow a linear trend showing consistency in the
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measurements. Runs that deviate from the dotted line are runs that did not track the commanded
trajectory consistently between iterations.

Figure 3-14. Force magnitude outputs compared over two iterations.

Figure 3-15 shows the unresolved force output for a single arbitrary trajectory. This
trajectory was run 24 times (12 consecutive runs performed twice). Resulting force output is
plotted, again showing consistency in the data. Figure 3-16 shows ensemble averaged force
output from 24 runs.
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Figure 3-15. Force output for an arbitrary flapping trajectory performed 24 times.

Figure 3-16. Ensemble-averaged force output, along with standard deviation, of 24 runs.
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Since measurements from the strain gage contain noise, this noise is filtered post-process
in MATLAB using a 3rd-order Butterworth filter with a cutoff frequency of 5 Hz. Figure 3-17
shows a plot of raw, unresolved force data plotted against filtered force data.

Figure 3-17. Filtered and unfiltered force output for an arbitrary flapping trajectory.

3.4.3

Force Uncertainty
Although force measurements are presented in arbitrary units, there is still a certain

degree of uncertainty in the measurements. The main contributing factors to uncertainty are (1)
noise in the raw data signal from the strain gages, (2) position error due to encoder resolution,
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and (3) position error due to gear backlash. The latter is quantified by comparing differences in
force output from identical runs. The error due to noise in the strain gages is estimated by

u0,noise  

1
0.218 au .
2

(3-8)

The error due to the resolution of the encoders was estimated by finding the change in
force output due to a change in the motor position. This motor position was defined by the
minimum change in angle that the encoder is capable of measuring (θ1=0.119°, θ2=θ3=0.176°).
The error, uresolution, due to the encoder resolution was 0.0148 au.
The error due to backlash present in the differential gears was estimated by measuring the
backlash of each DOF (θ1=0.5°, θ2=4°, θ3=2°) and finding the resulting change in the force
output due to the change in position from the gear backlash. The total error due to backlash
present in the differential gears was ubacklash = 0.1377 au.
The total force output uncertainty is estimated by





2
2
utotal   u02,noise  uresolution
 ubacklash
.

(3-9)

The total uncertainty was utotal = ±0.176 au.

3.5

Conclusions
The mechanism described in this chapter used a differential gear design to achieve two

DOFs. The third DOF is achieved through a rotating turntable. Each side of the mechanism is
driven by three brushless motors and is capable of accurately tracking trajectories from 0-0.5 Hz
in water and 0-1 Hz in air. The mechanism has adjustable kinematics, is capable of flapping in
harsh environments (e.g., underwater), and can measure flapping force in real time.
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Additionally, two wings sit back to back, allowing the experimental investigation of the effects
of clap-and-fling.
Resulting forces show that the Box-Behnken design is a meaningful approach to
exploring the design space. The Box-Behnken design method found a trajectory that improved
lift and thrust by 2.64 and 4.55 units, respectively. The uncertainty of these measurements is
±0.176 au. This mechanism is a capable test bed for further optimization of kinematic trajectories
and force analysis.
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4

KINEMATIC OPTIMIZATION OF A FLAPPING WING MODEL USING BOXBEHNKEN SCREENING DESIGN AND RESPONSE SURFACE METHODOLOGY

A flapping mechanism created as a test bed for force analysis and optimization was
described in Chapter 3. In this chapter, the search for optimal flapping trajectories is explored
using two methods: (1) using a Box-Behnken screening design as an iterative approach, and (2)
using a Box-Behnken design for the construction and gradient-based optimization of a response
surface.

4.1

Introduction
Previous studies have been mentioned in which a mechanism was optimized to perform

or execute a specific kinematic path (see Section 1.1.2). The optimization performed in this
chapter did not aim to execute a specific trajectory but aimed to explore various trajectories and
optimize the kinematics for maximum lift and thrust output.
This process of kinematic optimization will allow for more efficient MAVs that are
capable of greater amounts of aerodynamic force. Thomson et al. [22], Bandyopadhyay et al.
[24], and Boria et al. [23] have used mechanisms for hardware-in-the-loop studies. In these
studies they sought to evaluate aerodynamic forces and then intelligently choose new test
parameters in real time. The purpose of this chapter is to describe and present data for two
similar approaches that could be used for hardware-in-the-loop force optimization.
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4.2
4.2.1

Methods
Box-Behnken Screening Design
The Box-Behnken screening design (BBD) is an efficient method for exploring model

design space [90]. In this study, the change in 15 parameters was explored. Using conventional
factorial design of experiments methodology (such as a central composite design, CCD), a
complete exploration would require more than 32,000 tests. The Box-Behnken screening design
only requires 432. There are, however, disadvantages to the Box-Behnken design. The BoxBehnken only tests lower order interactions, higher order interactions are not considered.
Further, the Box-Behnken design is a spherical design and not a cubodial design in that it does
not explore the extremes of the system (see Figure 4-1) [92]. Acknowledging these limitations,
the Box-Behnken design was chosen based on its relatively low cost (run count).

Figure 4-1. A central composite design tests the extremes of the system where a Box-Behnken design only
tests the edges.
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In the Box-Behnken design, a center point and a step size is defined. For example, one
might choose a center point of 2 and a step size of 2 for a given variable. The Box-Behnken
would then allow the variable to change from 0 to 2 to 4.

In this study, the kinematic

coefficients from Equation 3-3 were varied by

A j  Center j  Step j (BoxBehnken ij ) ,

(4-1)

where BoxBehnkenij was a 432 x 15 matrix [90]:
1 1 0 0 0 0 0 0 0 0 0 0 0 0 0
1

1

1

1 0 0 0 0 0 0 0 0 0 0 0 0 0

BoxBehnken ij  1

1

0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0,

(4-2)


0

0

0 0 0 0 0 0 0 0 0 0 0 1 1

0

0

0 0 0 0 0 0 0 0 0 0 0 0 0

and j is the coefficient subscript [A11-A35] from Equation 3-3.
This method varied the coefficients based on the Box-Behnken design matrix (Equation
(4-2). The mechanism executed the trajectories. The resulting lift and thrust output was then
compared for the executed runs. The run that maximized the objective (in this study, maximum
lift and thrust) was then chosen as the new center point. A new Box-Behnken design was then
explored around the new center point and the step size was decreased. Decreasing the step size
of the parameters allowed for an increasingly narrow exploration of valid parameters within the
design space. This process was completed iteratively until the objective converged. Figure 4-2
illustrates this method of optimization.
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Figure 4-2. Flowchart describing the Box-Behnken design optimization strategy.

4.2.2

Response Surface Optimization
The Box-Behnken design is an efficient design for fitting second-order response surfaces.

For the studies presented in this chapter, a 15-dimensional surface based on all 15 input
parameters was used. This surface was of the form


  
f ( x )  A  Bx  x T Cx ,

(4-3)


x  [ A11, A12 , A13 , A14 , A15 , A21, A22 , A23 , A24 , A25 , A31, A32 , A33 , A34 , A35 ] ,

(4-4)

A  0 ,

(4-5)

B  [1 ;  2 ;  3 ;  4 ;  5 ;  6 ;  7 ;  8 ;  9 ; 10 ; 11; 12 ; 13 ; 14 ; 15 ] ,

(4-6)

where

and
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(4-7)

β values were found by performing regression statistics on the lift and thrust data, independently,
and n was the number of system input parameters (15).
Two surfaces describing both lift and thrust were created using this method. Next, a
gradient based optimization technique was used to maximize lift and thrust on each surface
simultaneously using the function


f   f L ( x )  (1   ) fT ( x ) ,

(4-8)

where ϕ was varied from 0 to 1 in increments of 0.01. Subject to

 1 (max)  90 


 1 (min)  90
  2 (max)  55

max f such that  2 (min)  105 .
  (max)  180 
 3
 3 (min)  180 

 radius  2

(4-9)

Care was taken during the optimization to ensure that the search algorithm did not allow
the optimization to search outside the feasible design space based on hardware limits. To
accomplish this, upper and lower limits for θ1d, θ2d, and θ3d were set. Additionally, since the
Box-Behnken does not predict the response at the corners of the design well, a limiting search
radius of √2 was specified. If the Pareto front of the multi-objective optimization is non-convex,
the search algorithm might find a solution which does not equally maximize both lift and thrust.
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Adjusting ϕ values from 0 to 1 allowed the Pareto front to populate with feasible solutions and
then allowed the user to choose a solution which best fit the optimization criteria. The Pareto
frontier was then filtered using an s-Pareto filter [93].
Lift and thrust values from the surface optimization were then validated experimentally
by executing their trajectories on the flapping mechanism and recording force output. The
optimized path that best maximized lift and thrust was then chosen as the new center-point for
the subsequent optimization. This process was repeated, iteratively, until the objective ceased to
improve or the mechanism reached some active constraint of the hardware. Figure 4-3 shows a
flowchart of this process.

Figure 4-3. Flowchart of the Box-Behnken response surface optimization method.
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4.3
4.3.1

Results
Box-Behnken Screening Design
The Box-Behnken screening design was performed using arbitrary Fourier-series

coefficients as a starting point. The run of the Box-Behnken design that maximized both lift and
thrust of the force output was selected as the new center point. The step size of the BoxBehnken design was cut in half and re-run. This iterative technique was repeated until the
objective converged.
Figure 4-4 shows resulting forces for five iterations. Figure 4-5 compares the starting
point of the Box-Behnken design with the force output of the best run from each iteration. Lift
and thrust values from the best run of each iteration were calculated by identifying the best run
and then re-running the trajectory 12 times and averaging the lift and thrust values from all 12
runs. The uncertainty of the force measurements (described in Section 3.4.3) caused some
optimal values to deviate from their original value after being re-run 12 times and averaged.
This is evident in iteration 4. The lift value was improved from iteration 3 to 4, but the thrust
value decreased.

This uncertainty was more evident as the improvement in the objective

function decreased with each iteration.
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Figure 4-4.
trajectory.

Box-Behnken design iteration performed five times starting from an arbitrary flapping

Figure 4-5. Progression of Box-Behnken design optimization starting from an arbitrary flapping trajectory.
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Table 4-1. Kinematic coefficients for the starting point and the best runs of each iteration using
arbitrary starting point kinematics. Bolded numbers represent an update in the
kinematic coefficient from the optimization.

A11

Starting
Point (°)
0

Iteration 1 (°)
24

Iteration 2 (°)
24

Iteration 3 (°)
24

Iteration 4 (°)
24

Iteration 5 (°)
24

A12

50

50

50

50

50

50

A13

0

0

0

0

0

0

A14

0

0

0

0

0

0

A15
A21

0
-20

0
-20

0
-20

0
-20

-4
-20

-4
-20

A22

40

40

40

48

48

48

A23

0

0

0

-8

-8

-8

A24

0

32

32

32

32

34

A25
A31

0
0

0
0

16
0

16
0

16
0

16
0

A32

0

0

0

0

0

0

A33

45

45

45

45

41

41

A34

0

0

0

0

0

0

A35

0

0

16

16

16

18

Table 4-2. Step size progression of the Box-Behnken optimization for each iteration.

A11

Iteration 1 (°)
24

Iteration 2 (°)
12

Iteration 3 (°)
6

Iteration 4 (°)
3

Iteration 5 (°)
1.5

A12

32

16

8

4

2

A13

32

16

8

4

2

A14

32

16

8

4

2

A15
A21

32
24

16
12

8
6

4
3

2
1.5

A22

32

16

8

4

2

A23

32

16

8

4

2

A24

32

16

8

4

2

A25
A31

32
24

16
12

8
6

4
3

2
1.5

A32

32

16

8

4

2

A33

32

16

8

4

2

A34

32

16

8

4

2

A35

32

16

8

4

2
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Table 4-1 lists the Fourier coefficients of the starting point and the best run from each
iteration as described in Equation 3-3. Table 4-2 lists the step sizes used throughout this
optimization run
It is notable that the flapping trajectory found in iteration 5 was one that allowed the
wings to clap together at the top of the flapping stroke and then fling apart, showing similarity to
flapping trajectories found in nature. Figure 4-6 shows a time history of the force output of this
flapping trajectory overlaid with several snapshots of the mechanism while executing the path.

Figure 4-6.
trajectory.

Force history of best run from Box-Behnken design starting from an arbitrary flapping

The previous test was repeated but using kinematics of a zebra finch, as defined by
Tobalske et al. [88], to guide the selection of the starting point. Tobalske [88] defined a
relatively large elevation angle of ≈90°. The mechanism was not capable of executing such large
amplitudes; therefore, the kinematics were simplified to allow the mechanism to physically be
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capable of executing the trajectory and to allow the Box-Behnken design to explore a large range
of trajectories without exceeding the mechanism‟s capabilities.
Figure 4-7 shows resulting forces for four iterations. Figure 4-8 compares the starting
point of the Box-Behnken design with the force output of the best run from each iteration. Table
4-3 defines the Fourier coefficients of each iteration as described in Equation 3-3. The same step
size was used as defined in Table 4-2. Figure 4-9 shows a time history of the force output of this
flapping trajectory overlaid with several snapshots of the mechanism while executing the path.

Figure 4-7. Box-Behnken design iteration performed four times starting from simplified zebra finch flapping
kinematics.
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Figure 4-8. Progression of Box-Behnken design optimization starting from simplified zebra finch flapping
kinematics.

Table 4-3. Kinematic coefficients for the starting point and best runs of each iteration using
zebra finch starting point kinematics. Bolded numbers represent an update in the
kinematic coefficient from the optimization.

A11

Starting Point (°)
0

Iteration 1 (°)
0

Iteration 2 (°)
0

Iteration 3 (°)
0

Iteration 4 (°)
0

A12

0

0

0

0

0

A13

0

0

0

0

0

A14

0

0

0

0

0

A15
A21

0
0

0
0

0
0

0
0

0
0

A22

10

10

10

10

10

A23

0

0

16

16

16

A24

0

0

0

0

4

A25
A31

0
-26

32
-2

32
-2

32
-8

36
-8

A32

0

0

0

0

0

A33

0

0

0

0

0

A34

0

0

-16

-24

-24

A35

0

0

0

0

0
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Figure 4-9.
kinematics.

Force history of best run from Box-Behnken design starting from simplified zebra finch

The lift and thrust output of the mechanism using a zebra finch as a starting point did not
reach the same magnitude as the optimization that started from an arbitrary flapping trajectory.
The Box-Behnken design optimization was not capable of finding a global maximum as the
design is limited to selecting only specific trajectories tested during each iteration. A BoxBehnken design coupled with response surface methodology will allow interpolation and enable
gradient-based optimization to search for trajectories within the limits of the mechanism with the
goal of maximizing the objectives.

4.3.2

Response Surface Optimization
A response surface was created using the resulting force output from the Box-Behnken

design. This was first performed using data from the first iteration of the Box-Behnken design
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using an arbitrary flapping trajectory. The surface was optimized to maximize lift and thrust
using fmincon in MATLAB (see Appendix C.4). The set of optimal coefficients was validated
experimentally using the flapping hardware.

Figure 4-10 shows resulting forces for two

iterations. Figure 4-11 shows each iteration plotted with both its analytical and experimental
Pareto front. As the step size decreased, the response surface was more capable of accurately
predicting optimal force outputs. The error in the force measurements decreased substantially
from iteration 1 to iteration 2 as seen in Figure 4-11.

Figure 4-10. Lift and thrust forces for all runs from the response surface optimization using an arbitrary
starting trajectory. Dashed line indicates search direction.
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Figure 4-11. Experimental and analytical Pareto front shown for (a) iteration 1 and (b) iteration 2. Dashed
line indicates search direction.

Figure 4-12. Best runs from gradient-based optimization starting from an arbitrary flapping trajectory.
Dashed line indicates search direction.

65

Table 4-4. Kinematic coefficients for the starting trajectory and best runs from
gradient-based optimization using an arbitrary starting point.

A11

Starting Point (°)
0

Iteration 1 (°)
23

Iteration 2 (°)
23

A12

50

49

49

A13

0

0

0

A14

0

16

16

A15
A21

0
-20

0
-18

0
-18

A22

40

39

55

A23

0

0

0

A24

0

11

27

A25
A31

0
0

0
1

0
1

A32

0

0

0

A33

45

44

44

A34

0

0

0

A35

0

0

0

Only two iterations were performed for this optimization. After the second iteration the
mechanism reached an active constraint of mechanical limits and further optimization was not
possible. Figure 4-12 shows the best runs from the optimization. Table 4-4 indicates the
kinematic coefficients for the starting point and best runs of each iteration. Step sizes were the
same used as in Table 4-2.
Figure 4-13 shows a time history of the force output of this flapping trajectory overlaid
with several snapshots of the mechanism while executing the path.
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Figure 4-13. Force history from best run of response surface optimization starting from arbitrary flapping
kinematics.

The previous optimization was again run using the kinematics of a zebra finch as a
starting point. Figure 4-14 shows the resulting forces for three iterations. Figure 4-15 plots each
iteration with its experimental and analytical Pareto front. Again in this case, as the size of the
design space decreased, the response surface was more capable of accurately modeling the
response of the system. Figure 4-16 shows the best runs from each optimization plotted against
each other. Table 4-5 shows the updates in kinematic coefficients throughout the optimization.
The step sizes used for this optimization were the same as in Table 4-2. Figure 4-17 shows a
time history of the force output of this flapping trajectory overlaid with several snapshots of the
mechanism while executing the path.
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Figure 4-14. Lift and thrust forces for all runs from the response surface optimization using simplified zebra
finch kinematics. Dashed line indicates the search direction.

Figure 4-15. Experimental and analytical Pareto front shown for (a) iteration 1, (b) iteration 2, and (c)
iteration 3. Dashed line indicates search direction.
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Figure 4-16. Best runs from gradient-based optimization starting from simplified zebra finch kinematics.
Dashed line indicates search direction.

Table 4-5. Kinematic coefficients for the starting trajectory and best runs from
gradient-based optimization using simplified zebra finch kinematics.

A11

Starting Point (°)
0

Iteration 1 (°)
0

Iteration 2 (°)
0

Iteration 3 (°)
0

A12

0

0

0

0

A13

0

0

0

0

A14

0

-17

-20

-20

A15
A21

0
0

0
0

1
0

1
0

A22

10

9

8

0

A23

0

0

0

0

A24

0

11

26

34

A25
A31

0
-26

0
-12

0
-9

0
-9

A32

0

0

0

0

A33

0

0

0

0

A34

0

0

0

0

A35

0

17

23

23
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Figure 4-17. Force history from best run of response surface optimization using simplified zebra finch
kinematics.

Both Box-Behnken design and response surface optimization methods were very capable
of maximizing the objective functions. Table 4-6 shows the final lift and thrust results for all
four tests.

Table 4-6. Resulting forces summary for all four optimizations.

Thrust
Lift

Arbitrary Starting Point
Box-Behnken
Center
Boxwith response
Point
Behnken
surface
-2.7929
4.0739
2.5792
4.5949
4.0101
4.2693

Zebra Finch Starting Point
Box-Behnken
Boxwith response
Center Point
Behnken
surface
-1.6123
2.1197
2.2154
3.2695
2.957
2.8173

Although the Box-Behnken design method using an arbitrary starting point had the
maximum lift and thrust, it was more costly in that it took five iterations to converge on that

70

value. The response surface using an arbitrary starting point was capable of similar lift and
thrust, but only took 2 iterations to complete. Both tests starting from a zebra finch kinematics
did not converge to similar values as the tests that started from arbitrary starting points. This
indicates that not only is the starting point important for converging on an optimal solution when
using any Box-Behnken based optimization methodology, but also that the Box-Behnken
methodology is not capable of finding a global optimum from this large, complex design space.

4.4

Conclusion
The methods described in this chapter demonstrated two techniques for optimizing the

kinematics of a flapping wing mechanism with the purpose of maximizing both lift and thrust.
The Box-Behnken design optimization approach successfully increased both lift and thrust
substantially, but this approach was limited as it only tested first-order interactions and only
allowed for discrete changes in each variable. The Box-Behnken response surface coupled with
a gradient-based optimization proved to be an efficient method, but, again, the design was
limited in part because the Box-Behnken was not good at predicting the system response at the
variable extremes.
The results showed Box-Behnken design sensitivity to the starting point for optimization.
A good starting point allowed the Box-Behnken design to quickly find an improved path, but
when a poor starting point was chosen, the Box-Behnken did not lead to similar values.
The response surface had advantages of not being confined to discrete adjustments in the
kinematics; however, it was limited in that when active constraints limited the system, the
optimization method could not continue. Results, however, from the response surface appeared
to be capable of more quickly attaining optimal values. As the size of the response surface
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decreased, the correlation of experimental values with predictions based on the response surface
improved.
Both Box-Behnken design and response surface methodology were algorithms capable of
exploring regions of the parameter space effectively and quickly. Tests of these two methods
constitutes a brief exploration into the kinematic optimization of this flapping wing mechanism.
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5

CONCLUSIONS

The research described in this thesis has been conducted to further our understanding of
insect flight by studying ladybugs during takeoff, to build an analogous mechanism which is
capable of simulating wing kinematics of ladybugs and of other species, and to use this
mechanism to investigate methods of optimizing wing kinematic trajectories for maximizing lift
and thrust.

5.1

5.1.1

High-Speed Kinematic Quantification of Ladybugs (Hippodamia Convergens) During
Takeoff
Conclusions
Flapping-wing kinematics of a ladybug during takeoff were analyzing using high-speed

stereoscopic imaging at 3000 frames per second. Using a direct linear transfer, data in these
video images were converted to 3-dimensional Cartesian coordinates for graphical representation
of ladybug kinematics. The amplitude of the hindwing was found to be significantly larger than
that of the forewing, but the forewing still flaps with significant amplitude. The ladybug
flapping frequency was 78.6 Hz and the ladybug traveled at an average velocity of 21.4 cm/s
during takeoff. The results presented in this chapter could aid in our understanding of insect
flight and help in the development of experimental models for aerodynamics studies.
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5.1.2

Future Work
Greater understanding of ladybug flapping flight can be achieved by studying the

aerodynamics involved with the associated kinematics found in this chapter. Methods such as
smoke wire visualization or particle image velocimetry can assist in understanding the liftgenerating mechanisms involved in ladybug flight. Further, a Fourier-series based kinematic
representation could be used as a starting point for optimization using a flapping wing
mechanism. Lift and thrust estimates of the ladybug would allow comparison of measured
ladybug forces with those acquired from experimental studies.

5.2

5.2.1

Design of a Differential-Driven Flapping-Wing Mechanism for Force Analysis and
Optimization
Conclusions
A flapping wing mechanism was designed to be capable of flapping with a large range of

motion and replicating the flapping wing kinematics of a ladybug or of other species. The design
was based on a differential gear design using two gears as the input and one gear as the output.
The output gear had 2 DOFs, and the third DOF was achieved by rotation about a turntable. This
mechanism was capable of measuring lift and thrust of the wing and could operate in harsh
environments such as in water or oil. The kinematics of the system were based on the first five
terms of a Fourier-series expansion using the coefficients of the series as variables. Repeated
force values measurements from the mechanism were consistent. A Box-Behnken screening
design was used as a method of exploring the design space of the mechanism. Measurements
showed trajectories with increased lift and thrust over initially selected trajectories.
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5.2.2

Future Work
The design of the flapping mechanism is unique in that it provides feedback control via

encoders, has two wings which allows for the exploration of phenomena such as clap-and-fling,
and can accept a large range of kinematic inputs. It does, however, have its limitations. The θ2
DOF is limited to 55° in its positive direction. This limits the range of feasible solutions that can
be found with the mechanism. Further design of the mechanism to extend the range of motion of
θ2 would remove this limitation.
The force sensor on the mechanism works in bending only.

Although the sensor

functions properly in both air and water, the bending sensor is not capable of calibration due to
the fact that the center of pressure on the wing is always changing as the wing executes its
trajectory. The implementation of a shear force sensor instead of a bending moment sensor
would enable calibration measurements to be taken and give the ability to directly correlate them
with other systems.

5.3

5.3.1

Kinematic Optimization of a Flapping Wing Model Using Box-Behnken Screening
Design and Response Surface Methodology
Conclusions
Two methods of optimizing flapping wing kinematics to maximize lift and thrust were

presented in this section. The first used a Box-Behnken design to search the design space and
select new kinematic coefficients. The method was then repeated using a smaller search size
(step size) to narrow the range of valid parameters and converge on an optimal solution. The
second method used the same Box-Behnken design, but coupled it with response surface
methodology.

A response surface was fit to measured data and, using a gradient-based
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optimization technique, optimal values of lift and thrust were found. This second optimization
technique was not subject to discrete changes in kinematic coefficients and converged more
quickly on an optimal solution.

5.3.2

Future Work
The two methods of optimization mentioned in this chapter are possible optimization

techniques that could be used with the flapping wing mechanism. Further exploration of other
techniques, such as hardware-in-the-loop gradient based methods, genetic algorithms, and
simulated annealing are just a few other methods that could be used in kinematic optimization
studies.
All studies in this thesis were based on a Fourier-series expansion kinematics. Other
methods of representing kinematics could be more successful in optimization or trajectory
generation. Further investigation of alternative methods of representing kinematics could result
in simple kinematic expressions and consequently less complex optimization.

5.4

Additional Work
The following are a few suggestions for future work related to this research that may be

beneficial in understanding flapping flight and the development of MAVs:


Flow visualization or PIV analysis on an optimal flapping trajectory found in this
research could bring greater understanding of lift generating mechanisms and help
us understand why the optimization algorithm converged on these kinematic
paths.
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The studies in this thesis used adjustable step sizes in the application of the BoxBehnken design. Variations of this design could help in finding more optimal
kinematics. Examples include using a smaller step size from the beginning, but
keeping the step size constant throughout optimization.



The current mechanism utilizes a first-in-first-out (FIFO) to send data from the
PC to the FPGA. This transfer takes time (around 10 seconds) and hinders the
user‟s ability to quickly test new generated paths. Further research into different
control techniques could greatly improve the time required to test a trajectory and
determine its feasibility.
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APPENDIX A.

LADYBUG DLT FILES - MATLAB

MATLAB was used to analyze and record the flapping wing kinematics of a ladybug
during flight. The following are files use for calibration and analysis of video data files.
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A.1 Calibration
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
%
Direct Linear Transformation
%
Created By: Ryan B. George
%
January 20, 2009
%
In conjunction with Dr. Scott L. Thomson
%
Flapping Flight Research Group
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%% House keeping
clc;
close all;
clear all;
%% Prompt user to specify input mode
%
%

0 = User Defined Calibration Points
1 = Hard Coded Calibration Points

%%%Set this parameter to 0 or 1 depending on the desired calibration point
%%%input method
method = 1;

%% Scheme to be used for when "method == 0"

if method == 0
%%%Enter number of calibration points
points = input('Please enter the number of calibration points ');
if points < 6
disp('Error! Must have at least 6 calibration points!');
while points < 6
points = input('Please enter the number of calibration points
');
end
end
%%%Enter "X" direction coordinates of calibration points
x = input('Please enter the "X" coordinates of the calibration points in
order
');
if length(x) ~= points
disp('Error! Must have matching number of "X" coordinates!');
while length(x) ~= points
x = input('Please enter the "X" coordinates of the calibration
points in order
');
end
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end
%%%Enter "Y" direction coordinates of calibration points
y = input('Please enter the "Y" coordinates of the calibration points in
order
');
if length(y) ~= points
disp('Error! Must have matching number of "Y" coordinates!');
while length(y) ~= points
y = input('Please enter the "Y" coordinates of the calibration
points in order
');
end
end
%%%Enter "Z" direction coordinates of calibration points
z = input('Please enter the "Z" coordinates of the calibration points in
order
');
if length(z) ~= points
disp('Error! Must have matching number of "Z" coordinates!');
while length(z) ~= points
z = input('Please enter the "Z" coordinates of the calibration
points in order
');
end
end
end
%% Scheme to be used for when "method == 1"
if method == 1
%%%Hard code calibration points here. Must be at least 6.
load calibrate.txt;
y = calibrate(:,1)';
x = calibrate(:,2)';
z = calibrate(:,3)';
points = length(x);
x = x*2.54;
y = y*2.54;
z = z*2.54;
end
%%

Prompt User to pick calibration points on image

mov1=aviread('H:\Ladybugs\19 May 2009\Calibration\Calibration.avi');
A=mov1(10).cdata;
imagesc(A);
axis image;
colormap gray;
%%%Read in left points from calibration image
disp('Read in left points from calibration image.');
[ul vl] = ginput(points);
Leftpoints = [ul vl];
%%%Read in right points from calibration image
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disp('Read in right points from calibration image.');
[ur vr] = ginput(points);
Rightpoints = [ur vr];
close;

%%

Creation of F and G matrices based on calibration point input

%%%Fl and Fr matrix creation
counter = 1;
for i=1:points
Fl(counter,:) = [
ul(i)*z(i) ]';
Fr(counter,:) = [
ur(i)*z(i) ]';
counter = counter
Fl(counter,:) = [
vl(i)*z(i) ]';
Fr(counter,:) = [
vr(i)*z(i) ]';
counter = counter
end

x(i) y(i) z(i) 1 0 0 0 0 -ul(i)*x(i) -ul(i)*y(i) x(i) y(i) z(i) 1 0 0 0 0 -ur(i)*x(i) -ur(i)*y(i) + 1;
0 0 0 0 x(i) y(i) z(i) 1 -vl(i)*x(i) -vl(i)*y(i) 0 0 0 0 x(i) y(i) z(i) 1 -vr(i)*x(i) -vr(i)*y(i) + 1;

counter = 1;
%%%Gl and Gr matrix creation
for i=1:points
gl(counter) = ul(i);
gr(counter) = ur(i);
counter = counter +1;
gl(counter) = vl(i);
gr(counter) = vr(i);
counter = counter +1;
end
%%

Calculation of L and R

L = inv(Fl'*Fl)*Fl'*gl';
R = inv(Fr'*Fr)*Fr'*gr';
%%

Calculate Goodness of Calibration

ActualCoordinates = [x' y' z'];
CalculatedCoordinates = [];
for i=1:points;
Q = [[L(1)-L(9)*ul(i) L(2)-L(10)*ul(i)
[L(5)-L(9)*vl(i) L(6)-L(10)*vl(i)
[R(1)-R(9)*ur(i) R(2)-R(10)*ur(i)
[R(5)-R(9)*vr(i) R(6)-R(10)*vr(i)
q = [[ul(i)-L(4)]
[vl(i)-L(8)]
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L(3)-L(11)*ul(i)]
L(7)-L(11)*vl(i)]
R(3)-R(11)*ur(i)]
R(7)-R(11)*vr(i)]];

[ur(i)-R(4)]
[vr(i)-R(8)]];
CalculatedCoordinates = [CalculatedCoordinates;(inv(Q'*Q)*Q'*q)'];
end
%% Calculate Error
AverageError = sum((sum((ActualCoordinates-CalculatedCoordinates)...
.^2,2)).^(1/2))/(length(CalculatedCoordinates(:,1)))
%%

Export Data for Use in Another Matlab File

%save LMatrix.txt L -ASCII -double
%save RMatrix.txt R -ASCII -double
%output=[L R];
%save output.txt output -ascii -double
save points ul vl ur vr L R ActualCoordinates CalculatedCoordinates -double
%%

Plot Calibration Data in 3D

xa=ActualCoordinates(:,1);
ya=ActualCoordinates(:,2);
za=ActualCoordinates(:,3);
xc=CalculatedCoordinates(:,1);
yc=CalculatedCoordinates(:,2);
zc=CalculatedCoordinates(:,3);
plot3(xa,ya,za,'.',xc,yc,zc,'+')
grid on
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A.2 Tracking Analysis
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
%
Ladybug Analysis
%
Created By: Ryan B. George
%
May 29, 2009
%
In conjunction with Dr. Scott L. Thomson
%
Flapping Flight Research Group
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

%% House keeping
clc;
close all;
clear all;
%%%Points on Ladybug to track
load points_rev04;
points = 1;
start = 330;%was 330
last = 331;%was 510
%% Load video file
mov1=aviread('C:\Users\Ryan Brandon George\Documents\Research - Masters\AIAA
Ladybug Stuff\Ladybug Videos\19 May 2009\Ladybug9\Ladybug9.avi');
BodyData1 = [];
BodyData2 = [];
RWingData = [];
RShellData = [];
%% Get user input graphical points
%for i=start:1:last;
for i=1:1:(last-start);
A=mov1(i+start).cdata;
% Maximize figure in window
fullscreen = get(0,'ScreenSize');
%
figure('Position',[0 -50 fullscreen(3) fullscreen(4)])
imagesc(A);
axis image;
colormap gray;
[ul(i) vl(i)] = ginput(points);
%
close;
end

%

for i=1:1:(last-start);
A=mov1(i+start).cdata;
% Maximize figure in window
fullscreen = get(0,'ScreenSize');
figure('Position',[0 -50 fullscreen(3) fullscreen(4)])
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%

imagesc(A);
axis image;
colormap gray;
[ur(i) vr(i)] = ginput(points);
close;
end

%% Use DLT to find x,y,z coordinates
for i=1:(last-start);
Q = [[L(1)-L(9)*ul(i) L(2)-L(10)*ul(i)
[L(5)-L(9)*vl(i) L(6)-L(10)*vl(i)
[R(1)-R(9)*ur(i) R(2)-R(10)*ur(i)
[R(5)-R(9)*vr(i) R(6)-R(10)*vr(i)

L(3)-L(11)*ul(i)]
L(7)-L(11)*vl(i)]
R(3)-R(11)*ur(i)]
R(7)-R(11)*vr(i)]];

q = [[ul(i)-L(4)]
[vl(i)-L(8)]
[ur(i)-R(4)]
[vr(i)-R(8)]];
RWingData = [RWingData;(inv(Q'*Q)*Q'*q)']; % Store data points into
vector
end
%% Plot points chosen in 3D
% xa=BodyData(:,1);
% ya=BodyData(:,2);
% za=BodyData(:,3);
xc=RWingData(:,1);
yc=RWingData(:,2);
zc=RWingData(:,3);
plot3(smooth(xc),smooth(yc),smooth(zc))
grid on;
%% Save Point data to .mat file
save RWingData RWingData -double;
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APPENDIX B.

FLAPPING MECHANISM DRAWING PACKAGE

This section contains all necessary drawings and tolerance analysis for the flapping wing
mechanism. Bill of materials and part numbers are all also included. All parts are modeled in
SolidWorks. The help of Mike Tree in solid modeling and creating drawings is gratefully
acknowledged.
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B.1 Drawing Package
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B.2 Tolerance Analysis
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APPENDIX C.

FLAPPING MECHANISM FORCE ANALYSIS – MATLAB

MATLAB is the primary tool used for analysis of force data recorded from the flapping
wing mechanism. The following files are used to analyze forces, transform them into an inertial
frame, and perform gradient based optimization.

123

C.1 Box-Behnken Analysis
%%
%
%
%

Box Behnkin Analysis
This .m file will read in all the data result files from a Box-Behnkin
run and transform the forces in the the earth X,Y,Z frame. The results
are plotted thrust vs. lift.

%
%

From there, the user can choose the point for the next Box-Behnkin
iteration.

%
%

Created by Ryan George and Dr. Mark Colton
3 May 2011

%% House keeping
clc;
clear all;
%close all;
%% Declare a few parameters
bbsize = 15; %number
ts = 0.002; %seconds
ramp_t = 1; %seconds
f_freq = 0.3333; %Hz

of variables
(time step)
(time to ramp into trajectory (quintic poly))
(flapping frequency)

%% Load data files
for i=1:1%length(bbdesign(bbsize))
% Load data from file
i
data = load(sprintf('C:\\Users\\Ryan Brandon George\\Documents\\Research
- Masters\\Flapping Flight Mechanism\\Testing
Results\\20110510_bb15\\test%03d.txt',i));
data(1,:) = [];
strain = data(:,2);
motor(:,1) = data(:,3);
motor(:,2) = data(:,5);
motor(:,3) = data(:,7);
setpoint(:,1) = data(:,4);
setpoint(:,2) = data(:,6);
setpoint(:,3) = data(:,8);
time = data(:,1);
clear data;

%

% Determine sample rate and Nyquist frequency.
dt = mean(diff(time));
dt = 0.002;
fs = 1/dt; % Sampling frequency
fn = fs/2; % Nyquist frequency
fc = 5; % Cutoff frequency
% Filter strain gage data
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[B,A] = butter(3,fc/fn);
strain_f = filtfilt(B,A,strain);
% Remove offset from strain data
offset = mean(strain(1:6));
strain_f = strain_f - offset;
% Cut off Quintic poly and 1st and last flapping cycle
cutoff = floor(((1/f_freq)+ramp_t)/ts);
cutoffend = floor((ramp_t)/ts);
% cutting beginning
motor(1:cutoff,:) = [];
setpoint(1:cutoff,:) = [];
strain_f(1:cutoff) = [];
strain(1:cutoff) = [];
time(1:cutoff) = [];
% cutting end
motor(length(motor)-cutoffend+1:length(motor),:) = [];
setpoint(length(setpoint)-cutoffend+1:length(setpoint),:) = [];
strain_f(length(strain_f)-cutoffend+1:length(strain_f)) = [];
strain(length(strain)-cutoffend+1:length(strain)) = [];
time(length(time)-cutoffend+1:length(time)) = [];
% Convert Motor and Setpoint data into usable kinematics (degrees)
theta(:,1) = (motor(:,1) + motor(:,2))/40;
theta(:,2) = (motor(:,1) - motor(:,2))/40;
theta(:,3) = motor(:,3);
thetaSet(:,1) = (setpoint(:,1) + setpoint(:,2))/40;
thetaSet(:,2) = (setpoint(:,1) - setpoint(:,2))/40;
thetaSet(:,3) = setpoint(:,3);
% Figure out how closely motors tracked actual values
tracking = thetaSet - theta;
track_error(i) = abs(sum(sum(tracking)));
% Also Calculate RMS and Average error
tracking2 = tracking.^2;
RMS(i,:) = sqrt(sum(tracking2,1)/length(tracking2));
AvgErr(i,:) = sum(abs(tracking)/length(tracking),1);
% Transform forces into home X,Y,Z frame
for j=1:length(setpoint)
f_inertial(j,:) =
transform_forces([0,0,strain_f(j)]',[theta(j,3)*(pi/180),theta(j,1)*(pi/180),
theta(j,2)*(pi/180)]')';
end
% Store data for use in choosing next point
force(i,:) = mean(f_inertial);
% Clean up for next iteration
clear motor
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clear
clear
clear
clear

setpoint
strain
strain_f
time

end
%% Plot Results

% Plot of Thrust vs Lift
figure;
plot(force(:,2),force(:,3),'.')
hold on
for i=1:length(force)
text(force(i,2)+.02,force(i,3),num2str(i))
end
xlabel('Thrust (au)');
ylabel('Lift (au)');
grid on;
grid on;
hold on;
plot([0 7],[0 7],'k');
plot([0 17*cos(deg2rad(55))],[0 17*sin(deg2rad(55))],'--k');
plot([0 17*cos(deg2rad(35))],[0 17*sin(deg2rad(35))],'--k');
axis([-12 4 -4 10]);
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C.2 Mathscript Node for Generating Trajectories
% Load in 12 variables from box behnkin
% bb = load('C:\Documents and Settings\Thomson\My Documents\RyanGeorge\cRIO
Flapping Test v1\bbdesign12_2.txt');
%bbb = load('C:\Documents and Settings\Thomson\My Documents\RyanGeorge\cRIO
Flapping Test v1\bbdesign12.txt');
%bb = load('C:\Documents and Settings\Thomson\My Documents\RyanGeorge\cRIO
Flapping Test v1\bbdes.mat');
clc;
clear all;
close all;

i = 1;
f1 = 0.5;
f2 = 0.5;
f3 = 0.5;
bb = bbdesign(12);
A = bb(i,:);

% Define pi
pi = 3.1415926535897932;
ts = 0.002;
% Time vector
t = 0:ts:14;
% Step size
s11 = 10;
s12 = 20;
s13 = 20;
s14 = 10;
s21 = 10;
s22 = 20;
s23 = 20;
s24 = 10;
s31 = 10;
s32 = 20;
s33 = 20;
s34 = 10;
% Initial Amplitude
am11 = 0;
am12 = 30;
am13 = 0;
am14 = 0;
am21 = 0;
am22 = 0;
am23 = -45;
am24 = 0;
am31 = 0;
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am32 = 50;
am33 = 0;
am34 = 0;
% Flapping Trajectory
angle(:,1) = (am11 + (s11*A(1))) + (am12 + (s12*A(2)))*sin(f1*2*pi.*t) +
(am13 + (s13*A(3)))*cos(f1*2*pi.*t) + (am14 + (s14*A(4)))*sin(2*f1*2*pi.*t);
angle(:,2) = (am21 + (s21*A(5))) + (am22 + (s22*A(6)))*sin(f2*2*pi.*t) +
(am23 + (s23*A(7)))*cos(f2*2*pi.*t) + (am24 + (s24*A(8)))*sin(2*f2*2*pi.*t);
angle(:,3) = (am31 + (s31*A(9))) + (am32 + (s32*A(10)))*sin(f3*2*pi.*t) +
(am33 + (s33*A(11)))*cos(f3*2*pi.*t) + (am34 +
(s34*A(12)))*sin(2*f3*2*pi.*t);
% Check to ensure that we have not exceeded our limits
tempsize = length(angle(:,1));
% Specify hi and low values for 3 DOF
hi1 = 70;
low1 = -80;
hi2 = 180;
low2 = -180;
hi3 = 100;
low3 = -100;
% Clip values that have exceeded limits
temp1 = (angle(:,1)).*(angle(1:tempsize,1)<=hi1) +
(hi1.*(angle(1:tempsize,1)>hi1));
temp1 = (temp1).*(angle(1:tempsize,1)>=low1) +
(low1.*(angle(1:tempsize,1)<low1));
temp2 = (angle(:,2)).*(angle(1:tempsize,2)<=hi2) +
(hi2.*(angle(1:tempsize,2)>hi2));
temp2 = (temp2).*(angle(1:tempsize,2)>=low2) +
(low2.*(angle(1:tempsize,2)<low2));
temp3 = (angle(:,3)).*(angle(1:tempsize,3)<=hi3) +
(hi3.*(angle(1:tempsize,3)>hi3));
temp3 = (temp3).*(angle(1:tempsize,3)>=low3) +
(low3.*(angle(1:tempsize,3)<low3));
% Failed attemps below
%temp1 = (angle(:,1).*(angle(:,1)<=70)) + (70.*(angle(:,1)>70));
%temp1(angle(:,1) > 70) = 70;
%temp1((1:tempsize) > 70) = 70
%temp1(temp1 < -80) = -80;
%temp2(temp2 > 180) = 180;
%temp2(temp2 < -180) = -180;
%temp3(temp3 > 90) = 90;
%temp3(temp3 < -90) = -90;
% Replace back into "angle"
angle(:,1) = temp1;
angle(:,2) = temp2;
angle(:,3) = temp3;
% Create Cubic Spline
tcs = 1;
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tc = ts:ts:tcs;
% Create coefficients for start spline
a21 = (3/(tcs^2))*angle(1,1);
a22 = (3/(tcs^2))*angle(1,2);
a23 = (3/(tcs^2))*angle(1,3);
a31 = (-2/(tcs^3))*angle(1,1);
a32 = (-2/(tcs^3))*angle(1,2);
a33 = (-2/(tcs^3))*angle(1,3);
% Create Starting spline
csS1 = a21*tc.^2 + a31*tc.^3;
csS2 = a22*tc.^2 + a32*tc.^3;
csS3 = a23*tc.^2 + a33*tc.^3;
% Create coefficients for end spline
b21 = (3/(tcs^2))*angle(length(t),1);
b22 = (3/(tcs^2))*angle(length(t),2);
b23 = (3/(tcs^2))*angle(length(t),3);
b31 = (-2/(tcs^2))*angle(length(t),1);
b32 = (-2/(tcs^2))*angle(length(t),2);
b33 = (-2/(tcs^2))*angle(length(t),3);
% Create ending spling
csE1 = angle(length(t),1) - b21*tc.^2 - b31*tc.^3;
csE2 = angle(length(t),2) - b22*tc.^2 - b32*tc.^3;
csE3 = angle(length(t),3) - b23*tc.^2 - b33*tc.^3;
% Concatenate
angleS(:,1) =
angleS(:,2) =
angleS(:,3) =
angleS(:,4) =
angleS(:,5) =
angleS(:,6) =

Splines
[csS1';
[csS2';
[csS3';
[csS1';
[csS2';
[csS3';

into angle setpoints
angle(:,1); csE1'];
angle(:,2); csE2'];
angle(:,3); csE3'];
angle(:,1); csE1'];
angle(:,2); csE2'];
angle(:,3); csE3'];

% Convert Angle command into something useful for motors (since motors are
coupled)
x1(:,1) = 20*angleS(:,1) + 20*angleS(:,2);
x1(:,2) = 20*angleS(:,1) - 20*angleS(:,2);
x1(:,3) = angleS(:,3);
% Set x1 4,5,6 to anything (doesn't matter right now)
x1(:,4) = 20*angleS(:,1) + 20*angleS(:,2);
x1(:,5) = 20*angleS(:,1) - 20*angleS(:,2);
x1(:,6) = angleS(:,3)*(-1);
i = i + 1;
% set loop = 1 when iterations finish
loop = 0;
if i > length(bb)
loop = 1;
end
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C.3 Transform Forces
% TRANSFORM_FORCES
Calculate wing forces in the inertial frame.
%
TRANSFORM_FORCES(F_WING, THETA) calculates the three components of the
%
wing force expressed in the inertial frame.
%
%
F_WING
A 3x1 column vector containing the forces on the wing,
%
expressed in the wing frame.
%
%
F_INERTIAL
A 3x1 column vector containing the forces on the wing,
%
expressed in the inertial frame.
%
%
THETA
A 3x1 column vector of angles (in rad) describing the
%
orientation of the wing frame relative to the inertial frame
function F_inertial = transform_forces(F_wing, theta)
% Extract individual angles from the angle vector.
th1 = theta(1); % Rotation of outer housing about vertical shaft
th2 = theta(2); % Rotation of differential housing about horizontal shaft
th3 = theta(3); % Rotation of wing about wing shaft
% Compute individual transformation matrices.
R1 = [cos(th1) sin(th1) 0; -sin(th1) cos(th1) 0; 0 0 1];
R2 = [cos(th2) 0 sin(th2); 0 1 0; -sin(th2) 0 cos(th2)];
R3 = [1 0 0; 0 cos(th3) -sin(th3); 0 sin(th3) cos(th3)];
% Compose overall transformation matrix that allows computation of
% quantities in the wing frame, given quantities in the inertial frame.
R = R3*R2*R1;
% Calculate the wing force in the inertial frame, given the wing force in
% the wing frame. Note the transpose of the rotation matrix to allow us to
% calculate inertial force given the wing force, and not the other way
% around.
F_inertial = R'*F_wing;
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C.4 Response Surface Optimization
%% Optimization Using Hypersurface
% Created by: Ryan George & Dr. Christopher Mattson
% 1 June 2011
%% House keeping
clc;
clear all;
close all;
global phi X0 SS
%% Declare initial parameters
SS = [24 32 32 32 32 24 32 32 32 32 24 32 32 32 32]';
X0 = [-20 40 0 0 0 0 0 45 0 0 0 50 0 0 0]';
LB = X0 - SS;
UB = X0 + SS;
i = 1;
X1 = [-20 40 0 0 0 0 0 45 0 0 24 50 0 0 0]';
%% Optimization Setup
% Optimization Algorithm Settings
MFE = 1000000;
MI = 1000000;
MSQPI = 1000000;
quadradic programming itterations
FT = 1e-3;
CT = 1e-2;
MinVarChange = 1;
Degrees)
DiffMaxChange =30;

% maximum function evaluations
% maximum number of iterations
% maximum number of sequential
% Tolerance on function convergence
% Tolerance on constraint convergence
% Minimum Change in Variables (In

OPTIONS =
optimset('Display','final','LargeScale','off','MaxSQPIter',MSQPI,'MaxFunEvals
',MFE,'MaxIter',MI,'TolFun',FT,'TolCon',CT,'DiffMinChange',MinVarChange,
'DiffMaxChange', DiffMaxChange);
% OPTIONS = optimset('Display','final','LargeScale','off');
% OPTIONS =
optimset('Display','final','LargeScale','off','MaxFunEvals',MFE,'MaxIter',MI,
'DiffMinChange',MinVarChange, 'DiffMaxChange', DiffMaxChange);
%% Call Optimization Routine
for phi=0:0.01:1
i
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[Xopt,FVAL,FLAG,OUTPUT] =
fmincon(@fitness,X1,[],[],[],[],LB,UB,@constraints,OPTIONS);
Xval(:,i) = Xopt;
FuncVal(1,i) = FVAL;
Flag(1,i) = FLAG;
i = i + 1;
end
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C.5 Response Surface Constraints
function [C,Ceq] = constraints(x)
global X0 SS
A11
A12
A13
A14
A15
A21
A22
A23
A24
A25
A31
A32
A33
A34
A35

=
=
=
=
=
=
=
=
=
=
=
=
=
=
=

x(1);
x(2);
x(3);
x(4);
x(5);
x(6);
x(7);
x(8);
x(9);
x(10);
x(11);
x(12);
x(13);
x(14);
x(15);

% Time
ts = 0.002;
tf = 18;
t = 0:ts:tf;
% frequency
f1 = 0.3333;
f2 = 0.3333;
f3 = 0.3333;
% Radius Constraint
radmax = 2; % = R^2
rad = sum(abs(x-X0)./SS); % = R^2
radmax = radmax*100;
rad = rad*100;
% Flapping Trajectory
theta1 = A11 + A12*sin(f1*2*pi.*t) + A13*cos(f1*2*pi.*t) +
A14*sin(2*f1*2*pi.*t) + A15*cos(2*f1*2*pi.*t);
theta2 = A21 + A22*sin(f1*2*pi.*t) + A23*cos(f1*2*pi.*t) +
A24*sin(2*f1*2*pi.*t) + A25*cos(2*f1*2*pi.*t);
theta3 = A31 + A32*sin(f1*2*pi.*t) + A33*cos(f1*2*pi.*t) +
A34*sin(2*f1*2*pi.*t) + A35*cos(2*f1*2*pi.*t);
%Calculate the maximum and minimum predicted values of the thetas
theta1max = max(theta1);
theta2max = max(theta2);
theta3max = max(theta3);
theta1min = min(theta1);
theta2min = min(theta2);
theta3min = min(theta3);
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%Assign absolute
theta1limitpos =
theta2limitpos =
theta3limitpos =
theta1limitneg =
theta2limitneg =
theta3limitneg =

max and min positions for the thetas
55;
180;
90;
-105;
-180;
-90;

C(1) = theta1max - theta1limitpos;
C(2) = theta2max - theta2limitpos;
C(3) = theta3max - theta3limitpos;
C(4) = theta1limitneg - theta1min;
C(5) = theta2limitneg - theta2min;
C(6) = theta3limitneg - theta3min;
C(7) = rad - radmax;
Ceq = [];
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C.6 Response Surface Fitness Function
% This file defines the fitness function
function f = fitness(x)
global phi
load lift_z4_it3
load thrust_z4_it3
N = 1;
% Define lift hypersurface
fl = AAl + BBl*x + x'*CCl*x;
fl = -fl; % So we can minimize
% Define thrust hypersurface
ft = AAt + BBt*x + x'*CCt*x;
ft = -ft; % So we can minimize
f = (phi^N)*fl + ((1-phi)^N)*ft;
end
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C.6 Response Surface Creation
%% Hypersurface Fitting
% Ryan George
% 31 May 2011
%% House keeping
clc;
clear all;
close all;
%% Declare initial parameters
% Define the center points of each variable
A11 = 0;
A12 = 8;
A13 = 0;
A14 = 26;
A15 = 0;
A21 = -9;
A22 = 0;
A23 = 0;
A24 = 0;
A25 = 23;
A31 = 0;
A32 = 0;
A33 = 0;
A34 = -20;
A35 = 1;
% Define how much each variable will vary
s11 = -6;
s12 = -8;
s13 = -8;
s14 = -8;
s15 = -8;
s21 = -6;
s22 = -8;
s23 = -8;
s24 = -8;
s25 = -8;
s31 = 6;
s32 = 8;
s33 = 8;
s34 = 8;
s35 = 8;
numVars = 15;
bb = length(bbdesign(numVars));
A = bbdesign(numVars);
%% Load data from BB15
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load force_z4_it3
% load force_z_it1_check
% load twofreqterm
% load ErrorIt1
% load AvgErrIt1
mean_force = force_z4_it3(:,2);
%% Create a hypersurface using the data above

% Create a matrix with all the Box-Behnken parameters used
A_all = zeros(bb,numVars);
for i = 1:bb
A_all(i,1) = (A11+(s11*A(i,1)));
A_all(i,2) = (A12+(s12*A(i,2)));
A_all(i,3) = (A13+(s13*A(i,3)));
A_all(i,4) = (A14+(s14*A(i,4)));
A_all(i,5) = (A15+(s15*A(i,5)));
A_all(i,6) = (A21+(s21*A(i,6)));
A_all(i,7) = (A22+(s22*A(i,7)));
A_all(i,8) = (A23+(s23*A(i,8)));
A_all(i,9) = (A24+(s24*A(i,9)));
A_all(i,10) = (A25+(s25*A(i,10)));
A_all(i,11)
A_all(i,12)
A_all(i,13)
A_all(i,14)
A_all(i,15)

=
=
=
=
=

(A31+(s31*A(i,11)));
(A32+(s32*A(i,12)));
(A33+(s33*A(i,13)));
(A34+(s34*A(i,14)));
(A35+(s35*A(i,15)));

end
%% Remove Points from BB that exceeded boundaries
for i=length(check_z4_it3):-1:1
if check_z4_it3(i) == 1
A_all(i,:) = [];
mean_force(i) = [];
A(i,:) = [];
end
end
%% Remove points that did not track well
% thresh = 10; % Set threshold for cutoff (degrees)
% for N = 1:3 % DOF
%
% for i=length(AvgErr):-1:1
%
if AvgErr(i,N) > thresh
%
A_all(i,:) = [0 0 0 0 0 0 0 0 0 0 0 0 0 0 0];
%
mean_force(i) = 0;
%
twofreqterm(i) = [];
%
A(i,:) = [];
%
end
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% end
% end
%% Add a point at Zero
A_all(size(A_all,1)+1,:) = [0 0 0 0 0 0 0 0 0 0 0 0 0 0 0];
mean_force(size(mean_force,1)+1,:) = 0;

%% Create a quadratic model of the parameters in A_all and the mean_force
% resulting from each of those sets of parameters.
%
%
%
%
%
%
%
%

m = 2;
n = 2;
randmat = zeros(size(A_all));
randmat(2:2,4) = ones(1,1);
A_temp = A_all + randmat;
% A_all = [A_all; A_all + 1];
A_all = [A_all; A_temp(m:n,:)];
mean_force = [mean_force; mean_force(m:n)];

stats =
regstats(mean_force,A_all,'quadratic',{'beta','rsquare','yhat','tstat'});
b = stats.beta; % Model coefficients
rsquare = stats.rsquare;
yhat = stats.yhat;
tstat = stats.tstat;
count = 1; % counter to keep track of our place in b
Intercept = b(count);
count = count + 1;
% Extract the linear terms
Linear = zeros(1,numVars);
for i = 1:numVars
Linear(1,i) = b(count);
count = count + 1;
end
% Extract the interaction terms
Interactions = zeros(numVars);
for i = 1:numVars
for j = (i+1):numVars
Interactions(i,j) = b(count);
% Note, each interaction term must be divided by two because it
% appears in two places in the Hessian, symetrically about the
% diagonal.
count = count + 1;
end
end
%
% Interactions = Interactions + Interactions';
% Extract the squared terms
Squared = zeros(numVars);

138

for i = 1:numVars
Squared(i,i) = b(count);
count = count+1;
end
AA = Intercept;
BB = Linear;
CC = Interactions + Squared;
%% Test Surface Points with Calibrated Values
x = A_all;
f = zeros(1,length(x));
for i = 1:length(x)
f(i) = AA + BB*x(i,:)' + x(i,:)*CC*x(i,:)';
end
TestResults_vs_2ndOrderModel = [mean_force f']
mean(abs(mean_force-f'))
rsquare
BB
% max1(k)=max(abs(BB));
% max2(k)=max(max(abs(CC)));
%
% bigcoef(k)=BB(4);
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