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ABSTRACT
Using the concepts of two-dimensional Hilbert transform and an-
alytic signal, we construct a new quaternion wavelet transform
(QWT). The QWT forms a tight frame and can be efciently com-
puted using a 2-D dual-tree lter bank. The QWT and the 2-D
complex wavelet transform (CWT) are related by a unitary trans-
formation, but the former inherits the quaternion Fourier transform
(QFT) phase properties, which are desirable for image analysis.
The quaternion magnitude-phase representation of the QWT di-
rectly leads to near shift-invariance and the ability to encode phase
shifts in an absolute xy-coordinate system, which we can use for
applications such as edge estimation and statistical image model-
ing.
1. INTRODUCTION
Wavelet transforms are powerful multiscale tools for processing
singularity rich signals. Unlike the Fourier basis functions, the
locality of wavelet basis functions leads to sparse representation
of singularity rich signals by compacting the signal energy into a
small number of coefcients. Wavelet coefcient sparsity is crit-
ical to algorithms such as wavelet signal denoising by shrinkage
[1]. In two-dimensions (2-D), because natural images typically
consist of wide smooth regions separated by edges, the supremacy
of wavelet transforms is even more evident. Conventional 2-D
wavelet basis functions are obtained by simple Cartesian product
of 1-D wavelet functions.
However, one of the major problems of real-valued wavelets
is their lack of shift-invariance. A small shift of the signal results
in signicant uctuations of wavelet coefcient energy, making it
difcult to extract signal information from the coefcient values.
The undecimated wavelet transform [2] provides a shift invariant
transform, but at the cost of high redundancy.
To remedy the problem of shift variance, there have been sig-
nicant research efforts to develop nearly shift-invariant wavelet
transformswithmoderateredundancy. Thecomplexwavelettrans-
form (CWT) uses complex wavelet basis functions whose real and
imaginary parts are 1-D Hilbert transform pairs [3, 4]. Because the
real and imaginary parts are in quadrature, the CWT coefcient
magnitudes are almost shift invariant with moderate redundancy
[3, 4].
In this paper, we leverage the notions of 2-D Hilbert transform
and 2-D analytic signal to build a new 2-D shift-invariant wavelet
transform. We adopt the denition of 2-D Hilbert transform in [5]
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by B¨ ulow and Sommer to build a new quaternion wavelet trans-
form (QWT). The 2-D Hilbert transforms of a 2-D DWT tensor
product wavelet (i.e., the 1-D Hilbert transform of the wavelet
along either or both of the horizontal and vertical directions) plus
the wavelet itself constitute the four components of a quaternion
wavelet. The QWT frame, which can be efciently generated from
a dual-tree lter bank [4], is a 4 redundant tight frame and there-
fore is stably invertible.
Besides shift-invariance, another advantage of the QWT for
image analysis is that it encodes image shifts in an absolute xy-
coordinate system. These properties give us insights into build-
ing a QWT hidden Markov tree (HMT) model [6] for images that
captures both persistency of magnitudes and coherence of phase
across scale. We can also relate the QWT to the 2-D CWT in [4, 7]
through a unitary transformation. In image analysis, the 2-D CWT
is well suited for 1-D features (edges) [8] while, inherited from
the QFT [5], the QWT is particularly suitable for analyzing 2-D
features (textures). Beyond 2-D, signals typically contain more
complicated low dimensional manifold structures. The generaliza-
tion of the Hilbert transform to n-D using hypercomplex numbers
can be used to develop wavelet transforms in higher dimensions
suitable for these signals [9].
This paper is organized as follows. In Sections 2 and 3 we
briey review the DWT and the CWT. Section 4 develops the
QWT and Section 5 discusses some important properties of the
new transform. Section 6 summarizes the paper and emphasizes
the importance of our contributions.
2. DISCRETE WAVELET TRANSFORM (DWT)
The discrete wavelet transform (DWT) represents a 1-D real signal
f(t) in terms of shifted versions of a scaling function (t) and
shifted and scaled versions of a wavelet function  (t) [10]. When
L;p(t) = 2
L(2
Lt p) and  `;p(t) = 2
` (2
`t p), `  L;p 2
Z, form an orthonormal basis, we can represent any f(t) 2 L2 as
f(t) =
X
p2Z
cL;pL;p(t) +
X
`L;p2Z
d`;p `;p(t); (1)
where cL;p =
R
f(t)L;p(t)dt and d`;p =
R
f(t) `;p(t)dt are
the scaling and wavelet coefcients. L sets the coarsest scale space
that is spanned by L;p(t). Behind each wavelet transform is a
lterbank based on a lowpass lter; we will use the notation h(t),
 h(t) to denote the scaling and wavelet functions corresponding
to a particular lter h.
The 2-D DWT is obtained using tensor products of 1-D DWTs
over each dimension: the scaling function (x)(y) and three
wavelets  (x) (y), (x) (y), and  (x)(y) are oriented in the
diagonal, horizontal, and vertical directions, respectively [7].3. COMPLEX WAVELET TRANSFORM (CWT)
The 1-D dual-tree CWT expands a real signal in terms of two sets
of wavelet and scaling functions obtained from two independent
lterbanks [4].  h(t) and  g(t) play the role of the real and imag-
inary parts of a complex analytic wavelet  
c(t) =  h(t)+j g(t).
The imaginary wavelet is the 1-D Hilbert transform of the real
wavelet. The combined system is a 2 redundant frame that, by
virtue of the fact that j 
c(t)j is non-oscillatory, is shift-invariant.
1
It is useful to recall that the Fourier transforms of the Hilbert
pair of wavelets are related by 	g(!), which equals  j	h(!),
when ! > 0 and j	h(!) when ! < 0. Thus, summing 	h(!) +
j	g(!) = 	
c(!) cancels the negative frequency part of the com-
plex wavelet, rendering it analytic.
To develop a near shift-invariant wavelet transform in 2-D, we
thus turn to the theory of 2-D Hilbert transforms and 2-D analytic
signals.
4. QUATERNION WAVELET TRANSFORM (QWT)
There is no unique denition of the Hilbert transform and analytic
signal in 2-D and higher. To illustrate two possibilities, consider
the Fourier transform of a 2-D wavelet 	(u;v). The straightfor-
ward extension of the 1-D denition cancels out frequencies on all
but a half-plane of the Fourier space (u > 0, for example) and
uses standard complex algebra for manipulation. A second natural
denition cancels out frequencies on all but a quadrant (u;v > 0,
for example) and uses quaternion algebra for manipulation [5].
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Adopting the latter denition [5], we now introduce a new
multiscale signal representation: the dual-tree quaternion wavelet
transform (QWT).
Each quaternion wavelet consists of a standard DWT tensor
wavelet plus three additional real wavelets obtained by 1-D Hilbert
transforms along either or both coordinates. More specically, we
denote the 1-D Hilbert transform operators along the x and y co-
ordinates by Hx and Hy, respectively. Then given the usual real
tensor product wavelet  h(x) h(y) from Section 2, we comple-
ment it with
Hxf h(x) h(y)g =  g(x) h(y); (2)
Hyf h(x) h(y)g =  h(x) g(y); (3)
HyHxf h(x) h(y)g =  g(x) g(y): (4)
Conveniently, each component can be computed as a combination
of 1-D dual-tree complex wavelets. These three components re-
semble h(x) h(y)but are phase-shiftedby90
 in the horizontal,
vertical, and both directions, respectively. We can interpret these
relationships in the Fourier domain as multiplying the quadrants
of the Fourier transform of  h(x) h(y) by j (where j =
p
 1)
and 1 as shown in Fig. 1.
Using quaternion algebra, we can organize the four wavelet
functionsaboveintoaquaternionwavelet 
q(x;y) =  h(x) h(y)
  j1 g(x) h(y)   j2 h(x) g(y) + j3 g(x) g(y). Figure 2
shows the 4 components of a quaternion wavelet. One can ob-
serve the 90
 phase shift of the components relative to each other.
The magnitude-square of the quaternion basis j 
q(x;y)j
2 (sum-
of-squares of all four components) is non-oscillatory, indicating
1In practice, in order to have nite-length wavelets, the Hilbert trans-
form is only approximately satised,  c(t) is only approximately analytic,
and the CWT is only approximately shift-invariant [4, 7].
2The set of quaternions H = fa + j1b + j2c + j3dja;b;c;d 2 Rg
with multiplication rules j1j2 =  j2j1 = j3 and j2
1 = j2
2 =  1 [11].
+1
+1 +1
+1
(a) 	h(u)	h(v)
+j −j
+j −j
(b) 	g(u)	h(v)
−j −j
+j +j
(c) 	h(u)	g(v)
+1 −1
+1 −1
(d) 	g(u)	g(v)
Fig. 1. Fourier-domain relationships among the four components
of a QWT wavelet 	(u;v) in the diagonal subband.
Fig. 2. Each quaternion wavelet basis contains 4 components.
Shown above is the set from the diagonal subband, from left to
right:  h(x) h(y),  h(x) g(y),  g(x) h(y),  g(x) g(y). The
nal image is j 
q(x;y)j, a non-oscillatory function, which implies
the shift-invariance of the QWT [3, 4].
that the transform is approximately shift-invariant. The construc-
tionandpropertiesaresimilarfortheothertwoquaternionwavelets
based on h(x) h(y) and  h(x)h(y).
Our quaternion wavelet transform is similar to the quaternion
Fourier transform (QFT) in the use of quaternion algebra [5]. The
2-D quaternion wavelets, like the 2-D analytic signal described in
[5], have spectral support only in a single (upper-right) quadrant in
the QFT domain. The QFT of a real 2-D signal f is
F
q(u) =
Z
R2
e
 j12uxf(x)e
 j22vydx; (5)
where u = (u;v), x = (x;y), and the quaternion exponentials
e
 j12uxe
 j22vy are the basis elements. The basis elements for
the QWT are the quaternion wavelets ( (x)   j1 (y))( (x)  
j2 (y)) plus the two wavelets in the other subbands with various
scales and translations. Therefore, the QWT inherits some of the
useful properties from the QFT.
5. PROPERTIES
In terms of efcient implementation and image processing appli-
cations, the QWT enjoys some of the advantageous properties of
both the 2-D CWT and QFT.
5.1. Tight frame
The QWT, which contains four orthonormal basis sets, forms a
4 redundant tight frame [10]. The QWT wavelet functions can
be written in a matrix form
G =
2
6
4
 h(x) h(y)  h(x)h(y) h(x) h(y)
 g(x) h(y)  g(x)h(y) g(x) h(y)
 h(x) g(y)  h(x)g(y) h(x) g(y)
 g(x) g(y)  g(x)g(y) g(x) g(y)
3
7
5: (6)
Each column of the matrix G in (6) contains the 4 compo-
nents of the quaternion wavelet corresponding to a subband of
the QWT. For example, the rst column contains the quaternionwaveletcomponentsinFig.2, i.e., thetensorproductwavelet h(x) h(y)
and its 2-D Hilbert transforms in equations (2)-(4) in Section 4.
On the other hand, each row of G contains the wavelet func-
tions necessary (with all combinations of scales and shifts) to form
one orthonormal basis set. Since G has four rows, the quaternion
wavelets form a 4 redundant tight frame, and thus is stably in-
vertible. All wavelet bases in G can be generated using a 2-D
dual-tree lter bank with O(N) efciency.
5.2. Relationship to CWT
The 2-D CWT is a near shift-invariant wavelet frame, with basis
functions oriented along six 1-D directions [4, 7]. These basis
functions are obtained by the multiplication of two 1-D complex
wavelets,  
c(x) 
c(y), on the 2-D plane [7]. For instance, the
formula forthe complex wavelet oriented at45
 is( h(x) h(y) 
 g(x) g(y)) + j( h(x) g(y) +  g(x) h(y)). Figure 3 shows
the spectral support of these complex wavelet functions.
There exists a unitary transformation between the QWT and
the 2-D CWT. We can obtain the CWT wavelet functions by mul-
tiplying matrix G in (6) with a unitary matrix
A =
1
p
2
2
6
4
1 0 0 1
0 1 1 0
0 1  1 0
1 0 0  1
3
7
5: (7)
Therefore, both the CWT and the QWT are tight frames with 4
redundancy. As described in the next section, the phases of both
the CWT and the QWT encode 2-D signal shifts. However, there
exists no straightforward relationship between the QWT and the
CWT phase angles.
5.3. Quaternion phase angles
Using quaternion algebra, we can express each quaternion wavelet
coefcient as q = jqje
j11e
j33e
j22 [5], where jqj is the modu-
lus of q and (1;2;3) are the phase angles of q, with each an-
gle uniquely dened within intervals: (1;2;3) 2 [ ;) 
[ 

2;

2)  [ 

4;

4]. For an image block with QWT coefcient q,
jqj is almost invariant to signal shift and (1;2) encode the shift.
The shift theorem for the QFT [5] approximately holds for the
QWT because the QWT conducts a local QFT analysis. The theo-
rem says, when a shift of image f(x) to f(x d) occurs, the QFT
phase undergoes the following changes: (1(u);2(u);3(u)) !
(1(u)   2ud1;2(u)   2vd2;3(u)) where u = (u;v) are
the axes of the 2-D QFT domain and d = (d1;d2). In the context
of the QWT, (u;v) is the effective center of the signal spectrum
within the frequency tile of the corresponding QWT basis for each
coefcient. Therefore, (u;v) depends on the subband and scale of
QWT basis and the actual shape of the signal spectrum.
Figure 4 contrasts the phase property of the QWT to the CWT.
The image blocks in Fig. 4(a) and (b) undergo the same amount
of shift toward the top left corner. Figure 4(a) illustrates how each
CWT coefcient encodes the signal shift d along the direction per-
pendicular to the corresponding wavelet (e.g.,  45
 wavelet as
shown), since it has only one phase angle. On the other hand,
the QWT encodes signal shift (d1,d2) in xy-coordinates using two
phase angles (1,2) as in Fig. 4(b).
Based on the shift theorem, we can estimate the image shift
(d1, d2) from the phase shift (1,2) relative to a reference
image. Conversely, we can estimate the phase shift once we know
the signal shift. However, we need to rst estimate the effective
spectralcenter(b u;b v)foreachQWTcoefcient. Forimageshaving
+1
+1
(a) F(Re( 
c(x;y)))
−j
+j
(b) F(Im( 
c(x;y)))
Fig. 3. Fourier-domain relationships between the real and imagi-
nary parts of a 2-D diagonally oriented complex wavelet. F() is
the 2-D Fourier Transform.
(a) (b)
Fig. 4. (a) The CWT has one phase angle linear in image shift
d orthogonal to the wavelet's orientation. (b) The QWT has two
phase angles to encode shifts, each linear in image shift (d1;d2)
respectively in absolute xy-coordinates.
smooth spectrum over the local spectral tile corresponding to each
QWT basis, the center of the tile can be used as (b u;b v). Note that
(b u;b v) should always lie in the rst quadrant of the QFT domain
(i.e., b u;b v > 0).
When the image block contains a single edge as illustrated
in Fig. 5(a), the spectrum is not smooth and we cannot choose
(b u;b v) to be the center of the local spectral tile. The QFT spec-
trum of a single edge image in Fig. 5(a) lies on two lines through
the origin having orientations 90
    and    90
 in the QFT
domain. Therefore, the effective spectral center can be expressed
as (b u;b v) = c(jcosj;jsinj) where c is a positive constant that
depends on  and the location of the spectral tile corresponding to
each QWT basis.
For an edge oriented at angle , any shift (d1;d2) in the (x;y)
directions satisfying the constraint
d1 cos + d2 sin = d (8)
corresponds to the same shift as shifting the edge by d perpen-
dicularly. Using the relations (b u;b v) = c(jcosj;jsinj) in (8)
and noting that 2b ud1 = 1 and 2b vd2 = 2, we obtain the
expression
d =
1  2
2c
; (9)
where we choose 1 + 2 when tan > 0, and 1   2
when tan < 0.
To verify this relationship, we apply the QWT to the edge im-
age in Fig. 5(a) and analyze the QWT magnitudes and phases cor-
responding to a 32  32 sub-block. Fig. 5 (b) and (c) verify that
the coefcient magnitudes are almost invariant to signal shift d.
Note that the magnitude is maximum when the edge orientation
matches the 1-D direction of the basis function (0
 for (x) (y)
and 45
 for  (x) (y) subband). We also observe a linear rela-
tionship between 1  2 and d for various  in all subbands.
Using the slopes of these linear graphs, we can rst estimate c, and
then estimate the edge offset d from the QWT phase using d = 0
as the reference image. For algorithmic simplicity, we obtain an
estimate of c  0:7 for the  (x)(y) subband using the verti-
cal edge ( = 0) which gives the largest QWT magnitude for thisd
b
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Fig. 5. (a) Parametrization of an edge in a dyadic block (side
length = 1). (b) and (c) show the magnitudes of QWT coefcient
as a function of edge orientation  and offset d for the (x) (y)
and  (x) (y) subbands respectively. (d) and (e) show the abso-
lute error for estimation of d by phase angles (1,2). Estimates
are accurate in the region where coefcient magnitudes are large.
subband; similarly for the  (x)(y) subband. Using the 45
 edge,
we obtain an estimate of c  1 for the  (x) (y) subband. This
simplication of using the same c in each subband to estimate d is
valid because c is more sensitive to the location of the spectral tile
of the corresponding QWT basis than to . Shown in Fig. 5(d) and
(e) are the estimation results for 2 subbands across various  and
d. In small-magnitude regions, the phase angles are very sensitive
to noise, and thus estimation errors are large. Using only the phase
change of the QWT subband with the largest magnitude, we can
estimate d with a maximum error of 2%.
Besides edge shift estimation, the shift-invariance and phase
properties also make the QWT a convenient tool for constructing
statistical image models. Wavelet transforms, due to their multi-
scale nature, have been successful in modeling piecewise smooth
images. For example, Romberg et al. use a Hidden Markov Tree
(HMT) model to exploit dependencies of complex wavelet coef-
cients across scale [6]. Natural images are composed of either
smooth regions or single edge regions at ner scale. The mag-
nitudes of wavelet coefcients are signicant only in the edge re-
gions. Intheseregions, therearetwoimportantobservations. First,
if the parent coefcient magnitude is large, then its child is also
large if it also contains the edge. The QWT can capture this persis-
tency of magnitudes across scale well because of its almost shift-
invariant nature. Second, the edge in the child has the same ori-
entation as the parent but a different offset (i.e., phase). Based
on our experiments with the single-edge image in Fig. 5(a), we
can estimate the child phase from the parent phase, either deter-
ministically from the experimental data (phase across  and d) or
statistically through algorithms derived from the mapping between
(1,2) and (,d). Such a model could greatly improve the de-
Fig.6. Varying3 ofaQWTcoefcientfromthediagonalsubband
(left to right): 3 =  

4; 

8;0;

8;

4 respectively. Corresponding
wavelet changes from texture-like structure (3 = 0) to edge-like
structure (3 = 

4).
sign of image processing tools for applications such as denoising
and classication.
Finally, we interpret the third QWT phase angle 3 as the rel-
ative amplitude of signal energy along the 1-D manifolds in two
orthogonal directions as in [5]. By adjusting only 3 of the QWT
 (x) (y) subband coefcients, we can observe a gradual change
in the appearance of the wavelet basis from directed to texture-like
and back (see Fig. 6). This property of the QWT will prove useful
for the analysis of images with rich textures [5].
6. CONCLUSIONS
In this paper, we have developed the theory of the dual-tree quater-
nion wavelet transform (QWT) using the concepts of 2-D Hilbert
transforms and 2-D analytic signals. The QWT enjoys desirable
properties such as near shift-invariance, invertibility and, in par-
ticular, the ability to encode phase shifts in an absolute coordinate
system. The shift theorem, inherited from its quaternion Fourier
counterpart, enables us to estimate edge offset efciently and in-
corporate the QWT phase into an existing HMT image model. By
generalizing the Hilbert transform to n-D, we can obtain a hyper-
complex wavelet transform, which is suitable for the analysis of
signals with more complicated manifold structures [9].
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