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Abstract 
The nonstandard stroboscopy method links discrete-time ordinary difference equations of first- 
order and continuous-time, ordinary differential equations of first order. We extend this method 
to the second order, and also to an elementary, yet genera1 class of partial difference/differential 
equations, both of first and second order. We thus obtain straightforward discretizations and 
continuizations, even avoiding change of variables. In fact, we create intermediary objects: par- 
tial difference equations with S-continuous solutions, which have both discrete and continuous 
properties. @ 1998 Elsevier Science B.V. All rights reserved. 
AMS ClussiJication: 03HOS; 35K05; 39A12 
Keywords: Partial difference equations; Partial differential equations; Shadow; Stroboscopy; 
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1. Introduction 
1.1. Discrete versus continuous 
Many phenomena have both discrete aspects and continuous aspects. Which aspect 
prevails is often a question of scale. For instance, we recognize matter as being contin- 
uous on the scale of everyday life, and discrete on the molecular scale; on the scale of 
electrons it has again continuous, wave-like properties. The prevailing aspect may also 
be a matter of purpose. The law of composed interest with constant interest rate Y on 
time period 6t is best expressed step-by-step by the function t -+ (1 + r dt)‘@ when the 
process is modeled. Many operational formulae in closed form use the Euler approxima- 
tion e”. Numerical approximations of such formulae may be based on a fast, necessarily 
discrete, computation algorithm of solutions of the differential equation j = ry. 
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Classical mathematics has difficulties to express discreteness and continuity within 
one mathematical model. Due to the Archimedean property all non-zero numbers are 
of the same scale, so differences of scale can only be expressed indirectly. The rela- 
tion between discreteness and continuity then is mostly described in two ways. Firstly 
as transitions, in the direction from the discrete to the continue, more or less di- 
rectly formulated in terms of limits; take for example, the Riemann-integral s limit 
of Riemann-sums. Secondly as approximations, usually numerical approximations of 
continuous objects, say an integral as approximated by a numerical integration scheme. 
They are also often expressed by limits, or at best by a concrete, yet non-intrinsic error 
bound. 
The language of nonstandard analysis enables to reconciliate discreteness and conti- 
nuity. Indeed, differences of order of magnitude are expressed naturally using infinitesi- 
mal, limited and infinitely large numbers, all elements of the real number system. Thus, 
it is possible to attribute continuous and discrete properties imultaneously to one and 
the same object. For example, let N E N be infinitely large, 6x = l/N and 
[O...l] = {k6x)O<k6N}. 
Let e: [O... l] -+ Iw be defined by 
e(x) = (1 +x~x)“‘~. 
On one hand, the function is a discrete function: it is defined on a finite set, and 
the discreteness may be accentuated by considering its graph at the scale 6x, for then 
the distance between successive points is of order 1. On the other hand, the function 
satisfies the property 
xzy=F-e(x)ee(y) 
(see also comment 3 of Section 2). This property is shared with all standard continuous 
real functions at limited arguments. 
The above property, introduced by Robinson [24] is known as S-continuity. There 
exist in the literature more of such so-called S-notions to express properties of near- 
continuity, like diverse types of S-integrubility, [ 15, 9, 19, 71 or S-derivability [24, 
13, 8, 22, 141. 
These notions are interesting in their own right and accomplish the reconciliation 
of continuity and discreteness within one framework. They achieve another goal: they 
act as intermediary within a general theory of interaction between the discrete and 
the continuous favorising straightforward transitions in both ways: discretization and 
continuization. Indeed, due to the infinite closeness e(x) N ex, in many formulae eX 
may be substituted for e (x) and vice versa up to an infinitesimal error, or if the formula 
is approximate, ven without changing anything. Notice that such a substitution does 
not involve a change of coordinates, which makes it particularly straightforward. In a 
very general setting theories for continuization are formulated in [l], using the notion 
of standard part (also called shadow [20]) or in [16] using neometric spaces. 
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However, in practice, also more specific theories are needed: in the discretizations 
or continuizations additional properties should be preserved. For instance, one may 
wish that an S-continuous discrete-time solution of a difference equation is infinitely 
close to a continuous-time solution of the corresponding differential equation. Notice 
that this is not obvious, for the standard-part operation does not automatically imply 
infinite closeness of difference quotients and differential quotients. This is shown by 
the following example. Let [0 . . . l] be as above and let w: [O.. l] + R be defined by 
W(X) = c (- l)Y’8x &. 
o<y<x 
Then the shadow of w is the function which is identically zero on the interval [0, l] 
while 
w(x+c3x)-w(x) 
= 
6X +& 
which is even infinitely large (see also comment 4 of Section 2; more in general this 
phenomenon of “quivering” has been treated by [27]). There is a general theory for 
continuization of difference equations called stroboscopy. It was originally developed 
by Callot and Sari [23, 251. It concerns infinitesimal approximations of solutions of 
difference equations, including non-autonomous difference equations, in particular, with 
variable stepsize, by solutions of ordinary differential equations. 
1.2. Aim of this paper 
This paper concerns an extension of the stroboscopy method. The extension is three- 
fold: towards ordinary difference equations of second order, towards parametrized dif- 
ference equations of first and second order, and towards partial difference equations of 
the first and second order, where the differences are taken with respect to only one of 
the variables. 
The extension is non-trivial, as shown by the following arguments. First, continuiza- 
tion in terms of stroboscopy cannot be applied to higher-order difference equations 
with variable time-step, without imposing additional regularity conditions. In terms of 
discretizations this fact is well-known to numerical analysists. It can be illustrated on 
functions as elementary as x H x2 (see also Propositions 2.1 and 2.2 and Formula 
(2.3)). Second, the solution of a partial difference equation cannot always be trans- 
formed into a solution of a partial differential equation, by just taking the standard 
part, even if such a transformation succeeds for any particular value of one of the 
variables; i.e. by usual stroboscopy, transforming a solution of an ordinary difference 
equation into a solution of an ordinary differential equation. This is illustrated by Eq. 
(6.2); its solution is not S-continuous in one of the variables, so the standard part is 
not the graph of the function, which implies that it cannot act as a solution of any 
partial differential equation. 
In fact, this paper serves a wider goal. Our program is to create an appropri- 
ate setting to study problems which are usually formulated in terms of functional 
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analysis (partial differential operators on function spaces) in terms of ordinary anal- 
ysis: partial difference equations with infinitesimal time-steps and space-steps on say, 
the plane. In our opinion such an approach is more close to reality and will be under- 
standable for a larger public; also the relation to numerical computation will be more 
obvious. 
1.3. The heat equation 
We illustrate our goal on the heat equation. In this context the above program is 
partly realized [14, 10, 5, 21. 
Let 6t > 0 be infinitesimal. Let U = {v& ( v E N, v even}. Let 6x = 26 and 
X = {j6x ] j E Z}. Consider the discrete heat equation 
i 
61u (6x) 1 6&u (t,n - 6x) ----_=- 
6(2t) 2 (dx)2 
(f,x) E lJ x 5%. 
u (0,X) = g(x) 
(1.1) 
For notation we refer to Section 5. The initial condition is just any function from 
X into R. Its solution is 
u(u) = c b(t,y)g(x - Y)h (1.2) 
1 yl =sl/61 
where b (t, y) represents resealed binomial coefficients (see (8.1)). 
It is often agreed that the initial value problem is a good model of the distribution 
of heat on a rod, the initial state being represented by g. The model is more or less 
acceptable on the molecular scale (molecules transmitting heat to its neighbours, one 
half to the left, one half to the right) or on the scale of local averages (the same 
principle of transmission, u(t,x) now representing the amount of heat at time t on the 
interval [x - X&,X + 61). 
Now, consider the usual continuous-time heat equation 
au (09 i a2u(t,x) -=- 
at 2 ax2 
(t,x) E Iw+ x R. 
U(O,x) = G(x) 
(1.3) 
The model is acceptable on the scale of real life and is very operational. But it has also 
disadvantages: there are existence problems concerning the solution, and the relation 
with microscopic phenomena is not straightforward. In case G is of class C2 and has 
linear exponential growth there is no problem. The solution 
u (0) = -J& 
s 
_I e-y2/2tG (x - y) dy (1.4) 
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represents a surface in Iw3. If G is standard, it is infinitely close to the discrete surface 
representing the solution of (1.1). Conversely, if g is of class S2 (see Section 2) 
and has at most standard linear exponential growth at infinity, then the solution U 
of (1.4) with initial condition G = ‘g is the standard part of (1.3). This is proved 
in [14] in case g is three times S-differentiable and is standardly bounded up to the 
fourth difference quotient (Theorem 111.4, Corollary 111.5; the proof may be criticized 
for not establishing the S-continuity of the difference quotients in every variable, so 
the standard part operation, although correct, is not justified). In the case of the above- 
mentioned condition the result is proved in [2]. 
The difficulties start when g has less regularity, say, when g is only S-continuous 
and limited. Then the standard part G = ‘g is still well-defined, but not differentiable, 
so (1.3) cannot have a solution in terms of a two-variable real function. If the existence 
problem is solved by considering Eq. (1.3) as a problem of functional analysis, the 
question arises of numerical interpretation. The situation gets worse when G is, say, a 
Dirac function. Then even the initial condition has no obvious numerical interpretation 
and approximation results must be formulated indirectly; for instance, the well-known 
Lax equivalence theorem [18, 261 on approximation by finite-difference schemes is 
stated in terms of norms in Banach spaces. 
Notice that there are no such problems in the nonstandard approach: the solution 
(1.2) is a discrete surface in [w3 with continuous properties, and its numerical interpre- 
tation is based on the translation of infinitesimal by “small”. The nonstandard approach 
is valid in a very general setting, for it allows for very irregular initial conditions. See 
the result on infinitesimal multiplicative approximations of [ 14, Corrollary IV.1.31 and 
the results on infinitesimal additive approximations of [2]. The latter results concern 
initial conditions “of limited accumulation”, i.e. functions g with the property that 
c oGxQb g(x) 6x is limited for all limited a, b E X such that a 2: b. 
1.4. Structure of this paper 
The paper is divided into four parts. 
1. Recall and development of a general S-continuous theory of first- and second- 
order difference equations in one variable, including parametrized difference equations. 
This material, presented in the Sections l-3 constitutes the main body of this paper. 
Special emphasis lies on the investigation of the regularity (near-derivability) of the 
solutions of the difference equations. 
2. Recall and development of the method of stroboscopy of first- and second-order 
difference equations in one variable. This material is presented in Section 4. The tran- 
sition from difference equations into differential equations is based on general theorems 
of infinite closeness of difference quotients and derivatives (Theorems 4.1 and 4.2). 
3. Development of a general S-continuous theory of first and second order partial 
difference equations in the most elementary case: two variables, differences taken with 
respect to one of the variables, regular grids. The theory is presented in Sections 5 
and 6. A characteristic feature is the freedom in the choice of the stepsize of the 
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two variables. As long as the steps are infinitesimal they may either be independent or 
correlated. The introduction of a Lipschitz condition distinguishes the two-variable case 
from the one-variable case. Discontinuities arising from the absence of the Lipschitz 
conditions are illustrated by Eq. (6.2). 
4. Development of the method of stroboscopy for first and second-order partial dif- 
ference equations of the above type. The method, presented in Section 7 relies on 
general theorems on infinite closeness of partial difference quotients and partial deriva- 
tives (Theorems 7.1 and 7.2). The transition from partial difference quations to partial 
differential equations is illustrated by some simple boundary value problems related to 
the heat equation. In full generality the heat equation will be treated in [2]. 
The final section contains some examples. 
This paper is written within the axiomatic system of nonstandard analysis IST [21]. 
For an up-to-date presentation and notations we refer to [ 121. 
2. Functions in one variable of class S”,S’,S2 
Conventions: Throughout his paper we assume that 6x is a strictly positive infinites- 
imal, and we write 
X={mdxImEZ}. 
Let a, b E X, where a < b. We write 
[a...b] = {x E Xla<x<b}. 
Such a set is called a near-interval. Unless it is otherwise said, for reasons of con- 
venience we will consider real-valued functions f defined on the whole of X, while 
we investigate their continuity and smoothness properties on (the limited part of) a 
near-interval. We allow also the near-interval ]--co.. . m[, i.e. X itself. 
Let x E Iw. We note x0 the (maximal) element of [a.. . b] most close to x. We define 
Sf : X + E-2 by 
sf(X)=f(X+~xX)-ffx) 
and d2 f : X + R by 
S2f (x) = 6 (Sf (x)) 
Remark that one has 
Definitions. Let f : X + Iw and [a.. . b] c X be a near interval. 
1. We say that f is of class So on [a . . . b] if f is limited and S-continuous at every 
limited x E [a.. . b]. 
I. P. van den Berg I Annals oj 
2. We say that f is of class S1 on 
[a...b]. 
3. We say that f is of class S2 on 
class So on [a.. . b]. 
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[a.. b] if f and Sf /6x are both of class So on 
[a.. . b] if f is of class S’ and b2 f / (SX)~ is of 
Comments. 1. The definitions are somewhat different from earlier definitions given 
by Diener in [ll, 131. However, those definitions concerned real functions defined on 
continuous intervals. We maintained the essential features: limitedness and S-continuity 
at limited arguments for the function itself and its difference quotients, Notice that the 
definitions above do not take into account he behaviour of the function at the (possible) 
unlimited elements of the near-interval. 
2. The definitions correspond to non-standard characterizations of continuity and 
derivability of standard functions. As is well-known [24, 131 if a standard function is 
of class Co on R its restriction to X is of class So. Also if a standard real function 
is of class C’, its restriction to X is of class S’ and if a standard real function is of 
class C2 its restriction to X is of class S2. See [14] or [22] for a proof. 
3. Here is an example of a nonstandard function which is of class So, S’ and S2 on 
X. Define for x E X 
e(x) = (1 +x6x)““. 
Notice that for limited x 
(2.1) 
e(x)=exp ~-~6x+~(6x)~+f(6)~ 
( ) 
. 
Taking one term of the expansion we see that e(x) z expx. So e (x) is of class So on 
X. Taking two terms, we obtain 
6.9 (x) X2 - =exp 
6x 
( )i 
exp 
x---6x 
(6” + f (ax)*) - expf (Sx)2 
2 6X 
) 
= expx + 0. 
So we conclude that e(x) is of class S’ on X. Taking three terms we obtain 
Pe (x) ( x2 x’ -=exp x+~6x+~(fSx)~ (6x)2 > 
Y exp(26x-2x(6x)2+f(6x)3) -2exp(cix-x(b~)~+f(bx)') +expf(&)’ 
= exp x + 0. 
So we conclude that e(x) is of class S2 on any interval. 
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4. Examples of functions defined on X which are not of class So are given by 
g(x) = x2/6x and h (x) = sin (x/6x). The function w defined for x 3 0 by 
w(x) = 0 x = 0, 
w(x) = c (-l)Y’6*& x > 0 
o<y<x 
is of class So, but not of class S’. The function W defined for x 20 by 
W(x)= c W(Y)JX 
ogytx 
(2.2) 
is of class S’, but not of class S2. 
5. In the definitions above we considered only difference quotients in the positive di- 
rections. Left-hand difference quotients are not equal to right-hand difference quotients, 
but there is near-equality in the case of S-continuity. Indeed, 
f(X-8x)-J(x) = Sf(x-6x) N Sf(x) 
-6X 6X 6x . 
So as far as properties of near-equality are involved we need only to consider the right- 
hand difference quotients. Also, we will only consider right-hand difference equations, 
while our results extend in an obvious way to left-hand difference 
equations. 
6. It follows from the definitions that the terminology of being of class S”,S’ or S2 
is consistent: a function of class S’ is of class So and a function of class S2 is of class 
S’, hence, also of class So. Notice that if a function f is of class S2 its difference 
quotient Sf /6x is of class S’ . 
We defined our notions of smoothness of discrete functions in the context of a 
regularly spaced grid. The property of being of class S’ can easily be extended to 
functions defined on an irregularly spaced grid, as long as the distance between two 
successive points is infinitesimal. This reflects the fact that if a standard real function 
f is of class C’ and y is a given limited number, for all z 
z 1: y we have 
f “11 i(Y) N f’(y). 
An analogous near-equality is satisfied if we take arbitrary 
regular grid. In fact, we have the following proposition. 
E R such that z > y and 
infinitesimal steps on the 
Proposition 2.1. Let f : X --+ R be such that Sf /6x is of class So. Let x E X be 
limited Let y,z E X such that y,z N x and z > y. Then 
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Proof. We have 
f(z) - f(Y) = 
Z-Y 
As is well-known, general second-order difference quotients of functions of class C2 
do not nicely converge to the second order derivative. For instance, take f(x) = x2, 
x=O,y=v=6xandz=36x. Then 
f‘(z)-f(Y) f(u)-f’(x) 
z--Y V---x 46x - 6x 
y-x = 6x 
= 3 # 2 = f”(0). (2.3) 
However, second-order difference quotients of standard functions of class C2 on 
grids which are S’-deformations of a regular grid are nearly equal to second-order 
derivatives. This is shown in the next proposition. 
Proposition 2.2. Let f: [w + R be a standard function of class C2. Let ~0: X + R be 
of class S’ and such that &p (x)/6x $ 0 for all limited x. Put 
v = CPW) 
and for all y = cp (x) E Y 
S2f (Y) 
f’(Y+aY+aY+)-_j(y+dy) _ f(y+6y)-f(y) 
dY+ 6.v PzzzzZ 
62Y 6Y 
Then for all limited y 
Proof. Using Taylor-expansions up to order 2 we have 
sf=f(YfdY)-f(Y) = f’(Y)+f”(Y)+Ogy 
SY 6Y 2 
Sf (Y+dY) f (Y+dY+6y+) -f (y+6y) zz 
dY+ dY+ 
= f’(y+dy)+ f”(y+dy)+0 
2 
.6yf. 
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Notice that 6y+/6y N 1 because cp is of class S’ and Q/6x 74 0 at every limited 
argument. Hence, 
s2f = hf(Y + dY)/dY+ - Sf(Y)/dY 
82Y 6Y 
=f’(Y-t6Y)-f’(Y) + f”(y)+0 _ f”(y+sy)+0 sy+ .- 
6Y 2 2 6Y 
=f”(y>+0. 0 
By the previous propositions we could define in a satisfactory way functions of class 
S’ on a grid which is a So-deformation of a regular grid, and functions of class S2 
on a grid which is a S’-deformation of a regular grid. Remark that in such a context 
we could establish a chain-rule. However, since our principal aim is to define partial 
differences on a regular grid we refrain from this possibility. 
We now turn to some properties which are useful in practice, if one wishes to show 
that a given function is of class S”,S’ or S2. 
It is often convenient o prove that a given function is of class So by showing that 
it is infinitely close to a standard function of class Co (and which thus itself is of class 
So); we made use of this possibility in the examples above. 
The following propositions give useful characterizations of functions of class S’ 
or S2. 
Proposition 2.3. Let f: X -+ R be limited at least at some limited argument. If Sf/ 
6x is of class So then f is of class S’. 
The proof is straightforward and will be omitted. 
Proposition 2.4. Let f: X -+ R be limited at limited arguments. Zf 6’ f/6x2 is of 
class So, then f is of class S2. 
Proof. Suppose that Sf /6x is unlimited at every limited argument. Because a2 f (x) / 
Sx2 is limited for limited arguments, either 6 f/6x is positive for all limited arguments, 
or Sf /6x is negative for all limited arguments. But then f is not limited at every 
limited argument, a contradiction. So Sf/6x is limited at least at some limited point. 
Then by the previous proposition 6f/6x is of class S’, so it is certainly of class So. 
Again by the previous proposition f is of class S’. We conclude that f is of class S2. 
Finally, we state a Lipschitz property (see also [6]). 
Definition. Let f: X + R and x E X. We say that f is locally S-Lipschitz at x if for 
all y21x 
f(Y)-f(x)=f(y-x). 
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Clearly, a function of class S’ is locally S-Lipschitz at every limited point, and a 
function which is locally S-Lipschitz at some point is S-continuous at that point. 
The Lipschitz property will be used in the next section to prove infinite closeness 
of solutions of difference equations with infinitely close initial conditions. 
3. Difference quations in one variable 
We consider first- and second-order difference equations of type 
Of course there is no difficulty in showing local existence of solutions, however, 
lutions may not always take limited values. We state conditions ensuring that 
solutions are of class S’ or S* at least on some interval of appreciable length. 
so- 
the 
A main tool will be a lemma on local growth, not unlike the local shadow lemma 
of [ 131. The lemma expresses a kind of “external induction” on functions defined step- 
by-step. We call this principle “nested induction”. Roughly it says that, if from the 
assumption that the graph of a function lies in some box with vertical side D, we may 
infer that it actually lies in a much smaller strip with vertical side CC D, we may 
conclude that it will lie in the smaller strip all along; if the function leaves the box, it 
must necessarily leave through the small “hole” C. 
Lemma 3.1. (Nested induction). Let f be a function defined on a - maybe implicitly 
given - interval of X. Let C, D c [w be (external) sets such that for some internal set 
I we have C c I c D. Assume f is defined in a and f(a) E C. Let E c X be some 
(external) interval of X such that a = min E. Assume we have the implication 
y E E, f dejined on [a..y] and f [a.. . y] c D 
+ y + 6y E E, f defined on [a.. . y + oy] and f [a.. . y + 6y] c C. 
Then f is defined on E and f (E) c C. 
Proof. Let A be the domain off. If f (A)CZ and A = {x E Xlx>a}, then EcA 
and f(E) c .f (A) c C. Otherwise, the set 
J={xEAIf[a...x]CZ}. 
has a maximum, say b. Suppose b E E. Then by (3.1) b + 6y E J, a contradiction. 
Hence b $2 E and, because E is convex, we have E c A. Hence f(E) = f (E f~ A) c C. 
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Lemma 3.2 (Local shadow lemma, discrete version). Let f be a realfunction dejned 
on some internal interval A c X. Let a E A be limited and such that f(a) is also 
limited. Assume that whenever y E A, y 2a we have the implication 
f defined and limited on [a.. . y] 
3 f defined and of class So on [a.. . y + oy]. 
Then there exists b E A with b ; a such that f of class So on [a.. . b]. 
Proof. Put E = { y 1 y > a, y N a}. Assume y E A n E and f is limited on [a.. . y]. 
Thenby(3.2)wehavethaty+6yEAnEandf(x)-f(a)forallxEAnE.Now, 
apply the nested induction with C = ha1 (f (a)), and D = f. Then f is defined on E 
and f(E) c ha1 (f(a)). Then F(E) cf. By the Cauchy principle there exists c > a 
such that b ; a and f is defined and limited on [a.. . b]. Then f is of class So on 
[a...b]. 0 
The nested induction will also be used to prove a property saying that two solutions 
of two difference equations which are locally nearly equal are globally nearly equal. 
Such a property, related to the uniqueness theorem and the short-shadow lemma [13] 
of differential equations will be stated at the end of this section. 
We now state the main theorems of this section concerning the nearly smoothness 
of solutions of difference quations. 
Theorem 3.1. Let a E % be limited and c E X such that c ; a. Let f: [a.. . c] x R --+ 
R be of class So. Assume u satisfies the dzffierence equation 
g(x) = f (x,u(x)) (3.1) 
and u(a) is limited. Then there exists b g a such that u is dejked, and is of class 
S’ on [a.. . b]. Moreover, u is of class S’ on [a.. _d] as long as d and ~l[~,,,d] are 
limited. 
Proof. Let d 2 a, d <b be limited. If u is defined and limited on [a.. . d], for all y,z E 
X with y-z,y<z<d 
u(z+dx)=u(y)+ c f(x,u(n))6x=u(y)+f(z-y)=u(y)+0. 
Y<UQZ 
So u is of class So on [a.. . d + 6x]. This proves the second half of the theorem. Also, 
by the local shadow lemma there exists b 2 a such that u is of class So on [a.. . b]. 
Then &/6x is of class So on [a.. . b] by (3.1). Hence, ZJ is of class S’ on [a.. . d]. 0 
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Theorem 3.2. Let a c X be limited and c E X be such that c ; a. Let f: [a.. . c] x 
R x Iw -+ [w be of class So. Assume u satisjes the difference equation 
g (xl = f (V(x),;(x)) (3.2) 
and u(a) and (&/6x) (a), are limited. Then there exists b ; a such that u is defined 
and of class S2 on [a.. . b]. Moreover, u is of class S2 on [a.. . b] as long as 6u (x) /6x 
is limited. 
Proof. Let d >a, d < b. Assume &/6x is limited on [a.. . d]. Then u is of class So 
on [a...d]. So for all y,z E X with y z z,y<z<d. 
g(z)=;(Y)+ c f (x,u(x),~(x)) 
y<x<r 
=$)+f(z-I.) 
= g (y) + 0. 
So &/6x is of class So on [a.. . d + 6x]. Then 6’u/6x2 is of class So on [a.. . b] by 
(3.2). We conclude by Proposition 2.4 that u is of class S2 on [a. ..d]. This proves 
the second half of the theorem. Also, by the local shadow lemma there exists b > a 
such that Gu/iix is of class So on [a.. . b]. Then, again, u is of class S2 on [a.. . b]. 0 
In the above theorem, we may not replace the condition saying that &/6x is limited 
by the assumption of u being limited. Indeed, consider the equation 
fsu 1 1 1 .l -=- 
6x2 x 
cos - + - sin-, 
X x4 x 
U ( 1 -- 1 = 0, 
7T 
624 1 
6x ( -_ 
71 
> = -1. 
Then u(x) N sin l/x and 6u (x)/6x N -1/x2 cos l/x for x 2 0, and by the Fehrele 
principle, up to some d z 0. But then u is still limited, while 6u/6x is not. So u is 
not of class S2 on [-l/z.. . d]. 
In the next section, we transform the difference equations (3.1) and (3.2) into stan- 
dard differential equations. This will be done by taking the shadow of the solutions, 
which is possible, because we know now that they are of class So. If we wish to trans- 
form partial difference equations into partial differential equations by this method, we 
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must prove that the solutions of the first, which are represented by discrete surfaces, are 
S-continuous in both variables. In the case of parametrized ifference equations this 
implies that we must show that two solutions whose initial conditions are infinitely 
close, remain infinitely close at least on an interval of appreciable length. To this in- 
tent we formulate two auxiliary propositions. They concern the growth of solutions of 
difference quations of the form 
624 
~=_htU,X)~U+h(U,X)% 
62u 6U 
- = 91 (w) z + 92 (v)u + 93 (v). E 
6x2 
in the domains where fi, fz,gl,gz and gs are limited. Using the external functions of 
[ 171 the above expressions may be simplified into 
6U 
-& = fu + fe, 
d2U 
- =f; +fu+fs. 
6X2 
(3.3) 
(3.4) 
Proposition 3.1. As long as x E X is limited the solution of (3.3) is given by 
u(x) = fu(0) +fs (3.5) 
Proof. For any x E X such that x 20 
u(x+6x)=u(x)(1+f&C)+fE~x. 
By iteration, 
u(x)=u(0)(l+f~x)x’sx+f,CSx 1+(1+fC?x)+.. 
( 
. + (1 + f6x)@) 
=u(O)ef”+f&sx.; .ef’. 
For limited x the right-hand side of the above equalities may be written in the form 
(3.5). 0 
Proposition 3.2. As long as x E X is limited the solution u(x) of (3.4) and its 
difirence quotient 6u (x) /6x take the form 
t fe, (3.6) 
(3.7) 
Proof. Put v (x) = (&/6x) (x). Then (3.4) may be reduced to 
v(x+C5x)=v(x) (1 +f6x)+fe6x+fu(x)6x 
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Iteration yields for limited x E X 
u(x + 6x) = u (0) (1 + f@‘+’ +&5X(1 +(1 +f6x)+...+(l+f&)+) 
+fax(u(X)+fU(X-6x)(1+f6*~+...+fu(0)(1+f6*)~) 
=fu(O)+fE+fM(x), 
Notice that 
u(X+~x)=u(X)+U(X)~x=fM(x)+fu(O)6x+f&6x 
so 
u(x+6x)=fu(O)+fe+fM(x+6x). 
Hence, for limited x E X 
(3.8) 
qp” Iv(x)1 =fu(O)+f&+fM(x). 
Using Proposition 3.1 we obtain 
M (X) = fM (0) + fu (0) + f&. 
This implies that u(x) = f(&/&)(O) + fu(0) + f&, and also that &/6x(x) = 
f(&/dx)(O) + fu (0) + fs by (3.8). 0 
The above propositions are also useful in another context, i.e. if one wishes to 
determine the entire domain where a solution of the difference equation (3.1) or (3.2) 
is of class S’ or S2. Notice that the Theorems 3.1 and 3.2 assured such a regularity 
on some domain of noninfinitesimal width, and further as long as the solution (and 
its first-order difference quotient in the case of second order difference equations) is 
limited. Now, sometimes the latter property can be read directly from the equation. 
Indeed, by Proposition 3.3, a solution of (3.1) which has a limited initial value is 
of class S’ as long as f (x, u (x)) may be written in the rough form f(x,~ (x)) = 
fu (x) + f for limited u (x). Remark, for instance, that a standard polynomial in x and 
u possesses such a presentation. A solution of (3.2) with limited initial conditions is 
of class S2 as long as for limited values of 6u (x)/6x (and a fortiori u(x)) we may 
write f (x, u (x) ,624 (x)/6x) = f&4 (x) /6x + fu (x) + f. 
The next theorems on closeness of solutions of parametrized difference equations are 
related to the “strong short-shadow lemma” of [ 131. 
Theorem 3.3. Let a E X be limited and b E X be such that baa. Let f : [a.. b] x 
R x R be of class So in the first variable and locally S-Lipschitz in the second 
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variable and the third variable, at least as the remaining variables assume limited 
values. Consider the parametrized dtjherence equation 
$4 = f(x,a,u), CI E R. 
Let j3, y E [w with p 2: y and up and I.+ two solutions with limited initial conditions 
up (a) N uY (a). Then up(x) II u./(x) at least as long as x and up(x) (or uy (x)) is 
limited. 
Proof. Put 
Let y >a be limited and such that up is limited on [a.. . y]. Assume that w(x) N 0 
for all x E [a.. . y]. We show that in fact w is contained in a narrower strip. We 
have 
dw(x) 
- = f (4 Y, uy (4) - f (X’ P, q3 (-4) 
6X 
= f (x, y, uy (x)) - f (x, 8, uy (x)) + f (x3 P9 UY (4) - f (x9 k utJ (x)) 
=f(y- P)+fw(x). 
Then by Proposition 3.1 
w(x+ox)=fw(a)+f(y-/I). 
By nested induction w(x) = fw (a) + f (y - /?) at least as long as x and UP (x) are 
limited. This implies that for these x we have q(x) N up(x). 0 
Theorem 3.4. Let a E X be limited and b E X be such that b ; a. Let f : [a,. , b] x 
R x R x R be of class So in the Jirst variable and locally S-Lipschitz in the second, 
third and fourth variable, at least as the remaining variables assume limited values. 
Consider the parametrized difference equation 
Let /I, y E R with j3 N y and up and uy be two solutions with limited initial conditions 
u,s (a) 2 uY (a) and 6up (a)/ox N ou, (a)/ox. Then up (x) 11 uy (x) and 6ug (x)/6x N 
ou, (x)/ox as long as x and 6u,q (x)/6x (or 6u, (x)/ox) are limited 
Proof. Put 
w(x) = u,(x) - q(x). 
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Assume that z is limited, and such that 6~4~ (y) /6x (and a fortiori up (v)) is limited 
and &v(y)/6x = 0 for y E [a... z]. Then also w (y) 11 0 on [a. . z] for 
w(y)=w(a)+ c ~(x).hx=@+@(y-a)=@. 
a<x<y 6x 
We show that w and 6w/6x are in fact contained in a narrower strip. Using the 
Lipschitz properties of f we obtain for x with a6x6z 
d2W dXZ(X)=f(Y-B)+fw(x)+~~(x). 
It follows from Proposition 3.2 that for all x <z + 6z 
W(X)=f~(0)+fW(0)+f()‘-_B), (3.9) 
g (x) = fg (0) + fw (0) + f(y - p). (3.10) 
By nested induction (3.9) and (3.10) hold as long as u and &b(x)/hx are limited. 
Hence up (x) N uy (x) and 6up (x)/6x N 6u, (x)/6x for these x. 0 
4. Form near-continuity to continuity in one variable 
The shadow of a discrete function of class So is a function of class Co, the shadow 
of a discrete function of class S’ is a function of class C’ and the shadow of a discrete 
function of class S2 is a function of class C2. 
These transitions from the discrete to the continuous are treated in the first half of 
this section. If the discrete function is a solution of a difference equation, its shadow is 
a solution of the corresponding differential equation. This procedure of continuization, 
developped by Callot and Sari is known as stroboscopy. In the second half of this 
section we extend this method to second-order difference equations. 
We recall first the definition of shadow of a function. For simplicity, we consider 
only functions on discrete intervals. 
Definition. Let [a. ..b] c X and f: [a...b] + R’. Then the shadow "f is defined in 
two 
1. 
2. 
steps: 
Let st x E O[a...b]. Put 
(Of) 6) = “f(O, 
where 5 is any element of X such that 5 2 x. 
Extend the external function {(x, (“f(x)) 1 st x E ‘[a.. . b]} to a standard function 
“j- : O[a . . . b] + R by standardization. 
Notice that “f is single-valued only if f is of class So. If a or b are unlimited, then 
O[Q . . . b] is a halfline or the whole of R. As already observed in [24], the shadow is 
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necessarily a continuous function. We have infinite closeness of the discrete function 
and the continuous function for limited arguments. Indeed, for limited < E [a.. . b] 
_I-(0 = (Of) (“t) N (Of) (5). (4.1) 
For unlimited arguments there is usually no infinite closeness, not even closeness. For 
instance, for sufficiently large arguments, the difference between x H (1 + x&)“~* and 
its shadow x H eX is exponentially large. We prove now that the infinite closeness 
for limited arguments extends to difference quotients and derivatives in case f is St 
or S2. 
Theorem 4.1. Let [a...b]cX and f : [a...b] + R be of class S’. Then Of is of 
class C’ on ‘[a.. . b]. Moreover, for every limited x E [a.. . b] n O[a.. b] 
g (xl - (Of)‘(x). 
Proof (see also [14, 221). Put g (x) = (Sf /6x) (x). Because f and g are both of class 
So, “f and ‘g are both defined and of class Co on O[a.. . b]. Let us write F = “f and 
G = ‘g We prove that F is differentiable. By the Fehrele principle [3] there exists 
h N 0, h > 0 such that &x/h N 0, such that [F(x) - f (x)]/h N 0 for all limited 
x E [a, b] and [F(x) -F (x0)1/h N 0 for all limited x E O[a.. . b]. Let st x E ‘[a.. . b]. 
Then for all E 11 0 such that 1 E 1 > h, using Proposition 2.1 
F(x+E)-F((x)_F(x+E)~-F(x~) 
- 
E 
N f (x+ E)OE- f (x0) 
N f (x0 + c& - f (x0> 
6x 
N G (x0) 
-G(x). 
By monadic transfer [4] [F (x + E) - F (x)]/E 1: G(x) for all E 2: 0,~ > 0. By the 
nonstandard characterization of the derivative F’(x) is well defined and is equal to 
G. By transfer F’(x) = G(x) for all x E ‘[a.. . b]. So “f is of class C’ on ‘[a.. . b]. 
Finally, let x E ‘[a.. . b] be limited. Then by (4.1) 
~(x)YG(x)=F’(x). 0 
Theorem 4.2. Let [a.. . b] c X and f : [a.. . b] -+ R be of class S2. Then “f is of 
class C2 on ‘[a.. . b]. Moreover, for every limited n E [a.. . b] n ‘[a.. . b] 
g (x) 2( (Of)” (x) . 
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Proof. Because f is of class So on [a . . .6], by theorem 4.1 the standard function 
or is well defined and is of class C’ on ‘[a . . . b]. Moreover, for all limited x E 
[a.. . b] n O[a .. .b] 
g (xl N (Of)‘(x) 
Because Sf /6x is of class S’ on [a.. .b], by Theorem 4.1 the standard function 
o (6f/6x) is well defined and is of class C’ on ‘[a . . . b]. Moreover, for all limited 
x E [a...b]fl O[u...b] 
Z(x)= O g (( )> ’ (x) = (Of)” (x) . 
As a consequence we see that a standard function of class C2 is of class S2. 0 
Theorem 4.3 (First-order stroboscopy in one variable; see also [25]). Let [a.. . b] c X 
and f : [a.. . b] x R! 4 R be of class So. Assume u satisfies the d@zrence quation 
and a and u(a) are limited. Put 
I = {x E X Ix>O,V&U<~SZU +x(r) limited}. 
Then OI is not reduced to one point and Ou is at least dejned and of class Co on ‘1. 
Moreover Ou sutisjes on OI the initial value problem 
(“q’w = (Of) (x, “u) ,
(“u) (‘a) = ‘(u(a)). 
Proof. Put U = ‘u and F = “f. By Theorem 3.1 the function u is of class 5” at 
least on some interval of appreciable length. So OZ is certainly not reduced to a point. 
By Proposition 3.1 the function u is of class S’ on I. Then I/ is of class C’ on ‘1. 
Clearly, U (“a) = ‘(u(u)). Finally, let x E OZ be standard. Then 
U’ (x) N CT’ (x0) N $ (x0) = f (x’,u) N F (x0+) N F (x, U) . 
By the principle of Camot [ 131 U’ (x) = F (x, U). By transfer this equality holds for 
every x E OZ. I? 
Theorem 4.3 is not optimal. As shown by Callot and Sari the grid which is here 
regularly spaced, may be irregularly spaced. However, the above suffices for our ap- 
plications to partial difference equations. 
We now turn to second-order stroboscopy, where, as shown in the second section, 
some regularity in the spacing is a prerequisite. 
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Theorem 4.4 (Second-order stroboscopy in one variable). Let [a.. . b] c X and 
f:[a . . . b] x R x R of class So. Assume u satisjies the dljfkrence equation 
and a, u(a) and (&/6x) (a) are limited. Put 
I = 
I 
x E X 1 x 2 a,x and g (x) are limited 
Then OI is not reduced to one point and ‘u is at least defined and of class C2 on OZ. 
Moreover, ‘u satisfies on ‘1 the initial value problem 
(Ou)” (x) = Of (x, ou, (%)‘) ) 
(94) (Oa) = %(a), 
(Ou) (Oa) =o( g(a,) . 
Proof. Put U = ‘u and F = “f. By Theorem 3.2 the function u is of class S2 on 
I, and I contains at least some interval of appreciable length. So ‘I is certainly not 
reduced to a point. By Theorem 4.2 its shadow U is of class C2 on OZ. Clearly, 
U (Ou) = ‘u(a) and using Theorem 4.1 we find U’ (OQ) = ‘(U’(a)) = o(Su/Sx (a)). 
Finally, let x E ‘1 be standard. Then 
u” (x) N u” (x0) = 2 (x0> 
=f (x0+ (x0> g (x0)) 
N F (x0, u (x0) , g (x0)) 
N F (x, U (x) , U’ (x)) . 
By the principle of Camot U” (x) = F (x, U (x) , U’ (x)). By transfer this equality holds 
for every x E OZ. 0 
5. Functions of two variables: S-continuity and Sderivabiititx 
Convention. Throughout this paper we suppose that 6x is a strictly positive infinitesi- 
mal, and the framework of our analysis in the previous sections was the set X of all 
its multiples. Now, we turn to a grid of dimension 2. This grid will be a Cartesian 
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product X x V, where V is of the form V’ = (n6Y 1 n E Z} with 6y again a strictly 
positive infinitesimal. There may, but there need not be a relation between 6x and 6~. 
For instance, when we will apply our results to the heat equation we will consider a 
grid where 6y = v&. 
Notation. Let f : X x Y -+ R! and (x, y) E X x V. We write 
&f (x,y)=f (x+6xX,y)-f (x,y)r 
b2f (x,y)=f (x,Y+~Y)-f (x,y) 
and for i, j E { 1,2}. 
@$f (x7 Y) = d,djf (x3 Y) . 
For x E X and y E V we define the functions fx: V -+ R and f,: X + R by 
fx(Y) = fy(x) = f (x?Y). w e make the same conventions for functions f: R2 -+ Ft. 
Definition. Let f: X x V --f R, and D c X x V. 
a We say that f is of class so0 on D if f is limited and S-continuous at every limited 
point (x, y) E D. 
l We say that f is of class S” on D if f and 61 j’/hx are of class So0 on D. 
l We say that f is of class So’ on D if f and 62 j’/Sy are of class So0 on D. 
l We say that f is of class S2’ on D if f is of class S” and S2f /6x2 is of class So0 
on D. In an obvious way we define functions of class So2. 
l Let i, j E { 1,2}. We say that f is of class Sii of D if f is of class S” and Soj 
on D. 
Since our main objective is to derive diffusion equations, we do not consider here 
mixed difference quotients in both the directions of x and y. 
In the above definitions we required S-continuity of the functions or its partial dif- 
ference quotients in both variables. The reason is that only functions of two variables 
with this property possess a shadow. Let us define in an analogous way classes C’j 
of functions g: R2 --f R; for instance Cl0 will be the class of all functions such that 
g and ag/ax are continuous in both variables. Then there is a correspondence between 
functions of class S’j and functions of class Cv. The first half of this correspondence 
is given by Proposition 5.1. 
Proposition 5.1. Let g: R2 --+ R be a standard function of class C’j, where {i, j} E 
{0,1,2}. Then glxxv is of class S’J. 
We omit the proof. The converse of this theorem states that the shadow of a function 
of class S’j is a function of class C’j. This will be proved in Section 7. 
The following proposition states some conditions which are sufficient to conclude 
that a given function is of class S”. 
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Proposition 5.2. Let g: X x Y + R and a be limited. Assume that 
0 2 (x, y) is of class P. 
0 g(a, .) is of class So. 
Then g is of class S”. 
Proof. We must prove that g is of class So in both variables. By Proposition 3.1 the 
functions gY are of class So for every limited y. So we need only to prove S-continuity 
in the direction of y. Let x E X be limited and y,z E Y such that y 2~ z. Without 
restriction of generality we may assume that x > a. Then 
=0+0(x-a) 
= 0. 
We conclude that g is of class S”. Cl 
In the next section we prove a similar result, where g is considered to be a solution 
of a partial difference quation. 
6. Partial difference quations in two variables 
We consider first- and second-order partial difference quations of the type 
6124 ^. 
We state conditions ensuring that the solutions are of class S” or S2’ at least on some 
domain with appreciable width. We consider initial conditions given on a vertical 
discrete line. 
Theorem 6.1. Let a, b E X, where a is limited, and a 2 b, let g: Y + R be of class 
So and let f: [a.. . b] x V x R + R! be of class So in the first variable and locally S- 
Lipschitz in the second and third variable. Assume u satisfies the initial value problem 
$,,I = f (x,y,u), 
uhy) = g(Y). 
Then u is of class S” on the (external) set G defmed by 
G = {(x.y) la<x<b,y E V,V<,a<g<x + u(&y) limited}. 
(6.1) 
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Furthermore, there exists a function c : Y + R of class So such that a 2 c(y) and 
[a.. . c (y)] x { y} c G for all limited y. 
Proof. Put 
GI = {(x,y) (a<x<b,y E V,\J5,aG5Qx* Iu(Ly)-u(a,y) I Gl>, 
C(Y) = max GI (Y> 
By Theorem 3.1 we see that c(y) ; a for all limited y. By Theorem 3.3, as long 
as y is limited we have c(z) N c(y) for all z E V,z z y. So c is of class So. Clearly, 
[a. . . c (y)] x { y} c G for all limited y. Again by Theorems 3.1 and 3.3 we see that u 
is of class So0 on G. Then also the difference quotient (61 u/6x) (x, y) is of class So0 
on G, by (6.1). Hence u is of class S” on G. 0 
In the final section we present some examples of partial difference equations with 
a solution of class S”. Here we consider a partial difference quation in the discrete 
plane X x V, which has a solution which is not of class S”; in fact the solution is 
even not of class Soo, although its initial condition is a function of class So. Put 
$A = fi, 
U(O,Y) = y. 
(6.2) 
Notice that the function f (x, y, u) = & is not locally S-Lipschitz when u = 0. Notice 
also that us(x) is identically zero. We show that there exists q N 0 such that ug (x) 9 0 
for any appreciable x > 0. Indeed, let y E V, y ; 0. By Theorem 4.3 for every limited 
x 2 0 we have uY (x) 21 UO, (x), where UO, is the solution of the differential equation 
d+E, 
u (0) =oy. 
So we have for limited x 20 
u 
Y 
(x)2: (x+2fi12 _ b+wF)* 
4 - 4 . 
By the Fehrele principle, applied to two variables there exists q Eli 0 such that for all 
appreciable x2 0 
U,(X)? (x+2fi)2 +io~uo(x). 
4 
We conclude that the function of two variables u cannot be of class Soo. 
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Theorem 6.2. Let a, b E X, where a is limited and a 2 b, let g, h: Y + R be of class 
So and let f: X x Y x R2 -+ R be of class So in the first variable and locally S- 
Lipschitz in the second, third and fourth variable. Assume u satisfies the initial value 
problem 
$(X,Y) = f Y (4 ,U$>> 
24 (6 Y) = cl(Y), (6.3) 
zta,y) = h(y). 
Then u is of class S2’ on the (external) set G defined by 
G = (x,y) la<x<b,y E V’,V[,a<~<x+ 2(&y) 
1 
limited . 
Furthermore, there exists a function c: Y --f [w of class So such that a 2 c (y) and 
[a. . . c (y )] x {y} c G for all limited y. 
The proof is very similar to the proof of the preceding theorem, using Theorem 3.2 
instead of Theorems 3.1 and 3.4 instead of Theorem 3.3, and is omitted. 
7. From near continuity to continuity in two variables 
By Robinson’s theorem, the shadow of a function of class So0 is a function of class 
Coo. In the first half of this section we generalize this property to functions of class S’j 
where {i,j} E (0, 1,2}: the shadow of such a function is of class Cu. In the second 
half of this section we extend the method of stroboscopy to partial difference quations 
in two variables, and show that under appropriate conditions its solutions are infinitely 
close to solutions of the corresponding partial differential equation. 
To avoid technical difficulties due to boundary effects and holes (f might be de- 
fined at some point X, but not f (x + 6x) or f (x + 26x), i.e. Sf (x)/ox or S2 f (x)/&x’ 
might not be defined) we consider discrete functions defined on the whole of X x V, 
and study their smoothness properties on domains D which are finite unions of rectan- 
gles [a.. . b] x [c . . . d] c X x V with appreciable width and length. We will call such 
domains finitely generated. Notice that if D is finitely generated, its shadow is the 
closure of its interior. 
Theorem 7.1. Let f: X x V + R be of class S” on a finitely generated omain D. 
Then “f is well-defined and of class Cl0 on ‘D and for all limited (x, y) E D fl ‘D 
(7.1) 
I. P. van den 
Proof. Because f and 
and continuous on ‘D. 
We prove first that 
(Of), = O(fY) 
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(Sfi/&) are of class So0 on D their shadows are well-defined 
Let st (&q) E ‘D and (x, y) E D such that x z 5 and y 2: n. 
(7.2) 
Indeed, we have 
("f),(i') = (Of) (L?) = (Of) (X,Y) = f (X?Y) 
=fy(x> p “(f”) (xl = O(fY) (0. 
Then (7.2) follows by the principle of Camot, and transfer. From (7.2), we prove that 
"f is differentiable with respect to the first variable. By Theorem 4.1, the function 
O(h) . d’ff t’ b 1s 1 eren la le at 5, so is (Of),. By transfer (Of), is differentiable for every q, 
at every 5 such that (5,~) E ‘D. Hence "f is partially differentiable with respect to 
the first variable on ‘D. 
To prove that (Of) ,' is continuous on ‘D, we show first that 
(of);=" 2 . ( ) (7.3) 
Indeed, let again (t, q) E ‘D be standard and (x, y) E D with x E r and y = q. 
Then, using (7.2) and Theorem 4.1. 
(Of): (4,rl)= (9r;)‘m = “(f,)‘(4) N Z(x) 
2.!L(x,y), O ( 1 g (471). 
By the principle of Camot and transfer (Of ): = ‘(61f/6x) on ‘D. Because the latter 
function is continuous (of) : is also continuous. Finally, let (x, y) E Dn ‘D be limited. 
Then (7.1) can be obtained from (7.3), for 
y(x>Y)= O $g (x,y)= (Of)l(x,y). 0 
( > 
Theorem 7.2. Let f: X x Y + R be of class Szo on a finitely generated domain D. 
Then “f is well-dejined and of class Czo on ‘D and for all limited (x, y) E D n ‘D 
&f (X?Y) 
6x2 
N (Of’):: (X?Y). (7.4) 
Proof. Because 61 f/6x is of class So1 on D, by Theorem 7.1 its shadow ‘(61 f/6x) is 
well-defined and is of class Co1 on OD. Also o(&f/C5x) = (Of);, hence (Of):, is of 
class Coo on ‘D, which implies that “f is of class C*’ on ‘D. 
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Let (x, y) E D be limited. Again applying Theorem 7.1, we obtain (7.4) since 
%f 
6x2 (4 Y) = 
61 (tbf/~*)(*YY)) _ O s,f cc >I ’ (* y) = (Of)” (x,y) q 6x - 6x * ’ 11 . 
Theorem 7.3 (First-order stroboscopy in two variables). Let u, b E X where a is lim- 
ited and a 2 b. Let g : Y + R be of class So. Let f: [a.. . b] x V x F% -+ [w be of 
class So in the jrst variable, and locally S-Lipschitz in the second and third variable. 
Assume u satisjies the initial value problem 
Put 
J = {(x, y) E X x Y Ix>a, V[,U<~<X + ~(5, y) limited} 
Then ‘J n R x {y} is not reduced to an interval of infinitesimal length for any 
limited y E R, and ‘u is at least de$ned and of class Cl0 on ‘J. Moreover, Ou 
satisfies on ‘J the initial value problem 
2 (x, y) = (Of) (%Y> Ou) 7 
(7.5) 
OU(O%Y) = es(Y). 
Proof. By Theorem 6.1 the function ZJ is of class S” on J, and J contains a set D of 
the form 
where c is of class So and c(y) ; u for all limited y E V’. Then ‘J n R x {y} is not 
reduced to an interval of infinitesimal length for any limited y. Let st (5, n) f ‘J and 
(x, y) E J such that x N 4 and y N q. Then, using Theorem 7.1 
~(r,rl)^.~(n,y)=f(x,y,u(x,y))= “f (54?“u(5,~)). 
so ta”u/~*)tt9?) = “f (544 O ) u on ‘J by the principle of Carnot and transfer. Also 
‘t( (Oa) = ‘g. Hence, OU satisfies the initial value problem (7.5). 0 
Theorem 7.4. (Second-order stroboscopy in two variables). Let a, b E X where a 
islimitedandazb. Letg,h:Y-+RbeofclassS”. Letf:[a...b]xVxR+R 
be of class So in the first variable, and locally S-Lipschitz in the second, third and 
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fourth variable. Assume u satisjies the initial value problem 
Put 
J = {(x,y) E X x M Ixaa, V[, a<SBx * u(<,y) limited} 
Then ‘J n i% x {y} is not reduced to an interval of injinitesimal length for any limited 
y E R and ‘u is at least dejined and of class C*’ on ‘J. Moreover, ‘u satisjes on 
‘J the initial value problem 
2 ky) = (Of) (X,Y, Ou, g) > 
Ou (‘a, Y) = ‘9 (y), 
G (‘a,y) = ‘h(y). 
The proof is very similar to the proof of the preceding theorem, using Theorem 6.2 
instead of Theorems 6.1 and 7.2 instead of Theorem 7.1. and is omitted. 
8. Some examples 
The methods we developed to prove smoothness of discrete functions are quite gen- 
eral, but as was said in the Introduction, our specific aim is to prove smoothness of 
solutions of the discrete heat equation ( 1.1). This initial value problem has an obvious 
solution. Indeed, put 
t x 
_h,=s+-g. 
We define the binomial function b (t,x), a resealing of the binomial coefficients, by 
(8.1) 
Now, the second-order difference scheme (1.1) 
&u(t,x) 1 6$,U (t,x - 6x) ---=- 
6(2t) 2 (6x)* 
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is equivalent to the probability distribution 
24 (t + 2&,x) = &(t,n - 6x) + $4 (t,x) + $u(t,x + 6x). 
By iteration we obtain that the solution of the initial value problem (l.l), is given 
by the convolution 
U (t,x) = c b(r,-Y)g(x + Y)dX = c b(r,y)g(z - Y)dX 
Iyl <I/v5 lyl411vG 
It appears that for a very large class of initial conditions, which may not be smooth 
at all, the function u(t,x) is smooth after some time has elapsed. This question will be 
adressed in [2], where we show that for the class of initial conditions under consider- 
ation 24 (t,x) is of class S ‘3’ for appreciable t and limited x. Thus the shadow U G ‘~4 
is of class C’,2 and satisfies for (t,x) ~10, co[xR the continuous heat equation 
au i au __=-_ 
at 2 ax2’ 
In fact, the proof of the general case relies on the smoothness result proved in [5], 
concerning the special case of the Dirac-like initial condition 
i 
1 
s x=0, 
so(x) = x 
0 x#O. 
It appeared that its solution 
u(t,x) = b(c,x) 
is of class S12 for appreciable t and limited x. The proof uses some parametrized 
difference equations of the type (6.1) or (6.3); in a somewhat modified form they will 
be presented below. We start with the partial difference equation 
i 
&U X 
z =-f4 
1 
u(t,O) = -, 
&ii 
t > 0. 
For appreciable t > 0 and limited x its solution is approximately given by 
,-x*/m 
u(t,x) E ~ 
v5G Q3.2) 
To show this we apply Theorem 7.3. In order to verify its conditions, we note that 
for appreciable t > 0 the function f (x, t, u) E -(x/t) u is of class So in x and locally 
S-Lipschitz in t and u. By Proposition 3.3 the function u(t,.) is limited for every 
limited x whenever t > 0 is appreciable. Then by Theorem 7.3 for these t and n, the 
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function u (t,x) is infinitely close to the solution of the partial differential equation 
263 
This implies (8.2). Notice that the infinite closeness is not verified for all t E T 
such that t > 0, for if t = 6t we have 
and 
Second, we consider the approximate partial difference equation 
6,u 1 x2 1 _N_ --- u 
( ) 6t - 2 t2 t ’ 
e-xy2 
U(l,X)E - 
J21;’ 
It is easy to verify, in the same manner as above that the conditions of Theorem 7.3 
are verified for all appreciable t > 0 and limited x. So for these t and x the solution 
v is infinitely close to the solution V of the partial differential equation 
av i 2 i 
at = 2 t2 t v, ( > --- 
e-x=/2 
V(l,x)= - 
6’ 
Again its solution is given by G(t,x). 
Finally, we consider the second order equation 
:2 f&&x)= ($ - ;) w, 
1 
w(t,O)= ZY 
fg(t,O)=O. 
The approximate solution of this equation is also given by the function G (t, x), for 
all appreciable t and limited x. To see this, we verify the conditions of Theorem 7.4. 
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If t is appreciable, the function h(t,x, w) E ((x2/t’) - l/t)w is of class So in the first 
variable and locally S-Lipschitz in the second and third variable. Also it satifies the 
growth conditions of Proposition 3.2 for every limited x. For these x, by Theorem 7.4 
the solution is infinitely close to the solution W (t,x) of the partial differential equation 
a;w x2 1 w 
-= --- 
( > ax2 t2 t 
3 
1 
W(t,O) = -Jg’ 
Z(t,O)=O, 
i.e. to the function G(t,x). 
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