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2 INTRODUCTION
Le re´seau Internet constitue l’une des inventions les plus importantes du sie`cle dernier.
Il a change´ le comportement des personnes et a facilite´ la communication et l’e´change
de donne´es a` travers le monde. Le Web est en effet une source phe´nome´nale d’informa-
tion, constitue´e de documents (notamment multime´dia) qui sont relie´s entre eux par des
liens hypertextes. Ce changement n’a pas e´pargne´ la communaute´ scientifique, notamment
la communaute´ de la recherche biome´dicale, ou` de nouveaux besoins sont apparus avec
l’ave`nement d’Internet, relatifs au partage de donne´es expe´rimentales et des connaissances
biome´dicales a` une grande e´chelle.
Dans le cadre de la recherche biome´dicale, le cerveau constitue l’organe le plus complexe
du corps humain, et fait l’objet de nombreuses e´tudes. Un certain nombre d’avance´es ont
de´ja` e´te´ re´alise´es par la communaute´ scientifique, cependant beaucoup reste a` faire pour la
compre´hension du de´veloppement, de l’organisation et du fonctionnement du cerveau. Les
recherches sont intenses aussi bien sur le plan cognitif que clinique. Les chercheurs travail-
lent pour d’une part comprendre le fonctionnement du cerveau normal et d’autre part pour
e´tudier les diffe´rentes pathologies et maladies neurode´ge´ne´ratives en vue d’ame´liorer leur
diagnostic et leur prise en charge. Parmi les pathologies qui affectent le cerveau, celles qui
sont lie´es au vieillissement, telles que la maladie d’Alzheimer et la maladie de Parkinson,
constituent aujourd’hui un enjeu de sante´ publique important, compte tenu de l’augmen-
tation de la dure´e de la vie. Les pathologies ce´re´brales peuvent prendre des formes tre`s
varie´es et affecter le sujet jeune, ou le cerveau en de´veloppement (exemples : dyslexie,
dysphasie, etc.). De ce fait, la recherche sur le cerveau re´unit des milliers de chercheurs de
par le monde. Par ailleurs, ce type de recherche demande d’e´tudier les meˆmes phe´nome`nes
chez de grandes populations de patients. Ceci suppose aussi des e´tudes in-vivo, c’est-a`-dire
re´alise´es sur des sujets vivants. C’est la` que l’imagerie me´dicale, notamment l’imagerie
par re´sonance magne´tique (IRM), a joue´ un roˆle pre´ponde´rant. En effet, l’imagerie me´di-
cale est le proce´de´ par lequel un me´decin peut examiner l’inte´rieur du corps d’un patient,
notamment le cerveau, de fac¸on totalement non invasive. L’imagerie me´dicale peut eˆtre
utilise´e a` des fins cliniques pour l’e´tablissement d’un diagnostic ou pour le guidage et le
suivi du traitement de pathologies mais e´galement dans le cadre de travaux de recherche
scientifique e´tudiant la physiologie des eˆtres vivants. De ce fait, ces dernie`res anne´es un
nombre conside´rable de donne´es images est produit, dont la gestion devient de plus en plus
difficile. Par ailleurs, il y a un vrai besoin de partager ces donne´es, traite´es ou pas, entre les
chercheurs. Ces dernie`res peuvent servir par exemple dans l’e´valuation d’une technique de
traitement d’images (par comparaison a` une me´thode de re´fe´rence), ou dans l’e´valuation
de l’efficacite´ d’une nouvelle me´thode, pour le traitement d’une pathologie.
Internet, via les syste`mes de gestion des bases de donne´es re´parties, constitue un tre`s
bon outil ou infrastructure, qui est peut eˆtre le seul a` permettre un partage facile de
donne´es, particulie`rement des images, a` grande e´chelle. Ce partage suppose un processus
d’inte´gration de donne´es. Pour ce faire, d’une part le contenu des images doit eˆtre de´crit
dans chaque site sous une forme exploitable par les programmes informatiques, et d’autre
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part, afin de faciliter le processus d’inte´gration, les diffe´rents sites, ge´ographiquement dis-
tants, doivent de´crire les images en utilisant le meˆme vocabulaire, ce qui suppose l’existence
d’un tel vocabulaire partage´.
Dans cet ordre d’ide´es, nous avons aborde´ dans cette the`se un travail sur le partage de
connaissances sur l’anatomie sulco-gyrale et l’utilisation de ces dernie`res pour l’annotation
se´mantique des images IRM du cerveau. Le choix de l’anatomie sulco-gyrale est motive´ par
le fait que cortex ce´re´bral constitue la partie la plus importante du cerveau aussi bien sur
le plan structurel que fonctionnel, dans la mesure ou` elle supporte les fonctions supe´rieures
telles que la cognition, le langage, la me´moire, etc. Le partage de connaissances, qui fait
l’objet de la premie`re e´tude de la the`se, suppose un mode`le commun et consensuel sur
l’anatomie sulco-gyrale. Pour ce faire, nous avons mode´lise´ les connaissances sulco-gyrales
sous forme d’une ontologie, e´tant donne´ que les ontologies sont par de´finition des repre´sen-
tations partage´es et qui re´unissent un consensus au sein d’une communaute´. Pour ce faire,
nous nous sommes base´s sur un travail pre´ce´dent de Dameron, l’ontologie de l’anatomie
canonique de l’eˆtre humain FMA (Foundational Model of Anatomy) et l’atlas de Ono
pour les sillons, et bien suˆr tout au long du processus de mode´lisation nous avons e´te´ as-
siste´s par un expert neuroanatomiste. Afin de partager ces connaissances et de les diffuser
a` grande e´chelle, nous avons privile´gie´ l’utilisation des technologies du Web Se´mantique
pour la repre´sentation de notre ontologie, notamment le langage OWL recommande´ par
le W3C. Afin de permettre l’utilisation de notre ontologie dans des processus de raison-
nement, nous l’avons repre´sente´e d’une manie`re formelle en utilisant la variante OWL DL
base´e sur les logiques de description. Certaines connaissances, cependant, ne pouvaient pas
eˆtre repre´sente´es en logiques de description, nous les avons alors repre´sente´es sous forme
de re`gles, repre´sente´es en langage SWRL, recommande´ e´galement par le W3C, pour pou-
voir les partager e´galement. Le deuxie`me sujet d’e´tude de la the`se concerne l’annotation
se´mantique des re´gions d’inte´reˆt dans des images IRM du cerveau, base´e sur l’ontologie
sulco-gyrale. En effet, l’ontologie sulco-gyrale offre, d’une part, le vocabulaire ne´cessaire
pour la description des images anatomiques du cerveau, et d’autre part elle offre une
connaissance formelle sur les relations me´re´ologiques et topologiques entre les diffe´rentes
structures anatomiques sulco-gyrales. Le processus d’annotation implique deux types de
connaissances, les premie`res a` caracte`re nume´rique, consistent en un atlas des gyri, et les
secondes a` caracte`re symbolique, consistent en l’ontologie sulco-gyrale. Il combine aussi
deux types de raisonnements, le premier est un raisonnement par contraintes, utilise´ pour
identifier les parties de gyri, le second est un raisonnement en logiques de description, util-
ise´ pour identifier les parties de sillons. Les annotations ainsi produites sont susceptibles de
plusieurs types d’utilisations. En plus d’eˆtre utiles pour l’inte´gration des donne´es images,
elles peuvent servir de repe`res anatomiques pour un neurochirurgien lorsqu’il pre´pare une
intervention chirurgicale afin de pre´server les zones fonctionnelles entourant une tumeur
par exemple, et permettre une recherche, par le contenu se´mantique, de cas similaires dans
une base d’images annote´es, afin de tirer profit des expe´riences pre´ce´dentes et optimiser
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son geste chirurgical.
Le chapitre 1 de la the`se pre´sente les notions de base concernant le Web Se´mantique, les
ontologies et les logiques de description. Le chapitre 2 re´sume l’e´tat de l’art sur la mode´li-
sation de l’anatomie sulco-gyrale. Le chapitre 3 de´crit notre premie`re contribution, sous la
forme d’ontologie sulco-gyrale repre´sente´e en OWL DL. Le chapitre 4 re´sume l’e´tat de l’art
sur les principales re´alisations sur l’annotation se´mantique des images du cerveau. Enfin,
le chapitre 5 pre´sente la principale contribution de la the`se qui consiste en un syste`me hy-
bride, combinant des connaissances nume´riques avec des connaissances symboliques, pour
l’annotation se´mantique des images IRM du cerveau. La discussion ge´ne´rale met en e´vi-
dence les principales contributions de la the`se et les confronte aux travaux similaires dans
notre domaine, elle re´sume aussi notre point de vue sur la mode´lisation de connaissances
anatomiques du cerveau et l’annotation se´mantique des images. Enfin, en conclusion, nous
pre´sentons les perspectives, de notre point de vue, ouvertes par ce travail.
Premie`re partie
Repre´sentation et partage de
connaissances en neuroanatomie
dans le cadre du Web Se´mantique
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8 CHAPITRE 1. E´LE´MENTS INTRODUCTIFS
La recherche translationnelle a donne´ naissance a` de nouveaux besoins visant le partage,
l’exploitation et la re´utilisation de connaissances et de donne´es expe´rimentales dans plusieurs
disciplines et a` plusieurs e´chelles [177]. La recherche biome´dicale est un domaine ou` le be-
soin de ce partage est ressenti de fac¸on aigue¨, e´tant donne´ sa pluridisciplinarite´ et les dif-
fe´rences de profils qu’on peut trouver dans un tel domaine. Par ailleurs, les collaborations
entre les personnes de ce domaine, ayant diffe´rentes compe´tences, sont toujours indispens-
ables. Par exemple, le de´veloppement d’applications en neuroimagerie s’appuyant sur des
connaissances anatomiques du cerveau suppose une collaboration entre des inge´nieurs et
des experts en anatomie du cerveau. En effet, la recherche sur le cerveau, compte tenu de
la complexite´ intrinse`que de cet organe et la diversite´ de ses pathologies, est justement
un exemple typique d’un domaine pluridisciplinaire dont les progre`s ne´cessitent plusieurs
compe´tences et un effort commun des diffe´rents profils : cliniciens, physiciens, statisticiens
et informaticiens pour ne citer que ceux la`. Le fait d’expliciter sous forme de mode`les (par
exemple en utilisant les ontologies) les connaissances d’un domaine, tel que l’anatomie,
ne peut que faciliter cette collaboration. Par ailleurs, l’utilisation des nouvelles technolo-
gies du Web Se´mantique peut faciliter conside´rablement le partage des connaissances et
des donne´es biome´dicales. Par exemple, le projet SWAN1 (Semantic Web Applications in
Neuromedicine), qui a pour objectif la facilitation, la formation et le test d’hypothe`ses
sur la maladie Alzheimer et d’autres troubles neurode´ge´ne´ratifs, s’appuie sur les tech-
nologies du Web Se´mantique. Ce projet implique une e´quipe du Forum de Recherche sur
l’Alzheimer (http://www.alzforum.org/) et des informaticiens de l’Institut des maladies
neurode´ge´ne´ratives de l’hoˆpital du Massachusetts (www.mghmind.org), ce qui illustre en-
core mieux la ne´cessite´ de collaboration dans le domaine du cerveau.
Notre objectif est justement de privile´gier l’utilisation des ontologies et des technologies
du Web Se´mantique pour mode´liser et repre´senter les connaissances anatomiques sur le
cerveau afin de faciliter leur diffusion a` grande e´chelle, et de´crire le contenu se´mantique des
images du cerveau afin de faciliter leur partage et leur inte´gration. La section 1.1 introduit
le Web Se´mantique, ses objectifs et ses principes ; la section 1.2 de´finit les ontologies, les
bonnes pratiques pour leur construction et leur roˆle dans le partage de connaissances,
notamment dans le domaine biome´dical ; les sections 1.3 et 1.4 pre´sentent, respectivement,
les logiques de description et les re`gles comme support formel pour la repre´sentation de
connaissances et le raisonnement dans le Web Se´mantique ; la section 1.5 pre´sente les
diffe´rents outils et langages de´veloppe´s dans le cadre du Web Se´mantique ; enfin, la section
1.6 montre l’importance du Web Se´mantique pour la communaute´ biome´dicale.
1http://swan.mindinformatics.org/
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1.1 Web Se´mantique
Le Web Se´mantique, cre´e´ par Tim Berners-Lee en 1994, est l’extension du Web actuel
qui permet la navigation et l’utilisation significative de ressources nume´riques par des
processus ou agents automatiques [6, 18]. Le Web Se´mantique est base´ sur des formats
communs qui supportent l’aggre´gation et l’inte´gration de donne´es tire´es de diverses sources.
Il de´signe2 un ensemble de technologies visant a` rendre le contenu des ressources du World
Wide Web (WWW) accessible et utilisable par les programmes et agents logiciels, graˆce a`
un syste`me de me´tadonne´es formelles, utilisant notamment la famille de langages de´velop-
pe´s par le W3C 3.
De ce fait, une utilisation judicieuse des technologies du Web Se´mantique peut faciliter
le transfert de l’innovation des laboratoires de recherche aux cliniques et aux hoˆpitaux.
Les technologies du Web Se´mantique constituent un pas en avant dans la facilitation de la
communication entre la recherche et la pratique clinique (”recherche translationnelle”), et
entre les domaines biome´dicaux. Par exemple, les langages du Web Se´mantique offrent un
moyen pour simplifier la gestion et la compre´hension d’un ensemble de relations complexes
et e´voluant rapidement, dont on a besoin pour enregistrer les donne´es et les connaissances
biome´dicales [177]. Par ailleurs, l’inte´reˆt qu’a suscite´ le Web Se´mantique dans la commu-
naute´ informatique et l’investissement des chercheurs en Intelligence Artificielle dans cette
the´matique a donne´ naissance a` des langages formels et a` des outils de raisonnement et
d’infe´rence puissants, susceptibles d’eˆtre utilise´s dans des applications pertinentes en sante´
et bien d’autres domaines.
Cette prise de conscience de l’importance du Web Se´mantique dans le domaine biome´di-
cal a conduit beaucoup d’industriels et laboratoires de recherche a` s’investir afin d’une part
de tirer profit de cette nouvelle technologie, et d’autre part de faire remonter les besoins de
la communaute´ de la recherche biome´dicale pour que ces technologies prennent en compte
leurs besoins spe´cifiques. Un groupe de travail a meˆme e´te´ cre´e´, le “Semantic Web Health
Care and Life Sciences (HCLS) Interest Group” 4. Sa mission est de de´velopper, de´fendre
et encourager l’utilisation des technologies du Web Se´mantique pour la science biologique,
la me´decine translationnelle et la sante´.
Nous avons justement utilise´ les technologies du Web Se´mantique, notamment les lan-
gages de repre´sentation des ontologies, pour repre´senter les connaissances anatomiques rel-
atives au cortex ce´re´bral, afin de be´ne´ficier, entre autres, des me´canismes de raisonnement
et d’infe´rence, de´veloppe´s pour supporter ces langages. Nous avons e´galement utilise´ les
technologies du Web Se´mantique pour de´crire le contenu des images du cerveau, afin de
faciliter leur inte´gration et leur gestion.
2http://fr.wikipedia.org/wiki/Web_s%C3%A9mantique
3http://fr.wikipedia.org/wiki/World_Wide_Web_Consortium
4http://www.w3.org/2001/sw/hcls/
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1.1.1 Philosophie ge´ne´rale
L’ide´e fondamentale sous-jacente au Web Se´mantique est d’e´tendre le Web actuel de
telle sorte que les contenus puissent eˆtre appre´hende´s et exploite´s par des machines. Ainsi,
ce nouveau Web fournira aux utilisateurs des services plus puissants, par exemple perme-
ttre de trouver l’information la plus pertinente. Le Web Se´mantique comple`te le contenu
informel du Web actuel avec une connaissance formalise´e.
Le Web actuel est victime de son propre succe`s. Il devient de plus en plus difficile de
ge´rer les volumes de donne´es, notamment des images, sans cesse croissants, sans qu’ils
soient associe´s a` une se´mantique bien de´finie, qui permet de les utiliser pour effectuer
d’autres taˆches, plus complexes qu’une recherche d’information par mots cle´s [154]. L’u-
tilisation des ontologies dans le cadre du Web Se´mantique a justement comme objectif de
donner a` l’information du sens, afin que le Web actuel soit organise´ d’une manie`re logique
et cohe´rente.
Dans le Web Se´mantique des me´tadonne´es sont associe´es aux sources de donne´es afin
de de´crire leur contenu. Les entite´s correspondant aux donne´es elles meˆmes sont identi-
fie´es a` l’aide d’URI (Uniform Resource Identifier, ”Identifiant Uniforme de Ressource”).
L’annotation se´mantique des images du cerveau, que nous abordons dans cette the`se, s’in-
scrit aussi dans ce cadre. En effet, les annotations se´mantiques sont des me´tadonne´es qui
de´crivent le contenu des images, et leur repre´sentation en utilisant les langages du Web
Se´mantique et un vocabulaire partage´ offert par une ontologie facilitera leur partage et
leur exploitation.
Les objectifs du Web Se´mantique
Les donne´es disponibles sur le Web sont repre´sente´es sous plusieurs formes : don-
ne´es structure´es (bases de donne´es relationnelles), semi-structure´es (documents XML), ou
meˆme sans aucune structuration telles que les fichiers plats. L’objectif est d’avoir une
repre´sentation de ces donne´es dans un formalisme permettant non seulement la pre´senta-
tion et l’acce`s a` ces dernie`res, mais aussi permettant des traitements automatise´s et des
me´canismes d’infe´rence et de raisonnement. Un autre objectif est l’inte´gration de donne´es
he´te´roge`nes, issues de sources multiples, afin de les rendre exploitables dans diffe´rents con-
textes et dans diffe´rentes applications. Cet objectif 5 doit aujourd’hui eˆtre re´alise´ dans un
contexte d’informatique distribue´e marque´ par la ge´ne´ralisation de la diversite´ des modes
d’acce`s a` l’information et par la recherche ge´ne´rale d’interope´rabilite´. Ce contexte suscite
la cre´ation de standards et, combine´ au nouveau contexte du Web Se´mantique, soule`ve
des proble`mes nouveaux dont les solutions passent par l’adaptation et l’ame´lioration de
technologies de´ja` connues.
5http://www.lalic.paris4.sorbonne.fr/stic/presentation5.html
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Afin d’atteindre ces diffe´rents objectifs, un effort conside´rable de la communaute´ du
Web Se´mantique a e´te´ consacre´ a` la de´finition de langages standards et formels pour la
repre´sentation de connaissances et au de´veloppement de nouvelles techniques de raison-
nement et d’infe´rence. Ainsi, on dispose aujourd’hui de langages qui commencent a` faire
l’unanimite´ et qui sont largement utilise´s, tels que RDF(S) et OWL pour la repre´sentation
des ontologies et l’annotation de ressources, et SWRL pour la repre´sentation des re`gles. De
nombreux outils de repre´sentation de connaissances et de raisonnement ont e´galement e´te´
de´veloppe´s dans le cadre du Web Se´mantique. Nous pre´sentons certains d’entr’eux dans la
section 1.5.
Principes du Web Se´mantique
Les principes fondateurs du Web Se´mantique sont les suivants 6 :
Tout doit eˆtre identifie´ par un URI Les objets du monde re´el, dans le Web Se´man-
tique, doivent eˆtre identifie´s par des URIs. Un URI identifie une ressource Web sans pour
autant en donner la localisation. Par exemple, l’inte´gration et l’acce`s aux donne´es et aux
ontologies biome´dicales publiques, par le biais du Web Se´mantique, passe par l’affectation
d’URI aux entite´s biologiques et me´dicales.
Les ressources et les liens peuvent avoir un type Le Web actuel consiste en des
ressources et des liens (figure 1.17). Les ressources sont ge´ne´ralement des donne´es qui ne
contiennent pas de me´tadonne´es expliquant dans quoi elles sont utilise´es ou quelles sont
leurs relations avec les autres donne´es du Web. Ce sont des documents dont la se´mantique
peut eˆtre comprise par des humains, mais pas par des machines.
Comme on peut le constater sur la figure 1.1, le Web Se´mantique consiste aussi en des
ressources et des liens dont les types explicitent des concepts repre´sente´s sous une forme
compre´hensible8 pour les machines. Par exemple, sur la figure 1.1, le lien creator relie deux
ressources, Document et Person, et exprime qu’un document est cre´e´ par une personne.
C’est particulie`rement utile en imagerie ce´re´brale pour spe´cifier le type de logiciels utilise´
dans les diffe´rents traitements applique´s aux images, le contexte de leur acquisition, ou
encore le niveau d’expertise de l’utilisateur qui interpre`te, par exemple, ces images.
Des informations partielles sont tole´re´es Le Web actuel est illimite´. Les auteurs
peuvent facilement re´fe´rencer des ressources sans se soucier des liens re´fe´renc¸ant leurs
6http://www.w3.org/2001/12/semweb-fin/w3csw
7http://www.w3.org/2001/12/semweb-fin/w3csw
8Il s’agit ici d’un abus de langage, l’allusion est faite a` une repre´sentation qui permet des traitements
automatise´s.
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Fig. 1.1: Les ressources et les liens peuvent avoir des types en Web Se´mantique : http:
//www.w3.org/2001/12/semweb-fin/w3csw.
ressources. N’ayant pas de moyen pour informer les re´fe´renceurs d’une ressource de son
changement d’adresse, on accepte le fait de pouvoir eˆtre oriente´ vers le lien 404 (figure 1.2)
nous informant que la ressource demande´e (re´fe´rence´e par le lien) n’est plus disponible.
Dans le cas de l’imagerie, on peut eˆtre amene´ a` remplacer d’anciennes images par des
nouvelles de meilleure qualite´ et d’une re´solution plus haute. De la meˆme manie`re, le
Web Se´mantique est illimite´, n’importe quel utilisateur peut cre´er une ressource et cre´er
diffe´rents types de liens entre les ressources. Les outils du Web Se´mantique doivent tole´rer
cela et doivent pouvoir fonctionner en de´pit de cela.
Fig. 1.2: Aussi bien le Web que le Web Se´mantique tole`rent l’information partielle : http:
//www.w3.org/2001/12/semweb-fin/w3csw.
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Il n’y a pas de besoin d’une ve´rite´ ge´ne´rale Tout ce qui est sur le Web n’est pas
ne´cessairement vrai, et le Web Se´mantique n’a pas change´ cela. La ve´rite´ ou la fiabilite´
est e´value´e par chaque application manipulant l’information sur le Web, graˆce a` des me´-
canismes de raisonnement et d’infe´rence. Les applications de´cident de ce qui est vrai en
utilisant le contexte dans lequel elles s’exe´cutent.
Fig. 1.3: La de´finition des droits d’acce`s de´finie par un enchaˆınement de la confiance.
http://www.w3.org/2001/12/semweb-fin/w3csw.
Conside´rons l’exemple sur la figure 1.3. Tiina est une employe´e de la socie´te´ Elisa, elle
veut visiter la page des membres du W3C. Pour ce faire, elle doit prouver qu’elle a le
droit d’acce´der a` cette page. Son propos “j’ai les droits d’acce`s a` la page des membres du
W3C” n’est pas conside´re´ comme vrai ou fiable s’il n’est pas prouve´. Tiina fait cela en se
re´fe´rant aux quatre de´clarations faites par Kari et Alan, qui sont habilite´s a` donner de
telles de´clarations, en raison de leur roˆle en tant que repre´sentant du comite´ consultatif
d’Elisa et pre´sident adjoint du W3C, respectivement. L’application du W3C acceptant la
preuve sait qu’elle peut croire les de´clarations d’Alan et donc aussi celles de Kari, e´tant
donne´ qu’Alan a de´le´gue´ a` Kari la responsabilite´ de de´finir la liste des employe´s d’Elisa
avec les droits d’acce`s.
L’e´volution est supporte´e Il est courant que des concepts similaires soient cre´e´s par
diffe´rents groupes de personnes dans diffe´rents endroits, ou meˆme par le meˆme groupe a`
des moments diffe´rents. Le Web Se´mantique utilise des conventions qui peuvent eˆtre e´ten-
dues au fur et a` mesure ou` la compre´hension humaine s’e´largit. En outre, ces conventions
permettent une combinaison efficace d’un travail inde´pendant de plusieurs communaute´s,
meˆme lorsqu’elles utilisent des vocabulaires diffe´rents. Le Web Se´mantique offre des outils
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qui peuvent eˆtre utilise´s pour re´soudre les ambiguite´s et clarifier les incohe´rences. De plus,
de nouvelles informations peuvent eˆtre rajoute´es sans pour autant que les anciennes soient
modifie´es.
Architecture minimaliste Le Web Se´mantique rend simple les choses simples, et pos-
sible les choses complexes. L’objectif du W3C est de normaliser, mais pas plus qu’il n’est
ne´cessaire. Cette approche permet la mise en oeuvre des applications simples qui sont
maintenant base´es sur des technologies de´ja` normalise´es, par exemple, le Dublin Core9 :
un sche´ma de me´tadonne´es ge´ne´rique qui permet de de´crire des ressources nume´riques ou
physiques et d’e´tablir des relations avec d’autres ressources, RSS10 qui de´signe une famille
de formats XML utilise´s pour la syndication de contenu Web afin de pouvoir acce´der a`
une partie d’un site depuis d’autres sites, et enfin MusicBrainz11 : une base de donne´es
musicale en contenu ouvert.
1.1.2 Web Se´mantique - e´tat de l’art
La vision du Web Se´mantique est de rendre les ressources Web plus compre´hensibles
pour les machines, de sorte a` ne pas avoir uniquement des pages HTML sur le Web lie´es
par des liens hypertextes, mais une grande quantite´ de donne´es, de nature he´te´roge`ne, et
de services accessibles sur le Web aussi bien pour les eˆtre humains que pour les machines.
Pour ce faire, les annotations sont introduites pour de´crire le contenu et les fonctions des
ressources du Web. Ces annotations sont de´crites de telle sorte qu’elles soient consensuelles
et interpre´tables par les machines. Afin d’atteindre cet objectif la communaute´ du Web
Se´mantique a commence´ par de´velopper des langages base´s sur des logiques formelles, et
recommande´s par le W3C, tels que RDF(S) (Resource Description Framework)12, qui a
une syntaxe base´e sur le langage XML, permettant de cre´er, d’e´changer et d’utiliser les
annotations. Apparaissent ensuite les ontologies comme une solution pour la spe´cification,
la repre´sentation, le partage et la description des ressources du Web. Les ontologies ont
apporte´ la notion de partage de connaissances, notamment le partage d’un meˆme vocabu-
laire dans un domaine particulier, permettant ainsi une meilleure communication entre les
personnes et entre des syste`mes et des applications distribue´es. Les ontologies ont suscite´
un grand inte´reˆt au sein de la communaute´ du Web Se´mantique, et ceci a donne´ naissance
a` un langage standard pour leur repre´sentation, OWL en l’occurrence. Ce langage apporte
plusieurs ame´liorations au langage RDF, notamment en terme d’expressivite´ et de puis-
sance de raisonnement offerte. Les informaticiens constituent une partie de la communaute´
du Web Se´mantique, leur roˆle est de de´velopper et augmenter le niveau d’expressivite´ des
9http://www.dublincore.org/documents/dces/
10http://tech.groups.yahoo.com/group/rss-dev/files/specification.html
11http://musicbrainz.org/MM/
12http://www.w3.org/TR/rdf-schema/
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langages de repre´sentation tels que OWL, ame´liorer les capacite´s de raisonnement et d’in-
fe´rence sur les ontologies, et de´velopper des outils facilitant l’e´dition et l’utilisation des
ontologies.
Deux paradigmes de mode´lisation diffe´rents ont e´te´ initialement propose´s pour le Web
Se´mantique [154]. Le premier paradigme est base´ sur des notions des logiques standards,
telles que la logique propositionnelle, la logique du premier ordre et les logiques de descrip-
tion [74]. Ce paradigme est utilise´ dans les langages du Web Se´mantique recommande´s
par le W3C, notamment RDF, RDFS et OWL. L’autre paradigme est base´ sur des notions
des bases de donne´es oriente´es-objets [4] et des langages de re`gles [209]. Ce deuxie`me
paradigme est utilise´ dans une version pre´ce´dente de RDF13 et plusieurs autres proposi-
tions de langages pour le Web Se´mantique, tels que OWL Flight14. Les deux paradigmes
offrent des de´finitions formelles. En revanche ils diffe`rent sur plusieurs aspects, notamment
sur leur puissance d’expressivite´ et la nature de mode´lisation qu’ils permettent. Une bonne
comparaison entre ces deux paradigmes est faite dans [154]. Les auteurs ont conclu que
le premier paradigme est plus approprie´ pour le Web Se´mantique. Ils argumentent cela
par le fait que dans le premier paradigme une information non renseigne´e reste ouverte
(c’est-a`-dire reste inconnue), en revanche dans le second une information non renseigne´e
est suppose´e eˆtre fausse, ce qui, selon eux, n’est pas compatible avec le Web Se´mantique,
qui est de nature ouverte et distribue´e. De plus, en bases de donne´es deux identifiants
diffe´rents re´fe´rencent deux individus distincts (hypothe`se du nom unique), ce qui n’est
pas compatible avec le Web Se´mantique non plus. En effet, dans le Web Se´mantique il
existe des sources varie´es d’information, parfois dans un meˆme domaine, et dans chaque
source on est libre d’affecter ses propres identifiants (URI). On peut alors trouver deux
identifiants diffe´rents qui de´sigent la meˆme entite´. Les auteurs admettent ne´anmoins que
le premier paradigme, la repre´sentation en OWL par exemple, a quelques limites par rap-
port a` la mode´lisation de bases de donne´es (deuxie`me paradigme), notamment en terme
de complexite´. Cependant, ils restent optimistes et croient que la plupart de ces limites
peuvent eˆtre surmonte´es graˆce par exemple a` de bons outils de construction d’ontologies,
qui peuvent eˆtre utilise´s pour ge´ne´rer des informations supple´mentaires permettant des
me´canismes de raisonnement sophistique´s. On constate aujourd’hui qu’effectivement, on
s’oriente plutoˆt vers un Web Se´mantique ou` l’utilisation des ontologies formelles, base´es
sur les logiques de description, est de plus en plus croissante. En effet, d’une part les on-
tologies permettent une description rigoureuse d’un domaine particulier, et d’autre part
l’utilisation des langages formels pour leur repre´sentation, base´s sur les logiques de descrip-
tion par exemple, permet de de´tecter et d’analyser les incohe´rences dans ces ontologies et
facilite leur utilisation dans des processus de raisonnement. Par ailleurs, un engouement
particulier pour les logiques de description comme mode`le sous-jacent pour la repre´senta-
tion des ontologies s’explique par la possibilite´ offerte de disposer d’outils de raisonnement
13http://www.w3.org/TR/1999/REC-rdf-syntax-19990222/
14http://www.wsmo.org/2004/d20/d20.3/v0.1/20040823/
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sur les informations mode´lise´es [52].
La communaute´ du Web Se´mantique, cependant, n’est pas constitue´e uniquement de
the´oriciens informaticiens. Les utilisateurs des langages et des outils de repre´sentation
de connaissances et de raisonnement contribuent e´galement a` la construction du Web
Se´mantique en mettant a` disposition leurs donne´es et leurs connaissances, et en les ren-
dant facilement accessibles pour les autres communaute´s. Ce sont les utilisateurs aussi qui
guident les the´oriciens dans les choix a` faire en terme d’expressivite´ des langages et des
syste`mes de raisonnement a` concevoir.
La section 1.2 de´finit justement les ontologies et re´sume les donne´es de la litte´rature
concernant les ontologies ; la section 1.3 de´taille les logiques de description qui sont le
formalisme logique principal qui sert de support pour la repre´sentation des ontologies ;
enfin la section 1.5 pre´sente les diffe´rentes re´alisations en terme d’outils et de langages
de´die´s au Web Se´mantique.
1.2 Ontologies
1.2.1 De´finitions
Ontologie est un terme qui vient de la philosophie. En philosophie, l’ontologie est l’e´-
tude de l’eˆtre en tant qu’eˆtre, c’est-a`-dire l’e´tude des proprie´te´s ge´ne´rales de ce qui existe.
En informatique et en sciences de l’information, le mot ontologie de´signe l’ensemble struc-
ture´ des termes et concepts repre´sentant le sens d’un champ d’informations 15. C’est une
repre´sentation d’une conceptualisation partage´e d’un domaine spe´cifique [85, 89]. L’on-
tologie est employe´e pour raisonner a` propos des objets du domaine concerne´. Les concepts
sont organise´s dans un graphe dont les relations peuvent eˆtre des relations se´mantiques
ou des relations d’inclusion (ou subsomption). L’objectif premier d’une ontologie est de
mode´liser un ensemble de connaissances dans un domaine donne´, qui peut eˆtre re´el ou imag-
inaire. Les ontologies sont employe´es en Intelligence Artificielle, dans le Web Se´mantique,
le ge´nie logiciel, l’informatique biome´dicale, etc. ; comme une forme de repre´sentation de
la connaissance au sujet d’un monde ou d’une certaine partie de ce monde. Elles de´crivent
ge´ne´ralement :
– Les individus : les objets de base,
– Les classes : ensembles, collections, ou types d’objets,
– Les attributs : proprie´te´s, fonctionnalite´s, caracte´ristiques ou parame`tres que les
objets peuvent posse´der et partager,
– Les relations : les liens que les objets peuvent avoir entre eux.
15wikipedia
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Les ontologies ont connu un grand succe`s au sein de la communaute´ scientifique, par-
ticulie`rement au sein de la communaute´ informatique et biome´dicale. Ceci est duˆ d’une
part a` leur capacite´ a` repre´senter les connaissances selon des re`gles standards, et d’autre
part au roˆle primordial qu’elles jouent dans la construction du Web Se´mantique [202]. De
nos jours, on assiste a` une large utilisation des ontologies dans de nombreux domaines,
et particulie`rement dans la communaute´ des syste`mes d’information. Elles sont davantage
conside´re´es comme un paradigme cle´ dans l’interope´rabilite´ se´mantique, l’inte´gration de
donne´es et le partage de connaissances entre des eˆtres humains, mais surtout entre les
machines. Les ontologies permettent alors de :
– Re´soudre les conflits se´mantiques : en explicitant le sens des concepts et des relations
de l’ontologie ;
– Partager des donne´es he´te´roge`nes : en inte´grant les ressources dans un langage com-
mun compre´hensible pour les eˆtres humains comme pour les machines ;
– Repre´senter les connaissances d’un domaine de manie`re explicite et sans ambiguite´ :
en utilisant des langages formels ou semi-formels ;
– Servir de support au raisonnement et aux infe´rences : ce point est tre`s important,
en effet on peut ve´rifier la cohe´rence des ontologies repre´sente´es avec des langages
formels, et infe´rer de nouvelles hie´rarchies pour les concepts et de nouvelles connais-
sances.
Cependant, une ontologie doit re´pondre a` un certain nombre de crite`res, entre autres
elle doit eˆtre :
– Correcte : d’apre`s [150] il n’y a pas qu’une seule ontologie correcte de re´fe´rence
pour un domaine pre´cis. La conception des ontologies est un processus cre´atif et il
ne peut pas y avoir d’ontologies identiques faites par des personnes diffe´rentes. Les
applications potentielles d’une ontologie et la compre´hension du concepteur, ainsi
que le point de vue qu’il a du domaine traite´, affecteront sans doute les choix de
conception de l’ontologie. “C’est a` l’usage que l’on juge la qualite´ d’une ontologie”
[148]. Nous ne pouvons appre´cier la qualite´ d’une ontologie qu’en l’utilisant dans les
applications pour lesquelles elle a e´te´ conc¸ue. On peut conside´rer qu’une ontologie
est correcte si elle satisfait les besoins de l’application, ou des applications pour
lesquelles elle a e´te´ conc¸ue. En re´sume´ : 1) il n’y a pas de ve´rite´ absolue, le jugement
se fait dans le contexte des applications vise´es et du point de vue du concepteur ;
2) il n’y a pas de validation formelle, mais une validation expe´rimentale base´e sur
l’expe´rience et l’utilisation dans des applications.
– Documente´e : pour que le sens ve´hicule´ par une ontologie soit facilement compris
par les utilisateurs humains, cette dernie`re doit eˆtre documente´e en langage naturel le
mieux possible, ce qui facilite aussi sa re´utilisation. Cela peut eˆtre fait, par exemple,
en explicitant, sous forme d’annotations inse´re´es dans le code, la se´mantique des
relations et des concepts d’une ontologie. L’une des barrie`res du partage effectif
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de connaissances est en effet la documentation inade´quate des ontologies existantes
[210].
– Re´utilisable : peut eˆtre re´utilise´e dans une autre ontologie ou par plusieurs appli-
cations du meˆme domaine. En effet, une aide a` la mode´lisation consiste a` re´utiliser
des ontologies existantes [14]. De telles ontologies sont accessibles sur le Web. On
y trouve des ontologies de domaine conc¸ues dans des domaines varie´s tels que la
me´decine, la biologie ou l’automobile, et des ontologies de haut niveau comportant
des concepts ge´ne´raux subsumant les concepts existant dans diffe´rents domaines. Les
enjeux de la re´utilisation des ontologies sont nombreux : permettre d’e´laborer des
ontologies de plus grande taille et de meilleure qualite´, tout en re´duisant les couˆts de
de´veloppement, meˆme si la re´utilisation a, elle meˆme, un couˆt qui consiste a` localiser
les ontologies candidates a` la re´utilisation, les comprendre et les e´valuer.
– Rigoureuse : c’est-a`-dire capable de de´finir un vocabulaire pour de´crire un domaine
donne´ et partager la connaissance lie´e a` ce domaine. Mais l’ontologie n’a pas l’am-
bition d’eˆtre une base de connaissances en mesure de fournir syste´matiquement une
re´ponse a` une question arbitraire sur le domaine.
– Explicite : l’ensemble des concepts du domaine e´tudie´ ; entite´s, attributs, processus,
leurs de´finitions et leurs interrelations sont spe´cifie´s explicitement dans une ontologie
a` l’aide d’axiomes. Une ontologie est la spe´cification formelle et explicite d’une con-
ceptualisation partage´e [85, 198]. Par ”spe´cification explicite”, les auteurs indiquent
qu’une ontologie est un ensemble de concepts, de proprie´te´s, d’axiomes, de fonctions
et de contraintes explicitement de´finis.
– Consensuelle : La de´finition des concepts, des relations entre les concepts, ainsi que
leur organisation doit eˆtre faite de manie`re consensuelle, au moins dans le domaine
e´tudie´. Ce terme rappelle que l’on doit assurer une re´utilisation de la formalisation
choisie.
– Extensible : les extensions doivent eˆtre anticipe´es afin que l’ajout de nouveaux
concepts ne puisse remettre en cause les fondations de l’ontologie.
– Cohe´rente : rien de ce qui peut eˆtre infe´re´ de l’ontologie ne doit pouvoir entrer
en contradiction avec les concepts de l’ontologie. Une ontologie doit eˆtre cohe´rente
pour permettre des infe´rences conformes aux de´finitions. Les axiomes doivent eˆtre
cohe´rents [86].
1.2.2 Classification des ontologies
Il existe trois classifications principales de´finies pour les ontologies : 1) la classification
de Heijst et al. [97], 2) la classification donne´e par Guarino [90], et 3) la classification
donne´e par Oberle16. Chacune des trois classifications remet en cause les autres. Ci-dessous
les principaux crite`res retenus pour chacune des trois classifications :
16http ://cos.ontoware.org/
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1. Heijst et al. proposent de classifier les ontologies selon deux dimensions. Selon la
premie`re dimension, ils distinguent les ontologies terminologiques, d’information, et
de connaissance. Selon la deuxie`me dimension, il distinguent les ontologies d’appli-
cation, de domaine, ge´ne´rique, et de repre´sentation.
2. Guarino conteste cette premie`re classification, particulie`rement la premie`re dimen-
sion qu’il trouve insuffisamment claire. Il propose alors une nouvelle classification des
ontologies base´e sur le niveau de de´pendance vis-a`-vis d’une taˆche ou d’un point de
vue particulier. Il a de´fini alors trois classes pour les ontologies : 1) les ontologies de
haut niveau de´crivant les concepts les plus ge´ne´raux communs a` plusieurs domaines,
et inde´pendants d’un domaine particulier, 2) les ontologies de domaine et de taˆches
pour, respectivement, de´crire les concepts ge´ne´riques d’un domaine particulier, tel
que la me´decine, ou une taˆche ge´ne´rique d’un domaine, telle que la diagnostic. Dans
les ontologies de domaine, on peut tre`s bien se servir des concepts des ontologies
de haut niveau en les spe´cialisant. 3) Enfin les ontologies d’application de´crivent les
concepts de´pendant a` la fois d’un domaine et d’une taˆche particuliers.
3. Oberle, quant a` lui, classifie les ontologies selon les buts pour lesquels elles sont
conc¸ues, leur niveau d’expressivite´ et leur spe´cificite´. Dans sa classification selon le
but, il distingue : 1) les ontologies d’application, utilise´es lors d’un raisonnement
base´ sur une ontologie, 2) les ontologies de re´fe´rence, utilise´es pour faciliter la com-
munication entre des agents de diffe´rentes communaute´s, ou e´tablir un consensus
dans une communaute´ qui a besoin d’adopter de nouveaux termes, ou qui a besoin
d’expliquer le sens des termes aux nouveaux arrivants dans la communaute´ [202].
Smith [191] de´finit les ontologies de re´fe´rence comme des ontologies conc¸ues pour
de´crire un domaine correctement. Dans la classification selon l’expressivite´, Oberle
distingue : 1) les ontologies lourdes (heavyweight) qui sont tre`s axiomatise´es et util-
ise´es ge´ne´ralement dans des domaines qui doivent assurer un raisonnement complexe,
2) les ontologies le´ge`res (lightweight) se limitant a` des structures taxonomiques sim-
ples, peu ou pas axiomatise´es et utilise´es lorsque la signification des termes utilise´s
par une communaute´ donne´e est plus ou moins connue a` l’avance. Et enfin dans sa
classification selon la spe´cificite´, il distingue trois types d’ontologies : 1) les ontologies
ge´ne´riques ou de haut niveau, qui de´finissent les concepts les plus ge´ne´raux de tous
les champs d’application, 2) les ontologies noyau (core ontology), qui de´finissent les
concepts ge´ne´riques d’un ensemble de domaines, 3) et les ontologies de domaine, elles
de´finissent les concepts d’un domaine particulier.
On constate une certaine ressemblance entre les ontologies de haut niveau de´finies par
Guarino et les ontologies ge´ne´riques d’Oberle. De meˆme pour leurs ontologies de domaine
et de taˆches, et les ontologies noyaux. Par contre les ontologies d’application de´finies par
Guarino sont plus proches des ontologies de domaine d’Oberle.
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1.2.3 Les bonnes pratiques pour la construction d’ontologies
Pour construire une ontologie, il faut respecter un certain nombre de principes et de
re`gles. Certes, il n’y a pas une me´thodologie consensuelle de construction d’ontologies,
ne´anmoins plusieurs ont e´te´ propose´es par diffe´rents auteurs. Dans [50, 72] les auteurs
comparent plusieurs de ces me´thodologies de construction d’ontologies. Ils en tirent que les
me´thodologies sont diffe´rentes, et sont fortement lie´es aux applications. Les me´thodolo-
gies sont nombreuses et cette multiplicite´ refle`te a` la fois la difficulte´ de construire des
ontologies et la difficulte´ de s’entendre sur la nature et le contenu de ces dernie`res [13].
Certaines me´thodes se focalisent uniquement sur une seule e´tape de construction, c’est le
cas par exemple dans [12], qui se focalise sur l’e´tape de conceptualisation par l’analyse
d’un corpus textuel. La me´thodologie choisie pour construire une ontologie doit eˆtre forte-
ment guide´e par le type d’ontologie de´sire´ et les objectifs de son utilisation [202]. D’une
manie`re ge´ne´rale il existe deux fac¸ons d’aborder la construction d’ontologies : la premie`re
consiste a` construire les ontologies de manie`re automatique ou semi-automatique [30].
Le plus souvent, les techniques automatique ou semi-automatique de construction d’on-
tologies produisent des ontologies le´ge`res, de´die´es a` des applications pre´cises, ne sont pas
re´utilisables, et surtout ne repre´sentent aucun engagement ontologique ou philosophique.
L’autre fac¸on de faire est de construire l’ontologie manuellement, en se basant sur les
the´ories d’autres disciplines telles que la philosophie, la linguistique ou les mathe´matiques,
et en re´utilisant d’autres ontologies existantes. Les ontologies produites par cette deuxie`me
me´thode sont richement axiomatise´es, rigoureuses et re´utilisables [28, 29]. Cependant, le
processus de conception est ge´ne´ralement plus long dans le deuxie`me cas.
Un exemple simple des e´tapes a` suivre pour la construction d’une ontologie est donne´
dans [213]. Les auteurs proposent les quatre e´tapes suivantes :
1. L’analyse du domaine et l’acquisition des connaissances du domaine ;
2. La structuration de l’ontologie, l’identification des concepts du domaine, des attributs
des concepts, et des valeurs correspondantes ;
3. L’utilisation d’un langage formel pour la repre´sentation de l’ontologie ;
4. Et enfin, l’e´valuation de l’ontologie et de ses performances.
Noy et al. [148] proposent, eux, un processus ite´ratif pour la construction d’une on-
tologie. Ce processus consiste en les sept e´tapes suivantes :
– Etape 1 : de´terminer le domaine et l’e´tendue de l’ontologie. Dans cette e´tape on
de´finit le domaine que l’ontologie va couvrir, a` quoi va servir l’ontologie, les types de
questions auxquelles l’information de l’ontologie devrait re´pondre, et qui va utiliser
et maintenir l’ontologie.
– Etape 2 : conside´rer la re´utilisation d’ontologies existantes. La re´utilisation d’on-
tologies existantes peut eˆtre ne´cessaire si l’ontologie que l’on veut de´velopper est
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Fig. 1.4: Architecture pour la construction et l’e´volution des ontologies : http://perso.
ecp.fr/~aufaurema/EcolIA-Aufaure-22mars08.pdf.
susceptible d’eˆtre utilise´e par un syste`me qui a besoin d’interagir avec d’autres ap-
plications qui utilisent de´ja` des ontologies particulie`res et des vocabulaires controˆle´s.
– Etape 3 : e´nume´rer les termes importants de l’ontologie. Il s’agit des termes dont la
se´mantique doit eˆtre de´taille´e.
– Etape 4 : de´finir les classes et la hie´rarchie des classes. Ceci peut eˆtre fait en suivant
soit une approche descendante, qui consiste a` de´finir d’abord les concepts les plus
ge´ne´raux du domaine, ensuite de´finir leur spe´cialisation, soit une approche ascen-
dante qui, elle, consiste a` de´finir d’abord l’ensemble des classes spe´cifiques qui seront
ensuite regroupe´es pour de´finir des concepts plus ge´ne´raux. On peut e´galement com-
biner ces deux approches.
– Etape 5 : de´finir les proprie´te´s des classes (les slots).
– Etape 6 : de´finir les facettes des proprie´te´s. Il s’agit par exemple du type des valeurs
permises pour une proprie´te´ particulie`re, de la cardinalite´ de ces valeurs, etc.
– Etape 7 : cre´er des instances. C’est la dernie`re e´tape, elle consiste a` cre´er des instances
des classes pour le peuplement de l’ontologie.
Aufaure17 propose e´galement une architecture pour la construction et l’e´volution des
ontologies (figure 1.4). Dans cette architecture, le cycle de vie d’une ontologie consiste
en plusieurs e´tapes : d’abord sa construction a` partir de sources humaines, de corpus
17http://perso.ecp.fr/~aufaurema/EcolIA-Aufaure-22mars08.pdf
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documentaires textuels ou multime´dia, et des bases de donne´es semi-structure´es. Ensuite,
l’ontologie est valide´e en ve´rifiant formellement sa cohe´rence et en la faisant valider par
des experts. Enfin, l’ontologie est valide´e par les utilisateurs apre`s sa diffusion. L’e´volution
de l’ontologie est ge´re´e de telle manie`re que son noyau reste le meˆme.
1.2.4 Les ontologies dans le domaine biome´dical
Les ontologies font l’objet d’une recherche active dans le domaine biome´dical. Parmi
les ontologies et les terminologies les plus connues dans ce domaine, on peut citer :
– Gene Ontology18 : consiste en un vocabulaire controˆle´ pour de´crire les ge`nes et les
attributs des produits de ge`nes dans tout organisme.
– GALEN Common Reference Model : un projet de´veloppe´ au sein de l’Universite´ de
Manchester, dans le cadre de plusieurs projets europe´ens successifs. Il vise a` fournir
des ressources terminologiques re´utilisables dans le domaine me´dical [166].
– Le NCBO (National Center for Biomedical Ontology)19 : un consortium de biolo-
gistes, de cliniciens, d’informaticiens et d’ontologistes, qui de´veloppent des technolo-
gies innovantes et des me´thodes scientifiques qui permettent de cre´er, de diffuser et
de ge´rer l’information et les connaissances biome´dicales, sous une forme traitable par
des machines. Le but ultime de cette initiative est que les connaissances et les don-
ne´es biome´dicales soient diffuse´es sur Internet, en utilisant des ontologies, de sorte
que les connaissances et les donne´es soient se´mantiquement interope´rables et utiles,
pour faire avancer la science biome´dicale et les soins cliniques.
– MGED20 (Microarray Gene Expression Data ontology group) : une organisation in-
ternationale de biologistes, informaticiens, et analystes de donne´es, qui vise a` faciliter
le partage de donne´es ge´ne´re´es en utilisant diffe´rentes technologies.
– OBO21 (Open Biological Ontologies) : OBO n’est pas une ontologie, mais une bib-
liothe`que qui comprend plus de soixante ontologies accessibles via l’interface Web
BioPortal. Son but est de mettre en place un ensemble de principes pour le de´veloppe-
ment des ontologies afin que les ontologies de re´fe´rence soient interope´rables dans
le domaine biome´dical. Au meˆme moment, un groupe de de´veloppeurs de certaines
ontologies d’OBO ont initie´ la fonderie OBO (OBO Foundry), une expe´rience de col-
laboration base´e sur l’accord volontaire des participants, sur un ensemble de principes
qui e´tendent les principes originaux d’OBO, a` savoir que les ontologies i) devraient
eˆtre de´veloppe´es dans un effort de collaboration, ii) utiliseraient des relations de´finies
sans ambigu¨ıte´, iii) fourniraient des proce´dures pour le traitement des remarques des
utilisateurs et l’identification des versions successives, iv) aient un the`me clairement
18http://www.geneontology.org/
19http://bioportal.bioontology.org/
20http://www.mged.org/
21http://www.obofoundry.org/
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de´fini.
– SNOMED22 (Systematized Nomenclature of Medicine) : SNOMED CT (System-
atized Nomenclature of Medicine-Clinical Terms) est conside´re´e comme la termi-
nologie la plus comple`te pour le domaine clinique et de la sante´.
– UMLS23 (Unified Medical Language System) : de´veloppe´ a` la bibliothe`que nationale
de me´decine aux USA, dans le but de faciliter le de´veloppement de syste`mes infor-
matiques qui acce`dent a` des ressources me´dicales. Pour cela, UMLS combine dans
une seule plateforme un grand nombre de terminologies.
– FMA24 (The Foundational Model of Anatomy ontology) : une ontologie d’utilisation
libre, qui repre´sente les classes et relations ne´cessaires pour une description sym-
bolique des structures phe´notypiques du corps humain dans une forme navigable et
compre´hensible aux eˆtres humains, mais aussi interpre´table par des machines. C’est
une ontologie qui de´crit un corps humain cohe´rent sous forme d’une connaissance
de´clarative explicite de l’anatomie, de son niveau microscopique au niveau macro-
scopique. Initialement conc¸ue pour comple´ter le volet anatomique d’UMLS, FMA est
maintenant propose´e comme une ontologie de re´fe´rence, utilise´e a` des fins multiples,
telles que la corre´lation de diffe´rentes vues de l’anatomie, l’alignement des ontologies
existantes et e´mergentes en bioinformatique, et fournissant une structure fonde´e sur
les mode`les (”templates”) pour la repre´sentation des fonctions biologiques [218].
Parmi ces bases de connaissances terminologiques, Gene Ontology, FMA et surtout les
ontologies comprises dans OBO sont plus proches de la notion d’ontologie que de la notion
de terminologie. Elles sont de´veloppe´es selon un minimum de principes ontologiques. OBO
par exemple a pour but de cre´er des ontologies de re´fe´rence interope´rables dans le domaine
biome´dical. OBO et FMA peuvent eˆtre classifie´es selon la deuxie`me dimension de´finie par
Heijst et al., e´tant donne´ qu’elles concernent le domaine biome´dical et l’anatomie humaine
respectivement. Selon la classification de´finie par Guarino et celle de´finie par Oberle, OBO
et FMA sont plutoˆt des ontologies de domaine parce qu’elles decrivent les concepts d’un
domaine spe´cifique et elles sont suffisamment ge´ne´riques. Gene Ontology, quant a` elle,
peut eˆtre classifie´e selon la premie`re dimension de´finie par Heijst et al., vu qu’elle est
une ontologie terminologique, et se classifie comme OBO et FMA dans les deux autres
classifications de´finies par Guarino et Oberle, car elle de´crit les concepts d’un domaine
spe´cifique, qui est le Ge`ne et la biologie en ge´ne´ral.
Les terminologies, notamment en biome´decine, ont e´te´ de´veloppe´es bien avant que
les ontologies “informatiques” connaissent le succe`s qu’elles ont aujourd’hui. Elles e´taient
de´veloppe´es initialement pour effectuer des taˆches spe´cifiques telles que l’indexation et la
recherche de documents. Ce sont en ge´ne´ral des bases terminologiques volumineuses et qui
22http://www.ihtsdo.org/
23http://www.nlm.nih.gov/research/umls/
24http://sig.biostr.washington.edu/projects/fm/AboutFM.html
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ne´cessitent un temps et un effort conside´rables pour leur de´veloppement. L’UMLS par ex-
emple inclut plus d’un million de concepts et inte`gre plus de 100 sources terminologiques.
Elle est constitue´e, entre autres, d’un me´tathe´saurus et d’un re´seau se´mantique [119].
Le me´tathe´saurus de l’UMLS est la collection des terminologies me´dicales inte´gre´es. C’est
une compilation de termes, de concepts, de relations et de l’information associe´e. Le re´seau
se´mantique contient 135 types se´mantiques, son objectif est de fournir une cate´gorisation
cohe´rente de tous les concepts repre´sente´s dans le me´tathe´saurus, et de fournir aussi des
relations utiles entre ces concepts. UMLS a fait l’objet de nombreuses e´tudes. Les travaux
dans [24] e´valuent l’utilite´ d’UMLS, comme une terminologie et une ressource de con-
naissances pour l’informatique biome´dicale, en explorant la couverture de ses termes et
de ses relations vis-a`-vis des besoins des applications biome´dicales. D’autres travaux se
sont focalise´s sur le roˆle du re´seau se´mantique d’UMLS, en tant qu’ontologie du domaine
biome´dical. Une e´tude [35] a analyse´ la compatibilite´ du re´seau se´mantique d’UMLS avec
d’autres ontologies contenant des concepts ge´ne´raux, telle que l’ontologie supe´rieure de
openCyc25 et WordNet26. Traduire les concepts du re´seau se´mantique d’UMLS vers les
concepts de OpenCyc et de WordNet, re´ve`le deux soucis majeurs : les classes de meˆme
nom n’ont pas la meˆme se´mantique dans les diffe´rentes ontologies, et deux classes peu-
vent avoir la meˆme signification par intention, alors que leur extension dans les diffe´rentes
ontologies est diffe´rente. Ceci prouve que l’e´volution des terminologies vers des ontologies
ne sera pas une taˆche facile, et ne´cessitera probablement un grand effort. C’est d’autant
plus difficile que les terminologies me´dicales sont de´ja` largement utilise´es, avec parfois du
succe`s. Elles sont le fruit de plusieurs anne´es d’effort et d’investissement de la communaute´
biome´dicale, ce qui provoque, d’ailleurs, une certaine re´ticence lorsque la question de leur
remise en cause est e´voque´e. Cependant, l’e´volution des terminologies vers des ontologies
permettra, entre autres, une meilleure interope´rabilite´ et une meilleure communication des
syste`mes de la sante´, et deviendra ne´cessaire, meˆme si cela prendra du temps.
Dans le travail aborde´ dans cette the`se, les ontologies joue un grand roˆle. Elles per-
mettent la diffusion et le partage de connaissances relatives a` l’anatomie du cerveau. De
plus, une ontologie formelle de l’anatomie du cerveau facilitera l’acce`s, notamment via des
programmes, au contenu se´mantique des images du cerveau.
Dans la section 1.3 nous pre´sentons les logiques de description, qui constituent un
support formel de repre´sentation de connaissances tre`s prometteur, qui est la base du
langage d’ontologies du Web recommande´ par le W3C.
25http://www.opencyc.org/
26http://wordnet.princeton.edu/
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1.3 Les Logiques de Description
Les logiques de description forment une famille de langages de repre´sentation de con-
naissances qui peuvent eˆtre utilise´s pour repre´senter la connaissance terminologique d’un
domaine d’application d’une fac¸on structure´e et formelle. Ces logiques sont issues de mod-
e`les graphiques de repre´sentation de connaissances, notamment les re´seaux se´mantiques
qui de´rivent a` leur tour des mode`les a` me´moire se´mantique de Quillian [158]. En ge´ne´ral,
dans un re´seau se´mantique on distingue des concepts (de´note´s par des noeuds ge´ne´riques),
des individus (de´note´s par des noeuds d’individus), des liens classe-fille / classe-me`re et
des liens de proprie´te´s.
En utilisant les liens classe-fille / classe-me`re, les concepts peuvent eˆtre classe´s dans une
hie´rarchie via les liens des proprie´te´s. Les proprie´te´s peuvent eˆtre assigne´es aux concepts.
Toutefois, par manque de se´mantique pre´cise, les liens classe-fille / classe-me`re peuvent eˆtre
interpre´te´s de diffe´rentes manie`res. Afin de pallier cette ambiguite´, d’autres formalismes
ont e´te´ de´veloppe´s tels que les re´seaux d’he´ritage structure´s qui ont e´te´ imple´mente´s dans
le syste`me KL-ONE [33]. Par la suite, KL-ONE a e´te´ dote´ d’une se´mantique ”Tarsky
Style”, ce qui a fixe´, de manie`re pre´cise, la signification de ses constructeurs graphiques et
a conduit a` la de´finition de la premie`re logique de description [120], appele´e aussi a` cette
e´poque langages terminologiques, langages conceptuels ou encore langages base´s KL-ONE.
Les logiques de description [74] constituent un formalisme inte´ressant pour repre´senter
des bases de connaissances. Ce formalisme est base´ sur la logique du premier ordre, et donc
permet une repre´sentation formelle des concepts d’un domaine particulier. Cependant, afin
d’avoir des algorithmes de raisonnement de´cidables, se terminant en un temps fini, les
logiques de description n’utilisent pas toute la logique du premier ordre, mais uniquement
un fragment de cette dernie`re (figure 1.5). Des techniques d’optimisation sont utilise´es
dans certains algorithmes de raisonnement afin de re´duire leur complexite´, c’est-a`-dire afin
qu’ils s’exe´cutent en un temps raisonnable.
En proce´dant ainsi, les logiques de description se veulent un compromis entre l’ex-
pressivite´ d’un coˆte´, et la tractabilite´ et complexite´ de l’autre. Les logiques de description
trouvent des applications dans diffe´rents domaines, notamment pour la construction des
ontologies de domaines telles que les ontologies me´dicales, mais aussi elles sont le fonde-
ment du Web Se´mantique. Les logiques classiques (logiques du premier ordre, logiques
propositionnelles et logiques de description) ont en effet donne´ naissance a` plusieurs lan-
gages Web recommande´s par le W3C27, tels que RDF28, RDFS29, et OWL30. Ce dernier
est en effet le langage standard pour la repre´sentation des ontologies.
27World Wide Web Consortium, http://www.w3.org/
28Resource Description Framework, http://www.w3.org/RDF/
29Resource Description Framework Schema, http://www.w3.org/TR/rdf-schema/
30Ontology Web Language, http://www.w3.org/2004/OWL/
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Fig. 1.5: Le fragment de la logique du premier ordre choisi pour les logiques de description.
Afin d’augmenter l’expressivite´ des bases de connaissances repre´sente´es en logiques de
description, ces dernie`res peuvent eˆtre e´tendues ou combine´es avec des re`gles, sans toutefois
perdre les bonnes proprie´te´s de raisonnement relatives a` la de´cidabilite´ et la complexite´
[171]. Ceci impose des restrictions sur les re`gles et la logique de description utilise´e, par
exemple la restriction aux re`gles de Horn avec variables et sans fonctions [2].
1.3.1 De´finition du formalisme de base
Une base de connaissances (KR pour Knowledge Representation) base´e sur une logique
de description comprend deux composants : la TBox et la ABox. La TBox introduit la
terminologie, c’est-a`-dire le vocabulaire du domaine d’une application, alors que la ABox
est un ensemble de formules relatives aux informations sur les assertions, c’est-a`-dire elle
de´crit les individus et leurs relations connus. Le vocabulaire consiste en des concepts,
qui de´notent des ensembles d’individus, et des roˆles qui de´notent des relations binaires
entre des individus. En plus des concepts atomiques et des roˆles atomiques (les noms des
concepts et des roˆles), tous les syste`mes DL (Description Logics) permettent de construire
des descriptions de concepts et de roˆles plus complexes. Le langage de construction de
descriptions constitue une caracte´ristique du syste`me en question.
Une logique de description permet une de´finition formelle des concepts :
– La de´finition d’un concept impose des contraintes sur ses instances ;
– La satisfiabilite´ des concepts permet de tester qu’un concept C est satisfiable ; c’est-
a`-dire que son interpre´tation ne donne pas toujours l’ensemble vide. En d’autres
termes c¸a de´note l’existence d’instance. Un concept C est satisfaisable par rapport
a` une TBox T si il y a un mode`le I de T tel que CI 6= ∅ ;
– La subsomption, ou l’inclusion de concepts. Un concept D subsume un concept C
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par rapport a` une TBox T (C vT D) si dans tout mode`le I de T on a CI ⊆ DI ;
– La de´rivation ou la de´duction, permet de retrouver les faits a` partir des connaissances
repre´sente´es ;
– L’instanciation consiste a` cre´er une instance d’un concept ou d’un roˆle particulier de
la TBox.
1.3.2 Langages de description
Les descriptions e´le´mentaires sont les concepts atomiques et les roˆles atomiques a` partir
desquels des descriptions complexes peuvent eˆtre ge´ne´re´es via les constructeurs de concepts
et les constructeurs de roˆles. Les langages de description sont distingue´s par rapport aux
constructeurs qu’ils fournissent. Le langageAL (pour Attributive Language) a e´te´ introduit
dans [181] comme un langage minimal ayant un inte´reˆt pratique. Les autres langages de
la famille AL en sont une extension.
Le langage de description basique AL
Les descriptions de concepts dans le langage AL sont ge´ne´re´es selon la re`gle syntaxique
suivante :
C,D → A | (concept atomique)
> | (concept universel)
⊥ | (concept bottom)
¬A | (negation atomique)
C uD | (intersection)
∀R.C | (restriction de valeur)
∃R.> (quantificateur existentiel limite´)
ou` les lettres A et B designent des concepts atomiques, la lettre R de´signe un roˆle
atomique et les lettres C et D de´signent les descriptions de concepts.
A noter que dans le langage AL, la ne´gation n’est applique´e qu’aux concepts atomiques
et seul le concept universel est permis a` la porte´e du quantificateur existentiel. D’autre
part, le sous langage de AL obtenu en supprimant la ne´gation atomique est appele´ FL−
alors que le sous langage de FL− obtenu en supprimant le quantificateur existentiel limite´
est appele´ FL0.
L’exemple suivant nous donne une ide´e de ce qui peut eˆtre exprime´ dans le langage
AL :
Exemple 1 [74] Soient Person et Female deux concepts atomiques. Donc Person u
Female et Person u ¬Female sont des concepts de´crivant intuitivement les personnes qui
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sont de sexe fe´minin et les personnes qui ne sont pas de sexe fe´minin. En outre, e´tant
donne´ un roˆle atomique hasChild, on peut construire les concepts Personu∃hasChild.>
et Person u ∀ hasChild.Female de´notant, repectivement, les personnes qui ont un enfant
et les personnes dont tous les enfants sont de sexe fe´minin. Enfin, en utilisant le concept
”bottom”, on peut e´galement de´crire les personnes qui n’ont pas d’enfants par Person u
∀hasChild.⊥
En vue de de´finir une se´mantique formelle des concepts-AL, on conside`re une interpre´-
tation I de´finie par la donne´e d’un ensemble non vide ∆I (le domaine d’interpre´tation)
et d’une fonction d’interpre´tation, qui assigne a` chaque concept atomique A un ensemble
AI ⊆ ∆I et a` chaque roˆle atomique R une relation binaire RI ⊆ ∆I × ∆I . Une fonc-
tion d’interpre´tation est e´tendue aux descriptions de concepts via la de´finition inductive
suivante :
>I = ∆I
⊥I = ∅
(¬A)I = ∆I −AI
(C uD)I = CI ∩DI
(∀R.C)I = {a ∈ ∆I |∀b, (a, b) ∈ RI → b ∈ CI}
(∃R.>)I = {a ∈ ∆I |∃b, (a, b) ∈ RI}
Deux concepts C et D sont dits e´quivalents, C ≡ D, si et seulement si CI = DI
pour toute interpre´tation I. Par exemple, on peut facilement ve´rifier que les concepts
∀hasChild.Femaleu∀hasChild.Student et ∀ hasChild.(FemaleuStudent) sont e´quiv-
alents.
La famille des langages AL
D’autres langages, plus expressifs, peuvent eˆtre de´finis en rajoutant d’autres construc-
teurs au langage AL a` savoir :
– L’union de concepts, de´signe´e par la lettre U , note´e par C unionsqD et interpre´te´e par :
(C unionsqD)I = CI ∪DI .
– La quantification existentielle comple`te, de´signe´e par la lettre E , note´e par ∃R.C et
interpre´te´e par :
(∃R.C)I = {a ∈ ∆I |∃b, (a, b) ∈ RI ∧ b ∈ CI}.
– Les restrictions de nombres, de´signe´es par la lettre N et note´es par ≥ nR (restriction
au moins) et par ≤ nR (restriction au plus) ou` n respre´sente un entier positif. Ces
restrictions de valeurs sont interpre´te´es respectivement comme suit :
(≥ nR)I = {a ∈ ∆I : |{b|(a, b) ∈ RI}| ≥ n},
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et
(≤ nR)I = {a ∈ ∆I : |{b|(a, b) ∈ RI}| ≤ n},
ou` ”|.|” de´note le cardinal d’un ensemble donne´.
– La ne´gation de concepts arbitraires, de´signe´e par la lettre (C), note´e par ¬C et
interpre´te´e de la fac¸on suivante :
(¬C)I = ∆I − (C)I .
Exemple 2 [74] Avec ces nouveaux constructeurs, on peut par exemple de´crire les
personnes ayant soit au plus un enfant soit au moins trois enfants dont un est de sexe
fe´minin comme suit :
Person u (≤ 1 hasChild unionsq (≥ 3 hasChild u ∃hasChild.Female)).
Etendre le langage AL par n’importe quel sous ensemble des constructeurs pre´ce´dents
ge´ne`re un langage AL particulier de´signe´ par une chaˆıne de caracte`res de la forme :
AL[U ][E ][N ][C],
ou` une lettre dans l’appelation refle`te la pre´sence du constructeur correspondant. Par
exemple, ALEN est l’extension de AL par la quantification existentielle comple`te et les
restrictions de nombres.
D’un point de vue se´mantique, on a C unionsq D ≡ ¬(¬C u ¬D) et ∃R.C ≡ ¬∀R.¬C. Par
conse´quent, l’union et la quantification universelle comple`te peuvent eˆtre exprime´es via la
ne´gation et vice versa. Ainsi, on utilisera la lettre C au lieu des lettres UE dans les noms
de langages. Par exemple, on e´crira ALCN au lieu de ALUEN .
1.3.3 Les diffe´rentes logiques de description
Les logiques de description ont une base commune enrichie de diffe´rentes extensions. On
peut de`s lors avoir des concepts complexes compose´s de concepts atomiques, et de meˆme
pour les roˆles. Le langage ALC (Attributive Language of Concepts) introduit par Schmidt-
Schauss et Smolka est un fragment structure´ de la logique des pre´dicats. Il est souvent
utilise´ comme langage de re´fe´rence minimal pour les logiques de description. Plusieurs
logiques de description permettent d’e´tendre ALC avec des proprie´te´s supple´mentaires.
Ainsi, les quantifications de roˆle sont note´es N et l’intersection de roˆles est note´e R. Cela
permet de de´finir des logiques de description telles que ALCN , ALCR ou ALCRN . La
logique de description obtenue en ajoutant a` ALC la de´finition de roˆles transitifs s’appelle
S. A S, on peut aussi ajouter la hie´rarchie de roˆles (H), les roˆles fonctionnels (F), c’est-a`-
dire qu’a` un e´le´ment de l’ensemble de de´part, le roˆle fait correspondre au plus un e´le´ment
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Fig. 1.6: Quelques extensions classiques de la logiques de description ALC.
de l’ensemble d’arrive´e, la de´finition de roˆles inverses (I) ou encore les restrictions de
cardinalite´ (Q). Les extensions de ALC les plus couramment utilise´es sont SHF et SHIQ.
La figure 1.6 sche´matise les relations entre les principales extensions de ALC.
1.3.4 Axiomes terminologiques
En ge´ne´ral, les axiomes terminologiques sont de la forme
C v D (R v S)
ou
C ≡ D (R ≡ S)
ou` C,D sont des concepts (et R,S sont des roˆles). Les axiomes du premier type sont
appele´s inclusions alors que ceux du second type sont dits e´galite´s. Pour simplifier, nous
traiterons par la suite uniquement les axiomes lie´s aux concepts.
Se´mantiquement, une interpre´tation I satisfait une inclusion C v D si et seulement si
CI ⊆ DI et satisfait une e´galite´ C ≡ D si et seulement si CI = DI . Si Σ est un ensemble
d’axiomes, alors I satisfait Σ si et seulement si I satisfait chaque e´le´ment de Σ. Si I
satisfait un axiome (resp. un ensemble d’axiomes), alors I est dite mode`le de cet axiome
(resp. l’ensemble d’axiomes). Deux axiomes ou deux ensembles d’axiomes sont e´quivalents
si et seulement si ils ont les meˆmes mode`les.
De´finitions Une e´galite´ dont le membre gauche est un concept atomique est une de´fini-
tion. Les de´finitions sont utilise´es pour affecter des noms symboliques a` des descriptions
complexes. Par exemple, par l’axiome :
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Mother ≡ Woman u ∃hasChild.Person
on associe a` la description Woman u ∃hasChild.Person le nom Mother. Les noms sym-
boliques peuvent eˆtre utilise´s comme des abre´viations dans d’autres descriptions. Si, par
exemple, on a de´fini le concept Father par analogie au concept Mother, on peut de´finir le
concept Parent comme suit :
Parent ≡ Mother unionsq Father.
On appelle un ensemble de de´finitions Σ une terminologie ou une TBox si aucun nom
symbolique n’est de´fini plus d’une fois, c’est-a`-dire pour chaque concept atomique A, il
existe au plus un axiome dans Σ dont le membre gauche est A.
Exemple 3 [74] La terminologie suivante exprime des concepts lie´s a` des relations
familiales :
Woman ≡ Person u Female
Man ≡ Person u ¬Woman
Mother ≡ Woman u ∃hasChild.Person
Father ≡ Man u ∃hasChild.Person
Parent ≡ Mother unionsq Father
GrandMother ≡ Mother u ∃hasChild.Parent
MotherWithoutDaughter ≡ Mother u ∀hasChild.¬Woman
1.3.5 Descriptions du monde ABox
Outre la terminologie ou la TBox, le second composant d’une base de connaissances est
la description du monde ou la ABox.
La ABox de´crit un e´tat spe´cifique du domaine d’application en termes de concepts et
de roˆles. En fait, dans une ABox, on introduit des individus (en leur donnant des noms)
ainsi que leurs proprie´te´s. Les individus sont note´s par a, b, c. Soit C un concept et R un
roˆle. On peut former des assertions comme suit : C(a) et R(b, c). La premie`re assertion
est dite assertion de concept, elle signifie que a appartient a` (l’interpre´tation de) C tandis
que la deuxie`me, qui est appele´e assertion de roˆle, signifie que c est un remplisseur du roˆle
R pour b.
Par exemple, si PETER, PAUL et MARY sont des noms d’individus, alors Father (PETER)
signifie que PETER est un pe`re et hasChild(MARY, PAUL) signifie que PAUL est enfant de
MARY. Une ABox note´e A est un ensemble fini de telles assertions.
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Une ABox peut eˆtre vue comme e´tant une instance d’une base de donne´es relationnelle
avec seulement des relations unaires et binaires. Toutefois, contrairement a` la se´mantique
du monde clos des bases de donne´es classiques, la se´mantique des ABox est une se´mantique
du monde ouvert e´tant donne´ que les syste`mes de repre´sentation de connaissances sont
applique´s dans des situations ou` l’on peut supposer que l’information est incomple`te.
La se´mantique des ABox est de´finie par l’extention des interpre´tations aux noms d’in-
dividus. Donc une interpre´tation I = (∆I , .I) n’assigne pas uniquement des ensembles et
des relations binaires aux concepts et aux roˆles mais aussi assigne a` chaque nom d’individu
a un e´le´ment aI de ∆I . On suppose que des noms d’individus distincts de´notent des ob-
jects diffe´rents. Par conse´quent, l’interpre´tation doit satisfaire l’hypothe`se du nom unique
UNA (pour unique name assumption), c’est-a`-dire, si a et b sont des noms diffe´rents alors
aI 6= bI .
D’autre part, une interpre´tation I satisfait l’assertion de concept C(a) si aI ∈ CI .
Elle satisfait l’assertion de roˆle R(a, b) si (aI , bI) ∈ RI et elle satisfait une ABox A si elle
satisfait chaque assertion dans A. Dans ce cas, I est dite mode`le de l’assertion ou de la
ABox. Enfin, une interpre´tation I satisfait une assertion ou une ABox par rapport a` une
terminologie Σ si en plus d’eˆtre un mode`le de l’assertion ou de la base, elle est e´galement
un mode`le de la terminologie Σ.
1.3.6 L’hypothe`se du monde ferme´ et du monde ouvert
Soit une ABox A = {a : C, b : D, (a, b) : R}. Avec l’hypothe`se du monde ferme´ (CWA :
Closed-World Assumption) il n’existe pas d’autres instances de concepts et de roˆles autres
ceux de´finis dans A : ce qui rame`ne la se´mantique a` celle des Bases de Donne´es classiques.
Par conse´quent, a n’est lie´ a` b que par la relation R. On peut de´duire, sous cette hypothe`se,
que a n’est pas lie´ a` b par une autre relation diffe´rente de R, en d’autres termes on peut
de´duire la ne´gation de tout ce qui n’existe pas explicitement dans la ABox, en anglais on
appelle cette proprie´te´ “negation by failure”.
Par contre avec l’hypothe`se du monde ouvert (OWA : Open-World Assumption), et con-
trairement a` la se´mantique des bases de donne´es traditionnelles, l’absence d’information
repre´sente l’ignorance plutoˆt qu’une information ne´gative.
1.3.7 Algorithmes de raisonnement en logiques de description
Intuitivement, au lieu de concevoir de nouveaux algorithmes en logiques de description,
on peut essayer de re´duire le proble`me qu’on veut re´soudre a` un proble`me d’infe´rence connu
en logique classique. Par exemple, la de´cidabilite´ du proble`me d’infe´rence en logique ALC
peut eˆtre obtenue en ayant la de´cidabilite´ du langage L2 (un fragment de la logique des
pre´dicats du premier ordre a` deux variables) en sachant que tout concept ALC peut eˆtre
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traduit dans le langage L2. Prenons l’exemple suivant :
Exemple 4 [74] Une traduction directe du concept ∀R.(∃R.A) ge´ne`re la formule
∀y.(R(x, y)→ (∃z.(R(y, z) ∧A(z)))).
Comme la sous formule ∃z.(R(y, z) ∧ A(z)) ne contient pas la variable x, cette dernie`re
peut eˆtre re´utilise´e a` la place de z. Ce renommage gene`re la formule e´quivalente suivante :
∀y.(R(x, y)→ (∃x.(R(y, x) ∧A(x))))
qui utilise uniquement deux variables.
Toutefois, la complexite´ des proce´dures de de´cision obtenues ainsi est souvent e´leve´e :
par exemple, le proble`me de satisfiabilite´ de la logique L2 est NExpTime-complet alors que
le proble`me de satisfiabilite´ des descriptions des concepts ALC est ”uniquement”PSpace-
complet. Ceci montre l’inte´reˆt de de´velopper de nouveaux algorithmes spe´cifiques aux
logiques de description. D’autre part, tous les proble`mes d’infe´rence peuvent eˆtre re´duits
au proble`me de satisfiabilite´ en sachant que le langage de description en question permet
la ne´gation et la disjonction. Certains langages de description, cependant, ne le permettent
pas. Pour de tels langages, la subsomption de concepts peut eˆtre calcule´e par des algo-
rithmes de subsomption structurelle, c’est-a`-dire, des algorithmes qui comparent la struc-
ture syntaxique des descriptions de concepts. Bien que ces algorithmes soient tre`s efficaces,
ils ne sont complets (c’est-a`-dire qu’on peut de´montrer toute formule vraie) que pour des
langages simples peu expressifs. En particulier, les langages de description avec ne´gation
et disjonction ne peuvent eˆtre traite´s par ce type d’algorithmes. Pour de tels langages,
les algorithmes base´s-tableau se trouvent tre`s utiles. Le premier algorithme base´-tableau
en logique de description a e´te´ propose´ par Schmidt et Smolka [181] dans l’optique de
tester la satisfiabilite´ des concepts ALC. Depuis, cette approche a e´te´ utilise´e pour tester
la satisfiabilite´ de nombreuses logiques de description qui e´tendent ALC.
1.3.8 Domaines d’application des logiques de description
D’un point de vue pratique, les logiques de description sont assez prometteuses. En
fait, elles ont e´te´ utilise´es dans l’imple´mentation de nombreuses applications dans divers
domaines. Le ge´nie logiciel, par exemple, a e´te´ l’un des premiers domaines d’application
pour les logiques de description. L’ide´e de base e´tait d’utiliser la logique de description
afin d’imple´menter un syste`me qui puisse aider le de´veloppeur a` retrouver des informations
concernant un logiciel d’une taille importante. Le syste`me LASSIE [63] est l’une des ap-
plications les plus re´fe´rence´es dans ce contexte. D’autre part, l’utilisation des logiques de
description en configuration a connu un grand succe`s. La configuration revient a` trouver
34 CHAPITRE 1. E´LE´MENTS INTRODUCTIFS
un ensemble de composants pouvant eˆtre convenablement connecte´s en vue d’imple´menter
un syste`me donne´. Lorsque le nombre et la connectivite´ des composants devient important,
la configuration devient assez complexe. Dans ce cas, la logique de description permet de
classer les composants et de les organiser dans une taxonomie. Par ailleurs, et sans eˆtre ex-
haustif, on peut citer d’autres domaines tels que le Web Se´mantique pour la repre´sentation
d’ontologies et la recherche d’information base´e sur la logique, la me´decine ou` l’objectif
est la construction et la maintenance de tre`s grandes ontologies me´dicales, les librairies
nume´riques, les syste`mes d’information du Web, le traitement du langage naturel et la
gestion de bases de donne´es.
1.3.9 Les logiques de description et le Web Se´mantique
Les proble`mes d’acce`s a` l’information sur le Web sont dus en partie a` l’absence d’un
mode`le symbolique de ce que repre´sentent ces informations, autrement dit a` l’absence
d’un mode`le explicite des connaissances implique´es [105]. Raisonner sur ce que repre´sen-
tent les ressources du Web demande une part de raisonnement sur leur mode`le, d’une
fac¸on similaire au raisonnement sur les ABox et les TBox. De plus, e´tant destine´s a` porter
sur de grandes quantite´s d’information, ces raisonnements doivent avoir une complexite´
calculatoire restreinte.
Le W3C est un consortium dont l’un des objectifs est de promouvoir le de´veloppement
de technologies permettant l’interope´rabilite´ a` travers le re´seau Internet. A ce titre, il
soutient activement le Web Se´mantique.
Les logiques de description participent au Web Se´mantique en fournissant une repre´sen-
tation de la signification de l’information qui soit a` la fois formelle et qui permette des
traitements efficaces. Leur utilisation dans des situations concre`tes a conduit a` l’imple´-
mentation de plusieurs langages, notamment OWL (Ontology Web Language), le langage
standard recommande´ par le W3C, pour la repre´sentation des ontologies. En effet OWL
est un de´rive´ de XML31, il est le re´sultat de la synthe`se de plusieurs autres langages de
description utilisables dans le contexte du Web, comme DAML32 et OIL33. Depuis 2005,
un Workshop international est organise´ spe´cialement pour le langage OWL, OWLED34
(OWL : Experiences and Directions), et a lieu chaque anne´e pour discuter des orienta-
tions a` donner a` ce langage. C’est un congre`s particulie`rement inte´ressant, qui attire des
chercheurs du monde acade´mique et industriel, ou` les divers utilisateurs de OWL font re-
monter leurs besoins pratiques pour qu’ils soient pris en compte dans les futures extensions
et recherches the´oriques consacre´es a` ce langage.
31Extensible Markup Language,http://www.w3.org/XML/
32http://www.daml.org/
33http://www.w3.org/Submission/2001/12/
34http://www.webont.org/owled/
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Fig. 1.7: Quelques constructeurs de OWL DL.
Les logiques de description servent de support the´orique pour le langage OWL, notam-
ment la variante OWL DL qui fait le compromis entre l’expressivite´ en termes de repre´sen-
tation et de de´cidabilite´ des algorithmes de raisonnement sur des ontologies repre´sente´es
dans ce langage. OWL DL correspond a` la logique de description SHIQ, dont les con-
structeurs, la syntaxe et la repre´sentation en logique du premier ordre sont de´finis sur la
figure 1.7.
D’autre axiomes de OWL sont montre´s sur la figure 1.835. On peut observer que les
axiomes sont exprime´s en langage naturel afin de faciliter leur utilisation et leur com-
pre´hension.
Fig. 1.8: Axiomes du langage OWL.
Maintenant il est possible de comprendre la se´mantique des fichiers OWL, par exemple
35http://www2003.org/cdrom/papers/refereed/p117/img4.png
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l’expression : Person u ∃ hasChild.(Doctor unionsq ∃ hasChild.Doctor) peut eˆtre exprime´e
en OWL comme montre´ sur la figure 1.9.
Fig. 1.9: Exemple de repre´sentation en OWL (http://www.comlab.ox.ac.uk/people/
ian.horrocks/Seminars/download/needham.ppt).
D’autres de´tails sur OWL seront donne´s dans la section 1.5, notamment sur les autres
versions de OWL et le stade actuel que ce langage a atteint, sachant que son e´volution
est tre`s rapide ces dernie`res anne´es, due a` l’inte´reˆt qu’il suscite au sein des diffe´rentes
communaute´s, qui, a` leur tour, s’impliquent davantage dans son e´volution.
La figure 1.10 montre les diffe´rents langages intervenant dans le Web Se´mantique. L’axe
vertical repre´sente la richesse se´mantique de leur description. OWL se situe au niveau
ontologique.
Si les ontologies, OWL et les logiques de description sont largement utilise´es aujourd’hui
dans le cadre du Web Se´mantique, ce n’est pas pour autant que la promotion des re`gles
dans ce meˆme cadre a e´te´ abondonne´e. En effet, l’utilisation des re`gles dans les syste`mes des
entreprises et dans le commerce e´lectronique est tre`s importante, et les capacite´s d’infe´rence
qu’offrent les re`gles sont attrayantes. La section suivante pre´sente les re`gles, leur utilisation
dans le cadre du Web Se´mantique, ainsi que quelques travaux sur l’utilisation conjointe
des logiques standards, notamment les logiques de description, et des re`gles dans le Web
Se´mantique.
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Fig. 1.10: Les diffe´rents langages intervenant dans le Web Se´mantique (http://www.
oxygen.lcs.mit.edu/images/SemanticWeb.jpg).
1.4 Les re`gles
Les re`gles repre´sentent le moyen classique de repre´sentation de connaissances, souvent
utilise´es en Intelligence Artificielle et dans les syste`mes experts. Une re`gle d’infe´rence
est une fonction qui prend un n-uplet de formules et rend une formule. Ses arguments
sont appele´s ”les pre´misses” et sa valeur la ”conclusion” 36. Les re`gles d’infe´rence peuvent
e´galement eˆtre vues comme des relations liant pre´misses et conclusions par lesquelles une
conclusion est dite ”de´ductible” ou ”de´rivable” des pre´misses. Si l’ensemble des pre´misses
est vide, alors la conclusion est appele´e un ”the´ore`me” ou un ”axiome” de la logique.
Le langage formel utilise´ pour de´crire les pre´misses et la conclusion de´pend du syste`me
formel ou logique ou` l’on s’est place´. Dans le cas le plus simple, les formules sont tout
simplement des expressions logiques ; c’est ainsi le cas pour le modus ponens 37 qui est un
type de raisonnement logique consistant a` affirmer une implication (”si A alors B”) et a`
poser ensuite l’ante´ce´dent (”or, A”) pour en de´duire la ve´rite´ du conse´quent (”donc B”).
Le modus ponens est connu aussi sous le nom de la ”de´duction” qui se lit :
– Si un fait a est vrai
– Et si la re`gle ”si a est vrai alors b l’est aussi”, est vraie
– Alors b est ne´cessairement vrai
Un exemple de re`gle de type modus ponens est le suivant :
– Etant donne´ une re`gle : Tous les hommes sont mortels (pre´misse majeure ou re`gle)
– Etant donne´ un fait : Socrate est un homme (pre´misse mineure ou cas particulier)
– On en de´duit un fait : Donc Socrate est (ne´cessairement) mortel (conclusion)
36http://fr.wikipedia.org/wiki/R%C3%A8gle_d’inf%C3%A9rence
37http://fr.wikipedia.org/wiki/Modus_ponens
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La conclusion du raisonnement de´ductif est toujours vraie si les pre´misses sont vrais.
Il n’y a aucune notion d’incertitude. En cela, il se diffe´rencie des raisonnements abductifs
et inductifs pour lesquels, des pre´misses vrais entraˆınent que la conclusion soit peut-eˆtre
vraie. Le modus ponens est utilise´ en chaˆınage avant, c’est-a`-dire, a` partir de tous les faits
connus, produire toutes les conse´quences jusqu’a` ce qu’une solution se trouve parmi les
infe´rences, ce qui n’est pas le cas, par exemple, du raisonnement inductif ou` les re`gles
sont utilise´es en chaˆınage arrie`re, c’est-a`-dire qu’a` partir d’une description de la solution
recherche´e, on produit les e´tapes interme´diaires hypothe´tiques qui permettront de de´duire
la solution.
La forme des re`gles la plus utilise´e en chaˆınage avant est celle qui est sous forme de
clauses de Horn sans fonction [103]. Elles sont de la forme suivante : Q← P1∧ ...∧Pn, ou`
n ≥ 0, Q,P1, ..., Pn sont des pre´dicats n-aires. Les re`gles de Horn sont la base du langage de
programmation Prolog[1]. Une re`gle de Horn est compose´e d’un ante´ce´dent (P1 ∧ ... ∧ Pn
dans la re`gle pre´ce´dente), et d’un conse´quent (Q dans la re`gle pre´ce´dente). Les re`gles sont
une forme d’implication entre l’ante´ce´dent (ou corps de la re`gle) et le conse´quent (ou teˆte
de la re`gle). Lorsque les conditions spe´cifie´es dans le corps de la re`gle sont satisfaites,
alors les conditions spe´cifie´es dans la teˆte de re`gle doivent eˆtre satisfaites. L’ante´ce´dent et
le conse´quent consistent en ze´ro ou plusieurs atomes. Un ante´ce´dent (ou un corps) vide
est conside´re´ comme trivialement vrai, et un conse´quent (ou une teˆte) vide est conside´re´
comme trivialement faux.
Nous nous inte´ressons dans les sections suivantes au roˆle que jouent les re`gles dans le
cadre du Web Se´mantique, ainsi qu’a` l’extension des logiques de description et du lan-
gage OWL DL aux re`gles, en vue d’e´tudier leur utilisation conjointe pour mode´liser les
connaissances anatomiques du cerveau.
1.4.1 Les re`gles et le Web Se´mantique
Les re`gles jouent un roˆle croissant dans diverses applications du Web Se´mantique ainsi
que dans les syste`mes d’information classiques. On envisage que le Web devienne le lieu
de publication, de distribution et d’e´change de connaissances fonde´es sur les re`gles. Les
entreprises ge`rent et spe´cifient leur logique financie`re sous forme de re`gles [95]. Les re`gles
sont e´galement utilise´es dans la mode´lisation des politiques de se´curite´ dans les syste`mes
coope´ratifs [27, 151], et elles gagnent davantage de terrain dans le raisonnement sur les don-
ne´es du Web [70, 172]. Afin d’exploiter toutes les potentialite´s des approches base´es sur les
re`gles, les communaute´s du Web Se´mantique et du commerce e´lectronique ont commence´
a` de´velopper des solutions pour la re´utilisation et l’inte´gration de connaissances exprime´es
dans diffe´rents langages de re`gles. L’initiative RMI (Rule Markup Initiative), entame´e en
2000, a concentre´ ses efforts pour la de´finition d’un langage partageable de repre´sentation
de re`gles (RuleML) qui “englobe” plusieurs types de re`gles. Le re´seau europe´en d’excel-
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lence REWERSE38 (Reasoning on the Web with Rules and Semantics) propose R2ML
[212], un langage de repre´sentation de re`gles qui offre une solution pour l’e´change entre
des syste`mes he´te´roge`nes utilisant diffe´rents langages de re`gles. Vers la fin de l’anne´e 2005,
et constatant l’importance et les promesses de cette vision, le comite´ W3C a constitue´
le groupe de travail sur le format d’e´change de re`gles (Rule Interchange Format Working
Group (RIF WG)) et lui a de´le´gue´ le mandat de de´velopper un format d’e´change de re`gles
harmonise´ avec les normes existantes de la pile architecturale du Web Se´mantique (figure
1.10). Toutefois, la cre´ation d’un format d’e´change reconnu et unanime est loin d’eˆtre une
taˆche triviale. En premier lieu, il n’y a pas d’unanimite´ quant a` l’interpre´tation du terme
”re`gle”. Les chercheurs et les inte´resse´s distinguent les re`gles de´ductives, les re`gles d’inter-
rogation, les re`gles de production, les re`gles de connexion, etc. En deuxie`me lieu, dans une
meˆme cate´gorie de re`gles, les syste`mes font appel a` diverses se´mantiques et syntaxes (sou-
vent incompatibles). En troisie`me lieu, les normes actuelles du Web Se´mantique, comme
RDF et OWL, montrent des incompatibilite´s avec de nombreuses varie´te´s de langages de
re`gles au niveau conceptuel [26].
On peut se demander alors si les re`gles repre´sentent une alternative ou un concurrent
pour les ontologies (base´es sur les logiques de description) dans le cadre du Web Se´man-
tique. En effet, il y a un consensus dans la communaute´ du Web Se´mantique sur la ne´cessite´
d’inclure aussi bien les re`gles que les ontologies [7]. Cela est bien refle´te´ par le diagramme
en pile du Web Se´mantique sur la figure 1.10, bien que le niveau ontologie ait atteint un
certain niveau de maturite´ que les re`gles, ou l’inte´gration des re`gles et des ontologies, n’ont
pas encore atteint.
1.4.2 Classification des re`gles
Les classifications des re`gles sont diverses. Les re`gles sont classifie´es selon le roˆle qu’elles
jouent dans diffe´rentes taˆches. Par exemple, dans [84] les auteurs proposent les quatre
classes de re`gles suivantes pour le Web Se´mantique biome´dical : les re`gles de de´duction,
les re`gles du me´ta-raisonnement, les re`gles de connexion et les re`gles d’interrogation. Cette
classification n’est certes pas exhaustive, mais elle est inde´pendante du domaine dans lequel
on les utilise.
– Les re`gles de´ductives : utilise´es pour effectuer des infe´rences base´es sur les de´pen-
dances entre les proprie´te´s de l’ontologie ;
– Les re`gles de connexion : utilise´es pour connecter les ontologies afin de pouvoir
raisonner a` travers plusieurs domaines tels que la ge´nomique ;
– Les re`gles de “mapping” : utilise´es pour “mapper” les ontologies en inte´gration d’in-
formation, pour permettre des requeˆtes sur des sources he´te´roge`nes ;
– Les re`gles du me´ta-raisonnement : utilise´es pour faciliter le me´ta-raisonnement, par
38http://rewerse.net/
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exemple la validation et la maintenance des ontologies de re´fe´rence de grande taille,
ou le controˆle du raisonnement.
Une e´tude de´taille´e de cette classification, renforce´e par des exemples concrets dans le
domaine biome´dical est donne´e dans [79].
1.4.3 Inte´gration des ontologies et des re`gles dans le Web Se´mantique
Le point de vue du W3C, concernant les ontologies, est refle´te´ par le langage OWL. La
version OWL DL permet de construire des ontologies avec une se´mantique logique claire
et bien de´finie. Cependant, les vocabulaires de´finis dans de telles ontologies consistent en
des classes et des proprie´te´s, c’est-a`-dire, des pre´dicats unaires et binaires respectivement,
ce qui limite l’expressivite´ de ce langage (OWL DL).
Par ailleurs, les re`gles propose´es pour le Web Se´mantique doivent avoir une se´mantique
clairement de´finie. Un choix naturel concerne alors les classes des re`gles provenant de la
programmation logique et du raisonnement non monotone. Ces re`gles sont base´es sur dif-
fe´rents types de logiques et ont une se´mantique bien de´finie, supporte´e par des algorithmes
de raisonnement puissants. Les clauses de Horn sans fonction constituent le langage de re`-
gles le plus simple dans ce genre. A ce titre, SWRL (Semantic Web Rule Language) est
un langage de re`gles pour le Web Se´mantique, combinant le langage OWL DL et le lan-
gage RuleML. SWRL prend une approche d’inte´gration oppose´e aux me´thodes de type
DLP (Description Logic Programs), permettant d’inte´grer des re`gles et OWL. En effet, les
me´thodes de type DLP consistent en l’intersection de la logique de Horn et des logiques
de description, tandis que SWRL est l’union des deux. Pour les me´thodes de type DLP,
le langage re´sultant est une logique descriptive d’une forme inhabituelle et peu expressive.
En revanche, SWRL garde la puissance de OWL DL, mais au prix de la de´cidabilite´ et des
imple´mentations concre`tes39.
L’extension de OWL avec des re`gles consiste a` e´tendre un ensemble d’axiomes du
langage OWL pour inclure les re`gles. Cette extension transforme le langage OWL en un
langage plus expressif ou` l’on pourra, par exemple, exprimer des formes de re`gles trian-
gulaires qu’on ne peut pas exprimer avec OWL seul. Le proble`me inhe´rent a` l’extension
de OWL aux re`gles est lie´ au raisonnement. En effet, les algorithmes de´veloppe´s pour
raisonner se´pare´ment sur les ontologies et les re`gles deviennent inde´cidables lorsqu’il s’agit
de raisonner simultane´ment sur une ontologie et un ensemble de re`gles. Racer40, par ex-
emple, est un moteur d’infe´rence pour les ontologies, Jess41 est un moteur d’infe´rence
pour les re`gles. Cependant, ni l’un ni l’autre ne peut raisonner sur une ontologie et des
re`gles, combine´es ensemble. Par conse´quent, il faut de nouveaux supports de raisonnement
39http://fr.wikipedia.org/wiki/Semantic_Web_Rule_Language
40http://www.sts.tu-harburg.de/~r.f.moeller/racer/
41http://herzberg.ca.sandia.gov/
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qui sont susceptibles d’agir simultane´ment sur l’ontologie et les re`gles. Pour ce faire, de
nouvelles me´thodes ont e´te´ propose´es. Une ide´e simple consiste a` utiliser deux raisonneurs
se´pare´ment, un pour l’ontologie et un autre pour les re`gles. L’exemple de la famille est
une parfaite illustration de cette me´thode [83]. Dans cet exemple on utilise, d’une part, le
plugin SWRLJessTab de Prote´ge´ pour “mapper” les re`gles SWRL et le langage LP (Logic
Programming) de Jess, et de l’autre part on utilise Racer pour raisonner sur la TBox et la
ABox (c’est-a`-dire l’ontologie). Dans cette me´thode, les e´le´ments de la ABox (instances de
concepts et de roˆles) sont transforme´s en faits Jess, et les re`gles SWRL sont transforme´es
en re`gles Jess. Apre`s exe´cution du moteur d’infe´rence Jess, les nouveaux faits infe´re´s sont
convertis en assertions de concepts et de roˆles dans la ABox soumise a` Racer, graˆce au
processus de transformation inverse. L’ite´ration de l’appel de Racer et de Jess continue
jusqu’a` la de´tection d’une contradiction ou jusqu’a` ce qu’aucun nouveau fait ne soit infe´re´.
L’avantage de cette me´thode est le fait qu’elle soit simple a` mettre en oeuvre. Cependant,
l’exemple de la famille montre que certaines infe´rences sont omises lorsqu’on utilise deux
raisonneurs se´pare´ment.
Le seul moyen subsistant alors, et qui est le meilleur pour le raisonnement sur une
ontologie OWL DL e´tendue avec des re`gles, est d’en de´finir un nouveau formalisme avec
une se´mantique claire. C’est ce qu’ont fait Motik et al. [139] en e´tendant les ontologies
OWL DL avec des re`gles dites DL-safe, c’est-a`-dire dans lesquelles toute variable dans
la teˆte de la re`gle doit apparaitre dans un atome non DL dans le corps de la re`gle. Les
auteurs ont de´montre´ que l’extension des ontologies OWL DL aux re`gles DL-safe pre´serve
la de´cidabilite´ du raisonnement. Un algorithme de raisonnement a e´galement e´te´ propose´
pour re´pondre a` des requeˆtes sur des ontologies, exprime´es dans la logique SHIQ(D),
e´tendues avec des re`gles DL-safe. Cet algorithme est base´ sur la re´duction de l’ontologie
et des re`gles, ensemble, a` des programmes datalogs (suites de clauses) disjonctifs. Cette
me´thode a donne´ naissance a` un nouveau raisonneur appele´ KAON242 capable d’effectuer des
infe´rences sur des ontologies OWL DL e´tendues avec des re`gles DL-safe. L’inconve´nient
d’une telle approche re´side dans les restrictions qui concernent les constructeurs de la
logique de description conside´re´e et les re`gles.
Dans le cas des re`gles DL-safe, le raisonnement ne tient compte que des instances ex-
plicitement introduites dans la ABox, ce qui limite le nombre d’infe´rences. Afin d’illustrer
cela, reprenons l’exemple de la famille donne´ dans [79]. Soit l’ontologie suivante :
Man v Human
Uncle ≡ Man u ∃ isUncle.Human
Parent ≡ Human u ∃ hasChild.Human
Domain(hasChild) ≡ Human (resp. range)
Domain(hasSibling) ≡ Human (resp. range)
42http://kaon2.semanticweb.org/
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Domain(hasUncle) ≡ Human (resp. range)
isUncle ≡ (hasUncle)−1
et soit la re`gle d’infe´rence suivante :
hasChild(?z, ?x) ∧ hasSibling(?z, ?y) ∧ Man(?y) ∧ Human(?z) ∧ Human(?x) →
hasUncle(?x, ?y)
Supposons maintenant que nous disposions des faits suivants dans la ABox : Man(John),
Human(Bob), Human(Sam), hasChid(Bob, Sam) et hasSibling(Bob, John). KAON2 de´duit
alors le fait suivant : hasUncle(Sam, John), et donc John est une instance de Uncle. Par
contre si on a les faits suivants dans la ABox : Man(John), Parent(Bob), Human(Sam)
et hasSibling(Bob, John), comme Bob a un enfant (selon la de´finition de Parent) et
Bob a un fre`re John, logiquement John devrait eˆtre infe´re´ comme une instance de Uncle.
Cependant KAON2 n’infe`re pas cela`. La raison est que KAON2 calcule les conse´quences pour
les re`gles DL-safe. Etant donne´ que les re`gles SWRL ne sont pas DL-safe, alors KAON2 les
interpre`te comme DL-safe, ou` toutes les variables doivent eˆtre lie´es a` des individus connus.
Comme il n’y a pas d’assertion connectant explicitement Bob a` un individu connu par la
relation hasChild, la re`gle ne se de´lenche pas, et John n’est pas infe´re´ instance de Uncle.
D’autres algorithmes et e´tudes sont propose´s pour le raisonnement sur des ontologies
e´tendues avec des re`gles [121, 64, 122, 104, 171, 172]. L’ide´e est que les re`gles peuvent
utiliser aussi bien les pre´dicats unaires et binaires de l’ontologie (c’est-a`-dire de classes
et des proprie´te´s) que les pre´dicats des re`gles, et afin de maintenir la de´cidabilite´ de
cette inte´gration on utilise souvent la condition de “safety” qui restreint les variables qui
apparaissent dans la teˆte de la re`gles a` celles qui apparaissent dans au moins un pre´dicat
positif (c’est-a`-dire sans ne´gation) du corps de la re`gle [154]. En d’autres termes, cette
condition signifie que les re`gles ne peuvent eˆtre applique´es qu’aux individus nomme´s.
Dans le cas de la mode´lisation de l’anatomie du cerveau, qui fait en partie l’objet de
notre e´tude dans cette the`se, et compte tenu de sa complexite´, l’utilisation des ontologies et
des re`gles, ensemble, peut eˆtre tre`s utile pour mieux exprimer la se´mantique des concepts,
les relations entre les concepts et les de´pendances entre les diffe´rentes relations.
La section 1.5 pre´sente les diffe´rents outils de raisonnement et les diffe´rents langages de
repre´sentation, de´veloppe´s dans le cadre du Web Se´mantique et dont nous nous servirons
aussi pour la repre´sentation des connaissances neuroanatomiques, pour la description du
contenu des images du cerveau et dans les diffe´rents raisonnements implique´s.
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1.5 Les outils et langages de´veloppe´s dans le cadre du Web
Se´mantique
Comme le Web Se´mantique a gagne´ l’inte´reˆt d’aussi bien des industriels que des sci-
entifiques, plusieurs investissements et projets de grande envergure ont e´te´ lance´s pour
de´velopper des langages et des outils qui facilitent la mise en oeuvre des ide´es de´veloppe´es
dans le cadre du Web Se´mantique.
1.5.1 Langages du Web Se´mantique
Les langages du Web Se´mantique sont ceux de´finis par le W3C. XML, RDF(S) et OWL
constituent les trois couches de base du Web Se´mantique (figure 1.11). XML (eXtensible
Markup Language) est en quelque sorte un langage HTML ame´liore´ permettant de de´finir
de nouvelles balises. Il s’agit d’un langage permettant de mettre en forme des documents
graˆce a` des balises (markup), afin de structurer leur contenus et de se´parer le contenu
de la pre´sentation. XML a e´te´ mis au point par le XML Working Group sous l’e´gide du
World Wide Web Consortium (W3C) de`s 1996. Depuis 1998, les spe´cifications XML 1.0
ont e´te´ reconnues comme recommandations par le W3C, ce qui en fait un langage reconnu
43. XML est le support de se´rialisation44 sur lequel s’appuient RDF et OWL pour de´finir
des structures de donne´es et les relations logiques qui les lient. Ce qui veut dire qu’on
peut exprimer et structurer des concepts complexes en utilisant RDF(S) et OWL, chose
qu’on faisait autrefois avec les bases de donne´es relationnelles ou avec l’ASN.1 (Abstract
Syntax Notation One)45. Par exemple, l’expression du fait ”Paris est en France” se fait par
le biais de l’e´criture d’un triplet RDF, que l’on peut repre´senter sous la forme d’un graphe
sujet-pre´dicat-objet comme montre´ sur la figure 1.12.
Les langages OWL et RDF(S) sont les plus utilise´s actuellement dans le cadre du Web
Se´mantique. Ils sont de´taille´s dans les sections suivantes.
RDF
XML permet de repre´senter des donne´es structure´es. XML schema et DTD permettent
de contraindre la structure de ces donne´es. Mais la se´mantique des donne´es repre´sente´es
en XML n’est pas rendue accessible a` la machine. RDFS permet de de´crire le vocabulaire
d’un domaine donne´ et les relations entre les objets de ce vocabulaire. Ce dernier est
utilise´ pour annoter les ressources. RDF permet de de´finir des me´ta-donne´es associe´es aux
ressources du Web. RDF mode´lise les concepts et leurs instances sous forme de triplets.
43http://www.w3.org/XML/
44http://www.clever-age.com
45http://fr.wikipedia.org/wiki/ASN.1
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Fig. 1.11: Les langages de couche du Web Se´mantique (http://www.oxygen.lcs.mit.
edu/images/SemanticWeb.jpg).
Fig. 1.12: Graphe sujet-pre´dicat-objet repre´sentant un triplet RDF (http:
//www.clever-age.com/veille/clever-link/local/cache-vignettes/L436xH160/
triplet_rdf-47921.png).
Un triplet est une de´claration RDF qui contient un sujet (ressource), un pre´dicat, et un
objet. Le pre´dicat est la relation entre la ressource et l’objet, et l’objet peut eˆtre une autre
ressource ou une valeur d’une donne´e. La syntaxe commune´ment utilise´e pour spe´cifier
RDF est RDF/XML, qui utilise XML pour structurer la repre´sentation des ressources.
La description des concepts et leurs relations (sous classe / super classe) est spe´cifie´e
se´pare´ment dans un format RDF spe´cialise´ nomme´ RDF sche´ma (RDFS).
Chaque composant d’un triplet est identifie´ en utilisant un URI (Uniform Resource
Identifier). Lorsque les ressources ont le meˆme URI, elles sont suppose´es eˆtre la meˆme
entite´. Une fois les triplets connecte´s ensemble, ils forment un graphe e´tiquete´ et oriente´.
RDFS fournit des e´le´ments de base pour la de´finition d’ontologies ou des vocabulaires
destine´s a` structurer des ressources RDF46. rdfs :Class permet de de´clarer une ressource
RDF comme une classe pour d’autres ressources. rdfs :subClassOf permet de de´finir des
hie´rarchies de classes. RDFS pre´cise la notion de proprie´te´ de´finie par RDF en permettant
de donner un type ou une classe au sujet et a` l’objet des triplets. Pour cela, RDFS ajoute
les notions de ”domain”, correspondant au domaine de de´finition d’une fonction en anglais,
46http://fr.wikipedia.org/wiki/RDF_Schema
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et ”range”, son ensemble d’arrive´e : rdfs :domain de´finit la classe des sujets lie´e a` une
proprie´te´, rdfs :range de´finit la classe ou le type de donne´es des valeurs de la proprie´te´.
Cependant, RDF(S) a plusieurs limites :
– Il ne permet pas d’exprimer que deux classes sont disjointes ;
– Il ne permet pas de de´finir une classe par la combinaison d’autres classes (intersection,
union, etc.) ;
– Il ne permet pas de de´finir des restrictions sur le nombre d’occurrences de valeurs
que peut prendre une proprie´te´ ;
– Il ne permet pas de de´finir certaines caracte´ristiques des proprie´te´s : transitivite´,
proprie´te´ inverse, etc.
Il e´tait donc ne´cessaire de de´velopper un nouveau langage, OWL en l’occurrence, plus
expressif et qui tient compte de ces limites.
OWL
OWL e´tend RDF en ajoutant plus de vocabulaire pour de´crire les cardinalite´s et les
e´galite´s des classes et des proprie´te´s. Une repre´sentation de connaissances avance´e suppose
de pouvoir de´finir des assertions. Repre´senter une telle connaissance en OWL est base´ sur
les logiques de description, qui permettent d’infe´rer de nouvelles connaissances a` partir de
celles existantes. Trois niveaux de langages, d’expressivite´ de´croissante, sont de´finis pour
OWL : OWL FULL, OWL DL et OWL LITE. Depuis 2007 de nouvelles versions de OWL
sont de´veloppe´es, a` savoir OWL 1.1 et OWL 2.
1. OWL FULL : inclut toutes les primitives OWL qui peuvent eˆtre combine´es avec
toutes les primitives RDF et RDFS. Il a l’avantage de la compatibilite´ comple`te
avec RDF/RDFS, mais l’inconve´nient d’avoir un niveau d’expressivite´ qui le rend
inexploitable par les algorithmes de raisonnement existants ;
2. OWL DL : de´finit des restrictions sur la manie`re dont les primitives OWL et
RDF/RDFS peuvent eˆtre combine´es. Ce niveau de langage est de´cidable. Il a l’in-
conve´nient de ne pas eˆtre comple`tement compatible avec RDF. Un document RDF
devra donc parfois eˆtre e´tendu sur certains aspects ou restreint sur d’autres pour
eˆtre un document OWL DL valide. OWL DL est base´ sur la logique de description
SHOIN(D) ;
3. OWL LITE : c’est une version limite´e de OWL DL qui facilite son utilisation et son
imple´mentation. Par exemple, OWL Lite n’inclut pas la disjonction entre les classes
et les cardinalite´s arbitraires. OWL LITE est base´ sur la logique de description
SHIQ(D) ;
4. OWL 1.147 : il e´tend OWL avec un sous ensemble de caracte´ristiques demande´es par
47http://www.webont.org/owl/1.1/
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les utilisateurs, qui leur sont utiles, et pour lequel les algorithmes de raisonnement
sont disponibles. Les nouvelles caracte´ristiques incluent, entre autres, de nouvelles
proprie´te´s et constructeurs de cardinalite´s qualifie´es, le support de types de donne´es
e´tendus, une me´ta-mode´lisation simple, et des annotations e´tendues.
5. OWL 248 : Il est base´ sur la logique de description SROIQ, et apporte plusieurs
ame´liorations a` la version OWL1.1 : restrictions de cardinalite´s qualifie´es, expres-
sion de proprie´te´s reflexives, irreflexives, asyme´triques et disjointes, composition de
proprie´te´s, nouveaux types de donne´es supporte´s, de´finition de profiles (OWL 2 EL,
OWL 2 QL, OWL 2 RL).
Langages de requeˆtes
Plusieurs langages ont e´te´ de´finis pour interroger les documents XML, RDF et OWL.
Pour le langage de base XML, on peut citer XQL49, XML-QL50, XQUERY51, XPATH52.
Le principe pour ces langages est d’exprimer un chemin qui indique comment on peut
atteindre un noeud dans la structure arborescente d’un document XML. Idem pour les
documents RDF, une panoplie de langages est de´finie, par exemple RQL53, Squish-QL54,
RDQL55, SPARQL56. Il faut signaler que SPARQL est une recommandation W3C. Le
langage SPARQL de´finit la syntaxe et la se´mantique ne´cessaire a` l’expression de requeˆtes
sur une base de donne´es de type RDF. SPARQL est bien adapte´ a` la structure des graphes
RDF. Ils s’appuient sur les triplets qui constituent ces graphes. D’autres extensions de
SPARQL sont de´finies pour interroger des documents OWL DL, notammenent SPARQL-
DL [187] conc¸u pour interroger les documents OWL DL. Le langage OWL-QL57 est
e´galement conc¸u pour interroger des documents OWL. Ici on s’inte´resse plus au langage
standard SPARQL, vu sa large utilisation dans la communaute´ du Web Se´mantique.
L’exemple sur la figure 1.1358 repre´sente un extrait d’un document RDF utilisant
l’ontologie FOAF 59 (utilise´e pour de´crire les personnes et les liens entre elles).
La figure 1.1460 repre´sente une requeˆte SPARQL retournant une liste de photos avec
48http://www.w3.org/TR/owl2-profiles/
49http://www.ibiblio.org/xql/xql-proposal.html
50http://www.w3.org/TR/NOTE-xml-ql/
51http://www.w3.org/TR/xquery/
52http://www.w3.org/TR/xpath
53http://www.openrdf.org/doc/rql-tutorial.html
54http://swordfish.rdfweb.org/rdfquery/
55http://www.w3.org/Submission/2004/SUBM-RDQL-20040109/
56http://www.w3.org/TR/rdf-sparql-query/
57http://ksl.stanford.edu/projects/owl-ql/
58http://fr.wikipedia.org/wiki/SPARQL
59http://fr.wikipedia.org/wiki/FOAF
60http://fr.wikipedia.org/wiki/SPARQL
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Fig. 1.13: Un document RDF utilisant l’ontologie FOAF (http://fr.wikipedia.org/
wiki/FOAF).
Fig. 1.14: Un exemple de requeˆte SPARQL (http://fr.wikipedia.org/wiki/FOAF).
le nom de la personne qu’elles repre´sentent et une description. La ligne SELECT permet
de se´lectionner l’ensemble des tuples, ou lignes de variables (nom, image, description)
correspondant aux contraintes exprime´es dans la clause WHERE. La premie`re ligne de
la clause WHERE se lit : la variable personne est de type Person au sens de l’ontologie
FOAF. La seconde ligne permet de de´finir la variable nom en tant que proprie´te´ name de
la variable personne, etc.
Les re´sultats de la requeˆte (figure 1.14) sont repre´sente´s sur la figure 1.15.
1.5.2 Outils de repre´sentation de connaissances
Les langages du Web Se´mantique ont des structures qui ne sont pas toujours faciles a`
comprendre. RDF et OWL, sont particulie`rement “bavards”, si bien que plusieurs outils
d’e´dition pour ge´ne´rer automatiquement des connaissances en RDF/OWL ont e´te´ de´velop-
pe´s. Ces outils offrent plusieurs possibilite´s aux utilisateurs de la communaute´ “repre´sen-
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Fig. 1.15: Re´sultats SPARQL (http://fr.wikipedia.org/wiki/FOAF).
tation des connaissances” dans le cadre du Web Se´mantique. Ils permettent, entre autres,
ce qui suit :
– Offrir des interfaces conviviales et faciles d’utilisation permettant d’entrer les con-
cepts, les proprie´te´s, les annotations et les assertions d’une ontologie ;
– Visualiser la hie´rarchie des concepts et les relations entr’eux ;
– Exploiter facilement des outils de classification pour ve´rifier la cohe´rence de l’ontolo-
gie, infe´rer de nouvelles hie´rarchies et de nouvelles connaissances ;
– Ge´ne´rer des documents RDF/OWL.
Une longue liste de ces outils peut eˆtre consulte´e sur le lien suivant : http://esw.w3.
org/topic/SemanticWebTools. Nous nous inte´ressons ici a` deux outils qui sont largement
utilise´s pour la repre´sentation des ontologies : Prote´ge´ et SWOOP.
Prote´ge´
Prote´ge´61 est un logiciel d’utilisation libre (open source) pour l’e´dition des ontologies.
Il supporte deux paradigmes de mode´lisation : les Frames et OWL. Les ontologies e´dite´es
sous Prote´ge´ peuvent eˆtre exporte´es en OWL, en RDF(S), etc. C’est un logiciel de´veloppe´
61http://protege.stanford.edu/
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en Java et qui peut eˆtre e´tendu pour y inte´grer d’autres plugins. Prote´ge´ est largement
utilise´ dans la communaute´ des ontologies, et dans diffe´rents domaines, entre autres, la
biome´decine.
Fig. 1.16: Prote´ge´ Frames (http://protege.stanford.edu/images/instances-tab.
jpg).
L’e´diteur Prote´ge´-Frames (figure 1.16) fournit une interface comple`te pour aider les util-
isateurs a` construire et sauvegarder des ontologies base´es sur des frames. Prote´ge´-Frames
imple´mente un mode`le de connaissances compatible avec le protocole OKBC (Open Knowl-
edge Base Connectivity protocol). Dans ce mode`le, une ontologie consiste en un ensemble
de classes organise´es dans une hie´rarchie de subsomption repre´sentant les concepts d’un
domaine, un ensemble de slots associe´s aux classes pour de´crire leurs relations et proprie´te´s,
et enfin un ensemble d’instances de classes ; ce sont des instances de concepts qui pren-
nent des valeurs spe´cifiques de leurs proprie´te´s. Prote´ge´-Frames fournit un grand ensemble
d’e´le´ments d’interface qui peuvent eˆtre personnalise´s, afin de permettre aux utilisateurs de
mode´liser les connaissances et d’entrer des donne´es dans des formes qui leur sont familie`res.
Il inclut e´galement des architectures de plugin qui peuvent eˆtre e´tendues pour diffe´rents
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objectifs, et il offre une API (Application Programming Interface) permettant a` d’autres
programmes d’exploiter ses fonctions.
Fig. 1.17: Prote´ge´ OWL (http://protege.stanford.edu/plugins/owl/images/OWL\
discretionary{-}{}{}Classes-FamilyDestination.png).
L’e´diteur Prote´ge´-OWL (figure 1.17) est une extension de Prote´ge´ pour supporter le
langage OWL. Une ontologie OWL consiste en des descriptions de classes, de proprie´te´s et
de leurs instances. La se´mantique formelle de OWL spe´cifie comment on peut de´duire ses
conse´quences logiques, c’est-a`-dire de nouveaux faits qui ne sont pas pre´sents explicitement
dans l’ontologie, mais potentiellement infe´re´s en utilisant la se´mantique des axiomes. Ces
infe´rences peuvent eˆtre base´es sur un seul document ou plusieurs documents distribue´s
combine´s en utilisant les me´canismes de OWL. Prote´ge´-OWL permet aux utilisateurs de
charger/cre´er des ontologies OWL/RDF ; d’e´diter et de visualiser les classes, les proprie´te´s,
ainsi que les re`gles SWRL ; de de´finir les caracte´ristiques logiques des classes comme des
expressions OWL ; d’exe´cuter des classifieurs en logiques de description, etc. L’architecture
de Prote´ge´-OWL est flexible et permet une configuration et des extensions faciles.
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SWOOP
Meˆme si Prote´ge´ est largement utilise´ dans la communaute´ des ontologies et du Web
Se´mantique, d’autres e´diteurs existent comme SWOOP62 (figure 1.18).
Fig. 1.18: L’e´diteur SWOOP (http://www.mindswap.org/2004/SWOOP/).
Les caracte´ristiques de SWOOP sont les suivantes :
– Il permet une navigation entre les entite´s de l’ontologie via des liens hypertextes, le
chargement d’une ontologie a` partir de son URI, etc. Il joue en quelque sorte le roˆle
d’un navigateur Web ;
– L’e´dition de l’ontologie se fait en ligne via un moteur HTML, et les changements
dans l’ontologie sont signale´s par des couleurs et des styles de police diffe´rents ;
– Il utilise l’API OWL de Manchester63 ;
– Il supporte la mise en correspondance, la comparaison et le parcours de plusieurs
ontologies, etc.
62http://www.mindswap.org/2004/SWOOP/
63http://owlapi.sourceforge.net/
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L’architecture de SWOOP est de´taille´e sur le sche´ma de la figure 1.19.
Fig. 1.19: L’architecture de SWOOP (http://www.mindswap.org/2004/SWOOP/).
1.5.3 Raisonneurs des logiques de description
Il n’est pas possible de dissocier la repre´sentation de connaissances du raisonnement. De
la meˆme manie`re que des outils ont e´te´ de´veloppe´s pour la repre´sentation de connaissances
dans le cadre du Web Se´mantique, d’autres outils sont de´veloppe´s spe´cifiquement pour
raisonner sur ces connaissances. Ces raisonneurs ou classifieurs sont majoritairement base´s
sur les logiques de description. Une liste des principaux raisonneurs de´veloppe´s pour le
Web Se´mantique peut eˆtre consulte´e sur le lien suivant : http://www.cs.man.ac.uk/
~sattler/reasoners.html. Les raisonneurs les plus utilise´s dans la communaute´ du Web
Se´mantique sont : RacerPro64, Pellet65, KAON266, et FaCT++67. RacerPro est un logiciel
commercial, avec tout de meˆme une licence pour une utilisation libre dans le monde de
la recherche. C’est un raisonneur DL avec des types de donne´es simples, c’est-a`-dire un
raisonneur pour OWL DL avec des restrictions de cardinalite´ qualifie´es nume´riques sur les
roˆles. Il imple´mente l’algorithme des tableaux et supporte l’API de OWL, c’est-a`-dire qu’il
offre une interface qui permet de faire appel aux fonctions de´finies dans l’API de OWL pour
acce´der au contenu d’une ontologie OWL. Pellet est un raisonneur d’utilisation libre, code´
en Java et de´veloppe´ pour la logique SROIQ avec des types de donne´es simples ; il accepte
des ontologie OWL 2. Il imple´mente e´galement l’algorithme des tableaux et supporte l’API
OWL. FaCT++ est un raisonneur d’utilisation libre, code´ en C++, de´veloppe´ pour la
logique SROIQ. Il imple´mente lui aussi l’algorithme des tableaux, et supporte l’API
OWL. KAON2 est un raisonneur d’utilisation libre, code´ en Java, e´crit pour la logique
SHIQ (OWL Lite) et e´tendu avec des re`gles SWRL DL-safe. Il est base´, contrairement
64http://www.racer-systems.com/
65http://pellet.owldl.com/
66http://kaon2.semanticweb.org/
67http://owl.man.ac.uk/factplusplus/
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aux autres, sur le principe de la re´solution. Il transforme une base de connaissances OWL
en un programme datalog disjonctif en suivant les e´tapes repre´sente´es sur la figure 1.20.
Fig. 1.20: Transformation de de connaissances repre´sente´es en OWL en un pro-
gramme datalog disjonctif, effectue´ par KAON2 (http://km.aifb.uni-karlsruhe.de/
ws/prowl2006/prowl06_4on1.pdf).
D’autres raisonneurs sont en cours de de´veloppement, tenant compte d’autres types
de repre´sentation de connaissances, telles que les repre´sentations floues ou probabilistes
[197, 194, 196, 37, 195].
1.6 Le Web Se´mantique dans le domaine biome´dical
L’une des communaute´s a` qui peut profiter largement le Web Se´mantique est la com-
munaute´ biome´dicale. En effet, de nos jours il existe dans le Web une grande quantite´ de
sources d’information biome´dicales [114]. Rendre ces ressources disponibles de manie`re
plus structure´e est l’un des objectifs du grand effort consacre´ au de´veloppement des ontolo-
gies a` grande e´chelle. Par exemple, une collection de me´tadonne´es de´finies pour une base
d’images IRM, de´crivant leurs caracte´ristiques (contexte d’obtention, contenu, etc), pour-
rait aider une recherche automatique des images pertinentes dans un contexte spe´cifique.
Si cette base est distribue´e sur plusieurs sites (plusieurs centres de recherche par exemple),
alors chaque site fournit ses propres me´tadonne´es associe´es aux images en respectant le
vocabulaire exprime´ dans leur ontologie commune, et une recherche multi-sites d’images
devient possible et automatique [203]. Un autre exemple de l’inte´reˆt des technologies du
Web Se´mantique dans le domaine biome´dical est la recherche d’articles scientifiques [69],
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tel que c’est le cas de PubMed68, un service Web de la librairie nationale ame´ricaine de la
me´decine (U.S. National Library of Medicine) qui inclut plus de 18 millions de citations de
MEDLINE69 ; une base de donne´es bibliographiques qui couvre tous les domaines me´di-
caux de l’anne´e 1966 a` nos jours, et d’autres journaux du domaine des sciences de la vie.
PubMed inclut aussi des liens vers des textes complets d’articles et d’autres ressources.
Dans [177] les auteurs ont e´nume´re´ un certain nombre d’e´le´ments qui montrent en
quoi le Web Se´mantique peut aider la recherche biome´dicale :
– L’utilisation des URIs permet de mieux ge´rer et de mieux exploiter les identifiants
des entite´s biome´dicales, qui prolife`rent de manie`re rapide sur internet ;
– RDF(S) et OWL offrent des potentialite´s qui simplifient la gestion et la compre´hen-
sion des relations (proprie´te´s) complexes et e´voluant rapidement, dont on a besoin
pour de´crire les informations dans le domaine de la sante´ et des sciences du vi-
vant. Ces potentialite´s supposent des de´finition explicites et formelles des relations
et de leurs caracte´ristiques, et la spe´cification explicite des types des entite´s qu’elles
relient ;
– Les structures des ontologies RDF(S) et OWL aident les utilisateurs a` mieux com-
prendre le domaine e´tudie´ ;
– RDF(S) et OWL sont des langages flexibles, qu’on peut e´tendre, et qui sont de´-
centralise´s, ils supportent des relations hie´rarchiques facilitant la cre´ation de sous
classes et sous proprie´te´s qui sont essentielles pour la gestion et l’inte´gration de
donne´es complexes en sante´ ;
– La de´finition de nouveaux sche´mas peut re´utiliser d’autres classes et proprie´te´s qui
se re´fe`rent a` des donne´es quelque part sur le Web, sans avoir a` les copier ni a` avoir les
donne´es en local. Lorsque diffe´rents sche´mas ont des classes ou proprie´te´s de´crivant
les meˆmes types de donne´es et relations, on peut rajouter des de´clarations formelles
pour exprimer qu’elles de´signent la meˆme chose ;
– La possibilite´ d’e´tendre facilement le travail des autres rend utile le de´veloppement
des ontologies qui peuvent eˆtre partage´es entre plusieurs domaines ;
– Les raisonneurs de´veloppe´s dans le cadre du Web Se´mantique offrent des possibilite´s
qui n’existaient pas auparavant, par conse´quent les infe´rences, les classifications et
la ve´rification de cohe´rence des connaissances biome´dicales deviennent possibles.
Chacune de ces fonctionnalite´s a un inte´reˆt pour le domaine de la sante´ et des sciences
du vivant. Par exemple, la ve´rification de cohe´rence offerte par les raisonneurs OWL peut
aider a` s’assurer que les sche´mas, les ontologies et les donne´es ne contiennent pas de
contradictions ou des de´clarations mal forme´es. Ces erreurs sont tre`s fre´quentes, vu leur
grand nombre, et l’eˆtre humain ne peut mate´riellement les de´tecter. Quand de telles erreurs
sont pre´sentes dans les donne´es de´die´es a` la recherche, elles peuvent amener a` des erreurs
68http://www.ncbi.nlm.nih.gov/pubmed/
69http://www.caducee.net/asp/medline.asp
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d’e´valuation et un manque de pre´cision par exemple, et lorsqu’elles sont pre´sentes dans
des donne´es me´dicales elles me`nent a` des diagnostics et des traitements inapproprie´s.
A l’avenir, l’utilisation des technologies du Web Se´mantique va certainement ame´liorer
la productivite´ de la recherche, elle ame´liorera aussi la qualite´ des soins et permettra aux
scientifiques de formuler de nouvelles hypothe`ses pour la recherche base´es sur les expe´ri-
mentations cliniques. Ces motivations ont conduit le W3C a` cre´er le groupe HCLSIG (Se-
mantic Web Health Care and Life Sciences Interest Group), qui est charge´ d’explorer et de
supporter l’utilisation des technologies du Web Se´mantique pour ame´liorer la collaboration,
la recherche et de´veloppement, et l’innovation dans le domaine de la sante´ et les sciences
du vivant. En effet, la communaute´ “HCLS” se trouve en face de proble`mes majeurs d’inte´-
gration de donne´es me´dicales des patients, d’approbation des nouveaux me´dicaments, etc.
Cette communaute´ a besoin d’un lieu neutre pour discuter des proble`mes techniques, et
d’un contact plus direct avec la communaute´ du Web Se´mantique. Le HCLSIG joue alors
ce roˆle, et pour plus d’efficacite´ il a e´te´ divise´ en plusieurs sous groupes de travail pour se
concentrer sur les diffe´rents proble`mes. Le HCLSIG publie des notes et des articles sur les
diffe´rents sujets, de´veloppe des strate´gies de communication vers l’industrie en organisant
des confe´rences et des rencontres industrielles, et il offre aussi un forum de discussion pour
les experts.
Le travail de cette the`se s’inscrit clairement dans le cadre du Web Se´mantique biome´di-
cal. D’une part, l’anatomie du cerveau joue un roˆle important en neurosciences. Mode´liser
les connaissances neuroanatomiques sous forme d’une ontologie repre´sente´e avec un langage
formel, qui permet, en plus, de les diffuser a` grande e´chelle est donc un enjeu important.
D’autre part, l’utilisation de ces connaissances ainsi que des langages du Web Se´mantique
pour l’annotation des images du cerveau, distribue´es sur plusieurs sites, faciliterait leur
gestion et leur inte´gration.
Le chapitre 2 pre´sente l’anatomie du cerveau, les difficulte´s inhe´rentes a` sa mode´lisation,
un e´tat de l’art des principales re´alisations sur sa mode´lisation, ainsi que les limites de
chacune de ces re´alisations, notamment par rapport aux nouveaux besoins de la recherche
en terme de partage de connaissances et de donne´es expe´rimentales.
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Chapitre 2
Mode´lisation de l’anatomie
sulco-gyrale
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Nous nous inte´ressons dans cette the`se a` l’anatomie du cerveau, sa mode´lisation et
sa repre´sentation. En effet, l’anatomie joue un roˆle important dans diffe´rents contextes.
Par exemple, pour un neurochirurgien, l’anatomie sert comme repe`re lors des interven-
tions chirurgicales, afin d’e´viter de le´ser des zones fonctionnelles proches d’une tumeur.
L’anatomie du cerveau a e´te´ e´tudie´e pendant plusieurs dizaines d’anne´es, essentiellement
sur des cadavres [152] apre`s extraction du cerveau. Une documentation assez riche est
donc disponible sur l’anatomie du cerveau [152, 201]. Cependant, l’assistance informatique
dont be´ne´ficient les cliniciens aujourd’hui (en chirurgie par exemple) ne´cessite une prise en
compte de la connaissance anatomique au niveau des syste`mes et des applications infor-
matiques. Par conse´quent, une repre´sentation informatique et formelle de la connaissance
anatomique du cerveau devient indispensable, avec les de´fis que cela pre´sente, notamment
celui relatif a` la gestion de la variabilite´ inter-individuelle qui caracte´rise l’anatomie du
cerveau.
L’anatomie du cortex ce´re´bral de l’eˆtre humain de´crit l’organisation du cerveau au
niveau des gyri et sillons [54]. La mode´lisation et la repre´sentation de cette anatomie
peut aider sa compre´hension et surtout peut servir comme support pour les applications
en neuroimagerie. Dans la section 2.1 nous faisons un rappel sur l’anatomie du cerveau, et
l’anatomie sulco-gyrale en particulier ; dans la section 2.2 nous pre´sentons les re´alisations,
aussi bien base´es image que base´es concept, les plus importantes sur la mode´lisation de
l’anatomie sulco-gyrale. Enfin, dans la section 2.2.3 nous discutons les diffe´rentes re´alisa-
tions et nous mettons en e´vidence les limites de chacune vis-a`-vis des nouveaux besoins de
la recherche translationnelle.
2.1 Rappels sur l’anatomie
Le cerveau est situe´ dans la cavite´ craˆnienne, c’est l’une des trois parties composant
l’ence´phale, la plus volumineuse, la plus complexe, et c’est le sie`ge des faculte´s intel-
lectuelles1. Il est relie´ entre autres au tronc ce´re´bral, a` la moelle e´pinie`re et au cervelet
[53]. Sa masse moyenne, bien que tre`s variable, est d’environ 1300 g. Il est constitue´ de
deux substances : la matie`re grise et la matie`re blanche. C’est la re´partition he´te´roge`ne
des neurones qui explique la diffe´rence de coloration dans le cerveau. En effet, c’est dans
la substance grise que se concentrent les corps cellulaires des cellules nerveuses, qui, avec
la glie constituent le cortex ce´re´bral. C’est dans le cerveau que s’inte`grent les grandes
fonctions motrices, associatives et sensitives chez l’eˆtre humain.
Le cerveau baigne dans ce qu’on appelle le liquide ce´phalo-rachidien ou encore liquide
ce´re´bro-spinal.
Le cortex ce´re´bral constitue la surface externe des deux he´misphe`res du cerveau, droit
1http://www.vulgaris-medical.com/encyclopedie/cerveau-980.html
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et gauche, globalement syme´triques et re´unis par le corps calleux, compose´ de fibres. Cette
surface est extreˆmement plisse´e. Diffe´rentes interpre´tations ont e´te´ donne´es a` ces plis.
Certains auteurs disent [211] qu’ils sont dus aux tensions internes cause´es par les fibres
nerveuses lors du de´veloppement, d’autres disent que c’est un moyen d’enfermer une grande
surface dans un volume re´duit. Les figures 2.1, 2.2 et 2.3 repre´sentent, respectivement, une
vue late´rale, supe´rieure et sagittale du cerveau, ou` l’on peut constater ces plissures.
Fig. 2.1: Vue late´rale d’un cerveau.
2.1.1 De´finitions des concepts relie´s au cortex ce´re´bral
Structures corticales
Les structures les plus importantes du cortex ce´re´bral sont : les sillons [152], les lobes
et les gyri.
Sillons Ce sont les parties enfouies (figure 2.2) dues aux plissures du cortex. Les sil-
lons sont relativement profonds. Ces plis sont donc appele´s sillons ou sulci en anglais.
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Fig. 2.2: Vue supe´rieure d’un cerveau. On distingue les deux he´misphe`res globalement
syme´triques.
Certains sillons sont des repe`res relativement constants d’un individu a` l’autre, et presque
syme´triques entre les deux he´misphe`res ce´re´braux. Cette pseudo-ressemblance inter-individuelle
des sillons fonde l’anatomie sulco-gyrale [152, 93, 141, 217].
Lobes Il y a cinq lobes qui constituent le cerveau humain : le lobe frontal, le lobe lim-
bique, le lobe occipital, le lobe parie´tal et le lobe temporal. Les frontie`res de ces lobes sont
soit des sillons profonds ou des se´parations fictives ou conventionelles. La figure 2.4 montre
les diffe´rents lobes.
On distingue clairement quatre lobes externes et un lobe interne, le lobe limbique en
l’occurrence. D’autres conside`rent qu’il y a deux lobes internes : le lobe limbique et l’insula,
situe´e au fond du sillon late´ral2, donc cache´e entre le lobe temporal et les deux lobes situe´s
au dessus, les lobes frontal et parie´tal. C’est le fait qu’il soit proche du lobe limbique qui
ame`ne certains auteurs a` conside´rer l’insula comme partie inte´grante du lobe limbique.
2http://fr.wikipedia.org/wiki/Lobe_(cerveau)
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Fig. 2.3: Coupe sagittale du cerveau passant par le plan inter-he´misphe´rique.
Gyri Ce sont les circonvolutions convexes entre les sillons qu’on appelle gyri (figure 2.2).
Un gyrus partiellement interrompu par de petits sillons donne des pars de gyrus. Puisque
les gyri sont de´finis par les sillons qui les bordent, et que ces derniers sont variables d’un
individu a` l’autre, alors les gyri sont e´galement variables d’un individu a` l’autre.
Pli de passage L’interruption d’un sillon correspond a` l’e´mergence a` la surface d’un
pont de substance blanche de´nomme´ usuellement pli de passage par les anatomistes.
Opercule Le terme opercule (du latin operculum signifiant couvercle), de´signe une struc-
ture anatomique qui en recouvre une autre.
Composition
La matie`re ce´re´brale est compose´e principalement de neurones et de cellules gliales.
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Fig. 2.4: De´composition du cortex ce´re´bral en cinq lobes : lobe frontal (bleu), lobe temporal
(violet), lobe parietal (vert), lobe occipital (jaune) et lobe limbique (rouge) [53].
Neurones Un neurone est une cellule du syste`me nerveux spe´cialise´e dans la communi-
cation et le traitement d’informations3. Chaque neurone est compose´ d’un corps cellulaire
comportant un noyau, ainsi que deux types de ramifications : les dendrites (entre´es) et
un axone (sortie des informations). Axones et dendrites de neurones diffe´rents entrent en
contact via des structures spe´cialise´es : les synapses.
La figure 2.5 montre un sche´ma typique d’un neurone.
Cellules gliales Les cellules gliales sont beaucoup plus nombreuses que les neurones,
elles peuvent se reproduire par mitose. Elles jouent un roˆle primordial en assurant l’isole-
ment des tissus nerveux, les fonctions me´taboliques, le soutien squelettique et la protection
3http://www.futura-sciences.com/fr/definition/t/vie/d/neurone_209/
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Fig. 2.5: Repre´sentation sche´matique d’un neurone (http://fr.wikipedia.org/wiki/
Neurone).
vis-a`-vis des corps e´trangers en cas de le´sions. Les cellules gliales jouent e´galement un roˆle
actif dans la transmission de l’influx nerveux.
Matie`re grise et matie`re blanche Si on effectue une coupe axiale d’un cerveau on
peut observer deux couches distinctes (figure 2.6). La couche superficielle est d’une couleur
un peu fonce´e, c’est la matie`re grise, et l’autre couche, qui est profonde, est d’une couleur
plus claire, c’est la substance blanche ou la matie`re blanche.
On observe e´galement la pre´sence de matie`re grise sur des structures profondes telles
que le thalamus et le noyau caude´. Cette distinction de substance est due a` la re´partition
he´te´roge`ne des neurones dans le cerveau. En fait, les corps cellulaires des neurones sont
situe´s majoritairement dans la couche superficielle de substance grise, ils constituent le
cortex ce´re´bral. Par contre, la substance blanche est constitue´e essentiellement des fibres
nerveuses. La matie`re grise constitue le coeur du traitement de l’information nerveuse,
tandis que la substance blanche est constitue´e des fibres nerveuses (axones principalement)
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Fig. 2.6: Une coupe axiale du cerveau montrant les deux couches correspondant a` la
matie`re grise et la matie`re blanche.
assurant la transmission des messages nerveux entre les neurones4.
Faisceau de fibres C’est un rassemblement de fibres nerveuses, associe´es en faisceau et
empruntant le meˆme trajet. Par exemple, le corps calleux est une commissure, un faisceau
de fibres nerveuses reliant les deux he´misphe`res du cerveau, et assurant le transfert d’in-
formations entre ceux-ci. En effet, il y a une grande densite´ des connexions qui composent
la substance blanche.
La figure 2.7 montre des faisceaux de fibres construits a` partir de donne´es obtenues en
IRM de diffusion.
4http://fr.wikipedia.org/wiki/Substance_grise
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Fig. 2.7: Faisceaux de fibres obtenus a` partir de donne´es d’IRM de diffusion (http://
www.biomed.ee.ethz.ch/research/bioimaging/brain/diffusion_fiber_tracking).
Tumeurs du cerveau
Ce sont des prolife´rations de cellules nerveuses, gliales, endothe´liales, dans le cerveau et
dans la moelle e´pinie`re5. Il s’agit, soit de tumeurs primaires qui naissent dans le cerveau,
ou de me´tastases d’autres tumeurs. Il existe plusieurs varie´te´s de tumeurs, mais les gliomes
en repre´sentent presque la moitie´. Ces derniers peuvent eˆtre de faible ou forte malignite´,
quantifie´es avec diffe´rents grades. Les symptomes d’une tumeur varient selon la localisa-
tion de cette dernie`re. Une tumeur en ge´ne´ral se de´veloppe aux de´pens des diffe´rentes
structures comprises dans la boˆıte craˆnienne (me´ninges, vaisseaux, parenchyme ce´re´bral,
plexus choro¨ıdes, parois des ventricules et nerfs craˆniens).
Une tumeur, lorsqu’elle est de taille importante, peut de´caler et de´former conside´rable-
ment l’anatomie du cerveau. C’est le cas par exemple de la tumeur pre´sente´e sur la figure
2.8.
5http://gfme.free.fr/maladie/tumeur.html
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Fig. 2.8: Impact d’une tumeur sur l’anatomie du cerveau.
2.1.2 Imagerie et anatomie
L’imagerie me´dicale a be´ne´ficie´ de progre`s technologiques spectaculaires : tomoden-
sitome´trie (CT-scan), angiographie nume´rise´e, IRM etc. Nous nous inte´ressons plus par-
ticulie`rement a` l’imagerie par re´sonance magne´tique (IRM), qui est suˆrement l’une des
grandes innovations dans le domaine de l’imagerie me´dicale au cours des dernie`res de´cen-
nies. Apparue au de´but des anne´es 80, elle permet l’acquisition de vues 2D ou 3D du corps,
notamment du cerveau. C’est une technique base´e sur le principe de la re´sonance magne´-
tique nucle´aire, et qui a l’avantage de ne pas eˆtre invasive (elle n’utilise pas de radiations
ionisantes), contrairement a` d’autres techniques d’imagerie comme la TEP (Tomographie
a` e´mission de positons) ou encore le CT-scan. Ceci fait de l’IRM un outil privile´gie´ pour
la recherche biome´dicale, et plus particulie`rement pour les neurosciences. Dans les anne´es
90, la technique de l’IRM fonctionnelle a e´te´ mise au point, elle permet la mesure des
activite´s fonctionnelles des diffe´rentes zones du cerveau. D’autres types d’IRM existent
tels que l’IRM de diffusion qui permet d’imager les phe´nome`nes de diffusion des mole´cules
d’eau, dont on arrive a` de´duire l’orientation des principaux faisceaux de fibres.
La figure 2.96 montre une machine IRM 3 Tesla de Philips. La machine IRM peut avoir
diffe´rentes ge´ome´tries selon le constructeur. Dans les machines IRM ferme´es on dispose
d’un tunnel, dont le diame`tre est d’environ 60 cm, ou` est introduit le patient. L’e´le´ment le
plus important est bien e´videmment l’aimant. Il produit un champ magne´tique principal,
constant et de forte intensite´. En imagerie me´dicale les valeurs des champs magne´tiques
utilise´s varient entre 0.1 et 3 Tesla, avec ne´anmoins des intensite´s qui peuvent aller jusqu’a`
17 Tesla pour des e´tudes sur des animaux. Dans des e´tudes cliniques chez l’homme, on
peut aller jusqu’a` une intensite´ de 11.7 Tesla.
Au cours d’un examen IRM on mesure l’aimantation re´sultante en chaque point des
tissus analyse´s. Comme cette aimantation est proportionnelle a` la quantite´ de noyaux
d’hydroge`ne pre´sents, et que les tissus se distinguent par leur contenu en eau, la carte des
6http://fr.wikipedia.org/wiki/Imagerie_par_r3%A9sonance_magn%C3%A9tique
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Fig. 2.9: Une IRM 3-Tesla (http://fr.wikipedia.org/wiki/Fichier:Modern_3T_MRI.
JPG).
aimantations re´sultantes reproduit l’anatomie des tissus7. Ce qui est mesure´ plus pre´cise´-
ment est la relaxation de cette aimantation apre`s le phe´nome`ne de re´sonance magne´tique.
Les caracte´ristiques temporelles de cette relaxation de´pendent fortement de l’e´tat des tis-
sus. Selon le re´glage de la meˆme machine IRM on peut obtenir diffe´rents types d’images
correspondant a` diffe´rents types de signal local (par exemple : images ponde´re´es en T1 ;
souvent utilise´es pour l’anatomie (figure 2.8), images ponde´re´es en T2* ; images fonction-
nelles, ou` T1, T2, T2* sont les parame`tres de relaxation). En revanche l’IRM ne permet
pas l’e´tude des tissus durs ni donc la recherche de fractures ou` seul l’oede`me pe´ri-le´sionnel
pourra eˆtre observe´.
L’IRM est d’une extreˆme importance aussi bien pour les cliniciens que pour les chercheurs.
Elle permet par exemple a` un neurochirurgien de localiser pre´cise´ment la pathologie et son
environnement, de suivre son e´volution au cours du temps et le cas e´che´ant pre´parer une
intervention chirurgicale sur le cerveau. Pour les chercheurs, e´galement, l’IRM est d’une
grande importance. En effet, cette modalite´ d’imagerie permet de mesurer les valeurs pour
certains parame`tres biologiques dans un volume donne´ dans le cerveau. Les biomarqueurs
sont de´finis comme des parame`tres biologiques mesurables et quantifiables, servant en tant
qu’indices d’e´valuation en physiologie et en sante´, tels que le risque de de´velopper une affec-
tion, un de´sordre psychiatrique, des facteurs d’environnement et leurs effets, le diagnostic
d’une maladie, un processus me´tabolique, l’abus d’une substance, etc. [153].
7http://www.inrp.fr/Acces/biotic/neuro/techniques/imagerie/html/IRM.htm
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Traitements classiques effectue´s sur les images me´dicales
Si les nouvelles machines d’acquisition d’images nous permettent d’avoir des volumes
2D et 3D contenant des informations importantes, ces dernie`res ne peuvent pas eˆtre re´elle-
ment exploite´es sans des traitements informatiques automatise´s qui permettent de mieux
visualiser les volumes, de segmenter et quantifier les diffe´rents sous ensembles des vol-
umes etc. De tre`s nombreux traitements peuvent eˆtre effectue´s sur des images me´dicales,
toutefois les plus fre´quents sont la segmentation et le recalage.
Segmentation En imagerie, la segmentation est la division d’une image en zones ho-
moge`nes afin de se´parer les diffe´rents composants visibles et de les identifier. Les tech-
niques de segmentation sont l’application des me´thodes de classification de´veloppe´es en
mathe´matiques et en statistiques, telles que le seuillage [157, 134]8, le clustering (k-
means [126, 94, 41], fuzzy C-means [67, 108]), les contours actifs (snakes [110] & GVF [215]),
le “region growing” [156], etc.
Recalage En traitement d’images, le recalage9 est une technique qui consiste en la mise
en correspondance d’images, ceci afin de pouvoir comparer ou combiner leurs informations
respectives. Cette mise en correspondance se fait par la recherche d’une transformation
ge´ome´trique permettant de passer d’une image a` une autre. Cette technique comprend
de nombreuses applications allant de l’imagerie me´dicale, afin par exemple de fusionner
plusieurs modalite´s d’imagerie, au traitement de vide´os comme le suivi de mouvement et
la compression, ou encore la cre´ation de mosa¨ıques d’images (panoramas). Une transfor-
mation ge´ome´trique peut eˆtre line´aire ou non line´aire. La transformation line´aire s’e´crit
sous forme d’un polynome de degre´ 1. Les transformations rigides telles que la rotation
et la translation, les transformations affines10, etc. sont des transformations line´aires. Les
transformations non line´aires s’e´crivent sous forme d’un polynome d’ordre supe´rieur a` 1,
ce sont des transformations non rigides. En imagerie, ces transformations sont souvent
repre´sente´es sous forme de champs de de´formation.
2.1.3 Anatomie sulco-gyrale
Nous nous inte´ressons dans notre e´tude a` l’anatomie sulco-gyrale, c’est-a`-dire l’anatomie
concernant les sillons et les gyri du cortex ce´re´bral. Plus pre´cise´ment, nous nous inte´ressons
a` sa mode´lisation et surtout a` sa repre´sentation en s’appuyant sur les langages du Web
Se´mantique, dont on a dit l’importance.
8http://en.wikipedia.org/wiki/Special:BookSources/0130307963
9http://fr.wikipedia.org/wiki/Recalage
10http://fr.wikipedia.org/wiki/Application_affine
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Fig. 2.10: Principales structures sulco-gyrales (http://homepages.widged.com/mlange/
teaching/CNL/helpers/lateral.gif).
La figure 2.1011 montre quelques structures anatomiques correspondant aux principaux
gyri et sillons. Les gyri et les sillons sont, contrairement a` ce qu’on peut croire, des struc-
tures 3D. Sur la figure 2.11 on peut observer comment d’une manie`re ge´ne´rale un gyrus
s’e´tend en profondeur, formant ainsi des sillons qui s’e´tendent e´galement en profondeur.
Mode´liser la connaissance sur l’anatomie sulco-gyrale consiste a` recenser les diffe´rentes
structures anatomiques sulco-gyrales, de´finir leur hie´rarchie et les caracte´riser en leur don-
nant des de´finitions. Ces de´finitions peuvent se baser, par exemple, sur les relations entre
les diffe´rentes structures anatomiques.
Apre`s avoir recense´ et fixe´ les concepts repre´sentant l’anatomie du cortex, il faut de´finir
une hie´rarchie de ces derniers. Il s’agit de de´finir pour chaque concept un type. Dans le
langage des ontologies cela peut eˆtre mate´rialise´ par la relation est-un (is-a), par exemple
11http://homepages.widged.com/mlange/teaching/CNL/helpers/lateral.gif
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Fig. 2.11: Repre´sentation spatiale 3D des structures anatomiques sulco-gyrales [53].
le gyrus pre´central est un gyrus, un gyrus est une structure anatomique, etc. Au final
on se retrouve avec une arborescence de concepts anatomiques, ou` les concepts de meˆme
type sont regroupe´s ensemble, par exemple tous les sillons sont des sous concepts (ou sous
classes) du concept (ou classe) Sulcus et tous les gyri sont des sous concepts de la classe
Gyrus. L’e´tape suivante consiste a` de´finir explicitement et clairement la se´mantique des
concepts. Par exemple, les concepts de´signant les structures anatomiques peuvent eˆtre
de´finis par les relations spatiales qui caracte´risent les structures anatomiques avec leurs
voisinages, ou encore selon leurs proprie´te´s intrinse`ques, telle que leurs volumes. Le but
e´tant que chaque structure anatomique identifie´e ait une caracte´risation unique qui de´finit
le concept qui lui est associe´. La dernie`re e´tape consiste a` transformer la mode´lisation en
une repre´sentation compre´hensible ou interpre´table par les machines.
Chacune de ces e´tapes - recensement des concepts du domaine de l’anatomie ce´re´brale,
de´finition de leur hie´rarchie, leur caracte´risation et leur repre´sentation - pre´sente plusieurs
de´fis. Dans la section 2.1.4 nous allons voir justement les difficulte´s lie´es a` la mode´lisation
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de l’anatomie sulco-gyrale et sa repre´sentation.
2.1.4 Difficulte´s inhe´rentes a` la mode´lisation de l’anatomie sulco-gyrale
La mode´lisation de l’anatomie sulco-gyrale est une taˆche particulie`rement difficile. En
fait, comprendre l’anatomie individuelle du cerveau et sa variabilite´ au sein d’une popula-
tion est un proble`me difficile a` cause de l’absence de mode`les physiques pertinents, de la
complexite´ des formes en particulier au niveau cortical, et du grand nombre de degre´s de
liberte´ implique´s [3].
La variabilite´ anatomique est la cause principale de la difficulte´ de mode´lisation de
l’anatomie sulco-gyrale [152, 205, 222, 141]. Cette variabilite´ rend difficile la construction
d’un mode`le ge´ne´rique de l’anatomie. Elle est non seulement inter-individuelle mais aussi
intra-individuelle. En effet, il y a une assyme´trie entre l’he´misphe`re gauche et droit de
chaque individu. La diffe´rence concerne aussi bien la forme des structures anatomiques
que leur disposition : par exemple la continuite´ des gyri ou la connexion des sillons. Dans
[152] par exemple, on a observe´ que dans la plupart des 25 sujets e´tudie´s le sillon central est
en une seule entite´ dans l’he´misphe`re gauche, alors qu’il l’est en plusieurs dans l’he´misphe`re
droit.
Les connaissances anatomiques sont le re´sultat de la synthe`se et de la ge´ne´ralisation
de nombreuses observations, ce qui peut expliquer pourquoi les de´finitions des structures
anatomiques sont parfois partielles, contradictoires, ou ambigue¨s [53].
Les diffe´rentes e´tudes de l’anatomie [152, 205, 222, 141] concernent le plus souvent
une partie des structures anatomiques, et ces dernie`res ne sont pas de´finies de manie`re
homoge`ne. Par exemple, les sillons sont de´finis diffe´remment dans l’atlas de Ono [152] et
NeuroNames [31]. La hie´rarchie NeuroNames traite les sillons comme des parties du cortex.
Par exemple, superior frontal sulcus et superior frontal gyrus sont deux fils de
frontal lobe. En revanche, l’atlas de Ono traite les sillons comme des creux remplis de
liquide ce´re´bro-spinal entre deux gyri. Enfin, l’absence de consensus autour d’un mode`le
de l’anatomie influe ne´gativement sur l’automatisation de l’identification des structures
anatomiques.
2.2 Mode´lisation et repre´sentation de l’anatomie sulco-gyrale
Nous re´sumons dans cette section les contributions les plus importantes concernant la
mode´lisation et la repre´sentation des connaissances de l’anatomie sulco-gyrale. En effet, il
est difficile de dissocier la mode´lisation de la connaissance et sa repre´sentation. Cependant
une bonne mode´lisation est celle qui est inde´pendante de sa repre´sentation. Globalement
on distingue deux approches de repre´sentation de l’anatomie sulco-gyrale : une approche
base´e image et une approche base´e concept. L’approche base´e image consiste a` repre´senter
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une structure anatomique par une image, tandis que l’approche base´e concept de´crit une
structure anatomique de manie`re abstraite [34]. Ge´ne´ralement, l’atlas est le support priv-
ile´gie´ pour les descriptions anatomiques. Des atlas sous forme papier on est passe´ a` des
repre´sentations informatise´es des structures anatomiques, permettant la manipulation des
sce`nes 3D et une meilleure visualisation. Ce type d’approche inclut e´galement des repre´sen-
tations probabilistes re´sultant des e´tudes sur plusieurs sujets et donc susceptible de rendre
compte de la variabilite´ anatomique. Cependant, l’approche base´e image a l’inconve´nient
d’eˆtre difficilement utilisable par des programmes informatiques afin d’effectuer des taˆches
telles que l’indexation, en vue d’une recherche d’information par contenu efficace.
L’approche base´e concept quant a` elle a l’avantage d’eˆtre facilement utilisable par les
programmes informatiques, du fait de leur description abstraite qui peut eˆtre formalise´e.
Ne´anmoins, elle ne permet pas la repre´sentation des formes. Dans cette approche la vari-
abilite´ des relations entre les structures anatomiques peut eˆtre repre´sente´e de manie`re
symbolique via, par exemple, des valeurs indiquant une probabilite´ pouvant eˆtre estime´e
a` partir de statistiques effectue´es sur une population de sujets. L’inconve´nient de cette
approche base´e concept est la difficulte´ de la mise en correspondance de la description ab-
straite de l’anatomie avec les abstractions provenant des images d’un individu particulier.
La section 2.2.1 e´tudie l’existant sur les approches base´es image. La section 2.2.2 e´tudie
les approches base´es concept. Enfin la section 2.2.3 discute les deux approches, et pre´sente
les nouvelles perspectives qui peuvent re´pondre aux besoins actuels.
2.2.1 Approches base´es image
Dans ce type d’approche, une structure anatomique est repre´sente´e par une image a`
laquelle on associe souvent une le´gende de´crivant la structure anatomique en question et
facilitant la compre´hension de l’utilisateur. Comme on l’a de´ja` dit, les travaux de cette
approche sont passe´s par trois e´tapes principales. La premie`re e´tape consiste en des atlas
classiques de type atlas de Ono [152]. Le plus souvent, ce sont des atlas imprime´s sur
du papier, compose´s d’illustrations sous forme de sche´mas ou de photos, accompagne´s de
textes explicatifs de´crivant les diffe´rentes structures anatomiques. Les atlas nume´riques
ou informatise´s constituent un deuxie`me type d’atlas, qui consistent en un ensemble de
repre´sentations 2D ou 3D des structures anatomiques, stocke´es dans un ordinateur [170].
Les atlas informatise´s ont l’avantage, par rapport aux atlas papier, de permettre la manipu-
lation d’objets 3D illustrant mieux la nature tridimensionnelle des structures anatomiques.
Enfin, le troisie`me type consiste en des atlas probabilistes de´rive´s de statistiques re´alise´es
sur les observations de plusieurs sujets. La section 2.2.1 donne un aperc¸u des atlas clas-
siques, la section 2.2.1 donne un aperc¸u des atlas nume´riques ou informatise´s, et la section
2.2.1 donne un aperc¸u des atlas probabilistes.
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Atlas classiques
Atlas de Talairach L’atlas de Talairach [199, 200] concerne e´galement l’anatomie
du cerveau. Il porte plus sur les structures anatomiques internes, et moins sur l’aspect
surfacique externe des sillons et des gyri. L’atlas de Talairach a e´te´ re´alise´ sur un seul sujet
sain uniquement, conside´re´ comme le cerveau mode`le. Le re´fe´rentiel de Talairach est un
syste`me de coordonne´es permettant de repe´rer n’importe quel point dans le cerveau d’un
individu quelconque par rapport a` l’atlas ou au cerveau mode`le. Ce syste`me est base´ sur
un ensemble de de´formations permettant le recalage de tout cerveau sur le cerveau mode`le
de´fini dans l’atlas, inde´pendamment de sa taille et de ses spe´cificite´s anatomiques12. Les
points de repe`re anatomiques qui de´finissent ce re´fe´rentiel sont facilement identifiables sur
des images anatomiques produites par l’IRM par exemple. L’atlas de Talairach est l’un
des atlas les plus utilise´s dans les diffe´rentes e´tudes sur le cerveau. Son succe`s est venu du
monde de l’imagerie ce´re´brale, notamment de l’imagerie fonctionnelle (PET puis IRMf)
ou` les chercheurs avaient besoin de ramener leur observations sur une re´fe´rence (syste`me
de coordonne´es) anatomique commune. En effet, le re´fe´rentiel de Talairach est devenu un
standard permettant de comparer les activite´s observe´es a` travers diffe´rents individus ou
entre diffe´rentes e´tudes. Il tend ne´anmoins a` eˆtre remplace´ par le re´fe´rentiel MNI [45] qui
s’en inspire et constitue un mode`le simplifie´.
Atlas de Ono L’un des atlas les plus connus dans le monde de l’anatomie du cerveau
est sans doute l’atlas de Ono [152]. Il concerne essentiellement les sillons, et tre`s peu les
gyri. L’e´tude a e´te´ faite sur vingt-cinq cerveaux extraits de cadavres de sujets sains. Dans
l’atlas de Ono on de´crit la forme, la taille et la localisation des sillons, mais aussi leur
variation en calculant les fre´quences d’occurrence des sillons, de leur forme, ainsi que leur
relations avec leurs voisinages. Par conse´quent on trouve dans l’atlas de Ono une e´tude
de variabilite´ non seulement inter-he´misphe´rique de chaque sujet, mais aussi une e´tude de
la variabilite´ inter-individuelle calcule´e sur les vingt-cinq sujets. Dans l’atlas de Ono les
explications sont bre`ves, par contre de nombreux sche´mas et photos des diffe´rents sillons
appuient les explications.
Autres atlas D’autres atlas existent, plus ou moins utilise´s et qui concernent parfois
seulement l’anatomie des parties du cerveau. L’atlas de Duvernoy [68, 140] porte sur
l’anatomie des he´misphe`res et du dience´phale. Il comprend des coupes serie´es, frontales,
sagittales et horizontales de 2 a` 4 millime`tres d’e´paisseur inte´ressant les he´misphe`res
ce´re´braux et le dience´phale. Afin de pre´ciser le niveau des coupes, chacune est vue suiv-
ant diffe´rents angles qui montrent a` la fois la section elle-meˆme et la surface voisine des
hemisphe`res. Certaines structures telles que le lobe occipital, la substance grise profonde
12http://fr.wikipedia.org/wiki/R%C3%A9f%C3%A9rentiel_de_Talairach
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(noyaux de la base et thalamus) ainsi que l’hippocampe ont e´te´ e´tudie´es en detail. L’e´tude
a e´te´ re´alise´e a` partir de photos de cerveaux obtenus par dissection, accompagne´es de
le´gendes et de textes explicatifs significativement plus importants que pour l’atlas de Ono.
L’atlas de Schaltenbrand et Wahren [179] a e´te´ re´alise´ sur cent onze sujets et con-
tient des photographies des sections microscopiques et macroscopiques des structures
anatomiques ce´re´brales. Comme l’atlas de Talairach, celui de Schaltenbrand et Wahren
est utilise´ avec succe`s dans des syste`mes varie´s d’aide a` la de´cision, et plus particulie`re-
ment dans la stimulation ce´re´brale profonde [180, 185].
Les atlas classiques sont certes bien adapte´s pour une meilleure compre´hension de
l’anatomie sulco-gyrale, e´tant donne´e leur richesse en description, cependant ils souffrent
de plusieurs limites. D’abord dans ce type d’approche les atlas sont souvent re´alise´s sur
un nombre restreint de sujets, et par conse´quent l’e´tude de la variabilite´ inter-individuelle
et inter-he´misphe´rique est souvent tre`s partielle, voire totalement absente. Par ailleurs, de
tels atlas sont difficiles a` mettre en correspondance avec l’anatomie ce´re´brale de nouveaux
sujets explore´s a` l’aide de diffe´rentes modalite´s d’imagerie in vivo. En outre, l’impression
papier d’un atlas n’est sans doute pas tre`s ade´quate pour la repre´sentation de l’anatomie
du cortex, e´tant donne´ qu’elle impose des vues 2D des structures anatomiques qui sont
en re´alite´ des structures 3D. L’autre limite est la description en texte libre des structures
anatomiques, ce qui les rend inutilisables par des programmes informatiques. Enfin de
tels atlas papiers ne peuvent eˆtre universels [77], parce qu’en plus des limites rapporte´es
ci-dessus, leur interpre´tation est souvent difficile, les donne´es de´crites ne sont pas quan-
tifiables, l’e´volution de leur contenu n’est pas permise et les diffe´rents atlas de ce type
ne sont pas compatibles. Ces atlas peuvent ne´anmoins servir de base pour une descrip-
tion formalise´e de l’anatomie sulco-gyrale, du fait de leur richesse en information et en
explications.
Atlas informatise´s
Un atlas informatise´ est un ensemble de repre´sentations 2D ou 3D de structures
anatomiques identifie´es, le tout stocke´ dans un ordinateur [170]. Les e´tudes sur les atlas
informatise´s ont tire´ profit des avance´es de l’informatique et des moyens de visualisation
pour ame´liorer les atlas classiques. Les principaux apports de ces atlas sont la manipula-
tion 3D des structures anatomiques et la possibilite´ de faire un lien entre l’anatomie et les
diffe´rents domaines, notamment le domaine fonctionnel.
Parmi les principaux atlas informatise´s on peut citer tout d’abord Voxel-Man13 [100].
C’est un moyen de navigation 3D dans le craˆne et le cerveau. Il est pratique pour la
compre´hension de la morphologie, de l’anatomie fonctionnelle et de sa vascularisation.
L’approche inte´gre´e et le format interactif 3D sont assez bien adapte´s pour une utilisation
13http://www.voxel-man.de/gallery/
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Fig. 2.12: Exploration interactive 3D avec l’atlas Voxel-Man (http://www.voxel-man.
de/gallery/).
facile. C’est un nouveau type d’atlas anatomique et radiologique qui permet, contrairement
aux atlas classiques, une exploration interactive d’un mode`le anatomique tridimensionnel
de´taille´. Chaque structure anatomique est e´tiquete´e, de´crite et peut eˆtre affiche´e sur l’e´cran
suite a` une requeˆte. Trente six sce`nes interactives sont ainsi de´finies pour explorer le craˆne,
l’anatomie du cerveau, les zones fonctionnelles, ainsi que les vaisseaux (figure 2.12).
Dans [111] les auteurs pre´sentent un atlas tridimensionnel de´veloppe´ pour la visual-
isation spatiale des structures anatomiques complexes du cerveau humain. Cet atlas est
de´veloppe´ pour une utilisation avec des donne´es IRM, et est construit a` partir de donne´es
IRM 3D de sujets sains dont les voxels ont e´te´ e´tiquete´s semi-automatiquement. Dans cet
atlas les objets spatiaux sont lie´s a` des fichiers de description, afin d’associer a` chaque struc-
ture du cerveau une connaissance neuroanatomique. Enfin, les auteurs montrent l’inte´reˆt
d’un tel atlas dans le planning chirurgical, dans la segmentation guide´e par des mode`les
et dans l’enseignement de la neuroanatomie.
Dans [211], les auteurs pre´sentent un travail tre`s inte´ressant, ou` ils ont analyse´ la
ge´ome´trie, la topographie, ainsi que l’organisation fonctionnelle du cortex ce´re´bral humain,
en utilisant les reconstructions surfaciques et les cartes corticales des he´misphe`res gauche
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et droit d’un atlas nume´rique, Visible Human 14 en l’occurrence. Le mode de visualisation
permet d’utiliser des techniques de gonflement et de de´pliement du cerveau pour une
meilleure repre´sentation de la surface corticale, en particulier les zones corticales enfouies
dans les replis sulcaux. L’ide´e de´veloppe´e par les auteurs dans ce travail a suscite´ un grand
inte´reˆt, en de´pit du fait que l’imple´mentation re´alise´e a` l’e´poque ne be´ne´ficiait pas des
outils de visualisation sophistique´s dont on dispose aujourd’hui.
Un autre travail inte´ressant est propose´ dans [147]. Il s’agit d’un syste`me de neu-
roimagerie base´-atlas pour l’analyse, la quantification, et la manipulation en temps re´el
des structures anatomiques ce´re´brales tridimensionnelles. Pour ce faire, les auteurs ont
nume´rise´, segmente´, labellise´ et recale´ manuellement les atlas du cerveau classiques suiv-
ants : l’atlas de Talairach [199], l’atlas de Schaltenbrand [179] et l’atlas de Ono [152].
Cela a permis d’avoir un atlas qui combine les spe´cificite´s des trois atlas, auxquels ils
ont de´veloppe´ et rajoute´ une extension tridimensionnelle. Cela permet aussi de mettre en
correspondance les trois atlas de manie`re automatique.
Plusieurs autres atlas nume´riques ont e´te´ de´veloppe´s dans le but de les utiliser comme
re´fe´rentiels pour la localisation des activite´s fonctionnelles dans le cerveau. C’est le cas par
exemple des syste`mes de´crits dans [25, 76, 208].
Avec l’ave`nement d’Internet quelques sites de´die´s a` l’anatomie ont vu le jour. Parmi
ces sites on trouve Neur@nat15 de´die´ principalement a` l’enseignement de l’anatomie via
un atlas, constitue´ d’images, de dessins anatomiques et de descriptions des structures
neuroanatomiques. La repre´sentation sous forme de site Web a l’avantage de faciliter sa
diffusion et son utilisation a` grande e´chelle. D’autres sites, tel que Human Brain16, sont
e´galement consacre´s a` l’enseignement de la neuroanatomie sur Internet.
Meˆme si les atlas informatise´s apportent des ame´liorations conside´rables par rapport
aux atlas classiques, ils restent limite´s dans le sens ou` : 1) ils ne tiennent pas compte
vraiment de la variabilite´ anatomique inter-individuelle, vu qu’ils se basent le plus souvent
sur un nombre tre`s limite´ de sujets ; 2) les relations spatiales entre les structures neu-
roanatomiques, telles que les relations de voisinage, ne sont pas repre´sente´es de manie`re
explicite ; 3) et enfin, ils restent inutilisables ou difficilement utilisables par des programmes
informatiques.
Atlas probabilistes
Bien que les atlas informatise´s aient apporte´ des ame´liorations aux atlas classiques, ils
restent, comme on vient de le dire, ne´anmoins insuffisants. En effet, la variabilite´ inter-
individuelle ne permet pas a` un atlas construit a` partir de l’anatomie d’un cerveau humain
14http://www.nlm.nih.gov/research/visible/visible_human.html
15http://www.chups.jussieu.fr/ext/neuranat/
16http://www.thehumanbrain.info/brain/bn_sections.php
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unique de re´pondre aux besoins de la cartographie : comparaison dans les e´tudes de groupe
et localisation pre´cise de donne´es fonctionnelles [15]. Les atlas informatise´s reposent le
plus souvent sur l’e´tude approfondie d’un ou quelques spe´cimens, suppose´s eˆtre prototyp-
iques [53]. Leur utilite´ de´pend de la possibilite´ de les mettre en correspondance avec les
donne´es d’imagerie d’un sujet ou d’un patient. Cette mise en correspondance peut eˆtre
rendue difficile par la variabilite´ anatomique [129]. Afin de mieux repre´senter la vari-
abilite´ anatomique inter-individuelle, les chercheurs ont de´veloppe´ les atlas probabilistes.
Ces derniers s’appuient sur des analyses statistiques rigoureuses de la configuration de
l’anatomie sulco-gyrale re´alise´es sur plusieurs sujets recale´s dans un re´fe´rentiel commun
[71]. En effet, les atlas base´s sur un des groupes contenant un grand nombre de sujets recale´s
dans un re´fe´rentiel commun sont une illustration d’une solution plus ge´ne´rale, plus satis-
faisante, qui consiste a` exploiter la diversite´ et la comple´mentarite´ des images anatomiques
et fonctionnelles pour cre´er un atlas probabiliste [98, 204]. Les atlas probabilistes devraient
permettre de faciliter leur mise en correspondance avec les donne´es d’imagerie d’un sujet
ou d’un patient, ainsi que le recalage entre les diffe´rentes modalite´s [205]. Ils constituent
un nouvel et puissant outil pour les applications cliniques et de recherche, permettant la
de´tection des pathologies dans des individus ou dans des groupes d’individus.
Plusieurs atlas probabilistes ont vu le jour de`s l’apparition de l’IRM. Certains d’en-
tr’eux portent sur la totalite´ du cortex tandis que d’autres se focalisent sur une partie de
l’anatomie uniquement. Par exemple, dans [170] l’auteur propose un atlas du cerveau base´
sur le moyennage d’IRM de sujets sains et destine´ a` e´voluer au fur et a` mesure de l’ajout
de nouvelles donne´es d’imagerie du cerveau, alors que dans [205] les auteurs proposent un
mode`le qui e´tudie la variabilite´ de six sillons uniquement. Cependant, la majorite´ des atlas
probabilistes se focalisent sur la variabilite´ des structures anatomiques 3D, notamment des
gyri et des sillons. Dans [102] les auteurs ont de´veloppe´ un mode`le (template) a` partir de
27 IRM T1 du meˆme patient apre`s des corrections et des pre´-traitements effectue´s se´pare´-
ment sur chacune des IRM. Un autre atlas a e´te´ construit a` partir de 12 IRM T2 et DP
(Densite´ de Protons). Dans [47] les meˆmes auteurs ont repris le mode`le de´veloppe´ dans
[102], auquel ils ont rajoute´ la segmentation de toutes les parties du cerveau, fournissant
ainsi un mode`le associe´ a` chacune des structures segmente´es. Enfin dans [10] les auteurs
ame´liorent la segmentation des structures faite dans [47], en utilisant de nouvelles tech-
niques plus performantes et plus optimise´es. Ces trois derniers atlas ont e´te´ de´veloppe´s
a` l’Institut Neurologique de Montre´al (MNI)17. En effet, le continent nord ame´ricain et
plus particulie`rement le MNI du McGill (Montre´al) de´veloppe de nombreuses approches
s’inte´ressant a` l’anatomie macroscopique du cerveau [130]. Le MNI est a` l’origine des
principaux templates anatomiques de SPM (Statistical Parametric Mapping)18, un logi-
ciel tre`s utilise´, de´veloppe´ pour l’analyse des images du cerveau. Dans [204] les auteurs
illustrent les de´fis mathe´matiques que repre´sente la construction d’atlas du cerveau en se
17http://www.mni.mcgill.ca/
18http://www.fil.ion.ucl.ac.uk/spm/
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basant sur une population donne´e, notamment des populations atteintes de maladies telles
que la maladie l’Alzheimer. Plus re´cemment, les atlas histologiques ont fait leur appari-
tion [39, 216], re´alise´s chimiquement sur des coupes d’ence´phale post-mortem. Plusieurs
autres atlas probabilistes ont e´te´ de´veloppe´s, nous les aborderons dans le chapitre 4, e´tant
donne´ qu’ils consistent aussi a` identifier et e´tiqueter les structures anatomiques du cerveau,
notamment avec les Statistical Probability Anatomy Maps (SPAM) de Louis Collins et al.
[45, 46], qui sont des cartes volumiques calcule´es dans le repe`re de Talairach, dont la valeur
de chaque voxel indique sa probabilite´ d’appartenir a` une structure anatomique donne´e.
Les atlas probabilistes sont sans doute ceux qui ont connu le plus de succe`s, et sont tou-
jours les plus utilise´s dans la commaunaute´ de l’imagerie ce´re´brale. Ils ont e´te´ notamment
utilise´s pour fournir des a priori anatomiques pour la segmentation des images du cerveau.
Ne´anmoins, bien qu’ils constituent une solution satisfaisante pour la repre´sentation de la
variabilite´ anatomique inter-individuelle, ils ne font pas beaucoup mieux que les atlas in-
formatise´s quant a` la mise en correspondance des images anatomiques. Aussi, tout comme
les atlas classiques et informatise´s, ils ne repre´sentent pas les relations spatiales entre les
structures anatomiques d’une manie`re explicite, et utilisent des re´fe´rentiel diffe´rents, ce qui
les rend difficilement utilisables. Pour toutes ces raisons, et bien d’autres, les chercheurs ont
e´te´ amene´s a` explorer une autre approche de repre´sentation de l’anatomie, c’est l’approche
base´e concepts de´taille´e dans la section 2.2.2.
2.2.2 Approches base´es concept
Les atlas de l’approche base´e image permettent de visualiser les structures anatomiques
et la mise en correspondance des images sans, cependant, tenir compte de ce que ces im-
ages repre´sentent re´ellement. Parmi ces atlas, seuls quelques uns associent un nom a` une
structure que l’on se´lectionne, et aucun d’entr’eux ne permet d’acce´der aux diffe´rentes
informations (fonctionnelle, neurochimique, ou pathologique) qui lui sont associe´es [142].
Les atlas base´ image permettent une bonne repre´sentation de l’anatomie, sans pour autant
lui donner du sens. C’est ce sens, qu’on appelle aussi se´mantique, qui est de nature ab-
straite (ou symbolique) et non nume´rique, que les me´thodes base´es concept associent aux
e´le´ments d’une image, tels que les structures anatomiques du cortex ce´re´bral. L’approche
base´e concept mode´lise la connaissance anatomique inde´pendamment de sa repre´sentation
et de son mode d’acquisition. Elle est par nature inde´pendante des diffe´rentes techniques
de repre´sentation d’images, de leur re´solution spatiale ou temporelle, et des modalite´s
d’imagerie. C’est justement l’approche conceptuelle qui unifie le sillon central gauche d’un
individu sur une IRM et le meˆme sillon du meˆme individu sur un scanner [53]. C’est e´gale-
ment une approche de nature ge´ne´rique, c’est-a`-dire qu’elle permet d’instancier l’anatomie
de tout nouvel individu a` partir du mode`le symbolique. Rosse parle [174] de connaissances
canoniques, qu’il de´finit comme le re´sultat de la synthe`se qualitative et de la ge´ne´ralisa-
tion d’observations individuelles. Ces connaissances sont ne´anmoins difficiles a` de´crire de
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fac¸on abstraite, particulie`rement dans un domaine complexe tel que l’anatomie du cerveau.
Cependant, une fois accomplie, cette description permet une meilleure compre´hension de
l’anatomie, et un traitement partiel de la variabilite´ des formes des structures anatomiques.
De plus, une fois repre´sente´e de manie`re structure´e et formelle, elle peut eˆtre utilise´e par
des programmes informatiques afin d’effectuer divers traitements automatise´s. Enfin, dans
de telles approches, les images peuvent eˆtre utilise´es pour aider a` la compre´hension de
la description abstraite de l’anatomie, cependant elles ne constituent qu’un e´le´ment de la
description abstraite, qui est la vraie information.
Dans ce qui suit on introduit l’approche base´e concept, et on de´crit sommairement les
principales re´alisations dans le domaine de l’anatomie du cerveau.
Introduction aux approches base´es concept
Les approches base´es concept consistaient au de´part en de simples terminologies de´finis-
sant le champ lexical d’un domaine particulier, ou` les structures des terminologies refle`tent
les relations se´mantiques entre leurs termes. La premie`re terminologie publie´e en 1895 sur
l’anatomie e´tait Nomina Anatomica19 [42]. En 1998, la nomenclature Nomina Anatomica a
e´te´ remplace´e par La Terminologica Anatomica (TA) ou Terminologie Anatomique (TA) en
franc¸ais [43], conside´re´e comme la terminologie officielle concernant l’anatomie humaine.
Cette terminologie a e´te´ publie´e suite a` neuf anne´es de travail du Comite´ fe´de´ratif de la
terminologie anatomique (FCAT - Federative Committee on Anatomical Terminology)20.
Ce Comite´ est un groupe de travail spe´cialise´ de la Fe´de´ration internationale des Associ-
ations d’anatomistes (IFAA - International Federation of Associations of Anatomists) qui
a mandate´ et approuve´ ce travail. La Terminologie Anatomique (TA) est officiellement
publie´e en latin accompagne´e d’une version en anglais, et re´cemment des utilisateurs fran-
cophones ont entame´ sa traduction en franc¸ais [16]. La Terminologie Anatomique contient
environ 7500 termes de l’anatomie humaine macroscopique, classe´s selon une hie´rarchie de
termes. La position d’un terme dans la hie´rarchie, son code et sa typographie indiquent
les relations qui les lient a` ses parents et a` ses fre`res. Ces relations sont soit des relations
de spe´cialisation, ou des relations de type “partie-tout”.
Les deux terminologies pre´ce´dentes concernent l’anatomie de tout le corps humain.
Cependant, elles ne re´fe´rencent pas toutes les structures anatomiques, et les principes de
hie´rarchie ne sont pas applique´s avec rigueur dans l’organisation des termes. Bowden [31]
a constate´ que Nomina Anatomica ne re´fe´rence pas toutes les structures de l’anatomie
ce´re´brale, et que c’est a` un utilisateur humain ayant de´ja` des connaissances anatomiques
d’y interpre´ter la position d’un terme en fonction de ses parents et de ses fre`res. De ces
deux constats re´sulte NeuroNames [31, 32], une terminologie de la neuroanatomie dont
19http://en.wikipedia.org/wiki/Nomina_Anatomica
20http://fr.wikipedia.org/wiki/Terminologia_Anatomica_(TA)
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le but est de fournir une meilleure standardisation de la terminologie neuroanatomique
utilise´e pour la recherche scientifique, la pratique clinique et pour l’enseignement, afin de
faciliter l’utilisation de la neuroanatomie classique par des applications informatise´es de
neuroimagerie quantitative. NeuroNames regroupe 783 structures anatomiques ce´re´brales
des humains et des primates, de´signe´es par 5000 termes en anglais et en latin, et or-
ganise´es selon une hie´rarchie de composition sur 9 niveaux. Les structures anatomiques
sont mutuellement exclusives, et la description se veut exhaustive, puisque toutes les sous-
structures occupant le volume total de chaque super-structure sont identifie´es. De fait,
Nomina Anatomica couvre 70% de NeuroNames. Aujourd’hui, Neuronames est maintenue
par l’Universite´ de Washington, et contient plus de 15.000 termes neuroanatomiques21.
La construction d’une terminologie n’est cependant pas une taˆche aise´e. Rector identifie
[163] quelques unes des difficulte´s rencontre´es par les terminologies cliniques, dont la prin-
cipale est lie´e au fait que le domaine a` mode´liser et les applications possibles sont vastes,
et par conse´quent difficiles a` formaliser. Ce manque de formalisation limite l’utilisation
des terminologies par des outils informatiques. Par ailleurs, les terminologies consistent
en ge´ne´ral a` recenser les termes d’un domaine et de´finir leur organisation a` travers un
principe de classement, e´tabli selon des crite`res implicites et souvent he´te´roge`nes [78].
Elles ne fournissent pas de de´finitions explicites aux structures repre´sente´es, et l’infor-
mation de´duite de la position d’un terme dans la hie´rarchie n’est pas suffisante pour le
caracte´riser comple`tement [165]. Cette absence de de´finition explicite est une des limites
de l’approche terminologique car deux applications intervenant dans des contextes dif-
fe´rents peuvent faire appel au meˆme terme, mais avec des diffe´rences se´mantiques qui ne
peuvent pas eˆtre prises en compte [53]. L’approche terminologique porte sur la de´finition
des termes a` utiliser sans leur associer un sens ou une se´mantique explicite, c’est donc
a` l’utilisateur humain d’interpre´ter ce qui est implicite. De plus, la construction d’une
terminologie n’est pas base´e, le plus souvent, sur des principes qui lui permettent d’eˆtre
ge´ne´rique et consensuelle. Or, l’un des objectifs de la mode´lisation de connaissances d’un
domaine est que ces dernie`res soient de nature ge´ne´rique et consensuelle.
Les terminologies constituent alors un pas en avant dans la mode´lisation de connais-
sances symboliques, notamment sur l’anatomie. Cependant, il est ne´cessaire de passer de
la notion de“terme” a` la notion de“concept”. Un terme re´fe´rence un concept, et un concept
repre´sente le sens ou la se´mantique du terme qui le re´fe´rence. Un concept est meˆme de´fini
comme une unite´ de la pense´e [162].
Afin de pouvoir effectuer des traitements automatiques par des programmes infor-
matiques, les concepts doivent avoir une repre´sentation formelle et organise´e de manie`re
logique et exploitable suivant les re`gles et la philosophie de l’inge´nierie de connaissances.
C’est ainsi que les ontologies, de´finies dans le premier chapitre, ont suscite´ beaucoup d’at-
tention dans la communaute´ de la repre´sentation de connaissances biome´dicales en ge´ne´ral,
21http://en.wikipedia.org/wiki/NeuroNames
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et anatomiques en particulier. UMLS (Unified Medical Language System) [124] est l’un
des premiers syste`mes qui a apporte´ des ame´liorations aux terminologies simples, de´crites
pre´ce´demment. Il a e´te´ initie´ en 1986 par Donald Lindberg. UMLS est une compilation de
plusieurs vocabulaires controˆle´s (sources terminologiques, dont NeuroNames) 22. Il four-
nit une structure de “mapping” (ou de mise en correspondance) entre les sources termi-
nologiques, et permet la traduction entre les diffe´rents syste`mes de terminologies. Il peut
eˆtre aussi vu comme un the´saurus ou une ontologie des concepts biome´dicaux. UMLS
facilite e´galement les traitements sur la langue naturelle en disposant d’une base d’infor-
mations lexicographiques. Il est compose´ des e´le´ments suivants :
– Un Me´tathe´saurus : c’est la base de donne´es d’UMLS, une collection de concepts et
de termes issus de diverses sources terminologiques, ainsi que leurs relations. Chaque
concept du Me´tathe´saurus a des attributs qui permettent d’en de´finir le sens ;
– Un re´seau se´mantique : consiste en un ensemble de cate´gories et relations qui sont
utilise´es pour classifier et relier les entite´s dans le me´tathe´saurus, il permet d’assigner
pour chaque concept du me´tathe´saurus un ou plusieurs types se´mantiques ;
– Un lexique spe´cialiste : c’est une base de donne´es d’informations lexicographiques
a` utiliser dans les traitements de la langue naturelle. Pour chaque terme n’appa-
raissant pas dans le me´tathe´saurus on spe´cifie des informations syntaxiques, mor-
phologiques et orthographiques ;
– Un ensemble d’outils logiciels tels que MetamorphoSys, un logiciel qui peut eˆtre
utilise´ pour personnaliser le Me´tathe´saurus pour des applications spe´cifiques, par
exemple par l’exclusion de certaines sources de vocabulaires.
L’objectif d’UMLS est d’aider les professionnels de la sante´ et les chercheurs a` utiliser
les informations me´dicales issues de diffe´rentes sources. Il est constitue´ de plus de 800.000
concepts et 10 millions de relations, de´finis a` partir de plus de 100 terminologies me´di-
cales existantes [81]. Cependant, UMLS reste une terminologie bien qu’elle se rapproche
de la de´finition d’une ontologie, parce qu’elle n’est pas fonde´e sur des principes formels
rigoureux, de´finis dans le premier chapitre, qui permettent de baˆtir des syste`mes logique-
ment cohe´rents a` partir desquels il soit possible de raisonner [91]. C’est en revanche le cas
de GALEN, qui de´crit [164] un re´fe´rentiel terminologique clinique unifie´, qui est une on-
tologie de´crite dans un premier temps en utilisant la logique de description GRAIL [161],
et disponible actuellement en OWL23. Concernant l’anatomie, l’ontologie GALEN de´finit
environ 10.000 concepts anatomiques. Plusieurs ontologies spe´cialise´es existent dans dif-
fe´rents domaines, Gene Ontology [8] par exemple est spe´cialise´e dans la ge´nomique, le
Digital Anatomist Foundational Model en anatomie, etc.
Dans la section 2.2.2 on s’inte´resse aux ontologies spe´cialise´es en anatomie du cerveau
humain, plus particulie`rement on e´tudie deux ontologies : Digital Anatomist Foundational
22http://en.wikipedia.org/wiki/Unified_Medical_Language_System
23http://www.co-ode.org/galen/
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Model [173] et la mode´lisation de connaissances neuroanatomiques effectue´e par Dameron
[53].
Principales re´alisations en neuroanatomie
FMA Le Digital Anatomist Foundational Model of Anatomy (FMA)24 [173] est une
source de connaissances e´volutive pour l’informatique biome´dicale, ou` sont de´crites les
classes et les relations ne´cessaires pour une repre´sentation symbolique de la structure
phe´notypique du corps humain. Elle est de´veloppe´e et maintenue par le groupe de l’in-
formatique structurelle 25 de l’Universite´ de Washington. La connaissance de l’anatomie,
fondamentale pour les sciences me´dicales, doit eˆtre cohe´rente dans toutes les disciplines qui
l’utilisent. FMA est de´veloppe´e non seulement pour aider a` la standardisation de la ter-
minologie me´dicale, mais aussi et surtout pour aider a` construire des modules d’infe´rence
dans des applications biome´dicales.
A ce jour FMA contient environ 75,000 concepts anatomiques, correspondant a` plus de
120,000 termes, et plus de 2.1 million d’instances de plus de 168 relations. Elle repre´sente les
entite´s anatomiques a` diffe´rentes e´chelles : mole´cules biologiques, cellules, tissus, organes,
syste`mes d’organes, et grandes parties du corps. Elle contient les concepts anatomiques et
les relations ne´cessaires pour la mode´lisation de la structure du corps humain en entier et
sa repre´sentation symbolique. La connaissance anatomique y est structure´e sous une forme
qui peut eˆtre lue aussi bien par des humains que par des machines. Elle fournit un mode`le
pour la repre´sentation symbolique des fonctions physiologiques multi-e´chelles [49].
Les concepts dans FMA sont regroupe´s en classes partageant des caracte´ristiques struc-
turelles portant sur les relations de spe´cialisation, de composition, les relations spatiales
et les relations indiquant une transformation. Ils forment ainsi une hie´rarchie de spe´cial-
isation (figure 2.13) dans un mode`le qui doit a` la fois repre´senter l’anatomie canonique
et permettre un traitement de requeˆtes [173, 174], c’est-a`-dire un mode`le prototypique
de l’anatomie, qui permet de traiter des requeˆtes et d’effectuer des raisonnements sur les
instances de ses classes et de ses relations.
L’ontologie FMA est d’utilisation libre. Le groupe de recherche de l’Universite´ de Seat-
tle a de´veloppe´ un explorateur Web qui s’appelle FME 26 (Foundational Model Explorer),
il permet de naviguer dans la base de connaissances FMA et explorer ses concepts (figure
2.14).
FMA tend a` devenir une re´fe´rence pour la communaute´ de l’anatomie. Elle est fonde´e
sur des principes ontologiques et de´finit explicitement les classes et leur taxonomie ainsi que
les relations entre les diffe´rentes classes, l’ensemble dans une hie´rarchie dont la racine est :
24http://sig.biostr.washington.edu/projects/fm/AboutFM.html
25http://sig.biostr.washington.edu/index.html
26http://sig.biostr.washington.edu/projects/fm/FME/index.html
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Fig. 2.13: Organisation taxonomique de l’ontologie de l’anatomie de Digital Anatomist,
selon [173].
Anatomical Entity. Elle est dite une ontologie de domaine pour sa description ge´ne´rique,
abstraite et cohe´rente de l’anatomie aussi bien microscopique que macroscopique, utile
pour les diffe´rentes sciences biome´dicales, ainsi que pour le caracte`re fondamental que joue
l’anatomie dans ces dernie`res.
Composants de FMA L’ontologie FMA est compose´e des quatre e´le´ments suivants :
1. Taxonomie de l’anatomie (Anatomy taxonomy (At)) : elle classifie les entite´s anatomiques
selon les caracte´ristiques qu’elles partagent, et graˆce auxquelles elles peuvent eˆtre dis-
tingue´es les unes des autres ;
2. L’abstraction structurelle anatomique (Anatomical Structural Abstraction (ASA)) :
spe´cifie les relations“partie-tout”et les relations spatiales qui existent entre les entite´s
repre´sente´es dans At ;
3. Abstraction de la transformation anatomique (Anatomical Transformation Abstrac-
tion (ATA)) : elle spe´cifie la transformation morphologique des entite´s repre´sente´es
dans At durant le cycle de vie pre´natal et postnatal ;
4. Me´taconnaissances (Metaknowledge (Mk)) : spe´cifie les principes, les re`gles et les
de´finitions selon lesquelles les classes et les relations des trois autres composants
sont repre´sente´s.
Par conse´quent, l’ontologie FMA peut eˆtre repre´sente´e par le sche´ma d’abstraction
suivant : FMA = (At, ASA, ATA, Mk).
84 CHAPITRE 2. MODE´LISATION DE L’ANATOMIE SULCO-GYRALE
Fig. 2.14: Le Foundational Model Explorer (FME ) : explorateur de la base FMA (http:
//sig.biostr.washington.edu/projects/fm/FME/index.html).
Repre´sentation de FMA L’ontologie FMA est imple´mente´e en Prote´ge´-Frames
(figure 2.15). Ses donne´es sont stocke´es dans une base de donne´es relationnelles MySQL,
et sont entre´es/modifie´es par les auteurs de FMA via l’e´diteur Prote´ge´. Cependant, la
repre´sentation en frames, bien qu’elle ait des avantages, ne permet pas le partage des
connaissances anatomiques dans le cadre du Web Se´mantique et ne permet pas non plus
de ve´rifier automatiquement la cohe´rence de ces dernie`res a` l’aide des raisonneurs base´s
sur la logique du premier ordre, pour lesquels la litte´rature est assez riche. En outre, FMA
est une ontologie de grande taille, ce qui rend la taˆche de ve´rification de cohe´rence difficile,
voire impossible, si celle-ci doit eˆtre faite manuellement. C’est pourquoi des traductions de
FMA ou de parties de FMA en OWL(DL) ont e´te´ de´veloppe´es [82, 55, 149]. Cependant
ces traduction en OWL pre´sentent plusieurs limites : 1) d’abord elles se limitent le plus
souvent a` des parties de FMA ; 2) certaines caracte´ristiques de FMA frames, telles que les
me´ta-classes, ne peuvent pas eˆtre repre´sente´es en OWL DL ; 3) et l’une des grandes limites
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Fig. 2.15: La repre´sentation de FMA en Prote´ge´ Frames.
de ces traductions est lie´e a` la grande taille des ontologies obtenues par la traduction
en OWL, ce qui rend la taˆche de raisonnement et de ve´rification de cohe´rence par des
raisonneurs extreˆmement complexe, voire impossible.
La connaissance sulco-gyrale dans FMA La localisation des sillons et des gyri
dans la hie´rarchie de FMA est illustre´e sur la figure 2.16. Il faut dire que la terminologie des
concepts neuroanatomiques dans FMA est reprise de la terminologie NeuroNames [31],
avec une nouvelle structuration pour ces concepts, qui satisfait les principes de mode´lisation
retenus pour FMA, comple´te´e par des de´finitions qui les relient a` d’autres concepts via
des relations [128]. Cependant, les de´finitions des sillons et des gyri dans FMA ne sont
pas comple`tes. D’abord, il n’y a aucune de´finition pour les sillons, hormis l’identifiant et
les synonymes ; en revanche les gyri sont de´finis par plusieurs relations dont les principales
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(a) (b)
Fig. 2.16: (a) : Position des sillons dans la hie´rarchie des concepts dans FMA, (b) Position
des gyri dans la hie´rarchie des concepts dans FMA.
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sont :
– Attributed Continuous With : Cette proprie´te´ exprime la continuite´ de deux en-
tite´s, avec indication de l’orientation, ce qui signifie que non seulement on dit que
deux entite´s sont en continuite´ l’une avec l’autre, mais aussi on spe´cifie la position de
l’une par rapport a` l’autre. Par exemple, si on dit que la partie infe´rieure du gyrus
pre´central est en continuite´ avec la partie infe´rieure du gyrus postcentral, on rajoute
le fait que le gyrus pre´central est ante´rieur au gyrus postcentral ;
– Bounded By : Bounded By relie deux entite´s (deux concepts) : la premie`re de
dimension n et la seconde de dimension n−1. Par exemple, elle pourrait eˆtre utilise´e
pour exprimer le fait qu’un gyrus est borde´ par un sillon, mais a` ce moment la` si
le gyrus est de dimension 3, il faudrait conside´rer le sillon comme une entite´ de
dimension 2, ce qui n’est pas le cas en re´alite´. La proprie´te´ inverse de Bounded By
est Bounds ;
– Part : Cette relation de´crit un composant physique mate´riel ou non mate´riel d’une
structure anatomique, qui, avec d’autres composants he´te´roge`nes constituent l’inte´-
gralite´ d’une structure anatomique ; son inverse est Part Of ;
– Continuous With : On parle de continuite´ lorsqu’il s’agit d’une frontie`re conven-
tionnelle entre deux entite´s, par exemple un pli de passage. La partie infe´rieure d’un
gyrus est souvent en continuite´ avec sa partie supe´rieure ;
– Location : C’est une relation dont la valeur est une instance de classe qui de´crit
les structures adjacentes et leur position relative (ou quantitative), ou encore les
coordonne´es par rapport a` la structure anatomique cible ;
– Member Of : Cette relation spe´cifie les ensembles anatomiques dont une structure
anatomique fait partie ;
– Regional Part : C’est une relation qui de´crit une subdivision topologique ou mor-
phologique de l’aggre´gat de tous les composants (constituants) majeurs d’une struc-
ture anatomique, qui, avec d’autres parties re´gionales (regional parts), constituent
l’inte´gralite´ d’une structure anatomique. Son inverse est Regional Part Of.
D’autres relations de type boole´ennes sont de´finies : Has Dimension pour indiquer si
une structure anatomique a une dimension ou pas, Has Mass pour indiquer si une structure
anatomique a une masse ou pas, Has Boundary pour indiquer si une structure anatomique
a des structures anatomiques voisines ou pas, etc.
En conclusion, FMA constitue un bon mode`le pour l’anatomie humaine, qui, cependant,
n’offre pas de de´finitions comple`tes pour l’anatomie de certains organes. Cela est parti-
culie`rement vrai pour l’anatomie sulco-gyrale du cerveau, ou` il faudrait non seulement
comple`ter les de´finitions des sillons, mais aussi de´finir les gyri a` un niveau de granularite´
plus fin, ce qui n’est pas le cas actuellement, puisque seuls les grands gyri y sont de´finis.
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Mode´lisation des connaissances anatomiques sur le cortex ce´re´bral [53] Le
travail effectue´ par Dameron sur la mode´lisation des connaissances sur le cortex ce´re´bral
est particulie`rement inte´ressant. Il propose une ontologie de l’anatomie sulco-gyrale chez
l’adulte. La mode´lisation propose´e s’est inspire´e des travaux de´ja` existants sur la mod-
e´lisation symbolique de l’anatomie et les the´ories existantes sur l’aspect taxonomique et
me´re´otopologique de la mode´lisation de connaissances. Une me´thode de gestion de co-
he´rence se´mantique base´e sur les proprie´te´s des relations est e´galement propose´e [56].
Enfin une imple´mentation du mode`le est re´alise´e en XML, et consultable sur le Web en
HTML27 (figure 2.17).
Fig. 2.17: Imple´mentation du mode`le abstrait de l’anatomie sulco-gyrale propose´ par
Dameron [53].
Sources de mode´lisation Dans ce mode`le, les auteurs ont extrait les connaissances
de diffe´rentes sources : atlas anatomiques, terminologies existantes (NeuroNames en par-
27http://idm.univ-rennes1.fr/~odameron/anatomy/abstractModel/
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ticulier), articles de recherche scientifique sur l’anatomie, chirurgie, discussions avec des
neuroanatomistes et des neurochirurgiens et participations a` des dissections [53]. Les re-
lations anatomiques y sont de´finies rigoureusement selon les the´ories formelles sur les rela-
tions taxonomiques, me´re´ologiques et topologiques. Dans cette mode´lisation trois niveaux
hie´rarchiques sont distingue´s, correspondant a` diffe´rentes granularite´s (figure 2.18) :
Fig. 2.18: Les trois niveaux correspondant a` la hie´rarchie taxonomique des structures
anatomiques corticales de´finis dans [53].
– Niveau ge´ne´rique : dans ce niveau on repre´sente les concepts ge´ne´raux qui ont
une faible valeur descriptive, tels que Sulcus et Gyrus. Les concepts de ce niveau
sont subsume´s par AnatomicalConcept ;
– Niveau abstrait : les concepts de ce niveau de´crivent l’anatomie du cortex d’un
he´misphe`re, ils de´crivent les structures anatomiques telles que Central Sulcus et
PreCentral Gyrus, subsume´s respectivement par Sulcus et Gyrus issus du premier
niveau ;
– Niveau late´ralise´ : ce niveau de´crit l’anatomie du cortex entie`rement, en distin-
guant notamment les structures anatomiques des he´misphe`res gauche et droit. Par
exemple Right Central Sulcus et Left Central Sulcus sont deux concepts du
niveau late´ralise´ subsume´s par le concept Central Sulcus du niveau abstrait.
Les auteurs ont opte´ pour une de´marche de mode´lisation semblable a` celle suivie par
[174] dans le Digital Anatomist, et ils ont montre´ que leur mode`le de l’anatomie sulco-
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gyrale peut eˆtre inte´gre´ dans celui de Digital Anatomist. L’autre aspect original et im-
portant de la de´marche de Dameron est la mode´lisation rigoureuse et formelle des re-
lations me´re´ologiques (relations de composition) et des relations topologiques, reliant et
caracte´risant les structures anatomiques ce´re´brales, non seulement en surface mais aussi
avec leur prolongement en profondeur. Enfin, la grande originalite´ du mode`le propose´ re´-
side dans sa mode´lisation claire de l’anatomie sulco-gyrale tout en respectant des travaux
the´oriques ante´rieurs de nature ontologique. C’est aussi un mode`le qui fait le compromis
entre une mode´lisation rigoureuse et la repre´sentation de cette dernie`re par un formalisme
qui permet de pratiquer du raisonnement automatique basique. Cependant, la repre´senta-
tion en XML, re´alise´e par les auteurs, ne permet pas d’effectuer un raisonnement fructueux.
Imple´mentation du mode`le La base de connaissances symboliques a e´te´ repre´sen-
te´e en XML et consultable en HTML. La figure 2.17 pre´sente deux feneˆtres : sur la feneˆtre
de gauche est repre´sente´e la hie´rarchie des concepts de l’anatomie sulco-gyrale, et sur la
feneˆtre de droite les descriptions de ces concepts. Il suffit pour l’utilisateur de se´lectionner
un concept a` gauche pour que sa description de´taille´e, ainsi que ses relations avec les autres
concepts soient affiche´es a` droite. Ce mode de repre´sentation (en HTML) est convivial pour
un utilisateur humain, notamment dans la taˆche de l’enseignement de l’anatomie sulco-
gyrale et sa compre´hension.
L’ontologie de FMA versus l’ontologie de Dameron Il est difficile de comparer
la mode´lisation de l’anatomie dans le Digital Anatomist FMA et celle de Dameron pour
la simple raison qu’elles ne se situent pas a` la meˆme e´chelle. FMA mode´lise l’anatomie
de tout le corps humain de son niveau le plus e´le´mentaire qui est la cellule a` l’organisme
tout entier, alors que l’e´tude de Dameron se focalise uniquement sur la mode´lisation des
connaissances sur le cortex ce´re´bral. Toutefois, si on compare les deux mode´lisations seule-
ment sur l’anatomie sulco-gyrale, on constate que la mode´lisation de Dameron est plus
comple`te, notamment par rapport a` la de´finition des concepts anatomiques. Par contre
elles sont proches sur le plan terminologique et taxonomique. C’est justement la` que re´side
l’importance de l’ontologie FMA dont l’un des objectifs est de de´finir les concepts, la tax-
onomie et les relations ne´cessaires a` la description de tous les organes, pour qu’ils soient
repris dans des ontologies de l’anatomie plus spe´cialise´es et plus de´taille´es.
2.2.3 Discussion des deux approches (base´es image et base´es concept)
Les supports traditionnels de la repre´sentation des connaissances anatomiques (at-
las papier et atlas informatise´s) ont beaucoup apporte´ a` la compre´hension de la neu-
roanatomie, cependant elles souffraient de plusieurs limites relatives, entre autres, a` la
repre´sentation, a` la navigation, a` l’e´volution, au partage et a` l’utilisation par des pro-
2.2. MODE´LISATION ET REPRE´SENTATION DE L’ANATOMIE SULCO-GYRALE 91
grammes informatiques. De plus, ils ge`rent mal la variabilite´ anatomique inter-individuelle,
et sont difficiles a` mettre en correspondance avec les donne´es d’imagerie d’un sujet ou
d’un patient. Des ame´liorations sont alors apporte´es par une nouvelle ge´ne´ration d’atlas,
les atlas probabilistes, notamment pour la repre´sentation de la variabilite´ anatomique,
et ce graˆce a` des mode`les base´s sur des e´tudes statistiques et mathe´matiques pousse´es.
Cette nouvelle approche a gagne´ beaucoup d’inte´reˆt au sein de la communaute´ de la neu-
roanatomie et de la neuroimagerie. Cependant, les connaissances ainsi repre´sente´es ne sont
utilisables que par des applications tre`s spe´cifiques et par des utilisateurs tre`s connaisseurs
de ces approches, ce qui limite leur utilisation a` grande e´chelle. Les approches symboliques
visent a` de´finir un cadre cohe´rent d’inte´gration des ressources anatomiques, afin qu’elles
soient utilisables dans diffe´rents contextes aussi bien par des humains que par des ma-
chines. Ne´anmoins, les premie`res approches symboliques, les approches terminologiques,
souffraient de manque d’expressivite´ et de cohe´rence, et ne de´finissaient pas la se´mantique
des termes utilise´s. Leur richesse et leur utilisation dans le raisonnement restent limite´es,
meˆme avec des re´alisations telles que UMLS, qui fe´de`re plusieurs syste`mes existants. Les
ontologies, par leur aspect formel, rigoureux et riche en se´mantique, ont e´te´ utilise´es pour
repousser ces limites. Des ontologies de l’anatomie ont e´te´ de´veloppe´es, l’ontologie de FMA
pour l’anatomie de tout le corps humain et celle de Dameron pour l’anatomie sulco-gyrale
en sont de bons exemples. Cependant, ces dernie`res, et malgre´ tous les avantages qu’elles
pre´sentent, se preˆtent mal au raisonnement automatique, du fait de leur repre´sentation
inade´quate. Par ailleurs, les approches symboliques ne permettent pas une manipulation
3D des structures anatomiques telle que les atlas nume´riques le permettent. Cela cre´e un
manque de concordance entre les informations perceptuelles que l’on peut extraire des
images et leur description symbolique.
Compte tenu des avantages et limites de chacune des deux approches, nous croyons que
la meilleure approche serait celle qui combine les atlas nume´riques avec les repre´sentations
symboliques. Ainsi, les connaissances seront de´crites dans une ontologie formelle, avec
une se´mantique riche pour les concepts, et se basant sur des the´ories et principes solides
et commune´ment adopte´s, permettant leur partage et leur utilisation aussi bien par des
eˆtres humains que des programmes informatiques, et pouvant eˆtre comple´te´es par des
connaissances quantitatives issues d’atlas nume´riques.
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Chapitre 3
Contribution : l’ontologie
sulco-gyrale en OWL DL
93
94 CHAPITRE 3. CONTRIBUTION : L’ONTOLOGIE SULCO-GYRALE EN OWL DL
Notre premie`re contribution dans le cadre de la the`se consiste en une repre´sentation
formelle et partageable des connaissances anatomiques sulco-gyrales. Cela a e´te´ re´alise´ en
deux e´tapes principales : la premie`re e´tape consistait a` e´tudier l’e´tat de l’art relatif a` la
mode´lisation des connaissances neuroanatomiques, choisir les re´alisations fonde´es sur des
principes ontologiques, les analyser, les comparer, et cre´er une ontologie se basant sur les
mode´lisations retenues, enfin comple´ter l’ontologie cre´e´e a` partir d’autres ressources sur
l’anatomie sulco-gyrale. La deuxie`me e´tape consistait a` e´tudier les langages de repre´sen-
tation de connaissances dans le cadre du Web Se´mantique, choisir celui qui permet une
repre´sentation qui soit, en meˆme temps, partageable et exploitable par les outils de raison-
nement, enfin repre´senter l’ontologie cre´e´e a` la premie`re e´tape avec le langage retenu.
La section 3.1 rappelle les motivations qui nous ont amene´s a` de´velopper l’ontologie
sulco-gyrale ; la section 3.2 e´nume`re les de´fis a` relever pour de´velopper une telle ontologie ;
la section 3.3 re´sume les sources qui ont servi a` la mode´lisation de l’ontologie et justifie
les choix effectue´s ; la section 3.4 de´taille la structuration de l’ontologie et les relations
me´re´ologiques et topologiques qui relient les concepts de l’ontologie ; enfin, la section 3.5
de´crit la repre´sentation de l’ontologie avec le langage OWL DL ainsi les adaptations faites
pour que cette repre´sentation soit possible.
3.1 Introduction
Nous avons parle´ de l’inte´reˆt du partage, au sein de la communaute´ biome´dicale, de
connaissances neuroanatomiques comple`tes, cohe´rentes, re´utilisables, consensuelles, facile-
ment accessibles et de´taille´es. En effet, de ce partage re´sultent de nombreux be´ne´fices,
notamment dans l’enseignement de l’anatomie et la facilitation de la collaboration entre
les chercheurs. L’un des inte´reˆts du partage de connaissances anatomiques sur le cortex
ce´re´bral est, en effet, de faciliter l’enseignement et la compre´hension de l’anatomie du
cerveau, en associant du sens aux images anatomiques. Hohne et al [101] par exemple ont
de´veloppe´ un mode`le de l’anatomie du cerveau utilise´ dans l’enseignement en me´decine, ou`
la connaissance symbolique de haut niveau est relie´e a` un mode`le voxelique d’un cerveau
segmente´. Par ailleurs, les applications qui s’appuient sur les connaissances anatomiques
peuvent communiquer entr’elles si ces connaissances sont repre´sente´es de manie`re uniforme
et formelle. En effet, e´laborer un mode`le de l’anatomie qui soit inde´pendant des diffe´rents
types d’applications qui y font re´fe´rence a l’avantage de rendre plus simple la gestion et
l’e´volution des connaissances et de leur repre´sentation. Cela permet e´galement d’ame´liorer
la cohe´rence se´mantique entre les contextes applicatifs [53]. Enfin, la repre´sentation des
connaissances dans des mode`les symboliques a le me´rite de pouvoir caracte´riser les struc-
tures anatomiques aussi bien du niveau microscopique, telles que les neurones, que du
niveau macroscopique telles que les structures composant le cerveau. Elle permet aussi
d’e´tablir un lien entre ces deux niveaux de granularite´. Par exemple, un mode`le symbol-
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ique ge´ne´rique, formel et partageable, decrivant l’anatomie cellulaire du syste`me nerveux,
a e´te´ e´labore´ par Larson et al. [117].
Les technologies du Web Se´mantique, dont on dispose aujourd’hui, constituent un
moyen pre´cieux pour la diffusion a` grande e´chelle des connaissances sous forme d’on-
tologies. En effet, le langage OWL a e´te´ spe´cialement de´fini pour la repre´sentation des
ontologies dans le cadre du Web Se´mantique. Il nous parait alors judicieux d’exploiter ce
langage pour repre´senter nos connaissances anatomiques. Par ailleurs, nous avons parle´
de l’utilite´ de repre´senter les connaissances avec un langage formel, afin de permettre des
raisonnements et des traitements automatiques sur ces dernie`res. OWL DL est une variante
de OWL qui est base´e sur une logique de description de´cidable et assez expressive. Nous
avons donc choisi cette variante de OWL pour la repre´sentation de notre ontologie. L’autre
objectif de la the`se, qui motive la repre´sentation des connaissances neuroanatomiques sous
forme d’une ontologie formelle est de pouvoir l’utiliser dans un processus d’interpre´tation
et d’annotation se´mantique des entite´s anatomiques localise´es dans des images IRM du
cerveau. En ce qui nous concerne, nous nous inte´ressons a` l’annotation se´mantique de
l’anatomie sulco-gyrale surfacique, fournissant des repe`res anatomiques lors de la pre´pa-
ration des proce´dures chirurgicales en neurochirurgie. Par ailleurs, l’interpre´tation et la
description du contenu anatomique des images du cerveau, base´e sur une ontologie ayant
une se´mantique riche, est d’une grande importance pour l’inte´gration des donne´es (im-
ages) et la recherche d’images par le contenu. Notre ontologie sulco-gyrale, ainsi que sa
repre´sentation, devraient alors re´pondre a` ces diffe´rents objectifs.
3.2 De´fis a` relever
Les de´fis a` relever sont nombreux. D’abord la mode´lisation des connaissances d’un do-
maine requiert une e´tude et une compre´hension approfondie du domaine, une connaissance
de´taille´e des re´alisations de´ja` existantes et adopte´es dans la communaute´, ainsi que leurs
avantages et leurs limites. Ceci suppose une collaboration avec les experts du domaine
pour comprendre leurs besoins re´els et de´terminer avec eux la mode´lisation la plus perti-
nente pour les satisfaire. Cela ne suffit pas, il faut aussi suivre les e´volutions des langages
de repre´sentation de connaissances et des capacite´s de raisonnement qu’ils offrent, afin de
repre´senter l’anatomie sulco-gyrale de la meilleure manie`re qui soit, en tenant compte de
sa spe´cificite´ relative a` la variabilite´ inter-individuelle. L’autre de´fi est de pouvoir mod-
e´liser et repre´senter des connaissances qui soient, en meˆme temps, assez ge´ne´riques pour
eˆtre partage´es et pouvoir les utiliser dans des applications re´elles afin de re´pondre a` des
besoins applicatifs en neuroimagerie.
Notre objectif e´tait donc de tirer profit des travaux de´ja` re´alise´s en neuroanatomie, les
confronter les uns aux autres, les comple´ter avec des experts et les repre´senter sous forme
d’une ontologie e´crite dans un langage du Web Se´mantique base´ sur une logique formelle.
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Fig. 3.1: De´finition du concept Angular gyrus dans la mode´lisation de Dameron.
3.3 Sources de mode´lisation
Les principales sources qui nous ont servi dans la mode´lisation des connaissances sulco-
gyrales sont l’ontologie de FMA [173] et la mode´lisation de Dameron [53]. En effet, ce
travail de the`se se situe dans le prolongement de celui accompli par Dameron [53]. L’ap-
proche suivie par ce dernier e´tant rigoureuse et respectant des principes ontologiques. Nous
l’avons alors conside´re´e comme une source de connaissances principale, nous avons repris
les principaux concepts et relations de´finis dans [53] pour construire notre ontologie. La
hie´rarchie des concepts dans notre ontologie est donc tre`s similaire a` celle de´finie dans
[53]. Cependant l’ontologie de Dameron n’e´tait pas une source suffisante pour les raisons
suivantes : 1) la liste des concepts n’e´tait pas comple`te, par exemple Inferior Occipital
Gyrus n’y est pas de´fini ; 2) et les de´finitions des concepts n’e´taient pas disponibles pour
une grande partie des sillons, et n’e´taient pas ade´quates pour un raisonnement impliquant
toutes les caracte´ristiques topologiques et directionnelles des structures anatomiques sulco-
gyrales, par exemple les relations directionnelles (qu’on appelle ici orientations) entre les
diffe´rentes structures corticales n’e´taient pas spe´cifie´es dans la de´finition de beaucoup de
concepts tels que Diagonal Sulcus. Pour toutes ces raisons nous avons e´te´ amene´s a`
utiliser d’autres sources de connaissances sur l’anatomie du cortex ce´re´bral. L’ontologie
FMA [173] est aujourd’hui la principale ontologie de l’anatomie humaine. Son fondement
sur des principes ontologiques solides et le consensus qu’elle re´unit au sein de la com-
munaute´ biome´dicale nous ont amene´s a` la conside´rer comme un e´le´ment supple´mentaire
dans la mode´lisation de notre ontologie. De plus, la mode´lisation faite par Dameron s’est
inspire´e de FMA. Il nous a paru ne´cessaire de nous aligner sur FMA, au moins en adop-
tant la meˆme terminologie, afin de nous assurer que notre ontologie offre un vocabulaire
partage´.
Par ailleurs, FMA nous a permis de : 1) comple´ter la liste des concepts manquants dans
l’ontologie de Dameron, par exemple Polar Part Of Middle Frontal Gyrus ; 2) de´finir
des concepts qui ne figuraient pas dans l’ontologie de Dameron, par exemple Angular
gyrus est de´fini dans la mode´lisation de Dameron uniquement par son voisinage (figure
3.1), sans donner les orientations par rapport aux structures voisines, alors que dans FMA
on spe´cifie ces orientations (figure 3.2) ; 3) et enfin, FMA nous a fourni des de´finitions
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inte´ressantes des relations me´re´otopologiques telles que les relations attribue´es qui mod-
e´lisent les relations d’orientation entre deux structures anatomiques voisines (figure 3.2).
Fig. 3.2: Une partie de la de´finition du concept Angular gyrus dans FMA.
Cependant, dans FMA on ne de´finit que les gyri, aucune de´finition n’a e´te´ attribue´e
aux sillons. C’est donc une source qui nous a aide´s a` ame´liorer le contenu de l’ontologie
de Dameron, mais qui n’e´tait pas suffisante. On a alors e´te´ amene´s a` conside´rer d’autres
sources qui pourraient nous aider a` comple´ter notre ontologie. L’atlas de Ono [152] s’est
ave´re´ d’une grande utilite´, e´tant donne´ qu’il est spe´cialise´ dans l’e´tude des sillons du cortex
ce´re´bral, et que les de´finitions de ces derniers n’e´taient disponibles ni dans la mode´lisation
de Dameron ni dans FMA. L’atlas de Ono nous a permis alors de comple´ter conside´rable-
ment notre ontologie. Enfin, la collaboration e´troite avec un expert, neurochirurgien et
professeur en anatomie, nous a e´te´ tre`s utile. Son aide e´tait pre´cieuse dans l’analyse de
FMA, dans la compre´hension des besoins re´els en termes d’anatomie et dans la fac¸on de
repre´senter les connaissances neuroanatomiques afin que le processus de l’annotation de
l’anatomie sulco-gyrale re´ponde au mieux aux attentes cliniques.
3.4 Les diffe´rents e´le´ments de l’ontologie
La taxonomie des concepts dans notre ontologie est proche de celle de FMA et de la
mode´lisation de Dameron. Cependant, et comme cela a de´ja` e´te´ mentionne´, notre ontologie
doit pouvoir eˆtre utilise´e pour l’annotation de structures anatomiques localise´es dans des
images IRM du cerveau, et extraites par des outils d’imagerie. Par conse´quent, des concepts
spe´cifiques a` l’application devraient eˆtre utilise´s pour de´crire les structures mises en jeu
dans les images. Or, ces concepts ne sont pas force´ment ge´ne´riques, c’est-a`-dire utiles quelle
que soit l’application, et leurs appellations peuvent diffe´rer d’une application a` une autre.
Par conse´quent, et afin d’eˆtre conforme au principe du partage de connaissances, nous
avons se´pare´ les concepts applicatifs des concepts ge´ne´riques, et nous les avons repre´sente´s
dans deux ontologies diffe´rentes : la premie`re est appele´e “ontologie applicative” et la
seconde“ontologie partageable”ou“ge´ne´rique”. L’ontologie applicative he´rite de l’ontologie
partageable afin de relier les concepts applicatifs aux concepts anatomiques ge´ne´riques dont
la se´mantique est tre`s riche.
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3.4.1 Hie´rarchie des concepts
La figure 3.3 montre la hie´rarchie des concepts anatomiques de notre ontologie. Elle
est construite sur la relation de subsomption entre les concepts. Tous les concepts sont
subsume´s par le concept AE (Anatomical Entity). Ensuite les concepts repre´sentant des
structures anatomiques constitue´es de matie`re (qui ont une existence physique), tels que
les gyri, sont subsume´s par le concept MAE (Materiel Anatomical Entity). Les concepts
repre´sentant des structures anatomiques n’ayant pas d’existence physique, c’est-a`-dire qui
ne sont pas constitue´es de matie`re, tels que les sillons, sont subsume´s par le concept NMAE
(Non Material Anatomical Entity).
Fig. 3.3: Hie´rarchie des concepts dans l’ontologie sulco-gyrale.
Nous avons utilise´ deux couleurs sur la figure 3.3 : les concepts dans les rectangles
violets sont ceux de l’ontologie partageable. Ils decrivent les structures anatomiques du
cortex ce´re´bral pour lesquels les termes et les de´finitions re´unissent un certain consen-
sus dans la communaute´. Ce sont principalement : Gyrus, Lobe, Operculum, Sulcus et
PliDePassage. Les nouvelles classes ajoute´es a` l’ontologie partageable, c’est-a`-dire qui
n’e´taient pas de´finies dans les ontologies exploite´es pour construire notre ontologie partage-
able, sont les suivants :
– Pars : les sous concepts de cette classe permettent de de´finir les diffe´rentes re´gions
d’une structure anatomique. Cela permet de de´finir l’anatomie sulco-gyrale avec un
niveau de de´tail plus fin et de distinguer les diffe´rentes zones fonctionnelles localise´es
dans une meˆme structure anatomique. Par exemple le gyrus postcentral peut eˆtre
de´compose´ en deux re´gions : le gyrus postcentral supe´rieur et le gyrus postcentral
infe´rieur. Ces re´gions sont appele´es Pars ;
– SulcusSegment : de la meˆme manie`re que pour les Pars, les segments de sillons
de´finissent les diffe´rentes parties d’un sillon. Par exemple le sillon pre´central est
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compose´ de trois segments : le sillon pre´central supe´rieur, le sillon pre´central inter-
me´diaire et le sillon pre´central infe´rieur.
Les concepts dans les rectangles verts sont ceux de l’ontologie applicative, spe´cifiques a`
notre application d’annotation des structures anatomiques sulco-gyrales. Ils repre´sentent
les entite´s anatomiques qu’on extrait des images du cerveau :
– Patch : un patch (figure 3.4) correspond a` une de´limitation surfacique d’une partie
d’un gyrus ou d’une partie d’un pars. Il est extrait par des outils automatiques, en
interaction avec l’utilisateur, a` partir d’une image IRM du cerveau ;
– SulcusPart : un sulcus part (figure 3.4) correspond a` une partie d’un sillon ou
une partie d’un segment de sillon. Il est e´galement extrait automatiquement par des
outils nume´riques de l’imagerie ;
– ConventionalSeparation : une se´paration conventionnelle (figure 3.4) est une se´-
paration fictive de´finie par l’utilisateur pour se´parer deux parties d’un gyrus ou
couper un pli de passage. Un patch est de´limite´ par un ensemble de se´parations
conventionnelles et de parties de sillons.
Fig. 3.4: Illustration des concepts de l’ontologie applicative : Patch, SulcusPart et Con-
ventionalSeparation.
Dans l’ontologie partageable les structures anatomiques sont de´finies par leurs relations
me´re´otopologiques, d’orientation, de continuite´ et de composition avec leur voisinage. Un
gyrus par exemple est de´fini par les sillons qui le bordent, le lobe auquel il appartient, les
structures anatomiques avec lesquelles il est contigu, etc. L’ensemble des relations utilise´es
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pour relier les concepts de l’ontologie seront de´taille´es dans la section 3.4.2.
En revanche, dans l’ontologie applicative les entite´s anatomiques sont de´finies essen-
tiellement par leur relations topologiques et d’orientation avec leur voisinage. En effet,
dans le cadre de l’application d’annotation, le raisonnement porte sur les instances ex-
traites des images du cerveau, c’est-a`-dire les entite´s anatomiques de´finies dans l’ontologie
applicative. Les relations de voisinage et d’orientation, qui relient ces instances, sont facile-
ment calculables par les programmes nume´riques, et sont suffisantes pour contraindre le
processus d’annotation a` converger rapidement vers une solution.
Dans notre ontologie sulco-gyrale (ontologie applicative et ontologie partageable) nous
avons de´fini, pour chaque he´misphe`re, 49 concepts pour les gyri, 3 operculum, 17 pars
de gyri, 44 sillons, 44 parties de sillons, ainsi que les relations dont une partie est de´finie
ci-dessous.
3.4.2 Les relations me´re´otopologiques de l’ontologie
La de´finition des relations me´re´otopologiques de l’ontologie s’est base´e sur les de´fini-
tions donne´es dans [80]1. Il est toujours difficile de mode´liser et de formaliser les relations
me´re´otopologiques et spatiales entre les structures anatomiques du cerveau, e´tant donne´
leur variabilite´. Cependant, leur formalisation est ne´cessaire pour, d’une part, pouvoir les
utiliser dans des raisonnements automatiques, et de l’autre part faciliter leur compre´hen-
sion et leur repre´sentation.
Le tableau sur la figure 3.5 re´sume les diffe´rentes relations me´re´ologiques utilise´es pour
relier les concepts anatomiques dans l’ontologie. Il s’agit de relations binaires, c’est-a`-dire
qui relient uniquement deux concepts anatomiques. Pour chaque relation on de´finit : son
domaine ; a` savoir les concepts qui constituent l’ensemble de de´part de la relation ; son co-
domaine (ou range) qui constitue l’ensemble d’arrive´e de la relation ; sa relation inverse,
et ses autres caracte´ristiques telles que la transitivite´, la syme´trie, etc.
Fig. 3.5: Les principales relations me´re´logiques de´finies dans l’ontologie et leurs caracte´ris-
tiques.
1http://idm.univ-rennes1.fr/~obierlai/
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De meˆme, les relations topologiques sont re´sume´es dans le tableau sur la figure 3.6.
La` aussi on de´finit pour chaque relation son domaine, son co-domaine et ses principales
caracte´ristiques.
Fig. 3.6: Les principales relations topologiques de´finies dans l’ontologie et leurs caracte´ris-
tiques.
D’autres relations spatiales ont e´te´ de´finies, notammnent les relations d’orientation
anteriorTo, posteriorTo, inferiorTo, superiorTo, medialTo et lateralTo entre les
structures anatomiques voisines. Ces relations d’orientation repre´sentent une connaissance
importante, et discriminante lors du raisonnement lorsqu’elles sont combine´es avec les
autres relations me´re´otopologiques. Par exemple, il est plus facile de reconnaˆıtre une partie
du sillon central lorsqu’on sait qu’elle borde une partie du gyrus pre´central poste´rieure-
ment, que lorsqu’on sait seulement qu’elle borde une partie du gyrus pre´central, parce que
plusieurs autres sillons peuvent border le gyrus pre´central, tels que le sillon pre´central,
alors que seulement le sillon central le borde poste´rieurement. Les relations d’orientation
ont comme domaine et co-domaine des entite´s anatomiques, gyri et sillons, et ne sont pas
transitives e´tant donne´ le caracte`re approximativement sphe´rique du cerveau.
Les principales relations reliant les concepts dans l’ontologie et ce qu’elles repre´sentent
concre`tement sont illustre´es sur la figure 3.7.√
La relation isMAEBoundedBy relie une entite´ mate´rielle anatomique et des sous classes
de Sulcal Fold. Lors de la description des instances mises en jeu dans une image, cette re-
lation relie une instance de Patch et une instance de Sulcus Part ou d’une Conventional
Separation. Le sche´ma (b) sur la figure 3.7 illustre deux exemples d’utilisation de la rela-
tion isMAEBoundedBy, afin d’exprimer par exemple que deux entite´s anatomiques, MAE1
et MAE2, se´pare´es par une se´paration conventionnelle sont borde´es par cette dernie`re, ou
encore pour exprimer qu’une entite´ anatomique mate´rielle MAE est borde´e par une in-
stance d’une sous classe de Sulcal Fold. L’image (a) sur la figure 3.7 montre l’utilisation
de la meˆme relation pour de´crire les instances extraites des images, afin d’exprimer par
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Fig. 3.7: Diffe´rents sche´mas explicitant la se´mantique des relations de l’ontologie.
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exemple que le patch P1 est borde´ par la partie de sillon S1 et la se´paration convention-
nelle CS1. La relation inverse de isMAEBoundedBy est MAEBounds : isMAEBoundedBy =
MAEBounds−1. MAEBounds est utilise´ dans l’ontologie, par exemple, dans la de´finition du
sillon central, pour exprimer le fait que ce dernier borde le gyrus pre´central et le gyrus
postcentral.√
La relation isMAEConnectedTo exprime que deux entite´s anatomiques mate´rielles
sont connecte´es. On dit que deux entite´s anatomiques mate´rielles MAE1 et MAE2 sont
connecte´es si elles sont se´pare´es par une se´paration conventionnelle, ou re´unies par un
operculus ou un pli de passage (sche´ma (c) figure 3.7). La meˆme relation est utilise´e pour
exprimer la connectivite´ entre les instances de patches extraits d’une image. Par exemple
sur la figure 3.7 (image (a)) les patches P1 et P2 sont connecte´s car ils sont re´unis par un
operculus. Dans l’ontologie isMAEConnectedTo est utilise´e pour exprimer, par exemple, le
fait que le gyrus pre´central est connecte´ avec le gyrus postcentral.√
La relation isSFContiguousTo exprime que deux Sulcal Fold sont contigus. On dit
que deux Sulcal Fold SF1 et SF2 sont contigus s’ils sont se´pare´s par un pli de passage
ou re´unis par un operculus (sche´ma (d), figure 3.7). La meˆme relation est utilise´e pour
exprimer que des parties de sillons et des se´parations conventionnelles sont contigue¨s, par
exemple les parties de sillons S1 et S4 (image (a) sur la figure 3.7) sont contigue¨s car elles
sont se´pare´es par un pli de passage. Dans l’ontologie isSFContiguousTo est utilise´e pour
exprimer, par exemple, le fait que le sillon central est contigu avec le sillon late´ral.√
La relation isSFConnectedTo exprime que deux Sulcal Fold sont connecte´s. On dit
que deux Sulcal Fold SF1 et SF2 sont connecte´s s’ils partagent une Sulci Connection,
appele´e aussi point de jonction (sche´ma (e), figure 3.7). La meˆme relation est utilise´e pour
exprimer que des parties de sillons et des se´parations conventionnelles sont connecte´es
entr’elles, par exemple les parties de sillons S1 et S3, la partie de sillon S2 et la se´para-
tion conventionnelle CS2 (image (a) sur la figure 3.7) sont connecte´es car elles partagent
des points de jonction. isSFConnectedTo est utilise´e dans l’ontologie pour exprimer, par
exemple, le fait que la partie infe´rieure du sillon pre´central est connecte´e au sillon late´ral.√
La relation isMAEContiguousTo exprime que deux entite´s anatomiques mate´rielles
sont contigue¨s. On dit que deux entite´s anatomiques mate´rielles MAE1 et MAE2 sont
contigue¨s si elles sont se´pare´es par un Sulcal Fold (sche´ma (f), figure 3.7). La meˆme
relation est utilise´e pour exprimer la contiguite´ entre les instances de patches extraits
d’une image. Par exemple les patches P2 et P3 (image (a) sur la figure 3.7) sont contigus
car ils sont se´pare´s par des parties de sillons, et un sillon est une sous classe de Sulcal
Fold dans l’ontologie. isMAEContiguousTo est utilise´e dans l’ontologie pour exprimer, par
exemple, le fait que le gyrus pre´central est contigu au gyrus postcentral.
Les relations explique´es sur les diffe´rents sche´mas de la figure 3.7 sont une partie des
relations ge´ne´riques relatives a` la neuroanatomie. D’autres relations sont de´finies dans
l’ontologie applicative, qui sont moins ge´ne´riques, telles que la relation partOf dont le
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domaine et le co-domaine sont des entite´s anatomiques mate´rielles ; celle-ci est utilise´e
pour exprimer le fait qu’une entite´ anatomique mate´rielle est partie d’une autre entite´
mate´rielle. Elle est notamment utilise´e pour exprimer le fait qu’un patch fait partie d’un
gyrus particulier.
3.4.3 Mode´lisation et repre´sentation de la variabilite´ anatomique sulco-
gyrale
L’un de nos objectifs e´tait aussi de proposer une mode´lisation et une repre´sentation
ade´quates de la variabilite´ anatomique sulco-gyrale inter-individuelle. Pour ce faire, nous
avons exploite´ les diffe´rents ope´rateurs des logiques de description (l’ope´rateur ET (inter-
section) = AND, l’ope´rateur OU (union) = OR, l’ope´rateur SAUF (exclusion) = NOT, etc.).
En effet, la variabilite´ anatomique concerne les sillons, et donc les gyri, e´tant donne´
que les gyri sont de´limite´s par les sillons. Par exemple, deux sillons sur le cortex peu-
vent eˆtre connecte´s chez certains individus et contigus chez d’autres. Nous avons consid-
e´re´ que dans le cas ge´ne´ral, les deux situations peuvent se pre´senter, et nous les avons
donc prises en compte toutes les deux dans la mode´lisation. Ceci est fait graˆce aux
constructeurs d’union (unionsq) et d’intersection (u) des logiques de description. Par exem-
ple le sillon RightAscendingRamus est connecte´, chez certains individus, avec les sil-
lons RightHorizontalRamus et RightInferiorFrontalSulcus, et il est contigu avec ces
derniers chez d’autres individus. Cela peut eˆtre repre´sente´ en logiques de description
comme suit :
RightAscendingRamus v Sulcus u
(∃ isSFConnectedTo.RightHorizontalRamus unionsq
∃ isSFContiguousTo.RightHorizontalRamus) u
(∃ isSFConnectedTo.RightInferiorFrontalSulcus unionsq
∃ isSFContiguousTo.RightInferiorFrontalSulcus) u
∃ inferiorTo.RightInferiorFrontalSulcus u
∃ posteriorTo.RightHorizontalRamus u
...
Parfois aussi, un sillon peut eˆtre compose´ d’un certain nombre de segments de sillons,
sans que ce nombre soit le meˆme chez tous les individus. C’est le cas par exemple du sillon
RightPreCentralSulcus, qui est en deux parties (RightSuperiorPreCentralSulcus et
RightInferiorPreCentralSulcus) chez certains individus et en trois parties chez d’autres
individus (RightSuperiorPreCentralSulcus, RightIntermediatePreCentralSulcus et
RightInferiorPreCentralSulcus). Ceci peut eˆtre exprime´, en logiques de description,
en utilisant les restrictions de cardinalite´s (≤, ≥, =) comme suit :
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RightPreCentralSulcus v Sulcus u
((∃ hasSegment.RightSuperiorPreCentralSulcus u
∃ hasSegment.RightInferiorPreCentralSulcus) unionsq
(∃ hasSegment.RightSuperiorPreCentralSulcus u
∃ hasSegment.RightInferiorPreCentralSulcus u
∃ hasSegment.RightIntermediatePreCentralSulcus)) u
≥ 2 hasSegment u
≤ 3 hasSegment u
...
Dans chaque de´finition de concept, une e´tude des proprie´te´s relatives aux structures
repre´sente´es, tenant compte de leur variabilite´, est d’abord effectue´e, ensuite une formal-
isation ade´quate, en logiques de description, est exprime´e. Par ailleurs, les logiques de
description ont e´te´ utiles pour de´finir les concepts d’une manie`re comple`te. Par exemple,
elles ont servi pour exprimer le fait que le sillon RightCentralSulcus ne borde que les
gyri RightPreCentralGyrus et RightPostCentralGyrus, et cela en utilisant le quantifieur
universel (∀) comme suit :
RightCentralSulcus v Sulcus u
(∃ MAEBounds.RightPreCentralGyrus u
∃ MAEBounds.RightPostCentralGyrus) u
= 2 MAEBounds u
∀ MAEBounds.(RightPreCentralGyrus unionsq RightPostCentralGyrus) u
...
3.4.4 Connaissances exprime´es sous forme de re`gles
Les re`gles sont d’abord utilise´es pour exprimer les de´pendances entre les proprie´te´s de
l’ontologie. Nous donnons ci-dessous deux exemples d’utilisation de re`gles, qui expriment
ce que les logiques de description ne peuvent pas exprimer :√
relations entre les proprie´te´s de l’ontologie, afin par exemple d’exprimer que deux
entite´s anatomiques sont connecte´es lorsqu’elles partagent une bordure commune. Cela
peut eˆtre formalise´ et repre´sente´ par la re`gle suivante : isMAEBoundedBy( ?x1, ?x3) ∧
isMAEBoundedBy( ?x2, ?x3) ∧ MAE( ?x1) ∧ MAE( ?x2) ∧ GyriConnection( ?x3) → is-
MAEConnectedTo( ?x1, ?x2).√
les relations ”partie-tout” jouent un roˆle central en anatomie. Plusieurs relations
”partie-tout” sont de´finies dans l’ontologie, par exemple hasAnatomicalPart, hasSegment,
et qui ont des se´mantiques diffe´rentes. Les re`gles sont alors utilise´es pour fournir une se´-
mantique pour les diffe´rentes relations ”partie-tout”, ainsi que pour la propagation de
certaines proprie´te´s topologiques. La re`gle suivante illustre un cas de propagation : sepa-
ratesMAE( ?y, ?x2, ?x3) ∧ hasSegment( ?x1, ?y) ∧ Sulcus( ?x1) ∧ MAE( ?x2) ∧ MAE( ?x3)
∧ SF( ?y) → separatesMAE( ?x1, ?x2, ?x3). A noter que certaines propagations de pro-
prie´te´s peuvent eˆtre exprime´es directement dans l’ontologie, par exemple en spe´cifiant que
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P ◦Q ⊂ P , ou` P et Q sont des roˆles. Cependant, ce type de propagation (composition de
roˆles) ne suffit pas pour exprimer toutes les de´pendances requises entre les proprie´te´s.
Une liste comple`te de re`gles, e´tendant notre ontologie sulco-gyrale, est disponible sur
le lien suivant : http://idm.univ-rennes1.fr/~obierlai/annexes.pdf. Par ailleurs,
d’autres re`gles moins ge´ne´riques, c’est-a`-dire spe´cifiques au raisonnement utilise´ pour l’an-
notation, sont de´finies et seront aborde´es en de´tail dans le chapitre 5.
3.5 Repre´sentation en OWL DL
Pour la repre´sentation de notre ontologie sulco-gyrale et des re`gles qui lui sont asso-
cie´es, nous avons choisi des langages standards du Web, base´s sur la logique du premier
ordre, qui permettent le partage et qui gardent de bonnes proprie´te´s de raisonnement,
en particilier la de´cidabilite´ des algorithmes de raisonnement. Les langages en question
sont, d’une part, OWL DL pour la repre´sentation de l’ontologie, et de l’autre part SWRL
pour la repre´sentation des re`gles. Ces dernie`res consistent en des re`gles de Horn sans fonc-
tions. Elles e´tendent l’ontologie et l’enrichissent en permettant de propager des relations
et d’infe´rer de nouveaux faits a` partir de ceux existants, tel que c’est explique´ dans la
section 3.4.4. L’ensemble des connaissances, c’est-a`-dire l’ontologie et les re`gles, ont e´te´
e´dite´es, respectivement, avec le logiciel Prote´ge´ et le plugin SWRL. Ces derniers offent des
interfaces conviviales, permettant d’entrer facilement : les noms des concepts, les noms des
relations, les domaines, les co-domaines et les caracte´ristiques des relations, les axiomes
qui de´finissent les concepts ainsi que les re`gles. Ils permettent aussi de naviguer facilement
dans l’ontologie et les re`gles, et facilitent leur compre´hension. Enfin, le code OWL DL de
l’ontologie et le code SWRL des re`gles sont automatiquement ge´ne´re´s dans un seul fichier
qui a l’extension .OWL.
3.5.1 Repre´sentation de l’ontologie
Aussi bien l’ontologie applicative que l’ontologie partageable sont repre´sente´es en OWL
DL. L’ontologie applicative importe l’ontologie partageable, afin de re´fe´rencer ses concepts,
graˆce a` la proprie´te´ IMPORTS offerte par OWL.
La figure 3.8 est une capture d’e´cran de l’ontologie partageable e´dite´e sous Prote´ge´. On
remarque que les de´finitions des concepts comprennent de nombreux axiomes. Dans l’on-
tologie partageable toutes les informations concernant un concept et ses relations me´re´o-
topologiques avec ses voisins sont repre´sente´es. Les concepts sont classe´s selon la taxonomie
de´finie pre´ce´demment. Une structure anatomique de l’he´misphe`re droit est de´finie diffe´rem-
ment, dans l’ontologie, que la meˆme structure de l’he´misphe`re gauche, afin de tenir compte
des asyme´tries existantes entre les deux he´misphe`res. On remarque aussi qu’on peut ex-
primer le fait que des concepts sont disjoints. En effet, il est particulie`rement inte´ressant
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Fig. 3.8: L’ontologie partageable e´dite´e sous Prote´ge´.
d’exprimer la disjonction entre les classes d’entite´s, telles que les diffe´rents gyri de la classe
Gyrus, car il n’est pas possible, par exemple, d’avoir une instance qui soit en meˆme temps
un gyrus pre´central et un gyrus postcentral.
La figure 3.9 montre une repre´sentation en OWL d’un fragment de l’ontologie ap-
plicative. Le code contenu dans le rectangle rouge indique que l’ontologie applicative va
importer l’ontologie spe´cifie´e dans rdf :resource, c’est-a`-dire l’ontologie dont l’espace de
nom (namespace) est http://www.owl-ontologies.com/anatomy.owl, qui de´signe dans
notre cas l’ontologie partageable. Le code contenu dans le rectangle jaune correspond a` la
cre´ation, en OWL, de la classe dont l’identifiant est LeftAnteriorSubCentralSulcusPart.
La cre´ation de classes en OWL est faite graˆce au constructeur owl :Class. On observe aussi
que la classe LeftAnteriorSubCentralSulcusPart est une sous classe de SulcusPart.
Ceci est spe´cifie´ en OWL graˆce au constructeur rdfs :subClassOf.
La figure 3.10 montre la de´finition du sillon RightAscendingRamus, correspondant a`
sa formalisation en logiques de description faite a` la section 3.4.3. On peut observer les
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Fig. 3.9: Importation d’ontologies et cre´ation de classes en OWL.
conditions ne´cessaires qui de´finissent la classe de´crivant ce sillon, les classes qui sont dis-
jointes avec cette dernie`re, etc. La repre´sentation en OWL correspondant a` cette de´finition
est rapporte´e sur la figure 3.11.
Dans la repre´sentation en OWL de RightAscendingRamus (figure 3.11) on voit que la
classe qui de´crit ce sillon est d’abord re´fe´rence´e. Ceci correspond au code OWL suivant :
<owl :Class rdf :about=”#RightAscendingRamus” >. Ensuite on trouve la de´finition de
la classe : la repre´sentation de la disjonction avec les autres classes en utilisant le con-
structeur OWL <owl :disjointWith>, la repre´sentation des diffe´rents axiomes en utilisant
les diffe´rents constructeurs de OWL, tels que les restrictions <owl :Restriction> et l’union
owl :unionOf, ainsi que les relations et les classes de l’ontologie. On remarque aussi que les
relations sont cre´e´es en OWL en utilisant le constructeur owl :ObjectProperty. Les pro-
prie´te´s des relations sont e´galement repre´sente´es, par exemple la syme´trie est repre´sente´e
en utilisant owl :SymmetricProperty. La fin de la de´finition de la classe est indique´e par
</owl :Class>.
3.5.2 Limites de repre´sentation de connaissances en OWL DL
La repre´sentation des connaissances symboliques en OWL DL impose quelques con-
traintes et restrictions, inhe´rentes au formalisme des logiques de description. En effet, les
relations doivent eˆtre binaires. Cependant, notre application d’annotation a besoin de re-
lations ternaires telles que la relation de bordure qui relie trois entite´s : la premie`re entite´
est borde´e par la deuxie`me entite´ et la troisie`me exprime l’orientation avec laquelle la
deuxie`me entite´ borde la premie`re. En effet, cette relation d’orientation n’existe que si la
bordure existe. Afin de transformer les relations ternaires en relations binaires, nous avons
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Fig. 3.10: Edition sous Prote´ge´ de la de´finition du sillon RightAscendingRamus.
eu recours a` la re´ification classique2. Elle consiste en l’introduction d’un nouveau concept
AttributedEntity ayant deux proprie´te´s has_entity et has_orientation qui de´signent
respectivement le patch et l’orientation implique´s.
La figure 3.12 montre un exemple de re´ification transformant la relation bounds en une
relation binaire ; son domaine est le concept SulcusPart, et son co-domaine est la classe
attribue´e AttributedEntity qui, elle, pointe les classes Patch et Anterior.
3.5.3 Cohe´rence de l’ontologie
En plus de s’eˆtre base´e sur des sources de mode´lisation solides, notre ontologie a
e´te´ de´veloppe´e en collaboration avec un expert neuroanatomiste. Cela suppose qu’elle
ne repre´sente pas d’incohe´rences relatives a` la mode´lisation de l’anatomie. Par ailleurs, sa
repre´sentation en OWL DL a permis de ve´rifier sa cohe´rence formelle en utilisant un raison-
neur en logiques de description. Nous avons donc utilise´ le raisonneur KAON2 pour ve´rifier
la cohe´rence de notre ontologie et nous assurer que toutes les relations sont correctement
utilise´es dans la description des concepts neuroanatomiques. En effet, KAON2 peut eˆtre
lance´ par la commande suivante : java -cp kaon2.jar org.semanticweb.kaon2.server.ServerMain
2http://www.w3.org/TR/swbp-n-aryRelations/
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Fig. 3.11: Repre´sentation en OWL de la de´finition du sillon RightAscendingRamus.
-registry -rmi -ontologies server root -dig -digport 8088 3, qui permet de lancer KAON2 sur
le port 8088, et de spe´cifier ensuite ce dernier sous Prote´ge´ afin de ve´rifier la cohe´rence
d’une ontologie repre´sente´e dans la logique de description SHIQ(D).
3.5.4 Repre´sentation des re`gles
Les re`gles sont repre´sente´es en SWRL et e´dite´es sous le plugin SWRL de Prote´ge´. Par
exemple la re`gle sur la figure 3.13 (a` gauche) exprime que si un patch p est borde´ par
une entite´ attribue´e ae, et que cette dernie`re a comme entite´ une partie de sillon sp, alors
on infe`re que p est borde´ e´galement par sp. Des fragments du code SWRL correspondant
a` cette re`gle sont rapporte´s sur la figure 3.13 (a` droite). On voit que la re`gle de´crite
est d’abord re´fe´rence´e par <j.0 :Imp rdf :ID=”Rule-9” >. Ensuite le corps de la re`gle est
de´crit et repre´sente´ entre les balises<j.0 :body> et</j.0 :body> en utilisant les diffe´rentes
variables et relations implique´es dans la re`gle. Enfin, la teˆte de la re`gle est repre´sente´e entre
les balises <j.0 :head> et </j.0 :head>. La fin de la re`gle est repre´sente´e par </j.0 :Imp>.
3http://semantic.nodix.net/2005/11/kaon2\discretionary{-}{}{}and\
discretionary{-}{}{}protege.html
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Fig. 3.12: Un exemple de re´ification de classes et d’instances, respectivement.
3.6 Approches similaires en neuroimagerie
Un travail remarquable est en cours de re´alisation a` l’universite´ de Californie dans
le cadre du projet CCDB (Cell Centered Database) 4, une ressource en ligne pour la
diffusion de donne´es provenant de l’imagerie microscopique. Ce travail concerne la con-
ception d’une ontologie formelle pour la neuroanatomie cellulaire. L’ontologie consiste a`
mode´liser les connaissances sur l’anatomie cellulaire du syste`me nerveux en incluant les
cellules nerveuses, leurs parties et les interactions entre ces parties. Cette ontologie est
appele´e SAO (Subcellular Anatomy Ontology) [117]. Elle a pour vocation d’offrir une
connaissance ne´cessaire a` l’inte´gration de donne´es en neurosciences. Elle de´crit les neu-
rones, les cellules gliales, leurs parties, et comment ces parties, ensemble, caracte´risent le
syste`me nerveux. SAO a e´te´ construite en respectant les principes ontologiques en vue
d’eˆtre une ontologie de re´fe´rence, et elle a e´te´ code´e en OWL afin de faciliter son partage.
Les principales classes de SAO sont les classes des biological independent continuants que
sont Cell, Cell Component, Extracellular Structure, et Molecule. Chaque classe a un
identifiant unique et une e´tiquette. Les proprie´te´s de SAO sont divise´es en trois groupes
majeurs : la relation part of, les relations morphologiques et les relations spatiales, en
respectant le mode`le de l’ontologie FMA [174]. Enfin les auteurs donnent les principes
de mode´lisation, d’un point de vue neuro-scientifique, qu’ils ont retenus, et de´crivent des
exemples concrets de raisonnement s’appuyant sur leur ontologie. Parmi les applications,
ou` l’utilisation de cette ontologie est pre´vue, l’annotation d’images, la recherche d’images
4http://ccdb.ucsd.edu/CCDBWebSite/index.html
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Fig. 3.13: Repre´sentation en SWRL des re`gles.
par le contenu et surtout l’inte´gration de donne´es partage´es a` diffe´rentes e´chelles.
Il y a beaucoup de similitudes entre l’ontologie SAO et notre ontologie. D’abord les deux
ontologies s’inte´ressent a` l’anatomie du cerveau, bien qu’ a` deux niveaux diffe´rents : SAO
pour l’anatomie microscopique et la noˆtre pour l’anatomie sulco-gyrale macroscopique.
Les deux ontologies sont repre´sente´es en OWL pour faciliter leur partage. Dans les deux
cas on se base sur l’ontologie de re´fe´rence FMA pour la de´finition des relations entre
concepts. Enfin, les deux ontologies sont de´veloppe´es pour les meˆmes motivations, a` savoir
leur utilisation dans les applications d’annotation, de recherche d’images par le contenu et
d’inte´gration de donne´es biome´dicales.
3.7 Discussion
Notre objectif e´tait de faire une e´tude de l’existant sur la mode´lisation des connaissances
neuroanatomiques, de proposer une ontologie pour les sillons et les gyri qui soit la plus
proche possible de l’ontologie FMA, et la repre´senter sous une forme permettant a` la
fois son partage et son utilisation dans des processus de raisonnements automatiques.
Nous avons donc repris la mode´lisation de Dameron et la partie “cerveau” de FMA, et
nous avons combine´ les deux afin d’obtenir une ontologie plus comple`te. Enfin, les sillons
n’e´tant pas de´finis dans FMA, nous avons duˆ recourir a` l’atlas de Ono pour les de´finir et
les repre´senter dans notre ontologie.
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L’un des e´le´ments d’originalite´ de notre ontologie consistait a` lui associer des re`gles
[131]. La motivation tient a` la ne´cessite´ de pouvoir raisonner sur des parties des entite´s
anatomiques - parties des sillons et parties des gyri - pour pouvoir les attacher a` des tout
identifiables. En effet, il existe un large fosse´ entre les primitives qu’on peut extraire des
images de fac¸on automatique (par exemple les patches) et les structures anatomiques telles
que les ont de´crites les anatomistes, qui ont un caracte`re beaucoup plus macroscopique.
C’est pre´cise´ment le roˆle de certaines re`gles que de mode´liser les de´pendances entre les
relations partie-tout et les relations topologiques qui concernent les gyri et les sillons.
L’autre niveau d’originalite´ concerne le coˆte´ ge´ne´ral et donc re´utilisable de l’ontologie.
Notre ontologie a pour ambition de repre´senter les connaissances anatomiques de fac¸on
non-spe´cifique du proble`me a` re´soudre. Ceci suppose bien entendu des compromis. Ceci
est particulie`rement flagrant dans la de´finition des conditions ne´cessaires et suffisantes
de chaque classe d’entite´. Il est clair que les de´finitions que nous avons retenues, meˆme
se´pare´es dans deux ontologies diffe´rentes ; l’une partageable et l’autre applicative, sont
principalement guide´es par les besoins de l’application d’annotation, qui, en l’occurrence,
met fortement l’accent sur les aspects topologiques. Ceci pose la question fondamentale
de la faisabilite´ de telles ontologies a` caracte`re universel et des traitements a` leur appli-
quer pour en de´river des ontologies applicatives, adapte´es aux besoins de telle ou telle
application.
Enfin, notre souhait de proposer une ontologie re´utilisable nous a conduits naturelle-
ment a` choisir d’utiliser OWL tout en se´parant les concepts ge´ne´riques des concepts spe´-
cifiques a` l’application. Le souhait de pouvoir be´ne´ficier de bonnes proprie´te´s au niveau
calculatoire et utiliser les raisonneurs existants nous a conduits a` choisir la variante OWL
DL et, pour ce qui concerne les re`gles, a` nous limiter a` des re`gles de Horn sans fonction.
Ces choix nous ont amene´s a` faire plusieurs compromis, et contourner plusieurs limites lie´s
aux outils existants, par exemple :
– L’ontologie utilise des restrictions existentielles au lieu de restrictions de cardinalite´
quantifie´es ;
– KAON2 ne supportant pas encore le type“nominal”, nous avons de´fini des sous classes
de Orientation, ex. ; Posterior, Anterior etc. et utilise´ des restrictions existentielles ;
– Toutes les relations n-aires sont transforme´es en relations binaires, par exemple nous
avons de´fini une classe artificielle ”AttributedEntity” qui a deux champs : une struc-
ture anatomique, et une collection de trois orientations pour repre´senter des relations
attribue´es comme dans FMA ;
– Enfin, les re`gles que nous avons de´finies sont des re`gles SWRL que KAON2 trans-
forme en interne en re`gles DL-safe [139]. Pour cette raison, certaines solutions peu-
vent eˆtre ignore´es [79].
Nous envisageons d’ame´liorer l’ontologie prochainement sur plusieurs aspects. Nous en-
visageons par exemple d’e´tudier la viariabilite´ des relations entre les structures anatomiques
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a` partir d’une grande base d’images du cerveau, et d’associer a` chaque relation entre
deux concepts anatomiques une valeur exprimant sa plausibilite´ au sein de la population
e´tudie´e. Nous envisageons aussi d’enrichir les de´finitions des concepts de notre ontologie
par d’autres types de connaissances, telles que la taille des structures anatomiques. La
repre´sentation de notre ontologie en OWL 2 constitue aussi une autre perspective inte´res-
sante, du moment que OWL 2 offre de nouvelles fonctionnalite´s supporte´es par de nou-
veaux outils de raisonnement. En effet, l’annotation des images anatomiques du cerveau
constitue5 un des cas d’utilisation (use cases) conside´re´s par le W3C, afin que les besoins
applicatifs soient pris en compte dans les e´volutions du langage OWL. Enfin, nous en-
visageons d’associer a` notre ontologie d’autres types de connaissances sur le cerveau, a`
savoir les connaissances sur les fonctions, sur les connexions des faisceaux de fibres, sur
l’anatomie cellulaire, etc.
5http://www.w3.org/2007/OWL/wiki/New_Features_and_Rationale#ref-ontowithrules
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L’interpre´tation d’images1 consiste a` construire du sens a` partir des donne´es provenant
de la sce`ne analyse´e, c’est-a`-dire a` structurer ces donne´es, a` reconnaˆıtre les diffe´rentes
entite´s qui composent l’image, a` comprendre leur organisation spatiale et a` construire une
description de la sce`ne. L’interpre´tation d’images fait donc appel a` un certain nombre de
connaissances a priori :
– sur la sce`ne et sur les objets qu’elle contient (mode´lisation des objets et de leurs
relations),
– sur le domaine d’application (expertise),
– sur les conditions d’acquisition des images.
En outre, une application spe´cialise´e vise a` atteindre un but pre´cis, qu’il faut savoir for-
muler. On cherchera alors a` effectuer une interpre´tation partielle, suffisante pour re´soudre
le proble`me pose´. On doit donc disposer :
– de mode`les et de formalismes pour repre´senter ces connaissances,
– de modules d’apprentissage pour acque´rir et structurer ces connaissances,
– d’ope´rateurs d’analyse d’image, parame´trables et adaptatifs,
– d’ope´rateurs de reconnaissance ou de mise en correspondance entre les informations
a priori et les re´sultats de l’analyse.
Dans notre cas, les connaissances a priori mises en jeu sont les connaissances symbol-
iques formalise´es dans l’ontologie sulco-gyrale, et l’ope´rateur de mise en correspondance
entre les informations a priori et les entite´s nume´riques extraites par des traitements
nume´riques est un syste`me de raisonnement a` plusieurs composants. On parle d’anno-
tations se´mantiques pour de´signer les e´tiquettes rajoute´es a` l’image et qui donnent aux
diffe´rentes parties de cette dernie`re du sens ou de la se´mantique. Ces e´tiquettes sont re-
lie´es a` l’ontologie sulco-gyrale, ou` les entite´s auxquelles elles se re´fe`rent ont des de´finitions
universelles et formelles tre`s riches.
Il existe dans la litte´rature plusieurs articles traitant l’interpre´tation d’images. La plu-
part d’entr’eux s’appuient sur les caracte´ristiques nume´riques qu’on peut extraire des im-
ages (appele´es caracte´ristiques de bas niveau ou low level features en anglais), c’est-a`-dire
des contours et des re´gions extraits directement des repre´sentations nume´riques des ob-
jets, et qui ont peu ou pas de relation avec la perception humaine [40]. Cependant, la
se´mantique d’une image ne peut eˆtre appre´hende´e uniquement a` partir des caracte´ris-
tiques nume´riques obtenues par des traitements nume´riques tels que la segmentation. Il
est ne´cessaire de comple´ter ces informations avec des me´ta-connaissances afin de mieux
interpre´ter les objets segmente´s. Il s’agit donc de connaissances riches, qui peuvent eˆtre
ajoute´es par un utilisateur humain, un syste`me automatique, ou encore un syste`me qui
assiste un utilisateur humain. Cependant il y a un dilemme a` re´soudre concernant la
qualite´ des annotations et le degre´ d’intervention de l’utilisateur dans le processus d’an-
1http ://www.irit.fr/ACTIVITES/EQ TCI/EQUIPE/dalle/interpretation.html
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notation. Les me´thodes comple`tement automatiques ne donnent pas en ge´ne´ral une bonne
qualite´ d’annotation, c’est-a`-dire des annotations qui de´signent les bonnes entite´s de´crites
dans l’ontologie par exemple, mais, par contre, elles permettent d’annoter facilement et
d’une manie`re comple`tement automatique de grandes masses d’images. Les me´thodes semi-
automatiques, quant a` elles, produisent des annotations de qualite´ meilleure, mais elles sont
lentes, ce qui ne facilite pas l’annotation de grandes bases d’images. Chaque type d’annota-
tion de´pend alors de son contexte d’utilisation, il y a des situations ou` l’utilisateur a besoin
d’eˆtre assiste´ par un syste`me, afin par exemple de lever les ambigu¨ite´s dues a` la divergence
d’interpre´tation d’un scanner par plusieurs me´decins. Dans d’autres situations par contre,
l’utilisateur voudrait e´tudier plusieurs images avec un meˆme syste`me d’annotation et sans
qu’il intervienne, comme c’est le cas lorsque l’on veut effectuer des e´tudes de groupes sur
un grand nombre d’images, ou` l’intervention de l’utilisateur a un couˆt conside´rable en
terme de temps.
La section 4.1 met l’accent sur l’importance des relations spatiales en interpre´tation
d’images. Ensuite, la section 4.2 re´sume brie`vement l’existant des me´thodes nume´riques
d’annotation d’images du cerveau. Enfin, un e´tat de l’art des me´thodes symboliques et
mixtes sur l’interpre´tation et l’annotation d’images est donne´ dans la section 4.3.
4.1 Mode´lisation des relations me´re´ologiques et spatiales
Le calcul et la repre´sentation des relations spatiales, notamment des relations direction-
nelles, joue un roˆle tre`s important en interpre´tation d’image. Ces dernie`res repre´sentent
une connaissance non ne´gligeable, particulie`rement dans des domaines tels que la ge´ogra-
phie et l’anatomie, ou` elles sont relativement stables. Les relations spatiales en ge´ne´ral, et
les orientations en particulier, sont un e´le´ment discriminant dans la reconnaissance des ob-
jets, la vision par ordinateur, l’interpre´tation de sce`nes, les applications ge´ographiques, la
navigation autonome d’agents autonomes, etc. De ce fait, aussi bien la repre´sentation sym-
bolique de ces relations que leur calcul par des programmes nume´riques sont importants, et,
cependant, restent un de´fi pour les machines, alors qu’elles sont facilement appre´hendables
par l’eˆtre humain, malgre´ l’ambiguite´ lie´e a` leur de´finition.
Dans les ontologies biome´dicales c’est l’aspect qualitatif, la se´mantique de ces re-
lations ainsi que leur repre´sentation qui sont e´tudie´s, comme par exemple la relation
part-whole exprimant les parties d’un ensemble, qui, lui, peut eˆtre un organe ou une
structure anatomique quelconque [183]. Une ontologie de´finit les relations pouvant exister
entre les instances des concepts ainsi que leur proprie´te´s. Smith et al. [189] ont fait une
excellente analyse des relations dans les ontologies biome´dicales et ont propose´ un cadre
formel pour de´finir des relations cohe´rentes et non ambigue¨s pour ces ontologies. L’ontolo-
gie des relations qu’ils ont propose´e, baptise´e l’ontologie des relations OBO (OBO Relation
Ontology (RO)), re´sultait d’une collaboration avec des experts en ontologies formelles et
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des biologistes dans les groupes de recherche OBO, FMA et GALEN. En effet, les relations
dans les ontologies OBO e´taient initialement utilise´es de manie`re incohe´rente, et l’ontolo-
gie RO a donc e´te´ de´veloppe´e dans le but de fournir aux constructeurs d’ontologies les
lignes directrices qui aident a` une bonne formulation des relations. Ces lignes directrices
se re´ve`lent de´ja` utiles, par exemple, dans la repre´sentation des changements anatomiques
et l’e´tablissement des liens entre diverses collections d’images et donne´es phyloge´ne´tiques
[192]. Dans le meˆme ordre d’ide´es, une autre the´orie formelle a e´te´ propose´e par Donnelly
[65] pour la repre´sentation spatiale et le raisonnement dans les ontologies biome´dicales.
L’objectif des auteurs e´tait de de´montrer comment une the´orie spatiale formelle peut
eˆtre utilise´e pour la de´sambiguation de l’information spatiale contenue dans les ontolo-
gies biome´dicales, et par conse´quent offrir de meilleures capacite´s de raisonnement sur ces
ontologies. Ils ont ainsi pre´sente´ une the´orie d’inclusion basique des relations de localisa-
tion (location) et des parties (parthood) entre les individus et entre les classes, qu’ils ont
nomme´e BIT (Basic Inclusion Theory) et BITCl (Basic Inclusion Theory for classes) re-
spectivement. Enfin, ils ont applique´ cette the´orie formelle aux deux principales ontologies
de l’anatomie humaine, FMA et GALEN, afin de montrer son utilite´ pour une meilleure
pre´cision des structures logiques de l’information spatiale. En effet, ils ont de´duit qu’aussi
bien dans FMA que dans GALEN, les relations spatiales au niveau des classes ne sont pas
toujours explicitement distingables. Par conse´quent, l’information spatiale contenue dans
ces deux ontologies biome´dicales est souvent ambigue¨, et les possibilite´s offertes pour l’in-
terope´rabilite´ et l’imple´mentation d’un raisonnement automatique cohe´rent sont limite´es.
Concernant le cerveau, les relations spatiales jouent un roˆle encore plus important.
Elles constituent une information structurelle importante, et leur mode´lisation par des
the´ories formelles est tre`s utile dans divers raisonnements. Une tre`s bonne synthe`se et
discussion a e´te´ faite par Dameron [53] sur les relations de spe´cialisation, de composition
et d’agencement spatial, les the´ories sous-jacentes, et leur adaptation a` l’anatomie du
cerveau. On y trouve aussi la de´finition explicite des proprie´te´s de chaque relation utilise´e,
dont on se sert pour la gestion de la cohe´rence se´mantique de l’ontologie.
Les travaux pre´ce´dents fournissent des fondements formels pour les diffe´rents types de
relations dans les ontologies biome´dicales. Cependant, de tels fondements restent insuff-
isants. Schulz et al. [184] soulignent que les relations des parties (part-Of et has-Part),
entre les classes des ontologies biome´dicales, sont complexes et vont au-dela` de ce qui a e´te´
formalise´ dans la me´re´ologie standard. Ils argumentent cela par des exemples qui illustrent
bien des cas ou` ce type de relations ne sont pas ve´rifie´es chez certains individus, comme le
fait de savoir si, chez un individu, des cheveux perdus ou un organe extrait par la chirurgie
restent des parties de son corps. Un autre aspect important, qui n’est pas pris en compte
dans la plupart des formalisations des relations spatiales, dans les ontologies biome´dicales,
est celui relatif a` leur e´volution dans le temps. C’est ce que Bittner et al. [20] ont essaye´ de
traiter, en s’inte´ressant non seulement a` l’aspect qualitatif des relations spatiales dans les
ontologies anatomiques et biome´dicales, mais aussi a` leur caracte`re de´pendant du temps,
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ce qui est important, surtout lorsqu’on sait que les formes anatomiques, par exemple,
e´voluent au cours du temps, et par conse´quent les relations aussi peuvent e´voluer. Ils ex-
pliquent que la repre´sentation formelle des aspects me´re´ologiques de l’anatomie canonique
(relations des parties) est relativement bien compris. Cependant, la repre´sentation formelle
des autres aspects de l’anatomie canonique, tels que la connectivite´, les relations d’adja-
cence entre des entite´s anatomiques, leur forme, leur taille ainsi que la disposition spatiale
des parties anatomiques dans des structures anatomiques plus grandes sont, cependant,
beaucoup moins bien appre´hende´es et leur repre´sentation dans les ontologies anatomiques
et biome´dicales existantes est insuffisante. Ils proposent alors une me´thodologie permet-
tant d’inte´grer ce genre d’information dans des ontologies anatomiques et biome´dicales,
en appliquant des techniques de repre´sentation de l’information spatiale de´veloppe´es en
Intelligence Artificielle, telles que la classification des intervalles temporels propose´e par
Allen [5]. Ils se sont focalise´s particulie`rement sur la manie`re de tenir compte, explicite-
ment, du caracte`re qualitatif et de´pendant du temps de ces relations. La me´thodologie
pre´sente´e a e´te´ de´veloppe´e sous forme d’une ontologie formelle accessible sur le lien suiv-
ant : http://www.ifomis.org/bfo/fol. Cette ontologie peut tre`s bien aider a` ame´liorer
la rigueur logique et ontologique des ontologies biome´dicales, telles que RO.
Bien d’autres travaux se sont inte´resse´s a` la proble´matique des relations entre instances
et classes dans les ontologies biome´dicales [190, 182]. Leur grand nombre te´moigne, d’une
part, de l’importance qu’ont ces relations. Les diverses manie`res de les de´finir et de les
repre´senter illustrent, d’autre part, leur complexite´ et l’ambigu¨ıte´ qui les caracte´risent. En
effet, la meˆme relation peut avoir des se´mantiques diffe´rentes dans diffe´rentes ontologies. Il
manque un consensus sur la de´finition du sens des relations. Ce dernier e´tant, le plus sou-
vent, de´fini de fac¸on ad-hoc pour mieux re´pondre aux attentes exprime´es dans un domaine
particulier, tel que l’anatomie. Concernant la formalisation des relations spatiales dans les
ontologies biome´dicales, la logique du premier ordre (First Order Logic), notamment les
fragments de cette logique qui offrent des proprie´te´s de raisonnement inte´ressantes, ont
inspire´ beaucoup de travaux. Bittner et al. [19], par exemple, ont e´tudie´ les proprie´te´s
logiques de trois types de relations capturant les aspects me´re´ologiques importants des
objects anatomiques dans les ontologies biome´dicales, et ont de´montre´ que la logique du
premier ordre offre le niveau d’expressivite´ requis pour distinguer les proprie´te´s impor-
tantes de ces relations. Cependant, et afin de permettre l’utilisation des ontologies dans
des raisonnements, ils sugge`rent que ces dernie`res soient compose´es de deux e´le´ments com-
ple´mentaires : 1) une ontologie base´e sur les logiques de description ; 2) et une ontologie
base´e sur la logique du premier ordre qui sert de me´tadonne´e et qui explicite les proprie´te´s
logiques des relations qui ne peuvent pas eˆtre exprime´es en logiques de description. Un
autre formalisme inte´ressant, le RCC (Region Connection Calculus) [159, 17, 123], base´
sur la logique du premier ordre, a e´te´ propose´ pour la repre´sentation qualitative des rela-
tions spatiales. Les relations topologiques entre les objets y sont de´crites a` l’aide de huit
pre´dicats e´le´mentaires sche´matise´s sur la figure 4.1 (e´galite´, disjonction, adjacence, recou-
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vrement strict, inclusion tangentielle, inclusion stricte et les relations inverses de ces deux
dernie`res relations).
Fig. 4.1: Repre´sentation des relations topologiques RCC8 [51].
Ces relations sont particulie`rement inte´ressantes pour la localisation des re´gions selon
des relations topologiques ou par rapport a` d’autres re´gions, afin, par exemple, de localiser
dans le cerveau les zones fonctionnelles telles que les zones du langage par rapport a` une
tumeur ou a` une structure anatomique quelconque. Afin de pouvoir raisonner sur les rela-
tions qualitatives entre les re´gions spatiales et sur les proprie´te´s des donne´es quantitatives,
Haarslev et al. [92] ont propose´ une extension de la logique de description ALD(D) ap-
pele´e ALDRP(D). L’extension propose´e ge`re les objets spatiaux et leurs relations a` l’aide
de pre´dicats. Re´cemment des travaux inte´ressants ont e´tudie´ la repre´sentation de l’arbre
RCC en OWL [87, 88], ce qui est e´videmment important non seulement pour leur partage,
mais e´galement pour leur utilisation dans des processus de raisonnement spatio-temporels.
La question maintenant est de savoir si, en interpre´tation d’images, les mode´lisations
qualitatives des relations spatiales facilitent la mise en correspondance des re´gions d’une
image segmente´e avec les descriptions se´mantiques (concepts d’une ontologie par exem-
ple). En d’autres termes, est ce que les repre´sentations qualitatives des relations spatiales,
de´crites ci-dessus, peuvent aider a` re´duire le fosse´ se´mantique, de´fini par Smeulders et al.
[188] comme le manque de concordance entre les informations perceptuelles que l’on peut
extraire des images et l’interpre´tation de ces donne´es par un utilisateur dans une situa-
tion de´termine´e ? La re´ponse est suˆrement oui, elles ont au moins le me´rite de fournir une
connaissance riche pour ces relations et qui peut eˆtre exploite´e dans plusieurs contextes,
mais cela est-il suffisant ? En de´pit de leur cohe´rence, ge´ne´ricite´, consensualite´ et expres-
sivite´, les connaissances exprime´es dans les ontologies sur les relations spatiales sont elles
facilement utilisables par des outils de raisonnement puissants en interpre´tation d’images ?
Tole`rent-elles l’impre´cision relative a` leur e´valuation nume´rique ? Tiennent elles compte des
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de´formations cause´es par d’e´ventuels processus pathologiques ? La`, la re´ponse est beaucoup
moins affirmative. En effet, il est difficile d’utiliser ces connaissances directement dans des
syste`mes ope´rationnels d’interpre´tation d’images. Le raisonnement spatial, en image et en
vision, n’a pas e´te´ aussi de´veloppe´ que dans les formalismes logiques, base´s sur la logique
du premier ordre. En interpre´tation d’images, par exemple, c’est la gestion de l’information
incomple`te et de l’impre´cision caracte´risant la repre´sentation et la de´duction des relations
spatiales qui fait l’objet d’e´tudes diverses [21]. Au de´partement TSI (Signal-Images) de
l’ENST de Paris, les chercheurs travaillent beaucoup sur le raisonnement spatial sous l’in-
certitude, ils s’inte´ressent, entre autres, a` la gestion de l’incertain et de l’impre´cis, a` la
the´orie des ensembles flous pour la repre´sentation des connaissances spatiales (mode´li-
sation des relations spatiales), plus re´cemment aux ontologies anatomiques enrichies par
des repre´sentations floues des relations spatiales, et ils appliquent leurs the´ories a` l’inter-
pre´tation des images anatomiques du cerveau humain. En effet, comme on l’a de´ja` dit,
le cerveau humain est fortement structure´, et les relations spatiales entre les structures
anatomiques jouent un roˆle important dans leur reconnaissance. Elles permettent de lever
l’ambigu¨ıte´ entre des objets d’apparences similaires [9], et surtout elles sont plus stables
que les caracte´ristiques intrinse`ques des structures anatomiques elles meˆmes, comme leurs
formes par exemple. En revanche, les relations spatiales entre les structures anatomiques
dans le cerveau humain sont impre´cises, variables et sujettes a` des de´formations qui peu-
vent eˆtre cause´es par des processus pathologiques, et qui peuvent emmener a` des erreurs
d’interpre´tation. Une prise en compte de ces diffe´rents facteurs dans la mode´lisation des
relations spatiales, pourrait donc ame´liorer l’interpre´tation de ce type d’images.
La communaute´ de l’image et la vision par ordinateur s’inte´resse donc a` la mode´li-
sation des relations spatiales, mais, contrairement a` la communaute´ des ontologies et de
l’inge´nierie des connaissances en ge´ne´ral, qui utilise des mode`les de repre´sentation qualitat-
ifs souvent lie´s a` la logique formelle ou a` la classification des intervalles temporels propose´e
par Allen [5], la communaute´ de l’image et de la vision utilise des mode`les de repre´sen-
tation quantitatifs plutoˆt rattache´s a` la logique floue et aux probabilite´s. Le formalisme
de la logique floue, e´labore´ par Lotfi Zadeh en 1965 [220], a en effet inspire´ beaucoup de
travaux dans le domaine de l’interpre´tation d’images, et particulie`rement dans la mode´li-
sation des relations spatiales entre les re´gions composant une image. Cette logique, qui
a connu un grand succe`s dans de nombreux domaines, s’appuie sur la the´orie mathe´ma-
tique des ensembles flous qui est l’extension de la the´orie des ensembles classiques pour
la prise en compte d’ensembles de´finis de fac¸on impre´cise. C’est une the´orie formelle et
mathe´matique dans le sens ou` Zadeh 2, en partant du concept de fonction d’appartenance
pour mode´liser la de´finition d’un sous-ensemble d’un univers donne´, a e´labore´ un mode`le
complet de proprie´te´s et de de´finitions formelles. Il a aussi montre´ que cette the´orie des
sous-ensembles flous se re´duit effectivement a` la the´orie des sous-ensembles classiques dans
2http://fr.wikipedia.org/wiki/Logique_floue
124
CHAPITRE 4. ETAT DE L’ART SUR L’INTERPRE´TATION ET L’ANNOTATION SE´MANTIQUE
DES IMAGES DU CERVEAU
le cas ou` les fonctions d’appartenance conside´re´es prennent des valeurs binaires ({0, 1}).
Contrairement a` la logique boole´enne, la logique floue permet a` une condition d’eˆtre dans
un autre e´tat que vrai ou faux, exprimant des degre´s dans la ve´rification d’une condition.
La logique floue attribue des quantite´s nuance´es contrairement a` la logique binaire (qui
n’utilise que le vrai et le faux).
Fig. 4.2: Un exemple d’utilisation de la logique floue.
La figure 4.2 montre un exemple concret de repre´sentation en logique floue, ou`, con-
trairement aux logiques boole´ennes, la fonction d’appartenance a` une cate´gorie pre´de´finie,
selon l’aˆge de la personne, ne bascule pas de 0 a` 1 ou inversement de manie`re brusque. Une
personne de 25 ans appartient a` l’ensemble ”jeune” avec une valeur µ=0.75 de la fonction
d’appartenance et a` l’ensemble ”entre deux aˆges” avec µ=0.25. Par contre une personne
aˆge´e de 65 ans appartient avec une valeur µ=1 de la fonction d’appartenance, c’est a` dire
avec certitude, a` l’ensemble ”ˆage´”.
La logique floue est d’une grande utilite´ dans le raisonnement spatial incertain [22].
Par exemple, pour les proble´matiques de reconnaissance d’objets nume´riques ou de seg-
mentation d’images me´dicales, la mode´lisation des relations spatiales, notamment leur
mode´lisation floue, s’ave`re un facteur d’ame´lioration des performances en matie`re de seg-
mentation d’images [48]. Elle a e´galement e´te´ applique´e pour la de´duction des relations
spatiales entre les structures anatomiques extraites des images IRM du cerveau [23]. Une
tre`s bonne synthe`se des approches floues et leur roˆle dans l’interpre´tation et le traitement
d’images a e´te´ e´labore´e par Bloch [21], ou` l’on peut trouver a` la fois les aspects the´oriques
de la logique floue et son utilisation pour re´soudre une proble`matique re´elle dans le do-
maine de l’imagerie du cerveau. Atif et al. [9] proposent d’apprendre la variabilite´ des
relations spatiales, due a` la pre´sence de diffe´rents types de tumeurs dans le cerveau, sur
une base de cas pathologiques. De nombreux autres travaux utilisent ce type d’approches
pour repre´senter les relations spatiales, notamment en imagerie satellitaire [75]. Outre les
repre´sentations floues, les me´thodes probabilistes repre´sentent une autre alternative aux
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logiques binaires. La logique probabiliste prend appui sur des formalisations de croyances
incertaines a` l’aide de mesures de probabilite´ sur des propositions de´crites dans un langage
donne´. Le besoin d’utiliser des logiques probabilistes a e´te´ ressenti dans la communaute´ du
Web Se´mantique, et a donne´ naissance a` des re´flexions sur ce sujet. Par exemple PRONTO
[113] (raisonneur OWL probabiliste) permet aux utilisateurs de comple´menter les ontolo-
gies OWL classiques par des de´clarations probabilistes, il est conc¸u pour les mode´lisations
ontologiques des domaines incertains du Web Se´mantique. Cependant, la logique floue
pre´sente l’inte´reˆt d’eˆtre plus facile a` imple´menter qu’une logique probabiliste.
Outre leur robustesse et leur prise en compte des impre´cisions inhe´rentes a` des ap-
plications tre`s spe´cifiques, ces approches de mode´lisation mathe´matiques re´duisent elles
le fosse´ se´mantique dont on a parle´ pre´ce´demment ? Sont elles suffisamment ge´ne´riques
pour eˆtre re´utilise´es ? Sont elles associe´es a` une se´mantique explicite claire et riche ? La
re´ponse est non. Quelle est donc l’approche de mode´lisation des relations spatiales qui est
susceptible de re´duire ce fosse´ se´mantique. La re´ponse peut se trouver dans la combinaison
des deux approches pre´ce´dentes. D’ailleurs, un travail particulie`rement inte´ressant a e´te´
publie´ re´cemment par Hudelot et al. [107], ou` les auteurs de´crivent une ontologie des re-
lations spatiales (figure 4.3), enrichie par des repre´sentations floues. L’ontologie qu’ils ont
de´veloppe´e est ge´ne´rique, c’est-a`-dire qu’elle est inde´pendante du domaine d’application,
et mode´lise les relations spatiales topologiques, directionnelles et de distance. En revanche,
le formalisme flou qui lui est associe´ est adaptable a` chaque domaine d’application, dans
leur cas le guidage du raisonnement spatial dans une image et la reconnaissance des struc-
tures qu’elle contient par des informations structurelles sur l’agencement spatial de ces
structures. L’originalite´ de leur approche tient a` l’inte´gration de l’ontologie des relations
spatiales, formalise´e en logiques de description et repre´sente´e en OWL, et leurs domaines
concrets dans lesquels des repre´sentations floues sont de´finies (figure4.4), permettant ainsi
de faire le lien entre les concepts, souvent exprime´s sous forme linguistique, et les infor-
mations que l’on peut extraire des images.
L’ontologie des relations qu’ils ont propose´e, dont une partie est rapporte´e sur la figure
4.3, mode´lise les principaux concepts (relations) mis en e´vidence dans la litte´rature pour
leur importance en raisonnement spatial, a` savoir : Objet Spatial, Relation Spatiale,
Relation Spatiale Avec et Objet en Relation Spatiale Avec. L’inte´gration syntax-
ique du flou dans cette ontologie se fait a` l’aide des domaines concrets, elle de´finit comment
relier physiquement les concepts de l’ontologie a` des repre´sentations floues, de´crites sous
forme de types de donne´es d’un sche´ma XML (figure 4.4) et apprises sur une grande base
de structures anatomiques segmente´es. Par exemple sur la figure 4.4, le concept Right a
comme repre´sentation floue dans le domaine concret un ensemble flou (Fuzzy Set), de´crit
en XML. La repre´sentation des relations floues par des sous-ensembles flous dans l’image
(domaine concret) permet de lier la se´mantique d’une relation spatiale (par exemple “a`
droite de R”) a` sa repre´sentation physique dans le domaine de l’image [107]. Ceci permet
d’apporter une vraie solution au proble`me du fosse´ se´mantique.
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Fig. 4.3: Extrait de la hie´rarchisation des relations spatiales dans l’ontologie des relations
floues de [107].
Depuis quelques anne´es en France, les communaute´s de l’analyse d’images et de la
vision par ordinateur d’une part et de l’extraction et de la gestion de la connaissance
d’autre part ont tente´ de cre´er un rendez-vous francophone dans le cadre de la confe´rence
EGC (Extraction et Gestion des Connaissances) entre ces deux disciplines lors d’ateliers
intitule´s ECOI pour Extraction de Connaissances et Images. Un des the`mes tre`s fructueux
a porte´ sur l’analyse des relations spatiales dans le cadre des sciences et des technologies
de l’information. Cela a donne´ naissance a` un nume´ro spe´cial de la revue RNTI s’intitulant
“Les relations spatiales : de la mode´lisation a` la mise en oeuvre”3 [125]. Ce rapprochement
te´moigne de la ne´cessite´ de rassembler toutes les compe´tences afin de mieux e´tudier les
relations spatiales sur tous leurs aspects.
La section 4.2 pre´sente les approches classiques (nume´riques) d’annotation d’image
ainsi que leurs limites, et la section 4.3 pre´sente les approches symboliques et mixtes d’inter-
pre´tation des images du cerveau, ou` les relations spatiales entre les structures anatomiques
3http://www.cepadues.com/livre_details.asp?l=864
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(a) (b)
Fig. 4.4: (a) : Inte´gration syntaxique entre l’ontologie des relations spatiales et le mod-
e`le de repre´sentation floue pour les relations directionnelles [107], (b) Un ensemble flou
trape´zo¨ıdal, sa fonction d’appartenance et la description des types de donne´es XML flous
correspondants [107].
ont, justement, une grande importance.
4.2 Approches nume´riques d’annotation d’images du cerveau
Nous rappelons que l’un des proble`mes majeurs de l’analyse des images me´dicales est
de pouvoir assister un clinicien dans l’interpre´tation et l’exploitation des images, notam-
ment lorsqu’il a besoin de confronter son interpre´tation avec des cas classiques ou des cas
de re´fe´rence. Une solution pertinente a` ce proble`me est d’utiliser des atlas, qui repre´sentent
une information a priori ade´quate. Dans ce contexte, les approches nume´riques en ge´ne´ral,
et les atlas probabilistes en particulier, sont fre´quemment utilise´s, notamment pour la la-
bellisation des structures du cortex ce´re´bral. Cela est duˆ en partie a` leur appui sur des
the´ories mathe´matiques, statistiques et probabilistes solides et abouties, mais aussi a` la
facilite´ d’imple´mentation de telles me´thodes et de leur inte´gration dans des outils d’anno-
tation d’images. Ces approches sont commune´ment appele´es approches morphome´triques
ou statistiques [208, 36, 73, 44, 206]. Elles sont ge´ne´ralement globales ; c’est a` dire elles
conside`rent le cerveau dans sa globalite´, et entie`rement automatiques ; l’utilisateur n’in-
tervient pas lors de la labellisation. Dans ces approches, la labellisation concerne un ou
plusieurs types de structures anatomiques du cerveau, par exemple les gyri, les sillons, ou
les deux. Dans [73] les auteurs proposent une technique automatique pour la labellisa-
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tion des sillons et gyri corticaux. Cette technique est base´e sur l’information probabiliste
estime´e a` partir d’un ensemble d’apprentissage constitue´ de structures anatomiques label-
lise´es manuellement par des anatomistes. Dans [36] on propose une approche automatique
de parcellisation de la surface corticale en gyri labellise´s, en essayant de reproduire le raison-
nement et l’analyse que font les neuroanatomistes d’un point de vue structurel. Les gyri y
sont de´finis a` partir d’un ensemble de sillons se´lectionne´s par l’utilisateur, et projete´s en-
suite sur la surface corticale. La parcellisation en gyri est obtenue par deux diagrammes de
Vorono¨ı imbrique´s et calcule´s ge´ode´siquement a` la surface corticale. Le premier de´termine
les zones d’influence des sillons se´lectionne´s, et le deuxie`me calcule la parcellisation en gyri.
Contrairement aux deux premie`res approches, qui conside`rent le cerveau dans sa globalite´,
Desikan et al. [62] proposent une me´thode pour l’annotation des re´gions d’inte´reˆt sur le
cortex ce´re´bral. La construction de leur atlas est faite sur une base de 40 images IRM apre`s
l’identification manuelle de 34 re´gions corticales dans les he´misphe`res gauche et droit de
chaque individu. Ces diffe´rentes approches conside`rent uniquement l’anatomie dans leurs
de´coupages en re´gions du cortex ce´re´bral. Cependant, Tzourio et al. [207] mettent en
e´vidence que la neuroanatomie macroscopique ne devrait pas eˆtre conside´re´e uniquement
comme un syste`me de repe`res mais aussi comme fondement de l’organisation fonctionnelle
du cerveau. Clouchoux et al. [44] proposent alors une me´thode de parcellisation de la
surface corticale, avec l’objectif de de´crire l’organisation de la surface corticale, aussi bien
en terme anatomique que fonctionnel (figure 4.5). Leurs travaux s’inscrivent dans un cadre
ge´ne´ral qui est la construction d’un re´fe´rentiel surfacique qui permette d’identifier n’im-
porte quel point sur la surface par rapport a` un certain nombre d’invariants anatomiques,
ce re´fe´rentiel devant eˆtre reproductible d’un sujet a` l’autre. A partir d’un ensemble de
structures invariantes sur la surface, de´tecte´es et identifie´es automatiquement, les valeurs
de parame`tres sont propage´es graˆce a` la re´solution d’une e´quation aux de´rive´es partielles
de type ”´equation de la chaleur” contrainte sur la surface corticale.
Tucholka et al. [206] utilisent, eux, un mode`le probabiliste baye´sien pour la parcel-
lisation anatomo-fonctionnelle de la surface corticale. Avec cette approche, les auteurs
ont trouve´ qu’environ 250 patches du cortex peuvent eˆtre distingue´s sur chacun des deux
he´misphe`res du cerveau. Enfin, Tzourio et al. [208] utilisent la parcellisation anatomique
du cortex ce´re´bral de [47] pour la labellisation anatomique des activations dans SPM
(Statistical Parametric Mapping Package). Dans ce dernier travail, cependant, le sche´ma
de labellisation propose´ se base sur un seul cerveau, ce qui limite sa ge´ne´ralisation.
De la meˆme manie`re que pour les gyri, de nombreux travaux ont porte´ sur l’e´tiquetage
des sillons [118, 167, 66, 155, 127]. Par exemple dans [127] les auteurs, dans leurs travaux
pre´liminaires, utilisent l’e´chelle multidimensionnelle MDS (Multi-Dimentional Scaling) pour
classifier 180 sillons, pre´-segmente´s, appartenant aux classes majeures des sillons du cortex
ce´re´bral (figure 4.6). Dans [167, 168] une me´thode plus aboutie a e´te´ pre´sente´e pour la
reconnaissance des sillons corticaux, base´e sur l’utilisation des re´seaux de neurones (figure
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Fig. 4.5: (A et B) re´sultat de parcellisation sur une surface corticale gonfle´e [44]. (C)
parcellisation cytoarchitectonique et fonctionnelle du cortex ce´re´bral humain, compare´e a`
(D) propose´e par [44].
4.64).
Cependant, et malgre´ les avantages que pre´sentent ces approches nume´riques d’anno-
tation, elles restent limite´es sur plusieurs aspects :
– Bien que ces approches soient construites le plus souvent sur de grandes bases d’im-
ages, elles restent impre´cises lors du traitement de nouveaux cas. Ceci est duˆ a` la
forte variabilite´ anatomique et fonctionnelle du cortex ce´re´bral ;
– L’e´tiquetage, tel qu’effectue´ dans ces approches, consiste a` re´fe´rencer des listes de
termes simples, sans leur associer de se´mantique pre´cise qui puisse eˆtre exploite´e par
des humains, et surtout par des machines ;
– Enfin, ces approches sont tre`s sensibles aux de´formations et de´calages cause´s par des
processus pathologiques, comme les tumeurs, parce qu’elles sont construites unique-
4http://brainvisa.info/doc/brainvisa/en/processes/recognition.html
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(a) (b)
Fig. 4.6: (a) reconnaissance des sillons par la me´thode de [167]. (b) Classification des
sillons par la me´thode de [127].
ment sur des cerveaux sains.
Pour toutes ces raisons, et bien d’autres, des approches d’annotation inte´grant la con-
naissance symbolique sont de´veloppe´es par la communaute´ scientifique.
4.3 Approches symboliques et mixtes d’annotation d’images
du cerveau
Contrairement aux approches nume´riques, qui utilisent des techniques statistiques, les
approches symboliques, elles, exploitent les indices structurels sur les donne´es et utilisent
des classifieurs qui consistent souvent en un ensemble de re`gles s’appuyant sur des indices
lexicaux, morphosyntaxiques, etc. On distingue deux grandes familles de l’approche sym-
bolique : l’approche linguistique et l’approche par apprentissage. L’approche linguistique
consiste en des de´finitions ope´rationnelles des e´le´ments a` acque´rir, e´tablies par expertise
linguistique, et des indices structurels donne´s a priori. En revanche l’approche par appren-
tissage se base sur l’analyse d’exemples (souvent en grand nombre), a` partir desquels on
extrait une connaissance. Les re`gles de production, par exemple, sont un moyen efficace
de repre´sentation des connaissances symboliques qui sont sous forme d’un grand nombre
de faits discrets [96]. Les objets structure´s (Structured objects en anglais) sont le plus
souvent organise´s sous la forme d’un graphe. Les re´seaux se´mantiques sont le premier sys-
te`me de ce type a` eˆtre de´veloppe´ [158]. Dans le mode`le du re´seau se´mantique, les objets,
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les concepts et les actions sont repre´sente´es par des noeuds. Les relations entre ces noeuds
sont repre´sente´es par des arcs e´tiquete´s.
Les re´seaux se´mantiques ont e´te´ inte´gre´s dans de nombreux travaux en interpre´tation
d’images. Niemann et al. [146] de´crivent un syste`me de repre´sentation de connaissances
base´ sur un mode`le de re´seau se´mantique. Ils montrent comment les re´seaux se´mantiques
peuvent eˆtre utilise´s pour la compre´hension des images. Carlsen et al. [38] ont propose´ un
syste`me base´-connaissances pour l’interpre´tation des images IRM du craˆne qui utilise un
re´seau se´mantique. Le syste`me propose´ associe a` la segmentation des images craˆniennes
faite par une classification floue, une interpre´tation guide´e par un mode`le symbolique.
Plus pre´cise´ment, les auteurs se servent de quatre sources de connaissances : anatomiques,
d’imagerie IRM, cliniques et statistiques, afin de de´river un mode`le sous forme d’un re´seau
se´mantique qui correspond a` chaque nouveau cas (nouvelle image). Ce mode`le est suppose´
contenir une connaissance plus riche et plus pertinente pour le cas e´tudie´. Ensuite, pour
l’interpre´tation des objets re´sultant de la classification floue, un “matching” (une mise
en correspondance) est effectue´ entre ce mode`le et la description symbolique des objets
segmente´s. Ainsi, les valeurs floues issues de ce “matching” sont utilise´es pour ge´ne´rer un
vecteur indiquant, pour chaque objet segmente´ dans l’image, la plausibilite´ de son apparte-
nance a` des structures anatomiques. Elles sont e´galement utilise´es pour afficher sur l’image
les e´tiquettes les plus plausibles. Deux e´tapes majeures sont effectue´es pour “matcher” le
mode`le individuel et la description de l’image : 1) un “matching” flou qui consiste en un
graphe de compatibilite´ de´crivant la similarite´ entre les objets du mode`le individuel et les
objets segmente´s sur l’image, 2) une recherche du plus grand ensemble des “matchings”,
mutuellement compatibles. Cependant, les auteurs rapportent que les re´sultats qu’ils ont
obtenus, bien que meilleurs que ceux obtenus avec d’autres syste`mes utilise´s en radiologie
a` l’e´poque, ne re´pondaient pas aux besoins cliniques formule´s par les cliniciens. Ce travail
met en e´vidence quelques avantages des approches symboliques : 1) possibilite´ de gestion
de plusieurs sources d’information et leur inte´gration dans un processus de raisonnement
pour effectuer une taˆche particulie`re ; 2) une meilleure prise en compte de l’information
impre´cise et incertaine provenant des images du cerveau, en utilisant le formalisme de
la logique floue ; 3) et une meilleure prise en compte des aspects relationnels entre les
structures anatomiques. Zachmann [219] a, lui aussi, utilise´ les re´seaux se´mantiques pour
l’interpre´tation des images IRM du craˆne, s’appuyant cette fois-ci sur un atlas nume´rique.
L’approche propose´e s’effectue en deux e´tapes : la premie`re se base sur un re´seau se´man-
tique et consiste a` partitionner l’image IRM en plusieurs re´gions. La deuxie`me e´tape, elle,
utilise un atlas nume´rique pour identifier les sous structures du liquide ce´phalo-rachidien.
Ceci est fait en utilisant les structures repre´sente´es dans l’atlas comme des mode`les (tem-
plates), sur lesquels on recale l’image IRM. Le degre´ de recouvrement entre les sous struc-
tures du liquide ce´phalo-rachidien dans l’atlas et les composants obtenus dans la premie`re
e´tape de´termine la plausibilite´, pour ces composants, de l’appartenance a` ces sous struc-
tures. Cependant, ce “matching” na¨ıf avec l’atlas n’est pas fiable. D’ailleurs lors des tests
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effectue´s par les auteurs, de`s que l’anatomie dans une image d’un patient varie le´ge`rement
par rapport a` l’atlas, l’identification e´choue.
Le proble`me majeur des re´seaux se´mantiques est l’absence d’une the´orie formelle pour
la de´finition de la se´mantique. Il n’y a pas de distinction fondamentale entre les diffe´rents
types de liens. Les ”frames” [136] sont des approches de repre´sentation d’objets structure´s
qui permettent un regroupement plus syste´matique de l’information. Elles sont destine´es a`
stocker des repre´sentations ste´re´otype´es des diffe´rents objets et e´ve`nements. Les “frames”
individuelles correspondent aux noeuds dans un re´seau se´mantique, et les relations entre
les frames correspondent aux arcs dans un re´seau se´mantique. Chaque “frame” contient des
informations sur un objet particulier ou une cate´gorie d’objets. Les“frames”sont des struc-
tures de donne´es complexes qui repre´sentent des concepts. Elles ont un nom et une se´rie
d’attributs appele´s des slots. Elles sont en effet tre`s attrayantes en tant que me´thode de
repre´sentation de mode`les de haut niveau des structures anatomiques, pour une utilisation
dans un syste`me de vision. Elles permettent de repre´senter les caracte´ristiques anatomiques
ge´ne´riques et les relations entre ces caracte´ristiques. Elles permettent e´galement a` des in-
stances spe´cifiques des concepts (de´tecte´es par exemple a` partir des images en entre´e)
d’eˆtre stocke´es dans la meˆme structure que le mode`le. Enfin, l’utilisation des fonctions
d’he´ritage offertes par les “frames” permet de guider l’interpre´tation en recherchant des
arrangements spe´cifiques des entite´s anatomiques dans les images. Par exemple Robinson
et al. [169] ont propose´ une approche originale de reconnaissance d’objets anatomiques
dans les images du cerveau, qui consiste a` concevoir d’abord un mode`le symbolique du
cerveau humain sous forme de “frames” base´es sur un re´seau se´mantique se composant de
trois graphes : 1) un graphe d’adjacence spatiale concernant les structures anatomiques
du cerveau ; 2) une hie´rarchie des parties spe´cifiant pour chaque structure ses e´ventuelles
parties ; 3) et un graphe d’he´ritage permettant a` une “frame” d’he´riter des valeurs pour
les “slots” qui la caracte´risent. Ensuite, ils ont propose´ une me´thode qui utilise ce mod-
e`le afin de guider la reconnaissance des objets dans les images anatomiques du cerveau.
Cette me´thode est similaire a` un ATMS (Assumption-based Truth Maintenance System)
[112], qui permet de raisonner simultane´ment sur un ensemble d’hypothe`ses e´ventuelle-
ment incompatibles. Chaque objet segmente´ sur l’image est transforme´ en “frame” dans
le mode`le et les relations topologiques, directionnelles, de forme et de taille de chaque
objet sont transforme´es en “slots” dans la “frame” correspondante. Ensuite un “matching”
est effectue´ afin de de´terminer pour chaque “frame” la structure, dans le mode`le, dont les
caracte´ristiques lui ressemblent le plus. Pour chaque “matching” une valeur de similarite´
comprise entre 0 et 1 est calcule´e, et seuls les“matchings”dont les valeurs de similarite´ sont
supe´rieures a` 0.85 sont retenus. Chaque “matching” retenu ge´ne`re alors ce que les auteurs
appellent “un point de vue”. La fusion des diffe´rents points de vue se base sur la co¨ınci-
dence des relations spatiales entre les objets avec celles entre les structures anatomiques
dans le mode`le. Cette approche a eu le me´rite de de´velopper un mode`le symbolique du
cerveau inde´pendamment de son utilisation dans le raisonnement, meˆme si ce dernier n’est
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pas construit d’une manie`re qui permet son partage. Le raisonnement utilise´, base´ sur la
gestion d’hypothe`ses, est original et ade´quat pour pouvoir prendre en compte la variabilite´
anatomique. Cependant, le seuil de 0.85 utilise´ pour la ge´ne´ration des points de vue n’est
pas justifie´, ce qui peut eˆtre un handicap. L’expe´rience a, en effet, montre´ que l’utilisation
des seuils dans de telles applications n’est pas recommande´e. Enfin, les tests effectue´s par
les auteurs ne refle`tent pas une vraie application, ils restent au niveau d’un cas d’utilisation.
Sonka et al. [193] ont repris l’ide´e de la gestion d’hypothe`ses et ont propose´ une me´thode
d’interpre´tation d’images IRM du cerveau qui utilise cette ide´e, mais d’une manie`re plus
efficace (figure 4.7). En effet, le principe de leur me´thode consiste a` e´mettre des hypothe`ses,
correspondant a` des interpre´tations de l’image, et utiliser ensuite un algorithme ge´ne´tique
d’optimisation, ite´ratif, afin de ve´rifier la validite´ de ces hypothe`ses et de converger vers
la meilleure interpre´tation de l’image. La figure 4.7 de´taille la strate´gie ge´ne´rale utilise´e
pour la segmentation et la reconnaissance des structures neuroanatomiques. La premie`re
e´tape consiste a` segmenter l’image IRM pour obtenir un grand nombre de re´gions seg-
mente´es. L’e´tape suivante consiste a` construire un graphe d’adjacence des re´gions, qui
de´crit les proprie´te´s de chaque re´gion ainsi que ses relations avec ses voisins. Ensuite un
algorithme ge´ne´tique est utilise´ pour ge´ne´rer une population d’hypothe`ses interpre´tant
l’image, repre´sente´es comme des chaˆınes de caracte`res. A chaque re´gion est associe´e une
position dans la chaˆıne de caracte`res, ainsi qu’une e´tiquette (hypothe`se) correspondant a`
la structure neuroanatomique a` laquelle elle est suppose´e appartenir. Le degre´ de confiance
associe´ a` une hypothe`se particulie`re est e´value´ par le moyen d’une fonction objectif qui
compare l’information contenue dans l’image a` la connaissance a priori sur les re´gions et
les objets de l’image, leurs formes, leurs positions et leurs relations. L’algorithme ge´ne´tique
sert a` conserver les bonnes hypothe`ses et e´liminer les mauvaises, et au bout d’un certain
nombre d’ite´rations il converge vers l’interpre´tation optimale de l’image. Un apprentissage
pre´alable a e´te´ effectue´ sur 20 images IRM-T1 de cerveaux de sujets sains pour segmenter
et e´tiqueter 17 structures neuroanatomiques. La validation a ensuite e´te´ faite sur 8 sujets
sains. Les re´sultats obtenus et rapporte´s par les auteurs sont assez satisfaisants. Cependant
aucun test n’a e´te´ effectue´ sur des donne´es pathologiques, ce qui aurait e´te´ inte´ressant dans
la mesure ou` l’une des e´tapes se base sur l’information a priori sur la forme des structures
anatomiques, leurs positions et relations avec leur voisinage, ce qui peut laisser penser que
cette me´thode ne traite pas les cas pathologiques.
Outre la gestion d’hypothe`ses, qui est une belle ide´e the´orique pour la gestion de la
variabilite´ anatomique du cerveau, mais souvent difficile a` re´aliser en pratique, une autre
manie`re de ge´rer cette variabilite´ est de l’inte´grer dans le mode`le qui la repre´sente, en effec-
tuant par exemple un apprentissage sur une grande base de sujets. En effet, l’apprentissage
est utilise´ avec succe`s dans la construction des atlas nume´riques, mais peut tre`s bien eˆtre
utilise´ dans un module d’un syste`me symbolique global d’interpre´tation d’images. C’est ce
qu’ont fait Dellepiane et al. [60] en de´veloppant une excellente me´thodologie qui consiste
en un mode`le de reconnaissance d’images IRM pathologiques du cerveau. La ge´ne´ration
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Fig. 4.7: Diagramme d’interpre´tation des images du cerveau, base´ sur un algorithme ge´ne´-
tique [193].
de leur mode`le suit les quatre e´tapes suivantes :
– Choix d’un vocabulaire approprie´ pour de´crire les classes de l’image. Pour cela, un
ensemble d’attributs et de relations sont de´finis pour caracte´riser les organes et les
tissus d’une image ;
– Formalisation mathe´matique du vocabulaire. Les auteurs ont adopte´ une approche
floue qui tient compte des impre´cisions ;
– Description des classes d’image, en se´lectionnant un ensemble d’apprentissage d’im-
ages et en analysant leurs proprie´te´s avec l’aide des experts ;
– Enfin le test du mode`le sur un ensemble d’images.
La comparaison des objets e´manant des images et le mode`le conc¸u se fait ensuite graˆce
a` un“matching”base´ sur les re`gles de la logique floue. L’interpre´tation finale, qui a la valeur
floue la plus e´leve´e, consiste a` regrouper les objets comme dans le mode`le, cependant des
interpre´tations alternatives, ayant des valeurs floues moins importantes, sont disponibles
pour l’utilisateur. Les re´sultats obtenus par cette approche sur des donne´es pathologiques
du cerveau, e´taient bons, selon les auteurs. Les inconve´nients de l’approche sont d’une
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part la de´finition non consensuelle du vocabulaire utilise´ pour de´crire les relations dans le
mode`le, ce qui n’e´tait pas un enjeu a` l’e´poque, et d’autre part la restriction a` l’identification
d’un petit nombre de structures anatomiques dont la forme est peu variable, telles que les
ventricules.
De nombreux autres travaux se sont inte´resse´s a` l’utilisation des mode`les symboliques
de haut niveau pour l’aide a` l’analyse des images me´dicales en ge´ne´ral, et du cerveau en
particulier [135, 59, 186, 160]. Cependant, les approches symboliques ont e´te´ de´laisse´es
pendant plusieurs anne´es au profit des approches nume´riques, avant de re-gagner a` nouveau
l’inte´reˆt de la communaute´ scientifique, et ce graˆce a` l’ave`nement du Web Se´mantique et
l’apparition de nouveaux de´fis dans la recherche. En effet, d’une part les enjeux ont e´volue´
depuis la cre´ation du Web Se´mantique et avec l’apparition de nouveaux besoins en terme
de partage de connaissances et de donne´es expe´rimentales, et d’autre part les avance´es
obtenues en Intelligence Artificielle en terme de raisonnement et de repre´sentation de con-
naissances, ont ouvert de nouvelles opportunite´s pour leur utilisation dans le domaine de
l’interpre´tation d’images. Par ailleurs, ces dernie`res anne´es on a assiste´ a` une augmentation
phe´nome´nale des capacite´s de stockage et d’interconnexion des re´seaux, ce qui a conduit
a` un volume conside´rable de donne´es nume´riques, notamment d’images, disponibles sur le
Web, et dont l’exploitation efficace ne´cessite de disposer de syste`mes d’indexation, perme-
ttant aux utilisateurs de rechercher des images selon ce qu’elles repre´sentent (selon leur
se´mantique).
Dans la section 4.1 on avait parle´ de l’importance des relations spatiales en interpre´-
tation des images anatomiques. Atif et al. [9] proposent, justement, une repre´sentation
sous forme de graphe et de mode`les flous pour les relations spatiales. Ces repre´sentations
sont ensuite utilise´es dans un processus de raisonnement pour guider la reconnaissance
des structures ce´re´brales dans des images. L’originalite´ de leur approche, rappelons-le, re´-
side dans la mode´lisation des diffe´rents types de tumeurs du cerveau dans une ontologie,
appele´e ontologie des tumeurs, et la possibilite´ d’interpre´ter aussi bien des cas normaux
que pathologiques. Ceci est fait en adaptant les connaissances ge´ne´riques (repre´sente´es sous
forme de graphe) et le raisonnement pour prendre en compte l’influence des pathologies sur
les relations spatiales. La me´thode d’adaptation utilise l’ontologie des tumeurs et la con-
naissance sur la variabilite´ des relations spatiales, cause´es par des processus pathologiques,
apprise sur une base de cas pathologiques. L’utilisation des graphes est pertinente dans
leur approche et constitue un autre e´le´ment d’originalite´. En effet, les graphes spatiaux,
c’est-a`-dire dont les noeuds repre´sentent des re´gions de l’image et les arcs repre´sentent des
relations spatiales entre ces re´gions, sont des structures plus ade´quates pour eˆtre utilise´es
de manie`re ope´rationnelle afin de guider la segmentation et l’interpre´tation d’images [48].
L’ontologie des relations floues [107], pre´sente´e dans la section 4.1, contribue e´galement a`
une meilleure interpre´tation des images du cerveau. Les auteurs ont repre´sente´ leur ontolo-
gie en OWL DL, ce qui leur a permis d’utiliser les domaines concrets flous pour ancrer les
concepts de leur ontologie dans le domaine de l’image. L’ide´e de l’utilisation des domaines
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concrets a de´ja` e´te´ aborde´e par Aufaure et al. [11] dans leur travaux sur l’annotation
se´mantique des images. Hudelot et al. ont eu le me´rite de l’e´tendre aux domaines concrets
flous.
Au centre5 de recherche en informatique biome´dicale de l’Universite´ de Stanford6,
beaucoup d’efforts ont e´te´ consentis pour l’utilisation des ontologies dans l’annotation
se´mantique des images me´dicales. Rubin et al. [175] ont de´veloppe´ un mode`le d’annota-
tion d’images me´dicales qu’ils ont appele´ AIM (Annotation and Image Markup). Afin de
promouvoir ce mode`le, un outil a e´te´ de´veloppe´ dans le cadre de l’initiative CaBIG7 de
l’Institut National ame´ricain du Cancer. Le but des auteurs n’e´tait pas de de´velopper un
syste`me d’interpre´tation d’image comple`tement automatique, mais plutoˆt un outil d’aide a`
la production d’annotations qui faciliteraient l’inte´gration se´mantique et la compre´hension
du contenu des images me´dicales, ainsi que toutes les donne´es qui leur sont inhe´rentes.
Ils proposent de cre´er une ontologie qui spe´cifie les entite´s et les relations ne´cessaires a` la
repre´sentation de la se´mantique du contenu des images me´dicales. Enfin, les annotations
cre´e´es sont stocke´es en XML, avec la possibilite´ de les transformer dans d’autres formats
tels que DICOM-SR8, HL79, ou OWL, plus approprie´s a` l’environnement ou` les images
sont stocke´es. Toujours dans la continuite´ de ce travail, Rubin et al. [176] ont de´veloppe´
un outil qui s’appelle iPad, permettant aux chercheurs et aux cliniciens de cre´er des anno-
tations se´mantiques sur des images radiologiques, en utilisant une interface graphique qui
mappe, semi-automatiquement, leurs descriptions a` une ontologie d’annotation pre´-de´finie.
Meˆme si les nouvelles approches qui utilisent les ontologies re´pondent en partie aux
nouveaux besoins de la recherche translationnelle dans le cadre du Web Se´mantique, elles
restent tre`s spe´cifiques aux modalite´s des images conside´re´es et du contexte d’utilisation.
Mo¨ller et al. [137, 138] soulignent que meˆme dans un domaine restreint tel que la me´decine,
il n’y a pas encore de me´thode ge´ne´rique, proprement dite, pour l’annotation automatique
des images, et que les me´thodes existantes sont de´pendantes du type et de la modalite´ des
images annote´es. Ils proposent alors une architecture d’un syste`me ge´ne´rique, qui com-
bine l’information provenant des images me´dicales avec la connaissance a priori formalise´e
dans une ontologie, fournissant ainsi un cadre pour la construction de connaissances uni-
verselles, et permettant aux cliniciens un acce`s multilingue et multimodal aux diffe´rents
types d’images.
Dans un cadre plus ge´ne´ral de l’imagerie me´dicale, non spe´cifique au cerveau, d’autres
travaux sur l’annotation se´mantique d’images utilisant les technologies du Web Se´mantique
5http://bmir.stanford.edu/
6http://www.stanford.edu/
7(cancer Biomedical Informatics Grid, une initiative dont l’objectif est de cre´er un re´seau d’information
permettant a` toute la communaute´ dans le domaine du cancer de partager les donne´es et les connaissances)
- https://cabig.nci.nih.gov/
8http://www.pixelmed.com/srbook.html
9http://fr.wikipedia.org/wiki/Health_Level_7
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existent. Par exemple dans [58] les auteurs proposent un syste`me utilisant les technologies
du Web Se´mantique, dont l’objectif est d’augmenter la pre´cision du de´pistage du cancer
du sein, qui inte`gre des outils d’annotation et d’analyse d’images, et d’extraction de car-
acte´ristiques symboliques a` partir des images avec des ontologies en OWL, en reliant les
images a` des instances de classes de ces ontologies. Toujours en relation avec le cancer du
sein, Hu et al. [106] ont mis au point une ontologie de l’imagerie de cancer du sein, base´e
sur les logiques de description, afin d’annoter plus pre´cise´ment l’anomalie pre´sente dans les
images mammographiques. Ces travaux soulignent l’importance d’une de´marche collabo-
rative multi-disciplinaire dans le processus d’e´tablissement d’un diagnostic. Lajmi et al.
[116] proposent justement un syste`me de gestion collaborative d’images me´dicales, baptise´
SyLGeCom. L’objectif des auteurs est de concevoir une chaˆıne cohe´rente d’interpre´tation
des images me´dicales pour aider un me´decin a` les annoter.
Dans un cadre encore plus ge´ne´ral, non spe´cifique a` l’imagerie me´dicale, de nombreux
travaux sont re´alise´s sur l’annotation se´mantique et l’interpre´tation des images naturelles
et des documents textuels. Dans [145] les auteurs de´crivent un syste`me d’interpre´tation
d’images naturelles base´ sur les logiques de description. Les contraintes spatiales et tem-
porelles dans leur syste`me sont exprime´es en logiques de description, et les interpre´tations
d’images sont repre´sente´es comme des agre´gats formant des hypothe`ses susceptibles d’eˆtre
des interpre´tations pour l’image. Certaines interpre´tations sont e´limine´es graˆce aux re-
strictions impose´es par les axiomes de la TBox, ensuite une approche probabiliste, de type
re´seau baye´sien, est applique´e pour le choix de l’interpre´tation la plus probable. Saathoff
et al. [178] proposent, eux, une approche d’interpre´tation d’images naturelles, base´e sur
la gestion d’hypothe`ses. En effet, dans cette approche, se de´roulant en deux phases, on ex-
ploite les connaissances spatiales pour la labellisation des re´gions de´finies sur des images : la
premie`re e´tape consiste a` e´mettre des hypothe`ses pour les diffe´rentes parties de l’image, et
la deuxie`me raffine les e´tiquettes de la premie`re labellisation en utilisant un raisonnement
par contraintes qui exploite les connaissances a priori sur les relations spatiales entre les
diffe´rents objets de la sce`ne. Nauer et Napoli [143] pre´sentent une approche pour la clas-
sification des documents base´e sur la notion de similarite´ et une repre´sentation effective
du contenu de ces documents. En effet, ce contenu est annote´ et le re´sultat de l’annotation
est repre´sente´ par un arbre e´tiquete´ dont les noeuds et les areˆtes sont repre´sente´s par des
concepts de´finis dans une ontologie de domaine.
Enfin, et outre l’interpre´tation, la recherche d’information sur des bases d’images est
un autre enjeu important. En effet, les ontologies de´veloppe´es dans le domaine biome´dical
peuvent servir aussi pour une recherche se´mantique d’images. Dans [221], par exemple, les
auteurs ont aborde´ la question de comment ame´liorer la recherche se´mantique de l’ensem-
ble des syste`mes de recherche d’images par leur contenu dans le domaine me´dical. Wei
et al. [214] ont e´labore´ plusieurs travaux dans le cadre d’un syste`me de recherche d’im-
age me´dicales. Ils exploitent pour cela des techniques propose´es dans le cadre du Web
Se´mantique pour spe´cifier une conceptualisation des ressources ne´cessaires.
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4.4 Discussion
Nous avons pre´sente´ dans ce chapitre les diffe´rentes approches d’annotation et d’inter-
pre´tation des images anatomiques du cerveau. Nous avons vu e´galement l’importance des
relations spatiales entre les structures anatomiques du cerveau dans le processus d’interpre´-
tation. Les approches nume´riques sont beaucoup plus utilise´es au sein de la communaute´
de la neuroimagerie que les approches symboliques. La facilite´ de leur inte´gration dans
les outils d’annotation et leur caracte`re automatique sont les facteurs majeurs de leur
succe`s au sein de cette communaute´. Cependant, les approches nume´riques s’ave`rent in-
suffisantes, parce que, d’une part, elles manquent de pre´cision, elles n’associent pas de
se´mantique riche aux structures segmente´es, elles sont sensibles aux de´formations cause´es
par des processus pathologiques, elles ne repre´sentent pas explicitement les relations entre
les structures anatomiques, etc. D’autre part, l’Internet a fait e´merger de nouveaux be-
soins, concernant notamment le partage de connaissances et de donne´es (particulie`rement
d’images). De plus, les capacite´s de stockage ont conside´rablement augmente´, et le volume
d’images disponibles sur Internet est de plus en plus croissant, ne´cessitant de nouvelles
techniques pour leur gestion. Les approches symboliques, elles, permettent une annotation
plus pre´cise des images anatomiques et une meilleure gestion des cas pathologiques, ceci
graˆce a` l’utilisation de connaissances a priori riches et d’une manie`re dynamique, c’es-
a`-dire lors du traitemant d’un nouveau cas, pendant le processus d’annotation. De plus,
elles associent une se´mantique explicite et riche aux structures segmente´es et aux rela-
tions entre elles. Par ailleurs, les nouvelles technologies du Web Se´mantique, notamment
les ontologies, constituent une solution pertinente pour faire face aux nouveaux besoins
lie´s au partage d’images a` grande e´chelle sur Internet. En effet, les ontologies permettent
d’associer aux structures anatomiques des de´finitions explicites, consensuelles, formelles et
riches en se´mantique. L’utilisation des ontologies pour la description du contenu se´man-
tique des images facilite leur inte´gration et leur gestion efficace sur le Web. Cependant,
l’utilisation des ontologies dans les outils d’annotation est souvent une taˆche difficile, qui
demande une intervention, parfois excessive, de la part de l’utilisateur dans le proces-
sus d’annotation. Une solution interme´diaire serait alors de combiner les altas avec les
syste`mes d’interpre´tation d’images s’appuyant sur une connaissance exprime´e dans une
ontologie ge´ne´rique et formelle pour, d’une part, apporter des solutions aux insuffisances
des approches nume´riques, et d’autre part rendre les approches symboliques plus automa-
tiques et plus a` meˆme de re´pondre aux nouveaux de´fis de la recherche, en utilisant les
technologies du Web Se´mantique. C’est ce que nous montrons dans le chapitre suivant.
Chapitre 5
Contribution : Un nouveau
syste`me hybride pour l’annotation
se´mantique des images IRM du
cerveau
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CHAPITRE 5. CONTRIBUTION : UN NOUVEAU SYSTE`ME HYBRIDE POUR L’ANNOTATION
SE´MANTIQUE DES IMAGES IRM DU CERVEAU
Notre contribution consiste en un syste`me hybride combinant des connaissances nume´riques
et symboliques pour l’annotation se´mantique des structures anatomiques tridimension-
nelles, extraites automatiquement des images de re´sonance magne´tique du cerveau. Dans
ce cas, les connaissances nume´riques consistent en un atlas des gyri du cerveau, et les
connaissances symboliques consistent en l’ontologie formelle de l’anatomie sulco-gyrale du
cortex ce´re´bral de´crite dans le chapitre 3.
La qualite´ des annotations produites par notre syste`me est importante, e´tant donne´
qu’elles sont sense´es servir, entre autres, comme des repe`res pour le neurochirurgien lors
d’une intervention chirurgicale, afin de pre´server les zones fonctionnelles entourant une
le´sion. Ces repe`res sont essentiellement les sillons et les gyri, faciliter leur identification
est donc pre´cieux pour le neurochirurgien [109]. Du fait de l’importance de ces repe`res,
l’utilisateur doit pouvoir intervenir dans le processus d’annotation. Notre approche est
une approche de type ROI (Region Of Interest), c’est-a`-dire qu’elle consiste a` annoter des
re´gions que l’utilisateur se´lectionne sur l’image. Notre motivation pour cela e´tait le fait
qu’un neurochirurgien ne s’inte´resse pas a` la totalite´ du cerveau, mais souvent a` une re´gion
particulie`re, ou`, par exemple, est localise´e une tumeur.
Le syste`me que nous avons conc¸u devait eˆtre facilement utilisable, notamment par des
me´decins. Pour cela, nous avons opte´ pour une architecture de type client/serveur perme-
ttant a` tout client de faire appel aux diffe´rents modules de raisonnement (localise´s dans
le serveur) offerts par notre syste`me pour l’annotation des images IRM du cerveau. Dans
notre cas, le client peut eˆtre n’importe quel utilisateur disposant du logiciel de visualisa-
tion d’images de´veloppe´ au sein de l’e´quipe, le GisViewer en l’occurrence. Il suffit pour
l’utilisateur de charger son image, se´lectionner la re´gion sur cerveau qu’il souhaite annoter
et se connecter au syste`me pour produire les annotations.
Enfin, dans le but d’avoir des annotations partageables dans le cadre du Web Se´man-
tique, nous avons re´utilise´ une ontologie de haut niveau existante concernant l’annotation
des re´gions d’inte´reˆt en neuroimagerie e´labore´e par Temal et al. [203], et nous avons choisi
une repre´sentation dans les langages standards du Web.
5.1 Introduction
Le syste`me que nous avons de´veloppe´ vise d’une part a` ame´liorer les me´thodes clas-
siques [207, 36, 73, 44] de de´coupage du cerveau en re´gions, et d’autre part il re´pond aux
nouveaux besoins de la recherche en termes de partage des donne´es expe´rimentales. Dans
ce qui suit nous de´crivons un syste`me hybride pour l’annotation se´mantique des images
anatomiques 3D de re´sonance magne´tique (IRM), dont les objectifs initiaux e´taient l’iden-
tification des parties de gyri et de sillons entourant une le´sion, qui servent de repe`res pour
le neurochirurgien, et l’utilisation de ces me´tadonne´es pour la recherche de cas similaires
dans une base d’images. Le syste`me est dit hybride parce qu’il est base´ sur une combinai-
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son de connaissances nume´riques et symboliques, utilise´es de manie`re comple´mentaire. Les
connaissances nume´riques utilise´es sont un atlas des gyri, et les connaissances symboliques
consistent en une ontologie richement axiomatise´e de l’anatomie sulco-gyrale, de´crivant les
relations me´re´o-topologiques entre les structures anatomiques du cortex ce´re´bral de´crite
dans le chapitre 3. Nous mettons justement l’accent sur cette combinaison, et les be´ne´fices
qu’on peut en tirer dans une application telle que l’annotation se´mantique d’images. Le
processus d’annotation consiste a` produire des instances de l’ontologie concernant les par-
ties de gyri et de sillons implique´es dans un ensemble de primitives graphiques extraites
d’une re´gion d’inte´reˆt (ROI) se´lectionne´e par l’utilisateur sur une image, qui satisfont les
axiomes et les contraintes de´finis dans l’ontologie. Cependant, le grand nombre de combi-
naisons possibles nous a amene´s a` adopter une approche hybride, qui consiste a` se´lectionner
un nombre raisonnable d’hypothe`ses pour la labellisation des parties de gyri, en se basant
sur l’atlas, et a` de´terminer ensuite les combinaisons valides de ces hypothe`ses, en utilisant
la connaissance a priori sur l’arrangement spatial des gyri dans le cerveau [132, 133].
Pour que les annotations produites par le syste`me deviennent partageables, il faut
qu’elles soient consensuelles et repre´sente´es dans un langage qui permet leur partage. Pour
ce faire, nous sommes partis d’une ontologie existante de partage d’annotations sur des
re´gions d’inte´reˆt en neuroimagerie et nous avons repre´sente´ ces dernie`res en RDF(S) pour
faciliter leur partage dans le cadre du Web Se´mantique, ainsi que leur interrogation par
des requeˆtes SPARQL.
5.2 Combiner le nume´rique et le symbolique en neuroim-
agerie
Les approches classiques de de´coupage en re´gions du cortex ce´re´bral dans les images
IRM sont ge´ne´ralement nume´riques [207, 36, 73, 44]. Il s’agit le plus souvent d’approches
morphome´triques ou statistiques, base´es sur des mode`les mathe´matiques et des analyses
statistiques tre`s e´labore´s. Ces approches ont connu un grand succe`s dans la communaute´ de
la neuroimagerie. Ce succe`s est duˆ, entre autres, au caracte`re automatique de ces approches
et leur inte´gration dans les outils de visualisation d’images, ce qui n’est pas ne´gligeable
pour cette communaute´. Cependant, ces approches commencent a` atteindre leurs limites,
malgre´ la sophistication des mode`les qu’elles utilisent. Elles sont limite´es en pre´cision ; elles
traitent uniquement les grandes structures anatomiques sans aller dans le de´tail de chacune
d’entr’elles, elles ne sont pas robustes vis-a`-vis des de´formations et des de´calages cause´s
par les processus pathologiques tels que les tumeurs dans le cerveau, elles ne de´finissent pas
explicitement les relations entre les structures anatomiques, et surtout, elles n’associent
pas de se´mantique explicite aux structures identifie´es.
Les approches symboliques quant a` elles, notamment les ontologies, permettent en
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the´orie de reme´dier aux limites des approches nume´riques. Elles de´crivent les concepts
anatomiques de manie`re pre´cise et de´taille´e, elles leur associent une se´mantique riche et
elles sont repre´sente´es inde´pendamment des applications et des syste`mes de coordonne´es,
ce qui leur permet d’eˆtre robustes vis-a`-vis des de´formations et les de´calages cause´s par
les processus pathologiques (tumeurs). Cependant, les ontologies ne peuvent constituer,
a` elles seules, une alternative aux approches nume´riques. Elles ont au moins deux incon-
ve´nients qui limitent leur utilisation dans des domaines tels que la neuroimagerie. D’abord
les outils de raisonnement qui exploitent les connaissances exprime´es dans les ontologies
ne permettent pas encore des infe´rences fructueuses de manie`re totalement automatique,
c’est-a`-dire qu’ils ne sont pas encore capables d’exploiter toutes les contraintes (sur les
instances) exprime´es dans l’ontologie pour re´duire l’espace de recherche de solution, sans
qu’ils deviennent inde´cidables ou exe´cutables dans des temps non raisonnables, incompati-
bles avec des applications interactives. Aussi, il est difficile d’inte´grer les ontologies dans les
outils d’annotation et de visualisation d’images, parce qu’elles de´crivent un domaine parti-
culier, tel que l’anatomie, d’une manie`re abstraite, sans eˆtre relie´es a` un repe`re quelconque
dans l’espace.
On voit bien que ces deux approches peuvent eˆtre comple´mentaires au lieu d’eˆtre
alternatives l’une de l’autre. Dans la section suivante, nous de´crivons justement un syste`me
hybride d’annotation d’images IRM du cerveau, qui utilise de manie`re comple´mentaire un
atlas des gyri et l’ontologie sulco-gyrale.
5.3 Un syste`me hybride d’annotation des structures anatomiques
extraites des images IRM du cerveau
Le syste`me de´crit ici vise a` produire des annotations se´mantiques associe´es aux parties
de gyri et de sillons, appele´es patches et segments respectivement (figure 5.1).
Le syste`me est conc¸u selon une approche se´mantique plutoˆt qu’une approche statistique
ou morphome´trique. Un atlas des gyri est utilise´ pour initialiser le processus d’annotation,
qui, lui, est base´ sur l’ontologie sulco-gyrale. Cette initialisation consiste a` se´lectionner, a`
partir de l’atlas, un ensemble re´duit d’hypothe`ses pour chaque patch extrait de l’image.
Cette initialisation permet au syste`me d’eˆtre plus automatique et de converger rapidement,
c’est-a`-dire avec un minimum d’interventions de la part de l’utilisateur, vers la bonne
interpre´tation des patches, en s’appuyant sur les axiomes et les contraintes de´finis dans
l’ontologie.
5.3.1 Fonctionnement global du syste`me d’annotation
Le processus d’annotation se de´roule en quatre e´tapes principales (figure 5.2) :
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Fig. 5.1: Un exemple de re´gion d’inte´reˆt, se´lectionne´e par l’utilisateur pour l’annotation.
(1) Une boˆıte englobante est ajuste´e sur la re´gion a` annoter, et l’ensemble des traces
externes des sillons (segments) incluses dans cette boˆıte est automatiquement extrait. (2)
L’utilisateur forme de petites surfaces appele´es patches, en prolongeant les segments de
sillons par des se´parations conventionnelles.
1. Pre´-traitements et de´limitation des patches : cette e´tape consiste a` segmenter le
cerveau a` partir d’une image IRM-T1, a` extraire les traces externes des sillons [118],
a` se´lectionner la re´gion d’inte´reˆt a` annoter et a` de´limiter les patches, et enfin a`
de´crire en OWL les relations topologiques et d’orientations associant les patches et
les segments de sillons ;
2. Labellisation des patches : cette e´tape est traite´e avec une approche de type CSP
(Constraint Satisfaction Problem) [115], permettant de calculer toutes les inter-
pre´tations, pour les patches, qui sont compatibles avec la connaissance a priori sur
l’arrangement spatial des gyri dans le cerveau. Pour cela, le syste`me utilise un ensem-
ble d’hypothe`ses de´duites du “matching” de la description des patches, faite a` l’e´tape
1, avec l’atlas (les SPAMs de [46]). La meilleure interpre´tation pour les patches
est ensuite de´duite interactivement avec l’utilisateur, en e´liminant les interpre´tations
dans lesquelles une e´tiquette de patch est en contradiction avec l’information entre´e
par l’utilisateur ;
3. Labellisation des sillons : celle-ci s’appuie sur la description des patches faite a` l’e´tape
1, sur la meilleure interpre´tation calcule´e a` l’e´tape 3 et utilise les de´finitions logiques
des sillons dans l’ontologie ;
4. Ge´ne´ration des annotations finales : dans cette dernie`re e´tape les annotations infe´re´es
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Fig. 5.2: Les principales e´tapes de l’annotation.
pour les patches et les segments de sillons sont de´crites dans un fichier d’annotations
en RDF, qui contient des me´tadonne´es supple´mentaires sur le contexte d’acquisition
de l’image, l’atlas et la version de l’ontologie utilise´s, l’identifiant de l’utilisateur, etc.
Un diagramme de se´quence illustrant l’enchaˆınement des diffe´rentes taˆches et les inter-
actions entre les diffe´rents modules du syste`me d’annotation est donne´ en annexe (chapitre
6).
5.3.2 Les connaissances implique´es dans le raisonnement
Les connaissances nume´riques
Comme on l’a dit pre´ce´demment, le syste`me utilise un atlas pour l’initialisation du
raisonnement par un ensemble d’hypothe`ses pour les patches. L’atlas utilise´ est celui des
SPAMs (Statistical Probability Anatomy Maps) [46]. Une SPAM est une carte probabiliste
3D associe´e a` une structure anatomique particulie`re dans le cerveau. La valeur de voxel
en chaque point repre´sente la probabilite´ d’appartenance a` une structure anatomique a`
cet endroit. Les SPAMs sont calcule´es sur une base d’images de 305 sujets sains, apre`s le
recalage des donne´es IRM dans un re´fe´rentiel commun, appele´ l’espace ste´re´otaxique.
La figure 5.3 montre les diffe´rentes SPAMs correspondant aux diffe´rentes structures
anatomiques 3D du cerveau. La nature statistique des SPAMs peut eˆtre appre´cie´e au
travers des intersections aux frontie`res des SPAMs voisines. Ces intersections correspondent
aux valeurs de probabilite´s les plus faibles des SPAMs. Elles refle`tent le degre´ de variabilite´
anatomique inter-individuelle en chaque point du cerveau chez la population e´tudie´e. Par
ailleurs, chaque SPAM est associe´e a` une structure anatomique de´finie dans l’ontologie.
Les connaissances symboliques
Elles sont fournies par l’ontologie sulco-gyrale de´finie dans le chapitre 3. Celle-ci mod-
e´lise les caracte´ristiques me´re´o-topologiques des sillons et des gyri. L’ontologie est e´tendue
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Fig. 5.3: Diffe´rentes vues sur les SPAMs.
par un ensemble de re`gles, afin d’augmenter son expressivite´1. Les de´finitions logiques
des sillons dans l’ontologie servent a` l’identification des segments de sillons par un classi-
fieur DL. L’ontologie a e´galement servi a` spe´cifier, manuellement, les contraintes spatiales
entre les gyri, pour qu’elles soient utilise´es par le raisonneur CSP lors de la labellisa-
tion des patches. Ces contraintes tiennent compte aussi bien des relations d’orientation
que d’adjacence entre les gyri et les parties de gyri. Ainsi, nous avons de´fini six con-
traintes spatiales correspondant aux six orientations, chacune repre´sente´e par un ensem-
ble de tuples, tels que (RightPreCentralGyrus, RightPostCentralGyrus), un des tu-
ples de´finissant la contrainte anteriorTo, qui exprime qu’une partie du gyrus pre´central
de l’he´misphe`re droit, peut eˆtre ante´rieure a` une partie du gyrus postcentral du meˆme
he´misphe`re. Quelques tuples peuvent eˆtre de la forme (RightSuperiorFrontalGyrus,
RightSuperiorFrontalGyrus) exprimant que certaines parties du gyrus frontal supe´rieur
de l’he´misphe`re droit peuvent eˆtre ante´rieures a` certaines autres parties du meˆme gyrus.
Les contraintes d’adjacence entre les gyri et parties de gyri sont plus importantes et plus
privile´gie´es dans le syste`me, parce qu’elles sont plus fiables, e´tant donne´ que leur calcul
est inde´pendant du syste`me de coordonne´es, contrairement au calcul des orientations.
5.3.3 Processus de labellisation
Pre´-traitements
La labellisation concerne les structures corticales du cerveau que sont les patches et les
segments de sillons, ce qui ne´cessite un certain nombre de traitements pre´alables afin de
mate´rialiser et de de´crire ces structures. Ces traitements sont les suivants :
1http://idm.univ-rennes1.fr/~obierlai/
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1. D’abord le cerveau est segmente´ et les traces externes des sillons sont extraites [118]2 ;
2. Ensuite une ROI est se´lectionne´e et le sous graphe des traces externes des sillons
correspondant a` cette ROI est extrait. La se´lection d’une ROI se fait en ajustant
un paralle´le´pipe`de sur la re´gion qu’on souhaite annoter, comme montre´ sur la figure
5.1 ;
3. L’e´tape suivante consiste a` de´finir de petites surfaces (les patches). Ces patches sont
obtenus en de´signant interactivement des points de fermeture, cre´ant ainsi des lignes
(appele´es se´parations conventionnelles) qui correspondent aux emplacements des plis
de passage ;
4. Enfin, une fois les patches de´tecte´s, un fichier OWL de´crivant les relations topologiques
entre eux est ge´ne´re´ (on appelle ce fichier fichier#1 ). Ce fichier de´crit, pour chaque
patch, les segments de sillons qui le bordent, les patches voisins, ainsi que sa position
(ou son orientation) par rapport a` chacun de ces derniers, c’est-a`-dire par rapport aux
segments qui le bordent et les patches voisins. La figure 5.4-a montre un extrait de
ce fichier. On peut y lire par exemple que le patch Patch2 est borde´ poste´rieurement
par une partie de sillon ayant l’identifiant 89.
√
L’e´tape de de´tection des patches consiste a` de´terminer automatiquement les ensem-
bles de segments et de se´parations conventionnelles, ou` chaque ensemble forme un cycle
qui correspond a` un patch qu’on peut distinguer visuellement sur l’image. Pour ce faire,
nous avons retenu une solution qui s’appuie sur les informations topologiques de la zone du
cortex dont nous disposons, notamment les segments et les se´parations conventionnelles,
et qui consiste a` chercher celles qui forment des cycles correspondant aux patches visibles
sur la sce`ne. Il existe certes une multitude d’algorithmes de graphes existants mais, a` notre
connaissance, aucune me´thode existante ne correspond a` notre proble`me. Ainsi, la solution
retenue est de choisir, lors de la recherche d’un cycle, le segment voisin (ou la se´paration
conventionnelle voisine) la ”plus a` droite”du segment courant, a` chaque fois qu’un choix est
ne´cessaire. De cette fac¸on, il est possible de faire converger notre algorithme de de´tection
de patches. Une description de´taille´e de cette e´tape est donne´e en annexe (chapitre 6).√
Nous e´tions e´galement confronte´s au proble`me du calcul des orientations entre les
patches et les segments qui les forment (ou qui les bordent). En effet, une me´thode classique
utilise´e pour calculer une orientation d’un objet par rapport a` un autre objet consiste a`
comparer les coordonne´es des centres de gravite´ de leurs boˆıtes englobantes minimales.
Dans notre cas, cette me´thode a donne´ de bons re´sultats lors du calcul des orientations
entre des patches voisins, e´tant donne´ que leurs formes et leurs tailles sont en ge´ne´ral
homoge`nes. En revanche, le calcul d’orientation entre un patch et les segments de sillons
qui le bordent n’est pas toujours fiable : la figure 5.6 montre un exemple illustratif dans
lequel la me´thode des boˆıtes englobantes est en e´chec. Pour reme´dier a` l’insuffisance de
2Les logiciels Brainvisa (http://brainvisa.info/index_f.html) ont e´te´ utilise´s dans cette e´tape.
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Fig. 5.4: (a) : fichier#1 : extrait du fichier de´crivant les relations de topologie et d’ori-
entation entre les patches et les segments de sillons, (b) : fichier#2 : extrait du fichier
de´crivant les relations de topologie et d’orientation entre les SPAMs et les segments de
sillons.
la me´thode des boˆıtes englobantes minimales nous avons utilise´ un calcul d’orientation,
entre les patches et les segments de sillons qui les bordent, se basant sur la me´thode des
boˆıtes minimales englobantes des frontie`res interfaces de´fini dans [99, 61]. Dans cette
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me´thode, on de´signe par le terme “frontie`re interface” la frontie`re qui se trouve en face
d’une autre re´gion e´tant donne´e une direction cardinale. La figure 5.5 montre les frontie`res
interfaces, formalise´es par les auteurs, pour les diffe´rentes directions cardinales. La boˆıte
minimale englobante de la frontie`re interface dans une direction d (bmefid) est de´finie
par (infx(Cd(a, b)), infy(Cd(a, b))), (supx(Cd(a, b)), supy(Cd(a, b))) [99, 61], ou` Cd(a, b)
repre´sente la frontie`re interface dans la direction d (figure 5.5-droite).
Fig. 5.5: (A gauche) les diffe´rentes directions cardinales entre deux re´gions A et B sur un
plan, (a` droite) de´finitions formelles des frontie`res interfaces correspondant aux diffe´rentes
directions cardinales sur un plan [99].
L’exemple sur la figure 5.6 illustre un cas ou` la me´thode des boˆıtes minimales en-
globantes des frontie`res interfaces est plus efficace que la technique des boˆıtes englobantes
minimales.
Pre´-labellisation des patches
Les segments du sous graphe des traces externes des sillons, inclus dans la re´gion d’in-
te´reˆt se´lectionne´e par l’utilisateur, sont recale´s dans l’espace des SPAMs (l’espace ste´re´o-
taxique) graˆce a` la matrice de recalage obtenue lors du recalage pre´alable des donne´es
IRM avec l’espace ste´re´otaxique de re´fe´rence (figure 5.8). Un programme analyse la po-
sition de chaque segment par rapport a` chaque SPAM, et de´termine s’il la borde ou pas,
et avec quelle orientation. En effet, pour chaque SPAM un algorithme de´termine pour
chaque point de chaque segment s’il appartient ou non a` cette SPAM. Ce test consiste
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(a) Boˆıtes minimales englobantes. (b) Boˆıtes minimales englobantes
des frontie`res interfaces.
Fig. 5.6: Calcul de l’orientation ante´ro-poste´rieure (droite-gauche) entre un patch et un
segment de sillon : (a) si on compare les coordonne´es du barycentre de la boˆıte minimale
englobante du patch P1 et les coordonne´es du barycentre de la boˆıte minimale englobante
du segment S1, alors l’orientation trouve´e sera errone´e dans ce cas ; cependant, si on com-
pare les coordonne´es des barycentres de leurs boˆıtes minimales englobantes des frontie`res
interfaces (b), alors l’orientation trouve´e sera correcte.
a` ve´rifier, pour chaque SPAM, si la valeur de voxel en chaque point de chaque segment
(repre´sentant la probabilite´ d’appartenance du point a` la SPAM a` l’endroit conside´re´) est
strictement supe´rieure a` ze´ro ou bien elle est nulle. Nous avons conside´re´ qu’il suffit pour
un segment donne´, d’avoir un seul point dont la valeur d’appartenance a` une SPAM est
strictement supe´rieure a` ze´ro, pour de´duire qu’il borde cette SPAM. Concernant le cal-
cul de son orientation par rapport a` cette SPAM, nous avons la` aussi utilise´ la me´thode
des boˆıtes minimales englobantes des frontie`res interfaces, e´tant donne´ que les SPAMs
repre´sentent de grandes structures anatomiques et que leurs formes ge´ome´triques peuvent
eˆtre convexes, alors que les segments sont de petites tailles, ce qui re´duit l’efficacite´ des
boˆıtes englobantes minimales. La figure 5.7 montre trois segments (S1, S2 et S3) et deux
SPAMs (SPAM1 et SPAM2), avec les boˆıtes minimales englobantes des frontie`res in-
terfaces qui permettent de calculer les orientations des segments par rapport aux SPAMs
selon la direction cardinale ante´ro-poste´rieure. Enfin, cette information (topologie et ori-
entations) est repre´sente´e dans un fichier OWL (on l’appelle fichier#2 ). La figure 5.4-(b)
montre un extrait de ce fichier. On peut y lire par exemple que la SPAM repre´sentant le
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gyrus pre´central droit est borde´e poste´rieurement par la partie de sillon ayant l’identifiant
89.
Fig. 5.7: Calcul des orientations entre les SPAMs et les segments de sillons qui les bordent.
Le “matching” du contenu des deux fichiers, a` savoir fichier#1, qui de´crit les rela-
tions topologiques et d’orientations entre les patches et les segments extraits de l’image, et
fichier#2 est re´alise´, dans le cas des sujets sains, par des re`gles de “matching” de la forme
suivante : Bounds(x, y) ∧ SulcusPart(x) ∧ Patch(y) ∧ anteriorTo(x, y) ∧ Bounds(x, z)
∧ Gyrus(z) ∧ anteriorTo(x, z) → partOf(y, z). Cette re`gle infe`re qu’un patch y est une
partie d’un gyrus particulier z de l’ontologie, si y et la SPAM correspondant a` z sont
simultane´ment borde´s par un segment x avec la meˆme orientation anteriorTo. Six re`-
gles similaires sont de´finies dans notre syste`me pour les sujets normaux, correspondant
aux six orientations spatiales possibles (anteriorTo, posteriorTo, inferiorTo, superiorTo,
leftTo et rightTo). Des re`gles de“matching” le´ge`rement diffe´rentes sont de´finies pour les cas
pathologiques. Elles ne prennent pas en conside´ration les orientations entre les segments de
sillons et les SPAMs. En effet, celles-ci peuvent conduire a` des de´cisions inapproprie´es dues
a` d’e´ventuels de´placements de l’anatomie, cause´s par la pathologie. Ces re`gles permettent
d’affecter, pour chaque patch, un ensemble d’e´tiquettes conside´re´es dans la suite du raison-
nement comme des hypothe`ses (figure 5.8). Par exemple on observe sur la figure 5.4 que le
patch Patch2 et l’instance du gyrus pre´central droit instanceOfRightPreCentralGyrus0
sont borde´s poste´rieurement par la meˆme partie de sillon, ayant l’identifiant 89. La re`gle
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de matching correspondant a` l’orientation posteriorTo va alors infe´rer que Patch2 est une
partie de instanceOfRightPreCentralGyrus0. La requeˆte SPARQL qui a permis d’exe´cuter
les re`gles de “matching” sur les fichiers fichier#1 et fichier#2 est la suivante :
SELECT ?x ?y WHERE {?x rdf : type a : Patch; a : partOf ?y}
Fig. 5.8: Processus complet de l’annotation : les traitements 1, 2 et 3 contribuent a` la
labellisation des patches, et le traitement 4 a` la labellisation des segments de sillons.
Un raisonnement par contraintes pour la de´termination des interpre´tations
cohe´rentes pour les patches
Pour l’e´tiquetage des patches nous nous sommes inspire´s de deux proble`mes classiques
en raisonnement par contraintes : le premier proble`me est celui des reines pose´ par Frank
Nauck en 1950, qui consiste a` re´pondre a` la question de savoir si, sur un e´chiquier de n
cases sur n, on peut placer n reines de fac¸on a` ce qu’aucun couple de reines ne soit sur une
meˆme ligne horizontale, verticale ou diagonale. Le deuxie`me proble`me est relatif au colo-
riage d’une carte ge´ographique, Il s’agit de colorier toutes les re´gions d’une carte, de telle
sorte que deux re´gions ayant une frontie`re en commun soient colorie´es avec deux couleurs
diffe´rentes. Ces deux proble`mes ressemblent a` notre proble`me d’e´tiquetage des patches,
e´tant donne´ qu’il s’agit d’affecter des e´tiquettes aux patches (qui sont des parties de gyri)
tout en respectant les connaissances a priori sur l’arrangement spatial des gyri dans le
cerveau. Les deux proble`mes pre´ce´dents sont mode´lise´s dans la litte´rature par un Prob-
le`me de Satisfaction de Contraintes (CSP : Constraint Satisfaction Problem en anglais).
Un CSP consiste a` de´finir un certain nombre de variables et un certain nombre de con-
traintes. Une variable est de´finie par son domaine, c’est-a`-dire un ensemble de valeurs qui
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peuvent eˆtre affecte´es a` cette variable. Une contrainte relie deux ou plusieurs variables, et
restreint leurs domaines aux valeurs permises. Le raisonnement par contraintes est le pro-
cessus de calcul de solutions pour un CSP donne´, c’est-a`-dire l’affectation de valeurs aux
variables qui satisfont toutes les contraintes sur les variables [115]. Si une seule variable
n’a pas de valeur permise, alors il n’y a pas de solution pour le CSP conside´re´, sous les
contraintes pose´es. La mode´lisation de notre proble`me par un CSP est faite comme suit :
les patches sont transforme´s en variables CSP, les hypothe`ses infe´re´es pour les patches
repre´sentent les domaines de ces variables, enfin les relations spatiales entre les patches
repre´sentent les contraintes sur les variables. Le solveur CSP fournit alors toutes les inter-
pre´tations possibles pour les patches, qui sont compatibles avec les connaissances a priori
sur l’arrangement spatial des gyri et des parties de gyri dans le cerveau (figure 5.8). Ces
connaissances a priori sont formalise´es sous forme d’ensembles de tuples constituant les
six contraintes spatiales, comme explique´ dans le paragraphe 5.3.2.
Soit T (P, SR) la description des patches, ou` P est l’ensemble des patches extraits et SR
les contraintes spatiales de´finies sur les e´le´ments de P . On a pour chaque patch p ∈ P un
ensemble d’e´tiquettes possibles (hypothe`ses) note´es lp(p). Chaque relation spatiale r ∈ SR
est un tuple < type, (p1, p2) > ou` type re´fe´rence un type repre´sente´ par la relation spatiale
et (p1, p2) sont les patches sur lesquels la relation spatiale est de´finie. La transformation
de T en CSP est de´finie par l’algorithme suivant :
1. pour chaque p ∈ P cre´er une variable vp ;
2. si l’utilisateur valide une e´tiquette particulie`re li pour un patch donne´ pi alors
D(vp) = li ; sinon D(vp) = lp(p) ; (D(vp) est le domaine de la variable vp) ;
3. pour chaque relation spatiale r ∈ SR entre deux patches p1, p2 ∈ P rajouter une
contrainte spatiale binaire entre les variables vp1 et vp2 du type correspondant.
Le re´sultat de cette e´tape est un ensemble d’interpre´tations possibles pour les patches.
Chaque interpre´tation consiste en n e´tiquettes pour les n patches de la ROI, qui corre-
spondent a` un arrangement spatial des patches conforme aux connaissances a priori sur
l’arrangement spatial des gyri et des parties de gyri dans le cerveau.
De´termination interactive de la meilleure interpre´tation pour les patches
L’objectif est de de´terminer, a` partir des interventions de l’utilisateur, quelle est la
meilleure interpre´tation, parmi celles retourne´es par le raisonneur CSP. Pour ce faire,
l’utilisateur est invite´ a` fixer une e´tiquette pour un patch ayant des e´tiquettes diffe´rentes
dans les diffe´rentes interpre´tations. Le syste`me e´limine alors les interpre´tations qui ne
sont pas compatibles avec les choix de l’utilisateur. Les interactions sont re´pe´te´es jusqu’a`
l’obtention de la meilleure interpre´tation pour les patches (figure 5.8).
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Labellisation des segments de sillons
La labellisation des segments de sillons repose sur un raisonnement en logiques de
description. Le syste`me utilise la meilleure interpre´tation calcule´e pour les patches, les
relations topologiques et les orientations calcule´es entre les patches et les segments de
sillons, ainsi que les de´finitions logiques des sillons dans l’ontologie. Toutes ces informations
sont traite´es par un raisonneur DL, et les segments qui satisfont la de´finition logique
d’un concept particulier sont identifie´s comme des instances de ce dernier (figure 5.8). Ce
traitement est effectue´ en deux e´tapes, qui sont les suivantes :
1. Re´cupe´ration, a` partir de l’ontologie, de la liste de toutes les parties de sillons qui y
sont de´finis. Ceci peut eˆtre fait, si on utilise le raisonneur DL KAON2, par les lignes
de code Java sur la figure 5.9.
Fig. 5.9: Code java utilise´ pour re´cupe´rer la liste des parties de sillons de´finis dans notre
ontologie.
2. Recherche des instances possibles de chaque nom de concept de la liste re´cupe´re´e
en 1. Ceci peut eˆtre fait par la requeˆte SPARQL suivante : SELECT ?x WHERE { ?x
rdf :type <"+axiom.getSubDescription().toString()+">}
Enfin, les annotations infe´re´es pour les patches et les segments de sillons sont repre´sen-
te´es en RDF, afin de faciliter leur partage et leur interrogation par des requeˆtes SPARQL.
D’autres me´tadonne´es sont rajoute´es aux annotations, telles que l’identifiant de l’utilisa-
teur, la version de l’ontologie utilise´e, l’atlas utilise´, les parame`tres d’acquisition de l’image,
etc. Un extrait d’un fichier RDF est montre´ sur la figure 5.11, ou` on peut voir les e´tiquettes
infe´re´es par le syste`me pour les patches et certains segments de sillons qui les bordent et
qui ont pu eˆtre identifie´s par le syste`me.
Exemple illustratif
Conside´rons la re´gion d’inte´reˆt se´lectionne´e dans la figure 5.1. L’utilisateur peut agir
directement sur l’image, parcourir les hypothe`ses infe´re´es par le syste`me pour les patches,
via des menus interactifs qui s’affichent au moment ou` l’utilisateur se´lectionne un patch.
Pour ce faire, les surfaces des patches ont e´te´ mate´rialise´es par des objets VTK3, avec
lesquels l’utilisateur peut interagir avec la souris (figure 5.10).
3http://www.vtk.org/
154
CHAPITRE 5. CONTRIBUTION : UN NOUVEAU SYSTE`ME HYBRIDE POUR L’ANNOTATION
SE´MANTIQUE DES IMAGES IRM DU CERVEAU
Fig. 5.10: L’image 1 montre les hypothe`ses infe´re´es pour un patch se´le´ctionne´ par l’utilisa-
teur. L’image 2 montre comment l’utilisateur interagit avec le syste`me pour la de´termina-
tion de la meilleure interpre´tation pour les patches. Enfin, l’image 3 montre les e´tiquettes
des patches affiche´es en regard de ces derniers et avec la meˆme couleur. Elle montre aussi
les segments de sillons qui ont e´te´ identifie´s. Ceux qui appartiennent a` la meˆme classe sont
affiche´s avec la meˆme couleur.
5.3.4 Imple´mentation et e´valuation du syste`pme
Imple´mentation sous forme de services Web
Le syste`me a e´te´ imple´mente´ en utilisant les technologies des services Web (figure 5.12).
Les diffe´rents services sont rassemble´s au sein d’un serveur Axis, et sont active´s par des
clients gsoap associe´s a` un outil de visualisation appele´ le GisViewer, de´veloppe´ au sein
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Fig. 5.11: Etiquettes des patches et des segments de sillons infe´re´es par le syste`me et
repre´sente´es en RDF.
Fig. 5.12: Imple´mentation du syste`me d’annotation sous forme de services Web.
de l’e´quipe VisAGeS 4. Six services Web ont e´te´ imple´mente´s, comme montre´ sur la figure
5.12 :
– Service 1 : une simple authentification de l’utilisateur, un nom d’utilisateur et un
4http://www.irisa.fr/visages/
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mot de passe sont requis ;
– Service 2 : consiste en une requeˆte SPARQL, afin d’obtenir de l’ontologie la liste
comple`te des noms de gyri, pour que l’utilisateur puisse le cas e´che´ant affecter a` un
patch une e´tiquette ne figurant pas parmi les hypothe`ses infe´re´es ;
– Service 3 : “matching” avec l’atlas ;
– Service 4 : ge´ne´ration des hypothe`ses pour les patches ;
– Service 5 : de´termination des interpre´tations cohe´rentes pour les patches. L’util-
isateur peut parcourir les diffe´rentes interpre´tations via les boutons suivant et
pre´ce´dent, et il peut interagir avec le syste`me pour de´terminer la meilleure in-
terpre´tation pour les patches ;
– Service 6 : labellisation des segments de sillons.
Avantages de l’imple´mentation du syste`me d’annotation sous forme de services
Web
L’architecture en services Web a, entre autres, les avantages suivants :
– Facilite´ d’utilisation du syste`me : en effet, les utilisateurs n’ont pas besoin d’installer
le syste`me d’annotation sur leur machines, ils ont juste besoin d’installer le visual-
isateur GisViewer pour pouvoir annoter leurs images ;
– Une seule installation des outils de raisonnement implique´s dans le syste`me, tels que
le moteur de recherche se´mantique et le re´solveur CSP, est ne´cessaire ;
– Les utilisateurs peuvent acce´der a` la meˆme version de l’ontologie, qui peut eˆtre
mise a` jour et ame´liore´e uniquement sur le serveur, et tous les utilisateurs pourront
be´ne´ficier de ces mises a` jour ;
– l’atlas est copie´ une seule fois sur le serveur, de manie`re transparente aux utilisateurs,
ces derniers n’ont pas besoin de les copier sur leurs machines, d’autant plus que les
atlas en ge´ne´ral ne sont pas facilement accessibles et ne sont pas facilement utilisables.
Expe´rimentations
Mate´riel Les expe´rimentations ont e´te´ mene´es en utilisant des images IRM-T1 obtenues
avec un scanner 3T (Philips Achieva) concernant dix sujets sains et cinq sujets pathologiques.
Dans les cas pathologiques la le´sion e´tait localise´e dans la re´gion frontale. La segmentation
du cerveau et l’extraction des traces externes des sillons ont e´te´ faites par les outils de
Brainvisa5 et Vistal6 respectivement. 44 SPAMs correspondant aux gyri ont e´te´ utilise´es.
L’ontologie sulco-gyrale a e´te´ e´dite´e avec Prote´ge´7. Les re`gles ont e´te´ e´dite´es avec le plugin
5http://www.brainvisa.info/index_f.html
6http://www.irisa.fr/visages/software/VIsTAL/VIsTAL.html
7http://protege.stanford.edu/
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SWRL8. Les re´sultats pour les patches ont e´te´ obtenus avec le solveur CSP JCL9, et les
segments de sillons ont e´te´ identifie´s par des requeˆtes SPARQL qu’on soumet au raisonneur
KAON210 (un moteur d’infe´rence pour les ontologies e´tendues avec des re`gles).
Evaluation L’e´valuation a e´te´ faite sur des ROIs de´finies par un neuroanatomiste ; elles
incluent le gyrus frontal supe´rieur, le gyrus frontal moyen, le gyrus frontal infe´rieur, le
gyrus pre´central, le gyrus postcentral, le sillon central, le sillon pre´central supe´rieur, le
sillon pre´central interme´diaire, le sillon pre´central infe´rieur, le sillon frontal supe´rieur et
le sillon frontal infe´rieur. Les re´sultats obtenus par le syste`me sont compare´s aux e´ti-
quettes donne´es par l’expert (conside´re´es comme “gold-standard”). La meˆme proce´dure a
e´te´ applique´e pour les cinq jeux de donne´es IRM, sauf pour les re`gles de “matching”, ou`
les orientations n’ont pas e´te´ conside´re´es dans les cas pathologiques. Pour chaque cas, on
rapporte le type de l’IRM (normale versus pathologique), le nombre de patches extraits
de la ROI, le nombre d’interpre´tations cohe´rentes infe´re´es pour les patches, le nombre
d’interactions utilisateur requises pour de´terminer la meilleure interpre´tation des patches,
la pre´cision pour la de´tection des patches (de´finie comme le rapport entre le nombre de
patches correctement labellise´s sur le nombre total de patches dans la ROI), et enfin la pre´-
cision pour la de´tection des segments de sillons (de´finie comme le rapport entre le nombre
de segments correctement labellise´s sur le nombre total de segments dans la ROI).
Re´sultats
8http://protege.cim3.net/cgi-bin/wiki.pl?SWRLTab
9http://liawww.epfl.ch/JCL/
10http://kaon2.semanticweb.org/
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Les tables 5.1 et 5.2 montrent les re´sultats obtenus. On observe que :
– Le nombre de patches est d’environ 19 (moy : 18.9, e´ca. type : 1.79) dans les cas
normaux et 19 (moy : 19.6, e´ca. type : 3.29) dans les cas pathologiques ;
– Le nombre d’hypothe`ses infe´re´es pour chaque patch, graˆce aux re`gles de “matching”,
est infe´rieur a` 3 : (moy : 2.71, e´ca. type : 0.12) pour les cas normaux et (moy :
2.39, e´ca. type : 0.29) pour les cas pathologiques. Ces hypothe`ses sont utiles pour
l’utilisateur quand il explore une ROI sur le cerveau, car elles re´duisent le nombre
d’e´tiquettes possibles, pour chaque patch, de 44 (nombre de SPAMs) a` moins de 3 ;
– Dans toutes les ROIs traite´es, la bonne e´tiquette e´tait toujours incluse dans l’ensem-
ble des hypothe`ses infe´re´es par le syste`me. Ce qui prouve que les re`gles de“matching”
sont efficaces ;
– Le nombre d’interpre´tations consistantes est d’environ 16 (moy : 16.6, e´ca. type :
16.65) pour les cas normaux et de meˆme pour les cas pathologiques (moy : 16.4,
e´ca. type : 15.19). Cela met en e´vidence que les contraintes spatiales, supportant la
re´solution CSP, re´duisent significativement le nombre de solutions possibles. En effet,
sans les contraintes spatiales, pour une re´gion de 19 patches et avec 3 hypothe`ses
pour chacun, le nombre d’interpre´tations possibles serait 319 = 1162261464 ;
– Dans la plupart des cas (aussi bien normaux que pathologiques) le nombre d’hy-
pothe`ses restantes pour chaque patch suite a` la premie`re interaction avec l’utilisateur
est tre`s proche de 1 ;
– La pre´cision du syste`me est bonne aussi bien pour les patches que pour les segments
de sillons. En effet, la pre´cision lors de l’identification des patches e´tait d’environ 97%
(moy : 97.7%, e´ca. type : 3.02) dans les cas normaux et d’environ 96% (moy : 96.4, e´ca.
type : 3.36) dans les cas pathologiques. Pour l’identification des sillons, la pre´cision
e´tait d’environ 94% (moy : 94.5, e´ca. type : 7.82) pour les cas normaux et d’environ
91% (moy : 91.6, e´ca. type : 8.53) pour les cas pathologiques. Les erreurs lors de
l’identification des patches sont dues au fait que, pour le moment, les connaissances a
priori sur l’arrangement spatial des gyri et des parties de gyri ne tiennent compte que
d’une seule direction cardinale (la plus significative) pour mode´liser la position d’une
structure anatomique par rapport a` une autre. Cependant, on constate en pratique
que ce n’est pas toujours cette direction qui est calcule´e comme la plus significative.
Par exemple dans les connaissances a priori on a spe´cifie´ qu’une partie du gyrus
postcentral peut eˆtre infe´rieure ou supe´rieure a` une autre partie du meˆme gyrus,
cependant dans certains de´coupages en patches du gyrus postcentral, d’un sujet
particulier, il peut y avoir un patch, qui est une partie de ce gyrus et qui est poste´rieur
ou ante´rieur a` un autre patch qui fait partie de ce meˆme gyrus. L’identification des
sillons e´tant base´e en partie sur les e´tiquettes des patches, il s’ensuit que des erreurs
dans ces e´tiquettes conduisent a` des erreurs dans l’identification des sillons. Une autre
caracte´ristique inte´ressante du syste`me qui ressort de l’e´valuation, est le fait qu’il n’y
ait pas de diffe´rence, en terme de pre´cision, entre les cas normaux et pathologiques,
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ce qui sugge`re que, contrairement aux me´thodes classiques, notre me´thode hybride
est robuste vis-a`-vis des de´calages cause´s par des processus pathologiques comme les
tumeurs.
Ces re´sultats montrent que le syste`me propose´ peut eˆtre tre`s utile pour assister l’util-
isateur dans la production d’annotations cohe´rentes des images IRM du cerveau. Il permet
aussi d’obtenir des annotations d’une manie`re assez rapide, vu que l’utilisateur met moins
de deux minutes pour annoter les patches, et moins de trois minutes pour une annotation
comple`tement automatique des segments de sillons.
5.4 Prolongement des patches en profondeur
Afin que les patches correspondent re´ellement a` des parties de gyri, il est ne´cessaire de
les prolonger en profondeur et de caracte´riser la matie`re qu’ils contiennent. Pour ce faire,
deux e´tapes de traitement ont e´te´ re´alise´es : la premie`re consiste a` former des patches
3D, et la deuxie`me consiste a` extraire et e´tiqueter la matie`re blanche et la matie`re grise
contenues dans ces patches. La re´alisation de la premie`re e´tape s’est faite en trois temps :
1) d’abord les traces externes des sillons sont prolonge´es en profondeur afin de former les
rubans repre´sentant la vraie nature des sillons entourant les gyri [118] ; 2) ensuite, et
afin d’obtenir un contour ferme´ pour le patch, on ge´ne`re les surfaces correspondant aux
se´parations conventionnelles, a` partir des rubans pre´ce´dent et suivant ; 3) et enfin, pour
terminer la fermeture du patch, les rubans ont e´te´ rejoints entr’eux.
Fig. 5.13: (1) Construction 3D des patches de´limite´s en surface, (2) volumes correspondant
a` la matie`re grise (en rouge) et blanche (en jaune) d’un patch 3D reconstruit.
La deuxie`me e´tape est re´alise´e en trois temps : 1) la matie`re contenue dans le patch est
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extraite (figure 5.13-1), en utilisant une me´thode de type “region growing”11, 2) ensuite la
matie`re extraite du patch est se´pare´e en deux sous volumes caracte´risant la matie`re grise
et la matie`re blanche (figure 5.13-2), en utilisant les masques correspondants produits lors
des pre´-traitements (l’extraction des sillons), 3) et enfin, la description des volumes extraits
est ge´ne´re´e, contenant, entre autres, le niveau de gris utilise´ pour chaque volume. Dans
cette description, les e´tiquettes produites par le syste`me d’annotation pour les patches
sont e´galement re´fe´rence´es.
5.5 Partage des annotations
Deux crite`res sont indispensables pour le partage d’annotations : 1) elles doivent eˆtre
consensuelles et, 2) repre´sente´es dans un langage qui facilite leur partage a` une grande
e´chelle. Cela nous a amene´s a` re´utiliser une partie de l’ontologie de [203] conc¸ue, justement,
pour le partage d’informations relatives a` des re´gions d’inte´reˆt en neuroimagerie.
Fig. 5.14: Repre´sentation en RDF(S) d’une partie de l’ontologie d’annotation de re´gions
d’inte´reˆt en neuroimgerie de Temal et al. [203].
Un extrait de cette ontologie a e´te´ repris et repre´sente´ sous Prote´ge´, en utilisant le
11http://en.wikipedia.org/wiki/Region_growing
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langage RDF(S) (figure 5.14). La repre´sentation en RDF permet non seulement le partage
des annotations, mais aussi leur interrogation par des requeˆtes SPARQL.
La figure 5.15 montre un exemple d’un fichier RDF contenant les annotations, produites
par le syste`me pour une re´gion d’inte´reˆt se´lectionne´e sur une image d’un cerveau sain, et
repre´sente´es selon l’ontologie de Temal et al. [203].
Fig. 5.15: Exemple d’un fichier RDF contenant les annotations, produites par le syste`me
pour une re´gion d’inte´reˆt se´lectionne´e sur une image d’un cerveau sain, et repre´sente´es
selon l’ontologie de Temal et al. [203]. (1) repre´sentation des diffe´rentes ROIAnnotations,
(2) la collection de toutes les ROIAnnotations, (3) re´fe´rencement des patches annote´s, (4)
autres me´tadonne´es.
5.6 Discussion
L’approche que nous avons propose´e pour l’annotation se´mantique des images IRM du
cerveau est a` la fois nouvelle et diffe`rente des approches classiques de de´coupage en re´gions
du cortex sur plusieurs aspects. D’abord elle combine de manie`re comple´mentaire des
connaissances nume´riques et symboliques. En effet, l’utilisation d’un atlas nous a permis
d’initialiser un raisonnement base´ sur une ontologie fortement axiomatise´e et qui permet
de traiter aussi bien les cas normaux que pathologiques. Par ailleurs, l’approche que nous
avons propose´e est locale, c’est-a`-dire qu’elle se focalise sur une re´gion particulie`re du
cerveau. Elle diffe`re aussi des approches similaires d’annotation, utilisant les technologies
du Web Se´mantique [176, 58]. En particulier, notre processus d’identification implique
un raisonnement sur les proprie´te´s topologiques des primitives graphiques extraites des
images.
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Concernant le type de raisonnement utilise´, nous avons la` aussi combine´ un raison-
nement par contraintes (pour l’e´tiquetage des patches) avec un raisonnement en logiques de
description classiques (pour l’e´tiquetage des sillons). En effet, la forte variabilite´ anatomique
sulco-gyrale constitue un grand obstacle pour une utilisation efficace d’un raisonnement
monotone, tel que le raisonnement en logiques de description classiques, inefficace en traite-
ment des impre´cisions et des exceptions qui caracte´risent l’anatomie sulco-gyrale. Ceci nous
a amene´s a` opter pour un raisonnement par contraintes beaucoup plus adapte´ a` notre prob-
le`me. Plus particulie`rement, la mode´lisation de notre proble`me d’annotation des patches en
un proble`me de satisfaction de contraintes e´tait tre`s approprie´e. Ainsi, on affecte a` chaque
patch un ensemble d’e´tiquettes possibles, re´sultant d’un “matching” avec l’atlas, ensuite un
raisonnement CSP permet de de´terminer un ensemble d’interpre´tations pour les patches
s’appuyant sur la connaissance a priori sur l’arrangement spatial des gyri et des parties
de gyri. Cette dernie`re, c’est-a`-dire la connaissance a priori sur l’arrangement spatial des
gyri et des parties de gyri, e´tant relativement plus stable, compare´e a` la connaissance sur
les autres aspects de l’anatomie sulco-gyrale tels que la forme des sillons. L’interpre´tation
finale des patches est de´termine´e interactivement avec l’utilisateur en l’invitant a` fixer les
e´tiquettes de certains patches. Enfin, une fois la labellisation des patches faite, un raison-
nement en logiques de description permet d’identifier les segments de sillons en s’appuyant
sur les de´finitions des sillons dans l’ontologie.
Notre syste`me d’annotation a e´te´ imple´mente´ avec une architecture de type client-
serveur. Tous les modules de raisonnement ont e´te´ de´ploye´s sous forme de services Web,
facilitant ainsi l’utilisation du syste`me, la gestion et la mise a` jour des connaissances
(ontologie et atlas). Les fonctionnalite´s de visualisation sur l’image ont e´te´ imple´mente´es
sous forme d’un nouveau “plug-in” du visualisateur d’images 3D (GisViewer), offrant une
interface conviviale qui facilite l’utilisation du syste`me et la visualisation des re´sultats
d’annotation.
Enfin, le syste`me de´veloppe´ a e´te´ teste´ sur des donne´es issues de sujets sains et de
patients porteurs de processus pathologiques (en l’occurrence des tumeurs), et les re´sultats
obtenus sont tre`s prometteurs aussi bien en terme de pre´cision qu’en terme de temps de
calcul. En effet, les diffe´rents traitements s’exe´cutent en un temps compatible avec une
application interactive, ce qui est essentiel dans un tel syste`me, de nature interactif. Ce
dernier peut ne´anmoins eˆtre ame´liore´ sur les aspects suivants :
– La de´finition des se´parations conventionnelles entre les gyri est faite manuellement
dans l’imple´mentation actuelle, et pourrait eˆtre automatise´e, en utilisant par exemple
des proce´dures d’apprentissage ;
– Le raisonnement actuel permet a` l’utilisateur d’intervenir uniquement lors de l’inter-
pre´tation des patches, il serait plus naturel de lui permettre e´galement d’intervenir
lors de l’identification des sillons ;
– L’utilisation de l’atlas pour produire les hypothe`ses initiales pourrait eˆtre optimise´e,
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en utilisant par exemple diffe´rents atlas, mieux adapte´s au cas particulier e´tudie´ ;
– Le “matching” avec l’atlas peut eˆtre ame´liore´, notamment en ame´liorant le calcul des
orientations entre les segments de sillons et les SPAMs ;
– L’ontologie peut eˆtre ame´liore´e, en de´finissant les gyri et les sillons a` un niveau de
granularite´ plus fin, et cette connaissance pourrait eˆtre directement utilise´e pour
de´river automatiquement les contraintes spatiales du CSP ;
– La mode´lisation du proble`me par un CSP flou comme dans [57], utilise´ conjoin-
tement avec des repre´sentations floues des relations spatiales entre les structures
anatomiques, en se basant par exemple sur le travail de [107], pourraient permettre
d’ame´liorer les performances du syste`me. En effet, l’une des difficulte´s du syste`me
est l’obtention d’interpre´tations plausibles pour les patches, due a` la variabilite´ des
arrangements spatiaux discriminants entre les structures neuroanatomiques ;
– Les aspects d’interface peuvent e´galement eˆtre ame´liore´s, en permettant par exem-
ple de de´placer une e´tiquette si elle geˆne la visualisation de la structure anatomique
qu’elle de´signe, ou encore en permettant d’afficher la de´finition d’une structure
anatomique, a` partir de l’ontologie, lorsqu’on se´lectionne l’e´tiquette qui la de´signe.
– Enfin, la de´pendance des performances du syste`me vis-a`-vis des pre´-traitements ini-
tiaux, plus particulie`rement de la de´finition des se´parations conventionnelles, devrait
eˆtre e´tudie´e davantage, et la comparaison de ces performances a` celles d’autres sys-
te`mes similaires, tels que les outils de FreeSurfer12 ou encore la me´thode de Olivier
Nempont [144], peut eˆtre inte´ressante, afin d’envisager d’autres ame´liorations.
Nous avons par ailleurs repre´sente´ les annotations d’une fac¸on qui permet leur partage
et leur interrogation par des moteurs d’infe´rence, tels que CORESE (COnceptual RE-
source Search Engine)13, en re´utilisant une ontologie d’annotation des re´gions d’inte´reˆt en
neuroimagerie, et en les repre´sentant dans un langage standard, RDF en l’occurrence.
5.7 Conclusion et perspectives
Nous avons pre´sente´ un syste`me hybride, de´veloppe´ pour labelliser semi-automatiquement
les images IRM du cerveau avec des annotations se´mantiques, ainsi que l’e´valuation de ses
performances. L’approche est nouvelle sur plusieurs aspects : (1) l’utilisation d’un raison-
neur CSP pour la se´lection automatique des interpre´tations cohe´rentes pour les gyri ; (2) la
ge´ne´ration facile d’annotations, se´mantiquement riches, pour les structures sulco-gyrales,
et leur repre´sentation en RDF selon une ontologie existante de partage d’annotations en
neuroimagerie ; (3) l’utilisation d’une connaissance a priori explicite, de´crite dans une on-
tologie formelle repre´sente´e en OWL, afin de faciliter son partage. L’imple´mentation du
12http ://surfer.nmr.mgh.harvard.edu/
13http://ralyx.inria.fr/2002/Raweb/acacia/uid31.html - un moteur RDF(S) base´ sur les graphes
conceptuels.
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syste`me avec une architecture de type client-serveur, utilisant les services Web et un logi-
ciel de visualisation facilite son utilisation. L’e´valuation du syste`me a montre´ de bonnes
performances sur des cas normaux et pathologiques. En conclusion, la rapidite´ des re´ponses
du syste`me, sa robustesse vis-a`-vis des cas pathologiques, et son architecture en services
Web en font un outil tre`s prometteur pour une utilisation future dans le cadre de la pre´-
paration des interventions chirurgicales en neurochirurgie et la production d’annotations
partageables.
Fig. 5.16: Exemple de fibres connectant des re´gions dans le cerveau. (1) Patches 3D iden-
tifie´s par le syste`me, (2) fibres connectant les re´gions de´limite´es par les patches entr’elles
et avec d’autres re´gions du cerveau.
Comme perspectives, nous envisageons d’utiliser le syste`me propose´ dans deux appli-
cations de la neuroimagerie. La premie`re est relative a` l’e´tude de la corre´lation anatomo-
fonctionnelle en IRM fonctionnelle (IRMf), et la seconde a` l’e´tude des connexions des
faisceaux de fibres dans le cerveau, en utilisant l’imagerie du tenseur de diffusion DTI
(Diffusion Tensor Imaging) (figure 5.16).
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Discussion ge´ne´rale
1
2 DISCUSSION
Dans cette the`se, nous avons aborde´ le proble`me de la mode´lisation et de la repre´sen-
tation des connaissances neuroanatomiques dans le cadre du Web Se´mantique, ainsi que
l’utilisation de ces connaissances pour l’annotation se´mantique des images IRM du cerveau
humain. Dans l’introduction, nous avons e´nume´re´ les motivations de la the`se, notamment
celles relatives aux nouveaux besoins de la recherche translationnelle en terme de partage
de connaissances et de donne´es expe´rimentales, et le roˆle central que joue la neuroanatomie
comme cadre organisationnel pour les images du cerveau mais aussi pour la plupart des
donne´es en neurosciences. Nous avons donc, dans un premier temps, de´veloppe´ une ontolo-
gie de l’anatomie sulco-gyrale a` partir d’un atlas de re´fe´rence des sillons, en nous appuyant
sur des travaux pre´ce´dents sur la mode´lisation des connaissances anatomiques, qui sont
bien reconnus dans la communaute´ biome´dicale et qui respectent un minimum de principes
de construction d’ontologies. Nous avons aussi travaille´ en e´troite collaboration avec un
expert en anatomie, afin de nous assurer que nos choix e´taient pertinents, notamment
lorsque nous de´finissions de nouveaux concepts qui n’e´taient pas de´finis dans les sources
que nous avons conside´re´es. Ceci nous a permis de mode´liser des connaissances ge´ne´riques
et d’une se´mantique riche sur l’anatomie sulco-gyrale ; par ge´ne´riques, nous entendons des
connaissances inde´pendantes d’une application particulie`re.
Notre contribution sur cette partie a consiste´ a` exploiter des ontologies existantes pour
mode´liser la connaissance sur l’anatomie sulco-gyrale sous forme d’une ontologie com-
ple´te´e a` partir d’un atlas des sillons et de la connaissance d’un expert anatomiste. Nous
avons re´utilise´ l’ontologie de re´fe´rence dans le domaine de l’anatomie humaine qui respecte
les principes de construction d’ontologies, FMA [173] en l’occurrence. Cependant, cette
dernie`re n’est pas exhaustive (notamment sur le cerveau), ce qui nous a amene´s a` conside´rer
l’ontologie de l’anatomie du cerveau humain de Dameron [53], qui est base´e sur l’ontologie
FMA mais qui est plus de´taille´e sur le cortex ce´re´bral. Enfin, l’atlas des sillons de Ono
[152] nous a e´te´ utile pour comple´ter les de´finitions des sillons qui n’e´taient disponibles ni
dans FMA ni dans la mode´lisation de Dameron. Ainsi, notre ontologie, e´tant base´e sur des
ontologies ge´ne´riques, est elle aussi ge´ne´rique. Cependant, d’une part il n’est pas toujours
e´vident de dire a` partir de quel niveau d’abstraction une ontologie est ge´ne´rique, et d’autre
part il est difficile de de´finir une ontologie consensuelle dans la mesure ou` plusieurs points
de vue sont possibles, et qui peuvent eˆtre subjectifs et parfois contradictoires. En effet,
une ontologie refle`te le point de vue de celui qui la conc¸oit, et ce point de vue est souvent
guide´ par des motivations ou des convictions individuelles (personnelles) base´es sur une
expe´rience acquise dans le domaine e´tudie´ ou une ambition personnelle de mode´liser des
connaissances en vue de les utiliser dans un contexte de´fini. Notre ontologie n’a pas e´chappe´
totalement a` cette subjectivite´, nous avons certes mode´lise´ des connaissances ge´ne´riques
sur l’anatomie sulco-gyrale, mais ces dernie`res concernaient plutoˆt les relations partie-
tout, l’he´ritage, la me´re´ologie, les relations de direction et la topologie entre les structures
anatomiques, ce qui n’e´tait pas fortuit car nous voulions nous servir de ces concepts dans
un raisonnement visant l’identification des structures anatomiques localise´es dans les im-
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ages du cerveau. De ce point de vue, notre ontologie pouvait inclure d’autres aspects de
l’anatomie tels que leurs structures cytoarchitectoniques. La ge´ne´ricite´ d’une ontologie, qui
est un e´le´ment important en mode´lisation de connaissances, nous ame`ne a` nous demander
si, a` force de vouloir mode´liser les connaissances d’un domaine de manie`re ge´ne´rique, ex-
ploitable dans diffe´rents contextes, nous ne les rendons pas difficilement exploitables dans
chaque contexte particulier. Nous pensons qu’il est ne´cessaire de disposer d’ontologies
ge´ne´riques a` partir desquelles nous pourrons de´duire des ontologies applicatives qui re´pon-
dent le mieux possible aux spe´cificite´s des diffe´rentes applications. Cependant, il reste a`
savoir comment faire de telles de´ductions et sur quels crite`res. Dans notre cas, nous avons
de´fini deux ontologies : la premie`re a` caracte`re ge´ne´rique (l’ontologie partageable), elle
mode´lise la connaissance sur l’anatomie sulco-gyrale, et la deuxie`me est spe´cifique a` notre
application d’annotation (l’ontologie applicative) ; elle de´finit des entite´s lie´es a` l’applica-
tion telles que le concept Patch. Nous avons ensuite de´fini une relation d’he´ritage entre
l’ontologie applicative et l’ontologie partageable afin d’associer aux entite´s anatomiques
extraites des images, une se´mantique riche explicite´e dans l’ontologie partageable. Cepen-
dant, dans certaines applications il est plus approprie´ de de´finir les connaissances sous
d’autres formes, et parfois la meˆme application peut utiliser les connaissances exprime´es
dans l’ontologie ge´ne´rique sous plusieurs formes. Dans notre cas par exemple, nous avons
repre´sente´ certaines connaissances exprime´es dans l’ontologie sulco-gyrale sous forme de
tuples de´finissant des contraintes spatiales, utilise´es dans notre raisonnement CSP.
Dans cette phase de mode´lisation que nous avons effectue´e, nous avons constate´ l’im-
portance de re´utiliser des ontologies existantes. En effet, le de´veloppement d’une on-
tologie est un processus couˆteux en temps et ne´cessitant diffe´rents profils de compe´-
tences, par conse´quent la re´utilisation d’ontologies existantes s’impose naturellement, pour
d’une part acce´le´rer la mode´lisation du proble`me conside´re´ et d’autre part faciliter l’in-
te´rope´rabilite´ des syste`mes qui utilisent ces ontologies. Cependant, parfois il est plus rapide
et plus facile de construire une nouvelle ontologie que de re´utiliser des ontologies exis-
tantes. Une excellente e´tude sur l’apport des ontologies et leur re´utilisation a e´te´ re´alise´e
en 2007 par Tobias Bu¨rger, et dont les re´sultats sont accessibles sur le lien suivant :
http://www.tobiasbuerger.com/mmsurvey/. Cette e´tude met en e´vidence que, parfois,
l’effort requis pour l’analyse des ontologies qui peuvent eˆtre re´utilise´es et l’effort ne´cessaire
pour les inte´grer est plus conside´rable que l’effort requis pour cre´er de nouvelles ontologies.
Cependant, l’e´tude met en e´vidence aussi que la re´utilisation des ontologies est tre`s impor-
tante pour, d’une part, augmenter la qualite´ des ontologies qui les re´utilisent, et d’autre
part permettre l’interope´rabilite´ des syste`mes informatiques.
Le de´fi que nous devions relever aussi e´tait celui de repre´senter les connaissances mod-
e´lise´es de manie`re a` pouvoir les partager et les diffuser le mieux et le plus largement
possible. Ceci nous a amene´s naturellement a` utiliser les technologies du Web Se´mantique
disponibles, qui permettent un partage de connaissances via Internet. Nous avons alors
repre´sente´ notre ontologie sulco-gyrale avec le langage OWL, recommande´ par le W3C.
4 DISCUSSION
Afin de repre´senter la variabilite´ qui caracte´rise l’anatomie du cerveau, et afin que notre on-
tologie sulco-gyrale puisse eˆtre utilise´e dans des raisonnements automatiques divers, nous
l’avons formalise´e en utilisant les logiques de description. En effet, les diffe´rents construc-
teurs qu’offrent les logiques de description nous ont servis a` exprimer par exemple que
deux structures anatomiques peuvent eˆtre connecte´es chez certains individus et contigue¨s
chez d’autres. La formalisation en logiques de description nous a permis par ailleurs de
ve´rifier la cohe´rence de notre ontologie, d’un point de vue logique, en utilisant les raison-
neurs de´veloppe´s par la communaute´ de l’Intelligence Artificielle. Cependant, nous e´tions
confronte´s au dilemme de l’expressivite´ de notre ontologie, repre´sente´e en OWL DL, et de
son utilisation par les raisonneurs DL existants. En effet, plus une logique de description
est expressive, moins elle est supporte´e par des algorithmes de raisonnement de´cidables
et d’une complexite´ raisonnable. Nous pensons qu’une ontologie ge´ne´rique doit se baser
sur la logique de description dont les constructeurs permettent d’exprimer clairement et
le mieux possible la se´mantique ve´hicule´e par les concepts de l’ontologie. Il s’agit ensuite
de pouvoir en de´river, si ne´cessaire, des repre´sentations ”ope´rationnelles”, certes moins
expressives, mais qui peuvent eˆtre utilise´es par un raisonneur particulier, dans le cadre
d’une application. Il est donc plus judicieux de s’abstraire des raisonneurs existants et
de repre´senter les ontologies en se basant sur les logiques de description qui permettent
d’exprimer clairement leurs se´mantiques, afin de garantir leur pe´rennite´.
En ce qui nous concerne, notre ontologie partageable est e´tendue avec des re`gles qui
augmentent son expressivite´, et comme elle e´tait destine´e a` servir comme une source de
connaissances dans un raisonnement en vue d’annoter les images du cerveau, nous avons duˆ
nous restreindre a` la logique de description SHIQ(D) supporte´e par le raisonneur KAON2,
sans pour autant trop perdre en expressivite´, et nous avons duˆ adapter la repre´sentation
de l’ontologie a` cette logique de description. L’extension avec des re`gles constitue d’ailleurs
l’un des e´le´ments d’originalite´ de notre ontologie, compare´e aux travaux similaires dans le
domaine de la neuroanatomie, par exemple l’ontologie SAO [117]. Ceci dit, bien que les
logiques de description classiques soient bien approprie´es a` la repre´sentation de connais-
sances ge´ne´riques dans le cadre du Web Se´mantique, elles le sont beaucoup moins lorsqu’il
s’agit de repre´senter les incertitudes et les impre´cisions lie´es aux applications re´elles. Ces
logiques permettent d’exprimer par exemple que deux sillons dans le cerveau sont soit
connecte´s soit contigus, mais elles ne permettent pas d’associer une valeur indiquant le cas
le plus plausible des deux ; elles permettent de dire que deux structures anatomiques sont
voisines si elles partagent une frontie`re, sans pour autant donner une de´finition souple (qui
tole`re les impre´cisions) de la frontie`re permettant de ge´rer les imperfections des pre´traite-
ments, etc. Nous pensons que la mode´lisation et la repre´sentation des connaissances d’un
domaine doit a` la fois garder un aspect ge´ne´rique leur permettant d’eˆtre re´utilisables dans
plusieurs applications et permettre leur adaptation pour mieux repre´senter la spe´cificite´
d’une application particulie`re.
Notre deuxie`me objectif e´tait l’annotation se´mantique des images IRM du cerveau en
DISCUSSION 5
se basant sur l’ontologie sulco-gyrale. Cette partie constitue la principale contribution de
la the`se. Il s’agit d’associer aux structures anatomiques, segmente´es dans des images IRM
du cerveau, une se´mantique explicite et riche, formalise´e dans l’ontologie. Ces annotations
constituent des me´tadonne´es d’une grande importance dont les utilisations sont diverses.
En ce qui nous concerne, nous nous sommes inte´resse´s aux applications dans le cadre clin-
ique. Notre premie`re application e´tait de produire des annotations utilisables en tant que
repe`res anatomiques pour le neurochirurgien, lui permettant de mieux pre´parer son inter-
vention chirurgicale afin par exemple d’extraire une tumeur tout en pre´servant les zones
fonctionnelles qui l’entourent. De ce fait, les annotations produites doivent eˆtre de qualite´
satisfaisante, par conse´quent notre syste`me ne devait pas eˆtre comple`tement automatique,
mais supervise´ par l’utilisateur. Notre deuxie`me application e´tait de de´crire le contenu des
images du cerveau en utilisant les langages standards du Web et en nous appuyant sur
notre ontologie sulco-gyrale, qui nous fournit le vocabulaire ne´cessaire et une connaissance
formelle sur les relations me´re´ologiques et topologiques entre les structures anatomiques.
Ceci permet d’effectuer des recherches d’images par leur contenu se´mantique en utilisant
des requeˆtes telles que les requeˆtes SPARQL, potentiellement utiles pour un neurochirurgien
lorsqu’il pre´pare une intervention chirurgicale et veut tirer profit des expe´riences pre´ce´-
dentes en recherchant, dans une base d’images annote´es, des cas similaires a` celui qu’il est
en train de pre´parer. Les annotations se´mantiques sont e´galement utiles dans le processus
d’inte´gration de donne´es dans le Web, notamment des images disperse´es dans un environ-
nement distribue´. Par conse´quent, et aussi dans un souci d’interope´rabilite´ des syste`mes
de sante´, nous avons repre´sente´ les annotations selon une ontologie conc¸ue pour le partage
des ROI en neuroimagerie [203].
Notre syste`me d’annotation est original sur plusieurs aspects. D’abord, il combine de
manie`re comple´mentaire des connaissances nume´riques (un atlas) avec des connaissances
symboliques (l’ontologie sulco-gyrale). Il est e´vident que de´velopper une ontologie ou un
mode`le d’annotation pose un certain nombre de proble`mes, et qu’utiliser l’ontologie ou le
mode`le dans un syste`me ope´rationnel pose de nombreuses autres questions pratiques. Par
exemple, les ontologies de´crivent un domaine d’une manie`re abstraite, elles ne sont pas
relie´es a` un repe`re dans l’espace, ceci rend leur utilisation difficile, particulie`rement dans
des applications de l’imagerie. De plus, comme de´ja` dit, les algorithmes de raisonnement ne
sont pas encore au point pour pouvoir exploiter toute la connaissance qu’on peut exprimer
dans les ontologies. La combinaison d’un atlas des gyri et de l’ontologie sulco-gyrale nous
a permis d’une part d’apporter des solutions aux limites classiques des atlas, en associant
une se´mantique explicite et riche aux structures repre´sente´es, en repre´sentant explicite-
ment les relations entre les diffe´rentes structures anatomiques, en permettant d’interpre´ter
aussi bien les images de sujets normaux que pathologiques, etc. D’autre part, cette com-
binaison nous a permis de re´pondre aux nouveaux de´fis ne´s avec Internet en termes de
partage de donne´es expe´rimentales, et cela en produisant des annotations base´es sur une
ontologie partageable. Ce type d’approches, combinant les mode`les nume´riques avec les
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mode`les symboliques, ou les mode`les mathe´matiques avec les mode`les logiques ont suˆre-
ment un avenir dans de nombreux domaines, tels que l’imagerie ce´re´brale (algorithmes
de segmentation par exemple), la vision par ordinateur, la ge´ographie, etc. En effet, les
mode`les nume´riques commencent a` atteindre leur limites en termes de performance, et leur
ame´lioration seront toujours minimes par rapport aux vraies attentes. Les mode`les sym-
boliques, quant a` eux, restent a` un niveau d’abstraction plus e´leve´ et sont peu adapte´s a`
des utilisations dans de vraies applications telles que l’imagerie. Cependant, leur utilisation
pour ame´liorer les mode`les nume´riques est une piste prometteuse.
Le deuxie`me e´le´ment d’originalite´ de notre syste`me d’annotation est la de´termination
automatique des interpre´tations pour les patches, qui sont compatibles avec la connais-
sance a priori de l’arrangement spatial des gyri et des parties de gyri dans le cerveau. Ceci
est fait en se basant sur une formalisation de notre proble`me d’interpre´tation comme un
proble`me de satisfaction de contraintes et en de´finissant des contraintes spatiales symbol-
iques par des ensembles de tuples. Ceci rejoint ce que nous avons dit auparavant, a` savoir
que la connaissance exprime´e dans l’ontologie peut eˆtre utilise´e sous une autre forme dans
un raisonnement spe´cifique, en vue d’effectuer une taˆche particulie`re. Quant a` l’identifica-
tion des parties de sillons, elle est base´e sur leurs de´finitions dans l’ontologie applicative.
Ces de´finitions sont pre´cise´ment les conditions ne´cessaires et suffisantes qui consistent en
un sous ensemble d’axiomes de´finissant un concept. La` aussi, on peut se poser la question
de savoir selon quels crite`res “objectifs” on se´lectionne les axiomes qui seront la base de
l’identification des instances de sillons. Dans notre cas, les conditions ne´cessaires et suff-
isantes impliquent les axiomes relatifs a` la topologie et aux relations directionnelles. Ceci
est motive´ par le fait que le raisonnement que nous voulions appliquer pour l’annotation
utilise les relations topologiques et directionnelles entre les entite´s graphiques extraites des
images.
Le troisie`me e´le´ment d’originalite´ de notre approche est la possibilite´ d’interpre´ter aussi
bien les images de sujets normaux que pathologiques, ceci graˆce aux de´finitions abstraites
des concepts dans l’ontologie. Un processus pathologique, telle qu’une tumeur, peut causer
des de´placements des structures anatomiques voisines. Dans ce cas, les atlas, obtenus
ge´ne´ralement a` partir d’images de sujets sains uniquement et dans un repe`re particulier,
vont e´chouer a` identifier les zones entourant la tumeur. En revanche, notre approche, base´e
sur la connaissance a priori sur les relations topologiques, me´re´ologiques et directionnelles,
de´finies dans l’ontologie inde´pendamment de tout repe`re, n’est pas sensible a` ces de´calages
tant que ces relations sont pre´serve´es, notamment les relations topologiques ; ce qui est
souvent le cas.
Enfin, le quatrie`me e´le´ment d’originalite´ concerne le mode d’utilisation du syste`me
d’annotation, ou` nous avons privile´gie´ e´galement l’utilisation des technologies du Web. En
effet, nous avons imple´mente´ les diffe´rents modules de raisonnement sous forme de services
Web que n’importe quel utilisateur peut exe´cuter a` distance. Outre la facilitation de la
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mise a` jour des connaissances implique´es dans le raisonnement (atlas et ontologie), l’imple´-
mentation sous forme de services Web facilite aussi l’utilisation du syste`me d’annotation,
ce qui est tre`s important. En effet, vu le grand nombre d’images qui sont produites dans les
diffe´rents centres de recherche, cela ne´cessite des outils d’annotation facilement utilisables,
afin que ces images soient mieux ge´re´es et facilement inte´gre´es.
Examinons maintenant d’une manie`re plus ge´ne´rale comment un processus d’inter-
pre´tation d’images peut eˆtre supporte´ par des services de raisonnement en logiques de
description. En effet, les langages des logiques de description ont l’avantage d’offrir une
se´mantique formelle qui aide a` e´viter les ambigu¨ıte´s qui apparaissent souvent lorsque les
bases de connaissances et les proce´dures d’infe´rence sont construites de manie`re intuitive.
Un syste`me de logiques de description ve´rifie toujours la cohe´rence de la ABox par rapport
a` la TBox. Par conse´quent, la ABox correspond formellement a` un mode`le (partiel) de la
TBox, et donc, e´tant donne´ son roˆle en interpre´tation d’images, est une interpre´tation
partielle de l’image. On conclut que la ve´rification de cohe´rence en logiques de description
peut eˆtre utilise´e pour s’assurer de la cohe´rence des interpre´tations des images. L’autre
service d’infe´rence important en logiques de description est la ve´rification d’instance (in-
stance checking en anglais), qui consiste a` de´terminer si un individu de la ABox est une
instance d’un concept donne´ de la TBox. La ve´rification d’instance constitue un service
d’infe´rence imme´diatement applicable a` l’interpre´tation de sce`nes en ge´ne´ral et d’images
en particulier. Etant donne´ un segment d’une image repre´sente´ comme un individu d’une
ABox, le service de ve´rification d’instance permet de de´terminer le concept de la TBox le
plus spe´cifique applicable a` cet individu. Cependant, en ge´ne´ral ceci n’est pas applicable
en interpre´tation d’images, parce que le processus d’interpre´tation d’images est tre`s com-
plexe et ne peut eˆtre mode´lise´ uniquement comme une de´duction. Il est plus approprie´ de
mode´liser l’interpre´tation d’images comme une taˆche de construction de mode`le logique.
En interpre´tation d’images, il est pre´fe´rable aussi d’utiliser des syste`mes qui peuvent faire
des retours en arrie`re pour prendre la bonne de´cision, ce qui n’est pas le cas des syste`mes
actuels base´s sur les logiques de description. De plus, un syste`me d’interpre´tation d’im-
ages, et surtout un syste`me de vision, devrait pouvoir effectuer un choix parmi plusieurs
hypothe`ses possibles, en leur associant un ordre de pre´fe´rence, ce que ne peuvent pas faire
les syste`mes des logiques de description classiques. Dans notre cas, nous avons d’abord cal-
cule´ des hypothe`ses pour les patches de´limite´s sur l’image, en utilisant un atlas des gyri.
Ensuite, nous avons utilise´ un raisonnement par contraintes pour de´terminer les bonnes
e´tiquettes pour les patches. Enfin, une fois les patches e´tiquete´s, un raisonnement de´ductif
simple en logiques de description nous a permis d’e´tiqueter les segments de sillons.
Ces dernie`res anne´es plusieurs projets ont e´te´ lance´s sur l’annotation se´mantique de
donne´es, notamment des images me´dicales, utilisant les ontologies et les nouvelles technolo-
gies du Web Se´mantique. Cependant, ces travaux s’inte´ressent le plus souvent aux mode`les
d’annotation (c’est-a`-dire aux ontologies de´crivant les annotations), et beaucoup moins a`
l’utilisation de ces mode`les dans des applications re´elles d’annotation. Dans notre cas en
8 DISCUSSION
revanche, nous avons de´veloppe´ un nouveau syste`me d’annotation ope´rationnel, base´ sur
l’ontologie sulco-gyrale, et nous avons de´crit les annotations produites selon un mode`le
que nous avons re´utilise´, qui est l’ontologie de Temal et al. [203] (pour le partage d’infor-
mations relatives a` des ROI en neuroimagerie), et nous les avons repre´sente´es en RDF afin
de faciliter leur partage, l’interope´rabilite´ des syste`mes qui les utilisent, ainsi que l’inte´gra-
tion de donne´es images. En effet, l’annotation se´mantique des donne´es et des ressources du
Web, base´e sur des mode`les ontologiques, est une piste prometteuse pour transformer le
Web actuel en un Web Se´mantique. Cependant, plusieurs aspects de l’annotation se´man-
tique des donne´es du Web restent des proble`mes ouverts : on peut citer, par exemple, la
gestion des incohe´rences dans un environnement distribue´ de donne´es annote´es, la gestion
de l’e´volution des vocabulaires (des ontologies) sur lesquels les annotations sont base´es, le
de´veloppement de syste`mes de gestion d’annotations permettant leur interrogation, leur
stockage et leur utilisation dans des raisonnements, etc.
En conclusion, nous pensons que le nombre sans cesse croissant d’images et de donne´es
me´dicales, situe´es dans diffe´rents centres, implique le de´veloppement de nouvelles me´thodes
afin de les ge´rer de manie`re efficace. Par ailleurs, le partage et la re´utilisation des donne´es
expe´rimentales et des connaissances me´dicales joue un roˆle de´terminant dans la recherche
biome´dicale et translationnelle, l’aide a` la de´cision et l’enseignement des disciplines me´di-
cales. Cela passe d’une part par une meilleure connaissance des diffe´rents domaines et une
meilleure description des donne´es au niveau de chaque centre, et d’autre part par une
meilleure gestion globale du partage de l’information entre les diffe´rents centres. De ce
point de vue, les ontologies dont la construction est re´gie par des re`gles syntaxiques et se´-
mantiques commune´ment adopte´es au sein de la communaute´ scientifique, constituent une
solution acceptable pour la repre´sentation des connaissances et des donne´es, permettant
leur partage et leur re´utilisation. Par ailleurs, Internet constitue une excellente infrastruc-
ture permettant une gestion collaborative et distribue´e des donne´es et des connaissances
dans le Web. Le Web Se´mantique a justement comme ambition d’associer une se´mantique
claire et bien de´finie aux diffe´rentes sources d’information, en vue d’une organisation co-
he´rente des donne´es dans le Web. Concernant le travail sur le syste`me d’annotation que
nous avons de´veloppe´ dans cette the`se, il fallait coordonner et tenir compte de plusieurs
aspects. En effet, le travail de la the`se se situe a` l’intersection de plusieurs disciplines :
l’Intelligence Artificielle, l’imagerie me´dicale, l’Inge´nierie des Connaissances et l’anatomie.
Il fallait faire les bons choix de telle sorte que l’ensemble combine´ re´ponde d’une part aux
objectifs en termes de recherche formule´s au de´part, et d’autre part aboutir a` un re´sul-
tat applicatif tangible qui re´ponde aux attentes des partenaires du domaine clinique avec
qui nous avons collabore´. L’inte´reˆt des domaines pluridisciplinaires est de pouvoir e´tudier
un proble`me d’une manie`re approfondie et sur ses diffe´rentes facettes, afin d’aboutir a`
une solution globalement satisfaisante. En revanche, la difficulte´ de ces domaines est de
trouver les bons partenaires de diffe´rentes sensibilite´s qui puissent travailler pour un ob-
jectif commun. Ceci reste, a` notre avis, un de´fi de la recherche pluridisciplinaire. Au dela`
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de la pluridisciplinarite´, nous pensons que c’est important de faire un rapprochement en-
tre les diffe´rents travaux qui ont des objectifs similaires. A ce titre, il se trouve que le
travail que nous avons re´alise´ dans le cadre de la the`se est similaire a` des travaux en Sys-
te`mes d’Information Ge´ographiques (SIG). En effet, il s’ave`re que des analogies peuvent
eˆtre e´tablies, notamment sur le plan de la mode´lisation, entre notre travail et des SIG
qui de´crivent de fac¸on de´taille´e les villes et les pays. Nous avons parle´ de la variabilite´
anatomique inter-individuelle dans le cerveau, ou`, ne´anmoins, certains repe`res varient peu
d’un individu a` l’autre, ce qui est semblable aux villes qui sont diffe´rentes et changent
au cours du temps, mais qui peuvent avoir plusieurs points communs. Il serait alors in-
te´ressant de voir, d’une part, comment les SIG ge`rent les cartographies, les donne´es et les
connaissances sur le fonctionnement et l’organisation des villes, et d’autre part analyser
comment les SIG inte`grent la double variabilite´ structurelle et fonctionnelle, afin de voir
si les mode`les de´veloppe´s dans le cadre des SIG peuvent eˆtre adapte´s pour e´tudier cette
fois ci la variabilite´ anatomo-fonctionnelle dans le cerveau. En effet, un bon mode`le ou un
bon syste`me est celui qui peut eˆtre adapte´ pour re´soudre des proble`mes similaires dans
d’autres domaines. Par conse´quent, les syste`mes de´veloppe´s en image´rie me´dicale et en
biome´decine en ge´ne´ral devraient eˆtre, eux aussi, ge´ne´riques afin qu’ils soient re´utilisables
dans d’autres applications de la biome´decine ou d’un tout autre domaine.
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2 CONCLUSION
Le partage de connaissances et de donne´es expe´rimentales a` grande e´chelle est un nou-
veau besoin exprime´ par la communaute´ scientifique du domaine biome´dical. De plus, la
prolife´ration rapide des donne´es, notamment des images me´dicales, dans les diffe´rents cen-
tres de recherche incite a` une nouvelle approche permettant de les mieux ge´rer. Dans ce
contexte, le cerveau fait l’objet de tre`s nombreuses recherches qui visent a` e´tudier et a` com-
prendre sa structure et son fonctionnement, et l’imagerie me´dicale a permis des avance´es
conside´rables dans ce domaine. Elle permet d’examiner un cerveau d’un eˆtre vivant de
fac¸on totalement non invasive. De ce fait, un nombre conside´rable d’images est produit
dans diffe´rents sites, et par conse´quent leur gestion devient de plus en plus difficile aussi
bien au niveau local, c’est-a`-dire au niveau de chaque site, que global, c’est-a`-dire dans
le cadre d’une gestion collaborative et partage´e de ces images. Par ailleurs, l’anatomie du
cerveau joue un roˆle central en neurosciences, aussi bien sur le plan structurel que fonc-
tionnel. Partager les connaissances anatomiques sur le cerveau est donc tre`s important sur
plusieurs plans. Cependant, la mode´lisation et la repre´sentation de ces connaissances n’est
pas une taˆche facile, en particulier du fait de l’existence d’une forte variabilite´ anatomique
inter-individuelle. En outre, l’utilisation de ces connaissances dans des applications re´elles
est un autre proble`me difficile, e´tant donne´ que leur repre´sentation diffe`re d’une application
a` une autre.
Dans le cadre de cette the`se, nous avons aborde´ justement le proble`me de la mode´lisa-
tion, mais surtout de la repre´sentation des connaissances anatomiques sulco-gyrales, ainsi
que leur utilisation pour l’annotation se´mantique des images IRM du cerveau. Pour ce
faire, nous nous sommes appuye´s sur des travaux de´ja` existants, qui sont comple´mentaires
et bien reconnus dans la communaute´ de la neuroanatomie. Il s’agit de la mode´lisation
des connaissances neuroanatomiques propose´e par Dameron, de l’ontologie FMA et de
l’atlas de Ono pour les sillons. Notre contribution sur cette partie a consiste´ d’abord a`
proposer une ontologie qui mode´lise la connaissance sur l’anatomie sulco-gyrale, et qui
soit la plus comple`te possible. Ensuite il fallait formaliser l’ontologie de telle sorte qu’elle
soit exploitable par les programmes informatiques. Pour cela, nous avons utilise´ le formal-
isme des logiques de description, qui a l’avantage d’offrir une se´mantique formelle qui aide
a` maintenir la cohe´rence des connaissances exprime´es. Nous avons e´galement repre´sente´
certaines connaissances en utilisant des re`gles qui augmentent l’expressivite´ de l’ontolo-
gie. Les re`gles ont notamment e´te´ utiles pour pouvoir raisonner sur les parties des entite´s
anatomiques - parties des sillons et parties des gyri - afin de pouvoir les attacher a` des
tout identifiables. Enfin, et dans le souci de partager l’ontologie via Internet, nous avons
privile´gie´ l’utilisation des technologies de´veloppe´es dans le cadre du Web Se´mantique, en
particulier le langage OWL pour la repre´sentation des ontologies et le langage SWRL pour
la repre´sentation des re`gles. La deuxie`me contribution de la the`se, qui est la plus impor-
tante, concernait l’annotation se´mantique des parties de gyri et de sillons extraites par
les outils d’imagerie a` partir des images IRM du cerveau. En effet, l’ontologie sulco-gyrale
devait servir comme support pour l’annotation des images. Cependant, l’utilisation des on-
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tologies dans le domaine de l’imagerie est loin d’eˆtre e´vidente, du fait, essentiellement, de
leur haut niveau d’abstraction. Nous avons alors combine´ un raisonnement par contraintes,
qui consistait a` mode´liser notre proble`me d’identification de patches sous forme d’un prob-
le`me de satisfaction de contraintes, dont les domaines des variables sont initialise´s a` partir
d’un atlas des gyri, avec un raisonnement en logiques de description, pour l’identification
des segments de sillons. Cette combinaison repre´sente l’e´le´ment d’originalite´ principal de
la the`se. La production d’annotations relie´es a` l’ontologie sulco-gyrale et de´crites selon
une ontologie existante sur le partage d’informations relatives a` des re´gions d’inte´reˆt en
neuroimagerie est aussi originale. De cette manie`re, les annotations permettront, d’une
part, l’inte´gration des images et leur partage via Internet et, d’autre part, elles peuvent
servir comme des repe`res anatomiques pour un neurochirurgien lors de la pre´paration de
sa chirurgie, elles facilitent par ailleurs la recherche automatique de cas similaires dans une
base d’images annote´es. Enfin, l’imple´mentation du syste`me avec une architecture client-
serveur utilisant les services Web est aussi originale, car elle facilite l’utilisation du syste`me
et la maintenance des connaissances implique´es dans le raisonnement.
Des perspectives inte´ressantes de ce travail de the`se sont envisage´es, elles concernent
aussi bien la mode´lisation et la repre´sentation des connaissances relatives au cerveau que
l’extension du syste`me pour pouvoir traiter d’autres proble`mes d’actualite´ en neuroim-
agerie. En effet, et outre les ame´liorations possibles de l’ontologie et du syste`me d’anno-
tation e´nonce´es dans les chapitres 3 et 5, il serait inte´ressant d’enrichir l’ontologie par
d’autres types de connaissances. Il s’agit par exemple de connaissances a priori sur les
diffe´rents types de tumeurs et sur leur influence sur l’anatomie normale du cerveau. Ceci
peut eˆtre fait par exemple, comme dans [9], en apprenant la variabilite´ des relations spa-
tiales entre les structures anatomiques, cause´e par les diffe´rents types de tumeurs, sur une
base d’images de plusieurs cas pathologiques. Cette connaissance peut ensuite eˆtre utilise´e
dans un raisonnement qui aide a` mieux interpre´ter les images pre´sentant des tumeurs. La
mode´lisation des connaissances sur les connexions des faisceaux de fibres est, a` notre avis,
la plus inte´ressante a` faire. En effet, il est particulie`rement pertinent d’e´tendre le syste`me
d’annotation actuel pour qu’il permette d’assister l’annotation se´mantique des faisceaux
de fibres nerveuses mis en e´vidence en IRM de diffusion, en se basant sur la connaissance
a priori sur les connexions de ces derniers. L’extension du syste`me peut consister dans
un premier temps a` e´tiqueter les faisceaux de fibres, en se basant sur les e´tiquettes des
patches, produites par le syste`me actuel, ainsi que sur la connaissance a priori sur les
connexions des faisceaux de fibres ; c’est-a`-dire e´tendre le syste`me afin de pouvoir assister
l’utilisateur dans l’e´tiquetage des faisceaux de fibres, qui soit cohe´rent avec l’e´tiquetage des
gyri. Cependant, nous souhaitons aller plus loin, en permettant une annotation conjointe
des faisceaux de fibres et des structures corticales (les patches) qu’ils connectent. En effet,
dans certaines situations il est plus facile d’identifier les gyri en connaissant les faisceaux
de fibres qui les connectent, et dans d’autres c’est plutoˆt l’inverse, d’ou` l’inte´reˆt d’un e´ti-
quetage se faisant dans les deux sens. Ceci remet en cause, e´videmment, le fonctionnement
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du syste`me d’annotation actuel, mais permet de produire des e´tiquettes plus pre´cises pour
les faisceaux de fibres et pour les structures corticales, et qui correspondent mieux a` la
re´alite´ de l’anatomie dans le cerveau.
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8 CHAPITRE 6. DE´TAILS SUR L’EXTRACTION DES PATCHES
6.1 Extraction des patches
L’e´tape de´crite ici correspond a` la de´tection des patches. On peut intuitivement de´ter-
miner des patches visuellement (voir figure 5.1). Notre objectif est de trouver les cycles
les plus simples dans la liste des segments pour arriver au re´sultat pre´sente´ sur la figure
5.1. Pour ce faire, on dispose de deux types d’informations : nume´riques et topologiques.
A l’issue de ce traitement, le module de´veloppe´ doit fournir les informations suivantes :
– les segments qui forment chaque patch ;
– le type de chaque segment appartenant au patch (trace originelle ou se´paration
conventionnelle) ;
– l’emplacement de chacun de ces segments par rapport au ”corps” du patch ;
– l’emplacement du patch par rapport aux autres patches.
6.1.1 Solution envisage´e
Apre`s de nombreux essais, la solution retenue vise a` s’appuyer sur les informations
topologiques de la zone du cortex dont nous disposons et notamment des segments. Il
existe certes une multitude d’algorithmes de graphes existants mais, a` notre connaissance,
aucune me´thode existante ne correspond a` notre proble`me. Ainsi, la solution retenue est
de choisir le segment le ”plus a` droite” chaque fois qu’un choix est ne´cessaire. De cette
fac¸on, il est possible de faire converger notre algorithme. Voyons comment cela est mis en
oeuvre.
Le calcul des orientations
Le proble`me se pose aux intersections mettant en jeu plus de deux segments. En effet,
nous cherchons le segment qui doit succe´der a` un pre´ce´dent parmi un choix d’au moins
deux segments candidats (voir figure 6.1). Pour cela, nous commenc¸ons par de´terminer
l’angle que fait le segment courant avec chacune de ses segments amis (voisins). Nous
re´pe´tons cette ope´ration pour tous les segments du graphe. Enfin, nous obtenons une table
d’orientation pour chaque segment.
L’ide´e est de retenir des vecteurs qui vont repre´senter nos segments, de former un
plan approximant la surface du cortex localement et de comparer les positions respectives
des diffe´rents vecteurs. Pour cela, nous commenc¸ons par de´terminer l’orientation locale
d’un segment a` partir d’un certain nombre de points, dont nous calculons le barycentre.
Ensuite, nous re´cupe´rons le barycentre du graphe a` partir duquel nous avons extrait la
ROI. Ce point, avec le point de jonction ami le plus proche de l’extre´mite´ en question (le
point C sur le graphe 6.1), forment la normale au plan de projection. Puis, nous projetons
orthogonalement les points repre´sentatifs des segments (les points A, B et D sur la figure
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Fig. 6.1: Situation de choix entre deux segments candidats.
6.1) sur ce plan.
A partir de ce moment, nous disposons de projections de n points et allons nous
inte´resser aux n vecteurs de ce plan : ceux correspondants aux segments. Ce plan de
travail est repre´sente´ sur la figure 6.2, les vecteurs repre´sentant nos segments sont
−−→
CDp,−−→
CAp et
−−→
CBp ou` Dp, Ap et Bp sont respectivement les projections orthogonales des points
D, A et B repre´sente´es sur la figure 6.1.
Comme on peut le constater sur la figure 6.2, les angles entre les segments varient entre
0 et 2pi. En raisonnant seulement sur le produit scalaire entre les deux vecteurs, on ne peut
avoir que des angles entre 0 et pi. Pour cette raison, nous avons choisi de faire le produit
scalaire entre le produit vectoriel de deux vecteurs en question et la normale au plan (le
vecteur N sur la figure 6.2).
Extraction des patches
Un patch est une chaˆıne de segments formant un cycle e´le´mentaire. Le fait que ce
cycle soit e´le´mentaire nous a amene´ a` calculer les orientations et le fait que cette chaˆıne
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Fig. 6.2: Le plan de projection de segments.
soit un cycle nous a oblige´ a` opter pour une fonction re´cursive qui aura pour but de
de´tecter le patch qui passe par un segment initialise´e au de´but. Cette fonction prend en
entre´e un segment, elle ge´ne`re l’ami successeur (selectCandidate() dans l’algorithme 1),
dont l’angle avec ce segment est le plus petit. Puis, selon le re´sultat de cette fonction, on
choisit de continuer le raisonnement, en prenant comme segment courant l’ami successeur
ou d’arreˆter le raisonnement et passer a` le segment suivant. L’algorithme 1 permet de
mieux expliquer la me´thode utilise´e pour de´tecter les patches qui passent par un segment
donne´.
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Algorithm 1 L’algorithme de de´tection des patches.
Require: segment, patch
Ensure: boolean
patch.add(segment)
selectedSegment = selectCandidate(segment)
if isPatchElement(selectedSegment, patch) then
patch.add(selectedSegment)
return true
else
if hasFriends(selectedSegment) then
return extractPatch(selectedSegment, patch)
else
return false
end if
end if
6.2 Diagramme de se´quence relatif au syste`me d’annotation
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Fig. 6.3: Diagramme de se´quence (partie 1/3).
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Fig. 6.4: Diagramme de se´quence (partie 2/3).
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Fig. 6.5: Diagramme de se´quence (partie 3/3).
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Re´sume´
Cette the`se s’inscrit dans le cadre du Web Se´mantique biome´dical et aborde deux proble`mes : le premier
est relatif a` la repre´sentation et le partage de connaissances en neuroanatomie, et le second concerne
l’interpre´tation et l’annotation se´mantique des images IRM du cerveau humain. La the`se propose alors
une ontologie de l’anatomie sulco-gyrale du cortex ce´re´bral chez l’adulte, ainsi que son utilisation dans
un syste`me d’annotation se´mantique des structures anatomiques correspondant aux parties de gyri et de
sillons, extraites de re´gions d’inte´reˆt se´lectionne´es par l’utilisateur sur des images IRM du cerveau.
La construction de l’ontologie s’appuie sur des travaux existants sur la mode´lisation de connaissances
anatomiques du cerveau, ainsi que sur un atlas des sillons. L’ontologie est ensuite formalise´e en utilisant les
logiques de description, afin d’eˆtre re´utilisable aussi bien par des eˆtres humains que par des programmes,
et a e´te´ repre´sente´e en langage OWL afin de faciliter son partage a` grande e´chelle. Certaines connaissances
sont mode´lise´es et repre´sente´es sous forme de re`gles SWRL, pour faciliter e´galement leur partage.
La phase d’annotation combine diffe´rents types de connaissances et de raisonnements. Le raisonnement
visant l’identification des parties de gyri est base´ sur une mode´lisation sous forme d’un proble`me de satis-
faction de contraintes, qui utilise l’ontologie sulco-gyrale et un atlas des gyri. Celui visant l’identification
des parties de sillons consiste en un raisonnement en logiques de description sur l’ontologie e´tendue avec
les re`gles. Les annotations ainsi produites sont d’une part base´es sur l’ontologie sulco-gyrale et d’autre part
de´crites selon une ontologie existante concernant le partage d’informations relatives aux re´gions d’inte´reˆt
en neuroimagerie. Ces annotations ont alors plusieurs utilite´s : elles servent comme repe`res anatomiques
pour un neurochirurgien et facilitent la recherche d’images par leur contenu se´mantique, leur inte´gration
et leur partage sur le Web.
Mots clefs : ontologie, re`gles, anatomie, cortex ce´re´bral, imagerie, Web Se´mantique, annotation se´-
mantique, logiques de description, raisonnement par contraintes, OWL, SWRL.
Abstract
In the context of the biomedical Semantic Web, this thesis addresses two problems : the first one concerns
knowledge modeling and sharing in the neuroimaging domain, and the second one concerns the interpre-
tation and the semantic annotation of human brain anatomical images. Hence, the thesis proposes an
ontology of the human adult cerebral cortex, and its use in the semantic annotation of anatomical struc-
tures corresponding to parts of gyri and of sulci, extracted from regions of interest selected by the user on
brain MRI images.
The ontology is built up on existing works on the knowledge modeling of brain anatomy and an atlas
of the brain sulci. Then, it is formalized using description logics, in order to be used by humans as well
as programs, and is represented in OWL to faciltate its sharing and its large diffusion. Some knowledge
extending the ontology are modelled and represented in the form of SWRL rules, in order to be shared too.
The annotation phase combines different kinds of knowledge and different reasoning techniques. The
identification of gyri parts is supported by a constraint satisfaction problem reasoning, which uses the sulco-
gyral ontology and an altas of the gyri. The identification of sulci parts is performed using a description
logics reasoning over the ontology extended by rules. The resulting annotations are, from the one hand,
based on the sulco-gyral ontology, and from the other hand described according to an existing ontology
on information sharing related to regions of interest in neuroimaging. So, they have several utilities : they
serve as landmarks for a neurosurgeon during a surgery, they facilitate content-based images retrieval, their
integration and their sharing in the Web.
Keywords : ontology, rules, anatomy, cerebral cortex, imagery, Semantic Web, semantic annotation,
description logics, constraint reasoning, OWL, SWRL.
