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Abstract
In this study, we consider the simulation of sub-
surface flow and solute transport processes in
the stationary limit. In the convection-dominant
case, the numerical solution of the transport
problem may exhibit non-physical diffusion and
under- and overshoots. For an interior penalty
discontinuous Galerkin (DG) discretization, we
present a h-adaptive refinement strategy and, al-
ternatively, a new efficient approach for reducing
numerical under- and overshoots using a diffusive
L2-projection. Furthermore, we illustrate an ef-
ficient way of solving the linear system arising
from the DG discretization. In 2-D and 3-D ex-
amples, we compare the DG-based methods to
the streamline diffusion approach with respect
to computing time and their ability to resolve
steep fronts.
1 Introduction
Natural flowing conditions that are nearly at
steady-state over a long period of time (i.e. sev-
eral days during which a tracer experiment is
being conducted) can be expected, if at all pos-
sible, in a confined aquifer. Due to very small
dispersivities and very small molecular diffu-
sion, (non-reactive) solute transport in ground-
water is convection-dominated. Considering
temporal moments of its concentration leads to
the steady-state singularly perturbed convection-
diffusion equation. The numerical solution of
this kind of equations has a long tradition. Due
to the fact that a linear monotonicity preserv-
ing scheme can be at most first-order accurate
(Godunov’s Theorem), all existing schemes suf-
fer from a trade-off between numerical diffusion
(too much smearing) and spurious oscillations
(under- and overshoots) near internal or bound-
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ary layers where the gradient of the solution is
very large (steep fronts). From a practical point
of view, the decision whether the one or the other
deficit is tolerated has to be made, leading to the
appropriate choice of a numerical scheme.
Amongst the vast literature on the subject,
the books of Roos et al. [2008] and [Kuzmin,
2010] provide excellent overviews of state-of-
the art classes of schemes. We give a short
overview of the most prominent methods, list
their main advantages and disadvantages, hereby
drawing on the results presented by Augustin
et al. [2011], who have worked on a special 2-
D problem (Hemker problem). They compared
the numerical solutions at specific cut lines with
respect to the size of maximal under- and over-
shoots, the width of smeared internal layers and
the performance in computing time, revealing
important properties of the different schemes.
• The Scharfetter-Gummel scheme is a first-
order finite volume scheme. It is effi-
cient and oscillation-free, but the solution is
strongly smeared at layers. A higher order
extension is not available.
• The Streamline Diffusion finite element
method (SDFEM), also known as Stream-
line Upwind Petrov-Galerkin (SUPG)
method, adds a residual-based stabilization
term to the standard Galerkin method
[Brooks and Hughes, 1982]. SDFEM be-
longs to the less time-consuming methods
that are capable of resolving the steep
fronts well. Due to its simplicity, it
has been the mainstream approach for
decades and a standard method in the
hydrogeologists’ community [Cirpka and
Kitanidis, 2001; Nowak and Cirpka, 2006;
Gordon et al., 2000; Couto and Malta,
2008; Bear and Cheng, 2010] where our
practical application originates from. How-
ever, the optimal choice of a user-defined
stabilization parameter is an open question.
• The Continuous Interior Penalty (CIP)
method [Roos et al., 2008] adds a sym-
metric stabilization term to the standard
Galerkin method that penalizes jumps of
the gradient across faces (edge stabilization
technique). It introduces connections be-
tween unknowns of neighboring mesh cells
and leads to a discretization with a wider
matrix stencil. Compared to the SDFEM
method it is in general less performant.
• Spurious Oscillations at Layers Diminish-
ing (SOLD) methods, originally developed
in [Hughes et al., 1986] and further inves-
tigated in [John and Knobloch, 2007a,b,
2008], suppress oscillations caused by SD-
FEM by adding a further stabilization term
introducing diffusion orthogonal to stream-
lines (crosswind diffusion). This term is
in general non-linear. Therefore, a non-
linear equation has to be solved for a lin-
ear problem. Furthermore, the stabilization
term contains another user-defined parame-
ter whose optimal choice might become diffi-
cult for complicated problems. SOLD meth-
ods are capable of reducing numerical oscil-
lations at a higher computational cost. The
larger the stabilization parameter, the bet-
ter the reduction. However, non-linearity
also increases and the iterative non-linear
solver might not converge [Augustin et al.,
2011].
• Algebraic Flux Correction (AFC) is a gen-
eral approach to design high resolution
schemes for the solution of time-dependend
transport problems that ensure the validity
of the discrete maximum principle [Kuzmin,
2006, 2010]. Whereas the aforementioned
stabilization methods modify the bilinear
form of a finite element method (FEM),
AFC methods modify the linear system aris-
ing from a FEM discretization by adding
discrete diffusion to the system matrix and
appropriate anti-diffusive fluxes to the right
hand side. The anti-diffusive fluxes are
non-linearly dependent on the computed
solution. Depending on whether the al-
gebraic constraints are being imposed on
the semi-discrete or the fully discrete level,
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flux limiters of TVD-type (total variation
diminishing) or FCT-type (flux corrected
transport) can be constructed. Only the
FEM-TVD schemes can be used to solve
the steady-state convection-diffusion equa-
tion directly. Using FEM-FCT schemes,
a pseudo time stepping to the stationary
limit of the associated time-dependent prob-
lem would deliver the steady-state solution
[Kuzmin, 2006]. A suitable linearization
technique for the anti-diffusive fluxes exists
only for the FEM-FCT scheme [Kuzmin,
2009]. According to the studies in [John and
Schmeyer, 2008, 2009], FEM-FCT schemes
yield qualitatively the best solution and, be-
yond that, the linear FEM-FCT scheme is
efficient. The authors recommend the linear
FEM-FCT for the solution of instationary
problems. Linearized AFC-based methods
for the solution of the stationary transport
problem are not available.
• Discontinuous Galerkin (DG) methods use
piecewise polynomials, that are not required
to be continuous across faces, to approxi-
mate the solution. The total number of de-
grees of freedom on a structured mesh with
cuboidal cells is O(n·(k+1)d) where n is the
number of mesh cells, d is the dimension of
the domain and k is the polynomial degree.
Compared to a continuous Galerkin FEM
method, a DG method using the same poly-
nomial space on the same structured mesh
requires more unknowns. This disadvantage
is balanced by a long list of advantages that
has made DG increasingly attractive in com-
putational fluid dynamics in the last decade:
DG methods are readily parallelizable, lead
to discretizations with compact stencils (i.e.
the unknowns in one mesh cell are only
connected to the unknowns in the imme-
diate neighboring cells), a higher flexibil-
ity in mesh design (non-conforming meshes
are possible in adaptive h-refinement) and
the availability of different polynomial de-
grees on different mesh cells (adaptive p-
refinement). Furthermore, DG schemes sat-
isfy the local, cell-wise mass balance which
is a crucial property for transport processes
in a porous medium. They are particularly
well-suited for problems with discontinuous
coefficients and effectively capture discon-
tinuities in the solution. In the compara-
tive study by [Augustin et al., 2011], the
DG method gives the best results regard-
ing sharpness of the steep fronts and pro-
duces small errors with respect to reference
cut lines, whereas under- and overshoots are
larger than those produced by the SDFEM
method. For the discretization of first-order
hyperbolic problems, upwinding is incorpo-
rated into the formulation of DG schemes,
evading the need for user-chosen artificial
diffusion parameters. The books of Kan-
schat [2008a], Rivie`re [2008] and Pietro and
Ern [2012] offer a comprehensive introduc-
tion to this class of methods.
For time-dependent problems, where explicit
time stepping schemes combined with finite vol-
ume or DG discretizations can be used, slope
limiters may be constructed from the solution of
one time-step to preserve monotonicity in the fol-
lowing time-step. To the best of our knowledge,
for the immediate solution of stationary prob-
lems, a post-processing technique of this type is
not available.
In the simulation of many applications (e.g.
biochemical reactions or combustion), the con-
centration of a species must attain physical val-
ues (numerical under- and overshoots are not ac-
cepted) although the position of the plume may
be allowed to be inaccurate. Our practical ap-
plication stems from the field of geostatistical
inversion [Cirpka and Kitanidis, 2001] in which
the hydraulic conductivity is estimated on the
basis of indirect measurements of related quan-
tities such as the tracer concentration or arrival
time. The computed solution of the transport
problem is used for a pointwise comparison with
real measurements. Hereby, the parameter es-
timation scheme allows for measurement errors,
i.e. a small amount (≈ 5%) of spurious oscilla-
tions in the solution is tolerable. By contrast, the
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correct localization of steep fronts is of primary
interest.
For high resolution 3-D simulations of real-
world applications, direct sparse solvers are lim-
ited by their memory consumption. The main
purpose of the stabilization term in the SDFEM
method is not only to provide a solution with
bounded under- and overshoots but also to im-
prove the iterative solvability of the linear sys-
tem arising from the SDFEM discretization. For
an upwind scheme applied to a first-order hy-
perbolic problem, it is well-known that num-
bering the unknowns in a fashion that follows
approximately the direction in which informa-
tion is propagated will improve the performance
and stability of iterative linear solvers of ILU or
Gauss-Seidel type [Bey and Wittum, 1997; Hack-
busch and Probst, 1997; Reed and Hill, 1973].
Motivated by the requirements for our prac-
tical application, we have chosen a DG-based
method to solve the solute transport problem.
The remaining part of this paper is structured
as follows: Section 2 introduces the steady-state
groundwater flow and solute transport equa-
tions, in Section 3 we consider two combinations
of discretizations for their numerical solution:
FEM/SDFEM and CCFV/DG.
• We present two approaches to reduce the
under- and overshoots of the DG-solution
of the transport problem:
1. The first approach (Section 4) uses h-
adaptive hanging-nodes 1-irregular re-
finement on a cuboidal axis-parallel
mesh based on the residual error es-
timator by Scho¨tzau and Zhu [2009]
combined with an error-fraction mark-
ing strategy.
2. The second approach (Section 5) is a
diffusive L2-projection of the DG solu-
tion into the continuous Galerkin finite
element subspace. It works directly on
the structured coarse mesh.
• In addition, we have implemented an effi-
cient way to solve the linear system for the
DG discretization iteratively by exploiting a
downwind cell-wise numbering of unknowns
before the stiffness matrix is assembled (Sec-
tion 6).
Numerical studies are presented in Section 7.
The DG method is compared to a first order SD-
FEM implementation within the same code, i.e.
the performance of the two different discretiza-
tions can be compared on the same computa-
tional grid using the same linear solver. The re-
sults are summarized in Conclusion & Outlook
section.
The numerical software used to perform the
simulations is written in C++ and based on the
libraries of the Distributed and Unified Numer-
ics Environment DUNE [Bastian et al., 2008b,a,
2011] and the finite element discretization mod-
ule DUNE-PDELab (www.dune-project.org/
pdelab). DUNE offers a structured parallel grid
(YASP) and interfaces to the unstructured grids
UG [Bastian et al., 1997] and DUNE-ALUGrid
[Dedner et al., 2014].
2 Model equations
The physical models describing flow and trans-
port processes in a confined aquifer are well de-
veloped and can be found in the textbooks [Bear
and Cheng, 2010; De Marsily, 1986] or in the
lecture note [Roth, 2012].
2.1 Groundwater flow
For convenience, we assume Ω ⊂ Rd, d ∈ {2, 3}
to be a rectangular cuboid in which the boundary
is subdivided into a Dirichlet boundary (ΓD) and
a Neumann boundary (ΓN ) section. We consider
the steady-state groundwater flow equation
∇ · (−K∇φ) = w˜inj − w˜ext in Ω (1)
subject to the boundary conditions:
φ = φ̂D on ΓD
~n · (−K∇φ) = 0 on ΓN (2)
in which ~n(~x) is the unit outer normal vector,
K(~x) > 0 is the spatially variable, but locally
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isotropic hydraulic conductivity [m/s], φ(~x) is
the hydraulic head [m] and the source terms on
the right hand side prescribe the rates (volumet-
ric flux per unit volume [1/s]) of injection and
extraction wells Winj,Wext ( Ω:
w˜inj(~x)
 > 0 ~x ∈Winj
= 0 ~x ∈ Ω\Winj
w˜ext(~x)
 > 0 ~x ∈Wext
= 0 ~x ∈ Ω\Wext
(3)
This is an elliptic equation for which the coeffi-
cient K may be highly variable. The fluid mo-
tion is induced by the head distribution. The
volumetric flux is given by Darcy’s law:
~q = −K∇φ in Ω. (4)
~q is sometimes called the Darcy velocity. It is
related to the pore water velocity ~v via ~q = θ~v
where θ is the porosity. We work with ~q and the
porosity θ is supposed to be constant.
2.2 Subsurface solute transport
A conservative tracer used to track flow motion
has no influence on the flow itself. Its concentra-
tion c(t, ~x) [kg/m3] is described by the transient
convection-diffusion-reaction equation [Bear and
Cheng, 2010]
∂(θc)
∂t
+ div(−D∇c) + ~q ∇c = w˜inj c˜inj − w˜ext c
in (0, T ]× Ω
(5)
in which c˜inj(t, ~x) is the concentration at the in-
jection well and
D = θDS (6)
is the dispersion tensor [m2/s] given by [Schei-
degger, 1961]:
DS =
(
α` − αt
) ~v · ~vT
‖ ~v ‖2 +
(
αt ‖~v‖2 +Dm
)
Id,
(7)
where α` and αt are the longitudinal and
transversal dispersivities [m], Dm is the molecu-
lar diffusion coefficient [m2/s] and Id is the iden-
tity matrix. For the transport equation, we dis-
tinguish three types of boundaries, inflow, out-
flow and characteristic boundary:
Γ– = {~x ∈ ∂Ω : ~q(~x) · ~n(~x) < 0}
Γ+ = {~x ∈ ∂Ω : ~q(~x) · ~n(~x) > 0}
Γ0 = {~x ∈ ∂Ω : ~q(~x) · ~n(~x) = 0}
(8)
Tracer in a constant concentration may enter
over a fixed time period Tinj > 0 through the in-
jection well or somewhere on the inflow bound-
ary:
c(t, ~x) = ĉD(~x) on Γ– (9)
On the whole boundary ∂Ω = Γ– ∪ Γ+ ∪ Γ0,
we assume that the flux is non-diffusive for con-
vection dominant transport:
~n · (−D∇c) = 0 on Γ– ∪ Γ+ ∪ Γ0 (10)
This implies the no-flux condition for imperme-
able boundaries:
~n · (−D∇c+ ~qc) = 0 on Γ0 (11)
We are interested in the steady-state solution
(∂c/∂t = 0), or more adequately, in the zeroth
or first order temporal moments of the resident
concentration [Harvey and Gorelick, 1995]. In
all these cases, the differential equation takes
the form of the steady-state convection-diffusion
equation:
div(−D∇u+ τ~q u) + µu = s˜ in Ω . (12)
The reaction coefficient µ ∈ R may be used as a
sink term within extraction wells. The source
term s˜ may be used to describe the behavior
at the injection well. The boundary conditions
read:
u = ûD on Γ−
~n · (−D∇u) = 0 on ∂Ω (13)
For µ′ = µ−div(~q), equation (12) can be written
in non-conservative form as
div(−D∇u) + ~q ∇u+ µ′u = s˜ in Ω . (14)
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3 Discretizations
3.1 Preliminary definitions
Let {Thν}ν∈N be a family of structured or adap-
tively refined meshes (comprised of axis parallel
cuboidal cells) that we get from a successive re-
finement of an initially structured mesh. Each
Thν forms a partitioning of Ω into nν disjoint
cells (mesh elements), this means
Thν = {tνj }j=0,...,nν−1
Ω =
nν−1⋃
j=0
tνj , t
ν
i ∩ tνj = ∅ ∀i 6= j.
(15)
The variable ν indicates the refinement level. As
refinement proceeds, the meshsize
hν = max
t∈T ∗ν
{
max
~x,~y∈t
‖~x− ~y‖
}
(16)
tends to 0. T ∗ν is understood to be the subset of
Thν that contains only the finest level cells. To
keep notation readable, we write h instead of hν ,
Th instead of Thν and n instead of nν when it is
clear or irrelevant which refinement level ν we
are considering.
The hydraulic conductivity is resolved on the
structured mesh Th0 . It is described by a cell-
wise constant function:
Kh(~x) = K(~xt) = exp(Y (~xt))
∀~x ∈ t, ~xt is the center the cell t ∈ Th0 .
(17)
Inside the wells, the hydraulic conductivity is
supposed to be very high:
Kh(~x) = 1.0 ∀ ~x ∈ t, t ∈ Th0 with
t ∩Winj 6= ∅ or t ∩Wext 6= ∅ .
(18)
The hydraulic head distribution and the Darcy
velocity (4) are computed on the same mesh.
The transport equation (12), whose convective
part is prescribed by the Darcy velocity, may be
solved either on the same mesh or on a hierar-
chy of adaptively refined meshes based on Th0 ,
i.e. a cell of a subsequently refined mesh Thν+1
is always a subset of a cell in Thν .
In our practical application, the estimated hy-
draulic conductivity fields have the smoothness
of a Gaussian variogram model. The meshsizes
are chosen in such a way that they resolve the
correlation lengths well. Thus, the flow field on
the mesh Th0 can be regarded as sufficiently ac-
curate and we consider adaptive mesh refinement
only for the solution of the transport problem.
Finite elements on cuboids t ∈ Th are based on
the polynomial space
Qdk =
{
p(~x) =
∑
0≤αi≤k
1≤i≤d
γα1,...,αd · xα11 · · ·xαdd ,
~x ∈ t
}
(19)
with maximal degree k in each coordinate direc-
tion. Discontinuous Galerkin (DG) approxima-
tions are based on the broken polynomial space
Wh,k = Wh,k(Ω, Th) =
{
u ∈L2(Ω) : u|t ∈ Qdk
∀ t ∈ Th
}
.
(20)
We restrict ourselves to the case where the max-
imal polynomial degree k is constant for all cells:
dim(Wh,k) = n · dim(Qdk) = n · (k + 1)d . (21)
The continuous polynomial space
Vh = Vh(Ω, Th) =
{
u ∈C0(Ω) : u|t ∈ Qd1
∀ t ∈ Th
}
(22)
is used to describe the standard Galerkin FEM
and the streamline diffusion method. For a
structured mesh with n =
d∏
i=1
ni cells, its dimen-
sion is
d∏
i=1
(ni + 1).
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All cell-wise or face-wise defined integrals that
will occur in the following numerical schemes are
integrals over products of at least two polynomi-
als of order k. A Gaussian quadrature rule of
order k + 1 guarantees the exact evaluation of
polynomials of order 2k + 1.
3.2 FEM / SDFEM
Let V 0h =
{
u ∈ Vh : u|∂Ω = 0
}
and assume
φ̂D to be a piecewise linear approximation of the
Dirichlet b.c. in (2). The standard Galerkin
FEM method (cf. [Elman et al., 2005]) for
solving (1)&(2) reads:
Find φh ∈ V Dh =
{
u ∈ Vh : u|ΓD = φ̂D
}
such that∑
t∈Th
(
Kh∇φh,∇vh
)
0,t
= w˜h(vh) ∀ vh ∈ V 0h .
(23)
The discrete source term on the right-hand side
is
w˜h(vh) =
∑
t∈Th
t∩Winj 6=∅
(
w˜inj, vh
)
0,t
−
∑
t∈Th
t∩Wext 6=∅
(
w˜ext, vh
)
0,t
(24)
where Kh ∈ Wh0,0 as defined in (17). The dis-
crete Darcy velocity can be computed by direct
pointwise evaluation of gradients of the polyno-
mial basis on each cell t ∈ Th0 :
~qh = −Kh∇φh. (25)
The SDFEM method (cf. [Brooks and
Hughes, 1982]) for solving (14) reads:
Find uh ∈ V –h =
{
u ∈ Vh : u|Γ− = ûD
}
such that∑
t∈Th
{(
D∇uh, ∇vh
)
0,t
+
(
~qh ∇uh + µ′huh, vh + δSDt · ~qh ∇vh
)
0,t
}
=
∑
t∈Th
{(
s˜h, vh + δ
SD
t · ~qh ∇vh
)
0,t
}
∀ vh ∈ V 0h .
(26)
µ′h and s˜h evaluate the corresponding terms of
equation (14) at quadrature points. The matrix
D ∈ Rd×d is the discretized version of the dis-
persion tensor D in (6) which is depending on
~v = ~qh/θ. The stabilization parameter deter-
mined by
δSDt =
h
2‖~qh‖2 · ζ(P
t
h) (27)
is used to tune the amount of artificial diffu-
sion depending on the magnitude of the mesh
Pe´clet number Pth. If D = ε · Id (ε > 0), the
general definition of the mesh Pe´clet number is
Pth =
1
2
· ‖~qh‖2 · ht
ε
. (28)
For the Scheidegger dispersion tensor (7), the ef-
fective mesh Pe´clet number according to [Cirpka
and Kitanidis, 2001] is
Pth =
1
2
· ‖~qh‖2 · ht
α` · ‖~qh‖2 + θDm . (29)
There is a large variety of definitions for the func-
tion ζ in the literature. The original choice in
[Brooks and Hughes, 1982] is
ζ(Pth) = coth(Pth)− 1/Pth. (30)
We go for the more efficient approximation (cf.
[Elman et al., 2005])
ζ(Pth) = max
{
0, 1− 1/Pth
}
. (31)
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3.3 CCFV / DG
3.3.1 Preliminary definitions
The following notation is inspired by the presen-
tation of Ern et al. [2008]. For a given mesh
Th, each cell t ∈ Th has a cell-center ~xt and a
d-dimensional cell-volume |t|. Given two neigh-
boring cells t− and t+ in Th, an interior face or
interface f is defined as the intersection of their
boundaries ∂t− ∩ ∂t+. To be more precise, we
write t−f = t
− and t+f = t
+. The unit nor-
mal vector ~nf to f is assumed to be oriented
from t−f to t
+
f . In the same manner, f is called a
boundary face if there exists a t ∈ Th such that
f = ∂t ∩ ∂Ω and we write t−f = t. In this case,
~nf is chosen to be the unit outer normal to ∂Ω.
We denote by Eh the set of interior faces and
by Bh the set of boundary faces. For a face
f ∈ Eh ∪ Bh, we denote by ~xf its midpoint (face
center), whereas ~xf− is the center of the cell t−f .
For f ∈ Eh, we denote by ~xf+ the center of t+f .
|f | is the (d− 1)-dimensional volume of the face
f .
A function u ∈ Wh,k is in general double val-
ued on internal faces f ∈ Eh. There, we set
u±f (~x) = limε→0±
u(~x+ ε~nf ) ~x ∈ f. (32)
The jump across f and the arithmetic mean
value on f are given by
JuKf = u−f − u+f and 〈u〉f (~x) = 12
(
u−f + u
+
f
)
(33)
respectively. Following convention, the defini-
tion of these terms is extended to the boundary
∂Ω by:JuKf (~x) = 〈u〉f (~x) = u(~x) ∀ ~x ∈ f, f ∈ Bh.
(34)
We will suppress the letter f in subscripts if there
is no ambiguity.
3.3.2 Two-point flux cell-centered finite
volume method (CCFV)
Using the function space Wh,0, the approxima-
tion of the boundary value problem (1) & (2) is
defined as follows:
Find φh ∈Wh,0 such that
aFV(φh, vh) = `
FV(vh)
∀ vh ∈Wh,0.
(35)
The bilinear form aFV : Wh,0 × Wh,0 −→ R is
defined by
aFV(φ, v) =
∑
f∈Eh
qφh(~xf ) · JvKf · |f |
+
∑
f∈Bh∩ΓD
qφh(~xf ) · v(~xf−) · |f |
(36)
where
qφh(~xf ) :=

−Keffh (~xf+, ~xf−) ·
φ(~xf+)− φ(~xf−)
‖~xf+ − ~xf−‖2
for f ∈ Eh,
−Kh(~xf−) · φ̂D(~xf )− φ(~xf−)‖~xf − ~xf−‖2
for f ∈ Bh ∩ ΓD.
(37)
is a two-point finite difference approximation of
the normal component ~q · ~nf (~xf ) of the Darcy
velocity ~q = −K∇φ through the face f . The
discrete hydraulic conductivity Kh ∈ Wh0,0 is
defined as in (17) and
Keffh (~xf+, ~xf−) =
2 ·Kh(~xf+) ·Kh(~xf−)
Kh(~xf+) +Kh(~xf−)
(38)
is the harmonic average of Kh(~xf+) and
Kh(~xf−). In the definition (37), we make use
of the fact that the face f is perpendicular to
the line connecting ~xf+ and ~xf−.
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The linear functional `FV : Wh,0 −→ R is given
by
`FV(v) =
∑
t∈Th
t∩Winj 6=∅
w˜inj(~xt) · v(~xt) · |t|
−
∑
t∈Th
t∩Wext 6=∅
w˜ext(~xt) · v(~xt) · |t|
(39)
This approximation yields a cell-wise constant
solution for which the Dirichlet boundary values
φ̂D are satisfied weakly.
3.3.3 Flux reconstruction
So far, only the normal flux component qφh(~xe)
from (37) is available on the midpoints of the
faces of a cell t ∈ Th. But we need to evaluate
the Darcy velocity on internal points of a cell.
The simplest H(div)-conforming flux reconstruc-
tion is achieved using Raviart-Thomas elements
of order 0 [Brezzi and Fortin, 1991; Raviart and
Thomas, 1977],
RT0(t) =
{
~τ(~x) : τi = ai + bixi, ~x ∈ t,
1 ≤ i ≤ d, ai, bi ∈ R fixed
}
,
(40)
for which the polynomial space is defined by
RT0(Ω, Th) =
{
~τ ∈ [L2(Ω)]d : ~τ|t ∈ RT0(t)
∀t ∈ Th
}
.
(41)
The discrete Darcy velocity
~qh ∈ RT0(Ω, Th) (42)
can be evaluated component-wise by a linear in-
terpolation between the normal fluxes on oppos-
ing face midpoints. It can be shown that the
reconstructed Darcy velocity ~qh ∈ RT0(Ω, Th) is
indeed in H(div,Ω) and satisfies the projection
condition: ∫
f
(
~qh − ~q
) · ~nf ds = 0 (43)
Compared to the direct evaluation (25), this
reconstructed Darcy velocity field is pointwise
divergence-free if the groundwater equation (1) is
free of any source or sink terms (w˜inj = w˜ext = 0).
3.3.4 Discontinuous Galerkin method (DG)
The symmetric weighted interior penalty
(SWIP) method presented in [Ern et al., 2008]
is a robust discontinuous Galerkin method
accounting for anisotropy and discontinuity in
the diffusion tensor of (12).
For the discretization of the diffusive term, the
authors have introduced a scalar- and double-
valued weighting function ω on internal faces.
The two values ω− and ω+ are constructed based
on the double-valued diffusion tensor D with D−
and D+ defined element-wise following (32). Us-
ing the normal component of D∓ across the face,
namely δ∓ = ~nf ·D∓ · ~nf , the weighting factors
are defined as
ω− =
δ+
δ− + δ+
and ω+ =
δ−
δ− + δ+
. (44)
Both factors are non-negative and add up to
unity ω− + ω+ = 1.
For v ∈ Wh,k, the weighted average of the diffu-
sive flux is defined as〈
D∇v〉ω = ω−(D∇v)− + ω+(D∇v)+. (45)
On the boundary face f ∈ Bh, we set ω = 1 and〈
D∇v〉ω = D∇v.
For the convective term, we choose an upwind
flux formulation that is equivalent to the pre-
sentations in [Georgoulis et al., 2009], in §4.2 of
[Rivie`re, 2008] or in §4.6.2 of [Pietro and Ern,
2012]. For an internal face f ∈ Eh lying between
two neighboring cells t−f and t
+
f , recall that the
unit normal vector ~nf is assumed to be oriented
from t−f to t
+
f . For a boundary face f ∈ Bh, ~nf
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is the unit outer normal. By uupwind we denote
the upwind value of a function u ∈ Wh,k. For
~x ∈ f, f ⊂ ∂t\Γ−, it is defined by
uupwind(~x) =
 u
+(~x) if ~qh(~x) · ~nf < 0
u−(~x) if ~qh(~x) · ~nf ≥ 0
The higher order DG approximation1 of the
boundary value problem (12)&(13) reads:
Find uh ∈Wh,k such that
aDG(uh, vh) = `
DG(vh) ∀ vh ∈Wh,k. (46)
The bilinear form is defined by
aDG(u, v) =∑
t∈Th
{
(D∇u,∇v)0,t − (u, ~qh · ∇v)0,t + (µhu, v)0,t
}
(cell terms)
+
∑
f∈Eh
{ (
γJuK, JvK )
0,f
+
( |~nf · ~qh| uupwind, JvK )0,f
−( 〈~nf ·D∇u〉ω , JvK )0,f − ( 〈~nf ·D∇v〉ω , JuK )0,f }
(interior face fluxes)
+
∑
f∈Eh∩Γ+
(
~nf · ~qh u, v
)
0,f
(convective outflow)
+
∑
f∈Bh∩Γ−
{ (
γ(u− ûD), v
)
0,f
− ( u− ûD, ~nf ·D∇v )0,f }
(Dirichlet B.C.)
(47)
The linear functional is given by
`DG(v) =
∑
t∈Th
(s˜h, v)0,t
−
∑
f∈Bh∩Γ−
(
~nf · ~qh ûD, v
)
0,f
(source term and Dirichlet B.C.)
(48)
1 DG(k) indicates that the polynomial basis is from Qdk.
The colors in the following terms are red for the con-
vection terms, blue for the diffusion terms, green for
the reaction term and grey for the source term.
µh and s˜h evaluate the corresponding terms of
equation (12) at quadrature points. The param-
eter γ penalizing discontinuity in the solution is
given in [Bastian, 2011] by
γ = Cγ · Deff · k(k + d− 1)
hf
∀ f ∈ Eh ∪ (Bh ∩ Γ−)
(49)
where Cγ > 0 is a constant to be chosen suffi-
ciently large (Cγ = 10 is usually enough). With
this definition of γ the user-chosen constant does
not play a big role anymore in the convection-
dominated case.
Remember that for the discrete problem (46),
Th can be a non-conformingly refined cuboidal
mesh. For a face lying between two possibly non-
matching elements, we set hf = min{h−f , h+f }
where h∓f = diam(f ∩ ∂t∓) are face diameters.
On internal faces, the effective diffusivity is de-
fined by the harmonic average
Deff =
2δ−δ+
δ− + δ+
(50)
of the normal component of the diffusion tensor
across the face. On boundary faces, we set di-
rectly
Deff = ~nf ·D · ~nf . (51)
4 Adaptive mesh refinement
We are interested in reducing numerical oscil-
lations globally. Adaptive mesh refinement is a
particularly promising way of achieving this goal.
Residual-based a-posteriori error estimators
offer the advantage of small evaluation cost be-
cause they are based on local residual terms.
We consider two existing h-adaptive versions for
the above mentioned discretization schemes of
the transport problem. Let uh be the SDFEM
solution (26) or the DG solution (46) respec-
tively. The residual-based error estimator de-
scribed by Verfu¨rth [1998, 2005], developed for
the finite element and the SDFEM discretization
of the steady-state convection-diffusion equation,
is based on the following local error indicator:
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For each element t ∈ Th, the local error indica-
tor η2t is given by the sum of two terms,
η2t = η
2
Rt + η
2
Rf
, (52)
an element residual term2
η2Rt =
h2t
ε
∥∥sh + ε∆uh − ~qh · ∇uh − µ′huh∥∥2L2(t)
(53)
and a face residual term
η2Rf =
1
2
∑
f∈∂t\Γ
hf
ε
∥∥ J~n · (ε∇uh)K ∥∥2L2(f).
To these two terms, Scho¨tzau and Zhu [2009]
added a third term measuring jumps of the so-
lution on internal or inflow boundary faces
η2Jf =
1
2
∑
f∈∂t\Γ
(
γε
hf
+
hf
ε
)∥∥JuhK∥∥2L2(f)
+
∑
f∈∂t∩Γ−
(
γε
hf
+
hf
ε
)∥∥(uh − ûD)∥∥2L2(f)
to construct a residual-based error estimator for
the interior penalty DG discretization scheme.
Hence, the local error indicator η2t for each ele-
ment t ∈ Th is given by the sum of three terms,
η2t = η
2
Rt + η
2
Rf
+ η2Jf . (54)
In our concrete application, we choose ε =
min
1≤i≤d
{Dii} to avoid underestimation.
The a-posteriori error estimator (in both cases)
is defined by
η =
(∑
t∈Th
η2t
)1/2
. (55)
Scho¨tzau and Zhu have shown that their er-
ror estimator is robust in convection-dominated
regimes, effective in locating characteristic and
boundary layers and that the error in the energy
norm converges with optimal order as soon as
2Note that ∆uh can be omitted for the polynomial de-
gree k = 1.
refinement reaches a state when the local mesh
Pe´clet number is of order 1. An extension to hp-
adaptivity can be found in [Zhu and Scho¨tzau,
2011]. The performance of Verfu¨rth’s error esti-
mator is assessed in a comparative study by John
[2000].
Alternative error estimators for DG discretiza-
tion schemes of the convection-diffusion equation
can be found in [Ern et al., 2010] and [Georgoulis
et al., 2009].
A robust error estimator is one aspect of adap-
tivity. Another important aspect is a marking
strategy that achieves an equitable distribution
of error contributions. An error-fraction based
refinement strategy has the following character-
istics: Given a fixed refinement fraction pr[%]
and the list of all cells sorted by the magnitude
of the local error indicators
η2tj1 ≤ η
2
tj2
≤ ... ≤ η2tjn ,
the goal is to mark the cells with the largest local
errors for refinement such that their contribution
to the total error is pr[%]. To be more precise,
we need to find the largest η? such that∑
t∈Th:ηt≥η?
η2t ≥
pr
100
· η2 (56)
using the bisection method and mark the top
contributors t ∈ Th with ηt ≥ η? for refinement.
This strategy is readily parallelizable: the sum
on the left hand side of (56) and the total error η2
get their contributions from all processes. The
very same strategy can be used to mark the mesh
cells with the lowest error contribution for coars-
ening, given a fixed coarsening fraction pc[%]:
Find the smallest ρ? such that∑
t∈Th:ηt≤ρ?
η2t ≤
pc
100
· η2 (57)
and mark all cells t ∈ Th for which ηt ≤ ρ? for
coarsening. Note that the choice of the fixed
parameters pr and pc are dependent on the error
distribution and have a strong influence on the
efficiency of the scheme.
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For higher order polynomials, the second or-
der derivative in the element residual term (53)
would be required. In the small 2-D test prob-
lems, this is neglected. In the solute trans-
port simulations, we apply adaptivity only to the
DG(1) discretization. For a comparative study
based on small 2-D test problems, a sequential
version of the adaptive SDFEM code is sufficient.
Remember that in the practical application, T0
is the mesh on which
• the conductivity field K is resolved (17),
• the flow equation (1) is solved as in §3.3.2
and
• the Darcy flux (4) is evaluated as in §3.3.3.
The mesh T0 should be sufficiently fine such that
the main features of the solution are visible and
a partitioning of the mesh among all available
processes is possible. The stopping criterion
for refinement is reached as soon as either of the
following conditions is fulfilled:
(i) The estimated error is below some pre-
scribed tolerance: η ≤ TOL.
(ii) Provided that the range of the true solution
u is given by [0, û], we may choose a toler-
ance of posc = 5% for the maximal under-
and overshoots by
max
{ |umin|
û
,
umax − û
û
}
< posc. (58)
(iii) The mesh refinement level L or the total
number of unknowns has exceeded a certain
limit.
The h-adaptive mesh refinement algo-
rithm for the solution of the convection-
diffusion equation can be formulated as follows.
Algorithm 1 h-adaptive refinement
Input: Appropriate values for pr and pc.
(1) Start with mesh level L = 0.
(2) Compute the solution uh0 of (46) on Th0 .
(3) Compute the error estimator η as in (55)
for u0.
while η > TOL do
(4) Apply the marking strategy (56).
(5) Refine the mesh and set L = L+ 1.
if L > Lmax then
break; . // maximal number of
refinement steps exceeded
end if
(2’) Compute the solution uhL of (46) on
ThL .
if (58) holds then
break; . // overshoots and
undershoots are small enough
end if
(3’) Compute the error estimator η as in
(55) for uhL .
end while
Output: uhL
In each refinement step, the linear system for
(46) can be solved independently of solutions
from the previous refinement step since the prob-
lem is linear and stationary.
5 Diffusive L2-projection
In this section, we present another method to re-
duce numerical oscillations. Due to its simplic-
ity we consider this a post-processing step for the
DG solution. Given the DG solution uDG ∈Wh,k
on the coarse level h = h0, our goal is to find an
approximation of uDG in the space Vh of con-
tinuous Galerkin finite elements that preserves
the profile of the DG solution, but with a sig-
nificant reduction of spurious oscillations. The
L2-projection is a good candidate. It is well-
known to give a good on average approximation
of a function and it does not require the ap-
proximated function to be continuous. Further-
more, an extra term imitating a small amount of
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diffusive flux can be added. This way, the L2-
projection can be interpreted as the solution of
a diffusion-reaction equation without boundary
constraints. This leads to the following varia-
tional problem:
Find uh ∈ Vh such that(
εh∇uh,∇vh
)
0,Ω
+
(
uh, vh
)
0,Ω
=
(
uDG, vh
)
0,Ω
∀ vh ∈ Vh.
(59)
Hereby, we choose the extra diffusion εh =
1
2h
2
in such a way that the diffusivity of character-
istic layers are in the order of magnitude of the
meshsize ∼ O(√εh) = O(h).
6 Efficient solution of the arising linear
systems
6.1 Flow equation and diffusive L2-projection
The linear systems arising from the discrete el-
liptic problems (23) or (35) and (59) are all of
the size O(n2), symmetric positive definite and
can be solved very efficiently using the combina-
tion CG with AMG. The AMG preconditioner
described by Blatt [2010] is designed for the so-
lution of problems of the type (1) with a highly
discontinuous coefficient K.
6.2 Transport equation
By contrast, the stiffness matrix of the dis-
crete transport equation is non-symmetric.
BiCGSTAB or alternatively GMRES are used in
our numerical tests. For the SDFEM discretiza-
tion (26), the matrix size is also O(n2). In the
more diffusive case of heat transport, parallel
AMG may be used as a preconditioner. In the
convection-dominated case, the SSOR or ILU(0)
preconditioners are used.
As mentioned in the introduction, for the dis-
cretization of a first order hyperbolic problem
using an upwind scheme, the order in which the
unknowns are indexed, plays an important role
for the performance and stability of an itera-
tive solver. The main purpose of ordering un-
knowns in flow direction can already be found
in [Reed and Hill, 1973]. The downwind num-
bering algorithms described in the works of Bey
and Wittum [1997] and Hackbusch and Probst
[1997] handle arbitrary velocity fields. Steady-
state groundwater flow (with a scalar conductiv-
ity field) is a potential flow and therefore always
cycle-free. Since the velocity field is induced by
the hydraulic head, the latter can be used di-
rectly as the sorting key for the unknowns.
For the DG discretization, it is advisable to
collect the unknowns of the solution vector ~uh
block-wise where each vector block ~u(t) holds the
unknowns of {u(t)1 , ..., u(t)nlocal} of a single mesh cell
t with nlocal denoting the dimension of the local
polynomial space. The stiffness matrix Ah be-
comes a block matrix with constant block-size
nlocal × nlocal. The arising linear system
Ah ~uh = ~bh (60)
is of the size O(n2 · n2local) and can be solved ef-
ficiently using a block version of BiCGSTAB or
GMRES combined with SSOR or ILU(0) precon-
ditioning, after a renumbering of mesh cells: In
the hyperbolic limit the bilinear form of the DG
discretization is reduced to the terms listed in
the first two lines of (47). If the mesh cells are
sorted according to the hydraulic head distribu-
tion φ the stiffness matrix Ah obtains the shape
of a block-triangular matrix. In this case, the
symmetric block Gauss-Seidel method for (60)
becomes a direct solver because it converges af-
ter one step.
If the groundwater flow and the solute trans-
port equations are solved on the same mesh, this
procedure is straightforward. Otherwise, if adap-
tive refinement is applied only to the solution of
the transport problem, as mentioned in subsec-
tion 3.1, the hydraulic head φ must be recon-
structed on the locally refined sub-cells. Given
the discrete Darcy velocity ~qh in the form (42),
the hydraulic head can be locally reconstructed
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as a quadratic function
φ˜|t =
d∑
j=1
(
ajx
2
j + bjxj
)
+ c0 (61)
satisfying
φ˜|t = φ|t (62)
on the cell center and the discrete form of
Darcy’s law
−K∇φ˜|t = ~qh (63)
hydraulic head φh i/n
Figure 1: Downwind numbering of locally refined
mesh cells: The hydraulic head φ is
constant on each coarse mesh cell (up-
per plot). For the renumbering of mesh
cells according to the hydraulic head,
it has to be resolved on the locally re-
fined sub-cells. The cell index i in the
lower plot is sorted according to φ˜. n
is the total number of all cells of the
locally refined mesh.
on the 2d face centers of a coarse mesh cell
t ∈ T0. This yields 2d+1 equations for the 2d+1
coefficients of φ˜|t. The locally refined sub-cells
can then be sorted according to φ˜|t evaluated at
the centers of the sub-cells (Figure 1).
Due to the large problem size in 3-D, paral-
lelization is necessary for efficiency. After each
refinement step, the parallel partition-blocks3 of
the coarse mesh T0 (and with it all locally re-
fined sub-cells) may be altered to achieve a simi-
lar amount of refined sub-cells on every processor
3 In general, the shape of these blocks are not cuboidal.
partition (dynamic load-balancing). To en-
sure that the renumbering procedure still works
after each repartitioning step, the two quantities
φ and K have to
be made available on each processor partition of
T0 for a new reconstruction of ~qh and φ˜.
7 Numerical Studies
In §7.1 and §7.2, we start with two singularly
perturbed problems on the unit square for which
analytical solutions exist in the domain of in-
terest. Convergence tests can be performed us-
ing global and adaptive refinement. For the first
problem, we demonstrate the influence of the or-
dering of unknowns on the performance of the
iterative solvers for linear systems arising from
a DG(1) discretization as described in section 6.
The second problem has a less regular solution.
In §7.3, we take a closer look on the quality of the
diffusive L2-projection compared to the SDFEM
solution on a structured mesh. In §7.4 and §7.5,
we show a 2-D and a 3-D example of the coupled
groundwater flow and transport problem. Since
analytical solutions are not available, numerical
solutions computed on adaptively refined meshes
are taken as reference solutions for assessing the
quality of different solution methods computed
on a coarse structured mesh.
For computations on structured meshes in 2-D
and in 3-D, we use the YASP grid, an implemen-
tation of a structured parallel mesh available in
the dune-grid module. For sequential adaptive
refinement in 2-D, we use the UG grid [Bastian
et al., 1997], and for parallel adaptive refinement
with dynamic load-balancing in 3-D, we use the
DUNE ALUGrid module [Dedner et al., 2014].
In all computations, the best available linear
solver / preconditioner combination (in terms of
robustness and speed) is chosen for each linear
system arising from a finite element discretiza-
tion of a stationary problem.
All time measurements are based on the wall-
clock time, i.e. the difference between the time
at which a certain task finishes and the start time
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of that task. It may include time that passes
while waiting for resources to become available.
All 2-D computations are performed
in sequential mode on a laptop with an
Intel R©CoreTM2 Duo CPU (P9500, 2.53 GHz)
and 4 GB total memory. All 3-D computations
are performed on a multi-core architectures
with large memory and high-speed network
communication links. Table 6 give an overview
of the used hardware.
7.1 An example with a regular solution
Let (x, y) ∈ Ω = [0, 1]2 and consider the bound-
ary value problem (from [John et al., 1997])
− ε∆u+ ~q · ∇u+ µ · u = s˜ε in Ω (64)
u = 0 on ∂Ω (65)
where ~q = (2, 3)T , µ = 2 and the source term
s˜ε(x, y) is chosen such that
u(x, y) =
16
pi
x(1−x)y(1− y)
(
pi
2
+ arctan
[
2√
ε
ξ(x, y)
])
(66)
with
ξ(x, y) = 0.252 − (x− 0.5)2 − (y − 0.5)2. (67)
For our tests, we choose ε = 10−5. Note that in
this example, the internal layer is generated by a
source term which itself depends on ε. For ε 1,
an accurate representation of the source term re-
quires a fine mesh, because, in a finite element
discretization of s˜ε, the error in the quadrature-
rule might become dominating on a coarse mesh.
Since we investigate the convergence behavior for
global and adaptive refinement, this is not a se-
vere problem.
Figure 2: Profile of the analytical solution u for
ε = 10−5.
Linear solver performance and accuracy
random horizontal downstream
L DOF IT TIT [s] IT TIT [s] IT TIT [s] Tsort[s]
9 6,856 8 0.005 4 0.004 1 0.008 0.003
10 10,528 9 0.008 5 0.007 1 0.008 0.006
11 19,672 13 0.015 6 0.014 2 0.010 0.012
12 34,540 17 0.028 7 0.026 2 0.028 0.022
13 85,468 25 0.081 9 0.079 3 0.068 0.059
14 150,016 34 0.152 10 0.138 4 0.127 0.123
15 278,836 48 0.325 12 0.262 5 0.246 0.284
16 544,300 73 0.770 14 0.516 7 0.496 0.661
Table 1: Performance of the linear solver
(BiCGSTAB + SSOR with reduction
10−8) for different cell numbering
strategies applied to the DG(1)
method: L = refinement level, DOF =
degrees of freedom, IT = number of
iterations for the linear solver, TIT =
time per iteration, Tsort = time for
renumbering the grid cells.
Starting on a coarse structured mesh with h0 =
1/8, we perform an adaptive refinement loop
three times, based on three different ways of
cell numbering as depicted in Figures 3(a)-(c).
For the SDFEM discretization, the different cell
numbering has no influence on the speed of the
linear solver. For the DG(1) discretization, Table
1 confirms that an optimal numbering of degrees
of freedom (following the velocity field) results
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in a faster solution of the arising linear system.
The time for renumbering the grid cells is com-
parable to the time for one step of the iterative
linear solver.
i/n
(a) random
i/n
(b) horizontal
i/n
(c) downstream
Figure 3: Different cell numbering strategies and
corresponding matrix patterns for the
DG(1) method. The block matrix for
Q1 elements in 2-D is made of 4 × 4 -
blocks. i = cell index, n = total num-
ber of mesh cells.
On coarse meshes, the matrix pattern can as-
sume a block-triangular form (Figure 3(c)). In
these cases, the iteration number is indeed 1. As
refinement proceeds, the meshsizes and therefore
the mesh Pe´clet numbers decrease and we di-
verge from the hyperbolic limit. Although this
increases the iteration numbers, they stay at a
low level for the optimal numbering. Not only
the number of iterations is reduced but also the
required time per iteration. The linear solver
used is BiCGSTAB with SSOR. Similar results
are obtained with the combinations BiCGSTAB
+ ILU(0), GMRES + SSOR and GMRES +
ILU(0).
(a) global refinement
(b) adaptive refinement
Figure 4: Example by John: (a) global refinement on a
structured mesh and (b) adaptive refinement
on an unstructured mesh (UG), both start-
ing on a coarse mesh with meshsize h = 1/8.
The refinement and coarsening fractions for
the adaptive refinement algorithm are pr =
95[%] and pc = 0.5[%]. Linear solver used:
BiCGSTAB + SSOR with reduction 10−8.
Solution time = system assembly time + lin-
ear solver time.
We measure accuracy with respect to com-
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puting time. The SDFEM method with bili-
near elements is compared to the DG(k) meth-
ods (with globally constant polynomial degree
k ∈ {1, 2, 3}) in a convergence test with uniform
and adaptive refinement. Accuracy is measured
in the L2-norm of the error taken over the do-
main of interest: ‖u − uh‖L2(Ω). The solution
time is the sum of the system assembly time and
the linear solver time. For the DG(k) methods,
we apply an optimal numbering of mesh cells to
speed up the linear solver. The time required to
sort the mesh cells is negligible compared to the
solution time.
The solution time is linearly proportional to the
number of unknowns. For a comparable num-
ber of degrees of freedom (DOF), the iterative
linear solvers perform better for the DG-based
methods.
From Figure 4 we can make the following ob-
servations:
1. For the same computing time, SDFEM is
more accurate than DG(1).
2. The accuracy of the higher order DG meth-
ods overtakes the accuracy of SDFEM at a
certain refinement level. This happens as
soon as the steep gradient is resolved and
optimal convergence order is achieved.
3. With adaptive refinement, higher accuracy
is achieved at an earlier stage.
The blue curve (DG(1)+L2) in the first plot dis-
plays the accuracy of the post-processed DG(1)
solution on a structured mesh. Although it is
close to the DG(1) curve, in this case, the diffu-
sive L2-projection adds an extra amount of error.
Since solution time for the post-processing step
is a small fraction of the solution time for the
transport problem, it is neglected in this plot.
7.2 An example with a less regular solution
Let (x, y) ∈ [0, 1]2. We consider the boundary
value problem
− ε∆u+ ~q ∇u = 0 in [0, 1]2 (68)
with constant velocity ~q =
√
2
2 (1, 1)
T and discon-
tinuous boundary conditions
u(x, 0) = 1 and u(0, y) = 0. (69)
Obviously, the solution has a jump at the ori-
gin and is therefore not H1-regular. This jump
causes a characteristic boundary layer along the
direction ~q. This example is close to a real-
world example in the sense that the disconti-
nuity may be used to describe a binary state
and the direction of the velocity is not aligned
to the mesh. Theorem 1 of [Lo´pez and Sinus´ıa,
2004] provides an asymptotic expansion of the
solution u on the subset Ω = [0, 1]2 \U0 where
U0 = {~y ∈ R2 : ‖~y‖2 < r0} is a ball with radius
r0 > 0 and center (0, 0). Introducing polar coor-
dinates through x = r sinϕ and y = r cosϕ, we
get
u = u0(r, ϕ) +
ewr(sin(ϕ+β)−1)
pi
√
2wr
u1(r, ϕ) (70)
where β = pi/4, w = ‖~q‖2/(2ε) and
u0(r, ϕ) =
1
2

erfc
(√
(1− sin(ϕ+ β))wr
)
if ϕ < β,
1
if ϕ = β,
2− erfc
(√
(1− sin(ϕ+ β))wr
)
if ϕ > β.
(71)
The function u1(r, ϕ) has an asymptotic expan-
sion from which we use only the first term,
u1(r, ϕ) =

Γ(1/2)
{(
cos(ϕ−β)
cos(ϕ+β)
− cos(ϕ+β)
cos(ϕ−β)
)
− 1
2 sin( 1
2
(pi
2
− ϕ− β))
}
if ϕ 6= pi/4,
0
if ϕ = pi/4,
(72)
hereby neglecting higher order terms of ε.
For our tests, we choose ε = 10−5 and r0 = 5 ×
10−5. The small area U0(r0) around the critical
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location (0, 0), where the numerical errors are
largest and a different asymptotic expansion is
necessary, is left out of consideration.
Figure 5: Reference solution for ε = 10−5 on the
domain of interest Ω = [0, 1]2 \ U0
(r0 = 5× 10−5).
Linear solver performance and accuracy
The same numerical experiments as in §7.1 are
conducted on this example. The influence of
renumbering cells on the linear solver perfor-
mance for the DG(1) discretization are very sim-
ilar to the results presented in §7.1 Table 1.
From Figure 6 we can see that the convergence
behavior for the approximation of this less reg-
ular solution is different from the observations
made in §7.1:
1. For the same solution time, the accuracy of
DG(1) and SDFEM are comparable.
2. Higher order DG methods are more accurate
than SDFEM right from the beginning.
3. With adaptive refinement, higher accuracy
is achieved at an earlier stage.
(a) global refinement
(b) adaptive refinement
Figure 6: Example by Lo´pez and Sinus´ıa: (a)
global refinement on a structured mesh
and (b) adaptive refinement on an un-
structured mesh (UG), both starting
on a coarse mesh with meshsize h0 =
1/8. The refinement fraction for adap-
tive refinement is pr = 95[%] (no coars-
ening). The solution time = matrix
assembly time + linear solver time.
Linear solver used: BiCGSTAB with
SSOR with a reduction of 10−8.
The blue curve (DG(1)+L2) in the first plot is
closer to the DG(1) curve than in the example of
§7.1 (Figure 4). Furthermore, the SDFEM plot
(red curve in Figure 6) stops after 4 refinement
steps (16, 641 unknowns). In the next refine-
ment step (66, 049 unknowns), the iterative lin-
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ear solver BiCGSTAB with SSOR converges, but
the solution is wrong. In the 6-th step (263, 169
unknowns), the iterative linear solver does not
converge, although the linear system can still be
solved using the direct solver SuperLU. This is
most likely due to the fact that the large sparse
system has become very ill-conditioned. How-
ever, direct solvers are not an option for large
practical problems. SuperLU has reached the
memory limit of the laptop already in the next
refinement level where the number of unknowns
is 1, 050, 625.
7.3 Post-processed DG(1) versus SDFEM
Using the test problem from subsection 7.2, we
take a closer look at the quality of the solution
with respect to smearing effects and numerical
over- and undershoots around the characteris-
tic layer. We compare the post-processed DG(1)
method with the SDFEM method on structured
meshes. Figure 7 shows the 3-D profile of four
different numerical solutions on the whole do-
main [0, 1]2. Figure 8 uses cross-sectional plots
over the diagonal line between (0, 1) and (1, 0)
to zoom into the steep front.
Observations from Figures 7 and 8:
Near the discontinuity in the boundary condi-
tion:
1. On the same refinement level, DG(1) ex-
hibits larger over- and undershoots than SD-
FEM (see Figures 7 (a)+(c)).
2. The diffusive L2-projection has a dampen-
ing effect on the DG(1) solution, reducing
the amount of large over- and undershoots
significantly (see Figure 7(c)+(d)) without
smearing out the steep front beyond a mesh
cell (see Figure 8 solution plots).
Globally:
3. Small over- and undershoots in the DG(1)
solution are merely dampened by the diffu-
sive L2-Projection (see Figure 8).
4. On the same refinement level, both DG(1)
and DG(1)+L2 capture the location of
the steep front more accurately than SD-
FEM throughout the domain (see Figures
7(a)+(c) and 8).
5. SDFEM on refinement level L + 1 cap-
tures the steep front as well as DG(1) or
DG(1)+L2 on level L (comparable number
of DOF) (see Figure 7(b)+(c) and Figure 8:
blue line in (a) vs. red line in (b))
To achieve a comparable number of DOF as for
the DG(1) method, the SDFEM method requires
one extra level of global mesh refinement. The
resulting matrix assembly time for SDFEM on
the refined mesh is higher than for DG(1) on the
coarse mesh.
7.4 Forward transport in 2-D
In the following, we demonstrate the applicabil-
ity of the presented DG methods to more realistic
scenarios.
We solve the groundwater flow equation (1) for
the hydraulic head distribution φ and evaluate
the velocity field (4) on the structured mesh Th0 .
The solute transport equation (12) is then solved
• using adaptive DG(1) on a hierarchy of
adaptively refined meshes {T adaptν }ν∈N, or
• using DG(k) with diffusive L2-projection on
the same mesh Th0 , or
• using SDFEM on the same mesh Th0 or on
a globally refined mesh T global1 .
The Gaussian field Y depicted in Figure 9(a) has
the physical size of 100 × 100[m2], the resolu-
tion of the structured mesh T0 is 100× 100 cells.
Y is described by its mean value β = −6.0, its
variance σ2 = 1.0 and the correlation lengths
(`x, `y) = (10, 10)[m]. The hydraulic head is pre-
scribed on the left (φ
∣∣
x=0
= 100[m]) and on the
right (φ
∣∣
x=100
= 99.5[m]) boundaries. The in-
duced pressure gradient drives the main flow.
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(a)
uh = usd
h = 1/32
N = 1089
 = 0.096
umax = −1.045
umin = −0.047
Tsol = 0.028s
(b)
uh = usd
h = 1/64
N = 4225
 = 0.066
umax = −1.046
umin = −0.048
Tsol = 0.12s
(c)
uh = udg
h = 1/32
N = 4096
 = 0.062
umax = −1.249
umin = −0.249
Tsol = 0.08s
(d)
uh = ucg
h = 1/32
N = 1089
 = 0.069
umax = −1.042
umin = −0.042
Tsol = 0.10s
Figure 7: Warped plots (all from the same perspective) of the numerical solution for different meth-
ods: (a) and (b): usd is the SDFEM solution, (c): udg is the DG(1) solution, (d): ucg is
the diffusive L2-projection of udg (DG(1)+L2). h is the uniform meshsize, N is the di-
mension of the solution space and  = ‖u−uh‖L2(Ω). umax and umin are the maximal and
minimal values of the numerical solution uh. Tsol is the solution time (matrix assembly
+ linear solver).
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(a) L = 3(h = 1/32) (b) L = 4(h = 1/64) (c) L = 5(h = 1/128)
Figure 8: Zoomed plots of the solution and the absolute error for different methods along the diago-
nal line connecting (1,0) and (0,1). L is the global refinement level. u is the true solution
resolved on a very fine mesh (h = 10−5).
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The injection well parameters are w˜inj = 5 ×
10−4[m3/s], c˜inj = 1[g/m3] and Tinj = 100[s].
The stationary solution values range between
0 and 100[gs/m3]. The molecular diffusion is
Dm = 2 × 10−9[m2/s], the longitudinal and
transversal dispersivities are αl = 10
−3[m] and
αt = 10
−4[m].
Theoretically, uh tends to the true solution
u as the meshsize h tends to 0. At least, all
numerical oscillations should disappear if the
meshsizes near the characteristic layer become
so small that the effective mesh Pe´clet numbers4
are smaller than 1. Working with O(αt) ∼ 10−4
and a base level meshsize O(h) ∼ 1 we would
get O(Pth) ∼ 103. It would require 10 levels
of global refinement to achieve O(Pth) ∼ 1, but
already after 7 levels of global refinement, our
mesh would have more than 108 cells. The prob-
lem size would become extremely large for a 2-D
simulation.
Adaptive mesh refinement is the only chance
to keep the problem size orders of magnitude
lower while reducing mesh Pe´clet numbers at
the steep fronts. We choose the stopping cri-
terion (58) from section 4 with a tolerance of
posc = 1%. The result is achieved after 5 steps of
adaptive refinement (Table 2 and Figure 9(b)).
This solution is taken as the reference solution
for assessing the quality of different methods on
the structured mesh (Table 3 and Figures 9) and
??).
4Replace α` by αt in (29) to consider longitudinal ef-
fects.
Adaptive DG(1)
L DOF max. Pth M [s] T [s] IT TIT umin umax
0 40,000 4675.89 0.91 0.04 4 0.011 134.47 -33.11
1 64,000 2232.44 1.49 0.08 4 0.018 132.26 -31.77
2 102,364 1105.47 2.42 0.25 8 0.033 127.38 -24.68
3 162,964 545.85 3.93 0.75 14 0.050 112.48 -12.10
4 259,372 272.94 6.29 2.29 26 0.076 104.99 -3.39
5 413,860 136.48 10.26 7.29 52 0.110 100.76 -0.38
Table 2: Adaptive mesh refinement on UG, with pr =
20[%] and pc = 10[%]. Renumbering mesh
cells on mesh level L = 5 takes 0.16 sec. Linear
solver used: BiCGSTAB + ILU(0) with reduc-
tion 10−8. M = matrix assembly time, IT =
linear solver iterations, T = linear solver time
Global h- or p-refinement on a structured mesh
Method DOF M [s] IT T [s] umin umax
SDFEM (L = 0) 10,201 0.2 12 0.02 -13.79 116.79
SDFEM (L = 1) 40,401 0.8 28 0.26 -15.29 113.43
DG(1) 40,000 0.6 4 0.04 -33.11 134.47
diffusive L2-proj. 10,201 +0.05 1 +0.02 -3.44 103.13
DG(2) 90,000 1.7 4 0.13 -34.04 135.88
diffusive L2-proj. 10,201 +0.09 1 +0.02 -3.27 104.82
DG(3) 160,000 4.5 4 0.26 -36.69 135.94
diffusive L2-proj. 10,201 +0.16 1 +0.02 -3.80 103.73
Table 3: Computations on a structured mesh: SDFEM
on mesh level L = 0 and L = 1 versus post-
processed DG methods on mesh level L = 0
with different polynomial orders. Renumber-
ing mesh cells on L = 0 for the DG methods
takes 0.004 sec. Linear solver used for solving
the transport equation: BiCGSTAB + ILU(0)
with reduction 10−8. Linear solver used for the
diffusive L2-projection: BiCGSTAB + AMG
with reduction 10−8. M = matrix assembly
time, IT = linear solver iteration number, T =
linear solver time.
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2-D solute transport: u = mc0
(a) (b) adaptive DG(1), level 7
umax = 100.76
umin = −0.38
(c) SDFEM
umax = 116.79
umin = −13.79
(d) Post-processed DG(3)
umax = 103.73
umin = −3.80
(e) Post-processed DG(2)
umax = 104.82
umin = −3.27
(f) Post-processed DG(1)
umax = 103.13
umin = −3.44
Figure 9: This Figure is continued in Figure 10. (a) Gaussian field Y = ln(K) and velocity field ~qh
on T0. (b) Adaptive DG(1) solution with posc ≤ 1% is taken to be the reference solution
for the stationary transport problem. (c) - (f) Comparing different solutions on the coarse
structured mesh T0 with 100× 100 cells.
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Cross sectional plots along the diagonal line indicated above:
(g) SDFEM (h) post-processed DG(1)
(i) post-processed DG(3) (j) post-processed DG(2)
Figure 10: (g) - (j): SDFEM solution usd on T0 and on T global1 compared to DG(k) solutions (udgk)
on T0 and post-processed DG(k) solutions (udgkcg) on T0 along the indicated cut-line
(for k = 1, 2, 3). umax and umin are the maximal and minimal values of the numerical
solution.
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Observations:
1. On the coarse mesh T0, DG(k) solutions
with k = 1, 2, 3 may locally exhibit stronger
over- and undershoots than the SDFEM so-
lution, but these can be reduced very effi-
ciently with a diffusive L2-projection (see
the runtimes of M and T for the diffusive
L2-projection in Table 3 and Figure 10(h)-
(j)).
2. The over- and undershoots of the SDFEM
solution may oscillate into the domain sur-
rounding the steep front (see Figure 9(c))
whereas over- and undershoots of the DG
solutions do not show this behavior.
3. On the same mesh T0, higher order poly-
nomials can be used to improve the qua-
lity of the DG solution with respect to the
sharpness of the steep front. The areas with
over- and undershoots are shrunk. A dif-
fusive L2-projection preserves this behavior
and reduces over- and undershoots (see Fig-
ure 9(d)-(f)).
4. The SDFEM method applied to a globally
refined mesh T global1 requires a comparable
number of unknowns as the DG(1) method
on T0. The steep front is resolved similarly
well, but the matrix assembly and the linear
solution takes longer (L = 1 in Table 3 and
Figure 10).
7.5 Forward transport in 3-D
A 3-D simulation with a similar setting is
started on a coarse mesh Th0 with 32 × 32 × 32
cells. The domain extensions are (Lx, Ly, Lz) =
(10, 10, 10)[m]. The geostatistical field param-
eters for the Gaussian model are β = −6.0,
σ2 = 1.0 and (`x, `y, `z) = (2, 2, 1)[m]. The hy-
draulic head is prescribed on the left boundary
by φ
∣∣
x=0
= 10[m] and on the right boundary
by φ
∣∣
x=10
= 9.8[m]. An injection well is placed
at the position (x, y) = (2.1, 5.1)[m] and its z-
range is [0... − 5][m]. The injection well param-
eters are w˜ = 1 × 10−2[m3/s], c˜ = 1[g/m3] and
Tinj = 100[s]. The values of the stationary solu-
tion range between 0 and 100[gs/m3].
Doing the same analysis as for the 2-D case,
we find that with global refinement, we would
end up with more than 1013 cells after 10 refine-
ment steps in order to achieve O(Pth) ∼ 1. The
adaptive DG(1) solution in Table 4 after 9 steps
shows a sharp resolution of the steep front (Fig-
ure 12(c)). However, there are thin layers where
the over- and undershoots exceed 25%. This is
still far away from being an acceptable reference
solution. To achieve our targeted reduction of
under- and overshoots below posc = 5%, further
refinement steps with increasing memory con-
sumption and solution time are necessary.
We make very similar observations as in the
2-D case:
1. The over- and undershoots generated by the
DG(k) solutions with k = 1, 2, 3 can be re-
duced very efficiently with a diffusive L2-
projection (see the runtimes of M and T for
the diffusive L2-projection in Table 5).
2. The over- and undershoots of the SDFEM
solution may oscillate into the domain sur-
rounding the steep front (see Figure 11(d))
whereas over- and undershoots of the DG
solutions do not show this behavior.
3. On the same mesh T0, higher order poly-
nomials can be used to improve the qua-
lity of the DG solution with respect to the
sharpness of the steep front. The areas with
over- and undershoots are shrunk. A dif-
fusive L2-projection preserves this behavior
and reduces over- and undershoots (see Fig-
ure 12(e)+(f)).
4. The SDFEM method applied to a globally
refined mesh T global1 requires a comparable
number of unknowns as the DG(1) method
on T0. The steep front is resolved similarly
well (not shown here), but the matrix as-
sembly and the linear solution takes longer
(L = 1 in Table 3).
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(a) (d)SDFEM
umin = −36.60 / umax = 158.82
Figure 11: This Figure is continued in Figure 12. (a): Gaussian field Y = ln(K) on T0 with
32× 32× 32 cells.
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(b) (e)DG(1)+L2
umin = −4.28 / umax = 102.77
(c) Adaptive DG(1)
umin = −26.69 / umax = 127.34
(f)DG(3)+L2
umin = −1.03 / umax = 102.14
Figure 12: (b)-(c): Illustrating parallel adaptive refinement with dynamic load-balancing (step
9). A reduction of under- and overshoots below 5% is possible, see Table 4.
Fig.11(d),Fig.12(e)+(f): Comparing different solutions on the coarse mesh T0. umax
and umin are the maximal and minimal values of the displayed numerical solution.
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Adaptive DG(1)
L DOF IT T [s] umin umax Pth
0 346,560 8 0.7 -38.8 136.59 1562
1 399,024 11 1.1 -38.7 142.70 1560
2 537,240 12 1.6 -44.8 144.25 1560
3 814,152 12 3.2 -50.7 141.17 1560
4 1,410,136 18 8.2 -50.2 142.59 389
5 2,740,704 17 15 -56.3 142.78 194
6 5,275,496 18 31 -43.1 147.91 194
7 9,273,552 24 88 -38.8 151.62 97
8 15,368,112 28 152 -28.9 132.08 97
9 23,806,944 35 349 -26.7 127.34 48
10 39,897,040 52 743 -24.0 121.37 48
11 59,903,672 64 1425 -18.7 117.17 24
12 70,498,808 67 1935 -15.2 114.24 24
13 95,837,712 87 3926 -15.5 112.58 24
14 132,771,680 95 5724 -11.7 113.12 24
15 188,298,456 110 8854 -10.5 110.78 24
16 242,272,328 128 13489 -6.88 106.72 24
17 321,793,400 167 28075 -6.59 106.73 24
18 348,929,992 185 30403 -5.30 105.37 24
19 433,481,584 200 38251 -5.23 104.85 12
20 474,804,264 238 61351 -4.98 104.57 12
Table 4: 3-D parallel adaptive refinement on
ALUGrid, with pr = 70[%] and pc =
5[%]. Renumbering mesh cells on level
20 takes 24.5 sec. Linear solver used:
BiCGSTAB + SSOR with reduction
10−8. L = refinement level, IT = lin-
ear solver iterations, T = linear solver
time. The computation is performed on
quadxeon4. P = 16 cores are used for
the computation, more than 66% of the
RAM is required for the linear solver in
step 20 alone.
Global h- or p-refinement on a structured mesh
Method DOF M [s] IT T [s] umin umax
SDFEM (L = 0) 58,806 0.5 14 0.11 -36.6 158.8
SDFEM (L = 1) 363,350 2.7 22 1.12 -36.5 139.1
DG(1) 376,832 2.3 7 0.38 -37.9 136.4
diffusive L2-proj. 58,806 +0.2 2 +0.1 -4.3 102.8
DG(2) 1,271,808 22.5 8 3.8 -50.8 146.7
diffusive L2-proj. 58,806 +0.5 2 +0.1 -3.07 103.4
DG(3) 3,014,656 190.1 9 38.4 -47.1 152.0
diffusive L2-proj. 58,806 +1.2 2 +0.1 -1.0 102.1
Table 5: 3-D parallel computations with P =
8 cores on fna (see Table 6) using
a structured mesh with partitioning
(Px, Py, Pz) = (1, 8, 1) and overlap = 1.
SDFEM on mesh levels L = 0 and
L = 1 compared to DG methods on the
coarse mesh level L = 0 with different
polynomial orders. Parallel renumber-
ing of mesh cells for the DG methods
on level L = 0 takes 0.004 sec. Lin-
ear solver used for solving the transport
equation: BiCGSTAB + ILU(0) with
reduction 10−8. Linear solver used for
the diffusive L2-projection: BiCGSTAB
+ AMG with reduction 10−8. M = ma-
trix assembly time, IT = number of it-
erations, T = linear solver time.
28
Conclusion and Outlook
For the solution of the steady-state convection-
dominant transport equation, we have compared
Discontinuous Galerkin (DG) methods to the
Streamline Diffusion (SDFEM) method. Putting
special emphasis on a practical application, we
have analyzed efficiency and accuracy. Two main
issues occurring in the solution of the convection-
dominated transport equation were tackled:
1. the efficient reduction of numerical under-
and overshoots,
2. the efficient solution of the arising linear sys-
tems.
With respect to the efficiency (solution time)
and the quality of the solution (maximal ampli-
tude of the over- and undershoots and smearing
effects at the steep fronts) for the convective-
dominant transport problem, the observations
made in the sections §7.2–§7.5 favor the combi-
nation CCFV / DG(1) + diffusive L2-projection
over the FEM / SDFEM approach. Considering
computing time to be the ultimate measure of
available hardware resources, we observed:
• On the same mesh level, the DG solutions
resolve the steep fronts more sharply than
the SDFEM solution. In order to obtain
the same level of accuracy as DG(1), SD-
FEM would have to work on a globally re-
fined mesh. As a consequence, the SDFEM
approach would take longer than DG(1).
• In heterogeneous fields, the layers of spuri-
ous oscillations generated by SDFEM may
spread into the surrounding domain whereas
they stay localized for the DG method.
• The diffusive L2-projection is able to reduce
the over- and undershoots without increas-
ing smearing effects beyond the mesh size.
Therefore, DG(1) post-processed by a diffusive
L2-projection offers an efficient and more ac-
curate alternative to the well-known SDFEM
method.
Without doubt, the best possible solution in
terms of the L2-error is achieved with adaptive
mesh refinement. However, numerical oscilla-
tions can be reduced to an acceptable level only if
the mesh cells at the steep front become so small
that their local mesh Pe´clet numbers approach
1 (diffusion-dominant problem). This comes at
a very high price, especially in 3-D. A “perfect”
solution in this sense may not be necessary for a
stable inversion scheme that can cope with noisy
data.
Hence, regarding the integration of the for-
ward solvers into an inversion framework, we rec-
ommend the combination CCFV / DG(1) post-
processed by a diffusive L2-projection for the so-
lution of steady-state transport problems with
high mesh Pe´clet numbers. This combination
works on the same structured mesh on which the
hydraulic conductivity is resolved and keeps the
implementation of the inversion scheme simple.
For future developments, a natural extension
of the presented methods is a combination of
h- or hp-adaptive DG with the diffusive L2-
projection on unstructured meshes (with hang-
ing nodes refinement).
Further improvements regarding efficiency and
parallel scalability of the linear solver for the DG
discretizations of the transport equation may be
achieved by a multilevel preconditioner in which
the block Gauss-Seidel method with downwind
numbering plays the role of a smoother [Kan-
schat, 2008b].
We have seen in Tables 3 and 5 that the num-
ber of unknowns and therefore the matrix as-
sembly and linear solver times for DG(k) grow
rapidly with the order k of the polynomial ba-
sis. On quadrilateral/hexahedral meshes, where
quadrature points and shape functions can be
constructed from a tensor product of 1-D ob-
jects, an excellent boost in performance can be
achieved for the matrix assembly part with a
technique called sum-factorization [Melenk et al.,
2001].
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Appendix
Machine name quadxeon4 fna
Number of nodes 1 1
RAM per node 1024 GB (DDR-
3/1066)
128GB (DDR-
3/1333 MHz)
CPU-sockets per node 4 4
Total #cores 40 48
OS Debian GNU 7 Debian GNU 7
CPU socket Intel R© Xeon R© E7-
4870
AMD
OpteronTM 6172
Clock speed 2.40 GHz 2.10 GHz
#cores 10 12
#threads 20 12
Launch date Q2/2011 Q1/2010
L3 Cache 30 MB 12 MB
#memory channels 4 4
Table 6: Single-node multi-core machines at the
IWR Heidelberg
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