Recent advances in single cell RNA sequencing (scRNA-seq) call more computational analysis methods. As the data for non-characterized cells accumulates quickly, supervised learning model is an ideal tool to classify the non-characterized cells based on the previously well characterized cells. However, deep learning model is an appropriate tool to deal with vast and complex data such as RNA-seq data, but lacks of interpretability.
Introduction
Single Cell RNA sequencing (scRNA-seq) could measure gene expression levels in individual cells. Using scRNA-seq data, it is possible to reveal heterogeneity in a cell population [1, 2] , identify new cell types, computationally order cells along trajectories [3, 4] , and infer the spatial coordinates of every individual cell in a population [5, 6] .
As the scRNA-seq data accumulates quickly, it is important to retrieve similar cell types. For example, scMCA suggested a pipeline for cell type determination by comparing the input single-cell transcriptome with pre-calculated reference transcriptome to provide a match score based on gene expression correlation [7] . Since many cell types have already been well defined, supervised learning is an ideal tool to classify undefined cells. Besides the final goal of classification or similar cell type retrieval, the interpretability of the classification process is also important. By demonstrating which features are extracted for obtaining a specific decision and how these features contribute to the decision, the classifier could offer valuable information to the downstream operation such as biomarker discovery. Deep learning model is a proper tool to deal with vast and complex data such as RNA-seq data, but lacks of interpretability [8] . Therefore, there is a need for a model that utilizes the deep learning method with increased interpretability [9, 10] .
Recent years, deep learning methods have been applied to process biological data [11] [12] [13] . Specifically, several deep learning models were used to analyze scRNA-seq data for various purposes. The neural networks which incorporate prior information were used to reduce the dimensions of the data [9] or discriminate tumor subtypes and their prognostic capability [10] . Variational inference (VI) method could achieve interpretable dimensionality reduction [14] , single cell grouping [15] , and approximating parameters which govern the distribution of expression value of each gene in each cell [16] . Generative adversarial network (GAN) was proved useful to simulate gene expression and predict perturbation in single cell [17] .
Here for the first time, we applied the CapsNet to the single cell RNA-seq data. The CapsNet is a newly invented model that exhibits more interpretability property and could be used in the task of overlapping digit recognition [18] .
Traditionally in object recognition, convolution neural networks (CNN)
were used to gradually extract information from local to global contained in the image. Then the information would be uploaded to a logistic or softmax unit whose output indicate the probability that one entity exists or the entity in the image belongs to one particular type [19] . The max-pooling between layers performs the function of a feature filter which selects the most active feature to feed to the next layer.
Alternatively in the CapsNet model, all features detected by convolution neural networks (CNN) would be uploaded to the next layer through "routing-by-agreement" instead of max-pooling. To achieve this, a small group of neurons called "capsule" function as neurons in the traditional neuron networks. Between two layers of capsules, the information passes through "dynamic routing", which makes the capsules in the next layer represent the information derived from a weighted sum of capsules in the previous layer. The output of the capsule is a vector and the length of the vector could represent the probability of the existence of the entity. The architecture of the CapsNet mainly contains two parts, a feature extraction part and a capsule network part. First, the convolution neural networks respond to extract local information which resides in several capsules called "Primary Capsule". Then, the "dynamic routing" feeds the information stored in the Primary Capsule to the next layer of capsules which are called DigitCaps. Each DigitCap represents one digit type. After "dynamic routing", the length of the DigitCaps indicates the probability of the object in the image belonging to that digit. The CapsNet performed well at recognizing overlapping digits [18] . The CapsNet has been used in protein structure classification and prediction [20, 21] and could be potentially used in network biology and disease biology [11] .
In our experiment, we substitute the feature extraction part which uses convolutional neural networks in CapsNet with several parallel fully connected neural networks that use Rectified Linear Unit (ReLU) as the activation function. We reckon that, the parallel neural networks would function as a feature extractor. We call this modified model as "scCapsNet" and apply it to scRNA-seq data of mouse retinal bipolar cells [22] and human peripheral blood mononuclear cells (PBMC) [23] . We show that after training, the feature extraction part of scCapsNet could capture features from scRNA-seq data. And the capsule network part would compute the precise contribution of those captured features for cell type recognition. We also mix the expression data of two cells with different cell types together and use scCapsNet trained with non-mixed data to predict the types of the mixed data. The scCapsNet performs well to correctly predict the two cell types.
Methods

Datasets and data preprocessing
The two scRNA-seq datasets used in this work are mouse retinal bipolar neurons profiled by the Drop-Seq technology [22] and human peripheral blood mononuclear cells (PBMC) sequenced by 10X [23] . For data consistence, we directly adopt the data processing module from previous work [16] . After preprocessing, the mouse retinal dataset consists of 19829 cells with 13166 genes in each cell and the PBMC dataset consists of 11990 cells with 3346 genes in each cell. All expression data is converted into log-scale through log(x+1). We randomly divide the whole dataset into training set and validation set with ratio 9 to 1 by the method of train_test_split in the python package sklearn.model_selection.
scCapsNet model
We adapt our scCapsNet model from previous represented by the capsule exists. In our cell-type classification task, the length of the final layer type capsule represents the probability that one cell belongs to that cell type.
Feature extraction and its contribution to type recognition
The detailed description for dynamic routing could be found in the original CapsNet paper [18] . In our scCapsNet model, the primary capsules that store the extracted features are first multiplied by a weight matrix to produce "prediction vector". The dynamic routing process would calculate the "coupling coefficients" between each primary capsule's prediction vector and all type capsules. So the total number of coupling coefficients is the product of the number of primary capsules multiplied by the number of type capsules. The coupling coefficients of one primary capsule would sum up to one. After dynamic routing, the type capsule is actually a weighted sum of prediction vectors of all primary capsules. The weights are the coupling coefficients and the magnitude of those coefficients which indicates the likelihood of the cell type containing the extracted feature stored in the primary capsules.
Neural networks for model comparison
In order to model comparison, we replace the capsule part in scCapsNet with fully connected neural networks. The concatenated feature extraction layer is directly connected to a fully connected neural network with final classification layer using sigmoid as activation function ( Figure   S1 ). The loss function is as the same as that of scCapsNet model.
Mixed dataset and two-type detection
We mix the RNA expression of two different type cells with ratios of 1:1, 3:2, 2:1, 5:2 and 3:1. For type prediction of mixed data, all models are trained with non-mixed data. In order to make the models output two cell types, the top two largest scores in the output of both scCapNet and comparison model are selected, and only the correct prediction of both types is viewed as positive result. Each scalar between 0 and 1 in the output of both scCapNet and comparison model represents the probability that one cell belongs to one particular cell type. A threshold could be set for the second largest score, the cell which outputs a score below this threshold would be discarded. The prediction accuracy among the non-discarded cells would be calculated. Then the percentage that how many cells are not discarded is computed.
Results
To test our model, two single cell RNA-seq datasets are used. One consisting of 11990 cells of 9 types (we exclude cells with type "other", so there were actually 8 types) and 3346 genes, the training accuracy reaches nearly 100% and the average validation accuracy is around 96%.
We want to find whether the primary capsule that output by feature extraction part could capture the properties in the single cell RNA-seq dataset. Furthermore, we want to explore how the extracted features contribute to the cell type recognition. The coupling coefficient could describe the relationship between the type capsule and the primary capsule (method). For our supervising learning task, we could group the coupling coefficients of the cells with prior known same cell type and calculate the average coupling coefficients for cells with one specific type.
So we first compute the average coupling coefficients of each cell type in the validation set of the PBMC dataset and draw the heatmaps (Figure   2A ). From the heatmaps, we find that for input cells with one specific cell type, one or several primary capsules contribute to the type recognition for this specific cell type but not obvious for other type. For example, among all the averaged coupling coefficients, the coupling coefficients of the primary capsule nine-B cells type capsule and the primary capsule fifteen-B cells type capsule are relatively higher than rest coupling coefficients for B cells input (Figure 2A, 0) . The coupling coefficient of the primary capsule zero-CD14+ monocyte type capsule is obviously higher than rest coupling coefficients (Figure 2A, 1) .
Next, in order to explore how one primary capsule affects the cell type recognition, we combine the average coupling coefficients with type capsules corresponding to specific cell types together into an overall heatmap ( Figure 2B) . We also use TSNE and PCA to reduce the dimension of each primary capsule, and plot the 2D-TSNE results ( Figure   2C ) and 2D-PCA results (Figure S2) . We find some relationship between the overall heatmap of average coupling coefficients and the 2D-TSNE plot of each primary capsule. The details would be described hereafter. (Figure 2C, 1 and 2) .The overall heatmap indicates that the primary capsule three and four mainly contribute to the CD8 T cell recognition, and the 2D-TSNE plot of primary capsule three and four show that the CD8 T cells locate on the left and are separate from the cells of other cell types especially NK cells which normally could not be distinguished from CD8 T cells in most 2D-TSNE plot (Figure 2C, 3 and 4) .
The overall heatmap indicates that the primary capsule seven contributes to the dendritic cells recognition, and the 2D-TSNE plot of primary capsule seven shows that the Dendritic cells locate on the left and are almost separate from the cells of other cell types (Figure 2C, 7) . (Figure 2C, 8 and 9 ).The overall heatmap indicates that the primary capsule thirteen contributes to the FCGR3A+ monocytes recognition, and the 2D-TSNE plot of primary capsule thirteen shows that the FCGR3A+ monocytes locate on the bottom (Figure 2C, 13) .The overall heatmap indicates that the primary capsule fifteen contributes to the NK cells recognition, and the 2D-TSNE plot of primary capsule fifteen shows that the NK cells locate on the bottom and are separate from cells of other cell types especially CD8+ T cells (Figure 2C, 15 ).
We also perform the same procedure on the mouse retina datasets. The heatmap of average coupling coefficients for input cells of prior known one specific cell type shows that, one or several primary capsules contribute to the type recognition for this specific cell type but not obvious for other type (Figure 3A) . For example, among all the average coupling coefficients, the coupling coefficients of primary capsule fourteen-BC5A type capsule and primary capsule eleven-BC5A type capsule are obviously higher than other coupling coefficients for BC5A cells input (Figure 3A, 2) . The coupling coefficients of primary capsule five-BC7 type capsule and primary capsule eleven-BC7 type capsule are obviously higher than other coupling coefficients for BC7 cells input (Figure 3A, 3) . The coupling coefficient of primary capsule ten-BC3A type capsule is obviously higher than other coupling coefficients for BC3A cells input (Figure 3A, 11) . The coupling coefficient of primary capsule fourteen-BC5D type capsule is obviously higher than other coupling coefficients for BC5D cells input (Figure 3A, 10) .
We also combine the average coupling coefficient with type capsules corresponding to specific cell type inputs together into an overall heatmap ( Figure 3B) (Figure 3C,   9 ). The overall heatmap indicates that the primary four contributes to the BC3B and RBC cell recognition, and the 2D-TSNE plot of primary capsule four shows that the BC3B and RBC cells locate on the left and are almost separate from the rest cells (Figure 3C, 4) . The overall heatmap indicates that the primary five contributes to the BC1A, BC1B and BC7 cell recognition, and the 2D-TSNE plot of primary capsule five shows that the BC1A, BC1B and BC7 cells located on the right and are almost separate from the rest cells (Figure 3C, 5) . The overall heatmap indicates that the primary capsule ten contributes to the BC1B and BC3A cell recognition, and the 2D-TSNE plot of primary capsule ten shows that the BC1B and BC3A cell locate on the bottom and are almost separate from the rest cells (Figure 3C, 10) . The overall heatmap indicates that the primary fourteen contributes to the BC5D, BC5B and BC5A cell recognition, and the 2D-TSNE plot of primary capsule fourteen shows that the BC5D, BC5B and BC5A cells locate on the left and are almost separate from the rest cells (Figure 3C, 14) . The heatmap indicates that the primary capsule eleven contributes to the BC2, BC6, BC7, BC5A and RBC cell recognition, and the 2D-TSNE plot of primary capsule eleven shows that the BC2, BC6, BC7, BC5A and RBC cells are independently clustered for their own cell type and cells of other cell types are mixed together (Figure 3C, 11) . In hinton's paper, the dynamic routing made the CapsNet capable of recognizing multiple objects in an image even if the objects were overlapped, although the model was trained with the single non-overlapped objects in image [18] . We mimic the overlapped objects in an image by adding the gene expression of two cells with different ratio in single cell RNA-seq data. We want to test whether our model trained with non-mixed data could decouple the data which is a mixture of two different types of cells. The results show that our model could accomplish the cell type prediction of the mixture with high accuracy. As we expect, the more unequal the cell mixture is, the lower prediction accuracy the model could make (Table 1, 2) .
Although the overall prediction accuracies of our scCapsNets model are slightly lower than those of the comparison model, when we set a threshold to the results, we could easily find that the comparison model tends to give a lower probability as compared to scCapsNet. Under the same threshold, the percentage that the cells which output a score above this threshold by scCapsNet are obviously larger than the corresponding percentage of the comparison model (Table 1, 2 ).
Discussion
We To sum up, our scCapNet model could automatically extract features from data, and then use those extracted features to accomplish the cell type classification task and compute the exact contribution of each extracted feature to the type classification. Therefore, our scCapsNet model could potentially be used in the classification scenario where multiple information sources are available such as -omic datasets with data generated across different biological layers (e.g., transcriptomics, proteomics, metabolomics) [11] . By integrating the different information sources to classification, our scCapsNet model could provide the precise contribution of each information source. And it is seem that our scCapsNet model is more suitable for biological data than original CapsNet model.
In view of such high prediction accuracy to recognize mixed data, our Each output of the neural network is viewed as a primary capsule. The subsequent layer is directly adopted from CapsNet for classification.
Information flows from primary capsules to final layer type capsules.
Then the length of each type capsule represents the probability of input data belonging to the corresponding cell type. Tables Table 1: The performance of different models on the task of cell mixture types recognition for PBMC dataset. The threshold is set for the second largest score in the output of the model. The scCapsNet is our model, and NN is the comparison model which uses the fully connected neural networks to replace the capsule networks. The percentage is calculated by the number of the cells those are not filtered out by the threshold divided by the total number of cells. The accuracy is calculated among the cells that are not filtered out by the threshold. 
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