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Abstract
We presentan original methodfor tracking, in an im-
agesequence, complex objectswhich canbeapproximately
modeledbya polyhedral shape. Theapproach relieson the
estimationof the 2D object image motion along with the
computationof the 3D objectpose. Theproposedmethod
fulfills real-timeconstraints along with reliability and ro-
bustnessrequirements.Real tracking experimentsand re-
sultsconcerninga visualservoingpositioningtaskarepre-
sented.
1 Intr oduction
Most of the available tracking techniquescan be di-
vided into two main classes: feature-basedand model-
based. The former approachtracksfeaturessuchas geo-
metricalprimitives(points,segments,circles,  ), object
contours[1, 10], regionsof interest[8],  The latter ex-
plicitly usesamodelof thetrackedobjects.Thismodelcan
bea CAD model[4, 6, 13, 16, 14] or a 2D templateof the
object[12]. This secondclassof methodsusuallyprovides
with a morerobustsolution(for example,it cancopewith
partialocclusionof theobjects).Both approachesmayuse
Kalman filters to predict and estimatethe position of the
trackedprimitivesover time.
In ourcase,weaimatdesigningatrackingalgorithmful-
filling the following propertiesor constraints:it shouldbe
fastandrobust,it shouldnot requireany temporalevolution
model,it shouldnot involveany complex featureextraction
(suchascontourextraction).Therefore,we havedeveloped
amodel-based2D-3Dapproachthatreliesontheestimation
of the2D objectmotionandof the3D poseof theobject.It
suppliesafastandrobusttrackingof complex objectswhich
canbeapproximatelymodeledby apolyhedralshape.More
precisely, in a first step, the object imagemotion is rep-
resentedby a 2D affine motion model, and is estimated,
usinga robust statisticalmethod,from the computationof
thenormaldisplacementsevaluatedalongtheprojectedob-
jectmodelcontours.Thesenormaldisplacementsaredeter-
minedwith the algorithmdescribedin [3]. The 2D affine
motionmodeldoesnot alwaysmatchtherealdisplacement
of theobject.A secondstepthatconsistsin fitting thepro-
jectionof theobjectmodelon theintensitygradientsin the
imageis necessary. This is achievedusinganiterativemin-
imization of a non-linearenergy function with respectto
3D poseparameters.Themainadvantagesof this two-step
methodcanbesummarizedasfollows. The2D motiones-
timation stageallows us to handlelarge displacementsof
the object, and to avoid a predictionstep(that is often a
questionableissue).Theresultof this stageis exploited to
supplyan appropriateinitialization to the poseestimation.
Ourmodel-basedtrackingonly requiresacoarsecalibration
of thecameraandaroughmodelof theobject.Both2D mo-
tion estimationand3D poseestimationdo not involveedge
detection(we only considergray level images). Both are
robust to partial occlusionsof the object. Finally, we can
performreal-timetracking(currently, up to 10Hz on a PC
400MHz).
Oneof our goalsis to usethis tracker within visualser-
voing tasks.Visualservoing [9], thatconsistsin controlling
robotmotionwith respecto imageinformation,isnow used
in industrialenvironment. However, if mostof thecontrol
issuesarenow well known androbustcontrol laws canbe
definedto perform positioningtasks,efficient imagepro-
cessingtools seemto be oneof the main shortcomingsto
a wide useof thesetechniques.Indeed,to fit visualservo-
ing requirements,imagefeatureextractionmustbe robust,
accurate,and computedin real-time(at leastat the high-
estpossiblerate).Currenttechniquesexploitedin industrial
environmentusemarkedobjects.However, in orderto in-
creasethe versatility of visual servoing techniques,sucha
requirementmustbealleviated.We will seethat thedevel-
opedtracking algorithm is perfectly suitablefor position-
ing tasks. Thesesystemsare of interestfor the Research
andDevelopmentdivision of EdF(Électricit́edeFrance)to
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achieve maintenanceandmonitoringtasksin hostileenvi-
ronment(nuclearpower plant). The paperis organizedas
follows. Section2 describesthe2D motion-basedtracking
stagethat actsas an initialization to the 3D model-based
trackingpresentedin Section3. Experimentaltrackingre-
sultsandreal-timevisualservoingtasksarereportedin Sec-
tion 4.
2 Motion-basedtracking
We first considerthattheglobaltransformationbetween
two successive projectionsof theobjectin the imageplane
canberepresentedby a 2D affine motionmodel. Thegoal
of this first step is to estimatethe parametersof this 2D
transformationevenin presenceof large2D displacements
of theobjectimage.Contraryto usualKalmanfilter meth-
ods, this motion-basedmethoddoesnot requirethe intro-
ductionof a statemodelevolution (e.g., a constantvelocity
model),andconsequentlythe initialization of the variance
of thenoiseof thestateandmeasurementmodels.
2.1 Affine transformation model.
Let 
	     bea vectorformedby theim-
agecoordinates  of pointsalong the boundariesof the
objectmodelprojectionat time  . Theobjectimageshape   at time  will begivenby:   	 "!$#% '& (1)
where  ! is a2D affine transformationexpressedas:(*)  +   , 	 (.-  -0/-012-43 , (*) +  ,  (*576578 , 	:9;#<  &>=
(2)
with = 	 # -   -4/  - 1  - 3  576  5 8 &  ,   	 # )    +  &  ,   	?"!$#<  & , and9;#< & 	 (*) + @ @  @@ @ ) + @  ,
This transformationis linear wrt. = , and displacementA  #  & 	:   B   canbewrittenas:A  #<  & 	9;#  &>="C (3)
where = C 	 = B #'  @  @    @  @ &  .
Thepartof thetrackingalgorithmconcernedwith thees-
timationof the2D affine parametersis articulatedinto two
sub-steps. The first one computesnormal displacements
evaluatedalong the projection of the object model con-
toursusingtheso-calledMoving Edgesalgorithm(ME) [3],
while thesecondoneexploitsthisnormaldisplacementfield
to estimateD= C usinganextensionof therobustmultiresolu-
tion estimationtechniqueintroducedin [15]. We now de-
scribethesetwo sub-steps.
2.2 Computing normal displacements.
Oneof theadvantagesof theME methodis that it does
not requireany prior edgeextraction.We only manipulates
point coordinatesandimageintensities. Nevertheless,for
convenience,we will still usethe word “contour” to refer
to the list of tracked points. The ME algorithm can be
implementedwith convolution efficiency, and can lead to
real-timecomputation[3, 2]. We considera list EF of pix-
elsalongthe contourof theprojectionof theobjectmodel
(model fitting in the first image is performedin a semi-
automaticmode).Theprocessconsistsin searchingfor the
“correspondent”G   in imageH   of eachpoint G JI E  .
Wedeterminea1D searchinterval KMLON %P I  BRQ  Q TS in the
direction U of thenormalto thecontour(seeFigure1). For
eachpoint G  of thelist E  , andfor eachentireposition L"N 
lying in thedirection UWV (for computationalissue,UWV is the
closestdirection to U in the set K @X 'Y4Z X >[ @X  \ Z X S ), we
computea criterion correspondingto the squareroot of a
log-likelihoodratio ] N . This ratio is nothingbut the abso-
lutesumof theconvolutionvalues,computedat G  and LON  ,
usingapre-determinedmask̂`_ functionof theorientation
of thecontour.
New position G   is givenby:LONba 	 cedgfihjcMkNmlonqpsrt rMu ] N with ] N 	vMH wxzyW{<|~} ^`_FH  wxz~{ | } ^`_v
providing that ] Nba is greaterthana threshold . 7# & is the
neighborhoodof the consideredpixel. Then, pixel G  
givenby LONba is storedin E   .
     q
       4
4 >
Figure 1. Determiningpointpositionsin thenext im-
ageusingtheME algorithm
At this step,we have a list of  pixels aswell as their
displacementcomponentorthogonalto the object model
contour: #TG   Ao  & z¡ £¢q¢q¢ ¤ . This is performedfor eachnew
frame, it never requiresthe extraction of new contours.
Sinceit is a localapproach,it is robustto partialocclusions
of theobjectandto missingmeasurements.
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2.3 Affine transformation estimation.
Using #<G ¥ Ao  & ¦¡ £¢q¢q¢ ¤ , we can estimatethe 2D affine
transformation= C . Usingequation(3), wehave:A   	¨§ ª© #<G  & 	§  9;#TG  &>= C (4)
where §  is a unit vector orthogonalto the object model
contourat point G  . Relying on (4), we canusea robust
estimator(a M-estimator« ) to obtain D= C asfollows [15]:D="C 	cWd>f¬h­z®!~¯ ° z¡  «²± A   B §  9;#TG  &>="C³ (5)
This robust statisticalapproachenablesnot to be affected
by locally incorrectmeasures(dueto shadows, local miss-
matching,occlusions,etc.)
3 Model-basedtracking
Knowing the positions   of the projectionof the con-
toursof thetrackedobjectat time  andtheestimationD= C of
the2D globalaffinemotionparametersbetween and 4´ ,
weareableto computethepositionsof points    at time7 :    	 µ! #%  &
However, the 2D affine transformationcannotcompletely
accountfor the real transformationundergoneby the pro-
jection of the object(dueto perspective effects,important
rotations,non shallow environment),andafter a few iter-
ationstrackingmay fail. To alleviate this problemthe 2D
affinedisplacementmodelwasfirst augmentedwith 2D lo-
caldeformations[7]. However, whenaddinglocaldeforma-
tions,we cannotensure3D rigidity constraints.Moreover,
thiswashighly timeconsuming.Therefore,wepreferto ex-
ploit a roughCAD polyhedralmodelof theobject.Wehave
to find the3D rotationandthe3D translation(i.e., pose¶ )
thatmaptheobjectcoordinatesystemwith thecameraco-
ordinatesystem. Oncethe poseparametersare available,
we caneasilydeterminevisible and invisible facesof the
object,which is of particularinterestfor tracking.
A numberof methodsto computeperspective from N
pointshavebeenproposed.Weneedto estimatetheposeof
theobjectwrt. thecamerafrom thepositions   obtained
after the first stepof the algorithmdescribedin Section2.
We usethemethoddesignedby DementhonandDavis [5]
followed by Lowe’s method[14]. We thereforeget a first
estimateof theposeparameters¶      which hasto bestillupdatedto correspondaswell aspossibleto the real new
aspectof theobject.This furtherstepconsistsin fitting the
projectionof theobjectmodelon the intensitygradientsin
theimage.This is achievedusinganiterative minimization
wrt. ¶ of a non-linearenergy function using ¶      asini-
tialization.PoseparametersD¶ aregivenby:D¶·	cWd>f¬h­z®¸º¹ #»¶ & (6)
wheretheenergy function ¹ #%¶ & is definedas:¹ #»¶ & 	 B½¼¾¿JÀmÁ HmÂ ¿ xzÃ| #<7 & À A0Ä (7)
whereÅ ¸ representsthevisiblepartof the3D objectmodel
contoursfor the pose ¶ , and Á HmÂ ¿ xzÃ| denotingthe spatial
gradientof theintensityfunctionatimagepoint Æ ¸ # Ä & alongÆ ¸ #<Å ¸ & whereÆ ¸ is theperspectiveprojectionfunction.
The energy term definedin equation(7) is the simplest
solutionto this fitting problem. However, we may exploit
otheravailableinformationthanthenormof theimagegra-
dient. Indeed,whenprojectingtheobjectmodelfor agiven
pose ¶ , we areable to computethe expecteddirectionof
theprojectedcontourat a 2D site Ç.	ÈÆ ¸ # Ä & . If we denoteÉ aunit vectorcorrespondingto thisexpecteddirection,the
dot product Á H£ÊM É shouldbe equalto zero. Expressionof
theenergy functioncanthenbedefinedas:¹ #%¶ & 	 ¼ ¾ ¿ v Á H£ÊM É vÀÁ H Ê À / A0Ä (8)
wherewe only considerthesites Ç where ÀÁ HmÊ ÀOËÍÌ . This
energy expressiongives similar and even better results
within texturedenvironment.
The projectionfunction Æ ¸ dependson the camerain-
trinsic parametersÎ . Theminimizationof theenergy func-
tion (6) requiresthat the cameracalibration is available.
Nevertheless,a roughknowledgeof thecameraparameters
is sufficient. If calibrationis wrong, the resultingestima-
tion of ¶ will beobviouslybiased,but theprojectionof the
CAD modelin theimage,thatis of interesthere,is still cor-
rect.However, theseparameterscouldalsobeestimated(or
at leastupdated)on-line. In that case,the function to be
minimizedcanberewrittenasfollows:Ï D¶  DÎFÐÑ	cWd>f²h­¦®x ¸ t Ò | K ¹ #%¶  Î & S (9)
In the generalcase,we have 11 parametersto estimate(if
weconsidertheradialdistortion).In practice,wehaveonly
performedexperimentsdealingwith theon-lineestimation
of theradialdistortion.
Discretization issue. Discretizationof Å ¸ canbeconsid-
eredin differentways. If we considerÓJÔ visible contours
to bediscretizedinto ÓRÕ 2D sites Ç.	ÖÓ²Ô£Ó ÔÕ , equation(7)
canberewrittenas:¹ #%¶ & 	 B Ó²Ô×ÙØ° Ô ¡ ÚÛ Ó ÔÕ × ØÜ°Õ ¡  ÀÁ HmÊ ØÜ ÀbÝÞ (10)
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Wehavenow to determinethe Ó²ÔªßÓ ÔÕ 2D sitesÇ . Thefirst
approachis to discretizeeachcontourinto Ó ÔÕ sites Ä in the
3D space,andthen,to projectthesesitesin theimageplane
( Çà	Æ ¸ # Ä & ). Ç ÔÕ is thuscomputedas:Ç ÔÕ 	¨Æ ¸âá Ä Ôã åäÓ ÔÕ # Ä Ô  B Ä Ôã &æ  ä 	 @ >Ó ÔÕ (11)
where
Ä Ôã and Ä Ô  arethe two 3D extremitiesof the contourç . A secondapproachcanbeconsidered.Thediscretization
canbe performedafter the projectionof the extremitiesof
thevisible objectcontourin the image.Indeed,asthecon-
sideredobjectsarepolyhedral,the projectionof their con-
toursarealsosegmentsand Ç ÔÕ canbecomputedas:Ç ÔÕ 	 Æ ¸ # Ä Ôã &  äÓ ÔÕ #<Æ ¸ # Ä Ô  & B Æ ¸ # Ä Ôã &'&  ä 	 @ 'Ó ÔÕ	 Ç Ôã 2äÓ ÔÕ #Ç Ô B Ç Ôã &
This discretizationdoesnot includethedistortionterm,but
knowing èêé , thecorrectpositionof thepointscanbe eas-
ily computed. Thesetwo approachesare similar in term
of complexity whendistortionis significant,but thesecond
oneavoids a discretizationstepin 3D. However, whenwe
do not considerradial distortion,the latter approachis in-
deedmoreefficient,sincewe performonly two projections
persegmentwhile theformerimplies Ó ÔÕ projections.Fur-
thermore,thereexistsefficientalgorithmsto computeall the
pixels attachedto a given segment(e.g., usingBresenham
algorithm).
Optimization algorithm. An important issue in this
problem is the optimization procedure. Indeed, equa-
tions (7) and(8) arenon linear, andinvolve numerouslo-
cal minima. To solve this issuewe resort to an explicit
discretesearchalgorithm. GeneralizedHough transform
consistingin building a cumulative histogramin the pose
spacepresentstwo mainproblemswhich arethesizeof the
posespace( H ëRì ) and the presenceof falsepeaks. There-
fore,we haveconsidereda recursivesearchalgorithm.The
methodis inspiredfrom an algorithm proposedfor a fast
block matchingalgorithm[11]. First, íÑ#Tî & is minimized
usinglargevariationstepsof theparameters.Whenthecur-
rentminimumis found,theprocessis iteratedwith smaller
variationstepsaroundthis value. In practice,theinitial so-
lution ¶      is a proper initialization of this searchalgo-rithm. Therefore,we canboundthesearchspace.It allows
thealgorithmto convergevery quickly towardanappropri-
ateminimum.
4 Experimental results
Experimentsreportedhereafter mainly involve various
objects.Theseobjectshave beenchosensincethey canbe
a b c
Figure 2. Objectof interest: thenut,(a) approximate
CADmodelof thenut,(b) intensitygradientsin a typ-
ical image of the sequence, (c) normal displacement
vectorsusedto computethe2D affinemotionmodel
consideredasquiterepresentative for theapplicationsEDF
is interestedin. Indeed,disassemblyandmonitoringtasks
arevery importantin thenuclearpowerplantcontext.
4.1 Nut tracking
Let uspoint out that thetrackingof thenut silhouettein
the imagemustdealwith low intensitycontrast(as it can
beseenin theintensitygradientimageof Figure2.b),pres-
enceof castshadows, mirror specularities, Moreover,
thenut is not exactly polyhedral,sinceit presentsno phys-
ically preciselydefinedridges. Cameracalibrationis not
preciselyknown. Despitethesedifficulties, the proposed
methodhave provenits efficiency to trackthis objectalong
long imagesequences.All the imageshave beenacquired
on our roboticstestbed(they have beenprocessedoff-line
for resultspresentedin Section4.1and4.2,andon-linefor
visualservoing resultspresentedin Section4.4).
a
b
Figure 3. Nut tracking: (a) tracking with only 2D
motionestimation,(b) tracking with both2D motion
estimationand3D posecomputation
Figure3 containsresultsof thetrackingof thenut along
asequenceof 44 images.Figure3.ashowstheresultsof the
trackingif weconsideronly the2D motionestimationstep.
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a
b
c
Figure 4. Successfulnut tracking experimentsfea-
turing variousdifficulties(seetext for details)
In that case,tracking is performedat video rate (25Hz).
However, afterafew images,thealgorithmis nolongerable
to track accuratelythe objectshape.The failure is mainly
dueto the fact thata 2D affine motionmodelcannotcom-
pletely accountfor the projectionof the 3D motion of the
object. Figure3.b reportsthe resultsof the trackingusing
both 2D motion estimationand3D posecomputation. In
thatcase,trackingis performedat 10 Hz on a PC400Mhz
underLinux OS.
We have alsovalidatedthe performanceof the tracking
algorithm in the presenceof various difficulties. In the
experimentof Figure 4.a, a cameramotion is performed
aroundthe + axis1. A faceof the nut appearswhile an-
otherdisappears.In Figure 4.b, the main difficulty is the
very importantrotationaroundthe
)
axis.Furthermore,the
illuminationconditionsarenotconstantalongthesequence.
In Figure4.c,thedifficultieslie in theocclusionsof thenut.
In Figure 7.d, the nut is tracked within a highly textured
environmentduringa visualservoing experiment(seesub-
section4.4).
4.2 Tracking a serial connector
Wehaveevaluatedour trackingalgorithmonastill more
complex object. In the experimentsreportedin Figure 5,
we considera serialport connectorplacedon a newspaper
forming a “cluttered” background.We only built a rough
1 ï axis follows the optical axis, while ð axis is parallel to the image
rows and ñ axisis parallelto imagecolumns.
Figure 6. Boxtracking: Distortion is veryimportant
dueto theuseof a 3.5mmlens
approximatemodel.Here,wehavealsoto dealwith low in-
tensitygradientimages,specularities,andno preciselyde-
finedcontours.Theserialconnectoris successfullytracked
overa 170framesimagesequence.Thecameraperformsa
largedisplacementaroundthe object. A faceof the object
appearswhile anotherdisappears.Tracking is performed
at 3 Hz (this lower processingrate is mainly due to a the
modelof theobjectcomprisingmorecontoursandleading
to ahighernumberof sitesÇ in theevaluationof theenergy
function).
4.3 On-line estimation of radial distortion
We havealsotried to estimateon-linetheradiallensdis-
tortion. We have considereda simple object (a box) and
a camerawith an importantdistortion(in that casethe fo-
cal lens of the camerawas 3.5mm) with initial value set
to 0 (seeFigure6). We estimateon-line the distortion. It
decreasestoward the truevaluewhentheobjectprojection
movestowardtheimageborder(sinceabetterestimationof
thisparameteris thenrequired).In thatcase,thetrackingis
performedat 1 Hz.
4.4 Visual servoing experiments
Image-basedvisualservoingconsistsin specifyingatask
asthe regulationin the imageof a setof visual featuresò
thathave to matchadesiredvalue òRó [9].
We haveconductedexperimentsdealingwith aposition-
ing taskwrt. thenut. In thatcase,visual featuresarethe
)
and + coordinatesof six pointsof theupperfaceof thenut.
The completeimplementationof the visual servoing task,
including trackingandcontrol, hasbeencarriedout on an
experimentaltestbedinvolving a CCD cameramountedon
the endeffector of a six d.o.f cartesianrobot. Trackingis
performedat 3Hzon a SunUltra-Sparc1 (170Mhz).
Figure7a containssomeof the imagesdeliveredby the
cameraduring the positioningtask. The currentpolygo-
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Figure 5. Tracking a connectoron a newspaperbackground
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Figure 7. Positioningon thenut by visualservoing:
(a) images15, 50 and 95, (b) temporal variation of
thepositionof thecontrol pointsin theimage, (c) er-
ror betweencurrentanddesiredpositionsof thecon-
trol pointsconsideredin thespecificationof thetask,
(d)anothertrackingexperimentwith a highlytextured
environment
nalobjectmodelcontours,depictingthetrackingof thenut
projectionin theimage,andthedesiredfinal onearedrawn
over the image.Figure7b shows theapparentrajectoryin
the imageplaneof points ò during theachievementof the
task.Figure7.cpresentsthetemporalevolutionof theerror#<ò B òRó & . This demonstratesthestability andtheconver-
genceof thecontrollaw. Theerroroneachcoordinateof the
six pointsspecifyingthetaskconvergesto zero. Thenoise
in theplotsaremainlydueto thefactthatimageprocessing
is performedonly at3 Hz.
Robustness. To prove the robustnessof our algorithm
we put the nut on a highly texturedenvironment(seeFig-
ure 7.d). As in the previous experiments,our trackingal-
gorithmcoupledwith thevisualservoing schemecorrectly
achievedthepositioningtaskwrt. theobject.Otherexperi-
mentshavebeencarriedoutusingamicro-manipulationde-
viceasobjectof interest(seeFigure8). Multiple occlusions
by varioustoolshave beenimposedduring thepositioning
task.
Accuracy. As the applicationof this positioningtask is
grasping,repeatabilityis very important. The final posi-
tion of the object in the imagemust be accurateenough
and,in orderto achieve thegraspingtask,thefinal 3D po-
sition of the robot end-efector hasalso to be consistent.
The accuracy (standarddeviation) of positioningtaskwrt.
thenut wascomputedfrom 40 experimentsusingtherobot
odometry(which is veryprecise).Weobtainanaccuracy of
lessthat ô @ öõ mmin translationand ô @ ¦Mõ A ç÷ in rotation,
while theobjectis locatedat Y @jø£ù from thecamera.The
meanerror vMò B òRóv is lessthan@  ú pixelswith astandard
deviationof 0.3pixels.
4.5 Initialization of the tracking in the first image
In thecurrentversionof thesystemdescribedin this pa-
per, initialization of the trackingin the very first imageof
thesequenceis performedpartlymanually. Thismeansthat
the userhasto click at leastfour pointson both the initial
imageandtheCAD modelof theobject.A completelyauto-
maticobjectlocalizationprocedurecouldbe implemented,
but this is outsidethe trackingissueconsideredin this pa-
per. Let usfinally notethat,if theuserclicksaminimumof
six points,a full cameracalibrationcanbeperformed.The
obtainedintrinsic parameterscanbeusedafterwardsin the
posecomputationalgorithm.
5 Conclusion
We havepresentedanoriginalmethodfor trackingcom-
plex objectsin animagesequenceat a high processingrate
(but notyetexactlyvideorate).Thetrackingis basedonthe
estimation,betweentwo successive images,of a 2D global
affinetransformationandthecomputationof theobjectpose
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Figure 8. Positioningwrt. a micro-manipulationdevice(initial, middleandfinal position),desiredpositionappears
in dark lines.
formulatedasanenergy minimizationprocess.To perform
this last step,an approximatepolyhedralmodelof the ob-
ject is sufficient. Appearanceanddisappearanceof hidden
facesof theobjectcanbestraightforwardly handled.Both
stepsof the trackingalgorithmarerobust to partial occlu-
sions. The direct extensionto non polyhedralobject can
be consideredprovided a 3D descriptionof the object is
available. This tracking algorithm allows us to carry out
avisualservoingtaskof positioningwith respecto realob-
jects(withoutany landmarks)in complex situations.Visual
servoing is not theonly applicationof this original andef-
ficient trackingmethod.Indeed,if we areableto achievea
2D tracking,wecanalsorecoverapreciseestimationof the
positionof thecamerawrt. theobjectif thecamerais well
calibrated,andthenwecanalsoperformareal3D tracking.
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