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Abstract
In this paper, we develop a quantified propositional proof systems
that corresponds to logarithmic-space reasoning. We begin by defining a
class ΣCNF (2) of quantified formulas that can be evaluated in log space.
Then our new proof system GL∗ is defined as G∗1 with cuts restricted to
ΣCNF (2) formulas and no cut formula that is not quantifier free contains
a free variable that does not appear in the final formula.
To show that GL∗ is strong enough to capture log space reason-
ing, we translate theorems of V L into a family of tautologies that have
polynomial-size GL∗ proofs. V L is a theory of bounded arithmetic that
is known to correspond to logarithmic-space reasoning. To do the trans-
lation, we find an appropriate axiomatization of V L, and put V L proofs
into a new normal form.
To show that GL∗ is not too strong, we prove the soundness of GL∗
in such a way that it can be formalized in V L. This is done by giving a
logarithmic-space algorithm that witnesses GL∗ proofs.
1 Introduction
Recently there has been a significant amount of research looking into the
connection between computational complexity, bounded arithmetic, and
propositional proof complexity. A recent survey on this topic can be found
at [6]. The idea is that there is a hierarchy of complexity classes
AC0 ( TC0 ⊆ NC1 ⊆ L ⊆ NL ⊆ P.
The first class is the set of problems that can be solved by uniform,
polynomial-size, constant depth circuits. This class is important because
it can be shown that PARITY cannot be solved in AC0. In fact, problems
that involve counting cannot be solved in AC0. The second class is TC0.
This set of problems is the same as AC0 except that TC0 circuits can
use counting gates. The class NC1 is the set of problems that can be
solved using polynomial-size, logarithmic-depth circuits. This class can
be thought of as the set of problems that can be solved very quickly when
work is done in parallel. Evaluating boolean formulas is complete for this
class. The class L is the set of problems that can be solved in logarithmic
space on a Turing machine. The class NL is the set of problems that can
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be solved in logarithmic space on a non-deterministic Turing machine.
The reachability problem for directed graphs is complete for this class.
The sequence finishes with P , the set of problems that can be solved in
polynomial time on a deterministic Turing machine. Except for the first
inclusion, is it unknown if any of these inclusions are proper.
Each of these complexity classes has a corresponding theory of arith-
metic: V 0, V TC0, V NC1, V L, V NL, and TV 0, respectively. Each of these
theories can prove that the functions in their corresponding complexity
class are total. As a consequence, any information we can obtain about
the theory tells us something about the complexity class and vice versa.
There is also a connection with propositional proof complexity. Some
of the theories mentioned above have a corresponding propositional proof
system. As before, information about the proof systems tells us about
the corresponding theory and complexity class. In this paper, we explore
the proof systems. The goal is to try to understand how the strength of
a proof system is affected by different restrictions.
Our focus will be on quantified propositional proof systems, but, to ex-
plain our method, we will use quantifier-free propositional proof systems.
Start with a Frege proof system, sometimes called Hilbert Style Systems.
These systems are described in standard logic text books. A Frege proof
is a series of propositional formulas where each formula is an axiom or
can be inferred from previous formulas using one of the rules of inference.
There are two common ways of restricting this proof system. The first is
to restrict all of the formulas in the proof. For example, one definition of
bounded-depth Frege is to restrict every formula in the proof to formulas
with a constant depth. This worked, but, if a proof system is defined
this way, then there are formulas that cannot be proved simply because
they are not allowed to appear in the proof. For example, bounded-depth
Frege with formulas of depth d cannot prove any formula of depth d+ 1.
The other method is to restrict the formulas on which certain rules can
be applied. This solves the problem of the first method and led to other
definitions of bounded-depth Frege.
In this paper, we will look at restricting the cut rule in the tree-like
sequent calculus for quantified propositional formulas. This systems is
known as G∗. The cut rule derives Γ −→ ∆ from A,Γ −→ ∆ and Γ −→
∆, A. In G∗, A can be any quantified propositional formulas. The proof
system G∗0 is defined by restricting A to quantifier-free formulas. If we are
given a G∗0 proof of a Σ
q
1 formula (∃~zB(~z), where B is quantifier-free), then
we can find a witness for existential quantifiers in this formula in uniform
NC1; moreover, this problem is complete for this class. The complexity
class NC1 is the set of problems that can be solved by polynomial-size,
logarithmic-depth circuits with fan-in 2. The interesting observation is
that evaluating quantifier-free formulas is also complete for NC1. It is also
possible to connect G∗0 to NC
1 indirectly through bounded arithmetic.
There is a theory of arithmetic V NC1 that is known to correspond to
NC1 reasoning. Given a V NC1 proof of a bounded formula it is possible
to translate the proof into a family of polynomial-size G∗0 proofs. This
tells us that the reasoning power of G∗0 is at least as strong as that of
V NC1 [5]. In the other direction, V NC1 can prove that G∗0 is sound
when proving Σq1 formulas. This means that, when proving Σ
q
1 formulas,
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the reasoning power of G∗0 is not stronger than that of V NC
1. So we say
that G∗0 corresponds to NC
1 reasoning.
As well, if we restrict cut formulas to constant-depth, quantifier-free
formulas, we get a proof system that corresponds to AC0 reasoning.
The complexity class AC0 is the set of problems that can be solved by
polynomial-size, constant-depth circuits with unbounded fan-in. Again,
evaluating constant-depth formulas is complete for AC0. We should note
we are talking about the proofs of quantifier-free formulas.
This gives us two proof systems whose reasoning power is the same as
the complexity of evaluating their cut formulas. This raises the question
of whether or not this holds in general. The quick answer is no. A counter-
example is G∗1. Evaluating Σ
q
1 formulas is complete for NP , but the Σ
q
1
witnessing problem for G∗1 is complete for P [8]. Another counter-example
is GPV ∗, where cut formulas are quantifier-free or formulas of the form
∃x[x ↔ A], where A is a quantifier-free formula that does not mention
x. Evaluating a cut formula for GPV ∗ is complete for NC1, but the
witnessing problem is complete for P [14].
In this paper, we define a new proof system GL∗ that corresponds to
L reasoning. The complexity class L is the set of problems that can be
solved on a Turing Machine with a read-only input tape and a work tape
where the space used on the work tape is proportional to the logarithm
of the size of the input. Our proof system GL∗ is defined by restricting
cuts to ΣCNF (2) formulas, a set of formulas for which the evaluation
problem is complete for L. However, that is not enough. We also restrict
the free variables that appear in cut formulas with quantifiers to variables
that appear free in the final sequent. We then prove this proof system
corresponds to L reasoning by connecting it with a theory of arithmetic
that is known to correspond to L reasoning. This definition is meant to
demonstrate that the strength of a proof system is not related to the diffi-
culty of evaluating a single cut formula in the proof, but to the complexity
of witnessing the eigenvariables in the proof.
In Section 2, we give definitions of the important concepts. In partic-
ular, we define two-sorted computational complexity and bounded arith-
metic. As well, we define the standard proof systems and explain the
connection between proof systems and theories of bounded arithmetic in
more detail. In Section 3, we define GL∗. This includes the definition of
the ΣCNF (2) formulas. In Section 4, we change the theory V L and prove
a normal-form that is necessary for our results. This is the most technical
section in the paper. In Section 5, we prove the translation theorem. In
Section 6, we prove that GL∗ is sound in the theory. This includes an
algorithm to evaluate ΣCNF (2) formulas in L.
This paper is an expanded version of the author’s earlier paper [13].
2 Basic Definitions And Notation
2.1 Two-Sorted Computational Complexity
In this paper, we use two-sorted computational complexity. The two sorts
are numbers and binary strings (aka finite sets). The numbers are intended
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to range over the natural numbers and will be denoted by lower-case
letters. For example, i, j, x, y, and z will often be used for number
variables; r, s, and t will be used for number terms; and f , g and h will
be used for functions that return numbers. The strings are intended to
be finite strings over {0, 1} with leading 0 removed. Since the strings are
finite, they can be thought of as sets where the ith bit is 1 if i is in the
set. The strings will be denoted by upper- case letters. The letters X,Y ,
and Z will often be used for string variables.
We focus on the complexity class L. Let R(~x, ~X) be a relation. If we
are going to solve this relation on a Turing Machine M , then the input to
M will be ~x in unary and ~X as a series of binary strings. So the size of
the input is ~x+ | ~X|. We say R is in L if R can be decided by a two-tape
Turing Machine such that one tape is a read-only input tape, and less
than O(log(~x+ | ~X |)) squares are visited on the other tape.
For functions, we say a number function f(~x, ~X) is in FL if there is a
polynomial p such that f(~x, ~X) < p(~x, | ~X|), and the relation f(~x, ~X) = y
is in L. A string function F (~x, ~X) is in FL if the size of F (~x, ~X) is bounded
by a polynomial and if the relation
R(i, ~x, ~X)↔ the ith bit of F (~x, ~X) is 1
is in L. This is equivalent to defining FL using a three-tape Turing
Machine with a write-only output tape.
2.2 Two-Sorted Bounded Arithmetic
Besides two-sorted computational complexity, we also use the two-sorted
bounded arithmetic. The sorts are the same. This notation was base on
the work of Zambella in [15], but we follow the presentation of Cook and
Nguyen from [4, 6].
The base language is
L2A = {0, 1,+,×, <,=,=2,∈, ||} .
The constants 0 and 1 are number constants. The functions + and ×
take two numbers as input and return a number–the intended meanings
are the obvious ones. The language also includes two binary predicates
that take two numbers: < and =. The predicate =2 is meant to be
equality between strings, instead of numbers. In practice, the 2 will not
be written because which equality is meant is obvious from the context.
The membership predicate ∈ takes a number i and a string X. It is
meant to be true if the ith bit of X is 1 (or i is in the set X). This will
also be written as X(i). The final function |X| takes a string as input
and returns a number. It is intended to be the number of bits needed to
write X when leading zeros are removed (or the least upper bound of the
set X). The set of axioms 2BASIC is the set of defining axioms for L2A.
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B1. x+ 1 6= 0 B7. x ≤ x+ y
B2. x+ 1 = y + 1 ⊃ x = y B8. (x ≤ y ∧ y ≤ x) ⊃ x = y
B3. x+ 0 = x B9. 0 ≤ x
B4. x+ (y + 1) = (x+ y) + 1 B10. x ≤ y ∨ y ≤ x
B5. x× 0 = 0 B11. x ≤ y ↔ x < y + 1
B6. x× (y + 1) = (x× y) + x B12. x 6= 0 ⊃ ∃y ≤ x(y + 1 = x)
L1. X(y) ⊃ y < |X| L2. y + 1 = |X| ⊃ X(y)
SE. X = Y ↔ [|X| = |Y | ∧ ∀i < |X|(X(i)↔ Y (i))]
We use ∃X < b φ as shorthand for ∃X[(|X| < b) ∧ φ]. The shorthand
∀X < b φ means ∀X[(|X| < b) ⊃ φ]. The set ΣB0 = Π
B
0 is the set
of formulas whose only quantifiers are bounded number quantifiers. For
i > 0, the set ΣBi is the set of formulas of the form ∃ ~X < ~tφ where φ is
a ΠBi−1 formula. For i > 0, the set Π
B
i is the set of formulas of the form
∀ ~X < ~tφ where φ is a ΣBi−1 formula.
Now we can define two important axiom schemes:
Φ-COMP: ∃X ≤ b∀i < b[X(i)↔ φ(i)],
Φ-IND: [φ(0) ∧ ∀x < b[φ(x) ⊃ φ(x+ 1)]] ⊃ φ(b)
where Φ is a set of formula and φ(i) ∈ Φ, and, for ΣBi -COMP, φ does not
contain X, but may contain other free variables.
We can now define the base theory.
Definition 2.1. The theory V 0 is axiomatized by the 2BASIC axioms
plus ΣB0 -COMP.
It is possible to show that V 0 proves ΣB0 -IND (Corollary [6]). This
theory is typically viewed at the theory that corresponds to AC0 reason-
ing.
From time to time, we will use functions symbols that are not in L2A.
The first is X(i, j) ≡ X(〈i, j〉), where 〈i, j〉 = (i + j)(i + j + 1) + 2j is
the pairing function. It can be thought of as a two dimensional array of
bits. The second is the row function. The notation we use is X [i]. This
functions returns the ith row of the two dimensional array X. In the same
way, we can also describe three dimensional arrays. We also want to pair
string. So if X = 〈Y1, Y2〉, then X
[0] = Y1 and X
[1] = Y2. Note that,
if we add these functions with their ΣB0 defining axioms to any theory T
extending V 0, we get a conservative extension. They can also be used
in the induction axioms [4]. This means that, if there is a T proof of a
formula that uses these functions, there is a T proof of the same formula
that does not use these functions.
To get a theory that corresponds to L reasoning, we add an axiom that
says there is an output to a function that is complete for L with respect
to AC0 reductions. This is a specific example of the method used in [4]
to construct a theory for a given complexity class. The theory we define
is ΣB0 -rec from [16], but we will call it V L. The complete function we use
is: Given a graph with edge relation φ(i, j) and nodes {0, . . . , a}, where
every vertex in the graph has out-degree at least 1, find a path of length
b. This is expressed using the ΣB0 -rec axiom:
∀x ≤ a∃y ≤ aφ(x, y) ⊃ ∃Z,∀w ≤ bφ(f(a,w, Z), f(a,w + 1, Z)) (ΣB0 -rec)
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where f(a,w, Z) = min
x
(Z(w, x) ∨ x = a) and φ is a ΣB0 formula. The
idea is that the function f(a,w, Z) extracts the wth node in the path that
Z encodes.
Definition 2.2. The theory V L is the theory axiomatized by V 0 plus
ΣB0 -rec.
The ΣB0 -rec axiom has the disadvantage that the path can start at any
node. However, as Zambella pointed out in [16], to is possible to prove
that there is a path of length b starting at a particular node a.
Lemma 2.3. Let E be the edge relation for a directed graph on the nodes
{0, . . . , n− 1}. Then for all a < n and b, V L proves, if ∀i < n∃j <
n E(i, j), then there is a path of length b starting at node a.
Proof. Define φ(〈w, i〉, 〈w′, j〉) as
φ(〈w, i〉, 〈w′, j〉) ≡ (w′ = w+1 mod b+1)∧(w′ 6= 0 ⊃ E(i, j))∧(w′ = 0 ⊃ j = a).
Take a path of length 2b in the graph of φ. At some point in the first half
of that path, the path passes through the node 〈0, a〉. Starting from there
we can extract a path of length b in E that starts at node a.
2.3 A Universal Theory For L Reasoning
Another way to get a theory for L is to define a universal theory with a
language that contains a function symbol for every function in FL. Then,
we get a theory for L by taking the defining axioms for these functions.
This is the idea behind other universal theories like PV and V 0. In our
case, we characterize the FL functions using Lind’s characterization [10]
adjusted for the two-sort setting.
In the next definition, we define the set of function symbols in LFL
and give their intended meaning.
Definition 2.4. The language LFL is the smallest language satisfying
1. L2A∪{pd,min} is a subset of LFL and have defining axioms 2BASIC,
and the axioms
pd(0) = 0 (2.1)
pd(x+ 1) = x (2.2)
min(x, y) = z ↔ (z = x ∧ x ≤ y) ∨ (z = y ∧ y ≤ x) (2.3)
2. For every open formula α(i, ~x, ~X) over LFL and term t(~x, ~X) over
L2A, there is a string function Fα,t in LFL with bit defining axiom
Fα,t(~x, ~X)(i)↔ i < t(~x, ~X) ∧ α(i, ~x, ~X) (2.4)
3. For every open formula α(z, ~x, ~X) over LFL and term t(~x, ~X) over
L2A, there is a number function fα,t in LFL with defining axioms
fα,t(~x, ~X) ≤ t(~x, ~X) (2.5)
z < t(~x, ~X) ∧ α(z, ~x, ~X) ⊃ α(fα,t(~x, ~X), ~x, ~X) (2.6)
z < fα,t(~x, ~X) ⊃ ¬α(z, ~x, ~X) (2.7)
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4. For all number functions g(~x, ~X) and h(p, y, ~x, ~X) in LFL and term
t(y, ~x, ~X) over L2A, there is a number function fg,h,t(y, ~x, ~X) with
defining axioms
fg,h,t(0, ~x, ~X) = min(g(~x, ~X), t(~x, ~X)) (2.8)
fg,h,t(y + 1, ~x, ~X) = min(h(f(y, ~x, ~X, y, ~x, ~X)), t(~x, ~X)) (2.9)
The last scheme is called p-bounded number recursion. The p-bounded
number recursion is equivalent to the log-bounded string recursion given
in [10]. The other schemes come from the definition of LFAC0 in [4].
It is not difficult to see every function in LFL is in FL. The only
point we should note is that the intermediate values in the recursion are
bounded by a polynomial in the size of the input. This means, if we store
intermediate values in binary, the space used is bounded by the log of the
size of the input. So the recursion can be simulated in L. To show that
every FL function has a corresponding function symbol in LFL, note that
the p-bounded number recursion can be used to traverse a graph where
every node has out-degree at most one.
Definition 2.5. V L is the theory over the language LFL with B1-B11,
SE, plus 2.1; 2.2; 2.3; axiom 2.4 for each string function Fα,t in LFL;
axioms 2.5, 2.6, and 2.7 for each number function fα,t in LFL; and axioms
2.8 and 2.9 for each number function fg,h,t in LFL.
An open(L) formula is a formula over the language L that does not
have any quantifiers.
The important part of this theory is that it really is a universal version
of V L.
Theorem 2.6. V L is a conservative extension of V L.
Proof. First to prove that V L is an extension of V L. All that is required
is to prove the ΣB0 -COMP and Σ
B
0 -rec axioms. To prove Σ
B
0 -COMP, note
that every ΣB0 formula φ is equivalent to an open formula φ
′. For example,
V L ⊢ ∃z < bψ(z, ~x, ~X)↔ ψ(fψ,b(~x, ~X), ~x, ~X)
when ψ is an open formula. Then the function Fφ′,t is the witness for
∃Z ≤ t∀i < t[Z(i)↔ φ(i)].
To prove the ΣB0 -rec axiom, we can define a function f(i, a, E) that re-
turns the ith node in the path the axiom says exists. The function f can
be defined using p-bounded number recursion. From there, a function
witnessing the ΣB0 -rec axiom can be defined.
To prove that the extension is conservative, we show how to take any
model M of V L and find an expansion that is a model of V L. The idea is
to expand the model one function at a time. We can order the functions in
LFL such that each function is defined in terms of the previous functions.
Let Li be the language L
2
A plus the first i functions in LFL. Let Mi be
the model obtained by expandingM to the functions in Li. We will show
that the model M∞ =
S
Mi is a model V L. A similar proof can be found
in Chapter 9 of [6] and we will not repeat it here.
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2.4 Quantified Propositional Calculus
We are also interested in quantified propositional proof systems. The
proof systems we use were originally defined in [9], and then they were
redefined in [5, 11], which is the presentation we follow.
The set of connectives are {∧,∨,¬,∃,∀,⊤,⊥}, where ⊤ and ⊥ are
constants for true and false, respectively. Formulas are built using these
connectives in the usual way. We will often refer to formulas by the
number of quantifier alternations.
Definition 2.7. The set of formulas Σq0 = Π
q
0 is the set of quantifier-free
propositional formulas. For i > 0, the set of Σqi (Π
q
i ) formulas is the
smallest set of formulas that contains Πqi−1 (Σ
q
i−1) and is closed under
∧, ∨, existential (universal) quantification, and if A ∈ Πqi (A ∈ Σ
q
i ) then
¬A ∈ Σqi (¬A ∈ Π
q
i ).
The first proof system, from which all others will be defined, is the
proof system G. This proof system is a sequent calculus based on Gentzen’s
system LK. The system G is essentially the DAG-like, propositional ver-
sion of LK. We will not give all of the rules, but will mention a few of
special interest.
The cut rule is
A,Γ −→ ∆ Γ −→ ∆, A
cut
Γ −→ ∆
In this rule, we call A the cut formula. There are also four rules that
introduce quantifiers:
A(x),Γ −→ ∆
∃-left
∃zA(z),Γ −→ ∆
Γ −→ ∆, A(B)
∃-right
Γ −→ ∆,∃zA(z)
Γ −→ ∆, A(x)
∀-left
Γ −→ ∆,∀zA(z)
A(B),Γ −→ ∆
∀-right
∀zA(z),Γ −→ ∆
These rules have conditions on them. In ∃-left and ∀-right, the variable
x must not appear in the bottom sequent. In these rules, x is called the
eigenvariable. In the other two rules, the formula B must be a Σq0 formula,
and no variable that appears free in B can be bound in A(x).
The initial sequents of G are sequents of the form −→ ⊤, ⊥ −→, or
x −→ x, where x is any propositional variable. A G proof is a series
of sequents such that each sequent is either an initial sequent or can be
derived from previous sequents using one of the rules of inference. The
proof system Gi is G with cut formulas restricted to Σ
q
i formulas.
We define G∗ as the treelike version of G. So, a G∗ proof is a G proof
where each sequent in used as an upper sequent in an inference at most
once. A G∗i proof is a G
∗ proof in which cut formulas are prenex Σqi . In
[11], it was shown that, for treelike proofs, it did not matter if the cut
formulas in G∗i were prenex or not. So when we construct G
∗
i proofs, the
cut formulas will not always be prenex, but that does not matter.
To make proofs simpler, we assume that all treelike proofs are in free-
variable normal form.
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Definition 2.8. A parameter variable for a G∗i proof π is a variable that
appears free in the final sequent of π. A proof π is in free-variable normal
form if (1) every non-parameter variable is used as an eigenvariable exactly
once in π, and (2) parameter variables are not used as eigenvariables.
Note that, if a proof is treelike, we can always put it in free-variable
normal form by simply renaming variables. In fact, V PV proves that
every treelike proof can be put in free-variable normal form.
A useful property of these proof systems is the subformula property. It
can be shown in V L that every formula in a G∗i proof is an ancestor (and
therefore a subformula) of a cut formula or a formula in the final sequent.
This is useful because it tells us that any non-Σqi formula in a G
∗
i proof
must be an ancestor of a final formula.
2.5 Truth Definitions
In order to reason about the proof systems in the theories, we must be
able to reason about quantified propositional formulas. We follow the
presentation in [8, 9, 5].
Formally formulas will be coded as strings, but we will not distinguish
between a formula and its encoding. So if F is a formula, we will use F as
the string encoding the formula as well. The method of coding a formula
can be found in [5].
In this paper, we are only interested in Σq0 formulas and prenex Σ
q
1
formulas. For Σq0 formulas, we are able to give an Σ
B
0 (LFL) functions
that evaluates the formula. This formula will be referred to using A |=0
F , where A is an assignment and F is a formula. We leave the precise
definition to the readers.
Given a prenex Σq1 formula F , the truth definition is a formula that
says there is an assignment to the quantified variables that satisfies the
Σq0 part of the formula. This formula will be referred to as A |=1 F .
Valid formulas (or tautologies) are defined as
TAUTi(F ) ≡ ∀A, (“A is an assignment to the variables of F” ⊃ A |=i F )
This truth definition can be extended to define the truth of a sequent.
So, if Γ −→ ∆ is a sequent of Σqi ∪Π
q
i formulas, then
(A |=i Γ −→ ∆) ≡“there exists a formula in Γ that A does not satisfy”
∨ “there exists a formula in ∆ that A satisfies”
Another important formula we will use is the reflection principle for a
proof system. We define the Σqi reflection principle for a proof system P
as
Σqi -RFN(P ) ≡ ∀F∀π, (“π is a P proof of F” ∧ F ∈ Σ
q
i ) ⊃ TAUTi(F )
This formula essentially says that, if there exists a P proof of a Σqi formula
F , then F is valid. Another way of putting it is to say that P is sound
when proving Σqi formulas.
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2.6 Propositional Translations
There is a close connection between the theory V i and the proof system
G∗i . You can think ofG
∗
i as the non-uniform version of V
i. This idea might
not make much sense at first until you realize you can translate a V i proof
into a polynomial-size family of G∗i proofs. The translation that we use
is described in [4, 5]. It is a modification of the Paris-Wilkie translation
[12]. Given a ΣBi formula φ(~x, ~X) over the language L
2
A, we want to
translate it into a family of propositional formulas ||φ(~x, ~X)||[~m;~n], where
the size of the formulas is bounded by a polynomial in ~m and ~n. The
formula ||φ(~x, ~X)||[~m;~n] is meant to be a formula that is a tautology when
φ(~x, ~X) is true in the standard model whenever xi = mi and |Xi| = ni.
Then if φ(~x, ~X) is true in the standard model for all ~x and ~X, then every
||φ(~x, ~X)||[~m;~n] is a tautology.
The variables ~m and ~n will often be omitted since they are understood.
The free variables in the propositional formula will be pXij for j < ni − 1.
The variable pXij is meant to represent the value of the jth bit of Xi; we
know that the nith bit is 1, and for j > ni, we know the jth bit is 0. The
definition of the translation proceeds by structural induction on φ.
Suppose φ is an atomic formula. Then it has one of the following
forms: s = t, s < t, Xi(t), or one of the trivial formulas ⊥ and ⊤, for
terms s and t. Note that the terms s and t can be evaluated immediately.
This is because the exact value of every number variable and the size of
each string variable is known. Let val(t) be value of the term t.
In the first case, we define ||s = t|| as the formula ⊤, if val(s) = val(t),
and ⊥, otherwise. A similar construction is done for s < t. If φ is one
of the trivial formulas, then ||φ|| is the same trivial formula. So now, if
φ ≡ Xi(t), let j = val(t). Then the translation is defined as follows:
||φ|| ≡
8><
>:
pXij if j < ni − 1
1 if j = n1 − 1
0 if j > n1 − 1
Now for the inductive part of the definition. Suppose φ ≡ α∧β. Then
||φ|| ≡ ||α|| ∧ ||β||.
When the connective is ∨ or ¬, the definition is similar. If the outermost
connective is a number quantifier bound by a term t, let j = val(t). Then
the translation is defined as
||∃y ≤ t, α(y)|| ≡
j_
i=0
||α(y)||[i]
||∀y ≤ t, α(y)|| ≡
j^
i=0
||α(y)||[i]
||∃Y ≤ t, α(Y )|| ≡ ∃pY0 , . . . ,∃p
Y
m−2,
j_
i=0
||α(Y )||[i]
||∀Y ≤ t, α(Y )|| ≡ ∀pY0 , . . . ,∀p
Y
m−2,
j^
i=0
||α(Y )||[i]
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Now we are able to state the translation theorem for V i and G∗i .
Theorem 2.9. Suppose V i ⊢ φ(~x, ~X), where φ is a bounded formula.
Then there are polynomial-size G∗i proofs of the family of tautologies
||φ(~x, ~X)||[~m;~n].
This type of theorem is the standard way of proving that the reasoning
power of the proof system is as least as strong as that of the theory.
3 Definition of GL∗
In this section, we will define the proof system we wish to explore. As was
stated in the introduction, this proof system is defined by restricting cut
formulas to a set of formulas that can be evaluated in L. Alone that is
not enough to change the strength of the proof system, so we also restrict
the use of eigenvariables.
The first step is to define a set of formulas that can be evaluated in
L. These formula will be bases on CNF (2) formulas. A CNF (2) formula
is a CNF formula where no variable has more than two occurrences in
the entire formula. It was shown in [7] that determining whether or not a
given CNF (2) formula is satisfiable is complete for L. Based on this we
get the following definition:
Definition 3.1. The set of formulas ΣCNF (2) is the smallest set
1. containing Σq0,
2. containing every formula ∃~z, φ(~z, ~x) where (1) φ is a quantifier-free
CNF formula
Vm
i=1 Ci and (2) existence of a z-literal l in Ci and Cj ,
i 6= j, implies existence of an x-variable x such that x ∈ Ci and
¬x ∈ Cj or vice versa, and
3. closed under substitution of Σq0 formulas that contain only x-variables
for x-variables.
Definition 3.2. The idea behind this definition is that any assignment
to the variables ~x reduces the quantifer-free protion to a CNF (2) formula
in ~z. GL∗ is the propositional proof system G∗1 with cuts restricted to
ΣCNF (2) formulas in which every free variable in a non-Σq0 cut formula
is a parameter variable.
The restriction on the free variables in the cut formula might seem
strange, but it is necessary. If we did not have this restriction, then the
proof system would be as strong as G∗1. We will not give a full proof of
this, but the interested reader can see information on GPV ∗ in [14]. What
we will show is that, if the restriction on the variables is not present, then
the proof system can simulate G∗1 for Σ
q
1 formulas.
Let H∗ be the proof system G∗1 with cuts restricted to ΣCNF (2)
formulas and no restriction on the free variables.
Definition 3.3. An extension cedent Λ is a sequence of formulas
Λ ≡ y1 ↔ B1, y2 ↔ B2, . . . , yn ↔ Bn (3.1)
where Bi is a Σ
q
0 formula that does not mention any of the variables
yi, . . . , yn. We call the variables y1, . . . , yn extension variables.
11
Based on a lemma in [8], Cook and Nguyen proved the following lemma
in [6].
Lemma 3.4. If π is a G∗1 proof of ∃~zA(~z, ~x), where A is a Σ
q
0 formula,
then there exists a PK proof π′ of
Λ −→ A(~y, ~x)
where Λ is as in 3.1 and |π′| ≤ p(|π|), for some polynomial p.
The proof guaranteed by this lemma is also an H∗ proof since every
PK proof is also an H∗ proof. Extending this proof with a number of
applications of ∃-right, we get an H∗ proof of
Λ −→ ∃~z A(~z, ~x). (3.2)
So now we need to find a way to remove the extension cedent Λ. This
is done one formula at a time. Suppose y ↔ B is the last formula in Λ.
The key observation is that ∃y[y ↔ B] is a ΣCNF (2) formula because
the formula can be express as ∃y[(y∨ 6= B) ∧ (¬y ∨ B)]. So we can apply
∃-left with y as the eigenvariable to (3.2). The eigenvariable restriction
is met because y is the last eigenvariable, and, therefore, cannot appear
anywhere else the extension cedent. Then we cut ∃y[y ↔ B] after deriving
−→ ∃y[y ↔ B]. We can then do this for every formula is Λ starting at
the end. This proves the following theorem.
Theorem 3.5. H∗ p-simulates G∗1 for Σ
q
1 formulas.
This proof is not always a GL∗ proof because the extension variables
are not parameter variables, yet they appear in cut formulas.
4 Adjusting V L
In order to prove the translation theorem, we start with the theory V L,
which corresponds to L reasoning. This theory was defined in Section 2.2.
The proof of the translation theorem is similar to other proofs of its type.
We take an anchored (or free-cut free) proof. Then the cut formulas in
this proof will translate into the cut formulas in the propositional proof.
If we use V L for this, there are two problem: (1) not all of the axioms of
V L translate into ΣCNF (2) formulas and (2) the restriction of the free
variables in cut formulas may not be met. In the first subsection, we take
care of the first problem. The second problem in taken care of in Section
4.2.
4.1 A New Axiomatization For V L
We want to reformulate the axioms of V L so they translate into ΣCNF (2)
formulas. All of the 2BASIC axioms are ΣB0 , so they translate into Σ
q
0
formulas, which are ΣCNF (2), so they do not create any problems. We
only need to consider ΣB0 -COMP and Σ
B
0 -rec. We handle Σ
B
0 -COMP the
same way Cook and Morioka did in [5]. That is, if the proof system is asked
to cut the translation of an instance of the ΣB0 -COMP axiom, then the
propositional proof is changed so that the cut becomes
Vt
i=0[||φ(i)|| ↔
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||φ(i)||], which is ΣCNF (2). To take care of ΣB0 -rec, we define a new
theory that is equivalent to V L by replacing the ΣB0 -rec axiom.
Informally the new axiom says that there exists a string Z that gives
a specific pseudo-path of length b in the graph with a nodes and edge
relation φ(i, j). This path starts at node 0. If (i, j) is an edge in this
path, then j is the smallest number with an edge from i to j, or j = a
when there are no outgoing edges. Note that the edge may not exist in
the original graph when j = a. This is why we call it a pseudo-path. If
(i, j) is the wth edge in the path, then Z(w, i, j) is true, and Z(w, i′, j′)
is false for every other pair. This is described by the ΣB0 -edge-rec axiom
scheme:
∃Z ≤ 1 + 〈b, a, a〉[ρ1 ∧ ρ2 ∧ ρ3 ∧ ρ4 ∧ ρ5 ∧ ρ6 ∧ ρ7 ∧ ρ8], (Σ
B
0 -edge-rec)
where
ρ1 ≡∀j < a,¬Z(0, 0, j) ∨ φ(0, j) ∨ ∃l < jφ(0, l))
ρ2 ≡∀j ≤ a∀k < j,¬Z(0, 0, j) ∨ ¬φ(0, k) ∨ ∃l < kφ(0, l))
ρ3 ≡∀i ≤ a∀j ≤ a, i = 0 ∨ ¬Z(0, i, j)
ρ4 ≡∀w < b∀i ≤ a∀j ≤ a,¬Z(w + 1, i, j)
∨ ∃h ≤ aZ(w, h, i) ∨ ¬φ(i, j) ∨ ∃l < jφ(i, l)
ρ5 ≡∀w < b∀i ≤ a∀j < a,¬Z(w + 1, i, j) ∨ φ(i, j) ∨ ∃l < jφ(i, l)
ρ6 ≡∀w < b∀i ≤ a∀j ≤ a∀k < j,¬Z(w + 1, i, j) ∨ ¬φ(i, k) ∨ ∃l < kφ(i, l)
ρ7 ≡∃i ≤ a∃j ≤ a, Z(b, i, j)
ρ8 ≡∀〈w, i, j〉 ≤ 〈b, a, a〉, [w > b ∨ i > a ∨ j > a] ⊃ ¬Z(w, i, j)
and φ(i, j) is a ΣB0 formula that does not mention Z, but may have other
free variables. It is not immediately obvious that the axiom says what it
is suppose to, so we will take a closer look.
Let Z be a string that witnesses the axiom. We want to make sure
Z is the path described above. Looking at ρ3, we see the path starts
at 0. Suppose Z(0, 0, j) is true. We must show that j is the first node
adjacent to 0. This follows from ρ1, which guarantees φ(i, j) is true when
j < a, and ρ2, which guarantees φ(i, k) is false when k < j. A similar
argument can be made with ρ5 and ρ6 to show that every node is the
smallest node adjacent to its predecessor. To make sure the path is long
enough, we have ρ7, which says there is a bth edge, and ρ4, which says if
there is a (w + 1)th edge there is a wth. As you may have noticed, there
are parts of this formula that semantically are not needed. For example,
the ∃l < jφ(0, l) in ρ1 is not needed. It is used to make sure the axiom
translates into a ΣCNF (2) formula. We add ρ8 to make sure there is a
unique Z that witnesses this axiom.
Notation 1. For simplicity, ψφ is the Σ
B
0 part of the Σ
B
0 -edge-rec axiom
instantiated with φ. Note this includes the bound on the size of Z. So
the axiom can be written as ∃Zψφ.
Definition 4.1. V L′ is the theory axiomatized by the axioms of V 0,
the ΣB0 -edge-rec axioms, and Axiom (4.1). The language of V L
′ is the
language of V 0 plus a string constant C with defining axiom
|C| = 0 (4.1)
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We add the string constant to the language so we can put V L′ proofs
in free variable normal form (below). We do not use the constant for any
other reason. Also, in the translation, we can treat C as a string variable
with n = 0.
Lemma 4.2. The theory V L is equivalent to V L′.
Proof. To prove the two theories are equivalent, we must show that V L
proves the ΣB0 -edge-rec axiom and that V L
′ proves the ΣB0 -rec axiom.
Since the two axioms express similar ideas, this is not surprising.
To show that V L proves the ΣB0 -edge-rec axiom, let φ(i, j) be any
ΣB0 formula. Then let Y be the string such that Y (i, j) ↔ (j < a ⊃
φ(i, j))∧∀k < j¬φ(i, k). This Y exists by ΣB0 -COMP. We can think of Y
as the graph that contains only the edges the ΣB0 -edge-rec axiom would
use. Since V L proves the X −MIN formula, it follows that V L proves
∀i ≤ a,∃j ≤ a, Y (i, j). This means there exists a path of length b in Y
that starts at node 0 Lemma 2.3. It is a simple task to verify the b edges
in this path satisfy the ΣB0 -edge-rec axiom for φ.
To show that V L′ proves the ΣB0 -rec axiom, let φ(i, j) be a Σ
B
0 formula
such that ∀i ≤ a∃j ≤ a, φ(i, j). By the ΣB0 -edge-rec axiom, there is a
pseudo-path of length b in the graph φ. We need to show that this is a
real path. Suppose (i, j) is an edge in the path. If j < a, then (i, j) is
in the graph by ρ1 and ρ5. Otherwise, j = a, and ∀k < j¬φ(i, k). This
implies φ(i, j) since every node has out-degree at least 1. This means
every edge in the pseudo-path exists, and there exists a path of length
b.
The next step is to be sure the translation of the ΣB0 -edge-rec axiom is
a ΣCNF (2) formula. This is done by a careful inspection of the formula.
Lemma 4.3. The formula ||∃Zψφ(a, b, Z)|| is a ΣCNF (2) formula.
Proof. First we assume φ(i, j) ≡ X(i, j) for some variable X. It is easy to
see that ||ψX(i,j)(a, b, Z)||[a, b; t, a ∗a], where t is the bound on Z given in
the ΣB0 -edge-rec axiom, is a CNF formula. Note that we assigned |Z| = t
and |X| = a ∗ a. We now need to make sure the clauses have the correct
form. This is done by examining each occurrence of a bound literal. To
verify this, the proof will require a careful inspection of the definition of
the axiom. The only bound variables are those that come from Z. These
are pZw,i,j , which we will refer to as zw,i,j . The only free variables are
those corresponding to X. These variables will be referred to as xi,j .
We will first look at the positive occurrences of zw,i,j . On inspection,
we can observe that, when w < b, every occurrence of zw,i,j must be in
clauses that are part of the translation of ρ4. We want to show that every
clause that is part of the translation of ρ4 has conflicting free variables.
This is true since ¬X(i, j1) will conflict with one of the variables from
∃l < j2, X(i, l) when j1 < j2. When w = b, the variable zb,i,j appears
once in ρ7. Now we turn to the negative occurrences. When w = 0, the
variable z0,i,j will appear negatively in the clauses corresponding to ρ1,
ρ2, and ρ3. If i > 0, it will appear only in the clauses corresponding to ρ3
and will appear only once. If i = 0, the variable z0,0,j will not appear in
the translation of ρ3 because the i = 0 part will satisfy the clause. It is
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easy to observe that every occurrence of the variable in the translation of
ρ1 and ρ2 will have a conflicting free variable. Examine the construction
X(0, j) ∨ ∃l < jX(0, l) at the end of ρ1 and ¬X(0, k) ∨ ∃l < kX(0, l) at
the end of ρ2. A similar argument can be made with ρ4, ρ5, and ρ6 when
w > 0. This implies that the translation is a ΣCNF (2) formula when
φ(i, j) ≡ X(i, j). When φ is a more general formula, the translation is
the formula in the first case with the free variables substituted with the
translation of φ, which will be Σq0. Since ΣCNF (2) formulas are closed
under this type of substitution, the formula is ΣCNF (2) in all cases.
4.2 Normal Form For V L′
In this section, we want to find a normal form for V L′ proofs that makes
sure the translation of V L′ proofs satisfy the variable restriction for GL∗.
The normal form we want is cut variable normal form (CVNF) and is
defined in the following.
Definition 4.4. A formula φ(Y ) is bit-dependent on Y if there is an
atomic sub-formula of φ of the form Y (t), for some term t.
Definition 4.5. A proof is in free variable normal form if (1) every non-
parameter free variable y or Y that appears in the proof is used as an
eigenvariable exactly once and (2) parameter variables are never used as
eigenvariables.
Note that if a proof is in free variable normal form we can assume that
every instance of the non-parameter variable Y (or y) is in an ancestor
of the sequent where Y is used as an eigenvariable. If it is not, we can
replace Y with the constant C in all those sequents.
Definition 4.6. A cut in a proof is anchored if the cut formula is an
instance of an axiom.
Definition 4.7. A V L′ proof π is in cut variable normal form if π is (1)
in free variable normal form, (2) every cut with a non-ΣB0 cut formula is
anchored, and (3) no cut formula that is an instance of the ΣB0 -edge-rec
axiom is bit-dependent on a non-parameter free string variable.
It is known how to find a proof with the first two properties [6, 2], and
this part will not be repeated here. Instead we focus on how to find a
proof satisfying the third property.
Theorem 4.8. For every ΣB1 theorem of V L
′ there exists a V L′-proof of
that formula in CVNF.
The proof of this theorem is the most technical in this paper. At a
high level, it amounts to showing ΣB0 -edge-rec is closed under substitution
of strings defined by ΣB0 -edge-rec and Σ
B
0 -COMP. We begin with an an-
chored proof that is in free variable normal form. We want to change every
cut that violates condition (3) in the definition of CVNF. Consider the
proof given in Figure 1. This is a simple example of what can go wrong.
The general case is handled in the same way, so we will only consider this
case.
Since all ΣB1 cut formulas are anchored and the ∃Y γ(Y ) must even-
tually be cut, it is be an instance of ΣB0 -COMP or Σ
B
0 -edge-rec. So you
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P.. .
... . .
.
∃Zψφ(Y )(Z), γ(Y ),Γ −→ ∆
. . .
... . .
.
γ(Y ),Γ −→ ∆, ∃Zψφ(Y )(Z)
γ(Y ),Γ −→ ∆
∃Y γ(Y ),Γ −→ ∆
Figure 1: Example of a proof that is not in CVNF
can think of γ as a formula that completely defines Y . Then we want to
change φ(Y ) so that it does not mention Y explicitly, but instead uses the
definition of Y given by γ. Note that, for this to be true, the final formula
must be ΣB1 ; otherwise, Y could have been used as an eigenvariable in a
∀-right inference and would not be well defined.
Lemma 4.9. For any ΣB0 formula φ(Y ), there exist Σ
B
0 formulas φ1 and
φ2 such that φ1 is not bit-dependent on Y and V
0 proves the sequent
γ(Y ), ψφ1(Z), ∀i < t[Z
′(i)↔ φ2(Z)] −→ ψφ(Y )(Z
′).
Proof. This proof is divided into two cases. In the first case, we assume
γ(Y ) ≡ |Y | ≤ t ∧ ∀i < t[Y (i)↔ φ′(i)]. (4.2)
That is, ∃Y γ(Y ) is an instance of ΣB0 -COMP. We know Y must appear
in that position because it eventually gets quantified. In this case, φ1 is
φ with every atomic formula of the form Y (s) replaced by s < t ∧ φ′(s),
and φ2 is the formula Z(i). We can prove that there exists a V
0 proof of
(4.2) by structural induction on φ.
For the second case, we assume γ(Y ) ≡ ψφ′(Y ). That is, Y is the
pseudo-path in the graph of φ′. The first step is to define branching
programs that compute Y and Z′ (the pseudo-path in the graph of φ) using
Y . Then φ1 is the Σ
B
0 description of the composition of these branching
programs, and φ2 is the Σ
B
0 formula that extracts Z
′ from the run of this
last branching program.
Definition 4.10. A branching program is a nonempty set of nodes labeled
with triples (α, i, j), where α is a ΣB0 formula over some set of variables
and 0 ≤ i, j ≤ t for some term t that depends only on the inputs to the
program. Semantically, if a node u is labeled with (α, i, j), then, when
the branching program is at node u, it will go to node i, if α is true, or
node j, otherwise. The initial node is always 0.
Note that a branching program is essentially a graph with a special
form, and, as with graphs, we use families of branching programs that
can be described by ΣB0 formulas. However, we will not give the explicit
construction of the formula; we leave it to the reader.
The first step is to introduce the initial branching program BP0 that
computes Z′. The nodes of BP0 are interpreted as triples 〈w, i, j〉. An
invariant for this branching program is that, if we reach the node 〈w, i, j〉,
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then the wth node of Z′ is i and ∀k < j¬φ(i, k). At each node, we check
if j is the next node. Let a be the maximum value of a node and b be
the length of the path. This means the number of nodes in BP0 is bound
by 〈b, a, a〉. So now to define the labels. If j < a, then 〈w, i, j〉 is labeled
with (φ(i, j), 〈w + 1, j, 0〉, 〈w, i, j + 1〉). If j = a, then 〈w, i, j〉 is labeled
with (⊤, 〈w+1, j, 0〉, 0). It is easy to see that the invariants hold and that
Z′ can be obtained from a path in BP0 using Σ
b
0-COMP.
The branching program that computes Y is constructed the same way
except φ′ is used instead of φ. Let this branching program be BP .
Moving on to the second step, we now want to simplify BP0 so that
every node whose label is bit-dependent on Y is labeled with an atomic
formula. This is done to simplify the construction of the composition.
We start with BP0. Then, given BPi, we define BPi+1 by removing one
connective in a node of BPi that is not in the right form. Let node n
in BPi be labeled with (α, u1, u2). The construction is divided into five
cases: one for each possible outer connective.
Case α ≡ ¬β: BPi+1 is the same as BPi except node n is now labeled
with (β, u2, u1).
Case α ≡ β1 ∧ β2: The nodes of BPi+1 are interpreted as pairs 〈u, v〉.
The node 〈u, 0〉 corresponds to node u in BPi. The label of 〈n, 0〉 becomes
(β1, 〈n, 1〉, 〈u2, 0〉) and the label for 〈n, 1〉 is (β2, 〈u1, 0〉, 〈u2, 0〉). Notice
that 〈n, 1〉 is used as an intermediate node while evaluating α.
Case α ≡ β1 ∨β2: BPi+1 is defined as in the previous case, with a few
minor modifications. This case is left to the reader.
Case α ≡ ∃z ≤ tβ(z): The nodes become pairs as in the previous
case, but this time the labels are different. The node 〈n, i〉 is labeled with
(β(i), 〈u1, 0〉, 〈n, i + 1〉), when i < t. If i = t, the node is labeled with
(β(i), 〈u1, 0〉, 〈u2, 0〉). In this case, the branching program is looking for
an i that satisfies β(i).
Case α ≡ ∀z ≤ tβ(z): This case is similar to the previous case. The
only difference is the branching program is looking for an i that falsifies
β(i).
Let BPn be the final branching program in this construction above.
We now construct a branching program BP ′ that is the composition of
BPn and BP . The nodes of BP
′ are pairs 〈u1, u2〉 where the first element
corresponds to a node in BPn and the second element corresponds to a
node in BP .
Suppose node u1 in BPn is labeled with (α, v1, v2). If α is not bit-
dependent on Y , then the node 〈u1, 0〉 is labeled with (α, 〈v1, 0〉, 〈v2, 0〉).
It is also possible that α is bit-dependent on Y ; in which case, α is of
the form Y (w, i, j). Let (β,w1, w2) be the label for node u2 in BP . Then
the node 〈u1, u2〉 is labeled as follows:
(β, 〈u1, w1〉, 〈u1, w2〉), if u2 ≤ 〈w, a, a〉 and u2 6= 〈w, i, j〉,
(β, 〈v1, 0〉, 〈v2, 0〉) if u2 = 〈w, i, j〉, and
(⊤, 〈v2, 0〉, 〈v2, 0〉) otherwise.
In this case, we are using the second element to run BP and determine
if the wth edge in the path is (i, j). If it is, we move on to 〈v1, 0〉, and, if it
is not, we move on to 〈v2, 0〉. In the labels above, the first line corresponds
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P ′
. . .
... . .
.
ψφ(Y )(Z), γ(Y ),Γ −→ ∆
Q
.. .
... . .
.
γ(Y ), ψφ1(Z), τ(Z
′) −→ ∆, ψφ(Y )(Z)
ψφ1(Z), τ(Z
′), γ(Y ),Γ −→ ∆
ψφ1(Z), ∃Z
′τ(Z ′), γ(Y ),Γ −→ ∆
ψφ1(Z), ∃Z
′τ(Z ′), γ(Y ),Γ −→ ∆ −→ ∃Z ′τ(Z ′)
ψφ1(Z), γ(Y ),Γ −→ ∆
∃Zψφ1(Z), γ(Y ),Γ −→ ∆
∃Zψφ1(Z), γ(Y ),Γ −→ ∆ −→ ∃Zψφ1(Z)
γ(Y ),Γ −→ ∆
∃Y γ(Y ),Γ −→ ∆
Figure 2: Modification of the proof in Figure 1. The formula τ(Z ′) is used to
replace ∀i < t[Z ′(i)↔ φ2(Z)]
to running BP . The second line corresponds to a check if (i, j) is the wth
edge. The third line is used when we have already found the wth edge
and it is not (i, j).
It is not difficult to see that it is possible to construct φ1 (a Σ
B
0 formula
describing BP ′), and φ2 (a formula extracting Z
′ from a run of BP ′.
Moreover, V 0 proves that this construction works.
Using this lemma, we are able to change the proof in Figure 1 into
the proof in Figure 2. In that proof, P ′ is the proof P with the rules
that introduced ∃Z ignored (renaming variables if necessary), and Q is an
anchored V 0 proof, which we know exists by the lemma above. This gives
us a new proof of the same formula that still satisfies properties (1) and
(2) in Definition 4.7 and it contains one less cut that is bit-dependent on
Y .
Using this manipulation, we prove Theorem 4.8.
Proof of Theorem 4.8. It would be nice to be able to simply say we can
repeatedly apply the manipulations above and eventually the proof will
be in CVNF, but this is not obvious. In the manipulation, if γ(Y ) is
bit-dependent on a string variable other than Y , then the new ΣB0 -edge-
rec cut formula is bit-dependent on that variable. This includes non-
parameter string variables. So we need to state our induction hypothesis
more carefully.
Let Y1, . . . , Yn be all of the non-parameter free string variables that
appear in π ordered such that the variable Yi is used as a eigenvariable
before Yj for i < j. This implies Yi does not appear in γ(Yj) in the
manipulations above. So now suppose no ΣB0 -edge-rec cut formula is bit-
dependent on the variables Y1, . . . , Yk, for some k < n. Then we can
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manipulate π such that the same holds for the variables Y1, . . . , Yk+1.
To accomplish this, we simply manipulate every ΣB0 -edge-rec cut formula
that is bit-dependent on Yk+1 as described above. Since Y1, . . . , Yk cannot
appear in γ(Yk+1), those variables will not violate the condition. So by
induction, we can get a proof that is in CVNF.
5 Translation Theorem
We are now prepared to prove the translation theorem. The proof is done
by induction on the length of the proof. For the base case, we need to prove
the translation of the axioms of V L′. We know the ΣB0 -COMP and the
2BASIC axioms have polynomial-size G∗0 proofs from other translation
theorems [5]. This means they also have polynomial-size GL∗ proofs.
Axiom (4.1) is easy to prove since it translates to −→ ⊤. We still need to
show how to prove the ΣB0 -edge-rec axiom in GL
∗. Recall that we write
the axiom as ∃Zψφ(a, b, Z). Note that the axiom does have a bound on
Z, but it has been omitted since the specific bound is not important.
Lemma 5.1. The formula ||∃Zψφ(a, b, Z)|| has a GL
∗ proof of size p(a, b)
for some polynomial p.
Proof. The proof is done by a brute force induction. We prove, in GL∗,
that, if there exists a pseudo-path of length b, then there exists a pseudo-
path of length b+1. It is easy to prove there exists a pseudo-path of length
0. Then with repeated cutting we get our final result. The entire path is
quantified, so we do not cut formulas with non-parameter free variables.
Given variables that encode a path of length b, we can define Σq0 for-
mulas that determine the next edge. Let Ai,j ≡ ||φ(i, j)||. Since φ is a Σ
B
0
formula, Ai,j is a Σ
q
0 formula. To prove that there is an edge that starts
the path, consider the formula
B0,0,j ≡ A0,j ∧
j−1^
k=0
¬A0,k,
when j < a, and
B0,0,a ≡
a−1^
k=0
¬A0,k.
It is easy to see B0,0,j is true for exactly one j ≤ a. This is also provable
in GL∗. This shows that GL∗ has a polynomial-size proof of
||∃Zψφ(a, 1, Z)||.
For the inductive step, if there is a path of length b and the path
is given by the variables zw,i,j , then the witnesses for the next edge are
defined as follows:
Bb+1,i,j ≡
a_
k=0
zb,k,i ∧Ai,j ∧
j−1^
k=0
¬Ai,k,
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when j < a, and
Bb+1,i,a ≡
a_
k=0
zb,k,i ∧
a−1^
k=0
¬Ai,k.
Using the fact that exactly one zb,i,j is true, we can prove in GL
∗ that
exactly one Bb+1,i,j is true. This shows that GL
∗ has a polynomial-size
proof of
||∃Zψφ(a, b, Z)|| −→ ||∃Zψφ(a, b+ 1, Z)||.
So now we are able to prove ||∃Zψφ(a, b, Z)|| for any b by successive
cutting. Recall that ||∃Zψφ(a, b, Z)|| is a ΣCNF (2) formula, and note
that the free variables in ||∃Zψφ(a, b, Z)|| do not change as b changes.
This means we are allowed to do the cut.
This can be used to prove the translation theorem.
Theorem 5.2 (V L-GL∗ Translation Theorem). Suppose V L proves ∃Z <
tφ(~x, ~X,Z), where φ is a ΣB0 formula. Then there are polynomial-size GL
∗
proofs of ||∃Z < tφ(~x, ~X, Z)||[~n].
Proof. By Theorem 4.2 and Theorem 4.8, there exists a V L′ proof π of
∃Z < tφ(~x, ~X,Z) that is in CVNF.
We proceed by induction on the depth of π. The base case follows
from Lemma 5.1 and the comments that precede it. The inductive step
is divided into cases: one for each rule. With the exception of cut, every
rule can be handled the same way it is handled in the V 1-G∗1 Translation
Theorem (Theorem 7.51, [6]), and will not be repeated here.
When looking at the cut rule, there are three cases. If the cut formula
is ΣB0 , then we simply cut the corresponding Σ
q
0 formula in the GL
∗ proof.
If the cut formula is not ΣB0 , then it must be anchored since the proof is
in CVNF. This means the cut formula is an instance of ΣB0 -edge-rec or
an instance of ΣB0 -COMP. First suppose it is an instance of Σ
B
0 -edge-rec.
Then we are able to cut the corresponding formula in the GL∗ proof.
This is because the axiom translates into a ΣCNF (2) formula, and the
free variables in the translation are parameter variables since the formula
is not bit-dependent on non-parameter string variables.
When the cut formula is an instance of ΣB0 -COMP, we apply the same
transformation as in the proof of the V NC1-G∗0 translation theorem [5].
That is, we remove the quantifiers by replacing the variables with Σq0 for-
mulas that witness the quantifiers. This change does not effect other cuts
since their free variables are parameter variables or they are Σq0 formulas
and remain Σq0 after the substitution. The current cut formula becomes a
Σq0 formula, which can be cut. Note that, since there are a constant num-
ber of cuts of this axiom, the substitution does not cause an exponential
increase in the size of the formulas.
6 Proving Reflection Principles
In this section, we show that GL∗ does not capture reasoning for a higher
complexity class. This is done by proving, in V L, that GL∗ is sound.
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This idea comes from [3], where Cook showed that PV proves extended-
Frege is sound, and [9], where Krajicek and Pudlak showed T i2 proves Gi
is sound for i > 0.
We will actually show that V L proves GL∗ is sound. The idea behind
the proof is to give an LFL function that witnesses the quantifiers in the
proof. Then we prove, by ΣB0 (LFL)-IND, that this functions witness every
sequent, including the final sequent. Therefore the formula is true.
We start by giving an algorithm that witnesses ΣCNF (2) formulas in
L when the formula is true. This algorithm is the algorithm given in [7]
with a few additions to find the satisfying assignment. We describe an
LFL function that corresponds to this algorithm and prove it correct in
V L. We then use this function to find an LFL function that witnesses
GL∗ proofs, and prove it correct in V L.
6.1 Witnessing ΣCNF (2) Formulas
Let ∃~zA(~x, ~z) be a ΣCNF (2) formula. We will describe how to find a
witness for this formula. We assume that A is a CNF formula. That is,
the substitution of the Σq0 formulas has not happened. The general case
is essentially the same.
The first thing to take care of is the encoding of A. We will not go
through this is detail. Suffice it to say that parsing a formula can be done
in TC0 [5], and, as long as we are working in a theory that extends TC0
reasoning, we can use any reasonable encoding. We will refer to the ith
clause of A as CAi . A clause will be viewed as a set of literals. A literal is
either a variable or its negation. So we will write l ∈ CAi to mean that the
literal l is in the ith clause of A. Since the parsing can be done in TC0,
these formulas can be defined by ΣB0 (LFL) formulas. An assignment will
also be viewed as a set of literal. If a literal is in the set, then that literal
is true. So an assignment X satisfies a clause C if and only in X ∩C 6= ∅.
Given values for ~x, we first simplify A to get a CNF (2) formula. We
will refer to the simplified formula as F . This can be done using the LFL
function defined by the following formula:
l ∈ CFi ↔ l ∈ C
A
i ∧X ∩ C
A
i = ∅,
where X is the assignment to the free variables. From the definition of a
ΣCNF (2) formula, V L can easily prove that F now encodes a CNF (2)
formula. In fact, it can be shown that no literal appears more than once.
A satisfying assignment to this formula is the witness we want. Mark
Bravermen gave an algorithm for finding this assignment [1], but we use
a different algorithm that is easier to formalize.
Before we describe the algorithm that finds this assignment, we go
through a couple definitions. First, a pure literal is a literal that appears
in the formula, but its negation does not. Next the formula imposes an
order on the literals. We say a literal l1 follows a literal l2 if the clause
that contains l1 also contains l2, and l1 is immediately to the right of l2,
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circling to the beginning if l2 is the last literal. More formally:
follows(l1, l2, F )↔ ∃i, l1 ∈ C
F
i ∧ l2 ∈ C
F
i ∧ ∀l3(l2 < l3 < l1 ⊃ l3 6∈ C
F
i )
∧ ∀l3(l3 < l1 < l2 ⊃ l3 6∈ C
F
i )
∧ ∀l3(l1 < l2 < l3 ⊃ l3 6∈ C
F
i )
Note that if a clause contains a single literal then that literal follows
itself. Also, note that literals are coded by numbers and l1 < l2 means
the number coding l1 is less then the number coding l2.
To find the assignment to F , we will go through the literals in the
formula in a very specific order. Starting with a literal l that is not a pure
literal, the next literal is the literal that follows l:
next(l1, F ) = l2 ↔ follows(l2, l1, F ).
Note that if l1 is a pure literal, then there is no next literal, so we simply
define it to be itself. The important distinction is that next gives an
ordering of the literals in a formula, and follows orders the literal in a
clause. When F is understood, we will not mention F in next and follows.
The algorithm that finds the assignment works in stages. At the begin-
ning of stage i, we have an assignment that satisfies the first i−1 clauses.
Then, in the ith stage, we make local changes to this assignment to satisfy
the ith clause as well. At a high level, to satisfy the ith clause, we start
with the first literal in the ith clause, and assign that literal to true. The
clause that contains this literal’s negation may be have gone from being
satisfied to being unsatisfied. So we now go to the next literal, which is
in this other clause. We continue this until we get to a point where we
know the other clause is satisfied. We need to be able to do this in L.
Algorithm 1 shows how to do this. At any point in the algorithm, the only
Algorithm 1 Algorithm for Stage i
Set l1 to the first literal in clause i.
repeat
Assign true to l1.
set l2 := next(l1)
while l2 is not the complement of l1 do
Assign true to l2
set l2 := next(l2)
If l2 is a pure literal, assign true to l2, and stage i is done.
If l1 and l2 are in the same clause, stage i is done.
end while
Assign true to l1. {This statement is redundant, but it is included to
emphasis that l1 is true.}
set l1 := next(l1)
until l1 is the first literal in clause i
At this point we know the formula is unsatisfiable.
information we need are the values of l1 and l2, so this is in L. Note that
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we do not store the assignment on the work tape, but on a write-only,
output tape. What is not obvious is why this algorithm works.
The next lemma can be used to show that the both loops will eventu-
ally finish.
Lemma 6.1. For all literals l, there exists a t > 0 such that after t
applications of next to l, we get to l or a pure literal.
Proof. Let next0(l) = l and nextt+1(l) = next(nextt(l)). Since next has a
finite range, there exist a minimum i and t such that nexti(l) = nexti+t(l).
Suppose this is not a pure literal. If i > 0, then next(nexti−1(l)) =
next(nexti+t−1(l)). However, this implies nexti−1(l) = nexti+t−1(l) since
next is one-to-one when not dealing with pure literals. This violates our
choice of i. Therefore i = 0, and l = next0(l) = nextt(l).
The implies the inner loop will halt, because, if it does not end earlier,
l2 will eventually equal l1 which both will be in the same clause. For the
outer loop, if the algorithm does not halt for any other reason, l1 will
eventually return to the first literal in the ith clause.
The next lemma plays a small role in the proof of correctness.
Lemma 6.2. Suppose the algorithm fails at stage i and that nextt(l′) = l,
where l′ is the first literal in clause i. Then, for every literal in the same
clause as l, there is a t′ such that nextt
′
(l′) equals that literal.
Proof. To prove this lemma, we will show that there exists a t′ that equals
the literal that follows l. Then by continually applying this argument, you
get that every literal in the clause is visited.
Let l′ be the first literal in the ith clause. Then, after going through
the outer loop t times, l1 = l. Since the algorithm fails, the inner loop will
finish because l2 = l1. This means there is a t
′ such that nextt
′
(l′) = l.
Then nextt
′+1(l′) is the literal that follows l.
Theorem 6.3. If the algorithm fails, the formula is unsatisfiable.
Proof. This is proved by contradiction. Let F be a CNF (2) formula and
A be an assignment that satisfies it. Assume that the algorithm fails.
From this we can defined a function from the set of variables to the set of
clauses as follows:
f(i) = j ↔ (xi ∈ C
F
j ∧ xi ∈ A) ∨ (¬xi ∈ C
F
j ∧ ¬xj ∈ A).
Informally, if f(i) = j then clause Cj is true because of the variable xi.
Since the formula is satisfied, this function is onto the set of clauses. Also,
since F is CNF (2), no literal appear more than once. So f is indeed a
function because if f(i) = j and f(i) = j′ then the literal xi or ¬xi is in
both CFj and C
F
j′ .
Now we will use the assumption that the algorithm fails to find a way
to restrict f so that it violates the PHP . Suppose the algorithm fails at
stage i. Let l be first literal in clause i. We then define sets of variables
V a as follows:
V a =
n
xn : ∃b < a next
b(l) = xn ∨ next
b(l) = ¬xn
o
.
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We also defined sets of clauses W t as follows:
W a = {Cn : ∃x ∈ V
a(x ∈ Cn ∨ ¬x ∈ Cn)} .
Note that for a large enough a, say |F |, if Cn is inW
a, then every variable
that appears in Cn is in W
a by 6.2. We show by induction on a that
|V a| < |W a|.
For a = 1, |V a| = 1. If l is a pure literal or l and ¬l are in the same
clause, then the algorithm would succeed. Otherwise |W a| = 2.
For the inductive case, suppose |V a| < |W a|. Let l′ = nexta+1(l). If l′
is not a new variable, then |V a+1| = |V a| < |W a| = |W a+1|. If l′ is a new
variable, then l
′
must be in a new clause. For, if this was not the case,
the algorithm would succeed. To see this, let l1 be the most recent literal
in the same clause as l′. We know l1 is not l
′
since l′ is a new variable.
Then eventually l2 will become next(l
′), which is in the same clause as
l1. The inner loop will not end because l2 becomes the complement of l1
since that would mean next(l1) is more recent.
This gives |V a+1| = |V a|+ 1 < |W a|+ 1 = |W a+1|.
If we restrict f to V |F |, then f is a function from V |F | that is onto
W |F | violating the PHP .
Theorem 6.4. If the algorithm succeeds, then, for all i, the assignment
after given at the end of stage i satisfies the first i clauses of F .
Proof. The proof is done by induction on i. For i = 0, the statement holds
since there are no clauses to satisfy. As an induction hypothesis, suppose
the statement holds for i. Then we will show if the algorithm ever visits
one of the literals in clause n, then that clause is satisfied.
Consider clause n, where n ≤ i+1. Find the last point in the algorithm
that either l1 or l2 was in clause n, and let l be that literal. First, it is
possible that when the algorithm ends l2 is in clause n. If l2 is a pure
literal, then l2 is set to true, satisfying the clause. Otherwise, l1 and l2
are in the same clause. In this case, l1 is true since it was assigned true.
If l2 ever became l1, the algorithm would exit the inner loop, so l1 could
never have been assigned true.
Second, we consider the possibility that l2 was not in clause n when
the algorithm ended. Then we claim that l is true, and, therefore, clause
n is satisfied. Suppose for a contradiction that it is not. Then at some
later point l was assigned true. This could happen in one of three places.
First is if l1 = l and we are at the beginning of the outer loop. However,
l2 would be set to next(l) right after, which is in clause n. This means we
did not find the last occurrence of a literal in clause n as we should have.
A similar argument can be used in the other two places.
We now turn to formalizing this algorithm. For this, we define an LFL
function f(i, t) that will return the value of l1 and l2 after t steps in stage i.
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This is done using number recursion. In the following let f(c, t) = 〈l3, l4〉:
f(i, 0) = 〈l1, l2〉 ↔l1 = min
l
l ∈ CFi ∧ l2 = next(l1)
f(c, t+ 1) = 〈l1, l2〉 ↔φ1 ⊃ l1 = next(l3) ∧ l2 = next(l1)
∧¬φ1 ∧ φ2 ⊃ (l1 = l3 ∧ l2 = l4)
∧¬φ1 ∧ ¬φ2 ⊃ (l1 = l3 ∧ l2 = next(l4))
where
φ1 ≡ l3 = l4
φ2 ≡ (sameClause(l3, l4) ∨ pureLiteral(l4))
The formulas φ1 and φ2 are the conditions that are used to recognize when
the inner loop ends. The first formula is when the loop ends and we have
to continue with the outer loop. The second formula is when the stage
is finished. In the formula version, we do not stop if the algorithm fails.
Instead we view the algorithm as failing if after |F |2 steps, φ2 was never
true. We use this value since |F | is an upper bound on the number of
literals in F and current state of the algorithm is determined by a pair of
literal. In the following, any reference to time has the implicit bound of
|F |2.
The final step is to extract the assignment. The assignment is done
by finding the last time a variable is assigned a value. This means we
must be able to determine when a variable is assigned a value. To do
this, observe that a literal is assigned true just before the next function
is applied to that literal. With this is mind we get the following:
Assigned(i, t, l)↔ ∃l′,f(i, t) = 〈next(l), l′〉 ∨ f(i, t) = 〈l′, next(l)〉
So Assigned(i, t, l) means that l was assigned true during the tth step of
stage i. Then we can get the assignment as follows:
l ∈ Assignment(i,F )↔c = max
c
∃t Assigned(c, t, l)
∧t = max
t
Assigned(c, t, l)
∧c′ = max
c′
∃t′ Assigned(c, t′, l)
∧t′ = max
t′
Assigned(c′, t′, l)
∧(c > c′ ∨ (c = c′ ∧ t > t′))
The idea is the value of a variable is the last value that was assigned to
it.
The V L proof that this algorithm is correct is the essentially the same
as the proofs of Theorem 6.3 and Theorem 6.4, which can be formalized
in V L. This gives the following.
Theorem 6.5. V L proves that, if the algorithm fails, the formula is
unsatisfiable.
Theorem 6.6. V L proves that, if the algorithm succeeds, then, for all i,
Assignment(i, F ) gives a satisfying assignment to the first i clauses of F .
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6.2 Witnessing GL∗ Proofs
Let π be a GL∗ proof of a Σq1 formula ∃~zP (~x, ~z), and let A be an assign-
ment to the parameter variables. We assume π is in free variable normal
form (Definition 2.8).
Let Γi −→ ∆i be the ith sequent in π. We will prove by induction
that for any assignment to all of the free variables of Γi and ∆i, a function
Wit(i, π,A) will find at least one formula that satisfies the sequent.
There are two things to note. By the subformula property, every
formula in Γi is ΣCNF (2), which means it can be evaluated. Also, we
need an assignment that gives appropriate values to the non-parameter
free variables that could appear. To take care of this second point, we
extend A to an assignment A′ as follows:
1: Given a non-parameter free variable y, find the ∃-left inference in π
that uses y as an eigenvariable. Let z be the new bound variable and
let F be the principal formula.
2: Find the descendant of F that is used as a cut formula. Let F ′ be
the cut formula. Note that F is a subformula of F ′, and, because of
the variable restriction on cut formulas, every free variable in F ′ is a
parameter variable.
3: Assign y the value that Assignment(F ′, A) assigns z.
The reason for this particular assignment will become evident in the proof
of Lemma 6.7.
We can now define Wit(i, π,A′), which witnesses Γi −→ ∆i. Wit
will go through each formula in the sequent to find a formula that sat-
isfies the sequent. ΣCNF (2) formulas are evaluated using the algo-
rithm described in the previous section. We will now focus our atten-
tion on other Σq1 formulas, which must appear in ∆i. Each Σ
q
1 formula
F ≡ ∃~zF ∗(~z) in ∆ is evaluated by finding a witness to the quantifiers as
follows:
1: Find a formula F ′ in π that is an ancestor of F , is satisfied by A′, and
is a Σq0 formula of the form F
∗(z1/B1, . . . , zn/Bn), where each Bi is
Σq0
2: zi is assigned ⊤ if A
′ satisfies Bi, otherwise it is assigned ⊥
3: if no such F ′ exists, then every bound variable is assigned ⊥.
Lemma 6.7. For every sequent Γi −→ ∆i in π, Wit(i, π,A
′) finds a false
formula in Γi or a witness for a formula in ∆i.
Proof. We prove the theorem by induction on the depth of the sequent.
For the base case, the sequent is an axiom, and the theorem obviously
holds. For the inductive step, we need to look at each rule. We can ignore
∀-left and ∀-right since universal quantifiers do not appear in π.
We will now assume all formulas in Γi are true and all ΣCNF (2)
formulas in ∆i as false. So we need to find a Σ
q
1 formula in ∆i that is
true.
Consider cut. Suppose the inference is
F,Γ −→ ∆ Γ −→ ∆, F
Γ −→ ∆
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First suppose F is true. By induction, with the upper left sequent, Wit
witnesses one of the formulas in ∆. Then the corresponding formula in the
bottom sequent is witnessed by Wit. This is because the ancestor of the
formula in the upper sequent that gives the witness is also an ancestor of
the corresponding formula in the lower sequent. If F is false, it cannot be
the formula that was witnessed in the upper right sequent, and a similar
argument can be made.
Consider ∃-right. Suppose the inference is
Γ −→ ∆, F (B)
Γ −→ ∆,∃zF (z)
First suppose F (B) is Σq0. If it is false, we can apply the inductive
hypothesis, and, by an argument similar to the previous case, prove one
of the formulas in ∆ must be witnessed. If F (B) is true, then Wit will
witness ∃zF (z) since F (B) is the ancestor that gives the witness. If F (B)
is not Σq0, then we can apply the inductive hypothesis, and, by the same
argument, find a formula that is witnessed.
The last rule we will look at is ∃-left. Suppose the inference is
F (y),Γ −→ ∆
∃zF (z),Γ −→ ∆
To be able to apply the inductive hypothesis, we need to be sure that
F (y) is satisfied. If ∃zF (z) it true, then we know F (y) is satisfied by the
construction of A′: the value assigned to y is chosen to satisfy F (y) if it
is possible. Otherwise, ∃zF (z) is false, and we do not need induction.
For the other rules the inductive hypothesis can be applied directly
and the witness found as in the previous cases.
Theorem 6.8. V L proves GL∗ is sound for proofs of Σq1 formulas.
Proof. The functions Assignment and Wit are in FL and can be formal-
ized in V L. A function that finds A′, given A, can also be formalized
since it in V L. The final thing to note is that the proof of Lemma 6.7 can
be formalized in V L since the induction hypothesis can be express as a
ΣB0 (LFL) formula and the induction carried out.
The reason this proof does not work for a larger proof system, say G∗1,
is because Assignment cannot be formalized for the larger class of cut
formulas. Also, if the variable restriction was not present, we would not
be able to find A′ in L, and the proof would, once again, break down.
References
[1] Mark Bravermen. Witnessing SAT(2) and NAE-SAT(2) in L. 2003.
[2] Samuel R. Buss. Introduction to proof theory. In Samuel R. Buss,
editor, Handbook of Proof Theory, pages 1–78. Elsevier Science Pub-
lishers, Amsterdam, 1998.
27
[3] S. A. Cook. Feasibly constructive proofs and the propositional cal-
culus. In Proceedings of the 7-th ACM Symposium on the Theory of
computation, pages 83–97, 1975.
[4] Stephen Cook. Theories for Complexity Classes and their Proposi-
tional Translations, pages 175–227. Quaderni di Matematica. 2003.
[5] Stephen Cook and Tsuyoshi Morioka. Quantified propositional cal-
culus and a second-order theory for NC1. Archive for Math. Logic,
44(6):711–749, August 2005.
[6] Stephen Cook and Phuong Nguyen. Foundations of proof complexity:
Bounded arithmetic and propositional translations. Available from
http://www.cs.toronto.edu/˜sacook/csc2429h/book, 2006.
[7] J. Johannsen. Satisfiability problem complete for deterministic log-
arithmic space. In STACS 2004, 21st Annual Symposium on The-
oretical Aspects of Computer Science, Proceedings, pages 317–325.
Springer, 2004.
[8] Jan Krajicek. Bounded Arithmetic, Propositional Logic, and Com-
plexity Theory. Cambridge University Press, 1995.
[9] Jan Krajicek and Pavel Pulak. Quantified propostitional calculi and
fragments of bounded arithmetic. Zeitschr. f. math. Logik und Grend-
lagen d. Math., 36:29–46, 1990.
[10] John C. Lind. Computing in logarithmic space. Mac Technical Mem-
orandom 52, September 1974.
[11] Tsuyoshi Morioka. Logical Approaches to the Complexity of Search
Problems: Proof Complexity, Quantified Propositional Calculus, and
Bounded Arithmetic. PhD thesis, University Of Toronto, 2005.
[12] J. Paris and A. Wilkie. Counting problems in bounded arithmetic.
In Carlos Augusto Di Prisco, editor, Methods in Mathematical Logic,
volume 1130 of Lecture Notes in Mathematics, pages 317–340, 1985.
[13] Steven Perron. A propositional proof system for log space. In C.-
H. Luke Ong, editor, CSL, volume 3634 of Lecture Notes in Computer
Science, pages 509–524. Springer, 2005.
[14] Steven James Perron. Examining the fragments of G. In LICS, pages
225–234. IEEE Computer Society, 2007.
[15] D. Zambella. Notes on polynomially bounded arithmetic. The Jour-
nal of Symbolic Logic, 61(3):942–966, 1996.
[16] D. Zambella. End extensions of models of linearly bounded arith-
metic. Annals of Pure and Applied Logic, 88:263–277, 1997.
28
