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INTRODUCTION 
This dissertation contains results from the investiga­
tions of three different questions: the first concerns an 
iterated limits theorem involving set-valued functions; the 
second, integration-by-parts for weighted integrals; and 
the third, substitution for weighted integrals. 
In the first chapter we consider the idea of "coming 
close" for a set-valued function with domain a directed 
set. We use this idea to prove an iterated limits theorem, 
which is the main result of this section. We then use this 
iterated limits theorem to prove a dominated convergence 
theorem for the Young sigma integral. This latter result 
is presented to illustrate the use of our iterated limits 
theorem in proving this type of theorem. The remainder of 
the section is devoted to investigating properties of 
coming close. The idea of coming close is used to define 
a set-valued "limit" for a set-valued function. We give 
conditions for uniqueness of this limit and show that this 
limit is linear. 
The second chapter concerns integration-by-parts. We 
define a weighted refinement integral 
b 
[F,(w^,wg,w^)] J f(x)dg(x) 
a 
2 
for real-valued functions f and g defined on the closed 
interval [a,b] of the real axis. We present three 
integration-by-parts formulas for weighted integrals. The 
first formula is for integration-by-parts in the usual 
sense, while the latter two involve a changing of the 
weights. We then relate the Young refinement integral 
b 
(1.1) FY J f(x)dg(x) 
a 
to the weighted refinement integral 
b 
[Fj(1,-1,1)] J f(x)dg(x). 
a 
We use integration-by-parts for weighted integrals to 
obtain a portion of J. S. MacNerney's results relating the 
Young integral (l.l) and the interior refinement integral 
b 
Fi J g(x)df(x) 
a 
by the integration-by-parts formula 
b b 
FY J f(x)dg(x) = f(b)g(b) - f(a)g(a) - F^ J g(x)df(x) . 
a a 
The remainder of this chapter is devoted to extending 
2 
MacNerney's results. The author gratefully acknowledges 
the assistance of Professor T. H. Hildebrandt in the 
solution of this latter problem. 
Chapter III concerns substitution for weighted 
integrals. We present two approaches to this problem. 
First, a substitution theorem is proved using only-
properties of weighted integrals. This theorem generalizes 
the substitution theorem given by R. E. Lane for the ' 
Stieltjes mean sigma integral. Then we extend a method 
used by H. S. Kaltenborn for studying substitution for the 
Stieltjes mean sigma integral. Finally, we prove a 
sequence of substitution theorems using this method. 
I, COMING CLOSE AND ITERATED LIMITS 
In this section we introduce the idea of "coming close 
for a set-valued function and then prove a generalized 
iterated limits theorem. 
By a directed set, we mean an ordered pair (QjR) 
where Q is a non-empty set of elements and R is a 
transitive and compositive binary relation consisting of 
ordered pairs of elements of Q. If € Q and if 
(qi^qg) S R, then we write q^Rq^. 
Let A be a non-empty set. If for each a € A we 
have that f(a) is a non-empty set of real numbers, we say 
that f is a set-valued function with domain in the set A 
The idea of "coming close" is introduced in the 
following two definitions. 
Definition 1.1. Let (QjR) be a directed set, let 
f be a set-valued function with domain Q, and let L be 
a non-empty set of real numbers. Suppose that if € > 0 
and if Z € L there is a q(z,€) € Q such that if 
qRq(Z, €), then f(q) H Ng(z) We say that f comes 
close to L relative to R. 
Definition 1.2. Let each of (P,R) and (Q,s) be 
directed sets, let f be a set-valued function with domain 
the cartesian product P x Q, and, for each q € Q, let 
L(q) be a non-empty set of real numbers. Suppose that if 
€ > 0 there are a p(€) € P and a q(€) G Q such that 
if pRp(€), qSq(€), and Z € L(q), then 
f(p,q) n Ng(z) 4= 0. Then we say that f as a function of 
p comes close to L(q) relative to R and almost 
uniformly in q. 
Again, let each of (P,R) and (Q,S) be directed 
sots. Let f be a set-valued function with domain P X Q, 
and, for each q € Q, let X(q) be a real number. If for 
each € > 0 there are p(€) € P and q(€) 6 Q such that 
if pRp(€)j qSq(€), and y € f(p,q), we have 
I y - X(q)1 < €, then we say that f as a function of p 
has limit X(q) relative to R and almost uniformly in q. 
We now present our iterated limits theorem. 
Theorem 1.1. Let each of (P,R), (Q,S) be directed 
sets, and let f be a set-valued function with domain 
P X Q. Suppose that for every q € Q there is a non-empty 
set L(q) of real numbers to which f(p,q) as a function 
of p comes close relative to R; suppose that for every 
p 6 P there is a real number X(p) which is the limit of 
3.S a function of q relative to S. If either 
f(p,q) as a function of p comes close to L(q) almost 
uniformly in q or if f(p,q) as a function of q has 
limit X(p) almost uniformly in p, then 
6 
lim L(q) and lim X(p) 
q, S p,R 
exist, are finite and are equal. 
Proof. A. First, suppose f(p,q) as a function of 
p comes close to L(q) almost uniformly in q. Let 
€ > 0. There are a p^(€) € P and a q^(E) € Q such 
that 
pRPl(€),qSq^(€), and Z € L(q)=>3 y € f(p,q) : ly-Zl <|-. 
Let P ' J P "  €  P  such that P'RP^(6)  and p"Rp^(€). Since 
f(p,q) as a function of q alone has limit X(p), there 
are q2(,q^(E) € Q such that 
qSqg ( e) and y G f (p \q) ^ ly - X(p')l < 
qSq^(€) and y € f (p",q) ly - X(p") 1 < ^  • 
Choose q € Q such that qSq^(€), qSq2(€), and qSq^(€). 
Let 2 € L(q). There are a y' € f(p',q) such that 
ly' - Zl < J- and a y" € f(p",q) such that ly" - Zl < J" • 
This means that 
7 
ly" - y ' I < |- • 
Also, we have 
ly' - X(P') I < 
and 
ly" - \(p")l < 
These inequalities imply 
I X ( P ' )  -  ^ ( P "  )  1  <  6 ,  
By the Cauchy criterion (page 6 of [3]) we conclude that 
lim X(p) 
P, R 
exists and is finite. We denote this limit by a. 
We next show 
lim L(q) = a. 
q, S 
8 
Suppose € > 0. Choose p^(€) € P such that 
lX(p) - al < ^  if pilp^( €) . There are a p^fc) € P and 
g^(€) € Q such that 
PRP2( and Z € I,(q) ^ 3 y € f(p,q) : ly- Z| < ^  
Choose p € P such that pRp^(€) and pRpg(€). For p, 
there is a q2(£) 6 S such that 
qSq^(e) and y € f(p,q) iy - ^(p)i < ^  -
Let q(€) c Q such that q(c)Sq^(€) and q(€)Sq2(€). 
Choose q 6 Q such that qSq(€). Let Z 6 L(q) . There 
is a y € f(p,q) such that 
ly - zl < 3 • 
Also, 
I y - x(p) I < J, 
and 
1 a - X(p) 1 < f • 
9 
We conclude that 
1 Z - a| < €. 
Thus, 
lim L(q) = a. 
q, S 
B. Next, suppose f(p,q) as a function of q alone 
has limit x(p) almost uniformly in p. Let € > 0. 
There are a q(€) € Q and a p^(c) € P such that 
qSq(€),pRp^(€), and y € f(p,q)^ ly - X(p)l <j. 
Choose q € Q satisfying qSq(€), and choose Z € L(q). 
Since f(p,q) as a function of p alone comes close to 
L(q), there is a P2(^) S P such that 
pRp2(e)=>3 y c f(p,q) : iy - Z| < j. 
Let p',p" € P such that p'Rp^(€), p'Rpg(g), p"Rp^(6), 
and P"RP2(6). There are a y' 6 f(p',q) such that 
10 
y' - Z| < ^  and a y" 6 f(p",q) such that ly" - 2l < J-
îvlOW 
l y  -  y" l  <  
Also, we have 
ly • - \(p' ) 1 < f • 
and 
l y "  -  x ( p " ) |  <  
These inequalities imply 
1 X(P ' ) - X(p") I < €. 
Again, by the Cauchy criterion, we conclude that 
lira X(p) 
p,R 
exists and is finite. Let lim X(p) = a. 
p,R 
11 
Again, we show that 
lin L(q) = a. 
q, S 
Suppose c > 0. There is a p^(€) € P such that 
lx(p} - a| < -J if pRpj_(€). There are a q(6) E Q and a 
P2(c) € P such that 
qSg(€),pRp2(e), and y € f(p,g) ly - X(p)l <J' 
Choose q c Q satisfying qSq(c). Let Z € L(q). There 
is a Pj(€) € P such that 
:>3y € f(p,g) •• ly - zl < j. 
Choose p c P satisfying pRp^(^(^)j pRp^(€). 
Let y € f(Pjq) such that 
ly - zl < J-
Also, we have 
ly - X(p)I < Y , 
12 
and 
1X(p) - a| < J • 
We conclude that 
1 Z — a 1 < €. 
Thus 
lim L(q) = a. 
q, s 
As an application of Theorem 1.1, we present a 
dominated convergence theorem for the Young sigma integral. 
The ideas of coming close and iterated limits combine with 
Egoroff's Theorem to provide a quite natural proof of this 
theorem. 
We now define the Young sigma integral and list some 
of its properties. 
Let ^ be the measure function determined by a non-
decreasing real-valued function defined on the entire real 
axis. The domain of \i is a a-ring of sets of real 
numbers containing all intervals. The members of this 
a-ring are called ^-measurable sets. A real-valued function 
15 
a with domain E is said to be ^.-measurable if, for every 
real number c, the set [x € E 1 a(x) > c} is ^-measurable. 
Let E be a non-empty ^-measurable set of real numbers. 
A p,-subdivision of E is a finite or countably infinite 
collection of non-empty disjoint p-measurable subsets of E 
whose union is E and such that each member of this 
collection has finite p-measure. If a and a' are two 
1-L-subdivisions of E_, we say that a' is a refinement of 
CT when each member of a' is a subset of some member of 
a. Let Q be the set of all ^-subdivisions of E, and 
let S be the binary relation consisting of all ordered 
pairs of elements of Q such that is a 
refinement of . The system (Q,S) is a directed set. 
Let a be a real-valued function with domain the set 
E. Suppose there is a ^-subdivision of E with the 
property that, if 
a = [EX] 
is a member of Q which is a refinement of and if 
CE E^ for each i, then 
I a{Ci)n(Ei) 
(i) 
is either a finite series or an absolutely convergent 
14 
infinite series. Let f be a set-valued function with 
domain Q and with the property that, for any ^-subdivision 
a = {E^} of E which' is a refinement of o^. 
If there is a real number A such that 
lim f(a) = Aj 
a, S 
we say that a is Young sigma integrable with respect to 
IJ, over E, and we denote this limit by 
We now list several important results concerning the 
Young sigma integral. The measure and the set E are 
assumed to be as in the preceding discussion. 
Theorem 1.2. Let a be a real-valued function with 
domain E. Then, the Young sigma integral 
a(C^) • l-i(E^) 1 € E^ for each ij. 
Y J a dp, 
E 
15 
exists iff the following statements hold: 
(i) there is a n-subdivision of E with the 
property that, if a = [E^] is a ^-subdivision 
of E which is a refinement of and if 
€ E^ for each i, then 
(i) 
is either a finite series or an absolutely 
convergent infinite series; 
(ii) the function a is ^-measurable. 
Theorem 1.3. Let a be a real-valued function with 
domain E such that the Young sigma integral 
Y r a dp. 
"^E 
exists. Then, there is a ^-subdivision of E with 
the property that, if a = {E^} is a IJ-subdivision of E 
which is a refinement of the function a is bounded 
on every set E^ of positive ^-measure. 
Theorem 1.4. Let p be a real-valued function with 
domain E such that the Young sigma integral 
Y P d|i 
exists. Let a be a ^-measurable real-valued function 
with domain E such that |a(x)| S p(x) for every x in 
E. Then, the Young sigma integral 
Y J a djj. 
"s 
exists. 
We come now to our dominated convergence theorem for 
the Young sigma integral. 
Theorem 1.3. Let n be the measure function deter­
mined by a non-decreasing real-valued function defined on 
the entire real axis. Let E be a non-empty ^-measurable 
set of real numbers. Let ^ sequence of im­
measurable real-valued functions with domain E. Suppose 
there.is a real-valued function p with domain E such 
that the Young sigma integral 
Y J p du 
E 
exists, such that P(x) S 0 for all x in E_, and such 
that for each positive integer n we have that 
I a^(.x) ! = p(x) for all points x of E. Moreover, 
suppose there is a real-valued function a with domain E 
17 
such that lim a^^x) = a(x) for every x in E. Then, 
n~*+oo 
we have for each positive integer n that 
^ J"E 
exists. The Young sigma integral 
Y f a dp, 
E 
exists, and 
lim Y r a d^ = Y T a dp. 
n-+oo E ^ "^E 
Proof. Let P be the set of all positive integers, 
and let R be the binary relation consisting of all ordered 
pairs (n^,n2) of positive integers such that n^ > n^. 
Let Q be the set of all jj,-subdivisions of E, and let S 
be the binary relation consisting of all ordered" pairs 
of p,-subdivisions of E such that is a 
refinement of a^. Let be a p-subdivision of E with 
the property that, for any p-subdivision a = {E^} of E 
which is a refinement of the following two statements 
hold : 
18 
(i) if c for each i, the series 
is either a finite series or a convergent infinite 
series; 
(ii) the function p is bounded on every set of 
positive ^-measure. 
If n is a positive integer, if a = {E^} is a ^-sub-
division of E which is a refinement of aand if 
r .  € E. for each i. then the series 
^ 1 1  
is either a finite series or an absolutely convergent 
infinite series. Let f be a set-valued function with 
domain P x Q and with the property that, if n is a 
positive integer and if a = [E^] is a iJ.-subdivision of E 
which is a refinement of a , then 
We observe that la(x)l ë p(x) for all points x of 
the set E. Thus, if a = {E^3 is a ^-subdivision of E 
v/hich is a refinement of and if C- 6 E. for each i, 
O  1 1  • "  
I an(Ci)^(2i) 
(i) 
(i) 
19 
then the series 
y a(Ci)n(E.) 
(i) 
is either a finite series or an absolutely convergent 
infinite series. Let L be a set-valued function with 
domain Q and with the property that, if a = {E^} is a 
^-subdivision of E which is a refinement of then 
L(a) = { ^ I € E^ for each ij. 
(i) 
In view of Theorem 1.2, we have for each positive 
integer n that the Young sigma integral 
^ J" J, "n 
exists. Let X be the real-valued function with domain 
the set P and with the property that 
= Y Ig 
for every positive integer n. We observe that, for each 
n € P, 
20 
lim f(n,a) = X(n). 
a, S 
We now show that f(n,a) as a function of n alone 
comes close to L(a) almost uniformly in a. If the set 
E is finite or if |i(E) = 0, this result is obvious. 
ConsiderJ then, the case where the set E is infinite and 
P.(E)  > 0 .  Le t  €  b e  a n y  g i v e n  p o s i t i v e  r e a l  n u m b e r .  L e t  
be a one-to-one sequence of subsets of E such 
that the range, o', of this sequence is a ^-subdivision 
of E which is a refinement of a . The function B is 
o 
bounded'on every set Ej^ of positive ^-measure. For each 
positive integer i such that E^ has positive ^-measure, 
let 
= l.u.b.{p(x) I X  €  E^}; 
for each positive integer i such that the set Ej^ has 0 
^-measure, let = 0. The infinite series 
+00 
I M: W(E,) 
i=l 
converges. Let m be a positive integer such that 
21 
m 
1 > 0 
i=l 
and 
-foa 
r ) 
! 
Let I be the set consisting of all positive integers i 
such that i g m and such that E| has positive ^-measure. 
Let 
The set E is a '^-measurable subset of E such that the 
^-measure of E is positive and finite. There is a 
positive real number M such that p(x) ^  M for all 
points X of Ê. Let & = In view of Egoroff's 
Theorem, there is a ^-measurable subset E(ô) of E such 
that H(E(Ô)) < 6 and such that lim a. (x) =A(x) 
n~*-l-c» 
uniformly on the set E - E(ô). Let n(E) be an element 
of P such that if nRn(€), then 
l a  ( x )  -  a ( x )  I  <  —  
3p{E) 
22 
for all X  in E - E(ô). Let 
a ( € )  =  • • • }  
be an element of Q such that a(€)sa' and such that for 
each positive integer j one of the following three 
statements holds : 
(i) there is a positive integer i such that i t I 
and such that Ë^ c 
(ii) ËJ c E(5); 
(iii) Ë. CE - E(ô), 
J  
Let 
cr = [E^jEgjE^, • • • } 
be an element of Q such that crSa(€)j let n be an 
element of P such that nRn(€), and let z be a real 
number in the set L(a). Let 
+00 
k=l 
where s for each positive integer k. Let y be 
the real number in the set f(n,a) given by 
25 
+00 
y = I 
k=l 
For convenienceJ we define the following sets of positive 
integers. Let be the set of all positive integers k 
with the property that there is an integer i > m such 
that c E^; let Kg be the set of all positive integer£ 
k with the property that there is a positive integer 
i = m such that i è I and c Ej^; let be the set 
of all positive integers k such that E^ c E(a); and 
let be the set of all positive integers k such that 
E^ c E -  E(Ô). Then, 
-roo -roo 
\Y - z I =n((k)w(Gk) - I cc(C^)u{E^) 
k=l k=l 
- Z '^n^^k^ ' ^^^k^ Gk) I 
ksKj^ 
+ l^nCGk) - a((k)lu(E%) 
keK, 
'2 
I  4 .  ^  l a ( C ^ ) l u ( E ,  
koK^ keK^, 
\ 
24 
+CO 
-2 y ^(E^) -r 2M li(E(ô)) 
i=m+l 
+ ^ ^(Z - E(ô) ) 
3^(2) 
Therefore, 
iy - 21 < t . 
ThusJ we have shown that f(nja) as a function of n alone 
comes close to L(a) almost uniformly in a. 
We thus have from our iterated limits theorem. Theorem 
1.1, that the two limits 
1 ira X ( n ) 
n,P 
and 
lim L(a) 
OJ S 
25 
Gxistj are finite, and are equal. The first of these 
limits is 
lim Y r a„ dp, TT il n~*+oo 
and the second is 
Y r a du. 
E 
We continue our discussion of this section with a 
sequence of theorems which describe some of the properties 
of coming close. We then define a set-valued limit for set-
valued functions. 
The first theorem contains a sufficient condition for 
a set-valued function to come close to a given set. 
Theorem 1.6. Let (Q,R) be a directed set, let f 
be a set-valued function with domain the set Q, and let 
L be a non-empty set of real numbers. Suppose that if 
2 € L, there is a real-valued function with domain Q 
such that, if q € Q, then yg(q) € f(q) and such that 
lim y (q) = Z. 
q, R 
26 
Therij f(q) comes close to L relative to R. 
1'iie proof of this theorem follows directly from the 
definition of coming close. 
The next theorem is in the form of a converse to 
Theorem 1.6. 
Theorem 1.7. Let (Q,R) be a directed set, let f be 
a set-valued function with domain Q_, and let Z be a 
real number. Suppose there is a sequence [q(i)]j^2 
elements of Q such that : 
(i) for each positive integer j, q( j T 1 )i^q( j ) ; 
(ii) for each q € Q, there is a positive integer j 
such that (q,q(i)) $ R; 
(iii) for each positive integer jj if qRq(j)_, there 
is a y € f(q) such that !y - Z[ < -j . • 
Then, there is a real-valued function y with domain Q 
such that, if q € Q, then y (q) € f(q) 'and such that 
lim Vgfq) = Z. 
q, R 
Proof. If q c Q and if (q, q(l)) ë R, let y^fq) 
be any real number in f(q). If q c Q and if qRq(l), 
let j(q) be the largest positive integer j such that 
and let YgC?) a real number in f(q) such 
27 
that Ivg^q) - Zl < y have thus defined a real-
valued function y wizh domain the set Q such that, for 
each q € Qj we have y (g) € f(q). Suppose € > 0. Let 
1 
i g be a positive integer satisfying j g > "|" • Let 
= q(jç). If q c Q and if qRq^, we have that 
j(q) S j^; therefore, 
lYgfq) - Zl < €. 
Thus J 
lira y (q) = Z. 
q, R 
We next show that if f comes close to L, then f 
comes close to the closure of L. 
Theorem 1.8. Let (Q^R) be a directed set, let f 
be a set-valued function with, domain Q, and let L be a 
non-empty set of real numbers. Suppose f(q) comes close 
to L relative to R. Then, f(q) comes close to L 
relative to R. 
Proof. Let Z* be any point of L, and let 6 be 
any positive real number. Let Z be a point of L such 
28 
that !z - Z*! < Let q"^" be an element of Q such 
thatj if qRq*j then f(q) H N( Z,-^) == 0. Let q be an 
element of Q such that qRq*. Let y be a real number 
in f(q) such that |y - Z| <2' "^^en^ [y - Z*1 < €. 
Another property of coming close which follows from 
the definition is given in the following theorem. 
Theorem l.Q. Let (Q,R) be a directed set, and let 
f be a set-valued function with domain Q. If f(q) comes 
close to L relative to and if M is a nonempty 
subset of Lj then f(q) comes close to M relative to R. 
The idea of coming close is sufficient for our iterated 
limits theorem; however, in view of Theorems 1.8 and 1.$, 
it is not strong enough to characterize the set-valued 
"limit" of a set-valued function. We now introduce such a 
limit. 
Definition 1.3- Let (Q^r) be a directed set, and 
let f be a set-valued function with domain Q. Suppose 
L is a non-empty, closed set of real numbers such that the 
following statements hold: 
(i) if 6 > 0 and Z € L, there is a q(€,z) € Q 
such that, if 
qRq( € , z ),dy € f(q) : !y - Z l  <  €  j  
29 
(ii) if € > Oj there is a q(G) € Q such that, if 
qRq(€) and 
y t f(q),32 € L: |y - Z| < 6. 
Then, we say f has limit L relative to R, and we 
write 
lim f(q) = L. 
q, R 
We now show that the linit of a set-valued function is 
unique. We remark in connection with this theorem that the 
definition of a set-valued limit given in [2] fails to have 
this property. 
Theorem 1.10. Let (q,r) be a directed set, and let 
f be a set-valued function with domain Q. Suppose L 
and L"^' are non-empty sets of real numbers such that 
and 
lim f(q) = L 
q, R 
lim f(q) - L* 
q, R 
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Then L = L*. 
Proof. Suppose € > 0. Choose Z* € L*. There is a 
q^(€,Z*) 6 Q such that, if qRq^(€jZ*)_, there is a 
y € f(q) satisfying | y - Z* 1 < 'J'- Also, there is a 
q2(6) € 0 such that, if qRq2(€) and if y € f(q), then 
there is a Z € L satisfying |y - Z| < J"* Suppose 
qRq^(6,Z*) and qRq2(€). There is a y € f(q) satisfying 
ly - Z*1 < J"' there is a Z 6 L satisfying |y - Z| < 
This means that |z - Z*1 < €, so L* c: l = L. Similarly, 
we have that L c L* = L*. Thus, L = L*. 
Let L and M each be a non-empty set of real 
numbers, and let k be a real number. We define 
L4-M = [x + y:x E L and y G m] 
and 
k.L = {kx : X € L} . 
Our final theorem in this section establishes that the 
set-valued limit is linear. 
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Theorem 1.11. Let (Q,R) be a directed set, and let 
each of f and g be set-valued functions with domain Q. 
Suppose L and M are two non-empty sets of real numbers 
such that 
lim f(q) = L and lira g(q) = M. 
g,R q,R 
Then, 
lim[f(q) + g(q)] = L + M. 
q, R 
If k is a real number, then 
lim[kf(q)] = kL. 
q, R 
Proof. Suppose € > 0. Choose Z € L + M. Let X 
and m be elements of L and M, respectively, such that 
Z = X + m. There is a q(€,z) 6 Q such that, if 
qRq(€,z), then there is a y' € f(q) satisfying 
I y' - < -^ and there is a y" 6 g(q) satisfying 
ly" - ml "^2' l^en y = y' + y" is an element of 
[f(q) + g(q)] and |y - Z| < 6. This establishes (i) of 
Definition I.5 for 
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lim[f(g) + g(q)] = L + M. 
q, R 
Suppose c > 0. There is a q^(€) € Q such that, if 
qRq^(€) and y € f(q), then there is a X 6 L such that 
ly - X I < There is a q2(^) ^ Q such that, if qRqgC^) 
and y € g(q), then there is an m € M such that 
[y - m| < '2* q(c) 6 Q such that q(€)Rq^(€) and 
q(c)Rq2(€), and choose qRq(€). Let y E [f(q) + g(q)]. 
There are a y' € f(q) and a y" € g(q) such that 
y - y' + y". There are a X 6 L and an m € M such that 
I y ' - X I < 3.nd ly" - ml < Let Z = X + m. Then 
Z € L -r M and [y - Zl < €. This establishes (ii) of 
Definition I.3 for 
lim[f(q) + g(q)] = L + M. 
q,R 
Thus, 
lim[f(q) -i- g(q)] = L + M. 
q, R 
Similarly, if k is a real number, then 
lim[kf(q)] = kL. 
q, R 
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II. INTEGRATION-BY-PARTS FOR WEIGHTED INTEGRALS 
In this chapter we first consider integration-by-parts 
for the weighted refinement integral 
b 
(2.1) [F,(wj/WgjW-)] J f(x)dg(x). 
a 
Here (w^_, wg_,w^) is an ordered triple of real numbers such 
that w^ + Wg + w^ = 1, and f and g are real-valued 
functions on the closed interval [a,b] of the real axis. 
If 
(2.2) P = {a = Xg < = b] 
is a partition of [a,b], and if € (x^_^jx^) for 
i = lj2,'"'jn, then (2.1) is the refinement limit 
n 
lim Y. LW]if(^i_i) +W2f(Ci) +w^f(x^)][g(x^) - g(x^_^)]. 
i=l 
This limit is called the (w^,w^,w^) - weighted refinement 
integral of f with respect to g on [a,b]. 
The following existence theorems for weighted integrals 
are given without proof. A discussion of these existence 
theorems can be found in [ll]. 
$4 
Theorem A. Suppose g is a saltus function and f 
is bounded on [a,bj. Let = {x € [a,b) I g(x^J 4= g(x) } 
and S~ = {x € (a,b] I g(x ) 4= g ( x ) } .  If there is an integer 
j satisfying 1 < j ë 5 such that 4= 0, suppose f(x"^) 
exists for all x S s"^; if there is an integer j 
satisfying 1 ë j < 3 such that 4= 0, suppose f(x ) 
exists for all x € S . Then 
b 
[F(w^,wg,w_)] J f(x)dg(x) 
a 
exists and equals 
Y [(1 - 'w^)f(x^) + w^f(x)][g(x^) - g(x)] 
x€S^ 
Y tw^f(x) + (1 - W_)f(x )][g(x) - g(x )] 
x€S~ 
Theorem B. Suppose g is continuous and of bounded 
variation, f is bounded on [a,b], and 
D 
[F,(w^,wg,w_)] J f(x)dg(x) 
a 
exists. Then, the Riemann-Stieltjes norm integral 
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b 
R S N J f ( X ) dg (  X ) 
a 
exists, 
Theorem C. Suppose g 
is bounded on [a^b], and 
[F, 
exists. Then 
FY f(x)dg(x) 
a 
exists and equals 
[F, (w^,wg,w^) ] J f(x)dg(x) 
a 
- (1 - w^) Y - f(x)][9(x^) - g(x)] 
x€[a,b) 
+ (1 - 2, [f(x) - f(x")][g(x) - g(x~)]. 
xc(a,b] 
We now present our first integration-by-parts theorem. 
IS of bounded variation, f 
j 
a 
f(x)dg(x) 
Theorem 2.1. Suppose f is bounded and g is of 
bounded variation on [a,b]. Let 
S~ = {x c [ajb) i g(x'^) 4= g(x) } and 
S~ = {x c (a_,b] 1 g(x ) 4= g(x)]. Suppose f(x^) exists for 
X € S"^ and f(x ) exists for x € S . Suppose 
a [P,J f(x)dg(x) 
exists. Then 
[F,J g(x)df(x) 
3, 
exists and eauals 
^(b)g(b) - f(a)g(a) - [F,(w^,wg,w^)] J f(x)dg(x) 
- (2w^ - 1) Y - z(x)][9(x^) - 9(x)] 
x6[a/o) 
-f (2w_ - 1) Y [f(x) - f(x")][9(x) - 9(x")] 
x€(a ,b ]  
Proof. Let S be a saltus function and ^ a 
continuous function such that g(x) = S(x) -f û(x) for 
X € [ajb]. Let (2.2) be a partition of [a,b], and choose 
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t for i = 1,2,Then 
n 
Y -r WgS(Cj_) -r W^S(x^} ][f(x^) - f(x^_^)] y> 
i=l 
= f(b)S(b) - f(a)s(a) 
v — 
- 2, Lw^f(Xi_^) -i- Wgf(Cj^j 4- w^f(x^) ] [S(x^) - S(x^_^)] 
i=l 
n 
(2w^ - 1) Y ][s(C^) - S(x^_^)] 
i=l 
n 
(2w^ - 1) Y [f(Xi) - f(G^)][S(x^) - S(Cj_)] 
i=l 
n 
(w^ - w_) y {[f(x^_^) - f (Cj_) ] [S(x^) - S(Cj_)] 
i=l 
[f(C^) - f(x^) ][S(Cj_) - s(x^_^)]}. 
We have the following refinement limits: 
n 
lim ^ f(C^) [S(C^) - S(x^_^) ] = ^ f(x~) [S(x'^) - S(x) ], 
i=l x€[a,b) 
^ fC^i) [S(Ci) - S(Xi_i) ] = Y f (x"^) [S(x'^) - S(x} ], 
i=l x€[ajb) 
^8 
n 
V lim ^ [S(Ci) 
i=l 
-S(Xi_i)]= Y f(x)[S(x+)-S(x)] 
x€[a,b) 
Analogous results hold for left-hand limits. We prove only 
one case. 
Lemma 2.1.1. For the hypotheses of Theorem 2.1, we 
have that 
lim ^ f(C^) [S(C3_) - S(x^_j_) ] = Y f(x^)[S(x+)-S(x)]. 
i=l x€[a,b) 
Proof of lemma. Let D denote the set of right-sided 
discontinuities of S. If S is a step function, the 
result is obvious. So, let 1 ^ sequence of step 
functions with discontinuities only in D and such that 
lim =0. We introduce the following notation 
for convenience. For a partition (2.2) of [a,b], for 
Ci € (x^_^,x^) for i = 1,2,•••,n, and for m a positive 
integer, let 
n 
T(P; 
i=l 
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and 
n 
T ( P ; C i , C 2 ' f ( C i ) [ s ( C i )  - S ( x ^ _ ^ ) ] .  
i=l 
For each positive integer m, let 
T(m) = Y - Sm(x)]' 
xe[a,b) 
Let 
T = Y f(x^)[S(x^l - S(x)]. 
x€[a,b) 
Let M be a positive real number such that |f(x)I g M 
for all points x of [a,b]. For each positive real number 
E, let m^ be a positive integer such that for every 
integer m > we have V^(S^ - s) If € is any 
given positive real number, then, if m is an integer 
greater than m^, if (2.2) is a partition of [a,b], and 
if € (x^_jL,x^) for i = 1,2, •••,n, 
-  ^  '  ^(^m - s) < e. 
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For each positive integer in, 
lim T(P;C,= T(m). 
P,3 
From our iterated limits theorem. Theorem 1.1, it then 
follows that 
lim T(P;Cn,Gp, = lini T(m) = T. 
m-+oo 
Continuing the proof of our theorem, we observe that the 
integral 
[F,(w^,wg,w^)] 
exists and equals 
f(b)s(b) 
- (2^1 
+ (2w_ 
x€(a,b 
J 
a 
S(x)df(x) 
- f(a)s(a) - [F,(w^,wg,w^)1 J f(x)dS(x) 
a 
- l) Y - f(x)][S(x'^) - S(x)] 
xc[a,b) 
- l) Y Lf(x) - f(x~)]rs(x) - S(x~)]. 
The Riemann-Stieltjes norm integral 
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b 
RSN ]' 
a 
exists, so the Riemann-Stieltjes norm integral 
RSN I" ù(x)df(x) 
a 
exists and equals 
b 
f(b)'j(b) - f(a)'^(a) - RSN J f(x)dv(x). 
a 
The desired result then follows. 
We also have two additional integration-by-parts 
formulas for weighted integrals. The proofs are similar 
the proof of Theorem 2.1. 
Theorem 2.2. If Wg = 0, then 
b 
(2.1) [F,(w^/wg/w^)] J f(x)dg(x) 
a 
exists if and only if 
b 
(2-5) [F, (w^,Wg,W]^) ] J g(x)df(x) 
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exists, and in this case 
b 
[F,(w^,WgjW_)] \ f(x)dg(x) = f(b)g(b) - f(a)g(a) 
a 
b 
- [F, (w_,Wg,Wg_) ] J g(x)df(x). 
If f and g satisfy the hypotheses of Theorem 2.1, then 
(2.3) exists and equals 
f(b)g(b) - f(a)g(a) - [F,(w^,wg,w^)] J f(x)dg(x) 
a 
^2! Z - f(x)][g(x'^) - g(x)] 
xG[a,b) 
Y  [ c ( x )  -  f ( x " ) ] [ g ( x )  -  g ( x " ) ] ) .  
x€(a,b] 
Theorem 2.3. If Wg =0, then 
b 
(2.1) [P,(w^/wg,w_)] J f(x)dg(x) 
exists if and only if 
b 
(2.4) [Fj(l - Wg,1 - w^)] J g(x)df(x) 
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exists, and in this case 
b 
[y, (w^,wg,w_) ] J' x(x)dg(x) = f(b)g(b) - f(a)g(a) 
(2.5) 
b 
- [?,(!- w.,- w 1 - w-,)] r g(x)df(x). 
^ a 
If f and g satisfy the hypotheses of Theorem 2.1, then 
(2.4) exists and (2.3) holds. 
We now use Theorem 2-2 to derive the integration-by-
parts formula for the Lebesgue-Stieltjes integral given by 
H. Scharf in [8]. 
Theorem 2.4. Suppose f and g are real-valued 
functions on the entire real axis which are of bounded 
variation on every closed interval. For any closed interval 
[a,b] of the real axis, 
LSj fdg = f(b~)g(b'^) - f(a~)g(a~) - LSj gdf 
"[a,b] "[a,b] 
y {[f(x) - f(x")][g(x) - g(x~)] 
xG[a,b] 
- [f(x') - f(x)][g(x*) - g(x)]} 
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Proof. Wc l iavG that 
b 
L3 r fdg = FY J f(x)dg(x) -r f(a)[g(a) - g(a )] 
" [a,b] a 
:(b)[g(b^) - g(b)] 
[F,(1,-1,1)] r f(x)dg(x) + f(a)[g(a) - g(a )] 
f(b)[g(b^J - 9(b)] 
b 
g(x)df(x) -r f(b)g(b) 
- f(a)g(a) 
4- f(a)[g(a) - g(a )] + f(b)[g(b') - g(b) ] 
Y [c(x^J - f(x)][g(x~) - g(x)] 
x€[a,b) 
+ y [f(x) - f(x")][g(x) - g(x~)] 
xG(a,b] 
b 
- [F,(1,-1,1)] J g(x)df(x) 
a 
- g(a)[f(a) - f(a~)j - g(b)[f(b^) - f(b)] 
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^  [f-  f ( x ) ] [ g ( x + )  - g(x)] 
x€[a,b] 
-r Y -  c ( x " ) ] [ g ( x )  - g(x )] 
x€[a,b] 
+ f(b~)g(b'^) - f(a~)g(a~) 
= f(b')g(b'^) - f(a )g(a ) - LSJ gdf 
[a,b] 
+ Y {[ffx) - f(x~)][g(x) - g(x")] 
x € [ a , b ]  
- [f(x^) - f(x)][g(x~) - g(x)]j. 
Theorem C contains a relationship between a weighted 
integral of f with respect to g and the corresponding 
Young refinement integral when g is of bounded variation. 
The following theorem provides a relationship between the 
Young refinement integral and a particular weighted integral 
when g is assumed to be quasi-continuous. 
Theorem 2.5. Suppose f is of bounded variation and 
g is quasi-continuous on [a,b]. Then 
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b 
(2.6) FY \ f(x)dg(x) 
a 
and 
b 
(2.7) [F,(1,-1,1)] f f(x)dg(x) 
a 
exist and are equal. 
Proof. Suppose € > 0. Let M be a positive number 
such that |g(x)| g M for x 6 [a,bj. Let 
P = {a = x^ < x^ < < X- = b} be a partition of [a,b] 
such that, for each k = 1,2,''',n, 
Ig(x') - g(x") ! <—3-^-
2v;\f) + 1 
for X',x" c (x^_^,x^). For each k = l,2,''",n, suppose 
^k ^ (^k-l'^k) such that 
If(x') - f(x") I < —2— 
8 n M 
for x',x" € [yn^,x^); and suppose yV € (x^^^,y^) such 
that 
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!f(x') - £(x")l < —2— 
8 n M 
for x ' , x "  c 
p = p u {y{,y2> • • • ^ y^^y'i^y2' ' " 
P = {a = XQ < < ••• < x^ = b] 
be any partition of [a_,b] which is a refinement of F, 
and suppose c (x^_^jx^) for i = 1^2,•••jn. For each 
integer k = Ojlj-'-jn, let i^ be the integer such that 
0 g il = n and x. = x, . Then 
x: 1% ^ 
lf(a)[g(a'^) - g(a)] -h f(b) [g(b) - g(b~) ] 
n-i 
1 =(Xi)[9(%:i) - 9(x%)] 
i=l 
n 
+ Tf(Ci)[g(x~) -
i=l 
n 
- ^ - f(Ci) + f(x^)][g(x^) - g(x^_^)]l 
i=l 
n 
= I X [c(Ci) " 3[g(x^) - 9(Xi_i)] 
i=l 
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+ - f(x^)][g(x^) - g(x^_^)]l 
n 
- I _l)i IgfXi ) - 9(x% -1 
_I k. X, d.. d. J-T X, X 
X=1 k "k-
n 
+ I { I - f(%i_l)l I 9(Xi) - S(xj_^)l 
k=l i=i.  ^Hrl 
K-1 
+ y If(Gi) - f(x^)l 1 g(x~) - g(x^_^)lj-
2[n —^ 2M] -f >• ^ • vj(f) < €. 
8 H M 2V^(f) + 1 a 
By Theorem A and Theorem 2.1, the weighted integral (2.7) 
exists, so the Young integral (2.6) exists and equals (2.7) 
In the remainder of this section, we consider a 
relationship between the Young integral 
b 
(2.6) FY f  ( X ) dg ( X ) 
a 
and the interior integral 
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(2.8) J ç(x)df(x). 
a 
Wo note that (2.8) is a weighted integral with w^ - w^ - 0 
and Wg = 1. MacNernerv studied this relationship in [y], 
and his result is staged as follows : if one of f and g 
is quasi-continuous and the other is of bounded variation, 
then (2.6) and (2.8) exist, and 
b 
(2-9) FY J f(x)dg(x) = f(b)g(b) - f(a)g(a) 
a 
- J g(x)df(x). 
a 
We use weighted integrals to prove part of MacNerney's 
result. 
Theorem 2.6. Suppose g is quasi-continuous and f 
is of bounded variation on [a,b]. Then, (2.6) and (2.8) 
exist, and (2.9) holds. 
Proof. (2.8) exists by Theorem A, and by Theorem 2.5 
b 
J g(x)df(x) = f(b)g(b) - f(a)g(a) 
a 
b 
- [F,(1,-1,1)] J f(x)dg(x). 
a 
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Formula (2-9) now follows from Theorem 2.5-
We now generalize MacNerney's result. The next theorem 
was proved by T. H. Hildebrandt for the case where f is 
bounded [4]. Our proof is essentially the one given by 
Hildebrandt. 
Theorem 2.7. Suppose g is quasi-continuous on 
[a,b]. If (2.8) exists, then (2.6) exists and (2.9) holds. 
Proof. Suppose € > 0. Let P^ be a partition of 
[a,b] such that if 
P = [a = X 
o 
< x^ < < X =b} 
is a refinement of P^, and if 
i = lj2j-'',n, then 
S (x^_^,x^) for 
2 • 
i=l 
For this partition P of [a^b], we have 
n-1 n 
i=l i=l 
-r f(a)[g(a^) - g(a)j + f(b)[g(b) - g(b ) ] 
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= f(b)g(b) - f(a)g(a) - Y 9(Xi)[=(Xi) 
i=l 
- f(Ci)] 
n-1 
2, 9(xi) 
i=0 
A = max.{1f(x^) - f(C^)L 
For each integer i = 1,2,--'yn^ choose such that 
r . < V. < X and 1 1 
i g ( x . )  -  g ( y . ) l  <  
for each integer i = 0,1,2,-'"jn-l, choose such 
that x^ < and 
l9(Xi) - 9(yi)l < 1^. 
Then 
n n-1 
1 ^ 9(xï)[f(Xi)-f(Ci)l + ^ g(xj) 
i=l i=0 
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• n 
- ^ 9(7^) - f(Ci) ] - g(yi)[f(Ci^^) - f(Xi)] 
n-l 
i=x 1=0 
n 
V Ig(xT) - g(y^)llf(x^) - f(CJ_)l 
i=l 
n-l 
Y Igfxïl - 9(yi)llf(Gi+i) - f(Xi) 
I-O 
Since the partition P refines Pg_, we have that 
n-l n 
I y f(xi)[9(xi)-9(x%)] + X f (C^) [g(x~) - g(x]^_^) ] 
i=l i=l 
4- f(a)[g(a^) - g(a)] -r f(b)[g(b) - g(b )] 
b 
- [f(t))g(b) - f(a)g(a) - J '  g(x)df(x) ] l  <  c  
ThusJ the Young integral (2.7) exists and the formula (2-9) 
holds. 
From Theorem 2.7 we have the following corollary. 
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Corollary 2.7.1. g is continuous on [a,b] and 
b 
f g(x)df(x) 
a 
exists, then 
b 
^i I f(x)âg(x) 
a 
exists and integration-by-parts holds. 
The proof follows from the observation that the 
approximating sura for the Young integral (2.7) is that for 
the interior integral when g is continuous. 
We have an analogue to Theorem 2.7 when it is assumed 
that the Young integral (2.7) exists. First, we have the 
following existence theorem. 
Theorem 2.8. Suppose g is a saltus function and f 
is bounded on [a,b]. Then, 
b 
J g(x)df(x) 
a 
and 
5^ 
^ a 
(2.7) FY r f(x)dg(x) 
exist, and formula 2.9 holds. 
Proof. For a partition 
P = {a = x_ < x. < < X =b} 
o 1 n 
of [a,a] and for Q. 6 (x.. _^_,x^) for i = lj2j-'-jnj le 
= {g(a)Lf(a"^) - f(a)] 
-r g(b) [f (b) - f (b ) ] 
n 
v 
2, g(^i)[=(xî) - ]} 
i=l 
n 
i=j. 
f(b)g(b} + f(a)g(a)T . 
Tnen 
5'D 
n-l 
(2.10) S(P;C^,C2'^ 9(xi)[f(x%) -
i=G 
n 
Y 9'(^i) [f(Gi) - 9(Xi) ] 
Wo now show that each sura on the right of (2.10) has 
- -i+to 
'm •'m^l refinement limit 0. Let {^ a sequence of step-
function on [a_,b] such thai 
lim vj(f - f^J - 0. ra 
m-'—00 
"or a partition P of [a_,b] as above, let 
n-l 
T(P) = "[ A 9(x^) [f(^j_) ~ ^ (^i-i-1^ - ' ^i-fl ^  ^^i-'^i-rl'' 
i=0 
for i = Ojlj2,"'-,n-ljj 
uid for each positive integer m let 
n-l 
T(P,irO . { T ^ 
i=0 
for i = 0 J 1_, 2 J * ' •, n - 1| . 
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since g is bounded on [a^b], we have tliat T(P,M) as 
a function of ra comes close to T(P) as m — -ko almost 
uniformly in P; also, for every positive integer m, 
lim T(PJm) = 0. 
ThusJ by our iterated limits theorem we have 
lim T(P) = 0. 
P,=) 
We may proceed similarly wiuh the other sum on the right 
side of (2.10). 
For the hypotheses of zhe theorem^ the Young integral 
(2.7) exisusj so the interior integral (2.8) exists and the 
integration-by-parts formula (2-9) holds. 
We now present the analogue to Theorem 2.J. 
Theorem 2.Q. Suppose g is of bounded variation and 
f is bounded on [a_,b]. If the Young integral ( 2 - 7 )  
exists, then the interior integral (2.8) exists. 
Proof. First, we write g(x) = s(x) 4- $(x), where s 
is a saltus function and ù is a continuous function of 
bounded variation on [a,b]. The Young integral 
57 
FY J 
Ô. 
exists, so 
b 
J f(x)dù(x) 
a 
exists. By Theorem 2.1 
_ b 
a 
exists. Ey Theorem 2.8, 
^b 
J s(x)Gf(x) 
a 
existsJ so Theorem 2-9 is proved. 
From Theorems 2.7 ^ .nd 2.9 we have the final result of 
this section. 
Theorem 2.10. Suppose g is of bounded variation 
and f is bounded on [a^b]. Then, the Young integral 
( 2 . 7 )  exists if and only if the interior integral ( 2 . 8 )  
existsJ and in this case the formula (2.9) holds. 
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III. SUBSTITUTION FOR WEIGHTED INTEGRALS 
In this section we consider substitution for the 
weighted refinement integral 
b 
(5.1) [F,(w^,wg,w_)] J f(x)dg(x). 
a 
This integral is discussed at the beginning of Chapter II. 
Throughout this discussion we assume is an 
ordered triple of real numbers such that w., -r w^ + w^ - 1, 
and fg, and h are real-valued functions defined on 
the closed interval [a,b]. In the substitution theorems 
that follow, we assume the integral (3-1) exists. 
The following notation will be used. Let p be the 
real-valued function defined on [a^b] such that 
X 
(3.2) p(x) = [F,(w^,wg,w^)] J f(u)dg(u), a < x g b 
3. 
= 0 J X = a. 
We first prove a substitution theorem by using 
properties of weighted integrals. This theorem extends the 
substitution theorem given by R. E. Lane in [6] for the 
Stieltjes mean sigma integral. 
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Theorem 3-1. Suppose g is of bounded variation on 
[a,b]j and suppose f and h are bounded on [a_,b]. If 
either or w_ is different from 0, suppose f(x') 
and h(x^) exist for all x in [a,b) such that 
g(x' ) -f- g(x); if either or Wg is different from 0, 
suppose f(x ) and h(x ) exist for all x in (a,b] 
such that g(x ) ^ g(x). Then, the integral 
b 
(3ô) [F, ] J h(x)dp(x) 
a 
exists if and only if -che integral 
b 
( p A )  [P, ]  J  h(x) f (x)dg(x) 
a 
exists, and in this case 
[F,] J h(x)dp(x) = [F,(w^,wg,w_)] r h(x)f(x)dg(x) 
(3.5) 
x€[a,b) 
- w^(l-w^) y [h(x')-h(x)][f(x')-f(x)][g(x')-g(x)] 
( )  Y  [ h ( x ) - h ( x  )][f(x)-f(x )][g(x)-g(x )]. 
x€(a_,b] 
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Proof. Firstj suppose g is a saltus function on 
[ajb]. Wa have that p is a saltus function on [a_,b]. 
If X c [a/o)j then 
p(x^)-p(x) = [(1 - w^)f (x"^) + w^f (x) ][g(x'^) - g(x) ]; 
if X € (ajbjj then 
p(x)-p(x~) = [v/^f (x) + (1 - w^)f(x~) ][g(x) - g(x~) ] . 
If either or w_ is different from 0^ h(x"*") exists 
for all X c [a^b) such that p(x') ^  p(x)j if either 
w, or Wg is different from 0, h(x ) exists for all 
X € (a_,b] such that p(x ) p p(x) . It follows from 
Theorem A that both the integrals (3-5) and (^.4) exist. 
Xoreover_, 
b 
a 
2 C(l-W3_)h(x'^)f (x~)-w^h(x)f (x) ][g(x~)-g(x) ] 
xc[a_, b) 
4- y Cw^h(x)f(x)-r(l-w^)h(x~)f(x") ]Cg(x)-g(x )]. 
xc ( a, b J 
Ox 
Thus we have 
^ b 
[ r , (w^jwgjw- ) ]  ^  h (x )dp(x )  
a 
V 
xcCa/D) 
[(1-W- )h(x' )+w^h(x) ][(1-W^ ) f  (x'^)-rW^ f  (x )  ]  
Y  [w_h(x ) - r ( l -w^)h(x  ) j[w^f(x) + (l-w^)f(x )j 
xe (a ,b ]  
[g (x ) -g (x")1  
b 
[ F , J  h ( x ) f ( x ) d g ( x )  
CL 
w, (1-w ) Y [h(x~)-h(x)][f(x~)-f(x)] 
x€[a,b} 
(1-w ) Y [h(x)-h(x~)][f(x)-f(x~)] 
x€(Xb] 
[g(x)-g(x~)1. 
Next, suppose g  
variation on [a_,b] . 
is a continuous function of bounded 
We have that p is a continuous 
Ô2 
function of bounded variation on [a^b]. For each 
X € (a^bjj we have by Theorem 3 that the Riemann-Stieltjes 
norm integral 
X 
RSN J  f(u)dg(u) 
a 
exists and equals p(x). Also, by Theorem B we have the 
existence of (5-5) implies the existence of the correspond­
ing Riemann-Stieltjes norm integral, and the existence of 
(5-4) implies the existence of the corresponding Riemann-
Stieltjes norm integral. In view of substitution for the 
Riemann-Stieltjes norm integral, it follows that (5-5) 
exisrs if and only if ($.4) exists, and in this case the 
two weighted integrals are equal. 
Theorem p.l follows as a result of combining the case 
where g is a saltus function and the case where g is a 
continuous function of bounded variation on [a,bj. 
Remark 3.1.1. In connection with the proof of Theorem 
5-lj we observe that if g is a saltus function on [a,b], 
then the assumption that one of the integrals (3*3) or 
exist is not required. Both of the integrals exist 
as a result of Theorem A. 
We now consider a different and somiewhat more efficient 
approach to substitution for weighted integrals. This 
approach is siziilar to tha-c used by Kaltenborn in [ 5 ]  for 
the Stieltjes r:.ean. sigma integral. We will prove Theorem 
3.1 again using this method and present three additional 
substitution theorems for weighted integrals. 
Let 
? = {a = < ••• < x^ - b] 
be a partition of and suppose C- € (x. -,x.) 
for each integer i = 1,2, • • • ,r).. ?or each integer 
i = 1;2, '' - ;n, we have that 
= [w^h(x^_^) 4- Wgh( -f w^h(x^)] 
[w^f(x^_^) -r Wgf(C^) -h w^f(x^)] 
-r W^(l - w^)h(x^_^)f(x^_^) 4-Wg(l- Wg)h(C^)f 
- [h(x^_^)f(x^) -r h(x^)f(x^_^)] 
• 64 
For convenience^ the following quantities are introduced 
L0"c 
n \— 
' ' J Gy^) ~ 2^ [^2^ (^T_— ]_ )1 G ) 3 
i=l 
1=^ 
^-w h(x. ) f (x. ) ][cj(x. )-g(x._, ) 
ana xel 
T(PX2,G2'"''^n) Z 
i=l 
4-Wg(l-Wg)h(Cj^)f(Cj^) 
+w_(l-w^)h(x^)f(x^) 
- w^Wgrh(x^_^)f(Cj_)^h(c^)f (x^_^) ] 
- w^V7_[h(x^_^)f (x^)-rh(x^)f(x^_^) ] 
- W2V/^[h(c^)f(x^)-rh(x^)f(c^) ]} 
L9(Xj^)-g(Xj^_^) ]. 
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M is a positive real nur^ber such that !h(x)| g M for 
1 X t [a/o], then 
n 
= 1 X ( ^i-1 ( Si ; ) ] [[p ( Xj^ ) -p ( Xj^_^ ) ] 
i=l 
- [W]_f (Xj__^)4-Wgf ( Cj_)4-w_f(Xj^) ][g(x^)-g(xj^_^) ]} I 
? 
g M( !w^|-r|wg|-r|w_| ) 2_ l[F, (w^/WgjW^)] j f(x)dç(x) ^ \ y' 
i=l x i-x 
- [w^f(x^_^)-rW2f(C^)-i-w^f(x^)][ç(x^)-g(x^_^) ] 
It follows thai 
lim Q^, C^, • • ', Q^) -r T(PjCi,= 0 
both the refinement integrals 
D 
2) [F,(W^/Wg/W^)] r h(x)dp(x) 
DO 
b 
a 
existj then there is a real nu:aber L such that 
(3-6) lira ^{-2;Q. , Ç ' • •, Q ) = 
• ?,3 - ^ 
(5 .7 )  [F ,  (wT,Wg,w^) ]  j '  h ( : : )dp(x )  
a 
o 
= [F, (w^,wg,w ) ] j h(x)f (;-:)dg(x) - L, 
Conversely^ suppose there is a real number L such that 
(5.6) holds. If one of the integrals (3-5) ox (3.4) exists, 
then the other integral exists, and the formula (3*7) holds. 
For the substitution theorems that follow we show 
(3 .8' D y b 1 -
=  w^( l -w^)  2_  [h (x ' ) -h{x ) ] [ f (x ' ) - f (x ) ] [g (x ' ) -g (x ) j  
xc[a_, b) 
-r w_(l-w_)  2, [h(x)-h(x") ][f (x)-f (x") ][g(x)-g(x'") ] . 
xc(ajb] 
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We find it convenient -co wrire T(p; ^ C2j * * * j Cj^) iri the 
form 
-O • /- ... {• ) J ^  s J 
n 
= w^(i-w^) y {[h(C^)-h(x^_^)][f(C^)-f(x^_^)]} 
2.=J. 
[Lg(Xj_)-9(Cj_) ] -i- [g(Ci)-g(x^_^) ]} 
n 
4- w_(l-w^) y {:h(x^)-h(C^) ][f(x^)-f(Cj_) ]} 
i=l 
(5.9) 
n 
-i- W^v/^ i tLh(x^)-h(C^) ][f(Cj_)-f(Xj__2_) ] 
[h(Cj_)-h(x^_^) ][f(x^)-f(c^) ]} 
{[g(x^)-g(Ci) ] 4- [g(Ci)-9(^i_j_) ]} • 
We now present a different proof of Theorem ^.1. 
68 
Altarnato Proof of Theorem "3.1. Firsts suppose g is 
a saltus function. The existence of (50) ^.nd (.4) is 
established as in our first proof of Theorem ^ .1. We now 
consider the right side of (3>-9)- If either Wg or 
snt from 0 
lim ^ [h(.j^)-h(x^_^) ][f (C^)-f(x^_^) j[g(C^)-g(x^_^) 
i=l 
exists and ecruals 
V [h(x')-h(x)][f(x')-f(x)j[g(x')-g(x)]; 
xc [a_ ,b )  
or w_ is different from 0, and if 
2 
either or is different fro~i 0, 
n 
lim y [h(C.; )-h(x._0 ][f (C. ) ][g(x. )-g(C • ) j = 0; 
- i - 1  
if either or Wg is different from 0, 
lim T [>^(xJ-h(C,-) ][f (x. )-f (C. ) ][g(x, )-g(C-) ] 
_ _  — '  —  J -  J -  X X  
- ^  4 —1 
sxists and eo'uais 
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Y [h(x)-h(x~)][f(x)-f(x~)][g(x)-g(x~)]; 
xe(a,b] 
and so on. These limits are proved in a manner similar to 
our proof of Lemma 2.1.1. Thus it follows that (3.8) holds. 
The case where g is a continuous function of bounded 
variation is as in our first proof of Theorem ^.1. The 
proof is completed by combining the case where g is a 
saltus function and the case where g is a continuous 
function of bounded variation. 
The following theorem is an analogue of Theorem 3.I 
when g may not be of bounded variation on [a,b]. 
Theorem 3.2. Suppose g is bounded, and h, f are of 
bounded variation on [a,b]. Suppose g(x'*') exists for all 
X in [a,b) such that either f(x'^) 4= f(x) or 
h(x"^) 4= h(x)j and suppose g(x ) exists for all x in 
(a,b] such that either f(x~) 4= f(x) or h(x ) + h(x) . 
Then, the integral (3.3) exists if and only if the integral 
(3.4) exists, and in this case the formula (3*5) holds. 
MoreoverJ if h is a saltus function, then both (3*5) and 
(3'4) exist. 
Proof. First, suppose h is a saltus function on 
[a,b]. We have that (3*8) holds by the same argument as in 
alternate proof of Theorem 3 -1 « The function p is bound­
ed on [a,b]. p(x'^) exists for all x in [a,b) such 
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that g(x~) existsJ and p(x ) exists for all x in 
(a^b] such that g(x ) exists. Thus_, p(x' ) exists for 
all X in [a, b) such that h(x') 4= h(x), and p(x ) 
exists for all >: in (a, b J such that h(x ) 4= h(x) - We 
have from The or era A in Chapter 2 that 
b 
[P, J 
s. 
exists. It follows from Theorem 2.1 thai: (3-5) exists. 
Then, also exists, and (3-5) holds. 
Next, suppose h is a continuous function of bounded 
variation on [a,b]. We wanu to show that 
^0 
T(PX,,C. 
'n 
) = 0 
where ; | ? i j  denotes the norm of the partition P. Suppose 
0 .  L e t  r-i  b e  a  p o s i t i v e  n ' o m b e r  s u c h  t h a t  l g ( x ) i  =  -C  ^  
for all X c [a,b]. Let 5^ be a positive number such that 
h(x') -h(x")l < ïT 
2yi[V"(f) 4- 1] 
for any points x',x" € [a,b] satisfying |x' - x"| < S^. 
J-jGU 
7: 
p = [ a  =  x  < x - < - « - < x  =  b  ]  
o _L n 
be any partition of [a^b] with norm less than 6^, and 
let Cj_ S (x,. ) for each i = 1,2; '-'jn. Then 
n 
V 
/ {[h(x^)-h(C^) [h(Cj_)-h(x^_^)] 
ov • 
2M[vf(f)n-i; 
I 1f -j- 1 f(x^)-f (c^) ! } 
i=i 
We mav continue in lanner to show thai 
1 in: T(: 
i P i l - ' O  
J s 1' ^2' 'n 
) = c 
Theorem 5-2 follows as a result of corrbining the case 
where h is a saltus function and the case where h is a 
continuous function of bounded variation on [a_,b]. 
vve have the following result when f is a saltus 
function on [a,b]. 
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Th 3 or era ô. o. Suppose f is a sal'cus function on 
[a_,b]_, and suppose g and h are bounded on [a_,b]. 
either or is different from Oj suppose g(x^) 
and h(x') exist for all in [a,b) such that 
f(x' ) 4= f (x) ; if either w. or w,^ is different frozi 0_, 
suppose g(x ) and h(x ) exist for all x in (a^bl 
such that f(x ) = f(x). Then^ the integral (p.5) exists 
if ar.d only if the integral ($.4) exists, and in this case 
the forraula (5-5) holds. 
Proof. The theorem follows because (3-8) holds. 
Remark 9.9.1. Theorem. 5.5 could have been stated for 
the case where h is a saltus function and g and h are 
bounded, or \/here g is a saltus function and h and f 
are bounded. 
We conclude our discussion of substitution with the 
following theorem.. 
Theorem 3.4. Suppose one of f, g, and h is 
bounded, another is of bounded variation, and the third is 
continuous on [a,b]. Then, the integral 
D 
[P,(W^/Wg/W^)] J' h(%)dp(x) 
exists if and only if the integral 
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^ o 
[P, h(x)f(%)d9(%) 
exists, and ir. this case the two integrals are equal 
Proof. We have 
lizi C(Pj = 0 
:;?|!-0 - -
by an argument equivalent uo the one given for the continuous 
case in the proof of Theorem 3-2. 
We close by using our work on integration-by-parts and 
substitution for weighted integrals to establish the follow­
ing result concerning the convergence of iir^proper weighted 
integrals. This theorem includes Dirichlet's test for 
improper Riemann integrals and Dirichlet's test for infinite 
series. 
Theorem ?.n. Let c be a given real number. Let y 
be a real-valued function on the interval [c^-i-co ) such 
that Y is of bounded variation on each closed interval 
[Cjdj. Let a be a real-valued function on [c; -t- oc ) such 
that a is of bounded variation on each closed interval 
[c J d]J such that 
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1 irvi Ci ( ) = 0 ^ 
X-»-i-co 
and such tliat 
1:^  V^ (a) V— ^ 
a-*-rco 
is finite. Let p be a real-valued function on [c^-^-oo ) 
such that the weighted integral 
_ d • 
exists for each d > c and such that there is a non-
negative real nuiriber M such thau 
a 
![?, r p(x)dY(x)| g 
for each d > c. Finally, suppose that 
r lini {w^(l-w^) ) [a(x")-a(x)][p(x~)-p(x)][Y(X )-Y(X)] 
[a(x)-a(x )][p(x)-p(x )][Y(X)-Y(X )]} 
x€(c,d] 
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exists and is finite. Then^ the i—^proper weighted integral 
-j-!» 
[ F ,  ( w . j  a ( x ) p ( x ) d Y ( x )  
is defined and converges. 
Proof. Let T be the real-valued function defined on 
[cj ---co) such that 
(c) = 0, 
:< 
(x) = [ P , J  p ( ^ ) d Y (u), X > c 
For each d > c, we have that 
d 
(5.10) [P,ja(x)p(x)dY(xJ 
c 
exists. By Theorem $.1, we have for each d > c th: 
a 
[ P ,  ) ]  r  a ( x ) d T ( x )  
exists and equals 
76 
d 
J a(x)p(%)dY(x) 
c 
- W^(L-W^) 2_ Lci(x~)-a(>:) ][0(x~)-p(x) ][Y(X~)-Y(X) ] 
x€[c,d) 
- W_(i-W_) y [A(x)-ci(x~)JZP(X)-^(X~)][Y(X)-Y(X~)1. 
xc(Cjd] 
In view of Theoren 2.3j v/e can write ( $. 10 ) as 
d 
Ci(d)T(d) - [?, ( 1-w^,-Wg, 1-vy) ] - J T(x)da(x) 
c 
-f w^(i-w^) 2, LCi(x~)-a(x) ][p(x'^)-;S(x) ][Y(X~)-Y(X) ] 
x€[c,d) 
-fw- (L-v/ ) / [a(x)-a(x~) ][3(x)-S(x~) ][Y(X)-Y(X~) ] . 
J J —' 
xc(c,d] 
We have 
lim a(d)T(d) = 0, 
d—-foo 
and 
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iir.i {V/-(1-W T) / [A( x '  ) -G(X)  ] [ p ( x ' ) - ^ ( x )  ]LY(IC'^)-Y(X) ]  
^ xEiZd) 
^ / [a(x]-a(x )j[2(%)-2(xr)][Y(x)-Y(% )]} 
> ^ —' 
xG(c^ d] 
exists and is finite. 
V7a now show 
d 
lizi [?, (1-w, ,-w_,I-w_)j r 'r(x)da(x) 
d-'-rCO  ^
C 
exists and is finite. Suppose c > 0. i^et d be a real 
number such that^ for d" > d' > d. 
-'TTTTTT L  1 i~W. j  -j- I Wg I  T i 1—W^ 1 J -r 1 
Let d'j d" be real numbers satisfying ci" > d ' > d. Then_, 
[F, (1-V7^,-w^, 1-w^) ] j T(x) d a(x) I 
a ' 
g [ ! l-W^ I -f- I Wg i -r i 1-W_ i 1 • I'i • , (cx) < 6, 
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Thus, the improper weighted intégra] 
-fco 
[F, (1-w. ,-w^, 1-W-.) ] J T(x)da(x) 
c 
cor/verges. We, co::c7.\. then_, -chat the improper weighted 
inte'^'-TCil 
-rco 
[F, (w^,wg,w_) ] J a(>;)p(x)dY(x) 
converges. 
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