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Abstract
We implemented and evaluated a two-stage retrieval method for person-
alized academic search in which the initial search results are re-ranked using
an author–topic profile. In academic search tasks, the user’s own data can
help optimizing the ranking of search results to match the searcher’s specific
individual needs. The author–topic profile consists of topic-specific terms,
stored in a graph. We re-rank the top-1000 retrieved documents using ten
features that represent the similarity between the document and the author–
topic graph. We found that the re-ranking gives a small but significant im-
provement over the reproduced best method from the literature. Storing the
profile as a graph has a number of advantages: it is flexible with respect to
node and relation types; it is a visualization of knowledge that is interpretable
by the user, and it offers the possibility to view relational characteristics of
individual nodes.
1 Introduction
Clickthrough data plays an important role in ranking search results, especially for
general-interest, high-frequency queries. But when the information searched be-
comes more specific, popularity becomes less important and less useful as a ranking
criterion. Less important because for highly specific queries, relevance is more
searcher-specific than for general-domain search; less useful because the amount
of click data available from other users is limited. An alternative for search tasks
addressing highly specialized topics is to employ the user’s own data for result
ranking [23, 30].
Academic search is a key example of domain-specific search [8]. Although aca-
demic search is generally defined as a recall-oriented task [9], precision is also an
issue due to ambiguity of search queries – query terms commonly have different
meanings across scientific domains. Consider for example the term ‘search be-
haviour’, which can refer to (according to Google Scholar): prey search behaviour,
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job search behaviour, the search behaviour of soccer goalkeepers, and of course
information search behaviour.
A large body of previous work exists on user profiling in Information Retrieval [7],
but relatively little work addresses personalized academic search [22]. Approaches
to user profiling and personalization often incorporate ontological information from
a reference ontology [6]. An alternative is to collect a set of documents that are
known to be relevant to the user, and generate a user profile from those docu-
ments [26]. In this paper, we propose and evaluate a two-stage retrieval method
that uses an author–topic profile for personalization. The author–topic profile con-
sists of topic-specific terms, stored in a graph. We chose a graph representation
because it is flexible with respect to node types and relation types to be included,
and because it is a visualization of knowledge that is interpretable by the user. This
graph is used to re-rank (2nd stage) the top-1000 documents retrieved by a baseline
ranker (1st stage). The two-stage approach particularly aims at improving search
precision at the top ranks [2].
We evaluate our methodology using the iSearch data [15], an academic document
collection with extensively described topics and relevance assessments. The content
of the topic fields (information need, work task context, background knowledge,
ideal answer, search terms) was written by the topic owner. We use the terms
occurring in these topic fields as input for the author–topic profile. We address the
following research questions:
RQ1 What are the properties of a graph-based author–topic profile in which nodes
represent terms?
RQ2 What are the most informative features for determining the relevance of a
document given the author–topic profile?
RQ3 Can the author–topic profile be successfully exploited to improve the ranking
of documents in academic search?
Our contributions compared to previous work are: (1) we propose an author–
topic profile for academic search without the use of external ontologies or knowledge
bases; (2) we show the effectiveness of the model to capture topical content in aca-
demic search; (3) we reach a small but significant improvement over the reproduced
best method previously reported for the iSearch benchmark data.
2 Related work
In this section, we present previous work on user profiling and academic search
(Section 2.1), and on the iSearch collection that we use for our experiments (Sec-
tion 2.2). In Section 2.3 we list the previous results obtained with this collection,
and describe the best performing method.
2.1 User profiling and academic search
Approaches to user profiling and personalization often incorporate ontological infor-
mation from a reference ontology [6, 19, 25]. An alternative option for user profile
learning is term extraction: extracting prominent terms from a set of known-to-
be-relevant documents [26]. These terms can then be used for re-ranking search
results based on the similarity between the user profile and the retrieved documents
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(e.g. [16]). Other works use the term profile for query disambiguation [27], query
expansion [3, 33] or query suggestion [11, 30]. All works report an improvement of
personalization over the non-personalized baseline.
In the context of academic search, personalized retrieval has in some cases been
implemented as a discovery or recommendation task [21]. In a study addressing the
effect of personalized search in a non-academic search engine for academic purposes,
Salehi et al. [22] found that the personalization strategies of a non-academic search
engine (e.g. presenting local results) did not help the academic search process, and
even hampered it. This suggests that personalization strategies in the academic
context should be different from personalization in ad hoc web search. In this pa-
per, we follow up on the line of research into user profiling through term extraction
(discussed above). Our work distinguishes itself from previous work in (a) address-
ing academic information needs, and (b) using the searcher’s own written texts, as
opposed to visited or bookmarked documents.
2.2 The iSearch collection
We use the iSearch data [15] for our experiments. The collection consists of 65 nat-
ural search tasks (topics) from 23 scholars from university departments of physics.
The search task description form had five fields that the searchers filled in before
they started to search for answers: (a) What are you looking for? (information
need); (b) Why are you looking for this? (work task context); (c) What is your
background knowledge of this topic? (d) What should an ideal answer contain to
solve your problem or task? (e) Which central search terms would you use to ex-
press your situation and information need? In our experiments we use these fields
to populate the author–topic profile. The fields (a–d) contain roughly between 10
and 40 words each; field e is much shorter, listing between of 3 and 10 search terms.
A collection of 18K book records, 144K full text articles and 291K metadata
records from the physics field is distributed together with the topics. For each
topic, the developers used Indri to collect a pool of up to 200 documents from the
collection and the topic owner assessed these documents on their relevance for the
topic. Relevance assessments were made on a 4-point scale. Normalized Discounted
Dumulative gain (nDCG) is the evaluation metric commonly used for this collection,
because of the graded relevance assessments in the data.
2.3 Previous work with the iSearch collection
We build on previous work with the iSearch collection. We try to reproduce the best
retrieval result and use that as baseline for our experiments. In order to create an
overview of previous retrieval results obtained with the collection, we first collected
the set of papers that cite the iSearch test collection paper by Lykke et al. [15]
(52 papers in total, according to Google Scholar, summer of 2017) and then we
selected the 14 papers from that set that contain the terms ‘isearch’ and ‘ndcg’. We
excluded papers that do not report results for the iSearch collection, papers that do
not report retrieval results (but results for another task, e.g. term extraction), and
papers that do not report nDCG scores for the data set as a whole. After excluding
those, 8 papers are left. A summary of the used methods and the highest nDCG
result from each paper is listed in Table 1. All previous work has used Indri as
index and retrieval engine.
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Table 1: Results previously obtained with the iSearch data set, sorted by nDCG
scores
Paper Best
nDCG
Method
[13] (SIGIR 2011) 0.2161 Jelinek-Mercer smoothing and sense disambiguation; fields a and e
[10] (SIGIR 2012) 0.2777 Dirichlet smoothing; pseudo-relevance feedback, boosted technical terms
[18] (TBAS 2012) 0.2890 LM; re-scoring based on inlinks and outlinks
[5, 4] (BIR 2015) 0.3127 Dirichlet smoothing (optimized µ), citation context
[32] (BIR 2014) 0.3134 Jelinek-Mercer smoothing (optimized λ = 0.7, stemming, stopping); field
e (search terms); topics without relevant docs excluded
[24] (TBAS 2012) 0.3268 Jelinek-Mercer smoothing (optimized λ = 0.5, stemming, stopping); field
e (search terms)
[14] (IIiX 2012) 0.3572 Jelinek-Mercer smoothing (optimized λ); field e (search terms)
The best performing method is the baseline method from the paper by Lioma
et al. [14], with an nDCG of 0.3572, using only field e (search terms) as query
and Indri with Jelinek-Mercer smoothing for retrieval (in terms of nDCG none of
the other experimental settings in the paper by Lioma et al. beats this baseline).
Table 1 shows quite some variation in observed effectiveness for essentially the same
method (Jelinek-Mercer smoothing, optimal lambda, topic field e). We will later
demonstrate that this variation can be attributed to differences in pre-processing
only.
3 Methods
3.1 Baseline
We used Indri to reproduce the best baseline results reported by Lioma et al. [14].
Lioma et al. mention 4 different levels of preprocessing, ranging from no prepro-
cessing at all to lowercasing, punctuation removal, stopword removal and stemming.
Since the paper does not report which of the four was used to obtain the best re-
trieval results, we created four different versions of the iSearch index. Like Lioma
et al., we use the SMART stopword list from [12] and the Porter stemmer for the
stopped and stemmed versions of the index and search terms. For Jelinek-Mercer
smoothing we experimented with all values for the parameter λ that are listed in
the paper (the optimal value of λ is not reported, nor the tune set that was used for
optimization). We preprocessed field e from the topics into a query by lowercasing
the text in the field and removing punctuation. We then concatenated the tokens
in one query with the Indri operator #combine. We queried the iSearch collection
with IndriRunQuery and retrieved the top 1000 documents (maximum) per query.
We report nDCG averages over all queries.
3.2 Topics preprocessing
We processed the content of the topics to populate the author–topic profile. All
five fields were tokenized with NLTK, lowercased, lemmatized with NLTK (Word-
netLemmatizer)1 and stopwords were removed using the SMART stopword list
from [12]. Noun phrase chunking was performed with NLTK (based on NLTK pos
tagging and RegexpParser)2 and multi-word noun phrases were added as additional
terms to the topic field.
1http://www.nltk.org/api/nltk.stem.html
2https://gist.github.com/alexbowe/879414
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Figure 1: Example author–topic graph profile. The yellow node represents the au-
thor; the red node represents the topic. The blue nodes represent the five topic
fields (document nodes) and the green nodes represent the topic terms and expan-
sion terms (term nodes).
We trained a Word2vec model using gensim3 in order to expand the author–topic
profile with related terms. For training the model we used the PN and BK parts
of the iSearch collection; the title and description field from each document. The
texts were again tokenized, lowercased, lemmatized, and stopwords were removed
The total collection size for word2vec training is 39,7 M words. We trained a model
with dimensionality=320, window size=11, minimal number of occurrences = 5.
3.3 Profile building
We store the user profile in a graph structure for flexibility; we have future plans
to expand the profile with more types of relational information, such as author
and conference/journal nodes, citation relations between documents, and behavioral
data such as queries and clicks on documents. We use the graph database technology
neo4j and its Python interface py2neo to build, store and access the author–topic
profiles.4 We create a separate author–topic profile for each topic in the iSearch
data. Figure 1 shows an example author–topic graph.
Node types and their properties We include two types of nodes in the profile:
Document nodes and Term nodes. All words from the processed topic fields a–e were
added to the graph as term nodes. We refer to these terms as topic terms. For each
of the topic terms in the graph, we determined 10 most similar words according to
the word2vec model, and added the words that have a similarity score higher than
a given threshold as term nodes to the graph. These words are the expansion terms.
For the threshold t we compare four different values: {0.1, 0.3, 0.5, 0.7}.
Term nodes have three properties: ‘word’ – the string of the word that the node
represents, ‘frequency’ – the total number of occurrences in the author–topic profile
(word2vec expansion terms have a frequency of 0), and ‘kldiv’ – the importance
3https://radimrehurek.com/gensim/models/word2vec.html
4https://neo4j.com/ and http://py2neo.org/v3/
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of the term for the topic, measured using Kullback-Leibler Divergence. This term
relevance metric is based on the keyphrase extraction method by [28]; we used the
implementation by [29].5 It computes the rate between the probability of the term
in a foreground corpus and the probability of the term in a background corpus.
In this case, the foreground corpus is compiled of the content of fields a–e of the
current topic and the background corpus is the collection of PN and BK documents
that was also used for training the word2vec model.
Relations and relation weights We added the following two types of relations
as edges to the graph: relations between a document node and a term node, and
relations between two term nodes. Term–document relations are directed edges T →
D, labeled is in, with as relation weight the tf-idf score for the word in the document
(where the idf is based on the iSearch corpus, using the Indri reversed index).
Relations between two term nodes represent the word2vec similarity between two
words. We add the edge T1 ←→ T2 if T1 is an expansion term of T2 (T1 might also
be a topic term) and if the similarity between the two words is above the threshold
t.
3.4 Personalized ranking using the author–topic profile
We retrieved at most 1000 documents per topic using the baseline method (see 3.1).
The following paragraphs describe how we processed the retrieved documents, ex-
tracted features and re-ranked the documents.
Preprocessing the retrieved documents We used the dumpindex dt function
of Indri to get for each retrieved document the full text. We then preprocessed all
documents in the same way as the topic fields. Of the pre-processed text, we took
the first 200 words for measuring the relevance to the author–topic profile. This
aids the process in three ways: (1) it reduces processing time (the time needed to
process a document is linearly dependent on the number of words in the document);
(2) it makes the document lengths between the retrieved documents more similar;
(3) it reduces the amount of noise for pdf documents (the most important content
is expected in the beginning of the article, where the abstract is).
Feature extraction For each retrieved document, we created a graph represen-
tation that combines the author profile with the candidate document. In this tem-
porary graph, ‘is in’ edges are created between the newly created document node
and each of the term nodes representing words in the retrieved document (this in-
cludes term nodes that represent expansion terms of topic words). Note that the
author–topic profile determines the vocabulary: words from the retrieved document
that are not in the author–topic profile, are not added to the graph.
The stronger the relation between the author–topic profile and a retrieved doc-
ument, the more relevant the document is to the topic. We quantified the relation
between a document and the profile by four different feature types: degree cen-
trality metrics, relation weight metrics, term weight metrics, and PageRank. In
Table 2 we list the ten features that we implemented. We standardized the feature
values to their z-value using the mean and standard deviation per topic (feature
5https://github.com/suzanv/termprofiling
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Table 2: Description of the features that we use for re-ranking the retrieved docu-
ments
(1) the baseline score, returned by Indri for the query–document combination
Degree centrality metrics, based on the number of connections (edges) between the document and
the profile:
(2) absolute degree: the number of incoming edges
(3) relative degree: the number of incoming edges divided by number of unique terms in the
document.
Relation weight metrics, based on the relation weights on incoming edges (tf-idf weights for the
document)
(4) summed relation weight
(5) maximum relation weight
(6) average relation weight
Term weight metrics, based on the weights on the term nodes that are connected to the incoming
edges to the document (KLdiv weights for the importance of the term in the profile):
(7) summed term weight
(8) maximum term weight
(9) average term weight
(10) the PageRank score for the document. We used the implementation from [17].*
∗ Available on https://github.com/ashkonf/PageRank
values for documents retrieved for different topics are not comparable) with the
preprocessing.StandardScaler function in sklearn.
Learning to rank We addressed the learning-to-rank problem in two different
ways: (1) As a regression problem, using the graded relevance judgments (0–3)
in the iSearch data as target values in the regression. We experimented with two
different regressors: Linear Regression and Gradient Boosting Regression Trees
(GBRT) [20] in sklearn. After the regressor has outputted a prediction score per
document in the test partition, the documents are ranked per topic by this score
and this ranking is evaluated. (2) As a rank-learning problem, using LambdaMART
(as implemented in pyltr).6 We optimized LambdaMART for nDCG@1000.
For cross validation we divided the 23 authors in 5 partitions in such a way
that each partition has the same number of topics: 13. In five runs, we used
three partitions to train the combination of features, one for tuning the hyper-
parameters and one for testing. We tuned the hyperparameters of GBRT and
LambdaMART (max features, learning rate, max depth, min samples leaf) using
the grid suggested by the developers of GBRT [20].7 We set n estimators=100 (the
default value) because a higher number slowed down the learning process without
improving the results. To each test fold, we applied the optimal hyperparameter
setting from the corresponding tune fold. We report average evaluation scores over
all topics in all test partitions.
4 Results
A challenge for the comparison of methods is that the pool of relevance assessments
in the iSearch data is incomplete. Averaged over topics, 92% of the retrieved doc-
uments are unassessed, and 64% of the documents in the top-10 are unassessed.
These will all be marked as non-relevant in the evaluation [31]. We therefore report
the results in terms of bpref in addition to nDCG. The bpref metric was designed
for situations where relevance judgments far from complete [1].
6https://github.com/jma127/pyltr
7http://orbi.ulg.ac.be/bitstream/2268/163521/1/slides.pdf
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Table 3: Results in terms of nDCG and bpref. Significance testing was done with a
Wilcoxon signed-ranks test on the paired scores per topic. The best result is marked
in boldface; the underlined results are not significantly lower than the best result
(p > 0.01); an ∗ indicates a statistically significant improvement over the baseline
(p < 0.01).
Method nDCG bpref
Baseline (Indri ranking) 0.3397 0.3254
Re-ranking with Linear Regression (t = 0.7) 0.3646∗ 0.3578∗
Re-ranking with Gradient Boosting Regression Trees (t = 0.5) 0.3515 0.3406
Re-ranking with LambdaMart (t = 0.5) 0.3221 0.3319
Upper bound given the set of retrieved documents 0.7177 0.5865
4.1 Baseline results
The highest nDCG that we got in our attempts of reproducing the best result
obtained by Lioma et al. (Section 3.1) is 0.3397 (bpref=0.3254); with stemming
and stopping, and Jelinek-Mercer smoothing with optimized λ = 0.6. This is lower
than the reported nDCG by Lioma et al. for seemingly the same experimental
setting.
The main reason why it is difficult to reproduce the exact same results, is that
there are unreported details in the preprocessing of the search terms into Indri
queries. The search terms field is a free text field and the topic owners used differ-
ent types of separators between the terms (comma, semi-colon), there is inconsistent
use of quotation marks and sometimes even formatting errors such as ‘cavityElectro-
magnetic’ instead of ‘cavity Electromagnetic’. In particular, we noticed significant
differences in nDCG scores caused by different treatment of punctuation: it matters
whether hyphens are kept, and whether the symbol ’ is treated as a quote (punctu-
ation) or an apostrophe (part of the word). For the reported result, we removed all
hyphens and apostrophes, but we did not fix typos such as cavityElectromagnetic.
In our further experiments, we used our nDCG score of 0.3397 as baseline to
compare our results against. Since we are not retrieving any additional documents in
the personalization step, there is an upper limit to the effectiveness of our methods.
This upper bound is the evaluation for the optimal ranking of the retrieved 1000
documents, which is nDCG=0.7177 and bpref=0.5865.
4.2 Re-ranking results
Table 3 shows our main results. For each method we show the result for the best
performing value of the similarity threshold t. Overall, the best performing method
is linear regression. It performs significantly better than the baseline Indri ranking
(p = 0.0001, according to a Wilcoxon signed-ranks test on the paired nDCG scores),
although the effect size is small (around 10% of the standard deviation of the
baseline). The results for Gradient Boosting Regression Trees and LambdaMart
both are not significantly better or worse than the baseline result (p > 0.01). We
found that the optimal values of the hyperparameters are not stable across the
tune folds, which indicates sparseness of the relatively small data set. Apparently,
hyperparameter tuning leads to overfitting due to the limited number of topics.
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Table 4: The top-10 profile terms for topic 001, using three different ranking criteria.
Criterion Top-10 terms for topic 001
Frequency ‘nano’, ‘sphere’, ‘peptide’, ‘nano spheres’, ‘manipulation’, ‘article’, ‘thesis’, ‘start-
ing’, ‘manipulate’, ‘immobilisation’
Topical importance
(KLdiv)
‘information’, ‘manipulation’, ‘manipulate’, ‘manipulating’, ‘scalable’, ‘all-
optical’, ‘qip’, ‘manipulated’, ‘prepare’, ‘controllable’
Degree (t = 0.5) ‘biomedical’, ‘fluidic’, ‘micro’, ‘dielectrophoresis’, ‘device’, ‘chip’, ‘gold’, ‘au’, ‘re-
search’, ‘biological’
4.3 Properties of the author–topic profile
We expect the users’ trust in personalisation of academic search to increase with
transparent access to their stored profile. We explored the terminological content of
the author profile by ranking the term nodes in the author graphs by three different
criteria: frequency, topical importance relative to the iSearch corpus (the ‘kldiv’
property), and degree. Frequency and topical importance do not take into account
relations between terms; degree does. Table 4 shows the top-10 topic terms for one
example topic (topic 001) using these criteria. The table illustrates that the three
criteria select different terms. On average, each two out of the three criteria share
only 1.6 terms (minimum 0, maximum 6). This indicates that the author–topic
profile is a rich way of storing the content of the topic.
Note that the similarity threshold t influences on the density of the graph: a
lower threshold leads to more term connections being created. The mean average
degree of an author–topic graph with t = 0.5 is 2.2, while the average degree of an
author–topic graph with t = 0.7 is only 1.7.
4.4 Feature analysis
We analyzed the importance of the implemented features in two ways: by outputting
the coefficients of the learned Linear Regression Model, and by evaluating rankings
with single features. Both ways lead to the same four features that contribute the
most to the combined ranking: the baseline score (single feature ranking nDCG
is 0.3397), summed term weight (0.3187), relative degree (0.2616) and summed
relation weight (0.2562). This indicates that three types of profile features provide
relevant information for the personalized ranking of the documents: (1) the summed
term weight (implemented as KLdiv per term) indicates the importance of document
terms for the topic, relative to the complete field of research; (2) the relative degree
indicates the coverage of topic-specific terms in the retrieved document; (3) the
summed relation weight (implemented as tf-idf per term) indicates the importance
of the profile terms for the document.
5 Conclusion
We implemented and evaluated a two-stage retrieval method for personalized aca-
demic search in which the initial search results are re-ranked using an author–topic
profile. In this section we answer our research questions.
RQ1. “What are the properties of a graph-based author–topic profile in which
nodes represent terms?” Storing the profile as a graph has a number of advantages.
First, it is flexible with respect to other node types and relation types to be added.
Second, it is a visualization of knowledge that is interpretable by the user. Third,
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it offers the possibility to view relational characteristics of individual nodes. We
showed in Section 4.3 that different term selection criteria (frequency, importance,
and degree) select different terms, which indicates that our graph representation is
a rich representation of a topic.
RQ2. “What are the most informative features for determining the relevance
of a document given the author–topic profile?” We found in Section 4.4 that three
types of profile features provide relevant information for the personalized ranking
of the documents, in addition to the baseline Indri ranking: (1) The summed term
importances for profile terms that occur in the document, (2) the relative degree
of the document in the author–topic graph, and (3) the summed term–document
relation weight for the profile terms that occur in the document. All three features
represent the strength of the relation between the author–topic profile and a re-
trieved document, but all in a different way. The combination of these different
topical relevance features constitutes the improved ranking of documents for the
topic.
RQ3. “Can the author–topic profile be successfully exploited to improve the
ranking of documents in academic search?” We found in Section 4.2 that re-ranking
with the author–topic profile gives a small but significant improvement to the base-
line Indri ranking. The best result is obtained with Linear Regression, which does
not require hyperparameter tuning. Because of the small data set (65 topics), tuning
leads the more complex methods to overfit on the development data.
Apart from its limited size, there are two other issues with the iSearch data set.
First, the relevance assessments are incomplete (64% of documents in the top-10 are
unassessed), which makes comparison between methods more difficult [31]. Second,
we noticed in reproducing the best result from the literature that (unreported)
preprocessing details have a large influence on the result; better post-editing of the
data would partly solve this (i.e. consistent use of punctuation marks as separators
between search terms, formatting errors such as ‘cavityElectromagnetic’). Also, all
papers should explicitly report the preprocessing that is applied to the data.
In future research, we will address the extension of the author–topic graph with
other types of relational information, such as author and conference/journal nodes,
citation relations between documents, and behavioral data such as queries and clicks
on documents.
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