1. Least Significant Difference test (Fisher, 1935) 2. Multiple Range test for equal sample sizes (Newman, 1939) 3. An adaptation for unequal sample sizes (Kramer, 1956) 4. Multiple F-test (Duncan, 1951) 
The conclusion of this study was that the second order method of James (1951) gives the user better control over the size than some other tests [Welch (1951) , Brown and Forsythe (1974) ], so it is to be preferred since none of the tests in the study was uniformly most powerful.
THE-RC 52857/2
The test statistic t is defined as: 'rHE-RC 52857/3 DIJKSTRA This method is an approximation of order -2 in the vi to an "ideal" method.
Brown and Forsythe (1974) considered the first order method of James (order -1 in the vi). Their conclusion was that for unequal variances the-difference between the nominal size and the actual probability of rejecting the null hypothesis when it is true can be quite impressive. Werter and the author found that this difference almost vanishes if one takes into account the second order terms.
The test as stated gives only the binary result that H O is accepted or rejected. If one prefers the tail probability of the test the equation t • h 2 (a)
has to be solved. Because h 2 (a) is monotonous in a this can be done in about ten function evaluations with an acceptable precision of 0.001 in a. In the formula for h 2 (a) the terms R are independent of at so it is only necessary to st recompute the XZ s for every iteration. This version of the test was used on a Burroughs B7700 computer. The average amount of processing time for common cases was about 0.026 seCt so the very complicated formula does not yield an expensive algorithm.
If He is accepted this usually means the end of the analysis. Otherwise it may be of interest to know where the differences lie. For this one has to perform a simultaneous test and it would be nice if this could be done in such a way that a means "The accepted probability of declaring any pair iJ i t iJ j different when in fact they are equal". In the following sections some strategies are worked out for this kind of simultaneous statistical inference. 
LEAST SIGNIFICANT DIFFERENCE TEST
In most cases 'V ij is not an integer, so it has to be replaced by the nearest one. Ury and Wiggins (1971) suggested using this test with the Bonferroni a.
The simultaneous confidence intervals for this approach are given by:
There are some alternatives mentioned in the literature. Hochberg (1976) suggested using:
where y is the solution of
Behrens-Fisher problem with y = 1 -1-a
• This y has some history also be mentioned in the following sections. The confidence intervals
Tamhane also suggested using Welch's test with this y.
of the and will become:
In the literature the author has found nine different approximate solutions of the Behrens-Fisher problem and five ideas concerning the size of the separate tests. Every combination can be made, so there is quite a lot of methods one can consider for pairwise comparisons. But to be really safe, in the sense that the probability of declaring any pair different when in fact they are equal should be limited by a, the pairwise size S will become very small. For k = 15 and a = 0.05 the Bonferroni approach will yield 8 = 0.00048, so it becomes almost impossible to reject any pairwise comparison.
Another disadvantage of this approach is the fact that the results have to be represented by a matrix containing symbols for acceptance and rejection.
Working at a terminal, as is usually done in applied statistics nowadays, one has to swallow an enormous lot of information in one glance if k exceeds the region of very small values. The next sections will suggest approaches that are better in this respect.
MULTIPLE RANGE TESTS
In this section a strategy will be pointed out that was originated by Newman (1939), Duncan (1951) and Keuls (1952) . At first it will be necessary for the sample sizes to be equal (n i = n for i = 1, "', k). Also variance heterogeneity will not be allowed. Later on these limitations will be dropped. Proceeding like this until every hypothesis is accepted will yield a result that can be represented as follows:
The interpretation of this figure is that Il i "" Il j has to be rejected if there is no unbroken line that underscores x(i) and x(j). For instance:
114 "" IlS accepted Suppose n l and n 4 are much smaller than n Z and n 3
• Then ut -... = U4 can be accepted while~and U 3 are significantly different. But the strategy will make sure that this difference will never be found.
From here on the variances will be allowed to the unequal. smaller than s1 and s4' Then a significant can easily be ignored.
The author has not found in the literature other approaches to variance heterogeneity within the strategy of multiple range tests. Some other a 's have p been suggested, but since the choice of a has almost nothing to do with p robustness against variance heterogeneity, their merits will not be discussed in this paper.
The representation of the results with underscoring lines seems very attractive since this simple figure contains a lot of information, and also the artificial consistency that comes from the ordered means has some appeal.
However the whole idea of a Generalized Multiple Range te~t seems wrong. One simply cannot afford to take only the extreme means into account if the sample sizes and the variances differ greatly.
MULTIPLE F-TEST
This test was proposed by Duncan (1951) . In the original version the population variances must be equal. The procedure is the same as for the Multiple Range test, only the q-statistic is replaced by an F, so that the first stage becomes classical one way analysis of variance. At first Duncan proposed using a = 1 -(1-a)p-1, but later he found a = 1 -(1_a)(p-1)/(k-l) more suitable 
FINAL REMARK
This small study on robustness of multiple comparisons against variance heterogeneity only just touches some of the major problems. They are dealt with separately in a simplified example of four samples. In reality one has to deal with them simultaneously which makes the problems much more difficult. Also there are some well known disturbing effects that are not mentioned in this paper.
