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ESTIMATES OF SUMS RELATED TO THE NYMAN-BEURLING
CRITERION FOR THE RIEMANN HYPOTHESIS
HELMUT MAIER AND MICHAEL TH. RASSIAS
Abstract. We give an estimate for sums appearing in the Nyman-Beurling
criterion for the Riemann Hypothesis containing the Mo¨bius function. The
estimate is remarkably sharp in comparison to estimates of other sums con-
taining the Mo¨bius function. The methods intensively use tools from the
theory of continued fractions and from the theory of Fourier series.
Key words: Riemann Hypothesis, Riemann zeta function, Nyman-Beurling-
Ba´ez-Duarte criterion.
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1. Introduction and statement of result
According to the approach of Nyman-Beurling-Ba´ez-Duarte (see [1], [6]) to the
Riemann Hypothesis, the Riemann Hypothesis is true if and only if
lim
N→∞
d2N = 0 ,
where
(1.1) d2N = inf
DN
1
2π
∫ ∞
−∞
∣∣∣∣1− ζDN
(
1
2
+ it
)∣∣∣∣
2
dt
1
4 + t
2
and the infimum is over all Dirichlet polynomials
DN (s) :=
N∑
n=1
an
ns
, an ∈ C ,
of length N (see [7]).
Various authors (cf. [1], [2], [9]) have investigated the question, which asymptotics
hold for dN if the Riemann Hypothesis is true.
In [7] the following was shown:
If the Riemann Hypothesis is true and if∑
|Im(ρ)|≤T
1
|ζ′(ρ)|2 ≪ T
3
2
−δ
for some δ > 0, then
1
2π
∫ ∞
−∞
∣∣∣∣1− ζVN
(
1
2
+ it
)∣∣∣∣
2
dt
1
4 + t
2
∼ 2 + γ − log 4π
logN
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for
(1.2) VN (s) :=
N∑
n=1
(
1− logn
logN
)
µ(n)
ns
.
Moreover, it follows from work of Burnol [9] that among all Dirichlet polynomials
DN(s) the infimum in (1.1) is assumed for DN(s) = VN (s). It thus is of interest to
obtain an unconditional estimate for the integral in (1.1).
If we expand the square in (1.1) we obtain
d2N = inf
DN
(∫ ∞
−∞
(
1− ζ
(
1
2
+ it
)
DN
(
1
2
+ it
)
− ζ
(
1
2
− it
)
DN
(
1
2
− it
))
dt
1
4 + t
2
+
∫ ∞
−∞
∣∣∣∣ζ
(
1
2
+ it
)∣∣∣∣
2 ∣∣∣∣DN
(
1
2
+ it
)∣∣∣∣
2
dt
1
4 + t
2
)
.
The last integral evaluates as
∑
1≤h,k≤N
aha¯kh
−1/2k−1/2
∫ ∞
−∞
∣∣∣∣ζ
(
1
2
+ it
)∣∣∣∣
2(
h
k
)it
dt
1
4 + t
2
.
We have
bh,k :=
1
2π
√
hk
∫ ∞
−∞
∣∣∣∣ζ
(
1
2
+ it
)∣∣∣∣
2(
h
k
)it
dt
1
4 + t
2
=
log 2π − γ
2
(
1
h
+
1
k
)
+
k − h
2hk
log
h
k
− π
2hk
(
V
(
h
k
)
+ V
(
k
h
))
,(1.3)
where
V
(
h
k
)
:=
k−1∑
m=1
{
mh
k
}
cot
(
πmh
k
)
is Vasyunin’s sum (see [21]).
It can be shown that
(1.4) V
(
h
k
)
= −c0
(
h¯
k
)
,
where hh¯ ≡ 1(modk), with the cotangent sum
c0
(
h
k
)
:=
k−1∑
l=1
l
k
cot
(
πhl
k
)
,
where h, k ∈ N, k ≥ 2, 1 ≤ h ≤ k, (h, k) = 1 (see [6], [13]).
Ishibashi [11] observed that c0 is related to the value at s = 0 or s = 1 of the
Estermann zeta function by the functional equation of the imaginary part. Namely
c0
(
a
q
)
=
1
2
Dsin
(
0,
a
q
)
= 2qπ−2Dsin
(
1,
a¯
q
)
,
where for x ∈ R, Re(s) > 1, we have:
Dsin(s, x) :=
∞∑
n=1
d(n) sin(2πnx)
ns
2
and aa¯ ≡ 1(modq).
If x ∈ R \Q, then de la Brete`che and Tenenbaum [8] showed that the convergence
of the above series at s = 1 is equivalent to the convergence of∑
n≥1
(−1)n log vn+1
vn
,
where un/vn denotes the n-th partial quotient of x.
The irrational numbers for which this sum converges are calledWilton numbers.
A basic ingredient in the papers [14], [18] have been the representations of Bal-
azard, Martin in their papers [3], [4], of the function
g(x) :=
∑
l≥1
1− 2{lx}
l
,
involving the Gauss transform from the theory of continued fractions as well as
from the paper [19], by Marmi, Moussa and Yoccoz.
These concepts and results also play an important role in the present paper. We
shall represent them in the next section.
We now describe our result and its relation to the Nyman-Beurling criterion:
From (1.2) and (1.3) we obtain∫ ∞
−∞
∣∣∣∣ζ
(
1
2
+ it
)∣∣∣∣
2 ∣∣∣∣DN
(
1
2
+ it
)∣∣∣∣
2
dt
1
4 + t
2
=
∑
1≤h,k≤N
µ(h)µ(k)
(
1− log h
logN
)(
1− log k
logN
)
×
[
log 2π − γ
2
(
1
h
+
1
k
)
+
k − h
2hπ
log
h
k
− π
2hk
(
V
(
h
k
)
+ V
(
k
h
))]
.
We investigate a partial sum, in which k is kept fixed, namely (up to a constant
depending only on h):
∑
h∈I
µ(h)
(
1− log h
logN
)
1
h
V
(
h
k
)
,
which coincides with ∑
h∈I
µ(h)
(
1− log h
logN
)
g
(
h
k
)
(I is a suitable interval).
We prove the following result:
Theorem 1.1. Let 0 < δ < D/2, k2δ ≤ B ≤ kD, where k−δ ≤ η ≤ 1. Then there
is a positive constant β depending only on δ and D, such that
∑
Bk≤h<(1+η)Bk
µ(h)g
(
h
k
)
= O
(
(ηBk)1−β
)
.
Remark. This is one of the few cases of a remarkably sharp estimate of a sum
containing the Mo¨bius function that is better than the trivial estimate by a factor,
which is a positive power of the number of the terms.
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Corollary 1.2. Let γ > 0, δ > 0, ǫ > 0 fixed, k ≥ N δ. Then there is κ > 0
depending only on γ, δ, ǫ, such that∑
1≤h≤N
µ(h)
h
(
1− log h
logN
)
V
(
h
k
)
=
∑
1≤h≤k′
µ(h)
h
(
1− log h
logN
)
V
(
h
k
)
+O(k1−κ) ,
where k′ = k1+ǫ.
Proof. This follows from Theorem 1.1 by integration by parts. 
2. Continued Fractions
In this section we provide some basic facts related to the theory of continued
fractions. We also recall facts and results from the paper [4].
Definition 2.1. Let X := [0, 1] \ Q. For x ∈ (0, 1) we set α(x) := {1/x}. For
x ∈ X we define recursively
α0(x) := x, αl(x) := α(αl−1(x)), for l ∈ N .
This definition is also valid for x ∈ Q and l ∈ N, whenever αl−1(x) 6= 0. We set
al(x) :=
[
1
αl−1(x)
]
.
We have:
Lemma 2.2. For x ∈ X,
x = [0; a1(x), . . . , al(x), . . .]
the continued fraction expansion of x.
For x ∈ (0, 1) ∩Q we have
x = [0; a1(x), . . . , aL(x)] ,
where L is the last l, for which αl−1 6= 0.
We define the partial quotient of pl(x), ql(x) by
pl(x)
ql(x)
:= [0; a1(x), . . . , al(x)], where (pl(x), ql(x)) = 1 .
We have
pl+1 = al+1pl + pl−1
ql+1 = al+1ql + ql−1 .
Proof. (cf. [10], p. 7.) 
Definition 2.3. For r ∈ (0, 1) ∩Q let
r = [0; a1(r), . . . , aL(r)] .
Then we call L the depth of r.
Definition 2.4. Let x ∈ X. Then for l ∈ N0 := N ∪ {0}, we set:
βl(x) := α0(x)α1(x) · · ·αl(x)
(by convention β−1 = 1) and
γl(x) := βl−1(x) log
1
αl(x)
, where l ≥ 0,
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so that γ0(x) = log(1/x).
Let r ∈ (0, 1) ∩Q be a rational number of depth L. Then we set:
βl(r) := α0(r)α1(r) . . . αl(r) , for 0 ≤ l ≤ L and
γl(r) := βl−1(r) log
1
αl(r)
, for 0 ≤ l ≤ L.
For x ∈ X we define Wilton’s function W(x) by
W(x) :=
∑
l≥0
(−1)lγl(x) , for all x ∈ X,
for which the series is convergent.
Definition 2.5. (definitions from Sec. 4.1 of [4])
For λ ≥ 0 let
A(λ) :=
∫ ∞
0
{t}{λt}dt
t2
.
For x > 0 let
F (x) :=
x+ 1
2
A(1)−A(x) − x
2
log x .
For x ∈ X let
G(x) :=
∑
j≥0
(−1)jβj−1F (αj(x)) .
For a rational number r of depth L let
G(r) :=
∑
j≤L
(−1)jβj−1(r)F (αj(r)) .
Lemma 2.6. We have
sup
λ≥1
|A(λ+ h)−A(λ)| ≤ 1
2
h log
(
1
h
)
+O(h) , (0 < h ≤ 1) .
Proof. This is Proposition 33 of [4]. 
Definition 2.7. Let
δ(x) :=


0 , if x ∈ X
(−1)L+1A(1)
2q , if x = p/q ∈ [0, 1], (p, q) = 1, x of depth L .
Lemma 2.8. The series g(x) and W(x) converge for the same values x ∈ [0, 1]
and we have
g(x) =W(x)− 2G(x)− 2δ(x)
in each point of convergence.
Proof. This is Proposition 28 of [4]. 
Definition 2.9. For n ∈ N, x ∈ X or x a rational number with depth ≥ n, we
define
L(x, n) :=
n∑
ν=0
(−1)ν(T νl)(x) ,
where l(x) := log(1/x) and the operator T : Lp → Lp is defined by
Tf(x) := xf(α(x)) .
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Lemma 2.10. Let x ∈ X be a Wilton number or a rational number. Then we
have:
W(x) = l(x)− xW(α(x)) .
Proof. This follows directly from the definition of Wilton’s function W(x). 
Lemma 2.11. For n ∈ N, x ∈ X or x a rational number with depth ≥ n + 1 we
have
L(x, n) =W(x) − (−1)n+1T n+1W(x) .
Proof. This follows from Lemma 2.10 by the same computation as in the proof
of Lemma 2.10 in [18], which is valid also for x a rational number with depth
≥ n+ 1. 
Lemma 2.12. For m ∈ N0, x ∈ X or x a rational number of depth ≥ m + 1 we
have
αm(x)αm+1(x) ≤ 1
2
.
Proof. This is Lemma 2.11 of [18], whose proof is also valid for rational x of depth
≥ m+ 1. 
Definition 2.13. Let E be a measurable subset of (0, 1). The measure m is defined
by
m(E) := 1
log 2
∫
E
dx
1 + x
.
Lemma 2.14. The measure m is invariant with respect to the map α, i.e.
m(α(E)) = m(E)
for all measurable subsets E ⊆ (0, 1).
Proof. This result is well-known. 
Lemma 2.15. Let n ∈ N. For f ∈ Lp, we have∫ 1
0
|T nf(x)|pdm(x) ≤ g(n−1)p
∫ 1
0
|f(x)|pdm(x) ,
where
g =
√
5− 1
2
< 1 .
Proof. For the proof of this result, due to Marmi, Moussa and Yoccoz [19], see [18]
Lemma 2.8, (ii). 
Definition 2.16. Let s ∈ N, b0 = 0 and b1, . . . , bs ∈ N. The cell of depth s,
C(b1, . . . , bs) is the interval with the endpoints [0; b1, . . . , bs] and [0; b1, . . . , bs−1, bs + 1].
Lemma 2.17. In the interior of the cell C(b1, . . . , bs) of depth s, the functions
aj, pj , qj are constants for j ≤ s,
aj(x) = bj,
pj(x)
qj(x)
= [0; b1, . . . , bj ], (x ∈ C(b1, . . . , bj)) .
The endpoints of C(b1, . . . , bs) are
(2.1)
ps
qs
and
ps + ps−1
qs + qs−1
.
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For x ∈ X and s ∈ N there is a unique cell of depth s that contains x.
Within a cell of depth s we have the derivatives
α′s = (−1)s(qs + αsqs−1)2 ,
γ′s = (−1)sqs−1 log
(
1
αs
)
+ (−1)s−1βs .
Proof. See [4], sections 2.3 and 2.4. 
Lemma 2.18. Let C(b1, . . . , bs) be as in Definition 2.16. Then we have
logmeas(C(b1, . . . , bs)) ≤ s log 2− 2
s∑
j=1
log bj .
Proof. We compare the measure of cells of depths j and j + 1. By (2.1) of Lemma
2.16, we know that C(b1, . . . , bj) has the endpoints
pj
qj
and
pj + pj−1
qj + qj−1
and thus the length∣∣∣∣pjqj −
pj + pj−1
qj + qj−1
∣∣∣∣ = |pjqj−1 − qjpj−1|qj(qj + qj−1) =
1
qj(qj + qj−1)
.
The cell C(b1, . . . , bj+1) has the length
1
qj+1(qj+1 + qj)
.
Thus
meas(C(b1, . . . , bj+1))
meas(C(b1, . . . , bj)) =
qj(qj + qj−1)
(bj+1qj + qj−1)((bj+1 + 1)qj + qj−1)
≤ 2q
2
j
b2j+1q
2
j
=
2
b2j+1
.(2.2)
From (2.2) we obtain:
meas(C(b1, . . . , bs)) = meas(C(b1))
s−1∏
j=1
meas(C(b1, . . . , bj+1))
meas(C(b1, . . . , bj)) ≤ 2
s

 s∏
j=1
bj


−2
,
which concludes the proof of Lemma 2.18. 
Lemma 2.19. We have
log qs ≤ 2
∑
1≤j≤s
log bj + s log 2 .
Proof. This follows from
qj+1 = bj+1qj + qj−1 ≤ 2bj+1qj .

Lemma 2.20. Let C1 > 0 be sufficiently large. Then there exists C2 > 0, such
that for s ≥ s0,
meas{x ∈ (0, 1) : qs(x) ≥ exp(C1s)} ≤ exp(−C2s) .
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Proof. By partition into cells of depth s we obtain from Lemmas 2.18 and 2.19 the
following:
meas{x ∈ (0, 1) : qs(x) ≥ exp(C1s)} =
∑
~b=(b1,...,bs)∈N
s :
(
∑
1≤j≤s log bj)+s log 2≥C1s
meas(C(b1, . . . , bs))
≤ 2s
∑
~b∈Ns :∑
1≤j≤s log bj≥(C1−log 2)s
b−21 b
−2
2 · · · b−2s
= 2s
∑
~b∈Ns :∑
1≤j≤s log bj≥(C1−log 2)s
(∫ b1+1
b1
[u1]
−2 du1
)
· · ·
(∫ bs+1
bs
[us]
−2 dus
)
≤ 4s
∫
[1,∞)s :∑
1≤j≤s log uj≥(C1−log 2)s
(u1 · · ·us)−2 du1 · · · dus
= 4s
∫
Rs
+
: v1+···+vs≥(C1−log 2)s
exp(−2v1 − · · · − 2vs) dv1 · · · dvs .
(2.3)
The integral in (2.3) is
2−sProb(X1 + · · ·+Xs ≥ (C1 − log 2)s) ,
where X1, . . . , Xs are i.i.d. exponentially distributed random variables with rate 2.
The distribution of the sum X1 + · · ·+Xs is the Gamma distribution with density
(2.4) f(Cs, s, 2) =
2s(Cs)s−1 exp(−2Cs)
(s− 1)!
Lemma 2.20 now follows from (2.3) and (2.4). 
3. Vaughan’s identity
We now express the Mo¨bius function by Vaughan’s identity.
Lemma 3.1. Let w > 1. For h ∈ N we have:
µ(h) = c1(h) + c2(h) + c3(h) ,
where
c1(h) :=
∑
αβγ=h
α≥w, β≥w
µ(γ)c4(α)c4(β) ,
for
c4(α) := −
∑
(d1,d2) : d1d2=α
d1≤w
µ(d1) .
c2(h) :=
{
2µ(h) , if h ≤ w
0 , if h > w
8
and
c3(h) := −
∑
αβγ=h
α≤w, β≤w
µ(α)µ(β) .
Proof. Cf. [12]. 
We now obtain ∑
Bk≤h<(1+η)Bk
µ(h)g
(
h
k
)
=
∑
1 +
∑
2 +
∑
3 ,
where
(3.1)
∑
i :=
∑
Bk≤h<(1+η)Bk
ci(h)g
(
h
k
)
.
From the definitions for c1 and c4 in Lemma 3.1 we obtain:∑
1 = −
∑
s≥w, t≥w
Bk≤stγ<(1+η)Bk
µ(γ)
∑
(s, t) ,
where ∑
(s, t) :=
∑
d1d2=s
d1≤w
µ(d1)
∑
e1e2=t
e1≤w
µ(e1)g
(
d1d2e1e2γ
k
)
.
We now choose
w = (Bk)2δ0 , for δ0 > 0 fixed ,
depending only on δ, η and D. The subsequent steps are all valid, if δ0 is sufficiently
small.
We partition the sum
∑
1 as follows:∑
1 =
∑
1,1 +
∑
1,2
with ∑
1,1 := −
∑
s≥w, t≥w
Bk≤stγ<(1+η)Bk
st≥(Bk)10δ0
µ(γ)
∑
(s, t)
and ∑
1,2 := −
∑
s≥w, t≥w
Bk≤stγ<(1+η)Bk
st<(Bk)10δ0
µ(γ)
∑
(s, t) .
A trivial estimate of the sum
∑
2 gives:
(3.2)
∑
2 = O
(
(Bk)2δ0
)
.
The sums
∑
1,1 and
∑
3 are estimated by the same method.
In the next section we shall give the details of the estimate of
∑
1,1, whereas the
estimate of
∑
1,2 will be given in the last section.
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4. The sums
∑
1,1 and
∑
3
We now choose s0 := [δ1 log k], where δ1 > 0 depends only on δ0 and D. In the
sequel we shall always assume that δ1 is sufficiently small.
For the tuplets (d1, d2, e1, e2, γ) appearing in the sum
∑
1,1 at least one of the two
cases must hold:
1) d1d2γe1 ≤ (Bk)1−δ0
2) d1γe1e2 ≤ (Bk)1−δ0 ,
since otherwise we would have the inequalities
e2 < (Bk)
2δ0 and d2 < (Bk)
2δ0 ,
which in turn would lead to the contradiction
st < (Bk)8δ0 .
Since the cases 1) and 2) are symmetric, it suffices to treat case 1 only.
We write
(4.1)
∑
1,1 =
∑(in)
1,1 +
∑
C∈Int
∑
1,1(C) +
∑(end)
1,1 ,
where ∑
1,1(C) = −
∑
s≥w, t≥w
Ck≤stγ<(C+1)k
st≥(Ck)10δ0
µ(γ)
∑
(s, t) ,
C in
∑
C∈Int
runs over a suitable interval,
∑(in)
1,1 contains < k initial terms, and∑(end)
1,1 contains < k final terms.
We estimate
∑(in)
1,1 and
∑(end)
1,1 trivially by
(4.2)
∑(in)
1,1 ≪ k1+ǫ
(4.3)
∑(end)
1,1 ≪ k1+ǫ , (ǫ > 0 arbitrarily small)
and now describe the estimate of the sums
∑
1,1(C).
We set
~d := (d1, d2, γ, e1), Π(~d ) := d1d2γe1
and define e
(0)
2 and e
(1)
2 as follows:
Let
e
(0)
2 = e
(0)
2 (
~d ) := min{e2 : e1e2 ≥ w, d1d2γe1e2 ≥ Ck}
e
(1)
2 = e
(1)
2 (
~d ) := max{e2 : d1d2γe1e2 ≤ (C + 1)k}
vmax := max{v : d1d2γe1(e(0)2 + v) < d1d2γe1(e(1)2 − v)} .
We define ∑
(~d ) :=
∑
Ck≤Π(~d )e2<(C+1)k
g
(
Π(~d )e2
k
)
10
and obtain∑
(~d ) =
∑
v≤vmax
(
g
(
Π(~d )(e
(0)
2 + v)
k
)
+ g
(
Π(~d )(e
(1)
2 − v)
k
))
.
We now make use of the antisymmetry of the function g:
(4.4) g(C + 1− x) = −g(x) .
We replace the points
Π(~d )(e
(1)
2 − v)
k
by the mirror images of the points
Π(~d )(e
(0)
2 + v)
k
,
namely by
C + 1− Π(
~d )(e
(0)
2 + v)
k
and due to (4.1) we obtain
(4.5)
∑
(~d ) =
∑
v≤vmax
(
g
(
Π(~d )(e
(1)
2 − v)
k
)
− g
(
C + 1− Π(
~d )(e
(0)
2 + v)
k
))
.
We have
(4.6)
∣∣∣∣∣Π(
~d )(e
(1)
2 − v)
k
−
(
C + 1− Π(
~d )(e
(0)
2 + v)
k
)∣∣∣∣∣ ≤ Π(~d )k−1 .
We now partition the range of summation over the points Π(~d )(e
(1)
2 − v)k−1 in
cells of depth s0 and assume that δ1 is chosen so small that qs0(x) ≤ kδ0/10 for
all cells C of depth s0 with the possible exceptions of cells C of depth s0 with total
measure k−2δ2 for some δ2 > 0.
This can be achieved because of Lemma 2.20. Denote the union of these exceptional
cells by Cex.
For the points
Π(~d )(e
(1)
2 − v)
k
∈ Cex
we estimate the difference in (4.5) by the trivial bound
(4.7) g
(
h
k
)
= O(log k) .
We obtain
(4.8)
∑
ex ≪ k1−δ2 ,
where
∑
ex is extended over all tuplets (d1, d2, e1, e2, γ) with
C ≤ d1d2e1e2γ
k
< C + 1
and {
d1d2e1e2γ
k
}
∈ Cex .
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For the other cells we use that
(4.9) g(x) = L(x, s0) + (−1)s0+1T s0+1W(x)− 2G(x)− 2δ(x)
and substitute
x(0) :=
Π(~d )(e
(1)
2 − v)
k
(
resp. x(1) := C + 1− Π(
~d )(e
(0)
2 + v)
k
)
.
This leads to the problem to estimate the differences
T vl(x(0))− T vl(x(1))
and
G(x(0))−G(x(1)) .
This can be done by appeal to Lemmas 2.6, 2.17 and (4.6). The sum containing
the terms T s0+1W (x) can be estimated using Lemma 2.12. We obtain
(4.10)
∑
1,1(C)≪ k1−δ2 .
By (4.1), (4.2), (4.3) we get:
(4.11)
∑
1,1 ≪ (Bk)1−δ2 .
By the same method we derive
(4.12)
∑
3 ≪ (Bk)1−δ2 .
5. The sum
∑
1,2
We have ∑
1,2 = −
∑
s≥w, t≥w
Bk≤stγ<Bk(1+η)
st≤(Bk)10δ0
µ(γ)
∑
(s, t) ,
where ∑
(s, t) =
∑
d1d2=s
d1≤w
µ(d1)
∑
e1e2=t
e1≤w
µ(e1)g
(
d1d2e1e2γ
k
)
.
Therefore
(5.1)
∑
1,2 = −
∑
Bk≤uγ<Bk(1+η)
µ(γ)A(u)g
(uγ
k
)
,
with
A(u) :=
∑
(s,t)∈N2:
st=u
∑
d1d2=s
d1≤w
µ(d1)
∑
e1e2=t
e1≤w
µ(e1) .
We observe that
(5.2) |A(u)| ≤ d4(u)≪ uǫ for all ǫ > 0 ,
where d4 denotes the divisor function sum of order 4.
Let
R = {(U, V ) : U ≥ 0, V ≥ 0,
logB + log k ≤ U + V ≤ logB + log k + log(1 + η), U ≤ 10δ0 log k} .(5.3)
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We recursively define the sequence (Rl) of regions that exhaust R.
Let R0 be the union of squares with sides parallel to the coordinate axes, the
coordinates of whose vertices are integer multiples of 2−0 = 1 and side lengths
2−0 = 1, that are completely contained in R.
The recursion l → l + 1 : Assume that Rl has been defined. We let Sl be the
union of squares of sides parallel to the coordinate axes of side lengths 2−(l+1), the
coordinates of their vertices are integer multiples of 2−(l+1), whose interiors are
contained in the set R \Rl. We set
Rl+1 = Rl ∪ Sl .
We choose l0 as the minimal l, such that
(5.4)
max{uγ : (log u, log γ) ∈ Q} −min{uγ : (log u, log γ) ∈ Q} ≤ (ηBk)(Bk)−2δ0 ,
for all squares Q of side lengths 2−l0 contained in R.
Since the boundaries of R are straight lines, the trivial bound (4.7) gives
(5.5)
∑
1,2 = −
∑
(u,γ):(logu,log γ)∈Rl0
µ(γ)A(u)g
(uγ
k
)
+O
(
ηBk(Bk)−δ0
)
.
Let Q be a square of Rl0 and
Exp(Q) := {(u, γ) : (log u, log γ) ∈ Q} .
We set
Exp(Q) =: [u0, u0 +∆u)× [γ0, γ0 +∆γ) .
Because of (5.4) we have
(5.6) u0 ≥ (Bk)4δ0 , ∆u ≥ u0(Bk)−2δ0 ,
(5.7) γ0 ≥ η(Bk)1−10δ0 , ∆γ ≥ γ0(Bk)−2δ0 > k1+10δ0 ,
for δ0 sufficiently small.
We now estimate
(5.8)
∑
1,2(Q) := −
∑
(u,γ)∈Exp(Q)
µ(γ)A(u)g
(uγ
k
)
.
By the Cauchy-Schwarz inequality we have:
(5.9)
∣∣∣∑1,2(Q)∣∣∣ ≤

 ∑
γ0≤γ<γ0+∆γ
µ(γ)2


1/2

 ∑
γ0≤γ<γ0+∆γ

 ∑
u0≤u<u0+∆u
A(u)g
(uγ
k
)
2


1/2
.
We have
∑
γ0≤γ<γ0+∆γ

 ∑
u0≤u<u0+∆u
A(u)g
(uγ
k
)
2
=
∑
u0≤u1,u2<u0+∆u
A(u1)A(u2)
∑
g(Q, u1, u2),
where ∑
g(Q, u1, u2) :=
∑
γ0≤γ<γ0+∆γ
g
(u1γ
k
)
g
(u2γ
k
)
.
We now make use of the representation
(5.10) g(x) = L(x, s0) + (−1)s0+1T s0+1W(x)− 2G(x)− 2δ(x)
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which follows from Lemmas 2.8 and 2.11.
We set
p(x, u1, u2) := (L(u1x, s0)− 2G(u1x))(L(u2x, s0)− 2G(u2x))
and replace
∑
g(Q, u1, u2) by
(5.11)
∑′
g(Q, u1, u2) :=
∑
γ0≤γ<γ0+∆γ
p(γ, u1, u2)
by removing the terms T s0+1W(γ), δ(γ) in (5.10).
By Lemmas 2.11 and 2.12 it follows that
(5.12)
∑
g(Q, u1, u2) =
∑′
g(Q, u1, u2) +O(∆γ(Bk)
−δ0) .
We now partition the sum
∑′
g(Q, u1, u2) as follows
(5.13)
∑′
g(Q, u1, u2) =
∑′
g,1(Q, u1, u2) +
∑′
g,2(Q, u1, u2) ,
where in
∑′
g,1 the summation is extended over all γ, for which[{uiγ
k
}
− ui
k
,
{uiγ
k
}
+
ui
k
]
∩ Cex = ∅ (i = 1, 2) ,
and in
∑′
g,2 the summation is extended over the other values of γ.
By the definition of Cex, for the γ appearing in
∑′
g,1 the intervals[{u1γ
k
}
− u1
2k
,
{u1γ
k
}
+
u1
2k
]
resp.
[{u2γ
k
}
− 1
2k
,
{u2γ
k
}
+
1
2k
]
belong to cells C1 resp. C2 of depth s0 as described in Lemma 2.20.
Let I be an interval of length 1. By Lemma 2.20 we have
qs0(u; γ) < exp(C1s0) for all γ =
h
k
∈ I
with the exception of at most
(5.14) ≪ ku−1i exp
(
−C2s0
2
)
values.
In
∑′
g,1 we replace the terms p(γ, u1, u2) by their averages
k
∫ γ+ 1
2k
γ− 1
2k
p(x, u1, u2) dx .
The intervals
Ii :=
[uiγ
k
− ui
2k
,
uiγ
k
+
ui
2k
]
, (i = 1, 2)
are contained in some cells Ci (i = 1, 2) of depth s0.
We set
(5.15)
∑′
g,1(Q, u1, u2) = Ig,1(Q, u1, u2) +R1(Q, u1, u2) ,
where
Ig,1(Q, u1, u2) := k
∫ γ0+∆γ+ 12k
γ0−
1
2k
(L(u1x, s0)−G(u1x))(L(u2x, s0)−G(u2x)) dx .
14
By Lemma 2.20 we have
(5.16) R1(Q, u1, u2)≪ k∆γ(Bk)−δ0 .
We now write
(5.17) Ig,1(Q, u1, u2) = I
′
g,1(Q, u1, u2) +R2(Q, u1, u2) ,
I ′g,1(Q, u1, u2) :=
∫ γ0+∆γ+ 12k
γ0−
1
2k
g
(u1x
k
)
g
(u2x
k
)
dx
and show that R2(Q, u1, u2) is small in average. We have
R2(Q, u1, u2) = k
∫ γ0+∆γ+ 12k
γ0−
1
2k
((−1)s0+1T s0+1W(u1x) + δ(u1x))(L(u2x, s0) +G(u2x)) dx
(5.18)
+ k
∫ γ0+∆γ+ 12k
γ0−
1
2k
((−1)s0+1T s0+1W(u2x) + δ(u2x))(L(u1x, s0) +G(u1x)) dx
+ k
∫ γ0+∆γ+ 12k
γ0−
1
2k
((−1)s0+1T s0+1W(u1x) + δ(u1x))((−1)s0+1T s0+1W(u2x) + δ(u2x)) dx .
We apply Lemma 2.15 for the estimate of∫ 1
0
∣∣T s0+1W(x)∣∣2 dx
and obtain by the Cauchy-Schwarz inequality
(5.19)

∑
Q
′
R2(Q, u1, u2)
2


1/2
≪ η(Bk)1−δ0 .
In
∑
Q
′
the sum is extended over all squares Q whose union is Rl0 .
We replace the integrands g(uix/k) in (5.17) by finite partial sums of their Fourier
series
g(uix) := h(x, ui) + r(ui, x) ,
where
h(x, ui) :=
∑
1≤n≤(Bk)δ4
d(n)
n
sin(2πnuix) , (i = 1, 2) (δ4 > 0) .
By Parseval’s equation we obtain
(5.20)

∑
Q
′
r(ui, x)
2


1/2
≪ η(Bk)1−δ4 .
We finally also replace
∑′
g,2(Q, u1, u2) by
∑
γ
′
∫ γ+ 1
2k
γ− 1
2k
h(x, u1)h(x, u2) dx ,
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where γ is extended over the same values as in formula (5.13).
From (5.9), (5.11), (5. 12), (5.13), (5.14), (5.15), (5.16), (5.19) and (5.20) we obtain:
∑
1,2(Q)≪ kǫ∆1/2γ
∑
1≤n1,n2≤η(Bk)δ1
d(n1)
n1
d(n2)
n2
(5.21)
×
∑
u0≤u1,u2<u0+∆u
∫ γ0+∆γ
γ0
sin(2πn1u1v) sin(2πn2u2v) dv +R(Q) ,
where ∑
Q
′ |R(Q)| ≪ η(Bk)1−δ5 (δ5 > 0) .
From the identity∫ 1
0
sin(2πn1u1v) sin(2πn2u2v) dv =
{
1/2 , if n1u1 = n2u2
0 , otherwise ,
we obtain
(5.22)
∑
1,2 ≪ η(Bk)1−δ6 (δ6 > 0) .
6. Conclusion
Theorem 1.1 now follows from (3.1), (3.2), (4.11), (4.12) and (5.22).
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