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This thesis presents the design, fabrication and characterization of a 
microelectromechanical system (MEMS) based complete wireless microsystem for brain 
interfacing, with very high quality factor and low power consumption. Components of the 
neuron sensing system include TiW fixed-fixed bridge resonator, MEMS oscillator based 
action-potential-to-RF module, and high-efficiency RF coil link for power and data 
transmissions. 
First, TiW fixed-fixed bridge resonator on glass substrate was fabricated and 
characterized, with resonance frequency of 100 - 500 kHz, and a quality factor up to 
2,000 inside 10 mT vacuum. The effect of surface conditions on resonator’s quality factor 
was studied with 10s of nm Al2O3 layer deposition with ALD (atomic layer deposition). 
It was found that MEMS resonator’s quality factor decreased with increasing surface 
roughness.  
Second, action-potential-to-RF module was realized with MEMS oscillator based on 
TiW bridge resonator. Oscillation signal with frequency of 442 kHz and phase noise of -
84.75 dBc/Hz at 1 kHz offset was obtained. DC biasing of the MEMS oscillator was 





Third, high-efficiency RF coil link for power and data communications was designed 
and realized. Based on the coupled mode theory (CMT), intermediate resonance coil was 
introduced and increased voltage transfer efficiency by up to 5 times. 
Finally, a complete neural interfacing system was demonstrated with board-level 
integration. The system consists of both internal and external systems, with wireless 
powering, wireless data transfer, artificial neuron signal generation, neural signal 
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Understanding the working principle of the central nervous system of the human body 
is one of the most difficult problems researchers are facing today. Scientists have been 
hoping to get a clear picture of the brain, of its working mechanism down to the cellular 
level. This would help push the limit of both therapeutic and diagnostic brain science that 
is currently available. A lot of work is being done to decipher the brain signals 
responsible for muscle control which can provide better control in prosthetics, or even 
communicate with external electronics. Both noninvasive and invasive techniques have 
been used in the past. 
A widely used noninvasive approach to diagnose and understand brain activities is 
electroencephalography (EEG), which places numerous electrodes on the scalp to record 
the brain’s electrical signals. This method is relatively easy to implement, but suffers 
from low signal-to-noise ratio (SNR), low spatial resolution, and complicated and messy 
wire connections. In order to better understand the human brain’s working principles, 
direct neuron interfacing is required. 
A machine-brain interfacing system, unlike EEG, provides a way to look inside the 
human brain’s operating mechanism by implanting a highly integrated system inside the 





can be sensed by the system and transmitted to the outside world [5-11], to help 
formatting a complete brain working architecture, and enable controlling of prosthetic 
human parts (Fig. 1.1), computers or even the outside world. On the other hand, the 
system can stimulate certain neuron cells to realize neural prostheses, for example 
auditory and visual prostheses, to restore sight and hearing to people with disabilities [12-
19]. 
Research on the human nervous system dates back to Franklin some 250 years ago, 
who used electrical stimulation to revive paralyzed limbs. Then from the 1950s, scientists 
began to use metal wire electrodes for extracellular neural recording, trying to understand 
working principles of the nervous system on the cellular level. While progress has been 
achieved in the understanding of behavior of a single neuron and small sensing area, 
comprehending the system level mechanics requires sensing and stimulating neurons of 
different parts of the human brain simultaneously [1]. Technologies to enable system 
level sensing and stimulating were not ready in the 50s. However, with the rapid 
development of microelectronics design and fabrication process, the technologies are 
ready to push the limit of brain interfacing. Implantable neural microsystems based on 
modern integrated circuit and wireless technology are now emerging and are hot topics. 
 
1.1 CMOS Based Neural Interfacing System 
 
An implantable neural microsystem is mainly composed of microelectrodes, neural 
signal processing circuitry and power and data transmission. 
A specifically designed microelectrode is needed to effectively interface with neurons 





successful electrodes. Developed by Normann et al. [21-22], UEA is a three-dimensional, 
10 × 10 array of tapered silicon electrodes. UEA enables both sensing and stimulation of 
the central nervous system, acting as the base for lots of neural interfacing system. 
An implanted neural interfacing device needs power and a data communication 
channel with the outside world. A system with implanted battery is a straight forward 
solution [24-25]. However, the system is bulky and heavy with the battery installed, not 
to mention the requirement for surgery to replace a dead battery. For bidirectional control 
and data communication, wired connection is one approach [26]. However, 
transcutaneous wires are subject to infection, noise interferences and inability for a free, 
mobile subject. Therefore, microsystems with wireless powering and wireless 
communication channels become the standard for neural interfacing research. 
There has been lots of work and efforts devoted into building effective and efficient 
wireless neuron interfacing systems. Najafi et al. [5-16, 27-32] realized both battery 
powered and wireless powered microsystems, for neural signal sensing (Fig. 1.3) and 
stimulating. They developed the CMOS based 64-channel neural processing unit (NPU) 
to achieve signal preconditioning, amplifying and band-pass filtering [5]. Harrison et al. 
[33-38] realized an integrated circuit (INI chip, Fig. 1.4) based wireless neuron recording 
system with the Utah Electrode Array for neuron signal accessing. The INI chip contains 
a neural amplifier, ADC, FSK circuits, microcontrollers and so on, based on CMOS 
technology. The system has been tested with cat auditory cortex and flying insects. They 
have also studied long term stability and recording longevity of the UEA based implanted 






1.2 Novel MEMS Based Neural Interfacing System 
 
The two challenges of the implanted neural interfacing system are: 1) stringent 
limitation on power consumption (high power consumption can easily kill neuron cells) 
and 2) limit on internal system dimensions. Wireless communication systems, like the 
neural interfacing system, require frequency selective components of very high quality 
factor Q and exceptional stability. The above-mentioned works are all based on the 
CMOS system, and frequency selectivity of oscillation output in the CMOS based neuron 
interfacing system is determined by LC circuit, which has a very low quality factor, not 
to mention the size the LC components occupy. Therefore, in order to increase the quality 
factor Q, decrease device footprint and power consumption, a neural interfacing system 
with a microelectromechanical system can be a better solution. 
Microelectromechanical system (MEMS) first appeared in the 1980s, which combines 
mechanical moving parts with electronics, and manufactured from microfabrication 
processes. It takes advantage of coupling and interaction between domains such as 
electrical, mechanical, thermal, optical and even magnetic. MEMS based frequency 
selective components (e.g., filters and oscillators) have been proven to have a much 
higher quality factor Q (therefore much higher stability), and consume very low power 
(virtually zero leakage current due to mechanical separation). Furthermore, MEMS 
devices are compatible with CMOS integration, and possess very small device size [40-
45]. Hence, a microelectromechanical system is the best candidate for neural interfacing 
system development. 
To take advantage of MEMS technology, this dissertation realized a complete MEMS 





of TiW fixed-fixed bridge on glass substrate, with the effect of surface conditions on its 
quality factor studied; 2) novel neuron action-potential-to-RF module, based on MEMS 
feedback oscillator with high quality factor Q and small device footprint; 3) high-
efficiency inductive powering link utilizing intermediate resonant coil. The system is 
capable of retrieving neuron firing information from multiple channels spread across the 
























Fig. 1.3. The neural recording microsystem and its implant configuration by Najafi et al. 
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The analog MEMS based brain interfacing system is divided into two major parts: 
external systems and internal systems. Fig 2.1 shows the overview schematic of the 
system. The internal systems are arrays of very small transmitters deployed inside 
different locations inside the brain, having access to neurons in different brain parts. Each 
internal system operates at its own frequency channel, enabling a large number of internal 
systems to transmit data simultaneously. The external system, on the other hand, resides 
outside the brain, providing power to the internal systems, and at the same time, receiving 
neuron firing data from the internal systems, demodulating it and exhibit the signal on the 
computer interface. 
 
2.1 System Objectives and Architecture 
 
There are two methods to detect neuron firing signals: intracellularly and 
extracellularly [1]. Intracellular means “inside the cell,” in which neuron spikes will be 
recorded with electrodes penetrating the cell wall, giving signal amplitude of 100 mV. 
However, the penetrating electrode will kill the cell within a few minutes, therefore is not 





microelectrode a few tens of µm away, producing potential of 50 – 500 µV. This method 
of neuron spikes recording will be used for our brain interfacing system. 
The duration of each neuron spike is usually 500 - 1000 µs, and an active neuron 
usually generates 10 – 100 spikes per second, i.e., 10 – 100 ms separation between 
adjacent pulses. Typical neuron action potential signals are shown in Fig. 2.2 (top 
waveform). As can be seen, a neural signal has an intrinsic negative biasing value, which 
is called the resting potential. During the firing phase, the neural signal rises, falls, 
undershoots and then restores to the resting potential. The brain interfacing system first 
amplifies and biases the neural signal, then uses it to modulate RF carrier signal. The RF 
signal, which contains neuron signal information (Fig. 2.2 bottom waveform), is then 
received by the external system outside the brain, and is demodulated to recover the 
desired neuron pulse waveform. The carrier signal frequency is unique for each internal 
system, which eliminates channel interferences and enables simultaneous data 
transceiving. 
Detailed schematic of the brain interfacing system is shown in Fig. 2.3. For 
illustration purposes, only one internal system is depicted. The neurons are accessed with 
microelectrodes, and their firing signals are amplified by neuron amplifiers. Action 
potential to the RF module is driven by the amplified neuron firing pulses and produces 
neuron signal modulated RF signals. Combined RF signals from different internal 
systems, with different frequency channels, are inductively coupled through the data link 
to the external system. The signals are amplified, filtered, demodulated and then 





In the other part of the external system, an RF source drives a power coil, and 
inductively couples the power signal to the internal systems through the power link. The 
power signal is then regulated and powers up the neuron amplifiers. The frequency of the 
power link will be relatively low (tens of kHz), and the same channel is shared by all 
internal systems. The data link, on the other aspect, has different channels for each 
internal system, as discussed before, with much higher frequencies (hundreds of kHz to 
MHz). 
The thesis is organized as the following:  
 Chapter 3 talks about TiW MEMS resonator fabrication and characterization, 
acting as MEMS filter and the base of MEMS oscillator. The effect of surface 
conditions on its quality factor was studied with 10s nm Al2O3 layer deposition 
with ALD. 
 Chapter 4 describes the action-potential-to-RF module, which transforms the 
neuron firing pulses to transmittable RF signals. One approach is based on a 
MEMS oscillator with a high quality factor and small device footprint. The other 
approach uses a tunnel diode oscillation circuit. 
 Chapter 5 presents the design and realization of high-efficiency RF coil links for 
power and data transmission, taking advantage of the mediating resonant coils for 
telemetry efficiency enhancing. 
 Chapter 6 presents the results of a board-level integration of the complete neural 
interfacing system, which consists of both internal and external systems, with 
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Fig. 2.3. Schematics of the structure of the brain interfacing system, with details of the 
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Electrical resonators can be found in almost all aspects of electrical devices and 
systems, working as filters, oscillators and timing references. Quartz resonators have 
dominated the regime of accurate frequency generation in the 20th century. It has 
excellent temperature stability and phase noise performance due to its mechanical and 
piezoelectric properties. However, quartz resonators suffer from their inability for Si 
wafer integration, lack of flexible frequency programmability and relatively high cost. 
MEMS technology, which appeared a few decades ago, can successfully counter all these 
drawbacks of quartz crystal. MEMS resonators are small, programmable, easily 
integrated with CMOS on silicon wafer, and inexpensive. They can achieve a much 
higher quality factor than quartz, and can be used as very sensitive sensors, besides acting 
as timing references [1]. 
Research on MEMS resonators has resulted in devices with a variety of different 
working principles. A MEMS resonator is usually made of a mechanical structure with its 





most common mechanical structure is lateral air-gap fixed-fixed bridges [2]. To increase 
the quality factor and increase signal amplitude, very thick silicon or polysilicon bridges 
were fabricated with the HARPSS (high aspect-ratio combined poly and single-crystal 
silicon) technique to achieve deep etching, with reported Q of more than 100,000 [3-13]. 
Other commonly used mechanical structures are microdisk [14-23], ring [24-27] and 
hemisphere [28]. Materials such as silicon, SiGe, diamond, AlN, nickel are used, and a 
different mechanical vibration mode of the structure is utilized to realize frequency 
selectivity. Another major category of MEMS resonator is based on bulk acoustic wave 
(BAW) and Lamb wave generation, transmission and detection [29-35]. MEMS based 
bulk acoustic-wave resonators (BAR) and thin-film acoustic-wave resonators (FBAR) 
have been realized for RF frequency filtering and oscillation. A novel MEMS resonator 
with thermal actuation has also been demonstrated [36]. MEMS resonators that utilize 
charge trapping to eliminate DC voltage biasing have been realized as well [37-38]. 
MEMS bandpass filters have been realized based on electrically coupling of 
individual MEMS resonators, achieving outstanding filtering characteristics of very high 
quality factor and sharp roll-off, with the ability of integration on-chip [39-46]. 
For this dissertation work, novel TiW fixed-fixed bridge air-gap MEMS resonator on 
glass substrate was fabricated and characterized. The effect of surface conditions on the 
quality factor of the resonators was studied with atomic layer deposition (ALD). The 
fabricated TiW microbridge can be easily converted into MEMS filters to be used for 







3.2 TiW Fixed-Fixed Bridge Fabrication 
 
MEMS fixed-fixed bridges were fabricated with TiW on glass substrate. Glass 
substrate was used to eliminate possible silicon substrate leakage. Metal, instead of 
silicon, was used as the material for both bridge and electrode to make the process simple 
and cheap. TiW (with 90% of W and 10% of Ti) has very high density (14.5 × 103 
kg/m3), and very high Young’s modulus (382 GPa), and was chosen to create very stiff 
microbridges, with high resonance frequency.1 
The devices were fabricated on a 4” glass wafer. A fresh glass wafer was cleaned in a 
piranha bath to remove any surface contaminants. A 30 nm layer of HfO2 was deposited 
on the glass wafer using the Cambridge Fiji F200 Atomic Layer Deposition system from 
Cambridge Nanotech. This served as an etch stop during sacrificial release. A 1 µm thick 
layer of PECVD SiO2 was then deposited, using the Plasmalab 80 plus system from 
Oxford Instruments, on top of the HfO2 layer as the sacrificial layer. An alloy of titanium 
(10%)/tungsten (90%) was used as the device layer. This material was deposited by 
sputtering in a T-M Vacuum sputtering system, to form 1 µm thick layer. A 100 nm thick 
layer of Cr was then sputtered on top of the TiW layer to form a hard mask for device 
layer patterning. The mask features were photolithographically transferred onto the wafer 
through S1813 photoresist from Shipley. The Cr layer was then patterned by wet etching 
using CR-17 etchant from Cyantek Corp. The device layer was patterned by dry etching 
in Plasmalab 80 plus RIE system using a mixture of SF6 (10 sccm) and Ar (25 sccm) 
gases at a pressure of 10mT and an RF power of 200 W. The etch process had to be timed 
since the SiO2 sacrificial layer also gets etched in SF6. The devices were finally released 
                                                 





in BOE made up of 1:6 mixture of HF and NH4F, respectively. To minimize the stiction 
problem due to surface tension, the devices were immersed in methanol after rinsing in 
deionized (DI) water following the BOE etch. The fabrication process is shown in Fig. 
3.1. 
Fig. 3.2 shows SEM images of the microbridges. Lengths of 100 µm, 200 µm, 300 
µm, 500 µm and 1000 µm bridges were fabricated. For all bridges, width and thickness 
are fixed at 5 µm and 1 µm, respectively. Each bridge is flanked by two electrodes (same 
material of TiW) laterally with gap size of 1 µm (Fig. 3.2b). The bridge is floating above 
the glass substrate and free to move. 
 
3.3 TiW Fixed-Fixed Bridge Characterization 
 
Resonance characteristics of the microbridges were measured with set-up as shown in 
Fig. 3.3. Network analyzer (Agilent 4395A)’s RF output transmits AC signal to the left 
electrode of the microbridge, while a DC voltage (provided by Keithley 237 Source 
Measure Unit, or SMU) is applied to the bridge. The bridge is electrostatically actuated 
with the superposition of AC and DC signals, vibrating laterally with the AC frequency. 
The bridge’s vibration creates a changing capacitor with the right electrode, and along 
with the DC supply, generates changing current. The current value is very small (~ nA) 
due to the very small gap capacitance. Nevertheless, the small current can be detected 
with a low-noise preamplifier (SR560), thanks to its 100 MΩ input impedance. The 
output of the amplifier is then fed back into the network analyzer for detection. The 
microbridges were put inside a vacuum chamber for different gas pressures. All 





frequency through the network analyzer, resonance characteristics of the microbridge can 
be obtained. 
Resonances of the microbridges were obtained for different VDC biasings. Fig. 3.4 
shows the resonance peaks for a 300 µm long bridge, under 10 mTorr vacuum conditions. 
It can be seen that bridge resonance frequency f0 shift with VDC: higher VDC generates 
lower f0. This confirms the theory of spring softening [47-49]. Resonant frequencies f0 
and quality factors Q were plotted as a function of VDC biasing, as shown in Fig. 3.5. It 
can be observed that f0 decreases almost linearly with VDC, with tuning sensitivity of 
0.286 kHz/V. The Q, on the other hand, has a peak at VDC = 26 V. For lower VDC, both 
sensing and driving effect of the microbridges are weakened, leading to lower Q. For 
higher VDC, the microbridge becomes “softened,” creating lower Q as well. Therefore, an 
optimal VDC exists for maximum Q. The maximum Q is around 2,000 for this particular 
300 µm long microbridge, when VDC is 26 V. 
According to static analysis of MEMS mechanical devices [50], the bridge’s 
resonance frequency is  










     
   
                                           (3.1) 
where k, m, E,  , W, L are the bridge’s spring constant, mass, Young’s modulus, density, 
width and length, respectively. Substituting parameters of the 300 µm bridge into the 
equation, it was found that its theoretical resonance frequency is 257 kHz, with no DC 
bias. The reasons for the discrepancy between experimental and theoretical results are 1) 
residual stress on the bridge due to fabrication process; 2) deviation of fabricated bridge 





The microbridges were tested under different vacuum conditions. Fig. 3.6 shows the 
results of resonant frequency and Q versus air pressures, for the same 300 µm long 
bridge. It can be seen that resonant frequency f0 remains almost fixed from 10 µTorr up 
to one atmosphere. The Q remains almost constant from 10 µTorr to 100 mTorr, then 
drops to nearly 1 at one atmosphere. This means that the MEMS microbridge does not 
require very demanding vacuum conditions for proper functioning. 
The above resonance characteristics were found to be reproducible. The 3 dB 
bandwidth variation is in the order of Hz, and resonance frequency variation is in the 
order of 100 Hz. 
The resonance of the microbridges could be characterized with another method. 
Instead of using both electrodes for driving and sensing, only one electrode was utilized 
for driving and sensing. Fig. 3.7 shows the experimental set-up. A Mini-Circuits bias-tee 
was used to apply DC bias to the RF output of the network analyzer. The microbridge 
was actuated with both AC and DC upon the gap, causing it to vibrate. The changing gap 
capacitance along with DC biasing creates changing current, which is then amplified by 
the SR560 amplifier and fed back into the network analyzer. 
Resonance with the same microbridge device was characterized with this set-up. Fig. 
3.8 shows the resonance spectrum with different DC biasing, which is similar to the 
results from double electrode driving/sensing. Fig. 3.9 shows the tuning effect of DC 
biasing on resonant frequency f0 and Q. It can be seen that f0 decreases with higher VDC, 
and Q has a peak for an optimal VDC, as before. For the same 300 µm long microbridge, 






The microbridge was again tested under different vacuum conditions, for single 
bridge driving/sensing. Fig. 3.10 shows the results of resonant frequency and Q versus air 
pressures, for the same 300 µm long bridge. As before, the resonant frequency f0 remains 
almost fixed from 10 µTorr up to one atmosphere, while the Q remains almost constant 
from 10 µTorr to 100 mTorr, then drops to nearly 1 at one atmosphere. 
 
3.4 TiW Fixed-Fixed Bridge Based MEMS Filter 
 
A MEMS filter was realized with the fabricated fixed-fixed bridge (Fig. 3.11). Two 
signals with slightly different frequencies were added up with an op-amp adder (Fig. 
3.11a), with unity gain. The combined signal was then connected to the left electrode of 
the MEMS device, while the center bridge and right electrode were connected to DC 
biasing and SR560 LNA, respectively (Fig. 3.11b). The spectra of the resulting output 
was shown in the spectrum analyzer. The DC biasing determines the frequency 
component to the transmitted through the MEMS device, acting as a bandpass filter. 
The resonance of the MEMS microbridge versus VDC is shown in Fig. 3.12. The 
output signal characteristics are shown in Fig. 3.13, in which the filtered amplitudes of 
the two frequency components are shown with different VDC values. It can be seen that 
the two signals can be differentiated by tuning DC biasing to either 60.0 V or 62.6 V. 
Signal output for 189 kHz is a little larger than that of 190 kHz due to the larger VDC for 
189 kHz tuning. Insertion loss (IL) for 189 kHz signal is larger than 1 (0.11 dB), which is 
the result of SR560 amplification. As can be observed in Fig. 3.13, at a resonance of one 
frequency, signal output from the other frequency has a small peak as well. This is the 





movement and smaller gap size). These results and characteristics are summarized in 
Table 3.1.  
 
3.5 Surface Effect on Q Factor of TiW MEMS Resonator 
 
Quality factor Q of the microresonators is the ratio of energy stored to energy 
dissipated in the system. Stable resonator performance calls for high Q, and 
correspondingly, lower energy dissipation. Lots of work has been done in the study of 
sensitivity and limitation of quality factor of MEMS devices [51-61]. Common loss 
mechanisms for MEMS devices include clamping loss, thermoelastic dissipation (TED), 
surface effects and so on [54-55, 59]. For the fabricated TiW microbridges, ratios of 
length/thickness and length/width are very large, meaning that clamping loss and TED 
can be insignificant in the total energy dissipation [54]. Surface loss, on the other hand, 
plays a major role in Q factor limitation. Therefore, dependence of Q on device surface 
conditions was studied. 
Atomic layer deposition (ALD) can deposit a very dense layer of certain materials on 
device surfaces with precise atomic layer control. An Al2O3 layer was deposited on the 
microbridges with ALD at 300 ºC, to change their surface conditions. Surface roughness 
of the microbridges was characterized with Veeco AFM before and after Al2O3 ALD 
deposition, as shown in Fig. 3.14. It can be seen that after Al2O3 layer deposition, the 
surface has more bumps and asperities, and with larger heights (brighter spots in the 
AFM image). The RMS roughness increases from 6.96 nm to 9.20 nm after ALD, which 
confirms the roughness increasing. Fig. 3.15 shows the surface roughness value as a 





surface roughness increases with ALD layer thickness. A similar finding was reported 
earlier for certain deposition conditions [62]. 
Microbridge resonance was tested with different Al2O3 layer thicknesses of 7 nm, 14 
nm and 21 nm, under 10 mTorr vacuum conditions, as shown in Fig. 3.16. For resonance 
frequency f0 (Fig. 3.16a), it can be observed that for four out of five devices, f0 increases 
by up to 5% after the first Al2O3 ALD layer deposition, which is due to the bridge’s 
dimension change. The width of the microbridge increases with ALD deposition, while 










     
   
, which is proportional to the bridge width. Also noted is that 
Al2O3 has higher Young’s modulus and lower density than the bridge material of TiW, 
thereby, leading to a higher resonance frequency. As thicker ALD layer was deposited, 
mass loading began taking effect and lowered the f0. At 21 nm Al2O3 thickness, f0 
decreased by 3% compared to that of 7 nm Al2O3 thickness, as can be seen in Fig. 3.16a. 
For one device, f0 decreases after ALD deposition, which is due to the strong effect of 
mass loading. 
For Q factor as a function of ALD layer thickness (Fig. 3.16b), the plot can be 
divided into two segments: 1) from no ALD to first layer of 7 nm ALD; 2) from the first 
layer of 7 nm ALD to further ALD deposition. For the first segment, three out of five 
devices have higher Q after ALD deposition. This is due to the fact that surface defects 
that were present on the microbridges were compensated after fine ALD layer deposition 
(0.1 nm per cycle), leading to smaller surface loss. For the other two devices, and also for 
the second segment, Q factor keeps decreasing with thicker ALD layer thickness, which 





energy dissipation. A decrease of Q by up to 50% (from maximum of 4,800) was 
observed at 21 nm Al2O3 thickness. 
The effect of surface conditions on Q factor is quantized with equations in [54], 
assuming surface loss is the dominant loss mechanism in the microbridge: 
           
  
        
  
  
                                      (3.2) 
where for the fabricated microbridge, w = 5 µm, t = 1 µm, E1 = 382 GPa, which are all 
constants. Two variables in (3.2) are the surface layer thickness  , and the dissipative 
Young’s modulus of the Al2O3 layer E2
S. Apparently, larger   leads to smaller Qsurface. 
The surface layer’s dissipative Young’s modulus E2
S, on the other hand, can be calculated 
with the data of Q factor as a function of  . 
From Fig. 3.17, it can be seen that the surface layer’s dissipative Young’s modulus 
decreases with increasing Al2O3 layer thickness. This implies that the surface layer has 
the most impact on surface Q for small thickness. As the thickness increases, its influence 
on Q decreases. However, the decrease of E2
S is not as fast as the increase of surface 
layer thickness  . Hence, the combination effect of E2
S and   still decreases Q as the 






Table 3.1. MEMS Filter Characteristics. 
 189 kHz Vrms (mV) 190 kHz Vrms (mV) 
Input to filter 163.0 163.0 
VDC = 62.0 V 83.7 (Rej. Ratio = 5.79 dB) 157.1 (IL = -0.32 dB) 























(a)                                                        (b) 
 
Fig. 3.2. Fabricated TiW microbridges, with 300 µm long, 5 µm wide, 1 µm thick, and 























Fig. 3.4. Resonance peaks for a 300 µm long microbridge with different VDC biasing 






Fig. 3.5. Resonance frequencies and Q as a function of VDC for the 300 µm long 





























Fig. 3.6. Resonance frequencies and Q as a function of pressure for the 300 µm long 



















































Fig. 3.8. Resonance peaks for the 300 µm long microbridge with different VDC biasing 







Fig. 3.9. Resonance frequencies and Q as a function of VDC for the 300 µm long 















Vdc = 22 V
Vdc = 24 V
Vdc = 26 V
Vdc = 28 V
Vdc = 30 V
Vdc = 32 V
Vdc = 34 V
Vdc = 34 V




























Fig. 3.10. Resonance frequencies and Q as a function of pressure for the 300 µm long 






































Fig. 3.11. Circuits for MEMS filter. a) Signal adder with op-amp. b) Complete set-up for 








































































f1 = 189 kHz
f2 = 190 kHz
Vdc = 60.0 V, 190 kHz 
output is 157.1 mV
Vdc = 62.6 V, 189 kHz 
output is 165.1 mV
Vdc = 62.6 V, 190 kHz 
output is 33.5 mV
Vdc = 60.0 V, 189 kHz 













Fig. 3.14. AFM of devices’ surface a) without Al2O3 layer (RMS roughness of 6.96 nm) 







Fig. 3.15. Surface roughness value versus Al2O3 layer thickness, where Ra is the 









































Fig. 3.16. Dependence of resonator characteristics on Al2O3 layer thickness. a) 
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In order to transmit a detected neuron signal through a wireless channel, an RF signal 
needs to be generated that bears the characteristics of the neuron signal. In other words, 
the low frequency neuron signal (on the order of 100 Hz) needs to modulate a high 
frequency carrier signal (hundreds of kHz to MHz) so that the neuron signal waveform 
can be transmitted. The action potential to RF module inside the internal system takes up 
this role, which is an electrical oscillator that can be programmed with the neuron signal. 
The most common form of linear oscillator is the feedback oscillator, which uses a 
frequency selective resonator to provide positive feedback along with an amplifier. 
MEMS oscillators have been proven to offer excellent performance with better 
integration on silicon substrates and very high quality factor [1-2]. Different categories of 
MEMS oscillators have been realized based on the type of the resonators, such as air-gap 
resonator [3-6], disk resonator [7-10], or acoustic wave resonator [11-14]. 
Another type of oscillator is relaxation oscillator, which works in the nonlinear 
domain. It is comprised of an energy-storing element and a switching element. The 





producing repetitive output signals given that nonequilibrium conditions are met during 
each cycle. Fully micromechanical relaxation oscillator was reported [15-19] using the 
transfer of power between thermal, mechanical and electrical domains, without relying on 
amplifiers and external circuitry. 
This chapter presents two novel approaches for realizing neuron signal programmable 
oscillators (i.e., action potential to RF module), which are integrated in the neuron 
interfacing system (Fig. 4.1). The first approach uses MEMS oscillator based on the TiW 
fixed-fixed bridge resonator, whose DC biasing can be modulated to carry neural signal 
information. The second approach utilizes the negative resistance property of tunnel 
diodes to implement a reliable neural signal modulated RF transmitter. This chapter also 
proposes the idea of a fully MEMS relaxation oscillator utilizing repetitive energy 
transfer between mechanical and electrical domains. 
 
4.2 Action-Potential-to-RF Module with MEMS Oscillator 
 
In this section, MEMS positive feedback self-sustained oscillator based on the TiW 
fixed-fixed bridge is presented, with a very high quality factor, larger tuning range and 
small device footprint. MEMS fabrication can be merged with standard CMOS processes 
and is more promising in microsystem integration. 
The positive feedback set-up for the MEMS oscillator is shown in Fig. 4.2. Two 
electrodes of the MEMS device were connected to input and output of the SR560 LNA, 
while the center bridge was connected in series with a 1 GΩ resistor to the DC biasing. 





connected after the amplifier output, creating appropriate loop interface conditions for 
stable oscillation. 
The working principles of the feedback oscillation can be illustrated in the loop cycle 
shown in Fig. 4.3. The DC source puts opposite charges on the bridge and the two flank 
electrodes. Without loss of generality, electrostatic force on the left gap is assumed to be 
slightly larger than that on the right gap. The bridge was pulled towards the left electrode, 
leaving left gap gleft smaller and right gap gright larger. Left gap capacitance Cleft becomes 
larger. The gap capacitor circuit works in the constant charge regime (a valid assumption 
since the mechanical resonance frequency is high), and therefore the left gap voltage Vleft 
decreases. The left gap voltage acts as the input to the low noise amplifier (DC source is 
regarded as ground to the amplifier). Due to the 180º phase shift of the amplifier, the 
output, which is the right gap voltage Vright, increases. Then the right gap decreases, while 
the left gap increases. With similar analysis, it is found that as Cleft decreases, Vleft 
increases, and Vright decreases. This leads to larger gright and the cycle repeats itself. 
Oscillation output voltage is then created by the circuit, with frequency determined by the 
mechanical resonance of the bridge. 
Output oscillation signals at 33 V DC biasing for a 200 µm long microbridge are 
presented in Fig. 4.4, with 442.2 kHz oscillation shown in both time domain and 
frequency domain. The triangular time domain waveform originates from odd harmonics, 
which is larger than 1 MHz. Phase noise is calculated from the signal spectra in Fig. 4.4b, 
which is -84.75 dBc/Hz at 1 kHz offset. Tuning of the oscillation frequencies for the 200 
µm long microbridge is shown in Fig. 4.5, along with tuning of the resonance frequencies 





to be 0.36 kHz/V. These two sets of frequencies are very close to each other for different 
biasing conditions, with the oscillation frequency a little higher than the resonance 
frequency. The reason for this is that the bridge displacement is small in the resonance 
testing, so the bridge is not under stress. For oscillation generation with positive 
feedback, however, the bridge displacement is very large, which introduces tensile stress 
and increases the spring constant, leading to higher oscillation frequencies. 
Action-potential-to-RF module can be realized with the MEMS oscillator circuit by 
connecting the DC biasing with a processed neural signal. Since the oscillation frequency 
can be tuned with DC biasing, frequency modulated (FM) signal can be obtained from 
the oscillator output once the DC biasing is controlled by the neural signal. The resulting 
FM signal then carries the neural signal information. The FM signal carries information 
with its frequency, and therefore is invulnerable to distance variation, which only changes 
signal amplitude. This suits the requirement of the wireless data transmission system 
well. 
Fig. 4.6 shows the original neural signal and its amplified and biased version. Vpeak 
and Vundershoot represent the peak pulse voltage and undershoot voltage of the original 
neural signal, respectively (Fig. 4.6a). This signal is then amplified and biased, with 
Vpeak’ and Vundershoot’ representing the amplified voltages (Fig. 4.6b). The neural signal 
needs to be biased (Vbias) before being fed to the oscillator’s DC biasing, because the 
MEMS feedback oscillator needs a minimum DC voltage to be turned on. For the 200 µm 
long microbridge, the threshold turn-on voltage is around 30 V. The neural signal 






4.3 Tunnel Diode Oscillation Circuit 
 
A MEMS oscillator based RF transmitter has a very small device footprint and can be 
easily integrated with IC-compatible micromachining processes. However, it requires a 
sustaining amplifier, which increases system power consumption. Negative resistance, 
however, can be utilized to create oscillators without relying on an external amplifier. 
Tunnel diode is the most commonly used negative resistance device. It is fabricated with 
heavily doped p-n junction (degenerate doping) of very narrow width of around 10 nm. 
The tunneling current across the pn junction creates the negative resistance 
characteristics. 
Fig. 4.7 shows the I-V plot of a germanium tunnel diode (1N3561), which is an N-
shaped curve. The negative resistance region locates between the points of (VP, IP) (70 
mV, 0.474 mA) and (VV, IV)  (465 mV, 0.11 mA). Figure of merit for a tunnel diode is 
the ratio of Ip/Iv, which is 4.3 for this device. 
A tunnel diode oscillation circuit with quartz crystal frequency control is shown in 
Fig. 4.8. Input to the circuit is the DC bias (VDC), and the output is oscillation waveform 
across the inductor. Frequency of the generated oscillation is locked to the resonance 
frequency of the crystal. The crystal can be replaced with a capacitor, in which case the 
oscillation frequency is based on inductance of the coil, along with combined capacitance 
of the tunnel diode and quartz crystal. This oscillation circuit can be easily converted to a 
capacitor modulated FM signal transmitter for this case, in which the quartz resonator is 
replaced by a capacitive sensor [20]. 
The working principle of the tunnel diode oscillation circuit is shown with I-V 





to a sudden jump of operating point from VP to VFP (no current change) and VV to almost 
zero voltage (no current change). The cycle repeats itself, as long as VDC is biased at the 
negative resistance region (between VP and VFP). The circuit model is shown in Fig. 4.10. 
Negative resistance RTD of the tunnel diode enables oscillation, while resonance branch 
of the quartz crystal selects the oscillation frequency. 
A tunnel diode oscillation circuit that generated 8 MHz signal is shown in Fig. 4.11. 
Germanium tunnel diode 1N3717 (parameters shown in Table 4.1) was in shunt with an 8 
MHz quartz crystal resonator. Output was taken from the coil inductor, with waveform 
shown in Fig. 4.12. The output was also fed into a spectrum analyzer (Agilent 4395A 10 
Hz - 500 MHz Spectrum Analyzer), with spectra shown in Fig. 4.13. The peak happened 
at 7.998875 MHz, with signal power of -16.14 dBm. Considering the 50 Ω port 
impedance, the output power corresponds to 49.3 mV peak amplitude. The circuit 
consumed power of 0.21 mW. 
The effect of VDC on the oscillation was characterized with circuits as shown in Fig. 
4.14. The output was monitored with the Agilent spectrum analyzer. Tuning of the output 
peak frequency f0 was realized using VDC. Fig. 4.15 shows that f0 increased with 
increasing VDC, achieving tuning sensitivity of 4.19 Hz/mV. The quality factor varied 
with VDC, and showed “digital oscillation” like fluctuations (Fig. 4.16). The reason for 
this is that the half-power bandwidth of the tunnel diode circuit oscillation spectrum was 
so small (less than 6 Hz), that it was even comparable to the spectrum analyzer’s 
minimum resolution bandwidth (RBW) (1 Hz). Therefore the accuracy of the half-power 
bandwidth detection was hampered and introduced fluctuations. However, for all VDC 





values as a function of VDC. The power consumption was as low as 0.56 mW and could 
be further reduced using the optimization of the circuit. The reason for the tuning of f0 
with VDC was due to frequency pulling. As shown in Fig. 4.10, junction capacitance of 
the tunnel diode Cj and load capacitance of quartz crystal CL both changed with VDC, 
shifting resonance frequency of the LC circuit, leading to frequency modulation of the 
output signal.  
 




A module that converts neuron action potential to RF signal was realized with the 
tunnel diode oscillation circuit [22]. VDC was replaced with amplified neuron signal, 
creating neuron signal modulated RF output.  
To test the feasibility, artificial neuron firing signals were produced and detected by 
the system. An artificial neuron firing signal was produced using an electric dipole 
covered with an insulating layer, shown in Fig. 4.18, inside Ringer solutions (to mimic 
the brain environment). Square or triangular pulses of 10 ms width were applied to the 
input cable, creating pulses (positive and negative) 10 ms apart in the output port (another 
electric dipole) through capacitive coupling of the electric dipole with the Ringer solution 
and the output dipole. This signal was amplified (gain of 20) and used to drive the action-
potential-to-RF module (through VAP) and generated the modulated RF signal (Fig. 4.19). 
Fig. 4.20 and 4.21 show VAP (original and amplified) along with oscillations generated 
from the tunnel diode circuit. Both positive (Fig. 4.20) and negative parts of the action 





0.35 µs duration with different frequencies by different quartz crystal resonators (16 MHz 
and 8 MHz, respectively). It can be seen that the amplitude of the oscillation signal is a 
little larger than the input amplified neural signal. This is due to the setting of 
oscilloscope input impedance, which is 1 MΩ and 50 Ω for these two cases, respectively. 
Here we compare the two approaches of action-potential-to-RF module. Both systems 
can deliver a very high quality factor oscillation output bearing neural signal information. 
A MEMS oscillator based transmitter has a small device footprint, easier IC-compatible 
fabrication processes, and larger tuning range, but may require large biasing voltage. A 
tunnel diode oscillator has simple circuitry, and requires low turn-on voltage, but suffers 
from small tuning range and difficult germanium integration. Based on the above 
analysis, MEMS oscillator is the preferable choice. The large biasing voltage can be 
reduced by careful design of the MEMS structure, which will be discussed in the Further 
Work chapter. 
 
4.5 Dynamic Analysis of Relaxation Oscillation Based  
 
MEMS DC-to-RF Converters 
 
Besides taking advantage of positive feedback circuit with sustaining amplifier, pr 
tunnel diode negative resistance, relaxation oscillation is another well-known method to 
create an RF signal. The idea was first tested with a macromodel based on piezoelectric 
devices. 
Fig. 4.22 shows a circuit for a relaxation oscillator implemented with an audio-range 
piezoelectric disk. The piezo disk displaces by 10s of um when a DC voltage is applied 





enabled displacement is repeatable and stable. An electrode, which is in series with a 1 
kΩ resistor to ground, was positioned very close to the positive plate of the piezo disk. 
The distance was fine controlled to be in the same range of the DC induced piezo disk 
displacement. As shown in Fig. 4.22, a 100 kΩ resistor was added inside the circuit for 
two reasons: 1) to ensure that potential on the positive plate drops to a much lower 
voltage (     
    
           
       ) when it touches the nearby electrode; 2) to limit 
the current through the circuit branch during contact. With this set-up, when the DC 
supply is on, piezo disk displaces by piezoelectric effect, causing its positive plate to 
move left. When the plate touches the nearby electrode, a short circuit is generated and 
the potential on the plate drops to 0.36 V, which is not sufficient for piezo disk 
displacement. The piezo disk then moves back, losing the contact, and VDC of 36 V is 
then applied across the piezo disk once more. The disk moves left again and the cycle 
repeats itself. After delicate tuning of the relative location between the positive plate and 
the nearby electrode, oscillations can be generated when VDC is on. The oscillation was 
detected with an oscilloscope of 1 MΩ input impedance. The waveform is shown in Fig. 
4.23. The frequency is 5 kHz, which is the resonant frequency of the audio piezo disk. 
Based on the idea of the relaxation oscillator, a novel MEMS DC-to-RF converter 
was proposed. The following section presents the dynamic analysis of the working 
principle of MEMS DC-to-RF converter. 
The circuit for MEMS DC-to-RF based on fixed-fixed bridge is shown in Fig. 4.24. A 
constant current source is connected to the bridge, which forms a capacitor with the 
nearby electrode. Charges will be accumulated across the gap provided by the current 





The working principle of MEMS DC-to-RF converter can be explained as shown in 
Fig. 4.25. Each cycle is comprised of three phases: “charge and pull-in,” “discharge” and 
“release.” The phase of “discharge” upon contact is very fast; therefore the other two 
phases decide the oscillation frequency. In order to create sustainable self-oscillation, 
mechanical pulling-in and releasing time should be much smaller than electrical charging 
time. This criterion ensures complete oscillations with full bridge displacement. 
Otherwise, the bridge-electrode capacitor would charge up before the bridge can relax to 
its original position. 
With this criterion, the “charge and pull-in” phase is dominated by electrical charging 
time. Using electrostatic equations 











   
                                  (4.1) 
where g is the current gap size, while Q and A are the charge and area of the gap 
capacitor, respectively. Since the mechanical pull-in time is much shorter than electrical 
charging time, it can be assumed that dynamic equilibrium between electrostatic force 
and mechanical spring restoring force can be achieved during the pull-in time 
   
  
   
                                                  (4.2) 
where k is the bridge’s spring constant. We can get the relationship between Q and g 
                                                           (4.3) 
The well known condition for bridge pull-in is g = 2/3 × g0, after which the bridge pulls 
onto the electrode due to positive feedback. Substitute this into (4.3), and we get 
          
 
 





This is the charge that is needed to pull in the bridge to the electrode. Note that a current 
source is used to accumulate the charge, and the time for pull-in can be obtained 
        






      
  
                                       (4.5) 
where I0 is the value of the current source. Equation (4.5) gives the time for the “charge 
and pull-in” phase. For TiW bridge of 300 µm long, 5 µm wide, 1 µm thick, 1 µm gap 
and current source of 10 nA, tcharge is 22 µs. 
Mechanical pull-in and release time can be calculated using a second-order model of 
the MEMS bridge. For pull-in, we have 
 
   




                                                   (4.6) 
where m, b, k and Fe are the bridge mass, damping factor, bridge spring constant and 
electrostatic force, respectively. With initial conditions of 
 
        





meaning that initial bridge position is g0 and bridge velocity is zero, we can get bridge 
displacement with ringing down oscillations. Note that the bridge snaps to the electrode 
beyond the position of 2/3 × g0, we can get the bridge position versus time as shown in 
Fig. 4.26a for certain bridge parameters. The time for the bridge to mechanically pull in is  





                                                  (4.7) 
where f0 is the bridge’s mechanical resonance frequency. For the bridge shown in Fig. 
4.26a, tpull-in is 0.97 µs, corresponding to f0 of 257 kHz. The mechanical pull-in time tpull-in 





time for “charge and pull-in” phase, and guarantees dynamic equilibrium of the bridge 
pull-in actuation as mentioned above. 
Similarly, for mechanical releasing, we have 
 
   




                                                 (4.8) 
with initial conditions of 
 
       





We can get bridge displacement with ringing down oscillations. Consider that the bridge 
operates at the nonlinear regime and the spring softening effect, the ring-down and 
overshooting of the bridge movement are very small (though the Q may be high). The 
bridge position versus time is shown in Fig. 4.26b. The time for the bridge to 
mechanically release is  





                                                    (4.9) 
which is the same as mechanical pull-in. The mechanical releasing time is much smaller 
than electrical charging time, meaning that the bridge is able to relax to its original 
positions before electrical charging takes place, which ensures sustainable complete 
oscillations. 
From the above analysis, we found that to maintain sustainable oscillations, electrical 
charging time should be much larger than both mechanical pull-in and releasing time. 
















Fig. 4.27 shows circuit parameters versus time for sustainable oscillations. It can be seen 
that mechanical release time is much smaller than electrical charging time. 
 
4.6 Experimental Results of MEMS DC-to-RF Converters 
 
The concept of DC-to-RF conversion was tested with the fabricated MEMS TiW 
fixed-fixed bridges. The set-up (Fig. 4.28) consists of a series circuit of DC source 
(Keithley 237 SMU), voltage/current limiting resistor (40 MΩ), contact resistances of 
probing tips (Rc of 5 Ω), the MEMS device, and an oscilloscope. Keithley 237 operated 
in the voltage source mode with current compliance limitation, working as a current 
source for bridge actuation. As it was turned on, charges began accumulating across the 
gap of the bridge, pulling the bridge towards the electrode with electrostatic actuation. 
When the bridge got very close to the electrode, tunneling current set in and discharged 
the electrode-bridge capacitor instantly. This reduced the electrostatic force and the 
bridge relaxed back to its equilibrium location, and the cycle repeated itself (Fig. 4.29). 
This cycle is stable provided that the time constants associated with electrode-bridge 
discharging, electrode charging and the bridge motion are carefully selected. A self-
sustained pulsed oscillation waveform can be detected from the oscilloscope (Fig. 4.30), 
with frequency of 3.7 Hz. One reason for the low frequency of oscillation is contact 
damaging and stiction by localized heating. This can be solved by lowering actuation 
voltage by reducing gap size, to limit heating. Very low power (nW), kHz-GHz 
frequency range RF oscillators can be realized with these devices. For example, carbon 
nanotube (CNT) has very large Young’s modulus (1 TPa) and can be grown self-aligned 





Table 4.1. Tunnel diode 1N3717 parameters. 
IP (mA) IV (mA) IP/IV VP (mV) VV (mV) VFP (mV) 


































































Fig. 4.4. Oscillator output RF signal characteristics. a) Output time domain oscillation 
waveform with 33 V DC biasing. b) Output signal power spectra with 33 V DC biasing 































Fig. 4.5. Resonance frequencies and oscillation frequencies as a function of VDC for the 




























Fig. 4.6. Features of neural signal waveform. a) Original neural signal. b) Amplified and 

































































































Fig. 4.12. 8 MHz oscillation waveform from tunnel diode circuit. 















































































Fig. 4.18. Artificial neural signal generation set-up using coaxial cables. a) Schematic and 













































Fig. 4.20. Artificial neuron firing signals (original and amplified) and the modulated 



























Fig. 4.21. Artificial neuron firing signals (original and amplified) and the modulated 
oscillations driven by negative neuron firing pulses. Voltage axis is not to scale. 
 




































































(a)                                                               (b) 
 
Fig. 4.26. Bridge position versus time for pure mechanical a) pull-in, b) release, with 

























































Fig. 4.27. Simulation results of the relaxation oscillator. a) Bridge position versus time 
showing electrical charging and mechanical releasing time. b) Current, charge, bridge 
position, gap capacitance and gap voltage versus time for sustainable oscillation. 
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Fig. 4.29. Operation principles of the MEMS relaxation oscillator. a) Bridge-electrode 
pair with gap g0. b) Constant-charge bridge clamping due to electrostatic actuation. c) 
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Wireless power and data transmission are essential in a brain interfacing system. 
Transcutaneous powering, i.e., power transmission through the skin, is the objective we 
tried to achieve. In general, there are four types of wireless power transmission: radiative, 
conductive, capacitive and inductive [1].  
Radiative transmission is essentially electromagnetic (EM) radiation. The receiver is 
usually located in the far-field. The generated EM wave from the source transmits on its 
own, without coupling between the transmitter and receiver. The antenna works the best 
when its dimension is a large fraction of the transmission wavelength. Considering the 
size restraints of the implanted system, the frequency should be in the range of tens of 
GHz. At this high frequency, power absorption by biological tissues is huge, and 
therefore there is large attenuation. Besides, implementation of a transmitter operating at 





Conductive power transmission requires a conductive medium to conduct current, 
like salty water. Near-field operation is usually adopted, while the transmission distance 
is short compared to the wavelength. A very similar way is capacitive power 
transmission. The only major difference is that the AC signal is needed in capacitive 
transmission (not necessary in conductive transmission), and hence a nonconductive 
medium can be used (like air gap or some biological tissues). However, for both of these 
two power transmission types, current will directly flow through the medium, the 
biological tissues. This introduces limitations on current density and power dissipated in 
the human body, and raises problems on health and safety regulations. Consequently, 
both conductive and capacitive power transmission are not suitable for transcutaneous 
powering. 
This leaves us with only one choice: inductive power transmission. It is based on a 
magnetic induced electrical field. The distance and dimensions are short compared to a 
wavelength, and this method operates in the near-field. Inductive power transmission 
relies on strong inductive magnetic coupling, unlike the radiative power transmission 
(transmitter and receiver have no coupling). Inductive transmission usually operates 
under 10 MHz (with reasonable sizes for both implanted and external systems), in which 
power absorption by the human body is very small. Besides, unlike conductive/capacitive 
transmission, current in the passing and surrounding biological tissues is much less 
significant in inductive transmission. Major current distribution only exists in the high 
conductive induction coils, therefore, no stringent health safety restrictions exist. 
In conclusion, considering system dimensions, power transfer efficiency and health 







transcutaneous powering. The same arguments can be made for data transmission as well, 
only with a different transceiving direction (from the implanted system to the external 
system). 
Lots of work has been done in transcutaneous powering with inductive coupling. The 
most common form of two-coil set-up has been thoroughly tested and analyzed [2-7]. 
Wang et al. [8] used ferrite-core coil in the implanted system for animal brain 
stimulation, achieving a transmission distance of 200 mm. Young [9] realized an adaptive 
RF powering system for biosensing microsystems implanted in untethered animals inside 
a cage, with RF power level information feedback, achieving stable DC power supply in 
the implanted system. RamRakhyani et al. [10-11] modeled and implemented a four-coil 
energy transfer system for biomedical implant applications. They used the architecture of 
driver-primary coil pairs and secondary-load coil pairs (total of four coils) and 
demonstrated a system with a transmission distance of 20 mm. 
For this thesis work, we used air-core coils for the wireless powering and data 
communication of the neural interfacing system. Powering and data communication used 
frequencies several orders of magnitude apart to avoid interference. The following 
sections illustrate the design and realization of a highly-efficient coil telemetry link, with 
very small implanted coil (0.6 mm radius) and long distance (more than 40 mm) 
inductive coupling, suitable for both powering and data communications. 
 
5.2 RF Link with Two Coils 
 
We started with a simple two coils energy transmission. The transmission coil (called 





RX), on the other hand, would be very small since it would be implanted inside the skull. 
Radius of the RX coil was fixed at 0.6 mm, giving a 1.2 mm diameter, which is 
reasonably small for implantation. Both TX and RX coils were solenoid coils. 
Both coils were placed inside parallel LC circuits, designed to have same resonance 
frequency for optimized energy transferring efficiency. The inductance of a solenoid is 
  
    
 
                                                       (5.1) 
where µ, N, A and l are core permeability, number of turns, coil area and the height of 
coil (distance from the first turn to the last turn), respectively. Inductances of both coils 
were made to be 1.2 µH. Apparently, TX coil (large area) has a fewer number of turns 
than RX coil (small area). Both TX and RX coils were shunt with 100 nF tantalum 
capacitors. S11 reflection spectrum of the coils has been tested with a network analyzer 
(Agilent 4395A 10 Hz – 500 MHz Network Analyzer), as shown in Fig. 5.1, with peak at 
455 kHz (for parallel LC circuits, impedance reaches maximum at resonance, and 
therefore maximum S11 value). S11 for both TX and RX coils were measured to ensure 
they have the same resonance frequencies. 
The testing circuits for the two coil RF link is shown in Fig 5.2 [12]. A signal 
generator (Hewlett Packard 33120A 15 MHz Function/Arbitrary Waveform Generator, 
50Ω output) provided power to the TX circuits, at 455 kHz (resonance frequency), with 
10 V peak-to-peak. A digital oscilloscope (Tektronix DPO 7254 Digital Phosphor 
Oscilloscope, 50Ω input) read the output from the RX circuits. TX coils of different sizes 
were placed at different distances from RX coil (Fig. 5.3), and the output voltages (Vout 
of RX circuits) versus distance were obtained when RX coil was in a fixed position with 





Fig. 5.4 shows the output peak-to-peak voltage as a function of TX coil’s location for 
different radii of TX coils (all much larger than RX coil’s) [12]. It can be seen that the 
smaller the TX coil radius (RTX), the steeper the curves are, i.e., faster Vout attenuates 
with distance. Another thing to note is that for each TX – RX distance ZRT, there exists an 
optimized RTX for achieving maximum Vout. For example, for ZRT < 13 mm, optimized 
TX coil has RTX = 5 mm; for 13 mm < ZRT < 28 mm, optimized TX coil has RTX = 15 
mm; for ZRT > 28 mm, optimized TX coil has RTX = 30 mm… meaning that the larger the 
TX – RX distance, the larger the TX coil needs to be to have optimized transmission, 
though apparently the optimized      decreases with the distance. 
The above results can be explained by magnetic dipole theory. When RTX >> RRX   
        
        
     
 
     
     
  
   
  
  
.                                     (5.2) 
where NRX and NTX are the number of turns for the RX and TX coils, respectively, and i 
is the value of current through TX coil (detailed derivations in Appendix A). The 
equation has RTX in both numerator and denominator, and it is easy to find that the 
optimized RTX is proportional to ZRT, which confirms the experimental results. Also, the 
behavior of Vout as a function of ZRT follows the 1/ZRT
3 law when ZRT >> RTX, as 
expected. 
 
5.3 RF Link with Three Coils 
 
The power transfer efficiency at ZRT = 70 mm, for RTX = 30 mm was only 1.2 × 10
-6 
(based on Vout of 11 mV and input voltage of 10 V), which is very low. We need a way to 





Inspired by the phenomenon of electromagnetically induced transparency (EIT), a 
way of enhancing energy coupling efficiency between two resonant objects by 
introducing a mediating resonant object with the same resonance frequency has been 
proposed and analyzed [14-16]. Hamam et al. [14] and Kim et al. [16] proved the 
enhancement of energy transfer efficiency with temporal coupled mode theory (CMT) 
[13]. We adopted the idea of introducing a mediating resonant object into the inductive 
coupling of the RF link in the hope of realizing much higher coupling efficiency.  
The same testing set-up of two coil RF link was used, except a third, intermediate coil 
(called IM) was added (Fig. 5.5) [12]. Observing the EIT analog, the IM coil circuits 
were designed to have the same resonance frequency as the TX and RX. TX and RX coils 
were at fixed positions, with distance of 70 mm. TX and RX coils have radii of 44.5 mm 
and 0.6 mm, respectively. IM coils of different sizes were placed in-between TX and RX 
coils as shown in Fig. 5.6 (ZRT = ZRM + ZMT), and the output voltages (Vout of RX 
circuits) versus IM coil location ZRM (between IM and RX coils) were obtained. 
Fig. 5.7 shows the output peak-to-peak voltage versus IM coil’s location for different 
IM radii [12]. The tested radius of IM coil RIM was always larger than RRX, but can be 
either smaller or larger than RTX. It can be seen that when there was no IM coil, the 
transmitted Vout was 10.8 mV; when the IM coil was introduced, however, Vout increased 
by a factor of 2 to 5 for different IM coil radii and location. 
It can be seen that for IM coils of different sizes, the closer IM coil to RX coil, the 
larger the Vout. This is the result of strong coupling between the IM and RX coils when 
they are very close. Instead of “seeing” the tiny RX coil, the TX coil will “see” the new 





It can also be observed that for different IM coil location (ZRM), there was an 
optimized IM coil radius to maximize Vout. Closer IM coil to RX coil (i.e., smaller ZRM), 
smaller IM coil’s radius RIM for optimized Vout. For example, for ZRM < 25 mm, 
optimized IM coil has RRX = 15 mm; for ZRT > 25 mm, optimized IM coil has RRX = 30 
mm. This can be explained noting that Vout is maximized when magnetic fluxes received 
by TX and IM from RX are equal. Fig. 5.6 shows the contour of IM coil for keeping a 
constant flux reception located between TX and RX coils. The equations for equal 
magnetic fluxes are: 
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where I is the current flowing through RX coil (detailed derivations in Appendix A). It is 
noted that (5.3) can be simplified to 
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Therefore, to keep the fluxes equal, larger ZRM requires larger RIM, which matches the 
experimental results. 
For ZRM = 10 mm and RIM = 15 mm, the power transfer efficiency is now 3.0 × 10
-5 
(based on Vout of 55 mV and input voltage of 10 V), which is 25 times the efficiency for 
two coil RF link. 
Based on the above results, we propose a structure of RF power link for the brain 
interfacing system, with the intermediate coil as power booster, as shown in Fig. 5.8 [12]. 
The IM coil should be as close to the RX coil as possible (close to the scalp as shown in 
Fig. 5.8), and the IM coil radius should be chosen in such a way to meet the constant 





The above design and analysis is for the power link, in which the TX coil (in the 
external system) is much larger than the RX coil (implanted inside the brain). For the data 
link, the situation will be other way around: the TX coil is much smaller compared to the 
RX coil. However, the above design and calculations still hold, for the reason that the 
mutual inductance between TX and RX coils is always the same, i.e., MTR = MRT. Based 
on the derivations in Appendix A, the output voltage will also be the same. This ensures 
that the approach of applying mediating resonant coil for telemetry efficiency boosting 








Fig. 5.1. S11 of parallel LC circuits with a 1.2 µH coil (radius of 44.5 mm) and 100 nF 






































Fig. 5.4. Output peak-to-peak voltage versus TX coil location (ZRT) for two coils RF 






































Fig. 5.6. RF link testing with three coils, including the intermediate coil. 
output
TX circuitsRX circuits


















Fig. 5.7. Output peak-to-peak voltage versus intermediate coil location (ZRM) for three 
coils transmission with different intermediate coil radii RIM. ZRT = ZRM + ZMT, fixed at 70 






Fig. 5.8. Schematic of coils transmitting and receiving inside/outside human brain with 
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A completely wireless neural interfacing system is presented in this chapter. The first 
section discusses a wirelessly powered system based on tunnel diode oscillation circuit, 
which proves the concepts of neural signal amplification, wireless powering, inductive 
coupling, analog demodulation and computer data acquisition. The second section 
presents the results of neural interfacing system based on MEMS oscillator, which 
demonstrates the feasibility of neural signal modulated FM signal generation and signal 
restoration with digital signal processing techniques. 
 
6.1 Wirelessly Powered Neural Interfacing System  
 
Based on Tunnel Diode Oscillator 
 
A wireless neural interfacing system with tunnel diode oscillator was built. An 
artificial neuron signal was generated with benchtop instruments, treated with a 
wirelessly powered internal system, wirelessly transmitted to the external system, 
restored and displayed in the computer interface (Fig. 6.1). Neural signal undershoot is 




An artificial neuron signal was generated with a function generator (Agilent 33250A). 
The minimum amplitude of pulse that can be generated is 1 mV, while typical 
extracellular neuron signal is 500 µV [1]. Therefore, a voltage division with ratio of 0.5 
was applied after the output of the function generator. The generated pulse had 500 µV 
amplitude, 500 µs duration, 1 µs rise/fall time, and 10 ms period, which resembles a 
typical extracellular neuron signal characteristic (Fig. 6.2). This artificial neuron signal 
was then fed into a neuron amplifier circuit. 
The neuron amplifier chip was wirelessly powered with an RF link along with a full-
wave rectifier, as shown in Fig. 6.3. The RF link was made of two identical coils, with 
separation distance of 5 mm. Each coil has a diameter of 14 cm, 20 turns, inductance of 
167 µH and series resistance of 5 Ω (measured by HP 4284A Precision LCR Meter at 10 
kHz, 1 V bias, Ls - Rs mode). The transmitting coil was powered by a signal generator 
(HP 33120A) with 180 kHz, 10 Vpp sinusoidal wave (50 Ω output), while the receiving 
coil was fed to the full-wave rectifier to convert AC to DC. Germanium diode 2N1517 
was used as the rectifying diode for its very low turn on voltage of 267 mV. A capacitor 
of 47 µF was used to low pass the rectified signal, providing clean DC output to the 
neuron signal amplifier. The DC output was measured to be 3 V, which is enough for 
powering the neuron signal amplifier. 
The efficiency of the RF powering link can be calculated with the measured output 
DC voltage. The impedance of the transmitting coil at 180 kHz was  L = 189 Ω, which 
implies the peak voltage across the transmitting coil from the signal source was VpTX = 
10 Vpp × 2 × 189 Ω / (189 Ω + 50 Ω) × 0.5 = 7.9 V. The peak voltage across the 






germanium diode and the efficiency of the full-wave rectifier: VpRX = 3 V / (2 / π) + 
0.267 V = 5.0 V. Therefore, the efficiency of the RF powering link is VpRX / VpTX = 63%, 
which is reasonable considering the separation distance and the air-core nature of this RF 
link. 
Low-power op-amp of LT6202 from Linear Technology was chosen as the neuron 
signal amplifier with ultra low noise voltage of 1.9       . The op-amp was powered 
up by the air-core transformer as described above with 3 V. Fig. 6.4 shows the neuron 
signal amplification circuit. Resistors RD1 = RD2 = 1 kΩ for voltage division for 500 µV 
neuron signal generation. Gain of 1,000 was achieved using negative amplification circuit 
with R1 = 100 Ω and R2 = 100 kΩ. A 0.5 µF capacitor was used at the output to filter out 
interference from the wireless power source. The amplified neuron signal, which is 
shown in Fig. 6.5, was then passed to the action potential to RF module. 
The action-potential-to-RF module used is based on tunnel diode as shown in Fig. 
6.6, with coil inductor of 2.3 µH and series resistance of 0.35 Ω (measured by HP 4284A 
Precision LCR Meter at 10 kHz, 1 V bias, Ls - Rs mode). Tunnel diode 1N3717 was used 
as the active component, which is the same tunnel diode used in Chapter 4, with its 
measured I-V parameters shown in Table 4.1. Input to the action potential to RF module 
was the amplified neuron firing signal. No shunt capacitor was connected to the tunnel 
diode, meaning that the oscillation frequency would be determined by the tunnel diode’s 
intrinsic junction capacitance along with the coil inductor. The output from the coil 
inductor is neuron signal modulated RF oscillations, which is suitable for wireless 
transmission, as shown in Fig. 6.7a. Zoomed-in waveform is shown in Fig. 6.7b, 
indicating oscillation frequency of 23.734 MHz. Using equation of       
 






with oscillation frequency and coil inductance, the tunnel diode’s junction capacitance 
was found to be 19.6 pF, which is very close to the manufacturer specification of 25 pF 
as shown in Table 6.1. 
The neuron signal modulated RF signal was transmitted and received by the external 
system, with schematics shown in Fig. 6.8. A coil of 2.3 µH inductance (same as the coil 
in the action potential to RF module of the internal system) was placed 1 cm away. The 
received RF signal is shown in Fig. 6.9. The envelope of this RF signal needs to be 
detected in order to restore the original neuron firing signal. To do this, the signal was 
first amplified with an RF amplifier (Mini-Circuits ZFL-500, 0.05 - 500 MHz), and then 
passed through a demodulator, i.e., envelope detector. The demodulator is composed of a 
germanium diode (2N1517, turn on voltage of 267 mV), and then the input capacitance of 
a low-noise amplifier (Stanford Research System 560 Low-noise Preamplifier), which is 
25 pF. Besides acting as a capacitor, the amplifier was also used as a filter, with 
frequency range of 10 - 1 MHz, to preserve harmonics brought with the square wave 
shape of the neuron signal. The output of the preamplifier, which is also the recovered 
neuron firing signal, is shown in Fig. 6.10. 
The output of the SR560 amplifier was then connected to the data acquisition board 
of USB-1208LS (Measurement Computing). The rate was set to 8000 per second 
(maximum), which is enough to illustrate the recovered neuron signal. Fig. 6.11 shows a 
LabVIEW 2009 interface with three pulses of the restored neuron firing signals. 
Power consumption of the internal system is equivalent to that of the neuron signal 
amplifier. The amplifier of LT6202 operated with 2.3 mA current under 3 V supply, 





is also the power consumption of the internal system. However, the RF powering link and 
rectifier are not ideal; therefore, the power from the signal source in the external system 
is higher. The signal source provided 20 Vpp to the load of 50 Ω and 189 Ω (impedance 
of the transmitting coil as calculated before) in series, consuming power of Pexternal = (20 
V /    )2 / (50 Ω + 189 Ω) = 209 mW. This implies a power efficiency of Pamp / Pexternal 
= 3.3%, which is very low; however, the external system can be assumed to have 
unlimited power supply and therefore this is not an issue. 
 
6.2 Neural Interfacing System Based on MEMS Oscillator 
 
In this section, results of a neural interfacing system based on MEMS positive 
feedback oscillator are presented, illustrating complete neural signal modulation and 
demodulation. 
As demonstrated in section 4.4, DC biasing of the MEMS oscillator can be modulated 
with processed neural signal to create FM signal output which bears the neural signal 
information. Sensed neuron pulse signals can be amplified and biased easily within the 
internal system (Fig. 6.12a). The pulse duration, however, should be kept around the 1 ms 
range [1].  
To demonstrate the concept of neural signal modulation with the benchtop 
instruments based MEMS oscillator, the pulse duration was scaled. The input processed 
artificial neural signal is shown in Fig. 6.12b, which was programmed directly into the 
Keithley 237 Source Measure Unit (DC biasing of the MEMS oscillator). The 
programmed waveform consists of 50 points, each point having a delay of 70 ms. The 





Vundershoot are 15 V and 2.8 V, respectively. The complete neuron interfacing system with 
MEMS oscillator, in which the two RF coils have the same inductance of 22 µH, with 
separation of 2 cm, is shown in Fig. 6.13. 
The artificial neural signal shown in Fig. 6.12b was applied to the DC biasing of the 
oscillator circuit, and the received signal from the RF coil inductive coupling link is 
shown in Fig. 6.14. The waveform has almost constant envelope, and the frequency is 
modulated by the DC biasing neural signal. The received signal has a peak voltage of 10 
mV, while the transmitted signal (after the buffer) has a peak voltage of 100 mV. 
Therefore, the voltage transfer efficiency is 10%, while the power transfer efficiency is 
1%. The received waveform was then processed with Matlab to obtain the frequency 
information by fast fourier transform (FFT). The time domain sample rate is 2 MHz, 
which is about 4 times the oscillation frequency (~ 440 kHz), satisfying Nyquist sampling 
theorem. The FFT window size is set to 50,000. The resulting frequency versus time 
waveform is shown in Fig. 6.15a. Using the mapping between frequency and DC voltage 
in Fig. 4.19, the neural signal waveform is restored after subtracting biasing voltage (Fig. 
6.15b). It can be seen that the restored neural signal matches the input signal well, for the 
most part. The duration of the restored signal is shorter than the input signal by 9%, as a 
result of the response time limitation of the MEMS oscillator, which will be discussed in 
the following section. The rms error between the input and restored neural signal is found 
to be 0.66 V for one neural pulse. With peak neural voltage of 15 V, the normalized error 
is 0.66 V / 15 V = 4.4%. 
The original neural signal was biased 34 V before being connected to the MEMS 





voltage for proper feedback operation. However, 34 V is pretty high for operation inside 
a living organism, for example, the brain. So it is necessary to minimize the bias voltage, 
to both reduce internal system power consumption and make the system more feasible for 
bio-implantation applications, which will be discussed in the Further Work chapter. 
The time duration of the input artificial neural pulse is 3.5 s, which is scaled from the 
usual 1 ms duration of an actual neural signal. It was found to be very hard to further 
reduce the total pulse duration while maintaining the correct FM oscillation output. This 
is the result of the long response time of the MEMS positive feedback oscillation circuit 
set-up, due to 1) benchtop instrument amplifier and connecting cables introducing delays 
in each loop cycle; 2) small device current (lateral resonator), leading to long charging 
time. The first limitation can be easily overcome by integrating CMOS sustaining 
amplifier with the MEMS resonator on the same substrate, thereby reducing the loop 
delay time greatly. This integration can be achieved with common CMOS analog circuit 
design techniques and will not be discussed in this dissertation. The second limitation, 
however, can be solved by new MEMS device design, which will be discussed in detail 



























































Fig. 6.4. Circuit schematics of neuron signal generation and amplification. RD1 = RD2 = 






















































Fig. 6.7. Modulated RF signal output. a) Neuron signal modulated RF signal across the 
coil inductor, generated by action potential to RF module. b) Zoomed-in RF waveform 














Fig. 6.9. Neuron signal modulated RF signal detected by the coil inductor of the external 



























Fig. 6.11. Recovered neuron signal waveform shown in LabVIEW 2009 interface with 








(a)                                                                     (b) 
 
Fig. 6.12. Parameters of neural signal waveform. a) Processed neural signal waveforms. 
b) Processed artificial neural signal acting as DC biasing of the MEMS oscillator, with 






Fig. 6.13. Neuron interfacing system based on MEMS oscillator with wireless data 

































Fig. 6.14. Received oscillation waveforms with frequency modulated by artificial 
















Fig. 6.15. Decoded neural signal information. a) Calculated frequency values of the time 
domain signal in Fig. 6.14. b) Restored neural signal voltages mapped from the 
frequencies, along with artificial neural signal input (bias voltage subtracted). 
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This thesis realizes a complete wireless microsystem for brain interfacing, based on a 
microelectromechanical system. Components of the neuron sensing system include TiW 
fixed-fixed bridge resonator, MEMS oscillator based action-potential-to-RF module, and 
high-efficiency RF coil link for power and data transmissions. 
TiW fixed-fixed bridge resonator on glass substrate was fabricated and characterized 
as a signal filter inside the system. The resonator possesses resonance frequency of 100 - 
500 kHz, with a quality factor up to 2,000 inside vacuum conditions. The effect of 
surface conditions on its quality factor was studied with 10s nm Al2O3 layer deposition 
with ALD. It was found that the resonator’s quality factor decreased with increasing 
surface roughness, which was the result of thicker Al2O3 coating. 
Action-potential-to-RF module was realized with two approaches. The first approach 
was based on MEMS oscillator with TiW bridge. Oscillation signal with frequency of 
442 kHz and phase noise of -84.75 dBc/Hz at 1 kHz offset was obtained. The DC biasing 
of the MEMS device is around 34 V to have stable oscillation. To further reduce the 
actuation voltage, better MEMS structure needs to be realized, which will be discussed in 
the next chapter. The second approach took advantage of a tunnel diode oscillation circuit 





800,000 and power consumption as low as 0.21 mW. The MEMS oscillator approach is 
preferable due to its high quality factor, small device footprint, easier IC-compatible 
fabrication processes, and larger tuning range. 
Besides the above two approaches, a novel concept of MEMS relaxation oscillator 
was also proposed. Feasibility of the relaxation oscillator was demonstrated with a 
macrosize piezoelectric device based system. Dynamic analysis of the MEMS DC-to-RF 
conversion system was presented, giving the criterion for sustainable self-oscillation. 
With only a constant current source, the system can generate oscillation of 10s Hz. The 
performance can be greatly improved once the contact stiction problem is solved by a 
smaller size of air-gap and lower actuation voltage. 
High-efficiency RF coil link for power and data communications were designed and 
realized. Based on the coupled mode theory (CMT), introducing the intermediate 
resonance coil has increased the voltage transfer efficiency by 5 times. 
Finally, complete neural interfacing systems were demonstrated with board-level 
integration, one with MEMS oscillator, the other with tunnel diode circuitry. The systems 
consist of both internal and external systems, wireless powering, wireless data transfer, 
artificial neuron signal generation, neural signal frequency modulation and demodulation, 












Further works include 1) design and analysis of next-generation MEMS device for 
action-potential-to-RF module; 2) realization of MEMS amplifier based on gate control 
of tunneling current with MEMS TiW cantilever; 3) considerations for in vivo brain 
interfacing system implementation. 
 




As discussed in section 6.2, it is imperative to reduce both the turn-on voltage and 
feedback response time of the MEMS oscillator. Both these requirements can be met by 
decreasing the motional resistance of the MEMS resonator, to that end, increasing the 
MEMS device capacitance. 
For feedback operation to work, the gain of the sustaining amplifier should be larger 
than the sum of the loop loss, including resonator motional resistance, resistance of the 
amplifier and other sources of loss. For a fixed amplifier gain, smaller loss means larger 
net gain through one loop cycle, fewer loop cycles to achieve saturation and stable 





resistance, which is the dominant part of loop loss, enables faster feedback oscillator 
response. 
The definition of motional resistance for the MEMS resonator is 
        
        
    
                                               (8.1) 
in which VACdrive is the AC driving voltage, and io is the output sensing current. VACdrive 
depends on the external input, which is the noise level of the sustaining amplifier in the 
case of the MEMS feedback oscillator. Output sensing current, io, on the other hand, is 
device dependent, using the lateral bridge in Fig. 8.1 as an example: 
      
       
  
    
       
  
        
 
  
                           (8.2) 
in which VDC,   , A, g and Xm are the DC bias, device resonance frequency, sensing 
area, instantaneous gap size and bridge displacement. 
The bridge displacement Xm can be calculated as 
   
 
 
                                                        (8.3) 
in which F, k and Q are the electrostatic actuation force, bridge spring constant and 







                                                     (8.4) 
where V is the electrostatic actuation voltage. Combine (8.2) (8.3) (8.4), and it can be 
seen that 
      
  
  
                                                      (8.5) 
assuming constant resonance frequency, spring constant and quality factor. We can see 
that large sensing area and small gap size can tremendously increase the sensing current, 





Based on the above analysis, in order to bring down the turn-on voltage and feedback 
response time of the MEMS oscillator, devices with larger sensing area and smaller gap 
size should be used. Larger sensing area can be achieved by making the device thicker for 
lateral resonator, or using proof mass structure for vertical resonator. Narrowing the gap 
size is process dependent, but is generally easier in a vertical resonator where sacrificial 
layer thickness can be better controlled. 
For the next generation of MEMS device, the ratio of A / g2 will be increased by 100 
times, which leads to 10 times smaller turn-on voltage and 10,000 times smaller motional 
resistance. The feedback response time will then be in the µs range, and can be easily 
modulated with ms pulse duration neural signal. 
 
8.2 Tunneling Current Based MEMS Amplifier 
 
When DC voltage is applied across a very small gap (10s to 100s nm), tunneling 
current will conduct, instead of getting an open circuit. Tunneling current is very 
sensitive to the gap distance, which can be utilized to realize a high gain MEMS 
amplifier. In this section, a MEMS tunneling current (MTC) based amplifier has been 
proposed and studied. 
Tunneling current can be characterized with the well-known Fowler-Nordheim 
equation [1-2]: 
       
    
   
      
     
    
       
  
                               (8.6) 
where jfield is the current density, while the variables are electric field E, coefficient      
and surface condition parameter β. For ideally flat gap surface, β is 1; for rough surface, β 





tunneling current goes up exponentially with smaller gap size and larger voltage. For the 
dimensions of the fabricated TiW bridge, which has 5 µm width and 1 µm thickness, 
corresponding tunneling current versus gap size at different voltages were plotted for 
different surface conditions (Fig. 8.2). It can be seen that a rougher surface (larger β) 
leads to larger tunneling current for the same voltage.  
The tunneling current can be modulated by changing the gap size with gate voltage, 
with schematics shown in Fig. 8.3. The electrostatic force applied to the cantilever by the 
electrode is 
   
 
 
    
  
   
                                                 (8.7) 
where VG is the gate voltage, A is the electrode area, and g0 is the original gap size. 
Considering the cantilever’s spring constant 
   
   
   
                                                     (8.8) 
where W, t and L are the width, thickness and length of the cantilever, respectively. 
Therefore, the tip displacement of the cantilever is 
   
  
 
                                                       (8.9) 
Assume that after gate voltage actuation, the new gap size is 
                                                         (8.10) 
Therefore, DC gate control on tunneling current can be calculated by substituting g’ into 
the Fowler-Nordheim equation. Equ. (8.10) shows that the gap size can be either 
increased or decreased with gate voltage depending on whether the MEMS bridge is 





current versus gap size at fixed β of 30 for the case of increasing gap size with gate 
voltage.  
Gap of around 200 nm was created in the TiW fixed-fixed bridge with forced 
breaking by 1 µm probe tip (Fig. 8.5). Resonance spectra of the microbridge and the 
cantilever (after creating tunneling gap), shown in Fig. 8.6, were tested inside a 10 mT 
vacuum. It can be seen that the resonance frequency of the cantilever is around one-third 
of the bridge with the same length, which can be explained as the result of bridge stress 
releasing and the theory of mechanical spring constant calculation. 
Tunneling current I-V plot of the device with no gate control is shown in Fig. 8.7, 
along with theoretical I-V based on Fowler-Nordheim equation with parameters of: β = 
23, AFN = 1.54 × 10
-6, BFN = 6.87 × 10
7, ϕ = 4.5 V. 
Fig. 8.8 shows the shifting of Ids-Vds curve with different gate controls, in which 
larger gate voltage resulted in smaller drain-source current, meaning that the gap was 
made larger by gate actuation. The transconductance as a function of Vds is shown in Fig. 
8.9. It can be seen that around Vds ~ 12 V, the absolute value of transconductance 
becomes very large due to the exponential rise in the Ids. This device can also operate 
with very low power consumption and since it does not have metal-metal hot contact, it is 
expected to last much longer than MEMS DC switches. 
 
8.3 In Vivo Brain Interfacing System Implantation 
 
To implant the MEMS wireless system inside the brain, special consideration should 
be given to device packaging. First of all, like almost all MEMS devices, hermetic 





quality factor of the MEMS resonator relies on good hermetic packaging. Secondly, the 
device package needs to have good biocompatibility in order to reside inside the 
organism without damaging the surrounding tissues. PDMS silicone rubber is a good 
choice. It is transparent, nontoxic and has recognized biocompatibility for human 
implantation [3]. Therefore, hermetic MEMS device packaging covered with PDMS 
































Fig. 8.2. Tunneling current versus gap size at different voltages for 5 µm wide, 1 µm 
thick gap, with a) β = 1; b) β = 30; c) β = 50. 

















































































































Fig. 8.4. Tunneling current versus gap size at different gate voltages for 5 µm wide, 1 µm 
thick gap, with fixed β of 30, with a) VDC = 10 V; b) VDC = 20 V. 






















Vg = 0 V
Vg = 3 V
Vg = 5 V
Vg = 7 V
























Vg = 0 V
Vg = 3 V
Vg = 5 V













Fig. 8.5. SEM pictures of gap features of MEMS bridge. a) 200 nm gap for tunneling 













Fig. 8.6. MEMS device resonance tested inside 10 mT vacuum. a) 500 µm long bridge. b) 


































































































Fig. 8.9. Transconductance as a functioin of Vds of the above MTC. 
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EXPRESSIONS DERIVATIONS OF 
 
MAGNETIC FLUX THROUGH  
 






This section will derive the expressions of magnetic flux received through a large coil 
(called coil 1) generated by a very small coil (called coil 2). Coil 2 can be considered as a 
magnetic dipole if      . 
It is know from classical physics that the magnetic flux density produced by a single 
turn  magnetic dipole is 









                                       (A.1) 
where   is the vector pointing from the dipole to the specific location,  is the magnetic 
moment     , with   the current value and   the area vector of the magnetic dipole 
(with direction perpendicular to the area surface). For the case where the two coils are 
parallel to each other, the magnetic flux received by coil 1 will be the integration of the 
perpendicular portion of      (the direction of the area vector  ) over the area of coil 1 
                        
  
 











       
  















                 (A.3) 
considering that the number of turns for coil 2 is   . 
With all the information, expressions of magnetic flux   received by coil 1 can be 
derived 
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where     is the distance between the two coils. Equation (A.4) is the expression for 
magnetic flux through coil 2 generated by coil 1. 
With the expression for magnetic flux  , output voltage expressions can be obtained 
very easily with theory of magnetically coupled circuits. If coil 2 is the transmitter, and 
coil 1 is the receiver, then 
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                                         (A.6) 
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