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The Wiener filter is currently used in the ultrasonic scatterin~ 
amplitude estimation problem as a means of desensitization during decon-
volution [1,2,3]. The work summarized here focuses on a Wiener filtering 
approach which incorporates ~ priori flaw and noise information. It 
will be shown that this approach leads to improved scattering amplitude 
estimates and improved radius estimates. 
BACKGROUND 
A frequency domain equation describing the flaw characterization 
experiment for a single transducer operating in the pulse-echo mode 
can be written as [2,4] 
where 
F(w) = R(w)A(w) + n(w) 
F Fast Fourier transform of the measured time domain signal 
R "Known" measurement system frequency response 
A Flaw scattering amplitude 
n Total noise = acoustic noise + electronic noise 
(1) 
The scattering amplitude estimation problem involves estimating 
A(w) given that F(w) has been measured in the presence of noise, n(w). 
The simplest approach to the estimation problem would be to ignore the 
noise and deconvolve the system response, R(w), out of the measured 
signal, F(w). The resultant scattering amplitude estimate will be refer-
red to as the experimental result and can be written as 
A 
A(w) 
A 
F(w)R*(w) 
IR(w)l2 
(2) 
where A(w) indicates an estimate of the scattering amplitude and R*(w) 
is the complex conjugate of R(w). In order to desensitize the deconvolution 
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as R(w) goes to zero, a positive constant is added to the denominator 
of Eq. (2). The resultant scattering amplitude estimate, written as 
A(w) F(w)R*(w) 
jR(w)j2 + Q2 
(3) 
represents the most widely used form of the Wiener filter as applied 
to the scattering amplitude estimation problem [1,4]. 
STATISTICAL FILTER 
A form of the Wiener filter which incorporates ~ priori flaw and 
noise information will now be considered [2,4]. The filter can be derived 
from a statistical approach where A(w) and n(w) are assumed to be uncorre-
lated, Gaussian random variables. Further, n(w) is assumed to have 
a zero mean (E[n(w)]=O), and A(w) is assumed to have, in general, a 
non-zero mean (E[A(w)]fO). Derivation of the filter proceeds b¥ maxi-
mizing the probability that the scattering amplitude estimate, A(w), 
is equal to the correct scattering amplitude, A(w), given that F(w) 
has been measured in the presence of noise. This approach results in 
the maximum likelihood estimate of A(w) given by the following frequency 
domain equation 
IRI 2var(A) 
E[n2J FR* 1 A 
IRI 2var(A) {~} + IRI 2var(A) 
{ E(A] } 
E[n2] 
+ 1 
E[n2] 
+ 1 
where Var(A(w)) = the ensemble variance of A(w) and E[n2(w)] 
average noise power spectrum. 
(4) 
the ensemble 
Equation (4) represents a weighting term formulation of the Wiener 
filter. The two bracketed terms in Eq. (4) represent the experimental 
result (Eq. (2)) and the ensemble mean scattering amplitude, respectively. 
Each of the bracketed terms is multiplied by a weighting term. Note 
that the weighting terms add to unity and are controlled by a single 
ratio, jRj2var(A)/E[n2]. The filter determines the maximum likelihood 
estimate of A(w) by optimally weighting the experimental result versus 
the ensemble mean scattering amplitude. 
Consider the behavior of the filter relative to variations in each 
of the parameters which make up this ratio. Outside of the system band-
width (i.e., as jR(w)j2 goes to zero) the weighting term on the experi-
mental result goes to zero and the weighting term on the ensemble mean 
goes to one. Thus, at frequencies where no experimental information 
is available, A(w) is determined primarily by the ensemble mean, E[A(w)]. 
In the strength of the bandwidth (i.e., as jR(w)j2 becomes larger) the 
weighting terms shift the emphasis from the ensemble mean to the experi-
mental result. 
At frequencies where the flaw characterization experiment is dominated 
by noise (i.e., E[n2(w)] is large relative to JR(w)J2var(A(w))) the 
noisy experimental result is de-emphasized and A(w) is determined primarily 
by E[A(w)]. At frequencies where the experiment is less noisy (i.e., 
E[n2(w)] is smaller) more emphasis is placed on the experimental result 
and less emphasis is placed on the ensemble mean. 
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Behavior of the filter with respect to variations in Var(A(w)) 
is more subtle. A narrow distribution of flaws (i.e., small Var(A(w))) 
implies that A(w) for most of the flaws in the ensemble will vary only 
slightly from the ensemble mean, E[A(w)]. Thus, for a narrow distribu-
tion of flaws, A(w) is determined primarily by E[A(w)]. A broad distribu-
tion of flaws (i.e., large Var(A(w))) implies that A(w) for many of 
the flaws in the ensemble will vary greatly from E[A(w)]. Thus, for 
a broad distribution of flaws, more emphasis is placed on the experimental 
result and less emphasis is placed on the ensemble mean. 
RESULTS 
The statistical filter (Eq. (4)) was compared to the desensitization 
filter (Eq. (3)) with Q equal to 10% of !Rimax· Comparisons were made 
of scattering amplitude estimates and associated radius estimates which 
were determined from noise corrupted, simulated flaw signals. Radius 
estimates were determined from scattering amplitude estimates by utilizing 
the one-dimensional inverse Born sizing algorithm [6]. Noise in the 
simulated signals was attained by measuring backscattered signals from 
a stainless steel specimen with an average grain size of 22.5~m and 
from an aluminum specimen with 2% porosity. For the measurement system 
utilized, the stainless steel specimen and the aluminum specimen represent 
a high frequency noise source and a low frequency noise source, respectively. 
The average noise power spectrum was determined from the backscattered 
signals from each specimen thus establishing an estimate of E[n2(w)] 
for each noise type. Measurement of backscattered noise signals, estimation 
of noise power spectra, and generation of simulated flaw signals are 
discussed in Ref. 4. 
A priori flaw information was simulated by assuming a Gaussian 
distribution on the radius of an ensemble of spherical voids. For the 
results presented in this paper, a mean radius of 200~m and a standard 
deviation on the radius of 30~m were assumed. Spherical void radii 
were generated at random out of the indicated Gaussian distribution. 
For each spherical void size (i.e., for each generated radius), a noise 
corrupted flaw signal was created and a scattering amplitude estimate 
and an associated radius estimate were determined. 
Average results (e.g., average percent errors on radius estimates) 
were determined by averaging the errors over 10 generated flaw sizes 
at each signal to noise ratio (S/N). Signal to noise ratios were varied 
[4) from 3 to 10. As used here, S/N is defined as the square root of 
the ratio of the maximum value of the flaw signal power (i.e., the maximum 
of !R(w)A(w)!2) to the maximum value of the average noise power (i.e., 
the maximum of the estimate of E[n2(w)]). 
The first three figures represent results in which the noise is 
taken from the stainless steel specimen. Figure 1 shows the mean square 
error of the scattering amplitude estimate versus S/N. The mean square 
error was calculated by averaging the square of the difference between 
A(w) and A(w) over the measurement system bandwidth. The statistical 
filter shows a reduced mean square error at all signal to noise ratios 
relative to the desensitization filter. 
Figure 2 shows the magnitude of the percent error of the radius 
estimates versus S/N. As expected, improved scattering amplitude estimates 
(Fig. 1) have resulted in improved radius estimates. This figure shows 
that the magnitude of the percent error for the statistical filter is 
reduced by a factor of approximately 2 relative to the magnitude of 
the percent error for the desensitization filter. 
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Fig. 1. Scattering amplitude estimate mean square error vs. S/N. Noise 
utilized in the simulated flaw signals was taken from the stain-
less steel. 
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Fig. 2. Magnitude of the radius estimate percent error vs. S/N. Noise 
utilized in the simulated flaw signals was taken from the stain-
l ess steel. 
810 
Figure 3 shows the percent error in radius estimates versus S/N. 
Again, the statistical filter shows significant improvement relative 
to the desensitization filter. The statistical filter forces the average 
percent error to zero while the desensitization filter tends to undersize 
the flaws on the average (as indicated by the negative error) by approxi-
mately 6%. Note that knowledge of the average percent error alone is 
not a sufficient comparison tool since an average error of zero could 
be achieved by greatly oversizing half of the time and greatly undersizing 
half of the time. Thus, consideration of either the magnitude of the 
percent error (as in Fig. 2) or the variance of the percent error (as 
in Table 1) is important. 
Motivation for considering noise taken from the aluminum specimen 
is as follows. The desensitization filter requires the post processing 
steps of truncation at low frequency followed by extrapolation to zero 
frequency [6). For the case of noise with its strength at low frequency, 
such as the noise taken from the aluminum specimen, extrapolation becomes 
very difficult. The statistical filter does not require truncation 
followed by extrapolation. The statistical filter uses the ensemble 
mean scattering amplitude to reach below the system bandwidth to zero 
frequency . Figure 4 shows the magnitude of the percent error of the 
radius estimates versus S/N where the noise is taken from the aluminum 
specimen . This figure shows that even for the case of low frequency 
noise, the statist i cal filter is successful in estimating the scattering 
amplitude to zero frequency through a weighted average of the experimental 
result and the ensemble mean scattering amplitude. Note that the extrap-
olation difficulty is reflected in the increased magnitude of the percent 
error for the aluminum noise case (Fig. 4) versus the stainless steel 
noise case (Fig. 2) . 
Tab.le 1 shows a comparison of a number of parameters for the desen-
sitization filter (top row of numbers) versus the statistical filter. 
While each data point on the graphs represents the average result for 
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Fig. 4. Magnitude of the radius estimate percent error vs. S/N. Noise 
utilized in the simulated flaw signals was taken from the aluminum. 
10 flaws, each number in the table represents the average result for 
200 flaws. This greater number of averages was achieved by averaging 
over five signal to noise ratios, two types of noise, three breadths 
of radius distributions, and over ten flaws at each condition. For 
each parameter, the table shows improved results for the statistical 
filter relative to the desensitization filter. 
Table 1. Comparison of the statistical filter to the desensitization 
filter. 
Variance 
I% Error! % Error on Radius Mean Square 
Error * 105 on Radius on Radius Estimate 
Filter Estimate Estimate % Error A(w) vs. 
Desensitization 5.60 -4.60 32.1 1. 94 
Statistical 2.86 +0.53 13 .2 1.19 
SUMMARY 
In summary, t hree points are to be noted. First, as indicated 
by the graphical results and by Table 1, the statistical filter shows 
improved scattering amplitude estimates and improved radius estimates 
A(w) 
in comparison to the desensitiza tion filter. Radius estimates were 
determined with the one-dimensional inverse Born sizing algorithm; however, 
it is expected that improved scattering amplitude estimates will result 
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in improved radius estimates independent of the inverse sizing algorithm 
utilized. Second, unlike the desensitization filter, the statistical 
filter has a statistical base which could be useful in establishing 
the quality of scattering amplitude estimates and radius estimates. 
Finally, given the statistical filter's utilization of~ priori flaw 
and noise information, the filter fits in well with NDE procedures for 
detection and classification of flaws which employ such ~ priori information. 
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