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A polynomial-time algorithm for computing a shortest path ofbounded curvature amidst moderate obstaclesExtended abstractJean-Daniel Boissonnat Sylvain LazardINRIA, BP 9306902 Sophia Antipolis Cedex, FranceE-mail : boissonn, lazard@sophia.inria.frAbstractIn this paper, we consider the problem of computing a short-est path of bounded curvature amidst obstacles in the plane.More precisely, given prescribed initial and nal congura-tions (i.e. positions and orientations) and a set of obstaclesin the plane, we want to compute a shortest C1 path joiningthose two congurations, avoiding the obstacles, and withthe further constraint that, on each C2 piece, the radius ofcurvature is at least 1. In this paper, we consider the caseof moderate obstacles (as introduced by Agarwal et al. [1])and present a polynomial-time exact algorithm to solve thisproblem.1 IntroductionIn this paper, we consider the problem of computing a short-est path of bounded curvature amidst obstacles in the plane,SBC path for short. More precisely, given prescribed initialand nal congurations (i.e. positions and orientations) anda set of obstacles in the plane, we want to compute a short-est C1 path joining those two congurations, avoiding theobstacles, and with the further constraint that, on each C2piece1, the radius of curvature is at least 1. This questionappears in many applications and goes back to Markov whostudied the problem for joining pieces of railways. Morerecently, a great deal of attention has been paid to thisquestion in the context of non-holonomic robot motion plan-ning [2, 3, 13, 15, 16, 17, 18, 19, 20, 24, 25]. A robot is saidto be non-holonomic if some kinematics constraints locallyrestricts the authorized directions for its velocity. A typicalexample of a non-holonomic robot is that of a car : assuming1As we will see below, the optimal path is piecewise C2.
no slipping of the wheels on the ground, the velocity of themidpoint between the two rear wheels of the car is alwaystangent to the car axis. Though the problem considered inthis paper is one of the simplest instances of non-holonomicmotion planning, it is still far from being well understood.Even in the absence of obstacles, the problem is not easy.Dubins [10] proved that any SBC path takes one of the fol-lowing forms CSC or CCC, where C means a circular arcof radius 1 and S a straight line segment. The proof in Du-bins's paper is quite long and intricate. Recently, a muchsimpler proof has been obtained using the Minimum Princi-ple of Pontryagin (a central result in Control Theory) [6, 22]and a complete characterization of SBC paths has also beenestablished [7].The problem becomes much harder in the presence of ob-stacles. By basic theorems in Control Theory, there exists aSBC path amidst obstacles and joining two given congura-tions as soon as there exists a BC path, i.e. a (not necessar-ily optimal) C1 path joining the two given congurations,avoiding the obstacles and where the radius of curvature iseverywhere (where it is dened) greater than or equal to1. Moreover, a SBC path is a nite concatenation of sub-paths either contained in the boundary of some obstacle orjoining two obstacle edges (considering the initial and thenal congurations as point obstacles); each subpath join-ing two obstacle edges is a Dubins' path, i.e. a path of typeCSC or CCC. Computing a shortest path seems however aformidable task. Even if we remove the requirement for thepath to be a shortest one and look for a BC path (insteadof a SBC path), no polynomial-time algorithm is known. In[11], Fortune and Wilfong present an exact algorithm thatcan decide if a BC path exists but does not generate the pathin question. This algorithm runs in time and space that isexponential with respect to the number n of corners of theenvironment and the number of bits used to specify the po-sitions of the corners. By the remark above, this algorithmcan also decide if a SBC path exists.For computing SBC paths, only approximate algorithmshave been proposed in the literature. Jacobs and Canny [12]
discretize the problem and calculate a path that approxi-mates the shortest one in time O(n2(n+L" ) logn + (n+L)2"2 ),where " describes the closeness of the approximation and Lis the total edge length of the obstacle boundaries. Very re-cently, Wang and Agarwal [23] improved on this result andproposed an algorithmwhose time complexity is O(n2"2 logn),and thus does not depend on L. In another recent paper,Agarwal et al. [1] have considered a restricted class of obsta-cles, the so-called moderate obstacles : an obstacle is said tobe moderate if it is convex and if its boundary is a dieren-tiable curve whose radius of curvature is everywhere greaterthan or equal to 1. This restriction is quite strong but validin many practical situations. Under the assumption thatall the obstacles are disjoint and moderate, Agarwal et al.show that an approximate SBC path can be computed inO(n2 logn+ 1=") time.In this paper, we consider also the case of moderate ob-stacles (in a more restrictive sense than Agarwal et al.) andpresent a polynomial-time algorithm to compute a SBC path(assuming that the roots of some polynomials of bounded de-gree can be computed in constant time). To the best of ourknowledge, this is the rst polynomial-time exact algorithmfor a non trivial instance of the problem.The paper is organized as follows. In Section 2, we intro-duce some notations and show that the problem reduces tonding an Euclidean shortest path when the initial and thenal positions are suciently far away and also sucientlyfar from the obstacles. In the following Sections 3, 4 and 5we show that SBC paths belong to a nite family. In Section6, we describe an algorithm that computes an optimal pathbetween two given congurations.2 PreliminariesFirst, we give some denitions and notations. Let 
 be a setof obstacles. In this paper, the obstacles are assumed to bedisjoint and moderate. An obstacle is said to be moderateif it is convex and if its boundary is a dierentiable curvemade of line segments and circular arcs of unit radius. Forconvenience and without real loss of generality, we assumethat no two edges of the obstacles are parallel. A path thatavoids the obstacles (i.e. that does not intersect the interiorof the obstacles) is called free. In the sequel, a free SBC pathis simply called an optimal path.Let !S = (S; ~US) and !T = (T; ~UT ) be two congurations(i.e. positions and orientations). Let P be an optimal pathjoining !S to !T . As mentioned in the introduction, P is anite concatenation of O, C and S-segments; an O-segmentis a maximal portion of P that coincides with the boundaryof an obstacle; a C-segment is a maximal circular arc of unitradius that is not an O-segment; a S-segment is a maximalline segment, possibly on the boundary of some obstacle. Toa path, we will associate the sequence of the types (O, C orS) of its segments.The rst and last segments are called terminal. A termi-nal segment is, in general, a C-segment; we denote it by Ct.A C-segment (or a circle of unit radius) is denoted by C if it
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C0S C0TFigure 1: Regions RS and RTis tangent to at least one obstacle. A C-segment (or a circleof unit radius) is called anchored and denoted by C either ifit is tangent to at least two obstacles, or if it is tangent toat least one obstacle and adjacent to a terminal C-segment,or if it is terminal.The rst theorem shows that, when the initial and thenal positions are suciently far away and also sucientlyfar from the obstacles, the optimal path is an Euclideanshortest path for an augmented set of obstacles.Let X be a point of P and ~U the vector tangent to Pat X. Let CL(X) (resp. CR(X)) be the unit circle tangentto P at X and lying on the left (resp. right) side of P(i.e. on the left side of the oriented line passing through Xwith direction ~U). CL(X) is oriented counterclockwise andCR(X) is oriented clockwise. An arc of one of these circleswill be oriented accordingly.Let C 0S (resp. C 0T ) be the circle tangent to CL(S) andCR(S) (CL(T ) and CR(T )) that does not intersect the ray(S; ~US) (the ray (T; ~UT )) (see Figure 1). Let RS (resp.RT ) be the shaded region limited by CL(S), CR(S) and C 0S(CL(T ), CR(T ) and C 0T ) in Figure 1.Lemma 1 If RS and RT are disjoint and do not intersectthe obstacles, P does not intersect the interior of RS northat of RT .Proof: We assume for a contradiction that P intersects theinterior of RS . We consider rst the case where P does notintersect the interior of RT . As P is a path of boundedcurvature, P intersects CL(S) or CR(S). Let I be the lastintersection point (along P) between P and CL(S)[CR(S);we assume, without loss of generality, that I 2 CL(S). LetI 0 be the last intersection point (along P) between P andRS and let II 0 be the part of P from I to I 0. We denote byA the point common to CL(S) and C 0S (see Figure 1).First, we assume that I 6= S. Let SI be the arc of CL(S),oriented as CL(S), that starts at S and ends at I. Let P 0 bethe concatenation of SI and the part of P from I to T . P 0is not a path of bounded curvature but it is shorter than Psince the shortest path of bounded curvature from !S to I(the orientation at I is not specied) is the arc SI [5]. Let P 00be the path obtained by modifying P 0 as follows : if I 0 6= I,
then we replace the arc AI of CL(S) and II 0 by the circulararc AI 0 of C 0S. The path P 00 is shorter than P 0. Thus P 00is shorter than P, avoids all the moderate obstacles, avoidsRS by construction and RT because RS \ RT = ;. Hence,the Euclidean shortest path from S to T avoiding
, RS andRT is shorter than P. That yields a contradiction becausethis Euclidean shortest path is a path of bounded curvaturefrom !S to !T .If I = S, the orientation of P at I can only be ~US or ~US since I is the last intersection point between P andCL(S) [ CR(S). But only the latter case can occur sinceotherwise, P would not be optimal. As, by denition, I liesbefore I 0 along P, the part of P from (S; ~US) to I 0 is longerthan the shortest Dubins' path from (S; ~US) to (S; ~US)which is a path of type CCC of length 2+=3. Let SI 0 bethe concatenation of the arc SA of CL(S) and the circulararc AI 0, and let P 0 be the concatenation of SI 0 and the partof P from I 0 to T . As, the length of SI 0 is at most 2, P 0 isshorter than P. We then get a contradiction as above.Similar arguments hold if P intersects the interior of RT .2Theorem 2 If RS and RT are disjoint and do not intersect
, P is the Euclidean shortest path from S to T avoiding 
and the two additional obstacles RS and RT .Proof: It follows from Lemma 1 that P is also the shortestpath from !S to !T if we considerRS and RT as some other(moderate) obstacles. On the other hand, the Euclideanshortest path from S to T that avoids 
, RS and RT is apath of bounded curvature from (S; ~US) to (T; ~UT ). Hence,P is the Euclidean shortest path from S to T in the presenceof the obstacles 
, RS and RT . 2Corollary 3 A Dubins' path of type CCC between two con-gurations !S and !T is optimal only if the two regions RSand RT intersect.In the rest of the paper, we will assume that Theorem 2does not apply.3 Characterization of the C-segmentsWe rst recall the following lemma mentionned in the intro-duction which follows from [10] or [6] :Lemma 4 Each subpath of an optimal path which has nopoint in common with the obstacles except possibly its twoend points must be of type CCC or CSC.We now recall three lemmas and a theorem established byAgarwal et al. [1].Lemma 5 Any non-terminal C-segment of an optimal pathis longer than .Lemma 6 Any optimal path does not contain a subpath oftype CCC, except when the rst or the last C-segments ofthis subpath is terminal.
(b)(a)Figure 2: Length reducing perturbations for CCCS pathsLemma 7 If an optimal path contains a subpath of typeSCS, OCS, SCO or OCO, the C-segment is anchored.Theorem 8 Any C-segment appearing in an optimal pathbelongs to one of the following subpaths :C; C C; CtC C; CCCt:We further restrict the possible types of C-segments thatmay appear in an optimal path :Theorem 9 Any C-segment of an optimal path belongs toone of the following subpaths :C; C C; CtC C; CCCt:Proof: Consider rst an optimal subpath of type CtC COwhere the O-segment is a circular arc. We use the same per-turbation that Dubins used to reduce the length of CCCC-paths. It follows that the second or the third C-segmentsof CtC CO must be clamped by some obstacles. Hence, thethirdC-segment is anchored or both the second and the thirdC-segments are tangent to some obstacles.Consider now an optimal subpath of type CtC CS andthe two types of perturbation shown in Figure 2. Perturba-tion (a) has been used by Dubins to shorten the path and itcan be shown, using the same kind of argument, that per-turbation (b) shortens also the path. Thus, if the subpath isoptimal, either the third C-segment is anchored or both thesecond and the third C-segments are tangent to some obsta-cles. Since a subpath of type CCCC cannot be optimal, wehave shown that a subpath of type CtCC is either CtC C orCt C C. 2As, for a given set of obstacles, the number of anchoredcircles is nite, the number of the subpaths in Theorem 9is nite except for the subpaths of type C C. The two fol-lowing sections will show that the number of these subpathsis also nite. First, in Section 4, we will show that anynon-terminal subpath of type C C of an optimal path is nec-essarily contained in a subpath of type XS C CSX 0 whereX;X 0 2 fO; Cg. Then, in Section 5, we will show that,given X;X 0 and two obstacle edges, the number of subpathsof an optimal path of type XS C CSX 0 where the C-segmentsare tangent to the given obstacle edges is nite.
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Figure 3: Shortcuts used in Lemma 114 Characterization of the subpaths oftype C CThe section is devoted to the proof of the following theorem :Theorem 10 Any non terminal subpath of type C C of anoptimal path is necessarily contained in a subpath of typeXS C CSX 0 where X;X 0 2 fO; Cg. The length of S-segmentmay be zero.In the sequel, we will use the following notations. For agiven subpath P, Ci will denote the i-th C-segment of P, Ciwill denote the circle supporting Ci and Oi the center of Ci(i 2 f1; 2; 3g).We rst establish two lemmas and a proposition.Lemma 11 In a subpath of type CCS of an optimal pathwhere the rst C-segment is not terminal, the length of theS-segment is smaller than 4 cos. Here  = 6 (   !O2O1; !u )and ~u is the direction of the S-segment (see Figure 3).Proof: We omit the proof in this abstract but Figure 3shows the dierent kinds of shortcuts we use if the length ofthe S-segment is greater than 4 cos. Because the obstaclesare moderate, the obstacles cannot intersect the shortcuts.2 We consider now subpaths of type CCSC.Lemma 12 In a subpath of type CCSC of an optimal pathwhere the rst and the last C-segments are not terminal, thetwo C-segments adjacent to the line segment have the sameorientation (clockwise or counterclockwise).
O1O2 O3 C0C1C2
C3
Figure 4: Shortcut used in Lemma 12 if C1 does not inter-sect C3Proof: We omit the proof but Figure 4 shows the shortcutwe use when C1 does not intersect C3 and Figure 5 shows theshortcut we use when C1 intersects C3. 2
 O0O1O3O2 C1C2 C3O2C2 O3O1C1 C3(a):  2 ( =2; =6) (b):  2 ( =6; 0)Figure 5: Shortcut used in Lemma 12 if C1 intersect C3Proposition 13 An optimal path cannot contain a subpathof type CCSCC, except when the rst or the last C-segmentof this subpath is terminal.Proof: By Lemma 5, the lengths of the rst and the last C-segments are greater than  if they are not terminal. Accord-ing to the two previous lemmas, the length of the S-segmentis less than 4 cos and the two C-segments adjacent to theline segment have the same orientation. Then, as shown inFigure 6, it is possible to shorten the subpath. We omit thedetails of the proof. 2The proof of Theorem 10 now follows. Indeed, let usconsider a subpath of type XS C CSX 0 , X 62 fO; Cg. AsX is not terminal, Lemma 6 implies that the length of therst S-segment of the subpath cannot be zero. Therefore, byTheorem 9, X is necessarily a C-segment tangent to someobstacle and following another C-segment X1. Then, byProposition 13, X1 is terminal and therefore, X is anchoredby denition. This contradicts our assumption and ends theproof of the theorem.
O4 O3O2  O1 C1
C2 C3C4Figure 6: Shortcut used in Proposition 135 Bounding the number of subpaths oftype C CThis section is devoted to the proof of the following theorem :Theorem 14 Let X (resp. X 0) be a circular edge of someobstacle or an anchored circle, and let O and O0 be two ob-stacle edges. Let X  X , X 0  X 0, C a C-segment tangentto O and C 0 a C-segment tangent to O0. The shortest sub-path of type XS C C 0SX 0 belong to a nite family.Let P denote a subpath of typeXS C C 0SX 0. The numberof subpaths P where C or C 0 are anchored is nite; so weassume that neither C nor C 0 are anchored. Without lossof generality, we assume in the sequel that the path P isoriented counterclockwise on C and clockwise on C 0 as shownin Figure 7. We only consider the case where both obstacleedges O and O0 are circular arcs; the other cases are simplerand omitted here.We rst observe that P is optimal when some mechanicaldevice is at equilibrium. This leads to an algebraic systemof equations whose solutions correspond to potential equi-libriums of the mechanical device. We then show that thissystem has a nite number of solutions. This is done as fol-lows. Let E1 = 0; : : : ; Er = 0 be the equations of the systemwhere E1; : : : ; Er are polynomials in the variables x1; : : : ; xr.The resultant R(x1; : : : ; xr 1) with respect to xr of two ofthe Ei, say E1 and E2, vanishes at ~x1; : : : ; ~xr 1 i thereexists ~xr such that (~x1; : : : ; ~xr 1; ~xr) is a common root ofE1 and E2 [4]. By cascading resultants on the polynomi-als E1; : : : ; Er, we eliminate successively the indeterminatesxr; : : : ; x2 and compute a univariate polynomial R(x1). If(~x1; : : : ; ~xr) is a solution of the system, R(~x1) = 0 (the con-verse is not necessarily true). Then we show that the uni-variate polynomialR(x1) is not identically zero and that anyvalue of the indeterminate x1 determines the other indeter-minates. It immediately follows that the considered alge-braic system of equations has a nite number of roots. Un-fortunately, computing such a polynomialR(x1) exceeds thecapabilities of the current computer algebra systems. How-ever, we can compute the leading monomial of R(x1) whichis sucient to show that R(x1) 6 0.
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Figure 7: Mechanical device where both obstacle edges arecircular edgesThe mechanical device consists of four xed objects andone moving objectD. The xed objects are the two obstaclesO and O0 and the two disks of unit radius supporting X andX 0. The moving object D is the union of two tangent disks(corresponding to the circles C and C0). We consider a rubberband of thickness zero attached on X and on X 0 and passingaround C and C0 (see Figure 7). The case we are interested inis when both mobile disks are tangent to the obstacles. Themoving object D is subject to four forces  !F ,  !F 0,  !R and  !R0(see Figure 7).  !F and  !F 0 are the two forces, of equal normF , exerted by the rubber band.  !R and  !R0 are the reactionsof the obstacles O and O0 onto the mobile D.We introduce the following notations (see Figure 7). LetC and C0 be the circles supporting C and C 0. I and I 0 are thecenters of C and C0. H and H 0 are the centers of the circlessupporting X and X 0. O and O0 are the centers of the circles(of unit radius) supporting O and O0. Let 2d be the lengthof OO0 and let 2h and 2h0 be the lengths of OH and O0H 0respectively. In addition, let  = 6 ( !R ; !II 0), 0 = 6 ( !R0 ; !I 0I),' = 6 ( !II 0; !F ), '0 = 6 ( !I 0I; !F 0), ! = 6 (  !OO0;  !OH) and !0 =6 (  !O0O;   !O0H 0).We rst establish a lemma that holds regardless of thenature of the obstacle edges O and O0.
Lemma 15 The moving object D is at an equilibrium onlyif :sin(0   ) + sin0 sin(+ ')  sin sin(0 + '0) = 0 (1)Proof: The moving objectD is at an equilibrium i the sumof the forces  !F ,  !F 0,  !R ,  !R0 and the sum of their momentsis zero. Straightforward computations yield Equation 1. 2We now establish a system of four equations in four in-determinates whose solutions correspond to potential equi-libriums of the mechanical device :Lemma 16 The moving object D is at an equilibrium onlyif :8>>><>>>: sin(0   ) + sin0 sin(+ ')  sin sin(0 + '0) = 02 cos+ 2 cos0 + 2cos(0   ) + 3  d2 = 0h sin('  !) + h sin(0 + '  !)+h sin(+ '  !)  d sin(+ ') + d = 0h0 sin('0   !0) + h0 sin(+ '0   !0)+h0 sin(0 + '0   !0)  d sin(0 + '0) + 0d = 0(2)where  (resp. 0) is zero if the path P has the same orien-tation on X and C (X 0 and C0) and 1 otherwise.Proof: The rst equation of System 2 is given by Lemma 15.Let  = 6 ( !OI;  !OO0) and 0 = 6 (  !O0I 0;  !O0O) (see Figure 7).Considering the polygon OII 0O0, we have :0   0 =    [2] (3)cos + cos(  ) + cos 0 = d (4)sin    sin(  ) + sin 0 = 0 (5)Considering in turn ((Eq4)2 + (Eq5)2), ((Eq4) sin   (Eq5) cos ), ((Eq4) cos  + (Eq5) sin ), ((Eq4) sin 0  (Eq5) cos 0) and ((Eq4) cos 0 + (Eq5) sin 0), we obtain :2 cos+ 2cos0 + 2cos(0   ) + 3  d2 = 0 (6)d sin  = sin  sin(0   ) (7)d cos  = 1 + cos+ cos(0   ) (8)d sin 0 = sin0 + sin(0   ) (9)d cos 0 = 1 + cos0 + cos(0   ) (10)Equation 6 is the second equation of System 2. We showhow to compute the two other equations of System 2 for thepossible orientations of X and X 0. P has the same orientation on X and C (see Figure 7).Let  = 6 (  !HO; !HI) and consider the triangle (OHI) :sin(+ ')2h = sin2As  = + '     ! [2], we get :h sin(+ '     !)  sin(+ ') = 0That equation can be expanded with respect to , andsimplied thanks to Equations 7 and 8 :h sin(' !)+h sin(0+' !)+h sin(+' !) d sin(+') = 0




C0 O0 X 0X
Figure 8: For the proof of Theorem 14 P has the same orientation on X 0 and C0.Similarly as above, we obtain the following equations :h0 sin(0 + '0   0   !0)  sin(0 + '0) = 0h0 sin('0   !0) + h0 sin(+ '0   !0)+h0 sin(0 + '0   !0)  d sin(0 + '0) = 0 P has opposite orientation on X and C (see Figure 8).Let  = 6 ( !F ; !IH) and consider the triangle (OHI) :sin(+ '+ )2h = sin2 = sin( + !)IHAs  = + '+      ! [2], we get :2 sin( + !) = IH sin(+ '     !) cos+IH cos(+ '     !) sin2h sin( + !) = IH sin(+ ') cos+ IH cos(+ ') sinEliminating cos from these two equations gives :2 sin( + !) sin(+ ')  2h sin(+ !) sin(+ '     !) =IH cos(+ '     !) sin sin(+ ') IH cos(+ ') sin sin(+ '     !)We simplify this equation into :2 sin( + !) sin(+ ')  2h sin(+ !) sin(+ '     !) =IH sin sin( + !)As sin = 2=IH (see Figure 8), we have :sin( + !)(h sin(+ '     !)  sin(+ ') + 1) = 0
We can assume that sin(+ !) 6= 0 because otherwise I lieson the straight line OH and the number of such paths is lessthan four. Thus, the moving object is at an equilibrium onlyif : h sin(+ '     !)  sin(+ ') + 1 = 0Similarly as above, we expand that equation with respect to and simplify it, thanks to Equations 7 and 8 :h sin('  !) + h sin(0 + '  !)+h sin(+ '  !)  d sin(+ ') + d = 0 P have opposite orientations on X 0 and C0.Similarly as above, we obtain the following equations :h0 sin(0 + '0   0   !0)  sin(0 + '0) + 1 = 0h0 sin('0   !0) + h0 sin(+ '0   !0)+h0 sin(0 + '0   !0)  d sin(0 + '0) + d = 0That ends the proof of the lemma. 2We now show that System 2 has a nite number of roots(;; '; '0) (in (S1)4). It then follows that the moving ob-ject D has a nite number of equilibriums.We expand each equation of System 2 and apply the vari-able substitution x = tan(=2), y = tan(0=2), z = tan('=2)and t = tan('0=2). This yields an algebraic system consist-ing of four equations where x; y; z; t are the four indetermi-nates and sin!; cos!; d; h; h0; l0 are considered as six in-dependent parameters. Let Ei = 0 (i 2 f1; : : : ; 4g) denotethe algebraic equation obtained from the i-th equation ofSystem 2. We compute2 the resultant E14 of E1 and E4with respect to the inderminate t. E14 can be written as16(1 + y2)E014. We compute3 the resultant Q of E014 andE2 with respect to the inderminate y. We also compute theresultant T of E2 and E3 with respect to the inderminatey. Q and T are two polynomials where x and z are theindeterminates.Now, let R be the resultant of Q and T with respect toz. R is a uni-variate polynomial in the indeterminate x andwe want to show that R(x) 6 0. LetQ = q0 + q1 z + : : :+ qn zn; qn 6= 0;T = t0 + t1 z + : : :+ tm zm; tm 6= 0;where the qi and the ti are uni-variate polynomials in thevariable x. The resultant R of Q and T with respect to z isthe determinant of the (n+m) (n+m) Sylvester matrixof Q and T with respect to z [4] :2We used AXIOM on a Sun Sparc-10 4 72Mhz with 512MBof main memory. Notice that several polynomials considered hereare two big to be computed with MAPLE.3This computation takes roughly eleven hours and the processexceeds 130MB.
q0 q1 . . . . . qnq0 . . . . . qn 1 qn. . . . . . . .q0 . . . . . qnt0 t1 . . tm 1 tm. . . . . . . .t0 . . . tmThe resultant R(x) is too big to be computed with existingcomputer algebra systems but we are able to compute itsleading monomial. The polynomials qi appear in the rstm rows of the Sylvester determinant and the polynomials tiappear in the last n rows. Thus the degree of R with respectto x is at mostm maxi2f0;:::;ngdegree(qi(x)) + n maxi2f0;:::;mg degree(ti(x)) = 168:We replace in the Sylvester determinant each qi(x)by its monomial of highest degree if degree(qi(x)) =maxi2f0;:::;ng degree(qi(x)) and by 0 otherwise, and eachti(x) by its monomial of highest degree if degree(ti(x)) =maxi2f0;:::;mg degree(ti(x)) and by 0 otherwise. We thencompute the determinant and obtain :256 d8 (d2   1)32 h16 (h02 sin2 !0 + (h0 cos!0   d)2)4(d2h02 sin2 !0 + (dh0 cos!0   1)2)4 x168When this monomial is not zero, its degree is 168 and so it isthe leading monomial of R(x). Hence R(x)  0 only if d = 1or h = 0 or (!0; h0) = (0; d) or (!0; h0) = (0; 1=d). h 6= 0since, otherwise P is of type X C C 0SX 0 where X is a circulararc; the proof of Theorem 9 shows that P is optimal only ifeither C or C 0 is anchored which contradicts the assumptionmade at the beginning of the proof. If (!0; h0) = (0; d) or(!0; h0) = (0; 1=d) we replace !0 and h0 by their value in Qand T . Then, we apply the same procedure as above andshow that the leading monomial of R(x) is272 d16 (d2   1)32 h16 x152This leading monomial does not depend on whether h0 = dor h0 = 1=d and on the orientation of P on X and X 0. Sincethe obstacles are disjoint, d 6= 1 and R(x) 6 0 (in the cased = 1, it can also be shown that the number of roots of thesystem of equations is nite).Hence, the number of roots of System 2 is nite since anygiven value of x determines at most two triplets of values forthe other indeterminates y, z and t (see Figure 7). It followsthat the number of possible equilibriums of our mechanicaldevice is nite. That ends the proof of Theorem 14.Remark 17 As we have seen, the number of optimal sub-paths of type XS C C 0SX 0 is nite as soon as the number ofroots of an algebraic system of four equations in four inde-terminates is nite. We have shown that this is indeed thecase for any choice of the parameters of the system (whichrepresent the position of the edges X , X 0, O and O0). Aweaker result can be obtained by simply choosing pseudo
random values for the parameters. The fact that the num-ber of roots of the system is nite for a pseudo random choiceof the parameters implies that, with probability close to 1,the number of roots of the system is nite for almost all setof parameters. Moreover, by computing a Gröbner basis ofthe system for a pseudo random set of parameters, we canshow that the number of roots of the system is at most 36with probability close to 1 (instead of 336 as given by thecomputations above).6 The algorithmLet O1; : : : ;Om be the disjoint moderate obstacles. We de-note by SO the set of the obstacle edges and by n its size.Let S and F be the initial and the nal point of the op-timal path that we want to compute. By Theorems 9 and10, any C-segment is either an anchored C-segment, or isadjacent to a terminal C-segment and to an anchored C-segment, or belongs to a subpath of type XS C CSX 0 whereX;X 0 2 fO; Cg (the lengths of the S-segments being possi-bly zero).The algorithm computes rst the set S C of all the maxi-mal free anchored arcs of circle. A maximal free anchored arcis a maximal arc of an anchored circle that does not intersectthe interior of the obstacles. It will be simply called a freeanchored arc in the sequel. We will also say for short thatan arc (or a subpath) intersects an obstacle i it intersectsthe interior of the obstacle.To each obstacle and for a given r, we associate a grownobstacle which is the Minkowski sum of the obstacle andof a disk of radius r. Let Ar be the arrangement of theboundaries of these grown obstacles. A point is said of leveli in Ar if it belongs to the interior of i grown obstacles. Thevertices of level 0 are simply the vertices of the boundary ofthe union of the grown obstacles. Because the obstacles aredisjoint, there are O(n) such vertices by a result of Kedem etal. [14]. The same bound holds for the number of vertices ofthe k rst levels for any constant k by the random samplingtheorem of Clarkson and Shor [8].Lemma 18 The number of free anchored arcs is O(n) andthese arcs can be computed in O(n logn) time.Proof: A circle of unit radius is intersected by at most veobstacles. Indeed, the obstacles are disjoint and moderatewhich implies that each one contains a circle of unit radius.The claim follows since there are at most ve pairwise dis-joint circles of unit radius that may intersect a given circleof unit radius. It follows that any point is of level at mostve in A1. Hence, A1 has linear size and can be computedin O(n logn) time by standard techniques.Since the centers of the anchored circles are the verticesof A1 and each anchored circle is intersected by at most veobstacles, the lemma is proved. 2Once the free anchored arcs have been computed, we com-pute the set SS of all the free line segments that are tangentto two arcs of S C [ SO.
Lemma 19 SS has size O(n2) and can be computed inO(n2 logn) time.Proof: First, we compute all the free line segments tangentto two obstacles. Let us consider each obstacle in turn, sayO1 for concreteness. LetD be an oriented line of orientation tangent to O1. The set of commun points between O1 andD is either a single point or a line segment; let P be eitherthis single point or the middle point of this line segment. IfD intersectsOi (i = 2; : : : ;m), we call Pi the point commonto D and Oi that is closer to P. Let fi() be the algebraiclength of PPi on the oriented line D.Let E+ (resp. E ) be the lower (upper) envelope of thefunctions fi that are positive (negative). As the obstaclesare pairwise disjoint, fi() 6= 0 and fi() 6= fj() for all and i 6= j. It follows that E+ and E  can be computed inO(n logn) time. A line segment joining P to Pi is free i(; fi()) belongs to E+ or E . Moreover, a line segmentPPi is tangent to Oi i Pi is an end-point of fi. Hence,computing the free line segments tangent to O1 and anotherobstacle reduces to compute E+ and E .Repeating the above procedure for all the obstacles, weconclude that all the free line segments tangent to two ob-stacles can be computed in O(n2 logn) time.We now compute the free line segments tangent to a freeanchored arc and to either an obstacle or another anchoredfree arc. Let C1; : : : ; Cp be the anchored free arcs. We con-sider in turn each free anchored arc, say C1 for concreteness,and apply exactly the same procedure as above to computethe free line segments tangent to C1 and to an obstacle. Asabove, these segments can be computed in O(n logn) timeby computing the envelopes E+ and E . It remains to com-pute the free line segments tangent to C1 and to the otheranchored free arcs C2; : : : ; Cp. We dene a function gi in-volving C1 and Ci and similar to the function fi denedabove. To each end point of gi that lies between E+ andE  corresponds a free line segment tangent to C1 and Ci.Deciding if such an end point lies between E+ and E  can bedone in O(logn) time by binary search once the envelopeshave been computed. As the number of free anchored arcs isO(n) by Lemma 18, the free line segments tangent to C1 andto another anchored free arc can be computed in O(n logn)time. Hence, the free line segments tangent to an anchoredfree arc and to either an obstacle or another anchored freearc can be computed in O(n2 logn) time in total. 2We consider now the subpaths of type CtC C and CCCt.We compute the set SC of all the circular arcs that avoidthe obstacles and are tangent to a terminal circle and to ananchored free arc. As there are O(n) anchored free arcs, thisstep can easily be done in O(n2) time.By Theorem 9, S C [ SO [ SS [ SC contains all the arcspotentially taken by an optimal path except the subpathsof type XS C CSX 0. We consider, in turn, all the quadru-plets (X ;O;O0;X 0) where X and X 0 are obstacle edges oranchored arcs, and where O and O0 are two obstacle edges.First, we compute the family of potential optimal subpathsof type XS C CSX 0 where X (resp. X 0) is an arc of X (X 0)
and the two C-segments C C are tangent to respectively Oand O0. In a second step, we will check whether or not thesepotential optimal subpaths intersect other obstacles.By solving an algebraic system as described in the proofof Theorem 14, we compute the family of potential opti-mal subpaths of type XS C CSX 0 when none of the two C-segments tangent to O and O0 is anchored. That step canbe performed in constant time for each chosen quadrupletassuming that the roots of a polynomial of bounded degreecan be computed in constant time. Hence the total timecomplexity of this step is O(n4). We also compute the sub-paths of type XS C CSX 0 and XS C CSX 0. As the numberof anchored C-segments is O(n), the total number of thesesubpaths is O(n4) and they can be easily computed in O(n4)time. It remains to compute the set S C C of those subpathsthat avoid the obstacles.Lemma 20 S C C can be computed in O(n4 logn) time.Proof: We show that we can check in O(logn) time whetheror not a given subpath of type XS C CSX 0 intersects theobstacles. We consider successively the case of an arc ofcircle and the case of a line segment.As mentionned in the proof of Lemma 18, a circle of unitradius intersects at most ve obstacles. We can identify theobstacles that intersect the circle supporting a given arc Cby locating in O(logn) time the center of this circle in the ar-rangementA1. It then remains to check if the arc C (not thewhole circle) actually intersects one of the obstacles. Eachsuch test can be done in O(logn) time since each obstaclehas O(n) edges [9].We describe now how to check if a line segment S ofa subpath of type XS C CSX 0 intersects the obstacles. ByLemma 11, the length of S is at most 4. It follows that if Sintersects an obstacle, each of its end points are containedin the obstacle grown by a disk of radius 4. As the obstaclesare disjoint and moderate, a point can only be containedin g = O(1)4 such grown obstacles : hence, arrangementA4 has linear size and can be computed in O(n logn) time.We locate one endpoint of S in A4 and nd the at most gobstacles that may intersect S. We consider in turn each ofthese obstacles and check if S indeed intersects the obstacle.This can be done in O(logn) time [9]. 2By Theorems 9, S C [SO [SS [SC [S C C contains all thearcs potentially taken by an optimal path.Let G be the weighted graph whose nodes are the tangentpoints between two arcs of S C [ SO [ SS [ SC [ S C C andwhose edges are the arcs of S C [ SO [ SS [ SC [ S C C . Thenal step of the algorithm consists in searching a shortestpath in this graph.Theorem 21 An optimal path amidst a set of disjoint mod-erate obstacles with n edges in total can be computed inO(n4 logn) time.4g is the maximal number of disjoint disks of unit radius thatcan be packed in a disk of radius 6.
Improving the performances of the algorithmWe now show that the time complexity of the algorithm canbe reduced in most practical situations. This is a conse-quence of the fact that the subpaths of type C C can only beencountered near the endpoints of the path. Theorem 22 isa consequence of a result of Agarwal et al. A complete proofcan be found in the full version of this paper.Theorem 22 An optimal path contains at most two non-terminal C C-subpaths (i.e. subpaths of type C C where bothC-segments are not terminal). Moreover, if an optimal pathconsists of four parts P1, P2, P3 and P4 in this order, whereP2 and P3 are C-segments centered at O2 and O3, then8M 2 P1 MO3  3 or 8N 2 P4, NO2  3.Theorem 23 Let P be an optimal path joining S to F . Anysubpath of P of type XS C CSX 0, where X;X 0 2 fO; Cg, iscontained in one of the two disks of radius 9 centered at Sor F .Proof: This theorem follows from Theorem 22 and we usethe notations introduced in this theorem. Let P1 (resp. P4)be the portion of P between S (resp. F ) and the rst (resp.last) C in the considered subpath. From Theorem 22, wehave 8M 2 P1 MO3  3 or 8N 2 P4 NO2  3. Assumewithout loss of generality that 8M 2 P1 MO3  3. Then,S and the whole subpath XS C C is included in the disk ofradius 3 centered at O3. On the other hand, by Lemma 11,the length of the line segment precedingX 0 is smaller than 4.Therefore, S and the whole subpath XS C CSX 0 is includedin a disk of diameter 3 + 2p5 + 1 < 9. Hence the subpathof type XS C CSX 0 is included in a disk of radius 9 centeredat S. 2It follows that we can improve the procedure that com-putes the subpaths of type XS C CSX 0. Indeed, insteadof considering all n4 quadruplets (X ;O;O0;X 0), we canonly consider those that intersect one of the disks of ra-dius 9 centered at S and F . If k is the number of suchquadruplets, the time complexity of the algorithm becomesO(n2 logn+ k4 logk). In particular, if the length of any ob-stacle edge is bounded from below by some positive constant,then k = O(1).Theorem 24 Given a set of disjoint moderate obstacleswith n edges whose lengths are bounded from below by somepositive constant. An optimal path between two congura-tions amidst those obstacles can be computed in O(n2 logn)time.7 Final remarks and open questionsThe geometric results and the algorithm hold even if theobstacles are not disjoint. However, the time-complexityincreases since the number of anchored C-segments may benot linear.In this paper, we have considered obstacles whose bound-aries consist of line segments and circular arcs of unit radius.
It would be interesting to consider more general moderateobstacles (in the sense of Agarwal et al.) and, in particu-lar, obstacles whose boundaries consist of line segments andcircular arcs of radii greater than or equal to 1. The sys-tem of equations corresponding to the equilibriums of themechanical device (see Section 5) is very similar to the onein Lemma 16. However, the computations exceed the ca-pabilities of the current computer algebra systems5 and wehave not been able to apply techniques similar to those inSection 5.Many other questions remain open. We mention threeof them we plan to consider in near future : Can similarresults be obtained for polygonal robots? Can similar resultsbe obtained if backwards moves are allowed? (preliminaryresults in that direction can be found in [1, 6, 21]). Howcrucial is the moderate hypothesis?Acknowledgments : The authors would like to thankthe GDR MEDICIS (GDR CNRS 1026) for giving them theoportunity to use the machines of the GAGE group at EcolePolytechnique.References[1] P. K. Agarwal, P. Raghavan, and H. Tamaki. Motionplanning for a steering-constrained robot through mod-erate obstacles. In Proc. 27th Annu. ACM Sympos.Theory Comput., pages 343352, 1995.[2] J. Barraquand and J-C. Latombe. Nonholonomicmobile robots and optimal maneuvering. Revued'Intelligence arti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