We consider a leader election algorithm in which a set of distributed objects (people, computers, etc.) try to identify one object as their leader. The election process is randomized, that is, at every stage of the algorithm those objects that survived so far flip a biased coin, and those who received, say a tail, survive for the next round. The process continues until only one objects remains. Our interest is in evaluating the limiting distribution and the first two moments of the number of rounds needed to select a leader. We establish precise asymptotics for the first two moments, and show that the asymptotic expression for the duration of the algorithm exhibits some periodic fluctuations and consequently no limiting distribution exists. These results are proved by analytical techniques of the precise analysis of algorithms such as: analytical poissonization and depoissonization, Mellin transform, and complex analysis.
Introduction
Consider a group of n people (users, computers, objects, etc.) sharing a scarce resource (e.g., channel, CPU, etc.). The following elimination process can be used to find a "winner" or a "leader" that has undisputed and uncontested access to the resource (cf. [bb] , [fms] , [prodinger] ): All objects involved toss a biased coin, and all players to throw heads are losers while those who throw tails remain candidate winners and flip the coins again until a single winner (leader) is identified. If all players throw heads at any stage, the toss is inconclusive and all players participate again in the contest. How many tosses are needed to identify a winner? The problem was posed for a fair (unbiased) coin tossing process by Prodinger [prodinger] (cf. also [ grabner]), who provided the first non-trivial analysis. Recently, for the same fair coin model, Fill et. al. [fms] find the limiting distribution for the number of rounds.
In this paper, we analyze the same problem but when the coins involved are biased, that is, the probability p of throwing a head is not equal to one half (p = 1 2 ). In passing, we should mention that such a randomized elimination algorithm has some applications, notably in electing a "leading" computer after a synchronization is lost in a distributed computer network (e.g., token lost in a token passing ring network). We also remark that a formula for the exact distribution has been given by Fill et. al. [fms] for the fair model and by Fill [fill] for the biased case.
The above elimination process can be represented as a incomplete trie (cf.
[fms], [mahmoud] , [prodinger] ) in which only one side of the trie is developed while the other side is pruned (all those players who throw heads do not participate any more in the process). Therefore, the number of throws needed to find the winner (leader) is equivalent to the height in such a incomplete trie. Accordingly, we shall call the duration of the above elimination process as height, and we study asymptotics of its moments and the limiting distribution, if it exists.
Tries have been extensively analyzed in the past including the height. The reader is referred to Knuth In this paper, we continue recent lines of research and establish asymptotic distribution together with the first two moments of the height. The novelty of this work lies in deriving an asymptotic solution to a certain functional equation that often arises in the analysis of algorithms and data structures (cf.
[ffh],[schmid]).
Namely, we consider functional equations of the following type:
where p + q = 1 and a(z) is a given function. The point to observe is that there is a coefficient depending on z in front of f (qz) which makes the problem interesting (otherwise a standard approach can be applied; cf.
[frs]. While a first-order asymptotic for such an equation, when z → ∞ in a cone around the positive axis, is rather easy to obtain, second-order asymptotics are more challenging. This demands an evaluation of some constants for which a closed-form solution does not exist. We provide a quickly converging numerical procedure to assess these constants. We must mention that functional equations of type (1) 
This equation is solved inside a cone, and then depoissonized in order to obtain an asymptotic distribution of the original fixed size model. Actually, during the course of establishing the limiting distribution we realize that its asymptotic expression exhibits some fluctuations leading us to a conclusion that the height does not possess a limiting distribution. This was already observed for the height of tries (cf.
[devroye] ) and symmetric (unbiased coin tossing) incomplete tries (cf.
[fms]). The paper is organized as follows. The next section presents our main results: In Theorem 1 we discuss asymptotics of the mean and the variance of the height. The next Theorem 2 provides an asymptotic expression for the distribution of the height. We close this section with a brief discussion of main consequences of our results. Section 3 contains the proofs of both Theorem 1 and Theorem 2. Since, as we already mentioned above, we work on the Poisson model instead of the original model, we need a tool of depoissonization. For the completeness of our presentation, we briefly discuss a depoissonization lemma of Jacquet and Szpankowski [js3] in Section 3.1. Then, Theorem 1 is proved in Section 3.2, and Theorem 2 in Section 3.3.
Main Results
In this section, we present our main results. To recall, n people use the randomized elimination algorithm described above to identify a leader. Let p be the probability of of survival, and q = 1 − p. By H n we denote the number of tosses needed to identify the winner.
As mentioned before, the elimination process can be represented as an incomplete trie. Having this in mind, one can easily derive the basic recurrence equation for the generating function of H n . Indeed, let for n ≥ 1,
be the probability generating function of H n , where u is a complex number. We further let G 0 (u) = 0 for convenience. (This corresponds to defining H 0 = ∞; as pointed out by Jim Fill [fill], this convention is reasonable since we never succeed to choose a leader without any candidates.)
Then, G 1 (u) = 1 and for n ≥ 2
The first term of the above is a consequence of the Bernoulli-like split (after the first round) of n players into those who still stay in the game. Clearly, the remaining players have H n − 1 tosses to finish the game. The second term of the above, takes care of the inconclusive throw (when all players throw heads).
In this paper, we derive the distribution of H n as well as the first two moments, that is, EH n and Var H n . We use the following abbreviated notation: x n = EH n and w n = EH n (H n − 1). Observing that x n = G n (1) and w n = G n (1), we derive from (2):
In the next section, we solve asymptotically the above recurrence equations using poissonization, Mellin transform and depoissonization. This results in our first main finding.
Theorem 1
Let P := 1/p and χ k := 2πik/ ln P . Then:
The mean EH n of the height admits the following asymptotic formula
where γ = 0.577 . . . is the Euler constant, and
where x n must be computed from (3) (observe that the series converges geometrically fast). The function δ 1 (x) is periodic function of small magnitude (e.g., for p = 0.5 one proves |δ 1 (x)| ≤ 2 × 10 −5 ) given by
where 
where
where Ψ(z) = Γ (z)/Γ(z) is the psi-function. Observe that for natural n we have
where w n is given by the recurrence (4) . Finally, δ 2 (x) is a periodic continuous function of zero mean and small amplitude. The constant [δ
2 is the zeroth term of δ 2 1 (x) and its value is extremely small (e.g., for p = 0.5 one proves that
In Table 1 we present numerical values of the constants T *
, and the asymptotic equivalence of the variance Var H n given by (8) (for large n) as a function of p. In particular, we verify that our formula (8) on the variance agrees with that of Fill et al. [fms] for p = 0.5, where the exact value 1 − γ = 0.422 . . . is given.
In order to formulate our next result concerning the distribution of H n we need a new definition. Let a measure µ be defined on the positive real axis as follows: Partition the positive real axis into an infinite sequence of consecutive intervals I 0 , I 1 , . . . 
Now, we are in a position to present our second main finding:
Theorem 2
The following holds, uniformly for all integers k,
with µ x denoting the dilated measure defined as above for the intervals xI 0 , xI 1 , . . . . In particular, when k = log P n + κ where κ is an integer, then for large n the following asymptotic formula is true uniformly over κ
where {log P n} = log P n − log P n .
Remarks (i) Limiting Distribution Does Not
Exist. The fractional part {log P n} appearing in Theorem 2 is dense in the interval [0, 1) and does not converge. Thus, the limiting distribution of H n − log P n does not exist. In fact, we observe that:
(ii) Symmetric Case p = q = 0.5. We observe that for p = q = 0.5 we obtain
and our results coincide with those of [fms].
(iii) It is easily seen that lim x→0 F (x) = 1 and lim x→∞ F (x) = 0. We conjecture that F (x) is always decreasing, as it is for p = 0.5 by the explicit formula in (ii). If F (x) is decreasing, then F (p x ) is a distribution function, and if Z is a random variable with this distribution, then (10) can be written
Hence, in this case, the distribution of H n is well approximated by the distribution of Z + log P n ; for example it follows that the total variation distance between the two distributions tends to 0 as n → ∞, which is a substitute for the failing limit distribution.
(iv) It is possible to obtain further terms in the asymptotic formulae in Theorems 1 and 2 using the same methods.
Analysis and Proofs
In this section, we prove Theorems 1 and 2 using an analytical approach. In the next subsection, we transform the problem to the Poisson model (i.e., poissonize it), which is easier to solve. Then, we apply the Mellin transform (cf. Section 3.2) and a simple functional analysis (cf. Section 3.3) to obtain an asymptotic solution for the poissonized moments and the poissonized distribution for the height. Finally, we depoissonize these findings to recover our results for the original model. 
Poissonization and Depoissonization

It is well known that often poissonization leads to a simpler solution due to unique properties of the Poisson distribution (cf. [gm]). Poissonization is
where G n (u), x n and w n are expressed as (2)- (4) To see the achieved simplifications, we observe that the recurrences (2)- (4) now become: 
Then for n ≥ 1,
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More precisely,
The "Big-Oh" terms in (18) and (19) are uniform for any family of entire functions G that satisfy the conditions with the same a, β, θ, c 1 , c 2 , z 0 and ψ.
Analysis of Moments
We now prove Theorem 1 using the Mellin transform and depoissonization techniques. We thus begin by studying the functions G(z, u), X(z) and V (z) defined above, which satisfy the functional equations (13)- (15). We write f * (s) or M(f, s) for the Mellin transform of a function f (x) of real parameter x, that is,
provided the above integral converges. A beautiful survey on Mellin transform can be found in [fgd], and we refer the reader to this paper for details concerning Mellin transform. The Poisson mean X(z) and second factorial moment W (z) satisfy function equations (14) and (15), respectively. We observe that from the recurrence equations (3) and (4) we immediately prove that x n = O(ln(n + 1)) and w n = O(ln 2 (n + 1)).
It follows that X and W are entire functions. Moreover, it follows easily that X(x) = O(ln(x + 1)) for x > 0. In order to apply the depoissonization lemma we have to extend this estimate to complex arguments in a cone S θ . Thus fix θ = π/4, say; we claim that
This is proved by induction along increasing domains (cf.
[js2] as follows: Let ρ = max(p, q) −1 > 1. Suppose that R and A are such that
If now z ∈ S θ with R ≤ |z| ≤ ρR, then the recursion relation (14) yields, provided
Now choose R 0 ≥ 2/ min(p, q) such that ln(p) + ln(R)e −pR cos θ ≤ −δ < 0 for R ≥ R 0 . If A ≥ 3/δ cos θ and R ≥ R 0 , then (22) shows that (21) holds also for z ∈ S θ with R ≤ |z| ≤ ρR. Since clearly (21) holds for R = R 0 and a suitable large A, (21) holds by induction for R = ρ n R 0 for every n ≥ 0 (with the same A) and (20) follows for |z| ≥ 2; for small |z| we use
Similarly one proves, using (15) and (20),
In particular, (20) and (23) hold for real x > 0. It follows that the Mellin transforms X * (s) and W * (s) exist (and are analytic) in the strip −1 < s < 0. (In fact, since x 1 = w 1 = 0, they exist for −2 < s < 0, but we do not need this.)
Let us now concentrate on the first moment. Define
Then, T 1 (z) is an entire function and the Mellin transform T * 1 (s) exists at least for −2 < s < ∞. Indeed, since every x n ≥ 0, we have
and thus | X(z)| ≤ X(|z|)e |z|− z . Hence, if x > 0 and |z − x| < px/4,
Thus, by Cauchy's estimate, for every m ≥ 0,
Since further T 
for each m ≥ 2 and −2 < σ < ∞; C(σ, m) is bounded for σ in a compact interval of (−2, ∞) and m fixed. In particular, T
Taking the Mellin transform of the above we have, for −1 < s < 0,
where Γ(·) is the Euler gamma function. Now, we can solve (27) to get
The right hand side extends to a meromorphic function in the half plane −1 < s < ∞, with poles at χ k = 2πik/ ln(P ), k = . . . , −1, 0, 1, 2, . . .. All poles are simple except the one at 0 (k = 0), which is double. It follows from (28) and (26) that for every σ ∈ (−1, 0)
The Mellin (Fourier) inversion formula thus yields for x > 0 the following.
Shifting the line of integration to s = R > 0 (using the Cauchy residue theorem) we obtain for any large R,
Let
For k = 0, we obtain
Consequently, for every R > 0,
is a periodic function with mean 0. We now apply the depoissonization lemma. We have already verified condition (I) in (20) , with β = 0 and ψ(x) = ln(x + 1). Condition (O) can be verified similarly, but it is also possible to avoid induction and use the recursion just once as follows. First, by (25) and (20) Depoissonization Lemma now gives immediately, by (18) , the first moment
The error term can be improved to O(1/n), which yields (5), by instead using (19) and verifying that X (x) = O(x −2 ), x > 0. The latter estimate is easily obtained by differentiating (29) (8) . In fact, it follows as above, using (19) , that w n = W (n) + O(ln n/n) ( (18) 
provided (s) ∈ (−2, 0). Observe that the series converges absolutely in this range by the estimate of x n above.
