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Abstract
We study the efficient learnability of high-dimensional Gaussian mixtures in the outlier-
robust setting, where a small constant fraction of the data is adversarially corrupted. We resolve
the polynomial learnability of this problem when the components are pairwise separated in
total variation distance. Specifically, we provide an algorithm that, for any constant number of
components k, runs in polynomial time and learns the components of an ε-corrupted k-mixture
within information theoretically near-optimal error of O˜(ε), under the assumption that the
overlap between any pair of components Pi , P j (i.e., the quantity 1 − TV(Pi , P j)) is bounded by
poly(ε).
Our separation condition is the qualitatively weakest assumption under which accurate
clustering of the samples is possible. In particular, it allows for components with arbitrary
covariances and for components with identical means, as long as their covariances differ
sufficiently. Ours is the first polynomial time algorithm for this problem, even for k  2.
Our algorithm follows the Sum-of-Squares based proofs to algorithms approach. Our main
technical contribution is a new robust identifiability proof of clusters from a Gaussian mixture,
which can be captured by the constant-degree Sum of Squares proof system. The key ingredients
of this proof are a novel use of SoS-certifiable anti-concentration and a new characterization of
pairs of Gaussians with small (dimension-independent) overlap in terms of their parameter
distance.
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1 Introduction
1.1 Background
A mixture of Gaussians or Gaussian mixture model (GMM) is a convex combination of Gaussian
distributions, i.e., a distribution on d of the form F 
∑k
i1 wiN(µi ,Σi), where the weights wi ,
mean vectors µi , and covariance matrices Σi are unknown. GMMs are arguably themost extensively
studied latent variable model in the statistics and computer science literatures, starting with the
pioneering work of Karl Pearson in 1894 [Pea94].
The problem of efficiently learning a high-dimensional GMM from samples has received
tremendous attention in theoretical computer science and machine learning. A long line of
work initiated by Dasgupta [Das99, AK01, VW02, AM05, KSV08, BV08] gave efficient clustering
algorithms for GMMs under various separation assumptions. Subsequently, efficient parameter
estimation algorithms were obtained [KMV10, MV10, BS10, HP15] under minimal information-
theoretic conditions. The related problems of density estimation and proper learning have also
been well-studied [FOS06, SOAJ14, DK14, MV10, HP15, LS17].
The correctness of the aforementioned learning algorithms crucially relies on the assumption that
the generative model is correctly specified, i.e., that the input dataset is a multi-set of independent
samples drawn from an unknownmixture of Gaussians. However, this simplifying assumption is at
best only approximately valid, as real datasets are typically exposed to some source of contamination.
The more realistic setting that the model can be slightly misspecified (or, equivalently, that there
exists a small fraction of outliers in the data) turns out to be significantly more challenging. In fact,
the existence of even a single arbitrary outlier in the dataset completely compromises the behavior
of the aforementioned algorithms.
Robust statistics [HRRS86, HR09] is a classical sub-field of statistics focusing on the design of
estimators that perform well in the presence of outliers (or under model misspecification). While
the information-theoretic limits of robust estimation have been well-understood in several settings
of interest, even the most basic algorithmic questions had remained wide open until recently.
Recent work in theoretical computer science, starting with [DKK+16, LRV16], gave the first
efficient and outlier-robust learning algorithms for a variety of high-dimensional distributions,
including high-dimensional Gaussians. Specifically, [DKK+16] gave the first robust learning
algorithms for a single high-dimensional Gaussian that can tolerate a constant fraction of outliers,
independent of the dimension. Since the dissemination of [DKK+16, LRV16], there has been an
explosion of research activity on algorithmic robust high-dimensional estimation (see, e.g., [DK19]
for a recent survey on the topic).
Most relevant to this paper are the prior works [DKK+16, HL18, KSS18, DKS18b]. [DKK+16]
gave a robust density estimation algorithm for a mixture of spherical Gaussians. On the other hand,
[HL18, KSS18, DKS18b] gave robust parameter estimation algorithms for mixtures of (essentially)
spherical Gaussians under near-optimal separation assumptions. (See Section 1.3 for a detailed
summary of prior work.) Despite this recent progress, the algorithmic problem of robustly learning
a mixture of a constant number (or even two) arbitrary Gaussians has remained open and is
recognized as a central open problem in this field [DVW19].
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In this work, we focus on the important special case of this problem where the mixture
components are “separated”. Various notions of separation have been used in the literature. Here
we focus on the following definition: We say that a k-mixture of Gaussians is separated if the overlap
between any pair of components P,Q (i.e., 1 − TV(P,Q), where TV(P,Q) is the total variation
distance between P and Q) is a small constant — independent of the dimension. We note that this
is qualitatively the weakest possible separation assumption under which accurate clustering of the
components is information-theoretically possible — even without outliers.
The preceding discussion motivates the following question, whose resolution is the main result
of this work:
Question 1.1. Is there a poly(d , 1/ε)-time robust learning algorithm for a mixture of any constant
number of (or even two) arbitrary separated Gaussians on d?
1.2 Our Results and Techniques
In this paper, we provide an affirmative answer to Question 1.1. Our main result is the following
theorem:
Theorem 1.2 (Main Result). For every wmin > 0 there are F(wmin), f (wmin) > 0 such that there is
an algorithm which takes n  dF(wmin)/poly(ε) ε-corrupted samples from any d-dimensional mixture
of Gaussians
∑
i6k wiGi with wi > wmin, runs in time nF(wmin), and returns k hypothesis Gaussians
H1 , . . . ,Hk and weights u1 , . . . , uk such that with high probability there exists a permutation pi : [k] → [k]
for which maxi TV(Gi ,Hpi(i)) 6 O˜(ε) and ∑i6k |wi − upi(i) | 6 O(ε), so long as ε 6 f (wmin) and
mini, j TV(Gi ,G j) > 1 − f (wmin).
Before we describe our techniques, some comments are in order. For now we restrict attention to
the case that the weights wi are uniform, so 1/wmin in Theorem 1.2 can be taken equal to k. Then
the sample complexity becomes dF(k)/poly(ε), and the running time is nF(k). If k is constant, this
yields an algorithm with polynomial running time and sample complexity. We note that prior
to this work, even the k  2 special case of Theorem 1.2 remained open – recent work of Jia and
Vempala addresses a special case of the k  2 setting [JV19].
Our Techniques. Here we provide a detailed intuitive overview of our approach in tandem with
a brief comparison to prior work.
We will describe an algorithm to robustly learn the parameters of an unknown k-mixture∑k
i1 wiGi ond , where the individual components Gi , i ∈ [k], can be arbitrary Gaussians satisfying
the constraint that the pairwise overlap 1 − TV(Gi ,G j) is a sufficiently small, but (importantly)
dimension-independent quantity. This condition is qualitatively the weakest separation assumption
under which accurate clustering is information-theoretically possible — even without corruptions.
It should be noted that the only prior algorithm in the literature that can (non-robustly) learn
Gaussian k-mixtures under the separation we consider is the algorithm of [MV10], which in fact
solves the (more challenging) parameter estimation task even in the regime thatmini, j TV(Gi ,G j)
is close to zero. However, as we explain in Section 1.3, the approach of [MV10] is inherently
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non-robust. That is, to develop a robust learning algorithm for our setting, it is in some sense
necessary to develop a genuinely new non-robust algorithm that is amenable to “robustification”.
For simplicity of the proceeding exposition, we will focus on uniform weights, i.e., the special
case when wi  1/k for all i ∈ [k]. We note that our techniques straightforwardly generalize to
arbitrary weights (see Section C for a sketch).
We now provide a high-level outline of our approach followed by a somewhat more technical
description of the various steps. Our general strategy is to learn an accurate clustering of the samples.
We show (Proposition 8.3) that it in fact suffices to find a “rough” clustering of our samples, i.e.,
one that correctly classifies a 1 − 1/poly(k) fraction of the points. It should be noted that our
rough clustering algorithm actually produces a list of F(k) candidate clusterings, for some function
F(k), with the guarantee that at least one of them achieves the desired accuracy. By leveraging
Proposition 8.3 and a standard hypothesis testing routine, we show that even this weaker guarantee
suffices for our purposes. Intuitively, such an implication holds because of the assumed separation
between the components. Given this rough clustering, we can use existing robust estimation
algorithms [DKK+16] to learn rough approximations to the components. We can then obtain a
better clustering of the points (based on which hypothesis component assigns a given point higher
probability mass). This new clustering will have error O(ε), and so feeding these new samples into
our robust estimation algorithms will give us the final error of O˜(ε), as desired.
To find our desired clustering, we use the Sums-of-Squares (SoS) “proofs to algorithms” method.
In the subsequent discussion, we will first focus on the non-robust version of our method for the
following reasons. First, the non-robust version is already quite challenging. Second, as a byproduct
of our approach, we can “robustify” our non-robust learning algorithm by leveraging a key insight
from the recent high-dimensional robust statistics literature [DKK+16].
Our goal will be to efficiently find a partition of the samples into “good” clusters of points – a
good cluster is one with the property that its low-degree moments are close to those of a Gaussian
in a certain technical sense. It should be noted that our definition of what it means for the moments
to be close is necessarily stronger than the notion which was used in prior work for the spherical
setting [HL18, KSS18]. Roughly speaking, these prior works only imposed (Gaussian) upper bounds
on the low-degree moments of a cluster. While this condition was sufficient for the spherical setting,
it inherently fails in our more challenging regime (see, e.g., Section D for an intuitive explanation).
Given our definition of a “good” cluster, a necessary condition for our approach to be viable
is that any good cluster is in fact close to (i.e., has large overlap with) a true cluster (i.e., a cluster
of points from the same Gaussian component). In the present context, a mathematical proof that
good clusters are close to true clusters is called a (cluster) identifiability proof. The gist of the
Sums-of-Squares method is that if we have a “sufficiently simple” identifiability proof — specifically
one that can be captured by the constant-degree SoS proof system—we canmechanically translate it
to a polynomial-time SDP-based algorithm for the clustering problem. In more detail, we formulate
a system of polynomial inequalities in cluster-assignment variables whose solutions are good
clusters, and give a constant-degree SoS identifiability proof that any solution w to our polynomial
system has high overlap with a true cluster.
3
Cluster Identifiability Our key technical contribution is an SoS proof of cluster identifiability,
which we now describe in more detail, still in the non-robust setting. The main challenge is to
find a proof of identifiability which is sufficiently simple that one may even hope to accomplish it
within the SoS proof system. In this overview, we describe this simple proof, and defer to the body
of the paper the details of how it can be encoded into a formal proof system. The mathematical
statements in the following overview are informal, with many constants and lower-order terms left
out for simplicity of exposition. The reader is referred to the lemma statements in the body of the
paper for formal statements and proofs.
Let X1 , . . . ,Xn be i.i.d. samples from the mixture 1k
∑k
i1 Gi , and let S1 , . . . , Sk be the partition
of X1 , . . . ,Xn into true clusters, i.e., the set Si corresponds to the samples drawn from Gi . Informally,
the main identifiability statement is:
Lemma 1.3 (Cluster identifiability, informal). For every pair of true clusters Si , S j , if TV(Gi ,G j) > 1− δ
then we have:
(*) For every subset S ⊆ {X1 , . . . ,Xn}, if the t-th empirical moments of S are approximately
Gaussian, i.e., if for all t 6 K(k)  poly(k) it holds

X∼SX
⊗t ≈ 
X∼N(µS ,ΣS)
X⊗t , where µS ,ΣS are the empirical mean/covariance of S ,
then either |S∩Si ||S | 6 δ
′(δ) · K(k) + 1k10 or
|S∩S j |
|S | 6 δ
′(δ) · K(k) + 1k10 ,
where δ′(δ)  1/polylog(1/δ) → 0 as δ→ 0.
Using the SoS clustering approach from prior works [HL18, KSS18], an SoS proof of (*) from
Lemma 1.3 would suffice to obtain an algorithm for clustering samples from 1k
∑k
i1 Gi which
correctly clusters at least a 1 − 1/poly(k) fraction of the samples (taking δ sufficiently small with
respect to k). [HL18, KSS18] develop this approach and apply it in the much simpler setting that
Gi ,G j have variance at most 1 in every direction and that there is a direction v in which their means
are separated by kΩ(1). Our separation assumption TV(Gi ,G j) > 1 − δ(k)means we must handle a
significantly more challenging set of possible relationships among clusters Si , S j .
For technical reasons, we are not aware of an SoS proof of the statement (*) without some
additional assumptions. (This point was overlooked in a previous version of the present paper
– see Section 1.4.) For the sake of this intuitive exposition, we will first sketch a simple proof of
Lemma 1.3, and then we will describe a technical modification which does have an SoS proof and
suffices for our clustering purposes.
The starting point of our proof of Lemma 1.3 is to consider three cases, using the following
new structural result (see Lemma 3.6 for the formal statement) characterizing pairs of Gaussians
P,Q with small overlap in terms of their parameter distance. Our structural lemma says that if
TV(P,Q) > 1 − δ, then we are in one of the following three cases, for some δ′(δ):
(i) There exists a hyperplane approximately separating the components, i.e., a direction v such
that 〈v , µP − µQ〉2 > 〈v ,ΣPv〉/δ′ and 〈v , µP − µQ〉2 > 〈v ,ΣQv〉/δ′.
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(ii) There exists a direction v such that the variances of the v-projections of P and Q differ
significantly, i.e., 〈v ,ΣPv〉 6 δ′ · 〈v ,ΣQv〉.
(iii) The covariance matrices of P and Q differ significantly in relative Frobenius norm, i.e.,
‖I − Σ−1/2P ΣQΣ−1/2P ‖F > 1/δ′.
See Fig. 1 for an illustration of these three distinct cases. In Lemma 3.8, Lemma 3.9, and Lemma 3.10,
we prove (the formal version of an SoS-provable modification of) Lemma 1.3 in cases (i), (ii), and
(iii), respectively.
In the following paragraphs, we give an overview of these proofs.
Figure 1: The only three ways in which a pair of Gaussians can be separated in total variation
distance. Either there is a direction in which the Gaussians differ significantly in their means (left),
or there is such a direction for the variances (middle), or the covariance matrices differ significantly
in the relative Frobenius norm (right).
Witnessing Polynomials and Variance Bounds For Gi ,G j , i , j, in each of cases (i),(ii),(iii), we
first identify a constant-degreewitnessing polynomial pi j : d → , which can certify non-Gaussianity
of any set of samples S such that |Si ∩ S | > δ′K(k)|S | and |S j ∩ S | > δ′K(k)|S |. In particular, we will
find a polynomial pi j such that the variance of pi j under the uniform distribution on S is much
larger than allowed for any S which has both low-degree Gaussian empirical moments (up to order
K(k)) and a δ′K(k)-fraction of its mass on each of Si , S j . Specifically, in cases (i) and (ii), we have
pi j(x)  〈x , v〉, where v is the direction of separation, and in case (iii), we have pi j(x)  〈x ,Ax〉,
where A ≈ Σi − Σ j .1 We will henceforth drop the index i j and use p for the polynomial in question.
Cases (i) and (ii): hyperplane and variance separation Let us start with cases (i) and (ii),
which capture most of the technical insight, see Lemmas 3.8 and 3.9. (In case (iii), we will be
able to re-use much of the work from (i) and (ii).) The key to cases (i) and (ii) are two technical
lemmas (Lemmas 4.1 and 4.2), which establish both upper and lower bounds on the variance of
1For technical reasons, we in fact take A  Σ−1/2i (I − Σ
−1/2
i Σ jΣ
−1/2
i )Σ
−1/2
i .
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p(x) under the uniform distribution on any subset of samples S with both Gaussian t-th moments
(for t 6 K(k)) and significant overlap with Si and S j . If Gi ,G j are in either of cases (i),(ii), these
upper and lower bounds cannot hold simultaneously, and so any S with Gaussian t-th moments
cannot have significant overlap with both Si and S j .
The first lemma, which is the more technically challenging of the two, says that the variance of
〈x , v〉 under the uniform distribution on S cannot be much larger than the variance under either of
Gi ,G j .
Lemma 1.4 (Informal version of Lemma 4.1, variance upper bound on 〈x , v〉). For every τ > 0,

X∼S
[〈X, v〉] ·
( |Si ∩ S |
|S | − τ
)
· τ′(τ) . 
X∼Gi
[〈X, v〉] . (1.1)
Furthermore, (1.1) has an SoS proof of degree (τ′(τ))−1, where the indeterminates are assignment variables
for the subset S.
Let us briefly discuss the proof of Lemma 1.4, since it is the most technically subtle in this paper.
To prove Lemma 1.4, we rely on Gaussian anti-concentration, which implies the following basic
fact about Gaussian distributions: If P  N(0, σ2) has X∼P(|X | 6 α) > β, then σ 6 O(α/β). In
the context of Lemma 1.4, if we imagine temporarily that the distribution of X ∼ S is Gaussian
with covariance ΣS (rather than just having its first K(k) Gaussian-like moments), this means that
the variance of 〈X, v〉 cannot be too large under S. This follows from the fact that the uniform
distribution on S contains |S∩ Si | samples from Gi , and most of these will lie in an interval of width
O(X∼Gi [〈X, v〉]1/2).
The above sketch suggests that in Lemma 1.4 we should obtain the bound
X∼S[〈X, v〉]
( |Si∩S |
|S |
)2
6 O(X∼Gi [〈X, v〉]). Our actual result, however, loses an additive τ and a
multiplicative factor of τ′(τ). This is because the distribution X ∼ S is not actually Gaussian, but
instead has its first K(k)moments close to those of a Gaussian. To prove our lemma, we need to use
a version of anti-concentration which applies to any such distribution (and which has an SoS proof)
[KKK19, RY20a, BK20b, RY20b]. The SoS-provable anti-concentration inequality we use, which
relies only on the first 1/τ′(τ)moments, loses these additive and multiplicative factors. However,
since we only wish to conclude that |Si ∩ S | |S j ∩ S |/|S |2 6 1/poly(k), this ultimately suffices for our
arguments.
Moving on to the second lemma, the following lower bound on the variance of 〈X, v〉 contradicts
the upper bound of Lemma 1.4 when Gi ,G j are in cases (i),(ii), unless one of |Si ∩ S |, |S j ∩ S | is
small.
Lemma 1.5 (Informal version of Lemma 4.2, variance lower bound on 〈x , v〉).

X∼S
[〈X, v〉] & 1
K(k) ·
( |Si ∩ S | · |S j ∩ S |
|S |2
)
· 
X∼0.5Gi+0.5G j
[〈X, v〉] . (1.2)
Furthermore, (1.2) has a constant-degree SoS proof, where the indeterminates are assignment variables for the
subset S.
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The proof of Lemma 1.5 follows by arguing that the samples from Si , S j in S contribute
X∼0.5Gi+0.5G j [〈X, v〉] to the variance.
To complete this proof sketch of Lemma 1.3 in cases (i) and (ii), consider first what happens
when Gi ,G j are in case (i). By direct calculation,X∼0.5Gi+0.5G j [〈X, v〉] > Ω(〈µGi − µG j , v〉2), so by
Lemma 1.5,

X∼S
[〈X, v〉] & 1
K(k) ·
( |Si ∩ S | · |S j ∩ S |
|S |2
)
·Ω(〈µGi − µG j , v〉2) ,
and putting this together with Lemma 1.4, we get
τ + K(k) · 〈v ,ΣGiv〉 + 〈v ,ΣG jv〉〈µGi − µG j , v〉2
&
( |Si ∩ S | · |S j ∩ S |
|S |2
)2
.
When Gi ,G j are in case (i), with sufficiently large TV(Gi ,G j) > 1 − δ(k) and sufficiently-small τ,
the left-hand side above is at most δ′(k)K(k), which is what we wanted to show. For case (ii), the
same argument applies, using the boundX∼0.5Gi+0.5G j [〈X, v〉] > 〈v ,Σiv〉.
Let us pause to note that the aforementioned discussion gives a simple but not yet SoS proof of
Lemma 1.3 in cases (i) and (ii). Interestingly enough, we are not aware of a way to put together
Lemmas 1.4 and 1.5 to obtain Lemma 1.3 within the SoS proof system. After our description of
case (iii) below, we describe a modification of Lemma 1.3 for which we can obtain a low-degree SoS
proof and which suffices for our purposes.
Case (iii): separation by degree-2 polynomial Let us turn to case (iii) (Lemma 3.10), where
the covariance matrices Σi ,Σ j of Gi ,G j have large difference in relative Frobenius norm — i.e.,
‖I−Σ−1/2i Σ jΣ−1/2i ‖F > δ′(δ), if TV(Gi ,G j) > 1−δ. Because we have handled cases (i) and (ii), wemay
nowassume that for each ` ∈ [k] such thatGi ,G` are in cases (i) or (ii), if |S∩Si |/|S | > δ′(δ)K(k)+k−10
then |S ∩ S` |/|S | 6 δ′(δ)K(k) + k−10.
For this overview, let us imagine that in fact for every ` such that Gi ,G` are in cases (i),(ii), we
actually have |S ∩ S` |  0, as this does not change the argument significantly. This implies, roughly
speaking, that
ΣS -
Σi
δ′(δ) , (1.3)
since S ⊆ [n] is supported only on true clusters S` ⊆ [n] such that 〈µ` −µi , v〉2 6 〈v ,Σi +Σ`v〉/δ′(δ)
and Σ` · δ′(δ)  Σi  Σ`/δ′(δ).
Similarly to cases (i) and (ii), we now establish upper and lower bounds on the variance of
a witnessing polynomial p under the (centered) uniform distribution on S which cannot hold
simultaneously if |S ∩ Si |, |S ∩ S j | > δ′(δ)K(k) + k−10. We take our witnessing polynomial to be
p(x)  〈x ,Ax〉, where A  Σ−1/2i (I − Σ−1/2i Σ jΣ−1/2i )Σ−1/2i . (We encourage the reader to think of the
case that Σi  I, in which case A  Σi − Σ j .)
Our lower bound on the variance of p(x) comes from our assumption that S has Gaussian-like
low-degree moments and the following formula for the variance of degree-2 polynomials under
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mean-zero Gaussian distributions: For any Σ and any matrix M

N(0,Σ)
[〈x ,Mx〉]  ‖Σ1/2MΣ1/2‖2F .
It follows that (see Lemma 4.3)

x∼N(0,ΣS)
[p(x)]  ‖Σ1/2S Σ−1/2i (I − Σ−1/2i Σ jΣ−1/2i )Σ−1/2i ΣS‖2F 6
1
δ′(δ) ‖I − Σ
−1/2
i Σ jΣ
−1/2
i ‖2F , (1.4)
where for the inequality we have used Eq. (1.3). On the other hand, by similar logic to Lemma 1.5,
we show (see Lemma 4.4)

x∼N(0,ΣS)
[p(x)]  
X∼S
[p(X − µS)] &
|Si ∩ S | |S j ∩ S |
|S |2 · 〈Σi − Σ j ,A〉
2
 ‖I − Σ−1/2i Σ jΣ−1/2i ‖4F . (1.5)
It follows from Eqs. (1.4) and (1.5) that
|Si ∩ S | |S j ∩ S |
|S |2 . δ
′(δ) ,
which proves Lemma 1.3 in case (iii). In Lemma 3.10, we carry out this reasoning using SoS-provable
versions of Eqs. (1.3) to (1.5).
Modifying Lemma 1.3 for SoS-Friendliness The preceding discussion has sketched a simple
cluster identifiability proof. To obtain our main clustering algorithm, we translate this proof into the
SoS proof system. Generally speaking, using powerful tools like SoS-provable anti-concentration and
[KKK19, RY20a, BK20b, RY20b] and the SoS proof of hypercontractivity of low-degree polynomials
under the Gaussian measure [BBH+12], this task is largely mechanical. However, as we have
already alluded to, a technical challenge arises when we put together our upper and lower bounds
(Lemmas 1.4 and 1.5) on the variance of linear functions 〈x , v〉 to prove Lemma 1.3 in cases (i) and
(ii). We now describe this challenge and our resolution to it; see also Section 1.4.
Let us re-examine the proof sketch of Lemma 1.3 in cases (i) and (ii), which we gave using
Lemmas 1.4 and 1.5. Formally, this proof required multiplying both sides of Eq. (1.2) by the quantity
(|Si∩S |/|S |−δ) and then using the upper bound onX∼S[〈X, v〉](|Si∩S |/|S |−δ) afforded by Eq. (1.1).
This multiplication is valid without changing the sign of the inequality only if |Si ∩ S |/|S | − δ > 0.2
This step did not present an obstacle in our non-SoS proof, since if |Si ∩ S |/|S | 6 δ we are already
done, but it turns out to be a technical obstacle in our SoS proof.
To avoid this multiplication, we instead employ a modification of Lemma 1.3 for cases (i) and
(ii). We first replace the conclusion of Lemma 1.4 with

X∼S
[〈X, v〉] · |Si ∩ S ||S | 6 τ
′(τ) 
X∼Gi
[〈X, v〉] + τ 
X∼S
[〈X, v〉] .
2This subtlety was overlooked in a previous version of this paper – see Section 1.4.
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This carries the advantage that the |Si ∩ S |/|S | > 0 (unlike |Si ∩ S |/|S | − δ), so we can easily
combine this inequality with Lemma 1.5 to obtain a modified Lemma 1.3, which concludes (roughly
speaking)
|S ∩ Si | |S ∩ S j |
|S |2 . δ
′(δ)K(k) + τ · X∼S[〈X, v〉]
X∼0.5Gi+0.5G j [〈X, v〉]
,
where v is the direction of hyperplane or variance separation between components Gi ,G j . (As
usual, see Lemmas 3.8 and 3.9 for the formally correct version of this statement.)
Of course, with the above modification, we have the disadvantage thatX∼S[〈X, v〉] appears
in the inequality – this strategy will work only if we can obtain an a priori upper bound on
X∼S[〈X, v〉].3 Since we may choose τ to be quite small, a relatively weak bound will suffice. For
this we take the following strategy.
We show (Corollary 3.7) that every mixture of k Gaussians where every pair of components
Gi ,G j has small overlap and some pair is either in case (i) or case (ii) can in fact be partitioned into
two nontrivial subsets A, B of components such that one of the following holds.
(a) There exists a hyperplane v approximately separating the mixture – every pair of components
Ga ∈ A and Gb ∈ B has 〈µa − µb , v〉 
√〈v ,Σav〉+√〈v ,Σbv〉, and furthermore 〈µa − µb , v〉 >
f (k) · 〈v ,Σmixv〉, where the last quantity is the variance of the entire mixture in the direction
v, for some function f (k) > 0. That is, the mean separation between pairs Ga ∈ A,Gb ∈ B is
comparable to the overall variance of the mixture.
(b) The mixture can be separated into high-variance and low-variance components – every pair
of components Ga ∈ A and Gb ∈ B has 〈v ,Σav〉  〈v ,Σbv〉, and furthermore 〈v ,Σav〉 
f (k)〈v ,Σmixv〉. That is, the variance of the large-variance components is comparable to the
variance of the entire mixture.
The above statements turn out to be a relatively straightforward corollary of our argument that any
pair of Gaussians with small overlap are in one of cases (i),(ii),(iii) (Lemma 3.6). Moreover, since it
is not hard to argue thatX∼S[〈X, v〉] 6 F(k)〈v ,Σmixv〉, this modified statement gives our desired
upper bound onX∼S[〈X, v〉], allowing us to prove a modified version of Lemma 1.3, which applies
only to pairs i , j on opposing sides of some nontrivial partition of the mixture. We show that, while
such a statement may not be enough to recover all the clusters at once, it does suffice (together with
the SoS clustering approach) to split the mixture into two non-trivial sub-mixtures, which can then
be clustered recursively.
This concludes our discussion of our SoS identifiability proof.
Robustification We now briefly discuss how the foregoing cluster identifiability proof (and its
SoS counterpart) can be made robust to the setting that a small constant fraction of samples are
replaced with adversarially-chosen outliers. The resulting robust identifiability proof will lead
immediately to a robust learning algorithm.
3Bakshi and Kothari [BK20c] also note that an a priori upper bound onX∼S[〈x , v〉] is needed to give an SoS proof
of an inequality like Lemma 1.3. We emphasize that our techniques to obtain such an upper bound are significantly
different from theirs. See Section 1.4.
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Our robustification of the above SoS proof uses a key insight leveraged in the early work on
robust statistics [DKK+16] and first brought into the SoS framework by [HL18, KSS18]. Informally,
this insight is that if a set of samples S ⊆ [n] has bounded 2t-th moments, then the influence of any
ε-fraction of samples on its t-th moments is bounded by a dimension-independent function of ε.
Slightly more formally, we repeatedly use the following reasoning to robustify our argu-
ments. The following lemma, versions of which appear in several previous works, can be proved
straightforwardly by the Cauchy-Schwarz inequality:
Lemma 1.6 (Informal, see Lemma 5.3). Let S, T ⊆ d , |S |  |T |  m, be such that |S ∩ T | > (1 − ε)m.
For every function f : d → , we have that X∼S f (X) − X∼T f (X) 6 O(√ε) ·
[(

X∼S f (X)
2
)1/2
+
(

X∼T f (T)
2
)1/2]
.
Some comments are in order. In a typical application of Lemma 1.6, the set S will be a subset of
a set of corrupted samples and the set T will be a subset of uncorrupted samples. If f is taken as a
low-degree polynomial and the moments of the uniform distribution on S and T are bounded, then
the right-hand side of the conclusion of Lemma 1.6 is small.
Importantly, when the sets S and T have Gaussian-like low-degree moments (as in our
clustering identifiability proof), Lemma 1.6 gives multiplicative error guarantees. In particu-
lar, for polynomials f of constant degree, we will have the hypercontractivity property that
X∼S f (X)2 6 O(X∼S f (X)4)1/2 and similarly for T. Hence, we will have X∼S f (X)2 − X∼T f (X)2 6 O(√ε) · [ X∼S f (X)2 + X∼T f (T)2] ,
and therefore

X∼S f (X)
2
 (1 ± O(√ε)) 
X∼T f (X)
2 (1.6)
for low-degree polynomials f . Thus, making our cluster identifiability proof robust just requires
that (a) it can be accomplished using squares of low-degree polynomials and (b) it is robust to small
multiplicative errors as in Eq. (1.6). We have already seen most of (a) in the foregoing overview,
and (b) is not difficult to attain in light of the simplicity of our identifiability proof.
1.3 Related and Prior Work
In this subsection, we provide a detailed summary of the most relevant prior work.
The algorithmic question of designing robust estimators in high-dimensions has been extensively
studied in recent years. After the initial papers [DKK+16, LRV16], a number of works [DKK+17,
DKK+18a, BDLS17, SCV18, CDKS18, CDG18, KKM18, DKS18a, DKS19, DHL19, DL19, CDGW19,
PSBR18, DKK+18b, DKK+19] have obtained efficient algorithms for a range of unsupervised and
supervised probabilistic models. Alas, the question of robustly learning even (two) separated
Gaussians has remained open.
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The known non-robust parameter estimation algorithms for k-mixtures of arbitrary Gaus-
sians [KMV10, MV10] proceed by reducing the problem to a collection of univariate problems.
This is achieved by taking many random one-dimensional projections, solving each univariate
problem, and piecing together the information obtained from all these projections. The univariate
problem is solved using the method of moments. Unfortunately, the accuracy required for each
univariate problem for this approach to work is inverse polynomial in the dimension d, which is
information-theoretically impossible to achieve in the presence of even a sub-constant fraction of
outliers. In summary, this approach is highly non-robust.
In the robust setting, significant progress has been made for mixtures of spherical Gaussians.
The work of [DKK+16] gave a robust density estimation algorithm for for a mixture of (any constant
number of) spherical Gaussians. More recently, [HL18, KSS18, DKS18b] obtained efficient robust
parameter estimation algorithm for mixtures of spherical Gaussians under near-optimal separation
assumptions. Our SoS-based clustering framework is identical to that of [HL18]. Our contribution
lies in our construction of a low-degree identifiability proof for the clusters that can handle arbitrary
separated Gaussians.
It should be emphasized that the identifiability proofs in [HL18, KSS18] are (essentially)
constrained to the spherical setting and in particular cannot even handle (non-robust) parameter
estimation of two hyperplane separated Gaussians. This is due to their definition of a good cluster
that only imposes upper bounds on the low-degree moments of the clusters.
Very recent work of [JV19] obtains robust learning algorithms for mixtures of two separated
Gaussians, going beyond the spherical case of [HL18, KSS18]. We note that the algorithm of [JV19]
only recovers a special case of our k  2 result. In particular, it does not capture the second
separation scenario in Figure 1.
Finally, we note that [DKS17] gave an SQ lower bound, which provides evidence that an
exponential dependence on k is required for the sample complexity and runtime of our problem,
even for the hyperplane separated case without outliers.
1.4 Concurrent Work
In independent work, Bakshi and Kothari obtained an algorithm with similar guarantees to
the one we present here, also using the “SoS proofs to algorithms” method, and similarly de-
vising an identifiability proof using upper and lower bounds on the variance of witnessing
polynomials [BK20c]. The algorithm of Bakshi and Kothari runs in time dlog(κ)poly(k/η), where
κ  maxv(maxi∈[k]〈v ,Σiv〉/〈v ,Σ jv〉)measures the “spread” of the mixture of Gaussians G1 , . . . ,Gk ,
assuming that the components in the mixture TV(Gi ,G j) > 1 − 2−poly(k/η), and outputs a clustering
that misclassifies at most O(kε) + η fraction of the points. (We note that the parameter κ need not
be bounded by any function of k or d.) The running time of our algorithm avoids the dependence
on κ, at the cost of worse dependence on k: the running time of our algorithm scales as dF(k)
for some large function F. We can naïvely bound F(k) 6 kk ...k , an exponential tower of height
poly(k), but we have not attempted to optimize this bound. Additionally, our analysis requires
TV(Gi ,G j) > 1 − F(k), while [BK20c] require the weaker TV(Gi ,G j) > 1 − 2−poly(k).
An earlier version of our paper claimed an algorithm to robustly learn mixtures of k separated
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Gaussians with running time (d/ε)poly(k). However, our analysis of this algorithm contained a
gap in the translation of our simple identifiability proof into an SoS identifiability proof, which
we became aware of after seeing the manuscript [BK20c]. Bakshi and Kothari point out that their
SoS identifiability proof employing (in the language of this paper) the witnessing polynomial
p(x)  〈v , x〉 for some v ∈ d works only in the presence of an a priori upper bound on themaximum
variance of any component of the mixture in the direction v. [BK20c] obtain such a bound via the
spread parameter κ (see [BK20c], Lemmas 4.12 and 4.13). The same observation applies to our SoS
proof, although this was overlooked in an earlier version of this paper.
We resolve this technical issue differently from [BK20c], avoiding the dependence on the
parameter κ but incurring larger running time and sample complexity dependence on k. See the
above discussion on making Lemma 1.3 SoS-friendly.
Independently of our work, Bakshi and Kothari were able to extend their techniques to obtain
an algorithm with running time that does not depend on the spread parameter κ, at the expense
of a slightly worse clustering guarantee. In particular, they give an algorithm with running time
and sample complexity dpoly(k/η) that outputs a clustering misclassifying at most O(kO(k)(ε + η))
fraction of the points, assuming pairwise separation 1 − 2−kΩ(k)[BK20a].
1.5 Organization
The structure of the paper is as follows: In Section 2, we provide the necessary definitions and
technical facts. In Section 3, we give our main clustering algorithm and state our main technical
lemmas. The proofs of these lemmas are given in Sections 4, 5, and 6. Section 7 proves our structural
result on separation in total variation distance. Finally, Section 8 shows that a rough clustering
suffices and puts everything together to prove our main result. Some omitted proofs have been
deferred to an Appendix.
2 Preliminaries
Notation For n ∈ , we will use [n] to denote {i ∈  | i 6 n}. We use ‖·‖ to denote the `2
(Euclidean) norm and ‖·‖F for the Frobenius norm. We will use 〈·, ·〉 to denote the Euclidean inner
product for vectors and the standard trace product for matrices. For two polynomials p , q, the
notation p  q means that q − p is a sum of square polynomials. We will use ·⊗s to denote the
standard Kronecker product. For a , b ∈ , we will write a  b (or b  a) to mean that there exists
a sufficiently large constant C > 0 such that a > Cb.
Throughout this work, we focus on the following strong contamination model that has been
extensively studied in prior work (see, e.g., [DKK+16]).
Definition 2.1 (Strong Contamination Model, ε-corrupted). We say that a set of vectors Y1 , . . . ,Yn
is an ε-corrupted set of samples from a distribution D on d if it is generated as follows: First,
X1 , . . . ,Xn are sampled i.i.d. from D. Then a (malicious, computationally unbounded) adversary
observes X1 , . . . ,Xn , replaces any εn of them with any vectors she likes, then reorders the vectors
arbitrarily to yield Y1 , . . . ,Yn .
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We will use the Sum of Squares (SoS) proof system extensively. We refer the reader to [BS] for a
complete treatment of basic definitions about the Sum of Squares hierarchy and Sum of Squares
proofs. Here we review the basics briefly.
Definition 2.2 (Symbolic polynomial). Adegree-t symbolic polynomial p is a collection of indetermi-
nates p̂(α), one for eachmultiset α ⊆ [n] of size at most t. We think of it as representing a polynomial
p : n → whose coefficients are themselves indeterminates via p(x)  ∑α⊆[n],|α |6t p̂(α)xα.
Definition 2.3 (SoS Proof). Let x1 , . . . , xn be indeterminates and let A be a set of polynomial
inequalities {p1(x) > 0, . . . , pm(x) > 0}. An SoS proof of the inequality r(x) > 0 from axiomsA is a
set of polynomials {rS(x)}S⊆[m] such that each rS is a sum of square polynomials and
r(x) 
∑
S⊆[m]
rS(x)
∏
i∈S
pi(x) .
If the polynomials rS(x) ·∏i∈S pi(x) have degree at most d, we say that this proof is degree d. We
writeA `d r(x) > 0. When we need to emphasize what indeterminates are involved in a particular
SoS proof, we sometimes write A `xd r(x) > 0. We also often refer to A containing polynomial
equations q(x)  0, by which we mean thatA contains both q(x) > 0 and q(x) 6 0.
We frequently compose SoS proofs without comment – see [BS] for basic facts about composition
of SoS proofs and bounds on the degree of the resulting proofs. Our algorithm also uses the dual
objects to SoS proofs, pseudoexpectations.
Definition 2.4. Let x1 , . . . , xn be indeterminates. A degree-d pseudoexpectation ˜ is a linear map
˜ : [x1 , . . . , xn]6d →  from degree-d polynomials to such that ˜ p(x)2 > 0 for any p of degree
at most d/2 and ˜ 1  1. IfA  {p1(x) > 0, . . . , pm(x) > 0} is a set of polynomial inequalities, we
say that ˜ satisifiesA if ˜ s(x)2pi(x) > 0 for all squares s(x)2 such that s(x)2 · pi(x) has degree at
most d.
Finally, we will rely on the following algorithmic fact.
Theorem 2.5 (The SoS Algorithm, see [BS]). There is an algorithm which takes a natural number d
and a satisfiable system of polynomial inequalities A in variables x1 , . . . , xn with coefficients at most 2n
containing an inequality of the form ‖x‖2 6 M for some real numberM and returns in time nO(d) a degree-d
pseudoexpectation ˜ which satisfiesA up to error 2−n .4
We will also use the following Cauchy-Schwarz inequality for pseudoexpectations:
Fact 2.6 (Cauchy-Schwarz for Pseudo-distributions). Let f , 1 be polynomials of degree at most d in
indeterminate x ∈ d . Then, for any degree d pseudoexpectation µ˜, ˜µ˜[ f 1] 6
√
˜µ˜[ f 2]
√
˜µ˜[12].
The following fact is a simple corollary of the fundamental theorem of algebra:
4We did not define what it means for ˜ to satisfy A up to error 2−n . The idea is that 2−n slack is added to each
constraint. Since the coefficients in all the SoS proofs in this paper have magnitude at most nO(1), these 2−n errors are
negligible and we will not treat them explicitly. See [BS] for further discussion.
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Fact 2.7. For any univariate degree d polynomial p(x) > 0 for all x ∈ , d
x {p(x) > 0}.
We also use the following SoS proof; it is straightforward to prove by induction.
Fact 2.8. For all s ∈  and B ∈ [0, 1], {0 6 y 6 1, a > 0, xy 6 a + Bx} `x ,y ,aO(s) xys 6 sa + Bsx.
3 Robust Clustering to Constant Accuracy
In this section, we describe and analyze our main robust clustering algorithm, as captured by
Lemma 3.1. For simplicity we present the case of uniform mixtures – the modifications necessary in
the case of mixtures with general weights are described in Section C. We also assume that our set of
samples X1 , . . . ,Xn ∼ 1k
∑k
i1 Gi consists of exactly n/k samples from each Gaussian Gi – since our
algorithm is robust to a small constant fraction of adversarial errors, guarantees in this sampling
model imply the same guarantees in the usual model of i.i.d. samples.
Lemma3.1 (Constant-AccuracyRobust Clustering). For every ρ > 0 and k ∈  there are F(ρ, k), f (ρ, k)
and an algorithm (Algorithm 1) which, given an ε-corrupted set of samples X1 , . . . ,Xn drawn from a mixture
of d-dimensional Gaussians 1k
∑k
i1 Gi such thatmini, j TV(Gi ,G j) > 1− f (ρ, k) and such that ε < f (ρ, k)
and n > dF(ρ,k), the algorithm runs in time nF(ρ,k), and with probability 1 − 1/poly(d) returns a list of at
most F(ρ, k) partitions T1 , . . . , Tk of [n] into sets of size n/k such that for at least one partition T1 , . . . , Tk
in the list there is a permutation pi : [k] → [k] with |Tpi(i) ∩ Si | > nk (1 − ρ), where S1 , . . . , Sk are subsets
of [n] that index samples drawn from G1 , . . .Gk .
To describe our algorithm, we need a system of polynomial inequalities which captures the
robust clustering problem. This is given in the following definition.
Definition 3.2 (Clustering axiomsA). Let X1 , . . . ,Xn ∈ d . Let w1 , . . . ,wn , z1 , . . . , zn , X′1 , . . . ,X′n
and Σi , j , Σ1/2i , j , Σ
−1/2
i , j for i , j ∈ [d] be indeterminates (Σ1/2 ,Σ−1/2 will be thought of as d × d matrices
of indeterminates). We define a system of polynomial inequalities in the variables w , z ,X′ whose
solutions correspond to subsets S of [n] and vectors X′1 , . . . ,X′n such that (1) X′i  Xi for all but
εn indices and (2) the low-degree moments of the uniform distribution on {X′i : i ∈ S} are
approximately Gaussian. More specifically, we have:
1. Let t ∈  be even and let δ, ε > 0.
2. LetAcorruptions : {z2i  zi}i∈[n] ∪ {zi(Xi − X′i)  0}i∈[n] ∪ {
∑
i∈[n] zi  (1 − ε)(n/k)}.
3. LetAsubset : {w2i  wi}i∈[n] ∪
{∑n
i1 wi  n/k
}
.
4. Let µ(w)  kn
∑n
i1 wiX
′
i .
5. Let Σ(w)  kn
∑n
i1 wi(X′i − µ(w))(X′i − µ(w))>.
6. Let Amatrices  {(Σ1/2)2  Σ(w), (Σ−1/2Σ1/2)2  Σ−1/2Σ1/2} ∪ {Σ−1/2Σ1/2wi
(
X′i − µ(w)
)

wi
(
X′i − µ(w)
)
}i∈[n].
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7. LetAmoments be the following collection of polynomial inequalities, for all s 6 t: kn ∑i∈[n]wi[Σ−1/2(X′i − µ(w))]⊗s −Ms

2
6 δ · d−2t ,
where Ms  1∼N(0,Id) 1⊗s is the s-th moment tensor of the standard Gaussian.
Finally, let A(X1 , . . . ,Xn , t , δ, ε, k)  Acorruptions ∪ Asubset ∪ Amoments ∪ Amatrices. Note that
A(X1 , . . . ,Xn , t , δ, ε, k) has degree at most 10t.
Algorithm 1 Clustering Algorithm: Returns a set of candidate clusterings of X1 , . . . ,Xn
1: function Cluster((X1 , . . . ,Xn , t , δ, ε, k ,N))
2: If n 6 1.1N/k, output {{{X1 , . . . ,Xn}}}.
3: Else if Split(A)  Fail, return ∅.
4: Else, let R1 , . . . , Rm  Split(A).
5: For S ⊆ [m], let RS  ∪a∈SRa .
6: Let R′S be the result of adding or removing samples from RS arbitrarily so that its size is an
integer multiple of n/k.
7: Return {C1 × C2 : S ⊆ [m], C1 ∈ Cluster(R′S , t , δ, ε, k ,N), C2 ∈ Cluster(R′S , t , δ, ε, k ,N)}
8: end function
Our algorithm cluster uses a key subroutine, split, to find ≈ 2k candidate partitions of the
samples into two subsets. Then it recursively finds a set of candidate clusterings of each half of
each candidate partition and puts together the candidate clusterings. The key subroutine, split,
described in the following lemma. split solves a semidefinite programming (SDP) relaxation of
the polynomial systemA(X1 , . . . ,Xn), then uses a simple randomized rounding algorithm to find
subsets R1 , . . . , Rm of X1 , . . . ,Xn . The rounding scheme is standard so we postpone the analysis to
Section A.
These subsets Ri will have the following guarantee: if there is a partition of the clusters [k] into
two nontrivial subsets S, T such that every pseudoexpectation satifyingA cannot be simultaneously
supported on S and T, then each of the subsets R1 , . . . , Rm is (approximately) supported on only one
of S, T. Additionally, ∪Ri contains almost all of the samples X1 , . . . ,Xn . Thus, there is a partition of
R1 , . . . , Rm which approximates the partition S, T; cluster finds this partition by brute-force search.
This yields corrupted samples from the submixtures represented by S, T respectively, which cluster
then handles recursively.
Lemma 3.3 (See proof in Section A). Let n , k ∈  with k 6 n and let η > 0. There is an algorithm
split with the following guarantees. Suppose that S1 , . . . , Sk ⊆ [n] partition [n], with |Si |  n/k for all
i. Suppose further that S, T ⊆ [k] partition [k]. Let C be a set of degree-2 pseudoexpectations in variables
w1 , . . . ,wn (and perhaps auxiliary variables) such that for all ˜ ∈ C,
1. ˜ satisfies w2i  wi and
∑
i6n wi  n/k
2. ˜(∑i∈∪a∈SSa wi)(∑i∈∪a∈TSa wi) 6 δn2.
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Finally, suppose that the uniform distribution over indicator vectors for S1 , . . . , Sk is contained in C. Let
S′  ∪a∈SSa and T′  ∪a∈TSa .
Then split makes m 6 O(k log 1/η) queries to an oracle which optimizes linear functions over C,
runs in additional poly(n , k , log 1/η) time, and returns a list of subsets R1 , . . . , Rm ⊆ [n] such that
 |⋃t6m Rt | > n(1 − η), and for all t 6 m,
 |Rt |  n/k and min(|Rt ∩ S′ |, |Rt ∩ T′ |) 6 δn ,
where the expectation is taken over randomness used by the algorithm.
In light of Lemma 3.3, the bulk of our efforts will be to show that for a set of corrupted samples
X1 , . . . ,Xn from a GMM 1k
∑
i6k Gi where TV(Gi ,G j) > 1 − δ for some small δ, there is a nontrivial
partition S, T ⊆ [k] of the mixture components such that ˜(∑i∈∪a∈SSa wi)(∑i∈∪a∈TSa wi) is close to 0,
for any ˜ satisfying the clustering axioms.
This will occur under the following deterministic conditions on the un-corrupted samples
X1 , . . . ,Xn , which we will show hold with high probability.
Definition 3.4 (Deterministic conditions for cluster). Fix Gaussians G1 , . . . ,Gk on d . For δ, ξ > 0
and t ∈ , the (δ, ξ, t)-deterministic conditions (with respect to G1 , . . . ,Gk) on X1 , . . . ,Xn ∈ d are
the following:
1. For each i ∈ [k], there exists a partition Si of {X1 , . . . ,Xn} into k pieces each of size n/k such
that for all s 6 t,  kn ∑j∈Si[Σ−1/2j (X j − µ j)]⊗s −Ms

2
F
6 d−2tδ ,
where Ms  1∼N(0,Id) 1⊗s is the s-th moment tensor of the standard Gaussian and
µi 
1
|Si |
∑
j∈Si
X j , and Σi 
1
|Si |
∑
j∈Si
(X j − µ j)(X j − µ j)> .
2. For a ∈ [k], v ∈ d , and A ∈ d×d , we define
(a) Ea(v) : {Xi ∈ Sa | 〈Xi − µa , v〉2 6 O(1) log(1/ξ)〈v ,Σav〉},
(b) Fa(v) : {(Xi ,X j) ∈ S2a | 〈Xi − X j , v〉2 > Ω(1) · ξ〈v ,Σav〉},
(c) Ga(A) : {(Xi ,X j) ∈ S2a | 〈Xi − X j ,A(Xi − X j)〉  2〈Σa ,A〉 ± O(1) · log(1/ξ) · ‖ΣaA‖F}.
Then for every v ∈ d ,A ∈ d×d , we have |Ea(v) > (1 − ξ)(n/k) and |Ga(A)|, |Fa(V)| >
(1 − ξ)(n/k)2.
We provide a proof of the following in Section A for completeness using only standard
concentration arguments.
Lemma 3.5. For all even t ∈ , if n > log(1/γ)Ctd10kt/δ2 for some sufficiently large constant C and
ξ > δ, then X1 , . . . ,Xn ∼ 1k (
∑k
i1 Gi) sampled iid satisfy the deterministic conditions Definition 3.4 with
probability at least 1 − γ.
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Now we arrive at the key lemmas. The first is a structural result which translates our small
overlap assumption on each pair of Gaussians Gi ,G j into information about the parameters
µi ,Σi , µ j ,Σ j .
Lemma 3.6 (See proof in Section 7). Suppose that P,Q are d-dimensional Gaussian distributions with
TV(P,Q) > 1 − ε. Then one of the following holds:
1. (ε-Mean Separation) There is a unit vector v ∈ d such that
|〈v , µP〉 − 〈v , µQ〉| > 110 (log 1/ε)
1/6 ·
√
〈v , (ΣP + ΣQ)v〉 .
2. (ε-Variance Separation) There is a unit vector v ∈ d such that
max{〈v ,ΣQv〉, 〈v ,ΣPv〉} > (log 1/ε)1/6 ·min{〈v ,ΣQv〉, 〈v ,ΣPv〉} .
3. (ε-Covariance Separation) We have that
‖I − Σ−1/2P ΣQΣ−1/2P ‖2F > Ω
(
log 1/ε
log log 1/ε
)
.
Lemma 3.6 applies to two Gaussians at a time, but we can establish as a corollary that the entire
mixture of k Gaussians (where each pair has overlap at most ε) is also in one of three cases. Note
that in the following, the distances between parameters of the components Gi are related both to
the overlap of pairs of components and to the covariance of the overall mixture. The proof is a
straightforward case analysis using Lemma 3.6, so we defer it to Section A.
Corollary 3.7. Let k ∈ , k > 2. Suppose G1  N(µ1 ,Σ1), . . . ,Gk  N(µk ,Σk) Gaussians distributions.
Let Σ be the covariance of the uniform mixture of G1 , . . . ,Gk . For any C, C′ > 0, ifmini, j TV(Gi ,G j) >
1 − 2−k10(C′)k+10C+10 , then we have at least one of:
1. The mixture is partitioned by a hyperplane. That is, there is a direction v ∈ d and a nontrivial
partition of [k] into S, T such that for all a ∈ S and b ∈ T,
〈µa − µb , v〉2 > max
{
kC(〈v ,Σav〉 + 〈v ,Σbv〉), 〈v ,Σv〉k2
}
.
2. The mixture can be partitioned into high-variance and low-variance components. That is, there is a
direction v ∈ d and a nontrivial partition of [k] into S, T such that for all a ∈ S and b ∈ T,
〈v ,Σav〉 > kC′〈v ,Σbv〉 and 〈v ,Σbv〉〈v ,Σv〉 6
( 〈v ,Σav〉
〈v ,Σv〉
)C′
.
3. The covariance of each component is comparable to Σ, and all pairs are covariance separated. That is, if
Aab  Σ
−1/2
a (I − Σ−1/2a ΣbΣ−1/2a )Σ−1/2a , then every a , b ∈ [k] has
‖I −Σ−1/2a ΣbΣ−1/2a ‖2F > Ω(k(C
′)k+C+1) ·max
{
‖Σ1/2a AabΣ1/2a ‖F , ‖Σ1/2b AabΣ1/2b ‖F , ‖Σ1/2AabΣ1/2‖
}
.
Finally, the following lemmas, capturing the bulk of our technical work, give upper bounds
on ˜(∑i∈∪a∈SSa wi)(∑i∈∪a∈TSa wi) for S, T being the partition of clusters from Corollary 3.7 and any
pseudoexpectation ˜ satisfying the clustering axiomsA.
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Notation In the following Lemmas 3.8 to 3.10, letX1 , . . . ,Xn ∈ d satisfy the (δ, ξ, t)-deterministic
conditions (Definition 3.4) with respect to Gaussians G1 , . . . ,Gk , where Gi  N(µi ,Σi). We assume
that ξ 6 ξ0 and τ 6 τ0 for sufficiently small universal constants ξ0 , τ0 > 0. Let S1 , . . . , Sk be the
partition ofX1 , . . . ,Xn guaranteed by Definition 3.4. Let Y1 , . . . ,Yn be an ε-corruption ofX1 , . . . ,Xn
and letA be the clustering axioms (Definition 3.2) for Y1 , . . . ,Yn . For indeterminates w1 , . . . ,wn ,
let αi(w)  ∑ j∈Si w j  〈ai , w〉, where ai ∈ {0, 1}n is the indicator for Si .
The first lemma gives an upper bound on ˜ αa(w)αb(w) when components Ga ,Gb are mean
separated.
Lemma 3.8 (Mean Separated Components, see proof in Section 4). For every τ > 0 there is s  O˜(1/τ2)
such if ε, δ 6 s−O(s)k−20, then for all a , b ∈ [k] and all v ∈ d and all sufficiently-small ρ > 0, if
〈µa − µb , v〉2 > ρX,X′∼ 1k ∑i6k Gi 〈X − X′, v〉2,
A `O(s)
(
αa(w)αb(w)
n2
) s
6 sO(s)·(log 1/ξ)O(s)·
( 〈v ,Σav〉 + 〈v ,Σbv〉
〈µa − µb , v〉2
)Ω(s)
+ρ−O(s)(τΩ(s)+εΩ(s)kO(s)sO(s2)+ξΩ(s)) .
The second lemma gives an upper bound on ˜ αa(w)αb(w) in terms of the variance separation.
Lemma 3.9 (Variance Separated Components, see proof in Section 4). For every τ > 0 there is
s  O˜(1/τ2) such that if ε, δ 6 s−O(s)k−20, then for all a , b ∈ [k] and all v ∈ d , if 〈v ,Σbv〉2 >
ρ
X,X′∼ 1k
∑
i6k Gi
〈X − X′, v〉2,
A `O(s)
(
αa(w)αb(w)
n2
) s
6ξ−O(s) ·
[
sO(s)
( 〈v ,Σav〉
〈v ,Σbv〉
)Ω(s)
+ ρ−O(s)(τΩ(s) + εΩ(s)kO(s)sO(s2) + ξΩ(s))
]
.
The third lemma gives an upper bound on ˜〈w , ai〉〈w , a j〉 in terms of the covariance separation.
Lemma 3.10 (Covariance Separated Components, see proof in Section 4). Let Σmix be the covariance of
the mixture 1k
∑
i6k Gi . If ε, δ 6 k−O(1), then for all a , b ∈ [k] and A ∈ d×d ,
A `O(1)
(
αa(w)αb(w)
n2
)16
6 O(log 1/ξ)8 · ‖Σ
1/2
mixAΣ
1/2
mix‖8F + ‖Σ1/2a AΣ1/2a ‖8F + ‖Σ1/2b AΣ1/2b ‖8F
〈Σa − Σb ,A〉8 + O(ξ
4) + O(ε2k20)
Now we can put everything together to prove Lemma 3.1. To prove Lemma 3.1, we are going to
rely on the following key proposition, which puts together the lemmas above to analyze the output
of split.
Proposition 3.11. For every γ > 0 and k ∈  there is f (k , γ) > 0 satisfing the following. If k > 2 and
G1 , . . . ,Gk are d-dimensional Gaussians such thatmini, j TV(Gi ,G j) > 1− f (k , γ), then exists a nontrivial
partition of [k] into A, B ⊆ [k] such that for all ε, δ, ξ 6 f (k , γ) and t > 1/ f (k , γ), if Y1 , . . . ,Yn ∈ d
satisfy the (δ, ξ, t) deterministic conditions with respect to G1 , . . . ,Gk , and hence are partitioned into
ground-truth clusters S1 , . . . , Sk , and X1 , . . . ,Xn ∈ d are any ε-corruption of Y1 , . . . ,Yn , then given the
set of degree-t pseudoexpectations satisfyingA(X1 , . . . ,Xn , t , δ, ε, k) and sufficiently-small error parameter
η 6 f (k , γ), with probability at least 1−1/k100 the algorithm split returns a list of subsets R1 , . . . , Rm ⊆ [n]
18
such that there is a subset S ⊆ [m] such that R′, the result of adding or removing elements arbitrarily from
∪a∈SRa to make its size the nearest multiple of n/k, is a γ-corruption of ∪a∈ASa – that is, the samples Yi
from the submixture defined by A ⊆ [k].
Proof. By Corollary 3.7, with C  C(k , γ) and C′  C′(k , γ) to be chosen later, themixture G1 , . . . ,Gk
can be in one of three cases; we address each in turn. We will show that for any γ of our choosing,
by choosing sufficiently-large C(k , γ), C′(k , γ)we can ensure that there is a partition A, B ⊆ [k] such
that any ˜ which satisfiesA has
˜
( ∑
i∈∪a∈ASa
wi
) ( ∑
i∈∪a∈BSa
wi
)
6 γ′n2 .
Suppose first that case (1) of Corollary 3.7 applies, and let A, B be the given partition of [k]. Then
for every a ∈ A, b ∈ B, byCorollary 3.7,wehave 〈µa−µb , v〉2 > kC(〈v ,Σav〉+〈v ,Σbv〉), 〈v ,Σmixv〉/k2,
where Σmix is the covariance of the mixture 1k
∑
i6k Gi . So, choosing τ, ξ < poly(γ, 1/k), ε 6
poly(γ, 1/k)poly(1/γ,k), and ξ 6 poly(γ, 1/k), we have by Lemma 3.8 that
A `O(s)
(
αa(w)αb(w)
n2
) s
6 γ−O(s)kO(s) · k−Cs , (3.1)
where s 6 poly(γ, 1/k). For large-enough C(k , γ), this is at most (γ′)s , for any γ′(k , γ)we choose.
Next, suppose that case (2) of Corollary 3.7 applies, for C′(k , γ) to be chosen later, and let
A, B be the given partition of [k]. The second part of case (2) ensures that for all a ∈ A, b ∈ B,
we have 〈v ,Σav〉/〈v ,Σbv〉 6 (〈v ,Σav〉/〈v ,Σmixv〉)C′−1 Taking ρ  mina∈A〈v ,Σav〉/〈v ,Σv〉, we can
choose C′(c′) sufficiently large that if we choose τ  (〈v ,Σbv〉/〈v ,Σav〉)c′ for any c′ > 0, then for
small-enough ε, ξ, using 〈v ,Σav〉 > kC′ 〈v ,Σb〉 and C′ sufficiently large,
A `O(s)
(
αa(w)αb(w)
n2
) s
6 γ−O(s)kO(s) · k−C′s
for any γ′ of our choosing. Finally, case (3) follows the same argument, using Lemma 3.10.
We have concluded that for any γ′(k , γ), we can choose C, C′ sufficiently small to obtain Eq. (3.1)
for any ˜ satisfyingA(X1 , . . . ,Xn , t , δ, ε, k). Now let us see what happens when the set of such ˜
is given to split.
Let R1 , . . . , Rm be the subsets output by Lemma 3.3, with η in Lemma 3.3 set to γ′ and
hence m 6 O(k log 1/γ′). By Markov’s inequality and a union bound and the guarantee of
Lemma 3.3, with probability at least 1 − 1/k99 over the randomness in Lemma 3.3, every Rt has
min(|Rt ∩ A′ |, |Rt ∩ B′ |) 6 mk100γ′n, and |⋃t6m Rt | > (1 − k100γ′)n.
LetA′  ∪a∈ASa and similarly for B′. Let R  {i ∈ Rt : |Rt∩A′ | 6 |Rt∩B′ |}. We analyze |R∩B′ |
and |R ∩ A′ |. On one hand, ⋃t6m Rt contains all but k100γ′n of A′. On the other hand, for every t
such that |Rt∩B′ | 6 |Rt∩A′ |, we have |Rt∩B′ | 6 mk100γ′n. So |R∩A′ | > |A′ | −k100γ′n−m2k100γ′n.
Now, |A′ | > n/k, so |R∩A′ | > (1−poly(m , k)γ′)|A|. By similar analysis, |R | 6 (1+poly(m , k)γ′)|A|.
So, adding or removing samples as necessary to arrive at a set size which is a multiple of n/k
finishes yields the conclusion of the proposition, for γ′ sufficiently small. 
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Proof of Lemma 3.1. By Lemma 3.5, by taking dF(ρ,k) samples we can assume that the (δ, ξ, t)
deterministic conditions hold for any δ(k , ρ), ξ(k , ρ), t(k , ρ) of our choosing. Note that this also
implies that the deterministic conditions hold for the subset of samples from any submixture.
Now Lemma 3.1 follows by induction on k using Proposition 3.11, which ensures that at each
level of recursion in cluster, there is always a set RS which gives an ε-corrupted sample from a
proper submixture. 
4 Bounds on the Variance of Pseudoclusters
Our goal in this section is to prove Lemmas 3.8 to 3.10. Each one of these follows from appropriate
lower and upper bounds on the variance of linear and quadratic polynomials under the empirical
distribution of samples in the “pseudocluster” captured byA. We state those variance bounds and
prove them in Section 6, once we have accumulated some additional tools in Section 5.
Notation In the following Lemmas 4.1 to 4.5, let Y1 , . . . ,Yn ∈ d satisfy the (δ, ξ, t)-deterministic
conditions (Definition 3.4)with respect toGaussiansG1 , . . . ,Gk , whereGi  N(µi ,Σi). LetS1 , . . . , Sk
be the partition of Y1 , . . . ,Yn guaranteed by Definition 3.4. Let X1 , . . . ,Xn be an ε-corruption of
Y1 , . . . ,Yn and letA be the clustering axioms (Definition 3.2) for X1 , . . . ,Xn .
The first two lemmas capture the variance of linear functions under the uniform distribution
over the pseudocluster.
Lemma 4.1 (Variance upper bound, linear functions). For all τ > 0 there exists an even s  O˜
(
1/τ2) ,
such that for all a ∈ [k], ε, δ 6 s−O(s)k−20 and v ∈ d ,
A `O(s) 〈v ,Σav〉s > s−O(s) ·
[(
αa(w)
n
)8
− O(τ4) − ε2k10sO(s)
]
· 〈v ,Σ(w)v〉s .
Lemma 4.2 (Variance lower bound, linear functions). For all v ∈ d and ε, δ  1/k10 and t a
sufficiently large constant, we have that
A `O(1) 〈v ,Σ(w)v〉4 > Ω (〈v ,Σav〉)4 · ξ4 ·
[(
αa(w)
n
)8
− O(ξ4) − O
(
εk10
ξ4
)]
(4.1)
for every a ∈ [k], and
A `O(1) 〈v ,Σ(w)v〉4 > Ω
(〈µa − µb , v〉8) · [(αa(w)αb(w)n2 )4 − O(ξ4) − O(ε2k10)
]
− O(ε2k10 + (log 1/ξ)2) · (〈v ,Σav〉4 + 〈v ,Σbv〉4) (4.2)
for every a , b ∈ [k].
The next two lemmas give upper and lower bounds on the variance of quadratic polynomials
under the uniform distribution on the pseudocluster. Lemma 3.10 follows by combining the two
bounds and simplifying.
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Lemma 4.3 (Variance upper bound, quadratic functions). Let p(x) : 〈x ,Ax〉 where A ∈ d×d and
S ⊆ [k]. Suppose ΣS  a ,b∼S X∼Ga ,Y∼Gb (X − Y)(X − Y)>, and αS(w) :
∑
i∈S
(∑
j∈Si w j
)
Then for
ε, δ < 0.1k−10 and t a sufficiently large constant, we have
A `O(1)
(

X,Y∼N(µ(w),Σ(w))
[p(X − Y)]
)2
6 O(‖Σ1/2S AΣ1/2S ‖4F) + O
(αS
n
)
· (‖Σ1/2S AΣ1/2‖4F + ‖Σ1/2AΣ1/2‖4F) .
Lemma 4.4 (Variance lower bound, quadratic functions). Let p(x) : 〈x ,Ax〉 where A ∈ d×d . Then
for ε, δ, ξ < 0.1k−10, for every a , b ∈ [k] and t a sufficiently large constant, we have
A `O(1)
(

x ,y∼N(µ(w),Σ(w))
[p(x − y)]
)4
> Ω
(
αa(w)16αb(w)16
n32
− O(ξ4) − O(ε2 · k20)
)
〈Σa − Σb ,A〉8
− O(log(1/ξ)8 + ε2k20) ·
(
‖Σ1/2a AΣ1/2a ‖8F + ‖Σ1/2b AΣ1/2b ‖8F
)
.
Before we can prove Lemmas 3.8 to 3.10, we need one more (simpler) lemma relating 〈v ,Σ(w)v〉
to the variance of the mixture G1 , . . . ,Gk .
Lemma 4.5 (See proof in Section B). If ε 6 ck−10 for a sufficiently-small constant c, then for all v ∈ d ,
A `O(1) 〈v ,Σ(w)v〉4 6 O ©­« X,X′∼ 1k ∑i6k Gi〈X − X′, v〉2ª®¬
4
.
Now we turn to the proofs of Lemmas 3.8 to 3.10.
Proof of Lemma 3.8. We start by rearranging Lemma 4.1 to have
A `O(s)
(
αa(w)
n
)8
〈v ,Σ(w)v〉s 6 sO(s)〈v ,Σav〉s + (O(τ4) + ε2k10sO(s))〈v ,Σ(w)v〉s .
By Fact 2.8 (observing that the SoS proof in Fact 2.8 is constant-degree in the variable x), this implies
A `O(s)
(
αa(w)
n
) s
〈v ,Σ(w)v〉s 6 sO(s)〈v ,Σav〉s + (O(τ)s/2 + εΩ(s)kO(s)sO(s2))〈v ,Σ(w)v〉s .
At the same time, by Lemma 4.1,
A `O(1)
(
αa(w)αb(w)
n2
)4
〈µa − µb , v〉8 6 O(〈v ,Σ(w)v〉)4 + O(ξ4 + ε2k10)〈µa − µb , v〉8
+ O(ε2k10 + (log 1/ξ)2)(〈v ,Σav〉4 + 〈v ,Σbv〉4) .
Both sides of this inequality are sums of squares, so we can raise both sides to s/4 and obtain
A `O(1)
(
αa(w)αb(w)
n2
) s
〈µa − µb , v〉2s 6 O(〈v ,Σ(w)v〉)s + O(ξ4 + ε2k10)s/4〈µa − µb , v〉2s
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+ O(ε2k10 + (log 1/ξ)2)s/4(〈v ,Σav〉s + 〈v ,Σbv〉s) .
We can multiply both sides by (αa(w)/n)s and then use αa(w)/n 6 1 to obtain
A `O(1)
(
αa(w)αb(w)
n2
)2s
〈µa − µb , v〉2s 6
(
αa(w)
n
) s
O(〈v ,Σ(w)v〉)s + O(ξ4 + ε2k10)s/4〈µa − µb , v〉2s
+ O(ε2k10 + (log 1/ξ)2)s/4(〈v ,Σav〉s + 〈v ,Σbv〉s) .
We have arrived now at upper and lower bounds on (αa(w)/n)s 〈v ,Σ(w)v〉s . Putting them together,
A `O(1)
(
αa(w)αb(w)
n2
)2s
〈µa − µb , v〉2s 6 sO(s)〈v ,Σav〉s + (O(τ)s/2 + εΩ(s)kO(s)sO(s))〈v ,Σ(w)v〉s
+ O(ξ4 + ε2k10)s/4〈µa − µb , v〉2s
+ O(ε2k10 + (log 1/ξ)2)s/4(〈v ,Σav〉s + 〈v ,Σbv〉s) .
By Lemma 4.5 and our hypothesis 〈µa − µb , v〉2 > ρX,X′∼ 1k ∑ki1 Gi 〈X − X′, v〉2, we can bound the〈v ,Σ(w)v〉s term to obtain
A `O(1)
(
αa(w)αb(w)
n2
)2s
〈µa − µb , v〉2s 6 sO(s)〈v ,Σav〉s + (O(τ)s/2 + εΩ(s)kO(s)sO(s2)) · ρ−s 〈µa − µb , v〉2s
+ O(ξ4 + ε2k10)s/4〈µa − µb , v〉2s
+ O(ε2k10 + (log 1/ξ)2)s/4(〈v ,Σav〉s + 〈v ,Σbv〉s) .
Dividing by 〈µa − µb , v〉2s finishes the proof. 
Proof of Lemma 3.9. The proof follows the same approach as the proof of Lemma 3.8, using the other
half of Lemma 4.2. 
Proof of Lemma 3.10. Lemma 3.10 follows immediately from Lemmas 4.3 and 4.4. 
5 Toolkit: Decorruption, Hypercontractivity, and Anti-concentration
We assemble here a collection of SoS proofs using the clustering axioms A which will be the
building blocks of our proofs of the lemmas from Section 4.
The proof of all the lemmas in this section have been deferred to Appendix B.
Notation In this section, we adopt the following notation. Y1 , . . . ,Yn ∈ d satisfy the (δ, ξ, t)
deterministic conditions (Definition 3.4) with respect to Gaussians G1  N(µ1 ,Σ1), . . . ,Gk 
N(µk ,Σk), yielding a partition of [n] into {Sa}a∈[k]. X1 , . . . ,Xn are an ε-corruption of Y1 , . . . ,Yn ,
andA  A(X1 , . . . ,Xn , t , δ, ε, k) are the clustering axioms (Definition 3.2). Throughout, we assume
that ε, δ 6 0.1.
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5.1 From Empirical to Population Moments
The following Lemmas 5.1 and 5.2 relate the empirical distribution of samples Y1 , . . . ,Yn and what
we call ghost samples – indeterminates wiX′i in our polynomial systemA – to appropriate population
averages.
Lemma 5.1 (Empirical to Population Moments, Ghost Samples). Let p be a degree-(t/2) symbolic
polynomial. Then
A `O(t)
(
k
n
n∑
i1
wip(X′i) − 
1∼N(µ(w),Σ(w))
p(1)
)2
6 (2t)O(t) · δ ·
(

1∼N(µ(w),Σ(w))
p(1)2
)
(5.1)
and
A `O(t) ©­«
(
k
n
)2 n∑
i , j1
wiw jp(X′i − X′j) − 
1∼N(0,2Σ(w))
p(1)ª®¬
2
6 (2t)O(t) · δ · 
1∼N(0,2Σ(w))
p(1)2 . (5.2)
Additionally, if p is itself a square, then
A `O(t) ©­«
(
k
n
)2 n∑
i , j1
wiw jp(X′i − X′j) − 
1∼N(0,2Σ(w))
p(1)ª®¬
2
6 (2t)O(t) · δ ·
(

1∼N(0,2Σ(w))
p(1)
)2
. (5.3)
Lemma 5.2 (Empirical to Population Moments, Real Samples). Let p be a degree-(t/2) symbolic
polynomial. For every j ∈ [k],
`O(t) ©­« kn
∑
i∈S j
p(Yi) − 
1∼G j
p(1)ª®¬
2
6 δ · (2t)O(t) · 
1∼G j
p(1)2 . (5.4)
Furthermore,
`O(t) ©­« kn
∑
i ,l∈S j
p(Yi − Yl) − 
1∼N(0,2Σ j)
p(1)ª®¬
2
6 δ · (2t)O(t) · 
1∼N(0,2Σ j)
p(1)2 . (5.5)
And if p is itself a square, then
A `O(t) ©­«
(
k
n
)2 n∑
i , j1
p(Yi − Yj) − 
1∼N(0,2Σ j)
p(1)ª®¬
2
6 δ · (2t)O(t) ·
(

1∼N(0,2Σ j)
p(1)
)2
. (5.6)
5.2 Decorruption
Lemma 5.3 captures the use of higher moments to remove the effect of adversarial corruptions.
Lemma 5.3 (Moment Decorruption). For all a , b ∈ [k],
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1. For all s 6 t/10 and all v ∈ d , we have that
A `t ©­« k
2
n2
∑
i∈Sa , j∈Sb
wiw j
(
〈X′i − X′j , v〉s − 〈Yi − Yj , v〉s
)ª®¬
4
(5.7)
6 ε2 · k10 · (2s)O(s) · (〈v ,Σav〉2s + 〈v ,Σbv〉2s + 〈µa − µb , v〉4s + 〈v ,Σ(w)v〉2s ) . (5.8)
2. For all A ∈ d×d , we have that
A `t ©­« k
4
n4
∑
(i , j)∈Sa ,(r,l)∈Sb
wiw jwrwl
(
〈(Yi − Yj)⊗2 − (Yr − Yl)⊗2 ,A〉2 − 〈(X′i − X′j)⊗2 − (X′r − X′l)⊗2 ,A〉2
)ª®¬
4
(5.9)
6 O(ε2 · k20) ·
(
‖Σ1/2a AΣ1/2a ‖8F + ‖Σ1/2b AΣ1/2b ‖8F + ‖Σ1/2AΣ1/2‖8F + 〈Σa − Σb ,A〉8
)
. (5.10)
For any S ⊆ [k] and T(S)  ⋃a∈S Sa , let ΣS  1n2 ∑i , j∈T(S)(Yi − Yj)(Yi − Yj)> and 1n2Σ′S ∑
i , j∈T(S) wiw j(X′i − X′j)(X′i − X′j)>. Then,
3.
(
Tr(BTΣ′SB) − Tr(BTΣSB)
)2
6 O(ε2k2) · (Tr(BTΣSB)2 + Tr(BTΣ′SB)2).
5.3 Hypercontractivity
We also need the following corollaries of the SoS proof of hypercontractivity from [KOTZ14].
Theorem 5.4 ([KOTZ14]). For every t ∈  and even integer q, there is a degree-O(tq) SoS proof
` fO(kq) 1∼N(0,I) f (1)
q 6 O(q − 1)qt/2 ·
(

1∼N(0,I)
f (1)2
) q/2
,
where f is a degree-t symbolic polynomial.
The next corollary follows by the identities1∼N(0,I)(Σ1/21+µ)⊗s  1∼N(µ,Σ) 1⊗s as polynomials
in µ,Σ.
Corollary 5.5. For every t ∈  and even integer q, there is a degree-O(tq) SoS proof
{(Σ1/2)2  Σ} ` f ,µ,Σ,Σ1/2O(tq) 1∼N(µ,Σ) f (1)
q 6 O(q − 1)qt/2 ·
(

1∼N(µ,Σ)
f (1)2
) q/2
,
where f is a degree-t symbolic polynomial in d variables, µ is a vector of d indeterminates, and Σ,Σ1/2 are
matrices of indeterminates.
We will require an additional version of SoS hypercontractivity.
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Lemma 5.6. For every t ∈ , there is a degree-O(t) SoS proof
{(Σ1/2)2  Σ} ` f1 ,..., fmO(t) 1∼N(µ,Σ)
(∑
i6m
fi(1)2
)2
6 exp(O(t)) ·
(

1∼N(µ,Σ)
∑
i6m
fi(1)2
)2
,
where f1 , . . . , fm are degree-t symbolic polynomials in d variables, µ is a vector of d indeterminates, and
Σ,Σ1/2 are matrices of indeterminates.
Proof. It suffices to prove the lemma with 0, I substituted for µ,Σ respectively. The proof of
Lemma 5.1 of [BBH+12] shows that for two degree-t symbolic polynomials fi , f j , we have `O(t)
N(0,I) f 2i f
2
j 6 exp(O(t))·(N(0,I) f 2i )·(N(0,I) f 2j ). The lemma follows by expanding
(∑
i6m fi(1)2
)2
∑
i , j6m fi(1)2 f j(1)2. 
5.4 Certifiable Anti-concentration
The following lemma shows that anti-concentration properties of probability distributions on the
real line can be captured by low-degree polynomials – roughly, anti-concentration for an interval of
width ε is captured by a polynomial of degree O˜(1/ε2). Similar results are used in [RY20a, KKK19].
We provide a proof in Section B.3 for completeness.
Lemma 5.7. There is a universal constant C > 0 such that for every ε ∈ (0, 1] there is a univariate
polynomial qε(x) of degree at most (log 1/ε)C · 1/ε2 such that
1. qε is even.
2. qε(x) > 1 − ε for x ∈ [−ε, ε].
3. x∼N(0,1) qε(x) 6 Cε.
4. qε is a square.
6 Proofs of Variance Bounds on Pseudoclusters
With the tools from Section 5 in hand, we are ready to prove the lemmas from Section 4.
6.1 Variance of Linear Functions
Proof of Lemma 4.1. Lemma 5.7 implies there exist a constant C > 0 and an even square polynomial
qτ of degree s  (log 1/τ)C · 1/τ2 satisfying
`〈v ,Σ(w)v〉2s 〈v ,Σ(w)v〉2s x∼N(0,2〈v ,Σ(w)v〉)
[
qτ
(
x
21/2〈v ,Σ(w)v〉1/2
)]2
6 O(τ2) · 〈v ,Σ(w)v〉2s . (6.1)
Note that because q is even with degree at most s, both sides of (6.1) are in fact polynomials in
〈v ,Σ(w)v〉, despite the appearance of 〈v ,Σ(w)v〉1/2 in the denominator. To prove it, we have used
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that the polynomial inequality σ2s(x∼N(0,σ2) qτ(x/σ))2 6 O(τ2)σ2s in the single variable σ holds
for every σ ∈ , so the difference of the RHS and LHS is a sum of squares, by Theorem 2.7.
Since qτ is a square polynomial, we can apply Lemma 5.1 to 〈v ,Σ(w)v〉sqτ
( 〈X′i−X′j ,v〉√
2〈v ,Σ(w)v〉
)
. We
thus get
A `O(s) ©­« k
2
n2
n∑
i , j1
wiw j 〈v ,Σ(w)v〉sqτ
( 〈X′i − X′j , v〉√
2〈v ,Σ(w)v〉
)ª®¬
2
6 2 ©­« k
2
n2
n∑
i , j1
wiw j 〈v ,Σ(w)v〉sqτ
( 〈X′i − X′j , v〉√
2〈v ,Σ(w)v〉
)
− 
1∼N(0,2〈v ,Σ(w)v〉)
〈v ,Σ(w)v〉sqτ
(
1√
2〈v ,Σ(w)v〉
)ª®¬
2
+ 2
(

1∼N(0,2〈v ,Σ(w)v〉)
〈v ,Σ(w)v〉sqτ
(
1√
2〈v ,Σ(w)v〉
))2
6 (2 + δsO(s)) ·
(

1∼N(0,2〈v ,Σ(w)v〉)
〈v ,Σ(w)v〉sqτ
(
1√
2〈v ,Σ(w)v〉
))2
.
Combining this with (6.1), we obtain
A `O(s) 〈v ,Σ(w)v〉2s · ©­« k
2
n2
∑
i , j∈[n]
wiw jqτ
( 〈X′i − X′j , v〉√
2〈v ,Σ(w)v〉
)ª®¬
2
6 (2 + δsO(s)) · O(τ2) · 〈v ,Σ(w)v〉2s .
(6.2)
Now, observe that
`x2s qτ(x) +
( x
τ
)2s
> 1
by Theorem 2.7, since qτ(x)+(x/τ)2s > 1 for all x ∈  (by Lemma 5.7). Substituting x 
( 〈X′i−X′j ,v〉√
2〈v ,Σ(w)v〉
)
,
`
( 〈X′i−X′j ,v〉√
2〈v ,Σ(w)v〉
)
2s qτ
( 〈X′i − X′j , v〉√
2〈v ,Σ(w)v〉
)
+
( 〈X′i − X′j , v〉
τ
√
2〈v ,Σ(w)v〉
)2s
> 1 .
Clearing the denominators in the SoS proof of the above inequality by multiplying throughout with
τ2s(2〈v ,Σ(w)v〉)s , we get
`〈X
′
i−X′j ,v〉,〈v ,Σ(w)v〉
O(s) τ
2s 〈v ,Σ(w)v〉sqτ
( 〈X′i − X′j , v〉√〈v ,Σ(w)v〉
)
+ 〈X′i − X′j , v〉2s > τ2s 〈v ,Σ(w)v〉s . (6.3)
Averaging the above over i , j ∈ Sa , we see that
`O(s) k
2τ2s
n2
·
∑
i , j∈Sa
wiw j
(
〈v ,Σ(w)v〉sqτ
( 〈X′i − X′j , v〉√〈v ,Σ(w)v〉
)
+ 〈X′i − X′j , v〉2s
)
> (k/n)2αa(w)2 · τ2s 〈v ,Σ(w)v〉s .
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Squaring both sides and using `2 (a + b)2 6 2a2 + 2b2 to further upper bound the LHS and
substituting Equation 6.2, we get
A `O(s) (2 + δsO(s))τ4s+2 · 〈v ,Σ(w)v〉2s + 2k
4τ4s
n4
· ©­«
∑
i , j∈Sa
wiw j 〈X′i − X′j , v〉2sª®¬
2
> (k/n)4αa(w)4τ4s 〈v ,Σ(w)v〉2s .
We can divide by τ4s , use the assumption δ 6 s−O(s), square and rearrange to get
A `O(s) k
8
n8
· ©­«
∑
i , j∈Sa
wiw j 〈X′i − X′j , v〉2sª®¬
4
>
(
Ω(αa(w)/n)8 − O(τ4)) · 〈v ,Σ(w)v〉4s .
To decorrupt this, we apply Lemma 5.3 with both a , b in the lemma set to a, yielding
A `O(s) ©­« k
2
n2
∑
i , j∈Sa
wiw j 〈Yi − Yj , v〉2sª®¬
4
+ ε2(2s)O(s)k10 · (〈v ,Σav〉4s + 〈v ,Σ(w)v〉4s )
>
(
Ω(αa(w)/n)8 − O(τ4)
) · 〈v ,Σ(w)v〉4s .
UsingA `O(1) wiw j 6 1 and ε 6 (2s)−O(s)k−20 and Lemma 5.2,
A `O(s) (2s)O(s) · 〈v ,Σav〉4s >
[
Ω(αa(w)/n)8 − O(τ4) − ε2k10(2s)O(s)
] · 〈v ,Σ(w)v〉4s .
which is what we wanted to show. 
Proof of Lemma 4.2. We will prove Eq. (4.1) and then describe how the proof can be easily modified
to obtain Eq. (4.2). Note that 2〈v ,Σ(w)v〉 
(
k
n
)2 ∑
i , j6n wiw j 〈X′i − X′j , v〉2. Since all the terms in the
sum are nonnegative,
A `O(1)

(
k
n
)2 ∑
i , j6n
wiw j 〈X′i − X′j , v〉2

4
>

(
k
n
)2 ∑
(i , j)∈S2a
wiw j 〈X′i − X′j , v〉2

4
.
By Lemma 5.3,
A `O(1)

(
k
n
)2 ∑
(i , j)∈S2a
wiw j 〈X′i − X′j , v〉2

4
>
1
2

(
k
n
)2 ∑
(i , j)∈S2a
wiw j 〈Yi − Yj , v〉2

4
− O(ε2k10) · (〈v ,Σav〉4 + 〈v ,Σ(w)v〉4) .
Since Y1 , . . . ,Yn satisfy the deterministic conditions (Definition 3.4), at least (1 − ξ)(n/k)2 elements
of S2a have 〈Yi − Yj , v〉2 > Ω(ξ)〈v ,Σav〉. Restricting attention only to those pairs, we obtain
A `O(1)
∑
i , j∈S2a
wiw j 〈Yi − Yj , v〉2 > (αa(w)2 − ξ(n/k)2) ·Ω(ξ) · 〈v ,Σav〉 .
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Putting this together gives
A `O(1)

(
k
n
)2 ∑
(i , j)∈S2a
wiw j 〈Xi − X j , v〉2

4
> ([αa(w)/n]8 − O(ξ)4) ·Ω(ξ)4 · 〈v ,Σav〉4
− O(ε2k10)(〈v ,Σav〉4 + 〈v ,Σ(w)v〉4) .
Using ε  k−10, we can rearrange to obtain
A `O(1)

(
k
n
)2 ∑
(i , j)∈S2a
wiw j 〈X′i − X′j , v〉2

4
> ([αa(w)/n]8 − O(ξ)4) ·Ω(ξ)4 · 〈v ,Σav〉4
− O(ε2k10)(〈v ,Σav〉4) ,
which rearranges to what we wanted to show.
To obtain Eq. (4.2), the above argument can be modified as follows. First, instead of re-
stricting to i , j ∈ S2a , we restrict to i , j ∈ Sa × Sb . Second, we use the deterministic condi-
tions Definition 3.4 to obtain (1 − ξ)(n/k)2 pairs i , j ∈ Sa × Sb which satisfy |〈Yi − Yj , v〉| >
|〈µa − µb , v〉| −
√
log(1/ξ)(√〈v ,Σav〉 +√〈v ,Σbv〉). 
6.2 Variance of Quadratic Functions
To prove Lemma 4.3 we will need the following claims.
Claim 6.1. In the same notation as Lemma 4.3, for a d × d matrix of indeterminates B, we have
A `BO(1)
(
1 − O
(
αS(w)
n
))
· (Tr (BTΣ(w)B))2 6 O(1) · (Tr(BTΣSB))2 .
Proof. LetR : {i | i ∈ Sa , a ∈ S}. LetΣ′S :
∑
a ,b∈S
(∑
i , j∈Sa×Sb wiw j(X′i − X′j)⊗2
)

∑
i , j∈R(X′i−X′j)⊗2.
An application of (a + b)2 6 2 · a2 + 2 · b2 and the Cauchy Schwartz inequality give us the following
A `O(1) Tr
(
BTΣ(w)B)2  ©­« 1n2 ·
∑
i , j6n
wiw j Tr(BT(X′i − X′j)(X′i − X′j)TB)ª®¬
2

©­« 1n2 ·
∑
i , j6n
wiw j Tr(BT(X′i − X′j)(X′i − X′j)TB)
(
1(i , j)∈R2 + 1(i , j)∈R2
)ª®¬
2
6 2 · (Tr(BTΣ′SB))2
+ 2 · ©­« 1n2 ·
∑
(i , j)∈[n]2
wiw j1(i , j)∈R2
ª®¬ ©­« 1n2 ·
∑
(i , j)∈[n]2
wiw j[Tr(BT(X′i − X′j)(X′i − X′j)TB)]2ª®¬ .
Note that Tr(BT(X′i −X′j)(X′i −X′j)TB) is a sum of square polynomials in (X′i −X′j), by Lemma 5.6 and
Lemma 5.1 1n2 ·
∑
(i , j)∈[n]2 wiw j Tr(BT(X′i − X′j)(X′i − X′j)TB)2 6 O(1) · Tr(BTΣ(w)B)2. Additionally,
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observe that
(∑
(i , j)∈[n]2 wiw j1(i , j)∈R2
)
 2αS(w)αS(w) + αS(w)2 6 n · O(αS(w)). Substituting these
back into the above inequality gives us
A ` Tr (BTΣ(w)B)2 6 2 · (Tr(BTΣ′SB))2 + O(1) · αS(w)n · (Tr(BTΣ(w)B))2 .
Rearranging, we get
A ` (1 − O(αS(w))/n)Tr
(
BTΣ(w)B)2 6 2 · (Tr(BTΣ′SB))2 .
Applying Lemmas 5.1 and 5.3, we get
(Tr(BTΣ′SB))2 6 2(Tr(BTΣSB))2 + 2(Tr(BTΣ′SB) − Tr(BTΣSB))2
6 O(k2ε2)(Tr(BTΣ′SB))2 + O(1 + k2ε2)(Tr(BTΣSB))2 .
Substituting this back and using the fact that ε 6 0.1 · k−10, we get
A ` (1 − O(αS(w))/n)Tr
(
BTΣ(w)B)2 6 O(1) · (Tr(BTΣSB))2 .
This completes the proof of the claim. 
Proof of Lemma 4.3. Note that if X,Y ∼ N(µ(w),Σ(w)) then Z  X − Y follows the distribution
N(0, 2Σ(w)). We can thus write

X,Y∼N(µ(w),Σ(w))
[p(X − Y)]  
Z∼N(0,2Σ(w))
[〈Z,AZ〉]
 
Z∼N(0,2Σ(w))
[〈ZZT ,A〉2] − 4〈Σ(w),A〉2
 4 (Tr (Σ(w)A))2 + 8 Tr (Σ(w)A)2 − 4 (Tr (Σ(w)A))2
 8 Tr (Σ(w)AΣ(w)A) .
Recall that
Amatrices  {(Σ1/2)2  Σ(w), (Σ−1/2Σ1/2)2  Σ−1/2Σ1/2}∪{Σ−1/2Σ1/2wi (X′i − µ(w))  wi (X′i − µ(w))}i∈[n] ⊂ A .
This implies

X,Y∼N(µ(w),Σ(w))
[P(X − Y)]  8 Tr (Σ(w)AΣ(w)A)
 8 Tr
(
Σ1/2AΣ(w)AΣ1/2
)
.
Repeated application of Claim 6.1 with B : AΣ1/2 and B : AΣ1/2S completes the proof. 
Proof of Lemma 4.4. We can write(

x ,y∼N(µ(w),Σ(w))
[p(x − y)]
)4

©­« k
4
n4
∑
i , j,r,l6n
wiw jwrwl
(
p(X′i − X′j) − p(X′r − X′l)
)2ª®¬
4
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>
©­­«
k4
n4
∑
(i , j,r,l)∈S2a×S2b
wiw jwrwl
(
p(X′i − X′j) − p(X′r − X′l)
)2ª®®¬
4
>
©­­«
k4
n4
∑
(i , j,r,l)∈S2a×S2b
wiw jwrwl
(
p(Yi − Yj) − p(Yr − Yl)
)2ª®®¬
4
− ma ,b ,
where the final step is an application of Lemma 5.3 and
ma ,b  O(ε2 · k20) ·
(
‖Σ1/2a AΣ1/2a ‖8F + ‖Σ1/2b AΣ1/2b ‖8F + ‖Σ1/2AΣ1/2‖8F + 〈Σa − Σb ,A〉8
)
.
The deterministic conditions imply that for
Ea(A) : {(Yi ,Yj) ∈ S2a | p(Yi − Yj)  〈Σa ,A〉 ± log(1/ξ) · ‖Σ1/2a AΣ1/2a ‖F} ,
|Ea |  (1 − ξ)n2, similarly for Eb(A) and Yr ,Yl . Hence, using x2 − 2y2 < 2(x − y)2, we see that
1(Yi ,Yj)∈Ea1(Yr ,Yl)∈Eb
(
p(Yi − Yj) − p(Yr − Yl)
)2
 1(Yi ,Yj)∈Ea1(Yr ,Yl)∈Eb
(
(Σa − Σb ,A) ± log(1/ξ) ·
(
‖Σ1/2a AΣ1/2a ‖F + ‖Σ1/2b AΣ1/2b ‖F
))2
>
1
2 · 1(Yi ,Yj)∈Ea1(Yr ,Yl)∈Eb
(
(Σa − Σb ,A)2 − 4 · log(1/ξ)2 ·
(
‖Σ1/2a AΣ1/2a ‖2F + ‖Σ1/2b AΣ1/2b ‖2F
))
.
Hence, in the case (Yi ,Yj) ∈ S2a and (Yr ,Yl) ∈ S2b we get
©­­«
k4
n4
∑
(i , j,k ,l)∈S2a×S2b
wiw jwrwl
(
p(Yi − Yj) − p(Yr − Yl)
)2ª®®¬
4
>
©­­«
k4
n4
∑
(i , j,k ,l)∈S2a×S2b
wiw jwrwl1(Yi ,Yj)∈Ea1(Yr ,Yl)∈Eb · (p(Yi − Yj) − p(Yr − Yl))2
ª®®¬
4
>
©­­«
k4
n4
∑
(i , j,k ,l)∈S2a×S2b
wiw jwrwl1(Yi ,Yj)∈Ea1(Yr ,Yl)∈Eb
ª®®¬
4
· min
(Yi ,Yj)∈Ea ,(Yr ,Yl)∈Eb
(p(Yi − Yj) − p(Yr − Yl))8
>
((k/n)4αa(w)4 − O(ξ))4 · ((k/n)4αb(w)4 − O(ξ))4
·
(
(Σa − Σb ,A)8 − O(1) · log(1/ξ)8 ·
(
‖Σ1/2a AΣ1/2a ‖8F + ‖Σ1/2b AΣ1/2b ‖8F
))
>
((k/n)32αa(w)16αb(w)16 − O(ξ4))
·
(
(Σa − Σb ,A)8 − O(1) · log(1/ξ)8 ·
(
‖Σ1/2a AΣ1/2a ‖8F + ‖Σ1/2b AΣ1/2b ‖8F
))
.
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In the final few inequalities we use x2 − 2y2 < 2(x − y)2 repeatedly. Putting everything together, we
see(

x ,y∼N(µ(w),Σ(w))
[p(x − y)]
)4
>
((k/n)32αa(w)16αb(w)16 − O(ξ4) − O(ε2 · k20)) 〈Σa − Σb ,A〉8
− O(1) · (ε2k20 + log(1/ξ)8) · (‖Σ1/2a AΣ1/2a ‖8F + ‖Σ1/2b AΣ1/2b ‖8F)
− O(ε2k20) · ‖Σ1/2AΣ1/2‖8F .
Rearranging this, and using the fact that ‖Σ1/2AΣ1/2‖8F 
(
x ,y∼N(µ(w),Σ(w))[p(x − y)]
)4, completes
the proof of our lemma. 
7 From Small Overlap to Large Parameter Distance
In this section we prove Lemma 3.6. Much of the argument is implicit in [DKS17]. Here we make it
explicit.
Proof of Lemma 3.6. If there is a unit vector v such that |〈v , µP − µQ〉| > 0.1
√
log(1/ε) ·√〈v , (ΣP + ΣQ)v〉, then case (1) holds and we are done. Suppose no such v exists.
Note that the total variation distance between distributions on d is unaffected by affine
transformations. Letting P′  N(Σ−1/2P µP , I) and Q′  N(Σ−1/2P µQ ,Σ−1/2P ΣQΣ−1/2P ), we may assume
TV(P′,Q′) > 1 − ε. Let A  Σ−1/2P ΣQΣ−1/2P . Let H2(P,Q) denote the squared Hellinger distance
between distributions P and Q and use the following formula for the squared Hellinger distance
between two multivariate normal distributions
H2(N(µ1 ,Σ1),N(µ2 ,Σ2))  1− det(
∑
1)1/4 det(
∑
2)1/4
det
(∑
1 +
∑
2
2
)1/2 exp {−18 (µ1 − µ2)T (∑1 +∑22 )−1 (µ1 − µ2)
}
,
and so
H2(P′,Q′)  1 − det(A)
1/4
det
( I+A
2
)1/2 exp {−18 (µP − µQ)TΣ−1/2P ( I + A2 )−1Σ−1/2P (µP − µQ)
}
.
Since
√
H2(P′,Q′)(2 − H2(P′,Q′)) > TV(P′,Q′) > 1 − ε, we have H2(P′,Q′) > 1 − √2ε and hence
det(A)1/4
det
( I+A
2
)1/2 6 √2ε · exp {18 (µP − µQ)TΣ−1/2P ( I + A2 )−1Σ−1/2P (µP − µQ)
}
. (7.1)
Since we are assuming condition (1) does not hold, if we let v  Σ−1/2P
( I+A
2
)−1
Σ
−1/2
P (µP − µQ), then
〈µP − µQ , v〉 6
√
log(1/ε) ·
√
〈v , (ΣP + ΣQ)v〉
6
√
log(1/ε) ·
√
〈µP − µQ , v〉 ,
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using the definition of v. And so, 〈µP − µQ , v〉 6 log 1/ε. Plugging this back into Equation (7.1),
we get
det(A)1/4
det
( I+A
2
)1/2 6 √2ε · (1/ε)1/8 6 √2 · ε3/8 .
Let the eigenvalues of A be given by λ1 , . . . , λd . Expanding detA 
∏d
i1 λi and det(I + A)/2 
2−d
∏d
i1(1 + λi) and taking logs, then using an argument identical to [DKS17], Lemma B.4, we get
d∑
i1
min(| log λi |, (log λi)2) > Ω(log(1/ε)) . (7.2)
Hence, when condition (1) does not hold, Equation (7.2) holds. If condition (2) also fails, λi ∈
[1/√log(1/ε),√log(1/ε)]. Under these circumstances, we want to show that case (3) holds. By
Claim 7.1,
‖I − A‖2F > Ω
(
log(1/ε)
log log(1/ε)
)
,
completing the proof. 
Claim 7.1. For all a > e and all x ∈ [1/a , a],
min(| log x |, (log x)2) 6 O(log a) · (1 − x)2 .
Proof. To see this, first observe that min(| log x |, (log x)2)  (log x)2 if x ∈ [1/e , e] and otherwise
min(| log x |, (log x)2)  | log x |.
For x ∈ [1/e , e], the maximum value of (log x)2/(1 − x)2 is 1/(1/e − 1)2 when x  1/e. So we are
done for x ∈ [1/e , e].
Next we must show | log x | 6 O(log a)(1 − x)2 for x ∈ [1/a , 1/e] ∪ [e , a]. Consider the case
x ∈ [e , a]. Then we have 0 6 log x  log(1 + (x − 1)) 6 (x − 1) 6 (x − 1)2, using x − 1 > 0. The
last case to address is x ∈ [1/a , 1/e]. In this case, (1 − x)2 > (1 − 1/e)2 and | log x | 6 log a, which
completes the proof. 
8 Reduction to Constant-Accuracy Clustering and Proof of Main Theo-
rem
In this section, we show that a list of candidate rough clusterings suffices to obtain our desired
robust learning algorithm. We start by showing (Proposition 8.3) that if we had a single rough
clustering, this would suffice. Unfortunately, our clustering algorithm does not provide us with
a single set of clustered points. Instead, it gives us a large list of hypothesis clusterings with the
high probability guarantee that at least one of them is correct. It turns out that using this weaker
guarantee also suffices for our purposes.
Let the overlap of two distributions P and Q be L(P,Q)  ∫ min{dp , dq}. Note that this is
1 − TV(P,Q). Let h(P,Q)  − log(L(P,Q)). We will need the following lemma.
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Lemma 8.1. Let A and B be two Gaussians with h(A, B)  O(1). If D ∈ {A, B}, then

x∼D
[
1/ε > A(x)
B(x) > ε
]
> 1 − poly(ε) .
Proof. Without loss of generality, let A be(0, I) and take the probability measure with respect to
A, i.e., D  A. The ratio B(x)/A(x)  exp(q(x)) for some quadratic polynomial q. Since the overlap
of A and B is large, q must have constant L2 norm with respect to A. The result then follows from
Gaussian concentration for degree-2 polynomials. 
We will need a triangle inequality using ideas from [DKS17].
Lemma 8.2. If A, B, C are Gaussian distributions with h(A, B)  O(1), then
h(A, C)  O(1 + h(B, C)) . (8.1)
Proof. From [DKS17] it follows that for Gaussians G and H it holds h(G,H)  hΣ(G,H) + hµ(G,H),
where hΣ(G,H)  h(G′,H′) and G′, H′ are the mean 0 translates of G and H, respectively. By
Proposition B.6 of that paper,
hµ(G,H)  inf
x
((x − µG)Σ−1G (x − µG) + (x − µH)Σ−1H (x − µH))/4 .
From Proposition B.3 of that paper we have that
hΣ(A, C)  O(hΣ(A, B) + hΣ(B, C)) .
Therefore, it suffices to prove that
hµ(A, C)  O(1 + hµ(B, C)) .
Note that we have
hµ(B, C)  ((x − µB)Σ−1B (x − µB) + (x − µC)Σ−1C (x − µC))/4 ,
for some appropriately chosen x. Using that same value of x, we have that
hµ(A, C) 6 ((x − µA)Σ−1A (x − µA) + (x − µC)Σ−1C (x − µC))/4 .
The latter term is O(hµ(B, C)), while the former is E  (x − µA)Σ−1A (x − µA). Since h(A, B)  O(1), it
is clear that ΣA  Θ(ΣB), and hence
E  O((x − µA)Σ−1B (x − µA))  O((x − µB)Σ−1B (x − µB) + (µA − µB)Σ−1B (µA − µB)) ,
which is clearly O(hµ(B, C) + 1). 
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Proposition 8.3. Let X 
∑k
i1 wiGi be a k-mixture of Gaussians with h(Gi ,G j) at least a sufficiently large
constant multiple of log(k/ε) for all i , j. Let X′ be an ε-corrupted version of X and N a sufficiently large
polynomial in dk/ε. Let S be a set of N random samples from X′. Let T1 , . . . , Tk ⊂ S be sets of samples so
that, for some sufficiently small constant c > 0, if Si is the set of samples in S that were drawn from the i-th
component of X, then |Ti ∩ Si | > (1 − c)min(|Ti |, |Si |) for all i ∈ [k]. There exists an algorithm that given
S, the Ti’s and an additional set of N independent samples from X′, returns a set of weights ui such that∑k
i1 |ui − wi |  O(ε) and a list of Gaussians H1 , . . . ,Hk so that
∑k
i1 wiTV(Hi ,Gi) 6 O(ε log(1/ε)) for
all i ∈ [k].
Proof. First, we note that we can assume that wi > ε/k for all i ∈ [k]. The clusters with smaller
weight can be identified with high probability by the size of the corresponding set Ti . The
contribution to our sum of wiTV(Hi ,Gi) from such clusters is O(ε), and treating all samples from
such clusters as an additional source of error keeps the error rate at O(ε). We will assume this
throughout the rest of the argument.
For each remaining cluster Ti , we note that Ti has 1 − c overlap with a large set of random
samples from Gi . This means that it can be thought of as a set of independent samples from Gi
with a c-fraction of them adversarially corrupted. Applying the algorithm from [DKK+16] for
robustly learning a single Gaussian to each component cluster, we can learn Gaussians H˜i so that,
TV(Gi , H˜i) < 1/10, and thus h(Gi , H˜i)  O(1).
Note that, by repeated applications of Lemma 8.2, this implies that for i , j that h(Gi , H˜ j) is at
least a large multiple of log(k/ε). This in turn implies that ∫ min(1i(x), h˜ j(x))dx is a low-degree
polynomial in ε/k, where 1i(x) and h˜ j(x) are the probability density functions of Gi and H˜ j ,
respectively. This on the other hand is equal to

x∼Gi
[min(1, H˜ j(x)/Gi(x))] .
Thismeans that except with probability (ε/k)we have that H˜ j(x)/Gi(x) is at most a small polynomial
in (ε/k).
Given these H˜i , we cluster the remaining N samples in the following way. We associate each
sample x to the cluster i for which the probability density function of H˜i(x) is largest. We claim that
among the samples drawn from the component Gi , all but an O(ε/k)-fraction of them end up in
cluster i. This is because since h(Gi , H˜i)  O(1), Lemma 8.1 implies that for all but an ε/k fraction
of these samples we have that H˜i(x)/Gi(x) > poly(ε/k). However, for all but an ε/k-fraction of
these samples we have that all other H˜ j(x)/Gi(x) are less than a smaller polynomial in ε/k.
Therefore, all but an ε/k fraction of samples from Gi are assigned to the i-th cluster. Hence,
among all N samples, all but an ε-fraction of them are non-corrupted samples that are assigned to
the correct cluster. For each i, let εi be the fraction of samples assigned to the i-th cluster coming
from other components or from errors plus the fraction of samples from the i-th component that
were corrupted. It is easy to see that
∑k
i1 wiεi  O(ε). Finally, running the robust estimation
algorithm of [DKK+16], we can compute estimates Hi so that TV(Hi ,Gi)  O(εi log(1/εi)) with
high probability. Thus, the final error is
∑
wiO(εi log(1/εi)), which is O(ε log(1/ε)) by Jensen’s
inequality applied to the concave function x log(1/x).
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Finally, we note that learning the desired hypothesis weights ui so that
∑ |ui − wi |  O(ε) is
quite simple. It suffices to take sufficiently many random samples from X′ and define the ui ’s based
on what fraction of these samples lie within each bin. This completes the proof. 
The above proposition would have been sufficient if our clustering algorithm returned a single
rough clustering. We can use Proposition 8.3 with an appropriate hypothesis testing routine (see,
e.g., [DDS12, DDS15]) to handle the fact that our clustering algorithm produces a list of candidate
clusterings one of which is accurate.
Corollary 8.4. Letting X and X’ be as in Proposition 8.3 withminwi at least a sufficiently large multiple of
ε log(1/ε), a set of S samples from X′, and given a collectionH of k-tuples of sets of samples T1 , . . . , Tk
so that at least one such k-tuple satisfies the conditions in Proposition 8.3, there exists an algorithm that
given H , and poly(log(|H |)kn/ε) additional samples from X′, returns a list of weights u1 , . . . , uk and
Gaussians H1 , . . . ,Hk so that
∑
i |ui − wi |  O(ε) and
∑
i wiTV(Hi ,Gi)  O(ε log(1/ε)). The algorithm
runs in time polynomial in the number of samples and |H |.
Proof. For each clustering inH , we can apply the algorithm of Proposition 8.3 to learn a distribution
Xi 
∑
uiHi . We note that for any clustering with Ti having (1 − c)-agreement with the samples
from Gi for each i, by Proposition 8.3, we have that TV(Xi ,X)  O(ε log(1/ε)) and thus by the
triangle inequality TV(Xi ,X′)  O(ε log(1/ε)). For technical reasons that will become apparent
later, we throw away any hypothesis Xi for which the components do not have pairwise overlap
bounded by a sufficiently large power of (ε/k). We note that at least one close hypothesis should
remain. From there, some of the additional samples can be used to run a tournament to find one of
the Xi (call it X0) so that TV(X0 ,X′) 6 3mini TV(Xi ,X′) + ε  O(ε log(1/ε)).
If our goal was merely to learn X to small total variation distance, we would be done. Since
we want to do parameter estimation, further work is required. We note that both X and X0 are
mixtures of Gaussians whose clusters have pairwise overlap bounded by a large power of (ε/k),
and furthermore that TV(X,X0)  O(ε log(1/ε)). By Theorem B.3 of [DKS17], this implies that
for some appropriate permutation of the clusters we have that TV(uiHi , wiGi)  O(ε log(1/ε)),
which implies that TV(Hi ,Gi) < 1/2, or h(Hi ,Gi)  O(1). Given this, we can divide our additional
samples of X into clusters based on which Hi provides them with the highest probability density
value. As argued in the proof of Proposition 8.3 all but an ε-fraction of these samples are correctly
clustered. Feeding these clusters back into Proposition 8.3 (or just using a robust learning algorithm
on them directly) gives our result. 
Proof of Theorem 1.2. In the case of uniform mixtures, our main theorem follows immediately by
putting together Lemma 3.1 andCorollary 8.4. See SectionC for the case of nonuniformmixtures. 
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APPENDIX
A Omitted Proofs from Section 3
Proof of Lemma 3.3. The algorithm split iterates the following subroutine to build the list of subsets
R1 , . . . , Rm .
1. Given current list of subsets R1 , . . . , Rt , let R(w)  ∑i<R1∪...∪Rt wi .
2. Find ˜ which maximizes ˜R(w) over all ˜ in C.
3. Choose a random i ∼ [n]with probability pi  ˜wi/∑ j6n ˜w j .
4. Create the set Rt+1 ⊆ [n] by including each j ∈ [n] independently with probability
˜wiw j/˜wi .
Let us first analyze the expected size of each Rt . At any iteration t of split, we have
 |Rt |  
i
∑
j∈[n]
 1( j ∈ Rt given that row i is chosen) 
∑
i6n ˜wiw j∑
i6n wi

(n/k)2
n/k 
n
k
where we have used that ˜ satisfies
∑
i6n wi  n/k.
Next let us analyze the expected fraction of Rt which lies in one of S or T. Consider first the
case that split chooses i ∈ S′. Then
 [|Rt ∩ T′ | | i ∈ S′]  1∑
i∈S′ ˜wi
∑
i∈S′, j∈T′
˜wiw j 6
1∑
i∈S′ ˜wi
· δn2
by hypothesis. It follows that
min(|Rt ∩ S′ |, |Rt ∩ T′ |) 6 δn2 .
Finally, let R′t  ∪s6tRt be the indices chosen by the algorithm in some iteration up to t. How
many new indices are chosen in iteration t + 1? That is, we want to bound |R′t+1 \ R′t | For this, we
need a lower bound on ˜
∑
i∈[n], j<R′t wiw j .
By hypothesis, the uniform distribution on (indicator vectors for) the sets S1 , . . . , Sk is in C.
Note that

a∼[k]
|Sa | |Sa ∩ R′t | 
n
k
· 
a∼[k]
|Sa ∩ R′t | 
n
k2
|R′t | .
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So, we may assume that the ˜ found by split at iteration t + 1 has ˜
∑
i∈[n], j<R′t wiw j >
n(n−|R′t |)
k2 .
By the same analysis as before,
 |R′t+1 \ R′t | >
n − |R′t |
k
.
Thus, taking O(k log 1/η) iterations,
 |R′t | > n(1 − η) .

Proof of Corollary 3.7. Let η  k−(C+2)/2. We start with the case that there is a hyperplane separating
the mixture.
Case 1: Suppose there is a direction v such that a , b ∈ [k] which maximize 〈µa − µb , v〉2 in fact
satisfy 〈µa − µb , v〉2 > maxp∈[k]〈v ,Σpv〉/η. Note that
〈v ,Σv〉  1
k2
∑
a ,b6k
〈µa − µb , v〉2 + 1k
∑
a6k
〈v ,Σav〉 .
In this case, 1k
∑
a6k 〈v ,Σav〉 6 η〈µa − µb , v〉2, and hence we have that 〈µa − µb , v〉2 > 〈v ,Σv〉/2.
Furthermore, by averaging there is a t ∈ such that every p ∈ [k]has |〈v , µp〉−t | > |〈µa−µb , v〉|/k >
(η1/2k)−1maxp 〈v ,Σpv〉1/2. Let S  {a ∈ [k] : 〈v , µp〉 6 t} and T  [k] \ S. Then for all a ∈ S, b ∈ T,
we have
〈µa − µb , v〉2 > max
{ 〈v ,Σav〉 + 〈v ,Σbv〉
2ηk2
,
〈v ,Σv〉
k2
}
>
{ 〈v ,Σav〉 + 〈v ,Σbv〉
kC
,
〈v ,Σv〉
k2
}
Case 2: Suppose there is a direction v ∈ d such that if we assume WLOG that 〈v ,Σ1v〉 >
. . . > 〈v ,Σkv〉 then there is an index i > 1 such that 〈v ,Σiv〉 6 k−(C′)i 〈v ,Σv〉. Then if we let
S  { j ∈ [k] : j < i} and T  [k] \ S, we have that for all a ∈ S and b ∈ T that
〈v ,Σbv〉
〈v ,Σv〉 6 k
−(C′)i 6 (k−(C′)i−1)C′ 6
( 〈v ,Σav〉
〈v ,Σv〉
)C′
,
and, furthermore, that 〈v ,Σbv〉 6 k−C′ 〈v ,Σav〉.
Case 3: Now suppose that cases 1 and 2 fail. By the failure of case 2, in every direction v, if we
order 〈v ,Σ1v〉 > . . . > 〈v ,Σkv〉, thenwehave both 〈v ,Σ1v〉 6 k〈v ,Σv〉 and 〈v ,Σkv〉 > k−(C′)k 〈v ,Σv〉.
So 〈v ,Σ1v〉/〈v ,Σkv〉 6 k(C′)k+1. Thus, no pair of Gaussians in the mixture is ε-variance separated
(see Lemma 3.6) for ε  2−k6(C
′)k+6 .
By the failure of case 1, in every direction v the maximal mean separation 〈µa − µb , v〉2 is
bounded by
〈µa − µb , v〉2 6 kC+1〈v ,Σ1v〉 6 kC+1 · k · 〈v ,Σv〉 6 k · kC+1 · k(C′)k 〈v ,Σkv〉 .
So, no pair of Gaussians in the mixture can be ε-mean separated, for ε  2−k6(C
′)k+6C+6 .
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Let ε  2−k6(C
′)k+6C+6 . Since we have assumed that every pair of Gaussians in the mixture has
overlap at most  2−k10(C
′)k+10C+10 , all pairs must be ε-covariance separated.
Since every pair fails to be ε-variance separated, every pair a , b ∈ [k] has Ω(log ε)−1/6Σa 
Σb  O(log 1/ε)1/6Σa . And, by Lemma 3.6, every pair a , b has ‖I − Σ−1/2a ΣbΣ−1/2a ‖2F >
Ω(log 1/ε/log log 1/ε). Furthermore, we claim that Σ  O(log 1/ε)Σa . To see this, note that
for any v ∈ d ,
〈v ,Σv〉  1
k2
∑
p ,q6k
〈µp − µq , v〉2 + 1k
∑
p6k
〈v ,Σpv〉
6
1
k2
∑
p ,q6k
O(log 1/ε)1/6(〈v ,Σpv〉 + 〈v ,Σqv〉) + 1k
∑
p6k
〈v ,Σpv〉
6 O(log 1/ε)1/3〈v ,Σav〉
where we have used twice that case 1 fails. It follows that ‖Σ1/2Σ−1/2a ‖22 6 O(log 1/ε)1/3, and
‖Σ−1/2b Σ1/2a ‖22 6 O(log 1/ε)1/3.
Now we can simply compute that
‖Σ1/2a AabΣ1/2a ‖F  ‖I − Σ−1/2a ΣbΣ−1/2a ‖2 6 O(1) · ‖I − Σ
−1/2
a ΣbΣ
−1/2
a ‖F
log 1/ε/log log 1/ε
and
‖Σ1/2AabΣ1/2‖F 6 ‖Σ1/2Σ−1/2a ‖22 ‖I − Σ−1/2a ΣbΣ−1/2a ‖F 6 O
( ‖I − Σ−1/2a ΣbΣ−1/2a ‖2F
(log 1/ε)1/3
)
and similarly for ‖Σ1/2b AabΣ1/2b ‖. 
Proof of Lemma 3.5. An application of Hoeffding’s inequality and a union bound implies that in n
samples, each Sa , for a ∈ [k], has ((1±δ)/k)n samples with probability 1−O(k) exp(−O(1) · (δ/k)2 ·n).
We will henceforth assume that this event occurs.
Wenowbound fromabove the probability of each of the following events defined inDefinition 3.4
over X1 , . . . ,X |Sa | drawn from Ga .
1. E1(a) : ∃v ∈ d . X∼{X1 ,...,X |Sa |}[〈X − µa , v〉2 > log(1/ξ) · 〈v ,Σav〉] > (1 − ξ).
2. E2(a) : ∃v ∈ d . X,Y∼{X1 ...,X |Sa |}[〈X − Y, v〉2 6 ξ2〈v ,Σav〉] > (1 − ξ).
3. E3(a) : ∃A ∈ d×d . X,Y∼{X1 ...,X |Sa |}[|〈(X − Y)⊗2 ,A〉 − 2〈Σa ,A〉| > O(1) log(1/ξ) · ‖ΣaA‖F] >
(1 − ξ).
4. E4(a) : for all even s 6 t for all i ∈ [k], 1|Sa |∑i∈Sa[Σ−1/2a (Xi − µa)]⊗s −Ms
2 6 d−2tδ ,
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where Ms  1∼N(0,Id) 1⊗s is the s-th moment tensor of the standard Gaussian and
µa 
1
|Sa |
∑
i∈Si
Xi , and Σa 
1
|Sa |
∑
i∈Sa
(Xi − µi)(Xi − µa)> .
Events E1 , E2 , E3 occur with vanishing probability by standard arguments on uniform con-
vergence of empirical CDFs to population CDFs. (To obtain uniform convergence across all
v ∈ d ,A ∈ d×d , it suffices to observe that the VC dimension of halfspaces in m is at most
poly(m).)
Getting bounds on the probability of E4(a) is more complicated. Recall that X is drawn
from N(µi ,Σi). Let Y ∼ N(0, I). Then X can be simulated by drawing Σ1/2i Y + µi . Since
Σ
−1/2
i (X − µi)  Σ
−1/2
i Σ
1/2
i Y + Σ
−1/2
i (µi − µi). The question hence reduces to showing 1|Si |∑j∈Si[Σ−1/2i Σ1/2i Yj + Σ−1/2i (µi − µi)]⊗s −Ms

2
F
6 d−2tδ ,
where Yj ∼ N(0, I). We will make use of the following concentration inequality (see, e.g., [O’D07]):
Lemma A.1. Any degree-d polynomial f (A1 , . . . ,An) of independent centered Gaussian random variables
A1 , . . . ,An satisfies

[ f (A) −[ f (A)] > τ] 6 O(1) · e−( τ2RVar( f (A)) )1/d ,
where R is a universal constant.
We start by showing that the singular values of Σa
−1/2
Σ
1/2
a are close to 1, and ‖Σa(µ − a − µa)‖ is
close to 0.
For the second claim, note that µa − µa  1|Sa |
∑
j∈Sa (X j − µa). Applying Lemma A.1 with
fl(X1 , . . . ,Xn) : 1|Sa |
∑
j∈Sa (X j − µa)l gives us

[(µa − µa)l  > τ(Σa)1/2l ,l ] 6 O(1) · e−(O(1)·(n/k)·τ2) .
A union bound over each index then gives

[
‖µa − µa ‖22 > τ2
∑
l
(Σa)l ,l
]
6 O(1) ·
∑
l
e−(O(1)·(n/k)·τ2) .
Now observe that for a unit vector v, we have
‖Σ1/2a v‖22 
∑
i , j
viv j(Σa)i , j 6
∑
i , j
viv j
√
(Σa)i ,i · (Σa) j, j 6
(∑
i
vi
√(Σa)i ,i)2 6 ‖v‖22 ∑
i
(Σa)i ,i .
Scaling τ again by 1/(log(d)), we see for some of unit norm vector v,

[
‖µa − µa ‖22 > O(τ2)‖Σ1/2a v‖22
]
6 O(1) ·
∑
l
e−(O(1)·(n/k)·τ2/log(d)) 6 O(1) · exp(−O(n/k)τ2) .
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Thus, with probability 1 − exp(−O(n/k)τ2), we have
‖µa − µa ‖22 6 ‖Σ1/2a v‖22 ,
for some v with norm at most τ. Since Σa is full rank, we can assume that µa − µa  Σ1/2a v, for some
v whose norm is bounded by τ.
For the first claim, observe that by standard matrix concentration results (see, e.g., [Ver10])
we have that Σ̂a : 1|Sa |
∑
j∈Sa (X j − µa)⊗2 satisfies (1 − τ)Σa 4 Σ̂a 4 (1 + τ)Σa with probability
1 − exp(−O(1) · (n/k) · τ2/d). However, in our case, we have Σa  1|Sa |
∑
i∈Sa (Xi − µa)(Xi − µa)>.
Adding and subtracting µa , a small calculation gives us
Σa 
1
|Sa |
∑
i∈Sa
(Xi − µa + µa − µa)⊗2

1
|Sa |
∑
i∈Sa
(Xi − µa)⊗2 + 3(µa − µa)⊗2 .
Hence, we see Σa  Σ̂a ± 3(µa − µa)⊗2. This means for any v, and some u having norm 6 τ
〈v ,Σav〉  〈v , Σ̂av〉 + 3〈v , µa − µa〉2
 〈v , Σ̂av〉 + 3〈v ,Σ1/2a u〉2
 〈v , Σ̂av〉 + 3〈Σ1/2a v , u〉2
6 ‖Σ1/2a v‖22 + 3‖Σ1/2a v‖22 ‖u‖22
6 ‖Σ1/2a v‖22 (1 + 3τ)  〈v ,Σav〉(1 + O(τ)) .
A similar argument holds to give us a lower bound, ultimately showing that
(1 − τ)Σa 4 Σa 4 (1 + τ)Σa . (A.1)
This in turn implies that the singular values of Σ
−1/2
a ΣaΣ
−1/2
a are 1 ± τ, and so the singular values of
Σ
−1/2
a Σ
1/2
a are 1 ±
√
τ. Hence, we get
‖Σ−1/2a (µa − µa)‖2  ‖Σ
−1/2
a Σ
1/2
a v‖2 6 O(τ2) .
Finally, we see that Σ
−1/2
a Σ
1/2
a Yj + Σ
−1/2
a (µa − µa)  Yj ± τu for some unit vector u, and so
[Σ−1/2a Σ1/2a Yj + Σ−1/2a (µa − µa)]⊗s  [Yj ± O(τ)u]⊗s  Y⊗sj ± D j ,
where ‖D j ‖2F 6 exp(O(s)) · τ · ‖Yj ‖2(s−1)2 . Therefore, 1|Sa | ∑j∈Sa[Σ−1/2a (X j − µa)]⊗s − 1|Sa |
∑
j∈Sa
Y⊗sj

2
F
6 exp(O(s)) · τ · 1|Sa |
∑
j∈Sa
‖Yj ‖2(s−1)2
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6 exp(O(s log(s))) · τ ,
where the final inequality follows from the fact that the 2(s − 1)-th moment of a Gaussian random
variable is at most exp(O(s log(s))), and from concentration similar to what we show below.
Wenowbound the Frobenius normdifference between the empirical andpopulation expectations
of Y⊗sj . Applying Lemma A.1 entrywise, we see for entry T ∈ [d]s we get

©­«©­« 1|Sa |
∑
j∈Sa
Y⊗sj
ª®¬T −[Y⊗s]Tª®¬
2
> τ2
 6 O(1) · e−
(
O(n/k)· τ2exp(O(s))
)1/s
.
A union bound over all entries gives us


∑
T∈[d]s
©­«©­« 1|Sa |
∑
j∈Sa
Y⊗sj
ª®¬T −[Y⊗s]Tª®¬
2
> dsτ2
 6 O(1) · e−
(
O(n/k)· τ2exp(O(s))
)1/s
.
Finally, rescaling τ, a union bound over all entries gives us


∑
T∈[d]s
©­«©­« 1|Sa |
∑
j∈Sa
Y⊗sj
ª®¬T −[Y⊗s]Tª®¬
2
> d−2tδ
 6 O(1) · e−
(
O(n/k)· δ2
exp(O(s))d4t
)1/t
.
Hence, overall we see the probability of E j(a) for any fixed a ∈ [k] is 1 − O(k) · exp(−O(1) · nk ·
δ2
exp(O(t))d4t )1/t − O(1)kn . If n > poly(k) · log(1/γ)O(t) · (2d)
O(t)
δ2
, then the deterministic conditions hold
with probability 1 − γ. This completes the proof. 
B Omitted Proofs from Section 5
B.1 Proof of Lemmas 5.1 and 5.2
We give the proof of Lemma 5.1. The proof of Lemma 5.2 is almost identical.
Proof of Lemma 5.1. We start with the first statement, Eq. (5.1). By the axioms ofA, we know that
for every homogeneous degree-s polynomial q,
A `2t ©­«
〈
2
n
∑
i∈[n]
wi[Σ−1/2(X′i − µ(w))]⊗s , q
〉
− 
1∼N(0,Id)
q(1)ª®¬
2
6 δd−2t ·
∑
α⊆[n],|α |6s
q̂(α)2 . (B.1)
(By abuse of notation, q also denotes the s-tensor of q’s coefficients.)
Set q(X)  p(Σ1/2X + µ(w)) (which is not necessarily homogeneous), so that
A `2t 
1∼N(0,Id)
q(1)  
1∼N(µ(w),Σ(w))
p(1)
and
A `2t wip(X′i)  wiq(Σ−1/2(X′i − µ(w)))
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(here we used the axioms Σ1/2Σ−1/2wi(X′i − µ(w))  wi(X′i − µ(w))). So it is sufficient to bound
©­«
〈
2
n
∑
i∈[n]
wi[Σ−1/2(X′i − µ(w))]⊗s , q
〉
− 
1∼N(0,Id)
q(1)ª®¬
2
.
Split q into homogeneous parts (with respect to the x variables) q  q0 + q1 + . . . + qt/2. Then by
Cauchy-Schwarz it will be enough to bound each of
©­«
〈
2
n
∑
i∈[n]
wi[Σ−1/2(X′i − µ(w))]⊗s , q j
〉
− 
1∼N(0,Id)
q j(1)ª®¬
2
separately, losing a factor of 2t . In each case, by the moment axioms ofA,
A `2t ©­«
〈
2
n
∑
i∈[n]
wi[Σ−1/2(X′i − µ(w))]⊗s , q j
〉
− 
1∼N(0,Id)
q j(1)ª®¬
2
6 δd−2t ·
∑
α⊆[n],|α | j
q̂(α)2 . (B.2)
Now we are done by observing that
∑
α⊆[n],|α |6t/2 q̂(α)2  d2t tO(t)1∼N(0,Id) q(1)2 
1∼N(µ(w),Σ(w)) p(1)2.
Next we prove Eq. (5.2) as a corollary of Eq. (5.1). For each i ∈ [n], we apply Eq. (5.1) to
p(X′i − X′j). For each i, we get
A `O(t) ©­« kn
n∑
j1
w jp(X′i − X′j) − 
1∼N(µ(w),Σ(w))
p(X′i − 1)ª®¬
2
6 tO(t) · δ ·
(

1∼N(µ(w),Σ(w))
p(X′i − 1)2
)
.
Similarly, applying Eq. (5.1) once again to 1∼N(µ(w),Σ(w)) p(X′i − 1), we get
A `O(t)
(
k
n
n∑
i1
wi 
1∼N(µ(w),Σ(w))
p(X′i − 1) − 
1′,1∼N(µ(w),Σ(w))
p(1′ − 1)
)2
6 (2t)O(t) · δ · 
1′∼N(µ(w),Σ(w))
(

1∼N(µ(w),Σ(w))
p(1′ − 1)
)2
6 (2t)O(t) · δ · 
1′∼N(µ(w),Σ(w))
(

1∼N(µ(w),Σ(w))
p(1′ − 1)2
)
,
where the final inequality follows from applying Cauchy-Schwarz to the inner expecta-
tion. To finish the proof of (5.2), we use the triangle inequality by adding and subtracting
k
n
∑n
i1 wi 1∼N(µ(w),Σ(w)) p(X′i − 1) and using the inequalities above. By a calculation, it can be
verified that
A `O(t) ©­«
(
k
n
)2 n∑
i , j1
wiw jp(X′i − X′j) − 
1∼N(0,2Σ(w))
p(1)ª®¬
2
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6 (2t)O(t) · δ2 · k
n
n∑
i1
wi 
1∼N(µ(w),Σ(w))
p2(X′i − 1) + 
1′,1∼N(µ(w),Σ(w))
p(1′ − 1)2
 (2t)O(t) · δ2 · 
1∼N(0,2Σ(w))
p(1)2 .
Finally, if p is a square, we can bound the RHS from above by
(2t)O(t) · δ2 ·
(

1∼N(0,2Σ(w))
p(1)
)4
via Corollary 5.5. This completes the proof of Lemma 5.1. 
B.2 Proof of Lemma 5.3
We turn now to the proof of Lemma 5.3, which will use three claims, all proved below.
The first claim establishes bounds on the difference between the empirical distribution of a
polynomial on the uncorrupted samples X1 , . . . ,Xn and the ghost samples X′1 , . . . ,X
′
n . For technical
convenience, the claim allows for polynomials in multiple samples (the case u > 1 below).
Claim B.1 (Glorified Cauchy-Schwarz). Let f : (d)u →  be a symbolic polynomial of degree-t/4.
For all u ∈  and S1 , . . . , Su ⊆ [n] each having size n/k, we have
A `O(t) ©­« k
u
nu
∑
j1∈S1 ,..., ju∈Su
(Πi6uw ji )( f (Yj1 , . . . ,Yju ) − f (X′j1 , . . . ,X′ju ))
ª®¬
2
6 Ou(k2u) · ε2 · k
u
nu
∑
j1∈S1 ,..., ju∈Su
(Πi6uw ji ) f (Yj1 , . . . ,Yju )2
+ Ou(k2u) · ε2 · k
u
nu
∑
j1∈S1 ,..., ju∈Su
(Πi6uw ji ) f (X′j1 , . . . ,X′ju )2 .
The second claim bounds the terms on the right-hand side of the conclusion of Claim B.1 in the
case that f (x , y) : 〈x − y , v〉s for some v ∈ d .
Claim B.2. For all v ∈ d , a , b ∈ [k], and s 6 t/10,
A `t ©­« k
2
n2
∑
i∈Sa , j∈Sb
wiw j 〈Yi − Yj , v〉2sª®¬
2
6 k4 · (2s)O(s) · (〈v ,Σav〉2s + 〈v ,Σbv〉2s + 〈µa − µb , v〉4s ) .
(B.3)
A `t ©­« k
2
n2
∑
i∈Sa , j∈Sb
wiw j 〈X′i − X′j , v〉2sª®¬
2
6 k4 · (2s)O(s) · 〈v ,Σ(w)v〉2s . (B.4)
The last claim bounds the right-hand side of Claim B.1 in the case that f (x , y , z , w) (〈x − y ,A(x − y)〉 − 〈z − w ,A(z − w)〉)2, for some A ∈ d×d .
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Claim B.3. For all A ∈ d×d , a , b ∈ [k], and s 6 t/10, if 1(x , y , v , z) (〈x − y ,A(x − y)〉 − 〈v − z ,A(v − z)〉)2, we have that
A `t ©­« k
4
n4
∑
(i , j)∈Sa ,(r,l)∈Sb
wiw jwrwl1(Yi ,Yj ,Yr ,Yl)2ª®¬
2
(B.5)
6 k8 · O
(
‖Σ1/2a AΣ1/2a ‖8F + ‖Σ1/2b AΣ1/2b ‖8F + 〈Σa − Σb ,A〉8
)
. (B.6)
A `t ©­« k
4
n4
∑
(i , j)∈Sa ,(r,l)∈Sb
wiw jwrwl1(X′i ,X′j ,X′r ,X′l)2
ª®¬
2
6 k8 · O(‖Σ1/2AΣ1/2‖8F). (B.7)
Proof of Lemma 5.3. Items (1) and (2) follow immediately from Claims B.1 to B.3. For item (3), we
use a similar argument as in the proof of Claim B.1, presented here for completeness. Following the
same logic as in Claim B.1, we can write(
Tr(BTΣ′SB) − Tr(BTΣSB)
)2

[
1
n2
∑
i
wiw j
(
Tr(BT(X′i − X′j)(X′i − X′j)TB) − Tr(BT(Yi − Yj)(Yi − Yj)TB)
)]2
6
O(εk2)
n2
[∑
i
wiw j(‖B(X′i − X′j)‖4 + ‖B(Yi − Yj)‖4)
]
.
Applying Lemma 5.6 and Lemmas 5.1 and 5.2 finishes the argument. 
Now we turn to the proofs of Claims B.1 to B.3.
Proof of Claim B.1. For T ∈ S1 × . . . × Su , let YT  (Yi1 , . . . ,Yiu ), where T  (i1 , . . . , iu) and similarly
for XT . Let z′(T)  ∏i∈T zi1YiXi where zi are the indeterminates fromA. ThenA `t z′(T)( f (YT) −
f (X′T))  0, since
z′(T) ( f (YT) − f (X′T))
 z′(T) ( f (YT) − f (XT) + f (XT) − f (X′T))

∏
i∈T
zi1YiXi
(
f (YT) − f (XT)) +∏
i∈T
zi1YiXi
(
f (XT) − f (X′T)
)
 0 ,
where the final inequality follows from Πi∈T1YiXi ( f (XT) − f (YT))  0 and the axiomsAcorruptions.
Hence,
A `O(t)
(
ku
nu
∑
T∈S1×...×Su
(
∏`
∈T
w`)( f (YT) − f (X′T))
)2

(
ku
nu
∑
T∈S1×...×Su
(1 − z′(T))(
∏`
∈T
w`)( f (YT) − f (X′T))
)2
.
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By Cauchy-Schwarz and the axioms w2i  wi , we obtain
A `O(t)
(
ku
nu
∑
T∈S1×...×Su
(
∏`
∈T
w`)( f (YT) − f (X′T))
)2
(B.8)
6 8
(
ku
nu
∑
T∈S1×...×Su
(1 − z′(T))2
) (
ku
nu
∑
T∈S1×...×Su
(
∏`
∈T
w`)( f (YT)2 + f (X′T)2)
)
. (B.9)
SinceA `2 ∑i zi  (1 − ε)n and ∑i 1XiYi > (1 − ε)n, we see that
A `2
∑
i
(1 − zi1XiYi ) 
∑
i
zi(1 − 1XiYi ) + (1 − zi) 6
∑
i
(1 − 1XiYi ) +
∑
i
(1 − zi) 6 2εn .
Rearranging, we seeA `2 ∑ zi1XiYi > (1 − 2ε)n. Repeating this for S1 , . . . , Su , we get
A `t
∑
T∈S1×...×Su
z′(T) 
∑
T∈S1×...×Su
∏
i∈T
zi1YiXi 
∏
i6u
©­«
∑
j∈Si
z j1YjX j
ª®¬ > (1/k − 2ε)unu
and so ∑
T∈S1×...×Su
1 − z′(T) 6 (2uε)nu .
Combining with (B.9), we obtain
A `O(t)
(
ku
nu
∑
T∈S1×...×Su
(
∏`
∈T
w`)( f (YT) − f (X′T))
)2
6 8k2u(2uε)2
(
ku
nu
∑
T∈S1×...×Su
(
∏`
∈T
w`)( f (YT)2 + f (X′T)2)
)
.

Proof of Claim B.2. We start with (B.3). Observe that ` (a + b + c)2s < exp(O(s)) · (a2s + b2s + c2s )
implies that
〈Yi − Yj , v〉2s 6 2O(s) · (〈Yi − µa , v〉2s + 〈µa − µb , v〉2s + 〈Yj − µb , v〉2s) .
So, letting f (x)  〈x , v〉s , we have
A `t ©­« k
2
n2
∑
i∈Sa , j∈Sb
wiw j f 2(Yi − Yj)ª®¬
2
6
k4 exp(O(s))
n4
·
(
αa(w)
∑
i∈Sb
wi f 2(Yi − µb) + αb(w)
∑
i∈Sa
wi f 2(Yi − µa) + αa(w)αb(w) f 2(µa − µb)
)2
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6 exp(O(s)) · ©­« k
2αa(w)2
n2
(
k
n
∑
i∈Sb
f 2(Yi − µb)
)2
+
k2αb(w)2
n2
(
k
n
∑
i∈Sa
f 2(Yi − µa)
)2ª®¬
+ exp(O(s)) · k
2αa(w)2
n2
k2αb(w)2
n2
f 4(µa − µb) .
Since f is a degree-6 t/4 polynomial, we use Lemma 5.2 and Corollary 5.5. Since δ 6 0.1 and
αa(w)2 , αb(w)2 6 n2, we get
A `t ©­« k
2
n2
∑
i∈Sa , j∈Sb
wiw j f 2(Yi − Yj)ª®¬
2
6 (2s)O(s) ·
(

x∼N(0,2Σa)
[ f (x)2]2 + 
x∼N(0,2Σb)
[ f (x)2]2 + f 4(µa − µb)
)
.
Since f (x)2  〈x , v〉2s , we see

x∼N(0,2Σa)
[ f (x)2]2 6 sO(s) · 〈v ,Σv〉2s
and similarly for x∼N(0,2Σb)[ f (x)2]2, which finishes the proof of (B.3).
Moving on to (B.4), the reasoning is simpler. First of all, since 〈X′i − X′j , v〉2s is a square,
A `t ©­« k
2
n2
∑
i∈Sa , j∈Sb
wiw j 〈X′i − X′j , v〉2sª®¬
2
6
©­« k
2
n2
∑
i , j∈[n]
wiw j 〈X′i − X′j , v〉2sª®¬
2
.
Now using Lemma 5.1, we can bound the right-hand side above as
A `t ©­« k
2
n2
∑
i , j∈[n]
wiw j 〈X′i − X′j , v〉2sª®¬
2
6 k4 · (2s)O(s) ·
(

1∼N(0,2Σ(w))
〈1 , v〉2s
)2
.
Corollary 5.5 concludes the proof of (B.4). 
Proof of Claim B.3. The argument is similar to the proof of Claim B.2. We start with (B.6).
A `t 1(Yi ,Yj ,Yr ,Yl)2  〈(Yi − Yj)⊗2 − (Yr − Yl)⊗2 ,A〉4
 〈(Yi − Yj)⊗2 − Σa + Σa − Σb + Σb − (Yr − Yl)⊗2 ,A〉4
6 O(〈(Yi − Yj)⊗2 − Σa ,A〉4 + 〈Σa − Σb ,A〉4 + 〈Σb − (Yr − Yl)⊗2 ,A〉4) .
Proceeding as in the proof of Claim B.2,
A `t
©­­«
k4
n4
∑
(i , j)∈S2a ,(r,l)∈S2b
wiw jwrwl1(Yi ,Yj ,Yr ,Yl)2
ª®®¬
2
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6 O
(
k8
n8
)
· ©­­«αa(w)2
∑
(r,l)∈S2b
wrwl 〈(Yr − Yl)⊗2 − Σb ,A〉4
ª®®¬
2
+ O
(
k8
n8
)
· ©­«αb(w)2
∑
(i , j)∈S2a
wiw j 〈(Yi − Yj)⊗2 − Σa ,A〉4ª®¬
2
+ O
(
k8
n8
)
· αa(w)4αb(w)4 · 〈Σa − Σb ,A〉8 .
To finish the proof of (B.6), we just need to bound
(
k2
n2
∑
(i , j)∈S2a wiw j 〈(Yi − Yj)⊗2 − Σa ,A〉4
)2
. The
analogous argument for the Sb term above will be identical. By Lemma 5.2 and Corollary 5.5,
A `O(1) ©­« k
2
n2
∑
(i , j)∈S2a
wiw j 〈(Yi − Yj)⊗2 − Σa ,A〉4ª®¬
2
6 O
(

1∼N(0,2Σa)
(
〈11> ,A〉 − 
1∼N(0,2Σa)
〈11> ,A〉
)2)4
 O
(
‖Σ1/2a AΣ1/2a ‖8F
)
,
where the last step follows from the identity x∼N(0,I)(〈x , Bx〉 −x∼N(0,I)〈x , Bx〉)2  ‖A‖2F for any
matrix B.
Finally, (B.7) follows from the same reasoning as in the proof of (B.4) from Claim B.2, again
using the identity in variables Σ,Σ1/2 that 1∼N(0,Σ)(〈11> , B〉 −1∼N(0,Σ)〈11> , B〉)2  ‖Σ1/2BΣ1/2‖F
if (Σ1/2)2  Σ. 
Lastly, we can prove Lemma 4.5 using the same ideas:
Proof of Lemma 4.5. We can expand 2〈v ,Σ(w)v〉  ∑i , j∈[n] wiw j 〈X′i − X′j , v〉2. Then the lemma
follows by the same reasoning as in Lemma 5.3, case (1). 
B.3 Certifiable Anti-concentration: Proof of Lemma 5.7
In this section, we prove Lemma 5.7. As in [RY20a, KKK19], we prove the lemma using tools from
approximation theory. For completeness we provide a proof from basic tools in approximation
theory, following ideas from [DGJ+10].
The starting point is the following elementary fact from approximation theory.
Theorem B.4 (Jackson’s Theorem). For every bounded continuous function f : [−1, 1] →  and every
integer ` > 1, there is a degree-` polynomial J such that
sup
x∈[−1,1]
| J(x) − f (x)| 6 6 · sup
x ,y∈[−1,1]
{| f (x) − f (y)| : |x − y | 6 δ} .
51
We will also need the following amplifying polynomial, as in [DGJ+10] – the following fact
follows from the Chernoff bound.
Fact B.5 (See [DGJ+10], Claim 4.3). Let k > 0 be an even integer and let
Ak(u) 
∑
j>k/2
(
k
j
) (
1 + u
2
) j (1 − u
2
) k− j
.
The degree-k polynomial Ak satisfies
1. if u ∈ [3/5, 1] then Ak(u) ∈ [1 − e−k/6 , 1], and
2. if u ∈ [−1,−3/5] then Ak(u) ∈ [0, e−k/6],
3. if u ∈ [−1, 1] then Ak(u) ∈ [0, 1].
We also need a bound on the rate of growth of univariate polynomials.
Fact B.6 ([Riv74]). Let a(t) be a polynomial of degree at most d such that |a(t)| 6 1 for all t ∈ [−1, 1]. Then
for all t > 1, |a(t)| 6 |2t |d .
Now we prove Lemma 5.7.
Proof of Lemma 5.7. Let δ > 0 and let f (x) : [−1, 1] → [0, 1] be the following piecewise-linear
function:
f (x) 

0, |x | > 2δ
(x + 2δ)/δ, −2δ 6 x 6 −δ
1, |x |, 6 δ
(−x + 2δ)/δ, δ 6 x 6 2δ
.
The maximum slope of 0.9( f + 0.1) is 1/δ. By Theorem B.4, there is a degree-100/δ polynomial J(x)
such that | J(x) − 0.9( f (x) + 0.1)| 6 0.01, for all x ∈ [−1, 1]. Thus,
1. J(x) ∈ [0, 1] for all x ∈ [−1, 1].
2. J(x) 6 0.2 if x ∈ [−1,−2δ] ∪ [2δ, 1].
3. J(x) > 0.8 if x ∈ [−δ, δ].
For k to be chosen later, let Ak be as in Fact B.5. Then the degree d  100k/δ polynomial Ak(J(x))
satisfies
1. Ak(J(x)) ∈ [0, 1] for all x ∈ [−1, 1].
2. Ak(J(x)) ∈ [0, e−k/6] if x ∈ [−1,−2δ] ∪ [2δ, 1].
3. Ak(J(x)) ∈ [1, 1 − e−k/6] if |x | 6 δ.
4. |Ak(J(x))| 6 |2x |d for all |x | > 1.
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We note that the last item follows from Fact B.6. By construction, the same is true for Ak(J(−x)).
For L > 0 to be chosen later, let
pδ,k ,L(x) 
(
Ak(J(x/L)) + Ak(J(−x/L))
2
)2
.
Then
1. pδ,k ,L(x) ∈ [0, 1] for all x ∈ [−L, L].
2. pδ,k ,L(x) ∈ [0, e−k/6] if x ∈ [−L,−2δL] ∪ [2δL, L].
3. pδ,k ,L(x) ∈ [1, 1 − 2e−k/6] if |x | 6 δL.
4. |pδ,k ,L(x)| 6 |2x/L |2d for |x | > L.
5. pδ,k ,L is even.
Now we choose parameters in the following order. Let k(ε)  6 log(1/ε) + 1 and let L(ε) 
(log 1/e)C/ε for C > 0 a sufficiently large constant. Let δ(ε)  ε/L(ε). Let qε(x)  pδ(ε),k(ε),L(ε)(x).
Then the following holds:
1. qε(x) ∈ [0, 1] for all x ∈ [−L, L].
2. qε(x) ∈ [0, ε] if x ∈ [−L,−2ε] ∪ [2ε, L].
3. qε(x) ∈ [1, 1 − ε] if |x | 6 ε.
4. |qε(x)| 6 |2x |O((log(1/ε)/ε2)) for |x | > L.
5. qε is even.
It just remains to verify that x∼N(0,1) qε(x) 6 O(ε). We break up the expectation as

x∼N(0,1)
qε(x) · (1|x |6ε + 1|x |∈[ε,2ε] + 1|x |∈[2ε,L] + 1|x |>L) .
The first three terms are all at most O(ε) using our bounds above on qε. For the last term we have

x∼N(0,1)
qε(x)1|x |>L 6 (|x | > L)1/2 ·
(

x∼N(0,1)
(2x)O(log(1/ε)/ε2)
)1/2
6 e−L2/10 · (log(1/ε)/ε2)O(log(1/ε)/ε2) .
Since L2 > (1/ε2)(log 1/ε)C for sufficiently large C, this is at most O(ε). 
C Mixtures with Arbitrary Weights
In our main exposition, we have described an algorithm which learns a mixture of Gaussians
G1 , . . . ,Gk with uniform weights from corrupted samples. We sketch here how this algorithm and
its analysis may be adapted to learn a mixture of the form
∑k
i1 λiGi with (nonnegative) weights
λ1 + . . . + λk  1.
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General Weights to Uniform Weights We first describe a mapping from weighted mixtures to
non-weighted (i.e., uniform) mixtures. Given a weighted mixture with weights λ1 6 λ2 6 . . . 6 λk ,
we instead consider the un-weighted mixture with k′ > k components created as follows: for each
i ∈ [k], the unweighted mixture contains λi/λ1 copies of Gi , each with weight λ1  1/k′. It is not
hard to check that the k′-mixture described above produces is statistically indistinguishable from
the mixture with weights λi .
Rough Clustering Algorithm: Modified Rounding Since the final “re-clustering” step of our
parameter-learning algorithm is straightforward to adapt to general weighted mixtures, we focus
on how to adapt the constant-accuracy clustering algorithm of Section 3.
The algorithm itself is run as written in Section 3, using parameter k′  1/λ1 as the number of
clusters to recover, with just one significant modification. The algorithm can no longer rely only on
size of a set of samples (as in line (2) of cluster) to determine whether a single cluster (rather than a
nontrivial submixture) has been found. Instead, in addition to recursively calling split, we can also
treat the entire set of samples {X1 , . . . ,Xn} as a candidate cluster, growing the size of our list of
candidate clusterings only by some F(wmin).
D Moment Upper Bounds Alone are Unlikely to Suffice
In our SDP we insist on both upper as well as lower bounds on our moments being satisfied. In this
section, we show that it is unlikely to be the case that moment upper bounds alone are sufficient to
identify Gaussian sub-clusters. We do this by showing that any single moment constraint is not
enough to ensure that a one-dimensional Gaussian mixture is trivial.
Consider the mixture M : αN((1 − α)∆, 1) + (1 − α)N(−α∆, 1). Note that the mean of the
mixture is 0 and the distance between the means is ∆. Suppose now that we insist that, for some t,

x∼M[x
2t]  (2t − 1)!! 
x∼M[x
2]t .
Observe now that as ∆→∞we see that x∼M[x2t] ≈ (α(1 − α)2t + (1 − α)α2t ) ∆2t . Hence, for small
α, we have that

x∼M[x
2t] ≈ (α(1 − α)2t + (1 − α)α2t ) ∆2t  (2t − 1)!! · αt(1 − α)t∆2t ≈ (2t − 1)!! 
x∼M[x
2]t .
If α  1/2, then

x∼M[x
2t] ≈ 1
22t+1
∆2t  (2t − 1)!! · 1
22t
∆2t ≈ (2t − 1)!! 
x∼M[x
2]t .
Hence, there is some α between 0 and 1/2 that satisfies the equation.
When t  2, it can be seen that α ≈ 0.211 is a solution as ∆→∞.
This implies that any single moment matching that of a gaussian does not suffice, however an
application of Holder then implies almost tight moments bounds for all moments smaller than t,
i.e., 1, . . . , t − 1. This strongly suggests that it is not sufficient to have just moment upper bounds to
uniquely identify a Gaussian.
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When t  2 and under the additional condition that x∼M[x3]  0, α is indeed forced to be
either 1 or 0. Hence insisting on even one more moment has appropriate upper as well as lower
bounds seems to ensure that the mixture is trivial.
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