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Introduction
Strong regularities in financial time series suggest that asset returns volatility is subject to temporal variation. Scholars in the field spurred intensive research in modeling the latent volatility process of asset returns. Among the existing approaches, conditional heteroskedastic models, pioneered by Engle (1982) and Bollerslev (1986) with the ARCH and GARCH models, have known undeniable success. Although originally designed for inflation modeling, ARCH models have been found to replicate stylized facts of asset returns highlighted by Mandelbrot (1963) including, but not limited to, volatility clustering, fat tails in the distribution of returns and higher-order dependence in returns. Standard models have been, since then, improved in three major directions; dealing with asymmetries, accommodating for long-range dependencies and exploiting the potential of high-frequency data. This paper makes a contribution at the intersection of these three axes by introducing a new class of long-memory asymmetric GARCH models based on high-frequency data. The three next paragraphs summarize recent developments on these three aspects.
First, standard extensions of the baseline models provide sufficient flexibility to capture the asymmetric relationship between returns and volatility documented in Black (1976) . Notable contributions in this direction include among others the Exponential GARCH of Nelson (1991) , the GJR-GARCH of Glosten et al. (1993) , the asymmetric GARCH of Engle and Ng (1993) , the Threshold GARCH of Zakoian (1994) , the quadratic GARCH of Sentana (1995) and the family of smooth transition GARCH studied in González-Rivera (1998) and Anderson et al. (1999) . Parameters constraints imposed to ensure positivity of the volatilities were also relaxed in some of these works (e.g. Nelson (1991) ).
Second, another property found in financial returns is the long-range dependencies observed in squared and absolute returns. Long-memory properties are best reproduced by the hyperbolic rates of decay in the autocorrelation functions (henceforth ACF). Following Brockwell and Davis (1991) , a covariance stationary process has a long memory if its ACF, ρ(·) , is such that ρ(k) ∼ Ck 2d−1 as k → ∞ for C > 0 and d < 0.5. The first model to account for this property is the Integrated GARCH of Engle and Bollerslev (1986) . Further contributions include fractionally integrated models such as the FIGARCH of Baillie et al. (1996) , the FIEGARCH of Bollerslev and Mikkelsen (1996) , the FIAPARCH of Tse (1998) , the HYGARCH of Davidson (2004) and the Seasonal FIEGARCH of Lopes and Prass (2013) . Diebold and Inoue (2001) argued that GARCH models with regime switches may also produce long-memory effects, which are not to be confused with those produced by fractionally integrated models. Other models include the Component GARCH model of Engle and Lee (1999) and the HARCH of Müller et al. (1997) .
Third, all of the aforementioned models rely on an information set F t = σ (r t , r t−1 , . . .) spanned by low frequency returns. However, the growing availability of high-frequency data has paved the way for a new type of volatility estimates, commonly known as realized measures, and defined as non-parametric estimators of the ex-post volatility of an asset over a fixed horizon (e.g. one day). The baseline realized variances were introduced in Andersen et al. (2001) , and followed by many alternative estimators with 1 different properties (discussed in Section 4). As illustrated on the top panel of Figure 1 , realized measures provide a far more informative signal about the true latent volatility process than low frequency returns and extend the information set F t = σ (X t , X t−1 , . . .) where X t = (r t , x t,1 , x t,2 , ..., x t,m ) contains the low frequency return and m different realized volatility measures. Not surprisingly, GARCH models relying on an extended information set have proven to provide significant economic and statistical gains and to react more quickly to sudden changes in the conditional volatility than their low frequency peers (see e.g. Christoffersen et al. (2012) and Andersen et al. (2003) ).
Models including realized measures in the GARCH equation (i.e. GARCH-X) were introduced by Engle (2002) and further studied by Visser (2010) . completed GARCH-X models with a measurement equation for the realized measure leading to the class of Realized GARCH models. Later, introduced the Realized EGARCH to account for leverage effects and Hansen et al. (2014b) the multivariate Realized Beta GARCH. Competing models include the multiplicative error model (MEM) of Engle and Gallo (2006) and the HEAVY model of Shephard and Sheppard (2010) . Further models were constructed to directly forecast the realized measures instead of the conditional variance of returns and include ARFIMA models (Andersen et al. (2003) ), long-memory factor models (Luciani and Veredas (2015) ) and the well-known HAR-RV models (Corsi (2009) ). They are of particular interest in this paper as they all accommodate long-range dependencies in realized measures (see Andersen et al. (2003) ) and will be part of the set of competing models in the section devoted to forecasting. Further high-dimensional semi-parametric approaches include Barigozzi et al. (2014) . This paper introduces a new class of volatility models belonging to the class of Realized GARCH introduced by . Classical Realized GARCH fail to reproduce long-range dependencies in the ACF of the realized measure. On the bottom panel of Figure 1 , both solid lines represent the ACF of realized kernels estimated from a S&P 500 ETF. 1 On the left side, the bars provide the ACF of realized measures simulated from the Realized GARCH of and, on the right side, the realized measures simulated from our new long-memory model. The level of decay in the bars on the left panel is faster than the solid line suggesting that the Realized GARCH model does not capture the persistence found in the estimated realized kernels. This empirical feature motivates the introduction of long-memory Realized GARCH. The right panel shows that both the bars and the solid line decay at the same pace, which provides evidence on the empirical usefulness long-memory models. The new subclass of Realized GARCH is called FloGARCH standing for fractionally integrated realized volatility GARCH.
The novelty of FloGARCH models lies in the combination of fractionally integrated polynomials for long memory, leverage functions for asymmetries and the use of high-frequency data, which results in a flexible and parsimonious class of models. This paper documents substantial improvements for modeling volatilities that can be gained from the use of our models. A realistic numerical experiment sheds light on the in-sample properties of the quasi-maximum likelihood estimation procedure and on the parameters' stability. Extensive estimation results are provided along with numerous empirical findings. We also test 1 Standard & Poors Depository Receipt -SPY henceforth. several likelihood functions and document the optimal implementation of FloGARCH models in terms of parameters restrictions and realized measures choice. In-and-out of sample likelihood metrics are provided for several realized measures and compared across all the available stocks. Finally, forecasting performances are reported and compared with competing long-memory models.
Throughout the paper, we use the following notation, unless explicitly stated otherwise: r t denotes the log-return at time t, h t denotes the conditional variance of returns at time t,h t can denote either h t or log h t depending on the model considered. For example, for a GARCH model, it denotes h t while it represents log h t in the case of a LGARCH or EGARCH model. Finally, x t stands for the realized measure computed at at time t and, L denotes the lag operator defined such that LX t = X t−1 .
The paper proceeds as follows: Section 2 introduces notation and the FloGARCH models. In Section 3, the likelihood equations are provided and the quasi-maximum likelihood estimation procedure is discussed. Simulation and bootstrap results are also analyzed. Empirical results are located in Section 4. Section 5 presents forecasting results and Section 6 concludes. Additional results are reported in the Appendix.
3

FloGARCH models
This section provides a detailed presentation of three FloGARCH models and introduces the notations for the rest of the paper. FloGARCH models form a subclass of the general class of Realized GARCH models defined in as Moreover, E[r t |F t−1 ] = µ, V[r t |F t−1 ] = h t > 0 and F t = σ (X t , X t−1 , . . .) with X t = (r t , x t ) . The conditional mean process is kept constant throughout this paper and we limit the amount of realized measures to one. Finally, our framework allows to integrate low-frequency squared returns in the GARCH equation. However, we follow empirical findings of , who showed that low-frequency returns were not informative in the presence of realized measures, and do not include daily returns for the sake of clarity. The rest of Section 2 is divided into two parts linking the FloGARCH models with their low-frequency counterparts.
Linear FloGARCH and FloLGARCH
The Realized GARCH(p,q) and Realized LGARCH(p,q) of can be written as
h t andx t denote either h t and x t or their logarithmic transformations and δ(z t ) = δ 1 z t + δ 2 z 2 t − 1 captures the leverage effect in the measurement equation. 2 The modeling strategy for the return and the realized measure is identical for all FloGARCH models. The main input is provided in the GARCH equation. Following the construction of the FIGARCH introduced by Baillie et al. (1996) , the GARCH equation is transformed to include long-memory effects. If ν t =x t −h t , the ARMA representation of the model is given by
Similarly to GARCH models, the estimated polynomial 1 −α(z) −β(z) = 0 is typically found to have roots close to 1 suggesting thatx t may be an I(1) process. 3 However, a large strand of the literature has 2 In the FloLGARCH model, we have that h t = exp(h t ). 3 More empirical evidence about the persistence parameter of Realized GARCH models can be found in Table 2 underlined the mean reverting property of volatility and suggested that fractional orders of integration may reconcile both stylized facts. As pointed out by Baillie et al. (1996) and Bollerslev and Mikkelsen (1996) , factorizing the autoregressive polynomial (1
roots outside the unit circle, allows for long-range dependencies inx t . The model can then be written as
The fractional differencing operator (1 − L) d is defined by its Maclaurin series expansion. Denoting the gamma function by Γ(·), one obtains,
.
The volatility process of the linear FloGARCH and the FloLGARCH models is defined by equation
4. Both of them can be seen as the high-frequency counterparts of the FIGARCH and the FILGARCH models respectively and, for the sake of compactness, can be written using their Realized ARCH(∞) form
where λ(L) = ∑ ∞ j=0 λ j L j and λ 0 = 0 (see Appendix 7.1 for more details on the computation of the coefficients). The model implies a long memory structure on r 2 t andx t through the GARCH equation. The Flo(L)GARCH(1,d,1) specification can be written ash
will be used our empirical application.
Importantly, Baillie et al. (1996) showed that the FIGARCH model is not weakly stationary for 0 < d < 1. By contrast, following results from Nelson (1990) , they pointed out that, under some conditions, the FIGARCH model is strictly stationary and ergodic. Many questions concerning weakly stationary solutions remain open for the FIGARCH. In contrast, FloGARCH models are based onx t and not on low frequency returns. In fact, stationary solutions found in the case of low frequency models do not necessarily hold for Realized GARCH models. There is a wide literature on ARCH(∞) stationary processes (see e.g. Kazakevicius and Leipus (2002) , Zaffaroni (2004) and Giraitis et al. (2009)) and extending the existing results to the case of the Realized ARCH(∞) is left for future research.
FloEGARCH
The construction of the FloEGARCH is inspired from the FIEGARCH model of Bollerslev and Mikkelsen (1996) . The Realized EGARCH(1,1) was introduced by . A more general specification for Realized EGARCH(p,q), following from the definition of the EGARCH(p,q) given by Nelson (1991) , includes several lags of the leverage function τ(z t ). The starting point is the equation of the logarithmic volatility
The polynomial accounting for leverage effects is often written with α 1 = 1. This definition departs from the usual EGARCH(p,q) model not only through the inclusion of realized measures, but also in the form of the news impact function. Originally specified as τ(z t ) = τ 1 z t + τ 2 (|z t | − E |z t |), it will be parametrized here as an Hermite polynomial of degree 2, τ(z t ) = τ 1 z t + τ 2 (z 2 t − 1). Bollerslev and Mikkelsen (1996) underlined that the estimated polynomialθ(z) = 1 often presents roots close to one. Tables 2 to 4 from 
where
,1) will be used in this paper and is given by
where τ 1 and τ 2 capture the leverage effect and are usually negative and positive respectively. Likewise,
is also an Hermite polynomial of degree 2 and δ 1 and δ 2 exhibit equivalent signs as τ 1 and τ 2 respectively.
The FloEGARCH with low frequency returns has a strong connection with the EGARCH, the FIE-GARCH and the Realized EGARCH models, which will be the main competing models among GARCHtype models. More details about the coefficients are provided in Appendix 7.2. For d < 0.5, Lopes and Prass (2014) proved that the FIEGARCH is weakly and strictly stationary under some further conditions extensively discussed in their work. 
where we assume that r i,t = h t n 1 2 i,t with i,t ∼ i.i.d. (0, 1). This model corresponds to a diffusion model with constant volatility and provides an intuitive way to link high-frequency returns to conditional daily volatilities. Nonetheless, three main challenges prevent the use of this approach. First intraday volatility is not constant. Second, intraday prices display large unexpected movements or jumps, which hampers proper measurement of volatility. Finally, it well-known that high-frequency data are polluted by microstructure noise. Hence, there is strong empirical evidence against this simple model and a more sophisticated approach should be used. However, this is beyond the scope of this paper and the three previous arguments motivate us to consider realized measures x t as exogenous signals and to provide them with a proper measurement equation that allows for simulations and multi-step ahead forecasts.
3 Quasi-maximum likelihood analysis
In this section, we discuss the estimation of the parameters of the FloGARCH models. For each of the three models, the estimation relies on quasi-maximum likelihood (henceforth QMLE) and the in-sample properties of the estimated parameters are uncovered in a realistic numerical experiment. Estimation results based on skewed and fat-tailed distributions are left for the Section 4.
Quasi-maximum likelihood and partial likelihood equations
A classical question related to GARCH models concerns the choice of the probability distribution used in the estimation. Because the distribution of residuals is often difficult to characterize properly, the usual maximum likelihood procedure may be infeasible and alternative techniques have to be used. Bollerslev and Wooldridge (1992) proposed to use the quasi-maximum likelihood technique in order to estimate the parameters of GARCH-type models. They showed that a misspecified Gaussian log-likelihood provides consistent and asymptotically normal results. Lee and Hansen (1994) showed consistency and asymptotic normality for strictly stationary and ergodic GARCH(1,1) models. Jensen and Rahbek (2004) extended their results to the case where stationarity and ergodicity do not hold for the GARCH(1,1) process. Robinson et al. (2006) established the same results for ARCH(∞) processes under certain regularity conditions. QMLE is also the estimation procedure used by Engle (2002) , Shephard and Sheppard (2010) , and . Hence, there is strong evidence in favor of QMLE in many instances including non-standard cases. Consistently with the literature, we use Gaussian-QMLE for the FloGARCH models and document the goodness of the procedure in a numerical study based on the parametric bootstrap (see Paparoditis and Politis (2009) ). Conditionally on F t = σ(χ s , s ≤ t) where χ s = {r s , x s }, the log-likelihood function can be recursively separated as
log f (r t , x t ; θ|F t−1 ), which provides the objective function to maximize. Using Bayes' rule, we have the decomposition f (r t , x t |F t−1 ) = f (r t |F t−1 ) f (x t |r t , F t−1 ), which allows to extract the partial likelihood of the return equation from the joint likelihood of the model. It will be useful to compare Realized GARCH models with standard GARCH. Using the logarithmic transformation, the full objective function becomes
The parameters contained in the vector θ are estimated by maximizing the objective function. The
FloGARCH and FloLGARCH models have the same parameters
The first summand of the objective function denotes the partial log-likelihood of returns and stands as the objective function used to estimate GARCH models. Therefore, it is taken as the basis to compare different models. Insample and out-of-sample likelihood are used in the analysis of the models: Say, a sample of size N is available and we decide to divide it in two subsamples. We use the first subsample to estimate the model. The likelihood resulting from the estimation is referred to as the in-sample likelihood. Then, using the estimated parameters, we compute the likelihood of the second subsample and call it the out-of-sample likelihood. The latter provides a measure of out-of-sample fit. Properties of these quantities and related statistics are studied in Hansen (2009) .
The polynomial in the ARCH(∞) representation needs to be truncated for estimation. Baillie et al. (1996) and Bollerslev and Mikkelsen (1996) showed that using a truncation level of 1000 lags provides good in-sample results without destroying the long-term structure. The optimal level of truncation for FloGARCH models is analyzed on our panel of stocks by comparing the in-sample likelihood at different levels of truncation. A further complication arises from the treatment of initial conditions. Several initial conditions for FloGARCH and FloLGARCH models have been tested and provided fairly similar results in the estimation. Accordingly, the first observation of the (logarithmic) realized measure is used as starting point for the volatility filter. This departs from Baillie et al. (1996) who used the unconditional variance estimator. We follow Bollerslev and Mikkelsen (1996) for the FloEGARCH and set the initial value of the leverage functions to zero.
Numerical studies
A parametric bootstrap procedure based on Paparoditis and Politis (2009) 
Empirical analysis
Section 4 is based on data for 64 stocks and one ETF of the S&P 500 ( 
Realized measures would be conditionally unbiased if the parameters ξ and ϕ were be found to be equal to 0 and 1, respectively.
Estimation results
Estimation results are presented for SPY and summarized in Table 1 . Further estimation results for the FloLGARCH and the FloEGARCH can be found in Appendix 7.3.
First, notable differences appear in the estimated mean parameter µ depending on the choice of returns, r oc t or r cc t , and suggest that µ oc = 0 and µ cc > 0. This observation implies that µ co > 0 and leads to the conclusion that overnight information generates more performance for the market index. This is confirmed for each model estimated on SPY.
Second, the coefficients of the measurement equation are not sensitive to the specification of the GARCH equation and significantly different from zero. However, they are sensitive to the choice of returns and important differences appear in point estimates, e.g. ξ oc > ξ cc . These differences are explained by adjustments required to account for biases in realized measures with respect conditional volatilities.
In fact, the biases in realized measures can be captured by the parameters ξ and ϕ. If ξ = 0 and ϕ = 1, then E[x t |F t−1 ] =h t and the realized measure is conditionally unbiased. The FloLGARCH and the FloEGARCH display stronger adjustments for open-to-close returns in the intercept, i.e. ξ < 0, which is also observed in Table 2 of . The FloLGARCH and the FloEGARCH display values for ϕ close to one and the bias is corrected through a more negative intercept. In the linear model, ξ oc appears to be close to zero while the estimated values of ϕ are strictly smaller than 1 and do not vary with the choice of returns.
Robustness check 1: A case against the linear specification
We discuss model validation and express our doubts about the linear specification. Figure 4 . The scatter plot of residuals {ẑ t ,û t } is similar to the one of a bivariate standard normal distribution. Moreover, it appears that a plot of log x t against the regressor log h t provides evidence of homoskedasticity in the measurement equation. These facts are however transgressed by the linear FloGARCH. Residuals are not jointly normal and heteroskedasticity appears in the model validation plot. suggested that a higher order leverage function may help to better capture heteroskedasticity, which decreases QMLE efficiency. As a result, we advocate in favor of logarithmic specifications through the FloLGARCH and FloEGARCH, which provide more convincing empirical results.
Robustness check 2: introducing skewness and kurtosis
Alternative distributions are used to estimate the FloLGARCH and the FloEGARCH models. In the log-likelihood function
we replace both f (r t |F t−1 ) and f (x t |r t , F t−1 ) by the Student-t distribution and then by a skewed version of the Student-t distribution introduced by Fernández and Steel (1998) . Both distributions have been used to estimate GARCH models by Bollerslev (1987) and Lambert et al. (2012) . Results are useful to study the empirical distribution of the residuals. The Student-t distribution takes an additional parameter ν representing the degrees of freedom of the distribution, which accounts for the fat-tails found in residuals.
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The higher this parameter, the closer residuals behave to a Gaussian distribution. The skewed version has two additional parameters ν and κ, which control tails and skewness respectively. The interpretation of ν is similar as before. Skewness follows this pattern: κ = 1 corresponds to a symmetric case, κ > 1 corresponds to a positive or right-skewed density while κ < 1 has a negative or left-skewed density. Table 2 provides the discussed parameters and their standard deviations. 4 All parameters are significant at 1% and suggest that residuals of both the return and the realized measure equations are not Gaussian.
Fat-tails can be conjectured from the value ν and are more present for the residuals of the realized measure. Moreover, the tails of the returns residuals are fatter for close-to-close returns. Finally, skewness has opposite directions for the realized measures residuals and the returns residuals. 
8.84
(1.29) Table 2 provides point estimates for the parameters ν and κ when using a student or a skewed student to estimate the models' Results for open-to-close and close-to-close returns are provided in Table 3 and in Table 9 pointed out that some parameters of the Realized EGARCH were very similar across assets. Moreover, they underlined that imposing restrictions to the models could improve the estimation procedure and make parameter interpretation easier. This subsection examines several constrained versions of FloGARCH models implemented with realized kernels and documents that, either no restrictions should be imposed or several parameters should be jointly constrained.
Realized measures comparisons
Constrained estimation
Restrictions are imposed on two parameters common to every model. First, µ = 0 and ϕ = 1 are imposed separately in the various models and then both restrictions are imposed together. Restricted models are analyzed with r oc t and r cc t . Results can be found in Table 4 and in Table 10 located in Appendix 7.3. These tables report summary statistics for the in-sample likelihood, the the out-of-sample likelihood, the AIC and the BIC computed over the 65 assets of the data set. Table 4 reports sample means of the statistics computed over the 65 stocks available in the data set. The results rely on r oc t and the same specification is used for the three classes of models: (1,d,1). Results for r cc t can be found in Appendix 7.3.
Results from Table 4 suggest that either no restriction should be imposed to the model or that µ = 0 and ϕ = 1 should be imposed simultaneously. There is little evidence in favor of separate restrictions.
The BIC criterion always points to smaller models and penalizes additional coefficients. Not surprisingly, the AIC, which tends to select larger models, often points to unrestricted models. Nevertheless, in some instances, it also provides evidence for smaller models and even never points to the unrestricted model for close-to-close returns. Consequently, these results advocate in favor of smaller models.
The in-sample likelihood of the unrestricted model is on average similar to restricted versions but is mainly choosing the unrestricted model for both types of returns. Statistical theory provides some intuition for this finding as bigger models often lead to better in-sample fit and weaker out-of-sample performances. In fact, the out-of-sample likelihood does not provide so clear results in our experiment. It picks often to restricted models but this is not always the case.
The main result is that parameters should be jointly constrained or left free. Yet, it is difficult to draw systematic conclusions from Table 4 and 10. Despite results found in , our preferred specification remains, a priori, the unrestricted model. On the one hand, there is no unequivocal evidence in the presented tables pointing to one or the other restriction. On the other hand, these restrictions are heavily dependent on idiosyncratic properties of assets and more generally of asset classes.
Nonetheless, those restrictions can be useful but should be tested for each asset separately.
Models comparison: in-sample and out-of-sample fit
In this section, several GARCH models are compared using in-sample and out-of-sample partial like- LGARCH, the FILGARCH, the Realized LGARCH and the FloLGARCH while the exponential class is composed of the EGARCH, the FIEGARCH, the Realized EGARCH and the FloEGARCH.
Hansen and Huang (2012) have documented that the Realized EGARCH implemented with realized kernels provide the best fit. In order to provide a fair comparison basis, all models are estimated using realized kernels and the optimal implementation of FloGARCH provided in the previous subsection is ignored to avoid unfair comparison. Results are provided in Table 5 and contain summary statistics for the 65 securities.
There are three main observations. First, both for r oc t and r cc t , adding a long memory component increases the average in-sample and out-of-sample fit of all models. Long term dependencies are found both in squared returns and realized measures and the statistical gains of long memory models confirm the need to account for it.
Second, as pointed out by many authors before, realized measures improve the models' performances and provide tangible statistical gains. Realized measures are far less noisy than returns and their gains have been documented in the literature (see Christoffersen et al. (2012) ).
Third, the in-sample and out-of-sample partial likelihood evaluated on open-to-close returns provide better statistical fit than close-to-close returns. The reason is related to the data used to compute realized measures that only spans the trading day and does not contain overnight information. It should be mentioned that in most of the practical applications, close-to-close returns properties are of interest and adapting the realized measures to include close-to-open information may provide better statistical fit.
Finally, in many cases, FloGARCH models perform better than the competing models and provide better fit. The Realized GARCH models perform better in the linear and logarithmic category in terms of in-sample likelihood but only for close-to-close returns. The FloLGARCH and FloEGARCH provide the most convincing results for the models and outperform most of the competitors. 
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Forecasting
FloGARCH models allow to construct multi-step ahead forecasts for the latent volatility process of financial securities. The first part of this section introduces the forecasting algorithms. Performances are then compared with competing models. Two Realized GARCH models are included in the set of competing models together with two long-memory benchmarks, namely the HAR-RV model of Corsi (2009) 
Forecasting with FloGARCH models
Linear FloGARCH and FloLGARCH. Denoting byh t andx t the sequences h t and x t or their logarithmic transformation, the equation for the k-steps ahead observation is written as
where δ(z t+k ) + u t+k is a martingale difference sequence leading tox t+k|t = ξ + ϕh t+k|t . Recursive forecasts for the conditional variance of returns can then be extracted from the previous system as
The previous equations provide a general framework for FloGARCH (p,d,q) and FloLGARCH(p,d,q) .
The coefficients of the infinite filter can be adapted to the model specification. Three remarks are in order.
First, the infinite polynomial λ(z) has to be truncated in order to compute forecasts and initial values need to be provided for the recursion. Following empirical results from Baillie et al. (1996), Bollerslev and , a truncation level of 1000 is used together with the same initial conditions as in Section 3. Second, the recursive algorithm provides only sufficient tools to forecasth t+k while the object of interest lies in h t+k . This is specific to the FloLGARCH and FloEGARCH models and more details are provided below. Finally, given the arguments against the linear FloGARCH provided in Subsection 4.1.1, we focus on the FloLGARCH.
FloEGARCH. We denoteh t = log h t andx t = log x t and as for the previous section, the k-steps ahead observation is written
We use the following notation to denote k-steps ahead forecast:
The innovations τ(z t+k ) and u t+k are both martingale difference sequences. Moreover, the GARCH equation can be restated using infinite filtersh t+k = ω + ∑ j≥1 λ j τ(z t+k−j ) + ∑ i≥1 ψ i u t+k−i , which allows to compute forecasts as
Notice again that forecastingh t+k is not central to our approach but will be useful to extract information about expected values for h t+k .
Simulation and bootstrap predictions. Modeling the logarithmic volatilities instead of the volatilities avoids parameter constraints ensuring non-negative conditional variances. However, Jensen's inequality
implies that E[log h t+k |F t ] ≤ log E[h t+k |F t ] and prevents direct forecasts for volatilities. Nonetheless, assuming a probability distribution on the residuals, formulas can be derived for some models such as the EGARCH (see Tsay (2005) ). Otherwise, numerical methods have to be used to extract multi-step ahead forecasts. We describe two procedures.
First, simulations can be constructed from the model. Based on the normal distribution, the variables can be generated from the system
From these variables and the estimated model,h t+k can be computed at different horizons. If one generates N paths for the log-volatility process, consistent estimates of h t+k can be obtained at each
In spite of its simplicity, the Gaussian distribution is often a questionable assumption for the joint distribution of residuals and other distributions or procedures may be preferred.
Nevertheless, it is noteworthy to mention that the Gaussian distribution may be useful for some asset classes as pointed out by Hansen et al. (2014a) .
Second, the bootstrap provides a simple distribution-free technique for which the methodology remains essentially similar. ζ t+k is randomly generated by re-sampling the estimated residuals from the model (ζ 1 , ...,ζ t ). Based on evidences from Subsection 4.1.2, we use the bootstrap procedure in this paper.
Forecast evaluation and empirical results
Following studies from Andersen and Bollerslev (1998) and Hansen and Lunde (2005a) , our procedure to compare forecasts is based on Mincer-Zarnowitz regressions, the mean-squared error (MSE) and the model confdence set of Hansen et al. (2011) . Patton (2011) studied forecast evaluation for unobserved variables based on imperfect proxies. He defines a loss function as robust if it yields an equivalent ranking of competing forecasts when evaluated using an unbiased proxy or the true object of interest. We use the MSE loss function that is robust and is provided by the following expression:
whereσ 2 t and h t denote respectively the proxy of the latent volatility and the forecast for the same period. The MSE losses are used as inputs for the Model Confidence Set of Hansen et al. (2011) (MCS henceforth) . The MCS is based on recursive testing and elimination of poor forecasting models. Starting from a set of models M 0 used to compute multi-step ahead forecasts, the MCS tests the null that all the models are indistinguishable in terms of forecasting performance (i.e. this is the equivalence test δ M ). If H 0,M is rejected, the MCS removes one forecasting model from the set of models M 0 with an elimination rule e M . The algorithm proceeds recursively until a non-rejection of H 0,M providing a data-driven optimal set of modelsM 1−α that are statistically not distinguishable in terms of forecasting losses. The analysis is performed for all stocks and we report the percentage of time each model was included in the MCS at 5% level. Results of this section are based on 5-min subsampled realized volatilities. Robustness checks by using different proxies and additional results are reported in Appendix 7.3. Panel A summarizes percentage of stocks over the data set for which the model is included in the MCS at 5% at different horizons. Table 6 . The Mincer-Zarnowitz regression uses forecasts as regressors and the volatility proxies as dependent variables. The regression provides R 2 that allow to gauge the predicting power of the forecast on the proxy. It can be used for multiple models comparison and higher R 2 suggest better performances.
The Mincer-Zarnowitz regression was computed for all assets of the data set and Figure 5 the FloEGARCH are reported against competing models and it appears more clearly that the model outperforms all the competing models at all horizons. It can be seen from Table 6 that the FloEGARCH provides uniformly higher R 2 than the competing models. These results are robust to the volatility proxy used in the regression and additional figures in Appendix 7.3 illustrate the superior performance of FloGARCH models. Figure 6 reports the average MSE of the forecasts at the different horizons computed over the data base of stocks. As expected, the values increase with the horizon, i.e. forecasts become less precise for longer horizons. The FloLGARCH is outperformed by the HAR model that has uniformly smaller MSE.
On the other hand, the right panel suggests that the FloEGARCH provides better forecasting precision than competing models except for the HAR model and at very short horizons. These two observations are confirmed by results reported in Table 6 , which report the percentage of stocks for which the model is included in the MCS. Clearly, the HAR model provides good results for short horizons (i.e. 1 to 5 periods ahead) but the FloEGARCH performs better at the remaining horizons. Conclusions based on the two first parts of the analysis suggest that the FloGARCH models are a serious class of competing models to predict markets volatility.
Conclusion
This paper introduces a new class of long-memory models for the joint-dynamics of low-frequency returns and realized measures. The class of model is called FloGARCH and includes three different models, the linear FloGARCH, the FloLGARCH and the FloEGARCH. The latter is flexible enough to capture asymmetric shocks between volatility and returns. FloGARCH models can be estimated using Gaussian-QMLE and the estimation procedure is accurate and straightforward to implement. A numerical analysis underlines the reliability of the methodology and the desirable in-sample properties of the estimated parameters. We present empirical evidences about the usefulness of the models and their superior performance. In-sample and out-of sample likelihood measures are used to show the higher ability of FloGARCH to fit historical data. The models are tested with various realized measures and parameters constraints. A pseudo out-of-sample forecasting exercise shows that the FloGARCH models provide more accurate forecasts than benchmark long-memory models and Realized GARCH models.
Finally, we see three sensible directions for future research. First, extending the theoretical properties of Realized ARCH(∞) models. These properties include stationary solutions and asymptotic theory for QMLE. Second, our FloGARCH models may be further developed to include several realized measures and a conditional mean similarly to Christensen et al. (2010a) . The latter development would provide a convenient framework to study the relationships between the historical stock market premium and realized measures. Finally, following recent developments in factor models, FloGARCH models could be extended using a factor structure for residuals similar in spirit to the Realized Beta GARCH model of Hansen et al. (2014b) . It would then provide a useful tool for the analysis of large dimensional conditional covariance matrices capturing intrinsic long-run relationships among conditional correlations and betas. The coefficients of the infinite polynomial can be recursively computed. The fractional differencing
The coefficients are computed as
From the previous filter one can observe that ∀k ≥ 1 : λ k = −ψ k + γψ k−1 and λ 0 = −ψ 0 + 1 = 0, which provides the sufficient recursion to compute the coefficients of λ(L). Notice that Caporin (2003) has provided conditions on parameters of FIGARCH ensuring non-negativity of the latent volatility process that are used for the FloGARCH specification.
Coefficients of FloEGARCH(1,d,1)
The FloEGARCH(1,d,1) is expressed as
The infinite polynomial is denoted by (1 − βL) −1 (1 − L) −d and coefficients computation follows along the same line as in the previous Appendix.
. This simple trick leads to
The filter can be computed for any specification following the same strategy or from Proposition 2 of Lopes and Prass (2014) .
Further estimation results
This section gathers supplementary estimation results that were not included in the main text to save some space. In order of appearance:
• Table 7 : Estimation results for FloLGARCH(1,d,1) based on r oc t .
• Table 8 : Estimation results for FloEGARCH(1,d,1) based on r oc t .
• Table 9 : Comparison table for different realized measures based on r cc t .
• Table 10 : Comparison table for constraint versions of the models based on r cc t .
• Figures 7 to 9: Robustness checks for Mincer-Zarnowitz regressions. Table 9 provides estimation results for FloGARCH(1,d,1), FloLGARCH(1,d,1) and FloEGARCH(1,d,1) estimated on the whole data set of stocks using different realized measures. It summarizes results for r cc t and is the twin Table of Table 9 , which provided results for r oc t . For each model, the value of the parameters d and ϕ are reported. The parameter d summarizes the level of memory in the model while ϕ is informative of potential biases contained in realized measures. The in-sample and the out-of sample likelihood was computed following the procedure described in Section 3 devoted to QMLE. 
