The underwater average cosine is an apparent optical property of water that describes the angular distribution of radiance at a given point in water. Here we present a simple empirical algorithm to estimate spectral underwater average cosine μ (λ) where the wavelength λ ranges from 400 nm to 700 nm, based only on the apparent optical property, remote sensing reflectance, R rs (λ) and solar zenith angle. The algorithm has been developed using the measured optical parameters from the coastal waters off Goa, India and eastern Arabian Sea and the optical parameters derived using the radiative transfer code using these measured data. The algorithm was compared with two earlier reported empirical algorithms of Haltrin (1998 Haltrin ( , 2000 and the performance of the algorithm was found to be better than these two empirical algorithms. The algorithm is based on single optical parameter; remote sensing reflectance which can be easily measured in-situ and is available from the ocean color satellite sensors, hence this algorithm will find applications in the ocean color remote sensing.
Introduction
Understanding the underwater light field in coastal waters and other shelf seas is important for the study of marine bio-optics. Underwater light field depends on the optical characteristics of the seawater and the conditions of illumination. The behavior of the underwater light field is described by the radiative transfer equation and this equation relates the underwater light field to the inherent optical properties of water and its constituents (Zaneveld 1989) . Radiance and Irradiance are the two fundamental optical properties used to describe the underwater light field. The radiance (L(λ)) and scalar (E o (λ)) and planar (E(λ)) irradiances introduces new optical property that is used to describe the underwater light field called underwater average cosine with its three components: total underwater average cosine ( μ (λ)), underwater average cosine for downwelling light field ( d μ (λ)) and underwater average cosine for upwelling light field ( u μ (λ)). The three average cosines are defined mathematically as given in Equation 1, 2 and 3 respectively (Berwald 1998 , Mobley, 1994 . 
where E d (z, λ), E u (z, λ), E d (z, λ) -E u (z, λ) and E o (z, λ) are the spectral downwelling irradiance, upwelling irradiance, net irradiance and scalar spectral irradiance at depth z and wavelength λ. The underwater average cosine varies spectrally and with depth, hence for brevity the depth is not indicated.
The underwater average cosine for the entire light field can also be defined as the average cosine of zenith angles of all the photons at a particular point (Kirk 1994; Mobley 1994; Berwald et al. 1995) .
Since the average cosine gives directional information about the radiance distribution, it varies between 0 and 1, with value of μ (λ) = 0 indicating that light is uniformly distributed in the water and when μ (λ) = 1 all the light is propagating vertically down. The value of μ (λ) depends on the absorption and scattering properties of the medium (Kirk 1981; Bannister 1992) , thus it is higher in absorptiondominated waters such as Open Ocean than in coastal waters. The μ (λ) decreases with depth and the rate of change with depth for most waters is strongly dependent on scattering, while influence of absorption is only seen in clear waters (Berwald et al.1995) . Though the value of μ (λ) varies with the inherent optical properties of water, it is often assumed to be a constant value in ecosystem models. For example Penta et al (2008) assumes the value of μ (λ) as 0.7 to study the effect of light schemes on an ecosystem model causing negligible error. Ciotti et al. (1999) also assumes the value of μ (λ) as 0.7 for developing a model to examine the influence of phytoplankton community structure on the relationship between diffuse attenuation and ratios of upwelling radiance. However, Sathyendranath and Platt (1989) state that the angular distribution of light has to be considered while estimating the primary productivity and neglecting this factor can lead to underestimation of primary productivity. Other factors that influences the underwater average cosine includes sea surface conditions, the incident illumination at the sea surface, phase function of scattering (McCormick 1995) , scattering (Berwald et al. 1995) . Stramska et al. (2000) modeled μ (λ) in terms of E d (z, λ), E u (z, λ) and L u (z, λ) for the blue green spectral region. Berwald et al. (1995) also developed a model for deriving underwater average cosine in terms of absorption and scattering coefficient. However, this model was developed only for optically homogeneous waters having Petzold (Petzold 1972 ) scattering phase function. Models are also available for calculating depth profiles of underwater mean cosine (Zaneveld 1989; Bannister 1992; Berwald et al. 1995) . Preisendorfer (1959) and Hojerslev and Zaneveld (1977) demonstrated that the theoretically modeled average cosine decays exponentially with depth (Zaneveld 1989) and approaches an asymptotic state at sufficiently greater depth. All these studies were limited to homogenous waters. Kirk (1981) used variations in average cosine as a function of optical depth at a given scattering to absorption ratio to model the penetration of light in water. Hojerslev (1973) developed an absorption meter with two collectors that measured scalar and vector irradiances simultaneously from which the average cosine could be derived. Presently there is no commercial instrument available that can directly measure average cosine for underwater light field. The only reported empirical algorithms by Haltrin (1998) and Haltrin (2000) using the experimental data measured by Timofeyeva (1971) to determine underwater average cosine require inherent optical properties like absorption, scattering, beam attenuation and back scattering which themselves are difficult to measure. These two algorithms will be hereafter referred as Haltrin and Timofeyeva respectively. Despite its importance, no extensive work has been carried out to estimate the spectral underwater average cosine from ocean color remote sensing satellite sensors. The algorithms of Haltrin and Timofeyeva require inherent optical properties and hence to derive μ (λ) from ocean color data, it is first required to obtain these optical parameters using empirical algorithms. An empirical algorithm developed by Talaulikar et al. (2012) (Talaulikar et al. 2012 ).
Here we present an empirical algorithm to estimate spectral underwater average cosine for the wavelengths ranging from 400 nm to 700 nm. The algorithm is based on the ratio of remote sensing reflectance and thus could be used to derive underwater average cosine from ocean color satellite data. It also considers the effect of solar zenith angle. The algorithm however cannot be used to derive the depth profile of underwater average cosine. 
Materials and Procedures

Materials
Instruments AC-9 (Wetlabs Inc.) and HyperOCR hyperspectral radiometer (Satlantic Inc.) were used to measure inherent and apparent optical properties respectively. The instrument AC-9 was calibrated in the laboratory prior to every field measurement using optically clean water, whereas hyperspectral radiometer was factory calibrated. AC-9 provided absorption, and beam attenuation coefficient (without contribution from pure water) at nine wavelengths 412, 440, 488, 510, 532, 555, 650 , 676 and 715 nm. The absorption and beam attenuation from AC-9 were corrected for salinity and temperature effects (Pegau et al. 1997 ) using salinity and temperature measured by the CTD sensors.
Absorption data were then corrected for scattering effects using proportionate correction method (Zaneveld 1994) . The corrected AC9 absorption and beam attenuation coefficients will be referred as 
Algorithm Development
Figure 2 depicts the steps involved in the development of the algorithm and the process is described in detail below. A radiative transfer model Hydrolight version 5.1 (Mobley 1994 ) was used to simulate the apparent optical properties and also to obtain μ (λ) using equation (1). Simulations using the Hydrolight model were run with inputs, a ac (λ) and c ac (λ), surface irradiance measured by reference sensor of the radiometer, HyperOCR, the bottom reflectance derived from the measurements close to the bottom using HyperOCR ( Lee et al. 1999 ) (assuming that the bottom type is Lambertian type) and the meteorological data such as wind speed and relative humidity available from AWS-NIO, Automatic
Weather Station of National Institute of Oceanography, Goa. The simulations were carried out for every 1 nm, and a depth interval of 1 m. All the simulations neglected the effect of inelastic scattering and bioluminescence. Since the measurements of phase function were not available, the optimum FournierForand (FF) phase function was used (Fournier and Forand 1994) . The best suited FF phase function for a particular station was selected by first simulating the optical properties using all available depth independent FF phase functions with b b /b value ranging from 0.0001 to 5.0 by keeping all other inputs unchanged. R rs (λ) generated by all the Hydrolight runs were then compared against the R rs (λ) measured using radiometer. The FF phase function that generated the best matching R rs (λ) with minimum percentage deviation over the spectral range was selected as the optimum FF phase function for that station. Although depth dependent phase function is required for efficient simulations , it has been reasoned by Mobley et al (2002) that use of depth independent
Fournier-Forand phase function provides better results than any other phase function available in Hydrolight. The simulations carried out using the above inputs provided good optical closure between modeled and measured remote sensing reflectance, thus enhancing the confidence in the data derived from the Hydrolight to be used for development of algorithm (See Figure 3) . The average cosine μ (λ) has been reported to be highly correlated with irradiance reflectance and solar zenith angle, θ (Pelevin and Prokudina 1979; Kirk 1981; Kirk 1994; Stramska et al. 2000) . The following two facts encouraged us to develop the algorithm for deriving spectral underwater average cosine. One, the algorithm developed earlier (Talaulikar et al 2012) to derive underwater average cosine at 490nm using R rs (490) provided good results when compared to the other published algorithms of
Haltrin and Timofeyeva and second, R rs (λ), which is defined as the ratio of upwelling radiance to downwelling irradiance just above the sea surface (Equation 4) is one of the prime optical parameters that is derived from ocean color satellite sensors after applying the appropriate atmospheric correction algorithm. The new algorithm to derive spectral μ (λ) that is based on R rs (λ) and θ, will allow us to derive the μ (λ) from the satellite data (Equation 5 and 6). The following simple empirical relationship was developed using R rs (λ), solar zenith angle, θ and μ (λ) generated from Hydrolight simulations. 
where M 0 , M 1 and M 2 are coefficients of the polynomial and their values at every 10 nm are given in Table 1 and θ is the solar zenith angle. Since the algorithm is developed for ocean color satellite applications, μ (λ) used for algorithm development and validation were averaged over the spectral penetration depth, Z 90 (λ) where Z 90 (λ) is defined as Z 90 (λ)=1/K d (λ) . This Z 90 is an important parameter for ocean color remote sensing studies as it defines the depth from which 90% of the contribution of the water leaving radiance emerges to the surface and is detected by the satellite sensor (Gordon and Clark 1980) . The algorithm was found to work well normalizing R rs with R rs in the red region of 620 nm.
Indian ocean color satellite OCM-2 (Ocean Color Monitor-2) has a band at 620 nm and μ has maximum values in red region of the spectrum. This algorithm to derive spectral μ (λ) will be hereafter referred as Mu. 
Evaluation of the algorithm, Mu
The evaluation of the algorithm Mu to determine the spectral underwater average cosine μ (λ) was carried out using the R rs (λ) measured using the hyperspectral radiometer. The algorithm Mu was compared with the other published algorithms of Haltrin and Timofeyeva, listed as equations 7 and 8 respectively.
( ) The inter-comparison of algorithms Mu, Haltrin and Timofeyeva were carried out using the measured R rs (λ) and the values of μ (λ) derived from these algorithms were compared with those derived from the Hydrolight simulations (Figure 4 ). The objective of using the R rs (λ) for all the algorithms was to determine the most suitable algorithm for deriving μ (λ) from the ocean color satellite data .Values of a(λ) and b b (λ) required for calculating μ (λ) using algorithm of Haltrin were derived using the updated algorithm QAA Version 5(Quasi Analytical Algorithm) (Lee et al. 2002 (Lee et al. , 2007 .
Algorithm QAA derives absorption and back scattering coefficient by analytically inverting the spectral remote sensing reflectance. This algorithm produces better results for deriving spectral total absorption coefficient and backscattering coefficients (Qin et al. 2007; Shanmugam et al, 2010) . However, its performance is poor for deriving components of absorption (Shanmugam et al. 2010) . Though b(λ) is required for algorithm of Timofeyeva, it is seldom derived from the satellite data as the contribution to the water leaving radiance is mostly from the backscattering coefficient. There are few algorithms to derive b(λ). The method by Gallegos and Corell (1990) assume that the absorption at 720 nm to be only from pure water and zero from all other sources such as CDOM and phytoplankton, which may not be valid for all waters and the b derived using this algorithm is assumed to Figure 4 . Schematic of steps involved in evaluation of algorithm Mu using in-situ measured remote sensing reflectance.
be spectrally invariant. Another empirical algorithm use b(555) to derive spectral b(λ) (Gould et al. 1999 (Gould et al. , 2001 ). An empirical relationship based on chlorophyll is more suited for Case 1 waters (Gordon and Morel, 1983) . The other models by Kopelevich and Haltrin are based on volume concentrations of small and large particles (Mobley 1994) . Considering the application and ease of use, the model by Loisel and Stramski (2000) was chosen for this study as all the parameters used could be derived from the ocean color satellite data.
The algorithms were evaluated in four spectral regions, Visible or PAR (400nm -700nm), Blue (400nm -500nm), Green (500nm -600nm) and Red (600nm -700nm) regions.
Results
Spectral underwater average cosine for different water types
The underwater average cosine μ (λ) varied with various water types. Values of μ (λ) were low for very turbid waters whereas they were higher for relatively clear waters ( Figure 5 ). Similar spectral variations of μ (λ) were also reported by Berwald et al. (1998) . It shows lower values of μ (λ) for coastal turbid waters as compared to that for relatively clearer waters. restricting the radiance to travel in single direction and hence increasing μ (λ) (Berwald 1998) . We also observed the similar relations between μ (λ) with b(λ)/a(λ) as observed by Kirk (1981) (Figure 7) . The values of μ (λ) are found to decrease with increasing contribution of scattering relative to absorption. 
Underwater average cosine profile
Depth profiles of underwater average cosine are important for understanding the underwater light field. It is also one of the key parameters for estimation of primary productivity. The vertical behavior of underwater average cosine in vertically homogenous medium with flat surface has been studied by Kirk (1981) , Zaneveld (1989) , Bannister (1992) , McCormick (1995) and Berwald et al. (1995 Berwald et al. ( , 1998 . Depth variation of μ (490) nm shows strong relationship with ratio of scattering to absorption at 490nm (Figure 8 ). For deeper depths dominance of scattering over absorption broadens the radiance distribution thus reducing μ (λ). Rapid increase in value of b/a at 490nm, increases the rate of change of μ (490) with depth. This agrees with the findings of Berwald et al. (1995) , indicating that the rate of change of μ with depth is dependent more on scattering than absorption. (490) with depth. The variations were similar to that obtained by Kirk (1981) .
Assessment of algorithms
The values of μ (λ) derived from algorithms Mu, Haltrin and Timofeyeva using the measured R rs (λ) were compared with those derived from the Hydrolight simulations. The algorithm Mu performed better than the other two algorithms of Haltrin and Timofeyeva with lower values of RMSE, APD and MPD and coefficient of determination greater than 0.8 for all spectral regions ( Figure 9 , 10, Table 2 ).
The μ (λ) derived using algorithms of Haltrin and Timofeyeva were overestimated. Figure 10 show the μ (λ) derived using all the algorithms for two different water types. The relative difference (Figure 11) plotted for these water types shows that the algorithm Mu performed well for all water types. Figure 9 Error analysis of the algorithms Mu(Blue), Haltrin(Green) and Timofeyeva(Red) using in-situ measured R rs (λ) Figure 10 Comparison of µ(λ) derived from Hydrolight (Black) with those obtained from measured remote sensing reflectance using algorithms, Mu (Blue), Haltrin (Green) and Timofeyeva (Red) Spectral variations of μ (λ) for the two water types show distinct features at blue, green and red regions ( Figure 10 ). For the coastal waters ( Figure 10a ) there was a symmetric variation about the green region which has very low values and high values on either side in the blue and red. For the clearer water (Figure 10b) , the values were relatively higher in the red region compared to blue and green. For both water types the lowest values were found in the green region. The spectral variations with higher values in the blue and red were due to the dominance of absorption to scattering and the low values in green were due to dominance of scattering with low absorption. Although all the algorithms show similar spectral variations, the Mu was found to score over other algorithms in all spectral regions and for both the water types. The closest match for all algorithms was found in the green region and the largest deviation in the red region. The largest differences over the complete spectral range for both water types were observed for Timofeyeva. (Figure 11 ) Figure 11 Relative differences between the µ (λ) calculated using all the algorithms and values of µ (λ) generated from Hydrolight for two different water types.
Discussion
The radiative transfer model Hydrolight version 5.1 was used for simulating the measured optical properties. Although the simulations were carried-out with the measured input parameters and minimizing the assumptions and empirical relations for any parameters, the radiative transfer simulations could have been more rigorous considering various factors not included in our study. In our study the surface and bottom boundary conditions were assumed to be flat, surface of water was assumed to be flat and did not include the effects of wavy surface and also inelastic scattering. Some of these problems have been addressed and will need to be studied later (Sunderabalan and Shanmugham 2013) . Since the measurements on phase function were not available, the phase function was assumed to be constant throughout the depth.
The algorithm was validated using the remote sensing reflectance measured using hyperspectral radiometer and was also compared with the two algorithms of Haltrin and Timofeyeva. The two algorithms uses inherent optical properties such as absorption, scattering, beam attenuation and back scattering coefficients and they were developed to be used in both open as well as coastal oceanic waters for deriving underwater average cosine for full spectral range. The algorithm Mu performed much better than these two algorithms for both turbid as well as relatively clear waters.
The underwater average cosine is a much sought after optical parameter that will help in better understanding of behavior of light in water. However, presently there are no commercial instruments available to obtain this parameter. Some algorithms to derive average cosine have been developed for specific bands or specific wavelengths valid for specific boundary conditions (Berwald et al. 1995; Stramska et al. 2000; Talaulikar et al. 2012 ) while others assume average cosine to be a constant value (Ciotti et al.1999; Penta et al. 2008) , however it was observed to vary spectrally. Hence, assuming a constant value will yield erroneous results in models and related applications for the waters with varying absorption and scattering properties. The present algorithm was found to be valid for the spectral range 400-700nm and it has been validated for various water types and wide range of values. Since the present algorithm provides spectral values it could be used to derive spectral optical properties such as absorption.
Presently there are no algorithms available to compute spectral μ (λ) from satellite data and since this algorithm computes spectral μ (λ) based on R rs (λ), it is well suited for ocean color applications. Unlike the earlier reported algorithms of Haltrin (1998 Haltrin ( , 2000 the present algorithm has the advantage that it does not depend on the inherent optical properties.
The inter-comparisons of reported algorithms with the present algorithm show vast improvements in performance compared to other algorithms (Table 2 ) due to ease of implementation with fewer parameters. The algorithm showed consistency in performance over the entire spectral range unlike other algorithms which showed larger deviations in the lower and higher range of wavelengths and close match only around 500 nm (Figure 10 and 11) . Algorithms of Haltrin and Timofeyeva were found to overestimate μ (λ).
Comments and recommendations
Because the algorithm Mu depends on just one optical parameter R rs (λ) it could be used to determine the mean cosine from all ocean color satellite sensors. However, the performance of the algorithm will depend on the values of R rs (λ) and hence a robust atmospheric correction algorithm will be required for the ocean color satellite (Shanmugam 2012; Shanmugam et al. 2013 ).
The spectral absorption coefficient a(λ) can be determined using μ (λ) and K d (λ). The exact equation for diffuse attenuation coefficient for downwelling irradiance K d (λ) can be approximated under certain conditions such as subsurface reflectance R <<1, Case1 or CDOM dominated waters and assuming Kd ≈ Ku, then a(λ) ~ μ (λ) K d (λ) (Gordon, 1989) . Using the conservation of energy, Gershun (1939) provided a relationship to derive inherent optical property, a(λ) = μ (λ) K E (λ), where the diffuse attenuation coefficient for net or vector irradiance, K E (λ) is approximated to K d (λ) under some assumptions and the same was also observed in our data. (Kirk 1981; Morel 1991; Sokoletsky et al. 2003; Darecki et al. 2003) . There are several algorithms available for deriving K d (λ) from ocean color satellite sensors, which have been evaluated for the study area by Suresh et al. (2012) . The average cosine of underwater light field varies with different water types as it is influenced by scattering and absorption and thus can be used for classifying the water types and perhaps to develop an empirical algorithm to determine the transparency of water.
The present algorithm could be improved based on a depth factor to extend the remotely derived average cosine property in order to obtain the depth profiles of underwater light field in coastal waters.
