Using monthly data for the period 1979-2010, we study the dynamics and strength of land surface-atmosphere feedbacks (LAFs) among variables involved in the heat and moisture fluxes, at interannual timescales in Tropical South America (TropSA). The variables include precipitation, surface air temperature, specific humidity at 925 hPa, evaporation, and estimates of volumetric soil water content. We use a Maximum Covariance Analysis (MCA) to reduce the dimensionality and to rank the relative contributions to LAFs and group the time series into Maximum Covariance States (MCS) with common mechanisms among variables. We estimate linear (Pearson correlations) and non-linear association (information transfer or causality) metrics among pairs of variables to configure the structure of linkages. The main MCS associated with LAFs over TropSA are strongly influenced by ENSO, and the meridional and equatorial SSTs modes over the Atlantic and Indian Oceans. ENSO favors a unimodal behavior, with center of action in the Amazon River basin, while the SSTs mode over the Tropical North Atlantic (TNA) results in a dipole between northern and southern TropSA. Our results show that soil moisture plays a leading role in regulating heat and water anomalies, and provides the memory of the LAFs and their subsequent influence. Thus, volumetric soil water becomes a fundamental variable leading up to 9 month-lags. ENSO enhances the interannual connectivity and memory inside LAF mechanisms with respect to other modes. Within the identified multivariate structure, evaporation and soil moisture enhance the interannual connectivity of the whole set of variables since both variables exhibit more frequent two-way feedbacks with the remaining variables.
Introduction
The humid tropics concentrate a large amount of net radiation and water vapor, and consequently, intense heat and humidity fluxes dominate the interactions between the soil and the lower atmosphere [1] . The excess of net radiation is balanced through latent heat and sensible heat fluxes [2] [3] [4] . By controlling the partition of these fluxes, soil moisture modulates diverse land-atmosphere feedbacks (LAFs); similarly, the rates of change between dry and wet conditions in the soil necessarily impact surface temperatures [5, 6] .
Traditionally, the study of LAFs have been approached from physical modelling and numerical experiments [7] [8] [9] [10] [11] [12] [13] ; analysis of observations and models with statistical tools [3, [14] [15] [16] [17] ; traces of moisture trajectories [18, 19] , among others. An important body of literature has focused on the role Figure 1 . Conceptual scheme of interconnections among the main variables involved in the studied land surface-atmosphere feedbacks (LAF), adapted as a graph from [7] , and hierarchized by number of connections of each variable. The state (process) variables are denoted as circles (diamonds) nodes.
The study is organized as follows. We present data and methods in Section 2. In section 3, we first assess data in order to standardized and remove noise (subsection 3.1). Then, we define spatiotemporal patterns of maximum covariance between pairwise selected variables over TropSA during the period 1979-2010, and, in order to estimate the interannual linear and non-linear connectivity of the set of variables, we use correlation and causalities among the representative time series of the estimated maximum covariance patterns (subsections 3.2 and 3.3). Using the same time series, we categorize the identified patterns according to its ENSO influence (subsections 3.4 and 3.5). Finally, with these categorized patterns, we evaluate the structure of relations between the proposed state and process variables through the linear and non-linear couplings using elements of graph theory (section 3.6 and 3.7).
Experiments

Data
We focus our study of LAFs at interannual timescales on tropical South America (TropSA) (15°N-20°S and 82°W-40°W, Figure 2 ) during the period from 1979 to 2010, through a detailed analysis of the interactions existing among five variables involved in LAFs dynamics, namely surface air temperature (T2m), specific humidity at 925 hPa (SH 925 ), and soil moisture (VSW) (state variables), precipitation (PRC) and evaporation (EVP) (process variables) [7] .
To that end, we use monthly climatic fields at 1° x 1° spatial resolution, as follows: Precipitation from the Global Precipitation (GPCC) Full Data Product version 7 [60] . The GPCC monthly precipitation fields are suitable to study hydrological and atmospheric linkages at regional scales on land. From the ERA-Interim Reanalysis [61] , monthly fields of T2m, SH 925 
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The matrix U is dense, and the Left Singular Vectors (ui) are linear combination of the columns of the matrix X; while the matrix  is sparse, the singular values ( i  
The dimensional reduction of matrix X tries to minimize its difference with its truncated version ( X ). Such difference can be represented as the sum of the F . Finally, we estimate the spatial patterns associated with X and Yˆ for each MCSk. To that end, we use correlation maps (  ) between the series xk and yk and the column vectors of the truncated matrices X and Yˆ (Table 1) . Table 1 . Types of maps employed to represent the spatial patterns resulting from Maximum Covariance Analyses. [53] review the combined usage of MCA and Graph Theory. [52] and [55] propose using graph models to evaluate climatic interactions in a context of causality. For our purposes, we first classify the interaction of the expansion coefficients, k x , and k y (eqn. 10), according to the interannual mode that determines their maximum covariance. The criterion to group the singular vectors of each matrix is defined by the degree of correlation with the Niño 3.4 index.
Symbol
A Graph Model of LAF in Tropical South America at Interannual Timescales
Thus, we identify three interannual modes that dominate the maximum covariance between the interactions of the variables involving the time series which represent each MCA. Then, we construct a complete graph to study the connectivity at interannual time scale for each Maximum Covariance State (MCS) between variables, for lags from 1 to 9 months. We used the concept of links between two variables k x and k y [48] to construct the LAF graph model, Γk, in TropSA, as:
where the nodes Vk are the variables with maximum covariance under the k-th interannual mode. The weight of the edges, Ek, are the results of the correlation and causality metrics estimated between the k x , and k y from each MCS (Apendix A).
When a graph contains all the possible interactions among nodes is called a Complete Graph. In this type of graphs, the number of edges k E connecting nodes k V is estimated as:
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In our case, we use five variables ( 5 V k  ) to construct the complete graph, and thus there are 10 E k  possible links between all variables for each graph.
The graph depicting the linear associations between the MCS is constructed by assigning the weight in the edges as correlations (ρ). A graph of non-linear associations among the same MCS is constructed with causalities (τ) (Appendix A).
Aditionally, we introduce a metric to quantify the ratio of bi-directional causalities between two series y and x (eqn. 14), as: Estimation of simultaneous correlation does not provide information about directionality, and thus the resulting linking graph is called Undirected Graph. Otherwise, by applying bidirectional metrics, such as Causality described in Appendix A [69] , it is possible to establish a Directed Graph, denoting directions with arrows ( Figure 3) .
However, lagged correlations and causalities also quantify bidirectional characteristics. 
Results
SVD, Noise Reduction, and Entropy
We constructed the matrix of standardized anomalies, X[mxn], for each data set for the period spanning from 1979 to 2010. Although all fields have the same cell size (1 ° x 1 °), they have different particular grid arrangements, thus implying small differences in the number of cells covering the TropSA region among the three data sources (m, Table 2 ). In all cases, n corresponds to the 384 months of the study period. Moreover, the rank defines the number of the linearly independent columns and rows of X. From this perspective, if we assume that few modes control most of the hydroclimatic variance at interannual time scale in TropSA [44] , a high rank of X indicates the presence of high amounts of noise in the data sets (Table 2) .
To remove the noise, we factorize each matrix X[mxn] using SVD (eqn. 1) and then we estimate the truncated matrix
X having a lower rank k [66] . As a result, each matrix [mxn] X contains the variance of X explained by the most relevant k singular values, σk. In order to select the value of k, we obtain the complete spectrum of singular values, σX, of each matrix X ( Figure 4A ). The form of this spectrum describes the cumulative variance of each data set over TropSA. The slope of such spectra is high for SH 925 and T2m because both state variables of the lower atmosphere capture most of the variance in their first take up around 30% of the total square variance, it amounts to 12% for PRC and EVP ( f1, Table 2 ).
Finally, the spectrum of VSW lies between both of them ( Figure 4A ).
The form of the spectrum of σX is also related to the relative entropy, HX, estimated through eqn.
(6) ( Figure 4B ). A matrix X with low HX concentrates most of its variance in few singular values (σX). This interpretation implies, in our case, that a matrix X with low relative entropy (HX) represents a variable controlled by few modes over TropSA at interannual timescales. In terms of HX, and according to the hierarchy of the singular values spectra shown in Figure 4A , the state atmospheric variables SH 925 and T2m are the less complex of our data sets (HX= 0.5 , Figure 4B ). On the other hand, the process variables (PRC and EVP) are the most complex in the region HPREC= 0.76 and HEVP= 0.71. This result confirms the diversity of factors that make part of the hydro-climatic variance at interannual timescale, thus reflecting the implicit complexity of the linkages between these two processes over TropSA [44, 46, 59, [70] [71] [72] . The high entropy of EVP can be also explained in terms of the multivariate influence of water and energy fluxes in TropSA [22, 47, 73] . Finally, entropy of soil moisture exhibits an intermediate value (HVSW = 0.61), although it exhibits the highest value among the state variables. Such relative complexity suggests that VSW is essential for the LAFs over TropSA, given its relation with EVP and PRC [3, 48] 
Maximum Covariance States of Land Surface-Atmosphere Feedbacks (LAF)
First, we use the set of reduced variables over TropSA (  . Correlation coefficients among pairs also describe the strength of the crosslink between concurrent time series (Table 3) . Consistently, the first three MCSk are quite high for the XY C pertaining to the pairs T2m -SH 925 and PRC-VSW.
We hierarchically sorted the MCA results using the first covariance fraction ( XY 1 f , Table 2 ). (last two rows of Table 2 ). In contrast, the covariance matrix between T2m and SH 925 highly concentrate most of the variance in the first singular value. 
MCS1
MCS2 MCS3 (Table 2) . Such complexity in the interaction between process variables is also pointed out by [47] ; regarding the multiple interactions that connect PRC within the LAFs so as to EVP returns humidity to the lower atmosphere ( Figure 1 ). Regarding the interactions between the hydrological cycle variables (PRC, VSW and EVP), the squared covariance fraction of the XY C between EVP and VSW captures 59% 1  XY f (Table 2) ; which means that EVP has 17% more covariance with VSW than PRC in the first MCSk. Such a strong covariability between soil moisture (VSW) and evaporation (EVP) in TropSA reinforces the idea that droughts are also associated with LAFs at local scales, and with teleconnections at larger scales [23, 73] . At this point, we hypothesize that the high entropy (HX) from hydrological cycle variables crosslinking PRC-VSW-EVP arises as a consequence of the recycled precipitation that physically enhances non-linear interactions among those variables at TropSA [2, 13, 34, 44] .
In the context of LAFs over TropSA, the strong coupling between VSW and EVP is also confirmed through cross-correlation maps [ 
VSW Y 
). We infer that the core of such interaction is located in the Amazon River basin, in connection with the Magdalena-Cauca River basin over north-western TropSA; whereas, some regions of the Orinoco and Tocantins River basins do not show statistically significant values (P < 1%). Spatially, the MCS1 exhibits more cells with higher significant correlations over TropSA between the series k x (EVP) and Yˆ (VSW), than the inverse case ( Figures 6B and 6C ). Both maps exhibit positive correlations, thus suggesting that negative (positive) anomalies of soil moisture go along with negative (positive) anomalies in evaporation. For one-month lag, the values of the correlation coefficients suggest that the effect of VSW on EVP is higher than in the reverse sense ( Figure 5D ). This effect is coherent but less evident at 2 months-lag. Furthermore, the cross-correlation between both series is high up to 6 months-lag. Similarly, we found that specific humidity in the lower atmosphere (SH 925 ) is the state variable most well-combined with precipitation (PRC) over the region on the Table 3 ).
Comparing the time series 
Non-linear analysis of Maximum Covariance States
With the aim of quantifying the non-linear connections from the estimated MCSk of each covariance matrix , we estimate the relative causalities (Table  4) . In this interaction, the T2m reaches up to -27 % of relative causality on SH 925 for the MCS1. As previously discussed in the methodology section, the negative sign of  does not affect the amount of causality but the interpretation of the measure. According to [69] Table 4 ). The main conclusion of these results is that the T2m is essential in capturing the non-linear interactions at interannual timescale within the LAFs of TropSA. MCSk, (estimated through eqn. A12) for all pairs of variables over TropSA (1979 TropSA ( -2010 .. are not the best correlated with N3.4 (Table 5 ). This means that the maximum fraction of covariance of the different pairs is not homogeneously organized according to the influence of different oceanic modes, and depends on the interaction of the variables. Also, these results allow us to identify which specific XY C exhibits the highest association with ENSO (blue entries in Table 5 ). From those highly ENSO-related MCS (d=1), the largest one corresponds to the covariance matrix of VSW ( Table   5 ]. Again, the T2m -VSW interaction is quite relevant within the LAFs as the most ENSO-influenced among the paired variables. This result indicates that soil moisture (VSW) influences the atmospheric response to surface warming (T2m), and, in combination with at mospheric moisture (SH 925 ), VSW contributes to determine the spatiotemporal pattern of PRC [74] . Regularly, the pairs that involve T2m exhibit the highest correlation values with the Niño 3.4 index ( Table 5) ; surface temperature is essential to propagate the ENSO-effect on variables involved on LAF over TropSA. 
ENSO-intensities Categorizing Interannual Oceanic Modes
Once we grouped each Maximum Covariance State (MCSk) through correlations with ENSO, we correlate the monthly fields of global SSTs with each pair series k x and k y during the study period 1979-2010. To that end, we used the HADISST product from the Hadley Center. We show one representative SST map per each one of these groups: high ENSO-related using the MCS1 EVP-VSW ( Figure 8A ), medium ENSO-related using the MCS1 PRC-SH 925 ( Figure 8B) , and low ENSO-related using the MCS1 EVP-PRC ( Figure 8C ). Simultaneously, using the same time series, such patterns correspond to the TropSA correlations maps shown in Figures 5 to 7 . Each group of MCSk series (high, medium, and low ENSO-related) correlate at global scale with a particular SSTs pattern ( Figure 8A-C) .
We conclude that Maximum Covariance States (MCSk) capture the LAFs determined by the conjoint (non-isolated) action of few SST-modes ( Figure 8A ). The conjoint effect is triggered because the Amazon River basin occupies the largest portion of TropSA, and, at interannual time scales, several SST-modes determine the characteristics and magnitude of the LAFs therein [59; 75-77] .
First, we analyzed the time series group which best correlates N3.4 (High ENSO-related, blue entries in Table 5 ). Those series exhibit highly statistically significant correlations with the SSTs over the different Niño regions ( Figure 8A) . Additionally, the Niño-SSTs act in phase (same sign of coefficients) with SSTs over the Tropical North Atlantic (TNA), and with the Indian Ocean SSTs (IO) ( Figure 8A ). This global SST pattern also exhibits the influence of the Pacific Decadal Oscillation (PDO) acting in phase-shift with Niño regions correlations (reverse sign of coefficients).
The second group of MCSk (medium ENSO-related) captures in a dipole the ENSO effects and an equatorial oceanic mode over the Tropical Atlantic ( Figure 8B ). Consistently, this SST-pattern represents the covariance among variables pairs involving precipitation ( Table 5 ). The described SST-pattern connects with the correlation dipole over the TropSA continental zone shown in Figure  6 for the MCSk PRC-SH925.
The third group (low ENSO-related) presents the weaker correlations with global SSTs respect to the other groups ( Figure 8C ). The SST-pattern of correlations is dominated by the interannual variability over the Eastern Tropical Pacific (Niño 1+2 regions) and over the TNA region ( Figure 8C ). Both regions act in phase as per the same sign of correlations ( Figure 8C ). Likewise, this SST-pattern connects the interactions inside the MCS1 of LAFs process variables PRC-EVP, whose
with the northeastern to southeastern dipole at TROSA shown in Figure 7C .
Visualizing Dependences Among Variables with Graph Theory
To synthesize and further understand the LAFs structure including state and process variables at interannual time scale over TropSA, we constructed graphs Γd for the SST-mode depicting the highest correlation with the Niño 3.4 index along the MCSk time series (Table 5 ). As we stated in section 3.4, this group Γ1 captures the MCSk best correlated with the Niño 3.4 index from each XY C matrix (Table 3) .
We define a threshold for the magnitude of the edges to construct correlation and causality graphs Γd. This allow us to study the strongest connections among the studied variables. In all cases, we selected the percentile of 50% of the empirical probability distribution of causalities and correlations values for each time lag (Figure 9 , Table 6 Figure 5A) ; B. PRC-SH925 (series in Figure  6A ); C. EVP -PRC (series in Figure 7A ).
Each node graph from Γd represents the variables inside the MCSk in a common SST-mode crosslinking state and process variables. Using series We respectively show those red graph nodes as red horizontal bars in Figure 10A -C-right. Likewise, red paired-edges in each graph represent correlations and causality ratios (eqn. 14) ranged between 0.9 and 1.1. With these conventions, we encapsulate the concept of feedback or equal-bidirectional effect in each graph. We used both metrics (correlation and causality) comparing systematically linear and non-linear couplings among MSCs ensembles.
Linear coupling Graphs
To illustrate the proposed graph analysis, Figure 10A shows the 1 month-lag correlations graph Γ1 with significant p-values < 0.01 (group Γ1 high ENSO-related). This graph Γ1 associates the SST-pattern established in Figure 8A with the spatial pattern depicted in Figure 5 over TropSA as interactions among nodes (variables). Through this graph, whose edges are 1-month lagged correlations higher than the median (ρ=0.4, Table 6 ), we identify a structural interaction between VSW-SH 925 (soil moisture-atmospheric humidity relation) which consistently are the highest entries of vectors 
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We catalogue this interaction as structural because the first singular value of the adjacency matrix of graph Γ1 (high ENSO-related, 1-month lagged correlations) captures a high fraction of its variance (80%). This high percent characterizes the relations assembly expressed by vectors 1 u and 1 v leading the most of the linear coupling expressed by the graph Γ1. Our results point out that T2m, SH 925 , PRC and EVP contain an important chain of feedbacks favoring the regulation of VSW within the structure of relations ( Figure 10A ). Firstly, VSW depicts the highest correlations among the variables at 1-month lag. Aditionally, PRC is just strongly connected with VSW. Led by the ENSO forcing, VSW acts to trigger the LAFs mechanisms. Surface temperature is regulated by VSW directly and through linear feedbacks with EVP and SH 925 ( Figure 10A ). SH 925 does not influence directly VSW but through changes in T2m. Instead, VSW linearly controls changes in SH 925 directly and through T2m and EVP. Figure 10B shows the graph Γ2 constructed with 2 months-lag correlations associated with the highest ENSO-related group. Again, this graph reflects a relational structure dominated by VSW as the best emitter (maximum value of Figure 10C shows the graph Γ3 corresponding to 3 months-lag for the highest ENSO-related group. This analysis reveals a structural relation between surface temperature and evaporation (T2m-EVP). The estimated 1 month-lagged correlation between SHP 925 and PRC is not strong in the graph. Again, represented in a hierarchical form, the structure of the graph Γ3 evidences that VSW constitutes a heterogeneous node connecting PRC with EVP, SH 925 and T2m ( Figure 10C ). The linear feedbacks are identified for the pairs EVP-VSW and T2m-SH 925 ( Figure 10C ).
In summary, using 1 to 3 month lagged correlation as a metric to link the graph nodes involving the state and process variables of LAFs over TropSA, we find that, structurally, soil moisture is the best regulating mechanism of interaction among the identified interannual modes. Figure 10C . As in figure 10A for 3 lag-months.
Non-Linear Coupling Graphs
We also explore a group of graphs whose edges denote causality relations ( Figure 11 shows the simultaneous (non-lagged) graph for the high ENSO-related group defined previously. Such causalities are the same reported in Table 4 . Contrary to correlations, relative causalities allow us to examine the relations structure without lagging. Because of non-linearities, relative causalities depend on direction between the two variables, given by Table 4 ).
The links structure is similar with those depicted by linear graphs of 1 month-lag ( Figure 10A ) and 2 months-lag ( Figure 10B ). VSW works as a transferring node variable connecting PRC with EVP, SH925 and T2m (Figure 11 ). The highest causality of this graph corresponds to the interaction T2m → SH 925 (26.88 %). Besides, the relational structure of this graph is nearly equally dominated by VSW as the best emitter (u1), and the best receptor is SH 925 (Figure 11 , red horizontal bars and red graph nodes), as we show for 1 month-lag linear graph ( Figure 10A ). At 0 month-lag (concurrent), VSW dominates non-linear relationships on PRC, SH 925 and T2m at interannual time scales. However, under this causalities structure, EVP influences VSW. VSW is essential over Tropical South America to structurally feedback on SH 925 under the group of highest ENSO-related Maximum Covariance States at concurrent series (non-linear links). Therefore, we estimate the bi-directional influences and the symmetries between series without lags. Figure 12 shows a synthesis of the graphs constructed with the MCS for the three interannual modes (Group 1: High ENSO-related, Group 3: Low ENSO-related), correspondently with Figure 8 , for each lag from 0 to 6 months, and for both metrics: correlation ( Figure 12 , left column) and causality ( Figure 12, right column) . Consistently, the rows in each box of Figure 12 constitute all possible interactions among the five variables; the columns represent a complete graph for each lag from 0 to 6 months. Figure 12 also represents with red filled circles the edges between two nodes feeding back on each other (feedbacks between variables). Therefore, this concept also corresponds to the edges feeding back in Figures 9 and 10 .
Multivariate connectivity of LAFs at interannual timescale
For each graph lag, the blue square corresponds to the pair of variables with maximum values in the main vectors u1 and v1, that is, the pair of variables which control the relational structure of each graph. For example, a blue square is located in the pair SH 925 -VSW for the 1 month-lag graph in Group 1 (edges as correlations). This square represents the maximum values of u1 and v1, in agreement with the graph shown in Figure 9A .
From this synthetic analysis and according to the graphs denoting correlations (Figure 12 , left column), we found a direct relation between the number of feedbacks (defined as the fraction of significant coefficients between 0.9 and 1.1), and the degree of correlation with N3.4 used to categorized graphs in three groups (High, medium, low ENSO-related). In other words, a larger influence of ENSO on the MCSk favors the existence of feedbacks among variables. In the high ENSO-related graph group, EVP is always structurally involved in the connectivity making part of the pair with maximum u1 and v1 for several lags. On the other hand, the interaction VSW-EVP dominates the relations structure inside Group 2. Recurrently, this pair is associated with the maximum values of u1 and v1, for both correlation and causality in this group (Figure 12) . Finally, the relations structure which defines a consistent pattern of LAFs appears in Group 3. For those graphs, and both metrics, the interaction of the pairs SH 925 -VSW dominates the vectors u1 and v1 for several lag-graphs. (Figure 12, Group 3) . Figure 12 . Synthesis of the structural analysis of graphs associated to each of the three groups established according to their correlation with the N3.4 index. We use linear (Correlation, left), and non-linear (Causality, right) metrics to establish the edges between graph nodes. Therefore, each column in each group represents the ten possible edges of the graph created for lags from 0 to 6 months.
As a final point, we estimate the algebraic connectivity, 2  , (eqn. A18) for each graphs group previously defined by their correlation with the Niño 3.4 index (ENSO), and for the whole set of lags
24 from 0 to 9 months ( Figure 13 ). The connectivity curves were constructed by summarizing the edges as correlations ( Figure 13A ) and as causalities ( Figure 13B ) per lag graph. Consistently for both metrics, the connectivity of the variables within the LAFs is higher if the MSCk group is higher correlated with the Niño 3.4 index. In summary, the high ENSO-related graphs (Group 1, blue line in Figure 13A -13B) exceed the connectivity among variables in 25% with respect to the influence of Group 3 (Mode 3, green line). This effect augments the connectivity among variables up to a 7 month-lag. Likewise, the connectivity diminishes with the number of lags in the graphs (Figure 13 ).
The connectivity
2
 is a measure of the structural resilience of a graph [78] . From this point of view, we demonstrate that ENSO has an important effect on the connectivity, and thus on the structural resilience of variables exchanges at interannual time scale on TropSA. For the high ENSO-related group, this resilience is basically the robust memory in time of the interactions among state and process variables favored by the SST-pattern presented in the figure 8A . It is worth recalling that, over the spatial domain of TropSA, the maximum connectivity of the variables of this high ENSO-related group is representative in regions of significant correlations shown in Figure 5 whose main action core is the Amazon rainforest and the north-west zone strongly influenced by the Choco Low-Level Jet [72] . At structural level, a large part of this connectivity resides in the soil moisture (VSW) as shown in Figure 12 for the linear and non-linear metrics. Non-linear metrics in the High ENSO-related group also reveal the essential role of surface temperature as a connectivity enabler between SH 925 and VSW for 0 to 3 month-lags. Besides, the structural power of process variables (PRC-EVP) in this group (High ENSO-related) is important from 3 to 6 months-lag, which means that the memory in the state variables are dominated by the previous conditions on process variables. On the other hand, the second group of graphs connectivity (Medium ENSO-related) in time is dominated by the pair interaction VSW-EVP (see blue squares in Figure 12 ). The connectivity in the third group depends directly on the structural relation SH 925 -VSW (state variables). Therefore, VSW is an essential state variable favoring connectivity and resilience of the interactions on the complex mechanisms inside LAF over TropSA. Figure 13A for relative causality x y  .
Discussion
Time series extracted from the MCA procedure were used to quantify linear (correlations) and nonlinear (causalities) metrics for different time lags among all pairs of variables. All sets of associations were summarized in the form of correlation and causality graphs in turn grouped according to their association degree with ENSO. This way, we analyzed how the LAFs over TropSA contribute to explain the simultaneous and lagged interannual anomalies over land and atmosphere. In particular, we found a strong statistical association among state and process variables with ENSO over the study region.
The identified structure of correlations among variables differs from that derived from causalities. The temporal dynamics of the identified structural relations was extracted from the SVD analysis of the adjacency matrix (
W ) of the constructed graphs (eqn. A14, section 2.4.1). In particular, we based our analysis of the maximum values contained in the first singular vector, u1 (best emissary) and its complement, v1 (best receptor) extracted from
W . Given that both vectors come from the adjacency matrix, they describe the highest amount of the variance of all possible interactions among variables.
A synthesis of results from correlation graphs allowed us to conclude that: (1) Regarding the group of graphs exhibiting the highest association with ENSO, a temporal sequence is evidenced whereby PRC (max. u1) structurally leads EVP (max. v1) at 5 to 6 month-lags. Also, T2m leads EVP at 4 month-lag, and T2m leads SH 925 at 3 months-lag. VSW leads EVP at 2 months-lag; and, finally, VSW lead SH 925 at 1 month-lag.
(2) Regarding the group of graphs exhibiting an intermediate association with ENSO, there is a consistent temporal lead of VSW at all lags (max. u1). Such lead is evidenced on EVP for 3 to 6 months-lags, on T2m at 2 months-lag, and leading PRC with one month lag. This latter conclusion is at the root of the important role of precipitation recycling in the Amazon River basin [35] .
(3) Regarding the group of graphs exhibiting the lowest association with ENSO, VSW persistently leads the relational structure on SH 925 from 1 to 6 months-lags.
On the other hand, a synthesis of results from the causality graphs allowed us to conclude the following temporal sequence of simultaneous and lagged relations among variables:
(1) Regarding the causality graphs exhibiting the highest association with ENSO, and similar to the correlation graphs, PRC dominates EVP at 5 to 6 month-lags, and T2m at 4 months-lag. In turn, T2m controls EVP at 3 months-lag, and also controls VSW at 1 to 2 months-lag. Besides, the simultaneous relations evidence that VSW dominates SH 925 . Indeed, non-linear associations also reveals that T2m is essential strengthening LAFs when variables interacts on highest ENSO frequency.
(2) Regarding the causality graphs exhibiting an intermediate association with ENSO, VSW leads EVP for lags between 1 to 6 months. Simultaneous relations among variables indicate that SH 925 dominates on T2m. From 6 to 3 months-lags of this group of graphs, the linear associations coincide with the nonlinear ones structuring the relations through VSW leading EVP.
(3) Regarding the causality graphs exhibiting the lowest association with ENSO, VSW dominates SH 925 from 1 to 6 month-lags, similar to the correlation graphs. Finally, SH 925 dominates over PRC on the simultaneous relations. Unlike the group of the MCS showing the highest association with ENSO, in this case results of linear and nonlinear metrics are quite consistent in the sense of the structural relation between VSW-SH 925 ( Figure 12, group 3) .
On the other hand, using the ratio of linear (correlations) and nonlinear (causalities) metrics between two variables ( Φ eqn. 14), we defined a bi-directional relationship (feedback) whenever
. Using such definition, based on concepts defined by [48] , we found that the causality graphs exhibiting the highest association with ENSO show much more frequent feedbacks among the studied variables for all lags between 1 to 6 months. Specifically, the linear and non-linear metrics coincide in identifying the following set of feedbacks:
(1) Regarding the graphs exhibiting the highest association with ENSO, both correlation and causality metrics reveal a consistent bi-directional relation between VSW-T2m at 1-2 months-lags, and between EVP-PRC at 3 months-lag.
(2) Regarding the graphs exhibiting an intermediate association with ENSO, we found consistent linear and non-linear feedbacks between the SH 925 -PRC pair at 1 month-lag.
(3) Regarding the graphs exhibiting the lowest association with ENSO, consistent results are obtained between linear and nonlinear feedbacks in the relation VSW-T2m at 3 month-lags. For this graphs group, there is a much smaller set of feedbacks among variables in comparison with those graphs high ENSO-related.
Among the studied variables, T2m and VSW exhibit the highest amount of linear feedbacks (correlation) including the one among them at 1 month-lag, and with process variables PRC and EVP. In turn, T2m feedbacks on VSW, EVP and SH 925 at 2 months-lag, and SH 925 and VSW feedback on each other at 3 month-lags, and each one establishes an additional feedback (SH 925 -T2m, VSW-EVP). At 4 months-lag, EVP feedbacks with VSW, T2m and SH 925 , and for 5 month-lags, VSW feedbacks on EVP and PRC. Regarding the recycling of PRC in TropSA, the VSW-EVP pair (strongly linked to T2m), exhibit the highest amount of linear feedbacks from 3 to 6 months-lags ( Figure 12 , Group 1, correlation graphs).
For both the simultaneous and lagged analysis, surface temperature (T2m), as a state variable, activates non-linear associations with atmospheric moisture (SH 925 ) and soil moisture (VSW) among the high ENSO-related graphs (causality graphs). In summary, under the ENSO influence, T2m is not only a key variable to diagnose the dynamics of interannual LAFs but also has a substantial role on the dynamics and thermodynamics of the lower troposphere and soil interfaces over TropSA [2, 3, 44, 73, 80] . Besides, interannual anomalies in PRC are associated with perturbations of the surface water balance at regional scale by controlling T2m inside the dissected interactions of VSW and EVP [10, 17, 30, 31, 45, 48, [81] [82] [83] . On the contrary, in the group of least ENSO-related graphs that reveals a direct relation between VSW-SH 925 , T2m is not fundamental in the relational structure among variables.
The
Conclusions
A multivariate analysis allowed us to further understand the role of land surface-atmosphere feedbacks (LAF) over Tropical South America (TropSA) at interannual timescales during the period spanning from 1979 to 2010. Methodologically, we used ideas and tools from Linear Algebra, Information Theory and Graph Theory to infer structural relations among the most relevant processes involved in LAFs over TropSA. In so doing, we defined the dominant LAF spatiotemporal patterns by a pair-wise categorization of variables through Maximum Covariance Analysis (MCA)/Singular-Value Decomposition (SVD), with the aim of reducing the dimensionality of the problem, as well as to identify and quantify the most salient factors associated with ENSO over TropSA. With such patterns, we evaluated the relational structure between state (T2m, SH 925 , and VSW) and process (PRC and EVP) variables using Graph Theory (Appendix B) to estimate the linear and nonlinear connectivity between the set of variables at interannual timescales. Regarding hydrology in the continental zone of South America, we used the lines of biggest watersheds that also indicate the highest heights of this domain. Among the five macro-basins analyzed, the Amazon basin has the most extensive drainage surface, followed respectively in size by the Tocantins, Orinoco, Magdalena-Cauca, and Essequibo-Guyanas basins (Figure 2 ). These limits are important in the context of local recycling of moisture in the Andean-Orinoco and Andean-Amazonian piedmont [41, 79] , and also to understand the resulting MCA spatial patterns.
The identified LAFs over TropSA are enhanced (in-phase) by SSTs over the tropical Pacific and Atlantic, but also over the Indian Ocean. In turn, the algebraic connectivity of graphs [78] representing the LAFs over TropSA is stronger owing to the action of ENSO in comparison with other interannual modes. The regulatory action of ENSO sets in a stronger memory and resilience of interactions among state and process variables. The spectral analysis of the composite graphs identified to study the linkages between variables allowed us to conclude that soil moisture is a key variable in defining the spatiotemporal patterns of PRC and EVP in TropSA at interannual timescales, and as such plays a major role in regulating LAFs at interannual timescales, mainly controlled by ENSO.
Finally, within the context of the humid tropics, the identified LAFs play a major role in controlling the connection between the soil and atmosphere subsystems. Our analyses and results using the concepts of process and state variables and their linear and nonlinear connectivities over TropSA shed new light on the fundamental role of soil moisture within the LAFs and the water and energy budgets over the region at interannual timescales.
Appendix A Correlation and Causality
By applying the MCA on the truncated matrices X and Yˆ we obtain the series xk and yk (eqn. A1) which capture the covariance between two variables within a determined MCSk (Figure 3 ). These series derived from each MCA are used to estimate the correlation, i  , as:
For our purposes, we performed the analysis by lagging both series from 1 to 9 months, and defined a measure of feedback through the ratio between correlations for each lag of each covariance matrix between pairs of variables.
Nevertheless, correlation analyses just quantify the degree of linear association between variables. We overcame such limitation by using causality analyses to quantify the connectivity between variables. Such causality or information transfer has been defined within the framework of information theory [69, [84] [85] [86] . Three basic tenets of the information transfer are the following: (1) Causality implies correlation but correlation does not imply causality, (2) Causality implies directionality, which means that the transfer of information detects the direction of information transfer between two systems, and (3) Asymmetry is a basic property of information transfer.
We consider a feedback as a bi-directional causality between two variables. To estimate the information flow, [69] proposes a system of two stochastic differential equations: T  implies that y acts upon x by augmenting its uncertainty, while a negative sign indicates that y stabilizes x by diminishing its entropy. This type of interpretation is rather confusing because it goes against the ordinary algebraic interpretation. Diverse similar metrics do exist within the context of information theory, such as the Interaction Information, whose positive (negative) values determine redundancy (synergy) in the interaction between two series [54, 55] .
Derivation of eqn. (A4) uses the concept of Shannon or Absolute Entropy [59] . For two-variable systems, [85] proved that the flow of information, x y T  , is the same for both absolute and relative entropy. The latter is more suitable to study predictability, owing to its invariance properties under non-linear interactions [54, 56, 84] .
A measure of relative flow of information [86] , in terms of the marginal entropy, can be given as, 
Appendix B Connectivity of Graphs at Interannual Time Scale
We use graphs to infer structural relations and cycles in the LAFs over TropSA [52] . To that end, graphs must be represented through matrices. There is a mathematical connection between graphs and the algebraic properties of such matrices [53, 55, 78, 87] . From this point of view, a graph, k Γ , has two important matrices associated: the adjacency matrix (W) and the Laplacian matrix (L).
The adjacency matrix, The diagonal of the adjacency matrix is null because we are not analyzing auto-correlations or auto-causalities.
To study graph properties [88] , we initially use the spectral graph theory by applying a Singular
Value Decomposition on the adjacency matrix W provides important information about the structural relations and cycles among variables of the LAF graphs. As the structure of W is designed as to evaluate all the possible interactions among variables, the singular values of eqn. (A14) represent the amount of variance explained by each interaction mode. Also, the largest entries of the main singular vectors u1 and v1 of eqn. A14 define the most important variables of each mode of interaction [88] . In this case, we use the spectral graph theory by using eigen-decomposition on the Laplacian matrix to estimate the eigen-values (  ). These eigen-values contain measures of the connectivity of each graph Γk constructed to assess LAFs over TropSA.
Given a graph, Γk, and its Laplacian matrix, L(Γk), the eigen-values and eigen-vectors are estimated from
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