We propose a proof of the conjecture that every admissible prime k-tuple matches infinitely many positions in the sequence of primes. The approach is based on a concept of an expanding total sieve, which is a generalized sieving model representing cancellation of arithmetic progressions of matching positions of a given admissible k-tuple during the infinite process of supplementing the sieve of Eratosthenes with consecutive primes. Asymptotic properties of the expanding total sieve imply that the sieving process in not efficient enough to cancel all repetitions of any k-tuple inside the growing sieve of Eratosthenes.
Introduction
There exists a well-known simple necessary condition for a k-tuple of integers to match infinitely many positions in the sequence of prime numbers, called admissibility. On the other hand, it turns out to be very difficult to formulate and check a sufficient condition, both in a general form and in a form related to specific tuples. While it has been strongly believed that every admissible k-tuple matches infinitely many positions in the sequence of primes, this statement has had only a conjectural flavour for a long time. In particular, the widely-known first Hardy-Littlewood conjecture [3] predicts asymptotically growing function representing the number of prime constellations, i.e., the k-tuples of minimum diameters, and, as a consequence, states that this number is unbounded. The Hardy-Littlewood conjecture has been supported only by experimental results since 2013, when Zhang proved that H 1 < 7 × 10 7 [7] , where H m = lim inf n→∞ (p n+m − p n ) , m = 1, 2, . . . [4] and participants of Polymath project [6] improved Zhang's result, obtaining H 1 ≤ 246. Maynard proved, as well, that H m is finite for every m [4] , which is a strong qualitative generalization of the result related to H 1 and, in fact, it is the first proved statement confirming infinitude of general classes of k-tuples in the sequence of primes. The weakness of these breakthrough results is, however, that they involve some collections of k-tuples and no unambiguous statement has been formulated for a single k-tuple so far.
Shortly later, Maynard
In this work, we propose an approach to prove that the admissibility is a sufficient condition for every k-tuple to be repeated infinitely many times in the sequence of primes. The approach is based on a concept of expanding total sieve, which is a generalized model of the sieving process of k-tuple matching positions. In particular, informally speaking, with the use of the expanding total sieve, we show that the sieving process is not efficient enough to cancel all repetitions of a given k-tuple inside the asymptotically growing sieve of Eratosthenes.
Standard notation is used in the work, wherein, for concise:
The precise definitions and properties related to the concept of an expanding total sieve are given in the next section, here, we provide a brief explanation. Consider an infinite sequence of pairwise distinct residue classes [r n ] pn , n ∈ Z + , where p n ∈ P and the sequence
[r i ] p i , and let P p,r n : Z → {0, 1} be the characteristic function of the set Z \ M p,r n . The function P p,r n defines a pattern on the ordered set Z, such that P p,r n (z) = 0 if z is sifted by a residue, i.e. z ∈ M p,r n , and P p,r n (z) = 1 otherwise. As an example, suppose that p n = (3, 3, 5, 5, 7, 7, 11, 11, . . .) and r n = (1, 2, 4, 0, 5, 6, 7, 10, . . .). The resulting patterns P p,r n , for n ∈ 1, 8 , in the domain restricted to 1, 38 , are presented in Fig. 1 . Let S p,r n (z), where z ∈ Z, be the largest integer interval (in the sense of inclusion), such that z ∈ S p,r n (z) ⊂ M p,r n and, in particular, S p,r n (z) = ∅ if z ∈ M p,r n . Hence, an interval S p,r n (z) contains integers which are locally "totally" sifted by residues in M p,r n and so it will be referred to as a total sieve around z. For example, according to Fig. 1 ,we have: S p,r 3 (23) = 22, 26 , S p,r 5 (9) = S p,r 5 (12) = S p,r 5 (17) = 7, 17 , S p,r 7 (21) = ∅. In this work, we will not exploit the concept of a total sieve itself, but rather the construct of a sequence of total sieves S p,r n (z) around a fixed integer z. This construct will be called an expanding total sieve, because it is easy to notice that S p,r n (z) ⊆ S p,r n+1 (z), as a consequence of inclusion M p,r n ⊆ M p,r n+1 . In Fig. 1 , the example of S p,r n (7) is depicted and its 8-th element S p,r 8 (7) = 4, 35 is denoted. To be completely precise, we will use an (α, κ)-regular variants of the sieving pattern and related expanding total sieve, denoted by P α,κ,r n and S α,κ,r n (z) , respectively, in which p n = p α+ n/κ −1 , where α, κ ∈ Z + , κ < p α . Employing the concept of the regular expanding total sieve, the reasoning flow used in the work can be sketched in the following points:
(1) Each sequence #S α,κ,r n (z) oscillates infinitely many times around β n = o(n 2 ) [Lemma 2.6, Proposition 2.1]. Indeed, the speed of expansion of the sieve S α,κ,r n (z) is stabilised by a form of negative feedback, such that the speed cannot grow faster than proportionally to the average distance between unsifted positions in P α,κ,r n , i.e., L α,κ n = o(n) [Lemma 2.5]. The asymptotic upper bound on the expansion rate of #S α,κ,r n (z) is the crucial result of the work, which quite easily translates into Main Theorem.
(2) Let P n be defined as a variant of P p,r n , such that p n = p n and r n = 0 for each n ∈ Z + . Let T = (a 1 , a 2 , . . . , a k ) be an admissible k-tuple. It is an obvious consequence of admissibility, that T matches P n for some n ∈ Z + at some position µ ∈ Z + , moreover, the matching repeats in an arithmetic progression constituting the residue class [µ] pn# , because P n is periodic, with the fundamental period p n # [Lemma 2.1, Remark 2.3]. In the subsequent patterns P f , f = n + 1, n + 2, . . ., the set [µ] pn# of matchings of T is systematically reduced, because (p a , p b ) = 1 for a = b. Let us describe the sieving of the k-tuple T matching set [µ] pn# using a notation † P T,k,d,m (4) The pattern P n in the interval 2, p 2 n+1 −1 is equivalent to the sieve of Eratosthenes constructed up to the prime p n , thus, if z ∈ 2, p 2 n+1 −1 and P n (z) = 1, then z ∈ P [Lemma 2.3]. Hence, if an admissible k-tuple T matches primes only finitely many times, each matching arithmetic progression modelled by a pattern † P T,k,d,m g , defined in the point (2), is completely sifted inside 2, p 2 n+1 −1 for each large enough n, where n = d + g − 1, therefore, † P T,k,d,m g (z) = 0 for each z ∈ Z g such that Z g ⊆ Z g+1 and #Z g p 2 g = ω g 2 . (5) Combining the results from the points (3) and (4), we obtain that, if an admissible k-tuple T matches primes finitely many times, then there exists P d,k,r kn = † P T,k,d,m n and, consequently, there exists an expanding total sieve S d,k,r kn ( z) around some z ∈ Z, such that Z n ⊆ S d,k,r kn ( z). Therefore, according to the point (4), we get #S d,k,r kn ( z) = ω n 2 . However, from the point (1), we have that #S d,k,r kn ( z) oscillates infinitely many times around β n = o(n 2 ), hence, we obtain a contradiction.
In the work, we use loose estimates of the asymptotic grow rates p n = ω(n) [Lemma 2.4] and n−1 i=0 p α+i p α+i −κ = o(n) [Lemma 2.5], introduced ad hoc by simple proofs. Therefore, the result presented here does not rely directly on the prime number theorem [1, 2] and the generalized form of the third Mertens theorem [5] which provide well-known much more exact estimates for the mentioned sequences.
Expanding total sieve
[r i ] p i will be referred to as an ordered sieving model, induced by a prime sieving sequence p : Z + → P and a residue sieving sequence r : 
n under a fixed value of n, i.e., the function P p,r n : Z → {0, 1}, such that
will be referred to as a sieving pattern induced by M p,r n .
will be called a total sieving function, and the set S p,r n (z) will be referred to as a total sieve around z in the sieving pattern P p,r n . Definition 2.4. A sequence of sets S p,r n (z) under fixed value of z will be referred to as an expanding total sieve around z.
n is a periodic function and it has the fundamental period
Proof. Notice that, for η = p 1 = p 2 = . . . = p n < p n+1 , we have T p n = η, because residues in all the involved classes repeat modulo η. Observe that the obtained value conforms the formula (2.5). Suppose that a function P p,r n has the fundamental period given by (2.5) . Assume that p n < ρ = p n+1 = p n+2 = . . . = p n+g < p n+g+1 . According to Definition 2.1, we have ρ, T p n = 1, hence, the same value of residues modulo ρ repeats exactly every ρ-th multiply of T p n , thus, T p n+g = ρT p n , which is consistent with (2.5). We obtain, therefore, by induction, that the formula (2.5) is correct. Lemma 2.2. A sieving pattern P p,r n has the average value
Proof. By Lemma 2.5, a sieving pattern P p,r n is a periodic function, hence, it has a welldefined average value
P p,r n (i).
We will prove that D p n is given by (2.6), using an inductive approach, similarly as for Lemma 2.1.
Notice that, for η = p 1 = p 2 = . . . = p n < p n+1 , we have D p n = (η−n)/η, which conforms the formula (2.6). Indeed, T p n = η, by Lemma 2.1, and η k=1 P p,r n (k) = η − n, because P p,r n (k) = 0 if and only if k ∈ n i=1 [r i ] p i , according to Definitions 2.1 and 2.2. Suppose that the average value of the function P p,r n is given by (2.6) . Assume that p n < ρ = p n+1 = p n+2 = . . . = p n+g < p n+g+1 . According to (2.5), we have ρ, T p n = 1, hence, for each set K 
n is the fundamental period of P p,r n+g , according to Lemma 2.1. Consequently, we obtain D p,r n+g = ρ−g ρ D p,r n , which conforms (2.6). Therefore, by induction, the formula (2.6) is correct. Definition 2.5. A prime sieving sequence of the form p n = p α+ n/κ −1 , where α, κ ∈ Z + , will be referred to as an (α, κ)-regular prime sieving sequence.
Remark 2.2. An ordered sieving model, sieving pattern, total sieving function, and expanding total sieve induced by an (α, κ)-regular prime sieving sequence will be called (α, κ)-regular and will be denoted by M α,κ,r , P α,κ,r n , S α,κ,r n , and S α,κ,r n (z) , respectively. Remark 2.3. It is easy to notice that, for an (α, κ)-regular sieving pattern, the formulas (2.5) and (2.6) take the following more concise forms
respectively, in particular, if κ | n, then
Definition 2.6. An (α, κ)-regular sieving pattern such that p n = p n and r n = 0 for each n ∈ Z + will be called an Eratosthenes sieving pattern and will be denoted by P n . Lemma 2.3. Let n ∈ Z + . If z ∈ 2, p 2 n+1 −1 and P n (z) = 1, then z ∈ P.
Proof. The lemma follows from the obvious observation that the function P n , according to its Definition 2.6, is equivalent to the sieve of Eratosthenes constructed up to the prime p n , where a position z is sifted or unsifted if P n (z) = 0 or P n (z) = 1, respectively. More explicitly, according to Definition 2.6, if P n (z) = 1, then p i z, for each i ∈ 1, n , but z < p 2 n+1 , therefore z is a prime number.
Lemma 2.4. For the sequence of prime numbers (p n ), we have p n = ω(n).
Proof. If the process of sieving stopped after an m-th prime, the average density of nonresidual positions would reach a fixed value, equal to the average value of P m , and we would obtain p n ∼ cn for some constant c ∈ R + . However, the process never stops in the asymptotic behaviour, hence p n = c n n, where lim n→∞ c n = ∞.
Proof. According to Lemma 2.2 and Remark 2.3, we obtain
Consider a sequence (b i ), such that b i = (i + 2)/(i + 1). It is obvious that n−1 i=0 b i = n + 1. Notice that a i < b i for any sufficiently large i ∈ Z + , as p n = ω(n), according to Lemma 2.4. Therefore, L α,κ κn = o n−1 i=0 b i = o(n). From the formula (2.8) we have immediately that L α,κ n+1 > L α,κ n for each n ∈ Z + and, consequently, L α,κ n = o(n).
Lemma 2.6. A sequence #S α,κ,r n (z) oscillates infinitely many times around β n , where (2.10) β n ≤ γ n = 2 n p α+ n/κ p α+ n/κ − n + κ n/κ
for any residue sieving sequence r and any z ∈ Z.
Proof. For concise, the variable n will be called a step of expansion, and z ∈ Z such that P α,κ,r n (z) = 0 or P α,κ,r n (z) = 1 will be referred to as a sifted or unsifted position, respectively.
Suppose that r * is the residue sieving sequence which maximises asymptotic grow rate of #S α,κ,r * n (z) for fixed values of α, κ, and z. In Fig. 2 
At the n-th step, the residues at the positions z L n and z R n append the respective intervals I L n and I R n to the sieve S α,κ,r * n−1 (z), whereas the residues fromS n increase the average length of the intervals appended at the n-th and subsequent steps. This process does not have to be perfectly regular, in the sense that z L n+1 = min S α,κ,r * n (z) − 1 and z R n+1 = max S α,κ,r * n (z) +1 for each n ∈ Z + , because partial rearrangements of the sequences z L n and z R n are irrelevant in the asymptotic behaviour. Observe that the average density of sifted positions around the sieve grows asymptotically, while the upper bound on the density component related toS n amounts to 1/p n and lim n→∞ 1/p n = 0. It imposes a form of negative feedback on the process of the sieve expansion. The greater sieve S α,κ,r * n (z) is constructed up to the n-th step, the bigger deficit of the average density of sifted positions below C α,κ n is accumulated around the sieve and, consequently, the lesser speed of the sieve expansion in next steps. This deficit cannot be effectively compensated by sifted positions added to P α,κ,r * n in succeeding steps, because their relative contribution to the effective density decreases under n → ∞. Even if this compensation would be locally significant, the compensated part of the deficit will be transferred farther away the sieve (see the example of alternative distribution ∆ in Fig. 2) , and the effectively accumulated deficit will be even harder to compensate in subsequent steps, thus, in fact, just a density fluctuation will be generated, without the change of its long-interval average value. Hence, the only asymptotically stable distribution of sifted positions is that presented in Fig. 2 , where the total sieve S α,κ,r * n (z) is directly surrounded by intervals on which the average density of sifted positions is not greater than C α,κ n or, equivalently, the average distance between adjacent unsifted positions is not greater than L α,κ n . Observe, that this distribution around S α,κ,r * n (z) is virtually static from the point of view of the sieve expansion in the asymptotic limit, because L α,κ n = o (p n ), which confirms stability of the expansion process. As a consequence, the average speed of S α,κ,r * n (z) expansion does not grow systematically faster than up to 2L α,κ n per step at the n-th step of the asymptotic behaviour, providing that the sieve expands on both sides. Therefore, we get that #S α,κ,r * n (z) cannot grow regularly faster than the sequence
hence, it oscillates infinitely many times around β n , such that β n ≤ β * n . According to (2.8), D α,κ n+1 < D α,κ n for each n ∈ Z + , and we have
Applying (2.8) in (2.11), we obtain (2.10). Proof. According to the given proof of Lemma 2.6 and according to (2.8), γ n = 2n/D α,κ n . From Lemma 2.5, we obtain γ n = 2n o(n) = o(n 2 ).
Admissible patterns in prime numbers
Definition 3.1. An admissible k-tuple T = (a 1 , a 2 , . . . , a k ) is a collection of distinct integers, such that, for each p ∈ P, there exists r ∈ Z such that {a 1 , a 2 , . . . , a k } ∩ [r] p = ∅. Definition 3.2. Let P : Z → {0, 1}. We will say that a k-tuple T = (a 1 , a 2 , . . . , a k ) matches the pattern P at position
. . , a k } + a i for each i ∈ 1, k and M = max{m 1 , m 2 , . . . , m k }. 
will be called a tuple-primorial sieving pattern. 
where m u conforms Definition 3.3. It is obvious that p v p d−1 # for any v ∈ V = d, d+g−1 , therefore, the formula (3.2) can be simplified to 
