Stochastic optimization algorithms update models with cheap per-iteration costs sequentially, which makes them amenable for large-scale data analysis. Such algorithms have been widely studied for structured sparse models where the sparsity information is very specific, e.g., convex sparsityinducing norms or 0 -norm. However, these norms cannot be directly applied to the problem of complex (non-convex) graph-structured sparsity models, which have important application in disease outbreak and social networks, etc. In this paper, we propose a stochastic gradient-based method for solving graph-structured sparsity constraint problems, not restricted to the least square loss. We prove that our algorithm enjoys a linear convergence up to a constant error, which is competitive with the counterparts in the batch learning setting. We conduct extensive experiments to show the efficiency and effectiveness of the proposed algorithms.
Introduction
Structured sparse learning models have received increasing attention. They can be formulated as follows
Here, each f i (x) is convex and differentiable and the structured sparsity is reflected by the constraint set M ⊆ R p on x. Typically, one can encode the sparsity by introducing sparsity-inducing penalties such as 1 -norm (Tibshirani, 1996; Chen et al., 2001) , 1 / q mixed norms (Turlach et al., 2005; Yuan & Lin, 2006) and more structured norms built on either disjoint or overlapping groups of variables (Bach et al., 2012b; Jenatton et al., 2011; Obozinski & Bach, 2016; Morales et al., 2010) . Such models of sparsity-inducing penalties are often convex and can be solved by convex optimization algorithms (Bach et al., 2012a) .
There is a wide range of significant application, including the search of connected subgraphs in networks, where the constraint set M cannot be encoded by sparsity-inducing norms. Notable application examples include disease outbreak as a connected cluster (Arias-Castro et al., 2011; Qian et al., 2014; Aksoylar et al., 2017) , and social events as connected dense subgraphs (Rozenshtein et al., 2014) . To capture these complex graph structures such as trees and connected graphs, recent works by Baraniuk et al. (2010) and Hegde et al. (2014; 2016; 2015b) have proposed to use structured sparsity model M to define allowed supports {S 1 , S 2 , . . . , S k } where M can be represented by M(M) = {x : supp(x) ⊆ S i , for some S i ∈ M}. These complex models are non-convex and (batch) gradient descent algorithms involve a projection operator P M(M) (·) which is usually NP-hard. In a series of seminal work, Hegde et al. (2015b; 2016; 2015a) used two approximated projections (head and tail) without sacrificing too much precision. However, their work only focused on the least square loss, and computing full gradient per iteration resulted in expensive per-iteration cost O(mp) if m is the number of examples and p is the data dimension. This largely limits its practical application to big data setting where typically the data is contaminated by non-Gaussian noise and the data volume is huge (i.e., m or/and p is very large). Therefore, it is desirable to develop efficient optimization algorithms for graph-structured sparsity constraint problems scalable to large-scale data.
Stochastic optimization such as stochastic gradient descent (SGD) has become a standard tool for solving large-scale convex and non-convex learning problems (e.g. LG] 9 May 2019 over one or a few training examples, which makes them amenable for large-scale data analysis. Along this research line, SGD-type algorithms for sparse models have been proposed including stochastic proximal gradient methods (Rosasco et al., 2014; Duchi et al., 2011) and stochastic gradient hard thresholding (Nguyen et al., 2017; Zhou et al., 2018a; Murata & Suzuki, 2018; Shen & Li, 2017; Liu et al., 2017) . However, these algorithms cannot address the important case of complex (non-convex) graph-structured sparsity constraint problems.
In this paper we leverage the recent success of SGD algorithms for non-convex problems and propose an efficient stochastic optimization algorithm for graph-structured sparsity constraint problems. In particular, we use the structure sparsity model M(M) to capture more complex graphstructured information of interest. Our main contributions can be summarized as follows:
• We propose a stochastic gradient-based algorithm for solving graph-structured sparsity constraint problems. To our best knowledge, our work is the first attempt to provide stochastic gradient descent-based algorithm for graphstructured sparsity constraint problems.
• The proposed algorithm enjoys linear convergence property under proper conditions. 1 It is proved applicable to a broad spectrum of loss functions. Specifically, for the least square loss, it enjoys a linear convergence rate which is competitive to the algorithm proposed in Hegde et al. (2016) . For the logistic loss, we show that it also satisfies the linear convergence property with high probability. Our proofs could be easily applied to other types of projections.
• We conduct extensive experiments to validate the proposed stochastic algorithm. In particular, we focus on two applications: graph sparse linear regression and graph logistic regression on breast cancer data. Our experiment results show that the proposed stochastic algorithm consistently outperforms the deterministic ones.
Outline. We organize the rest of the paper as follows. In Section 2, we introduce the notations, definitions and key assumptions. Our proposed algorithm is presented in Section 3. Section 4 provides the theoretical analysis of the algorithm. Numerical experiments and discussion are respectively in Section 5 and 6. Due to the limited space, all of our formal proofs and further experiment results are provided in the Supplementary Material. The source code and datasets are accessible at: https: //github.com/baojianzhou/graph-sto-iht.
1 Linear convergence up to a tolerance error.
Preliminary
Notation.
We use boldface letters, e.g., X to denote matrices. The boldface lower-case letters, e.g., x, y are column vectors. The upper-case letters, e.g., H, T, S stand for subsets of [p] := {1, 2, . . . , p}. X S ∈ R |S|×p is the submatrix by keeping rows only in set S. Given the standard basis {e i : 1 ≤ i ≤ p} of R p , we also use H, T, S to represent subspaces. For example, the subspace induced by H is the subspace defined as span{e i : i ∈ H}. We will clarify the difference only if confusion might occur. The restriction of x on S is the vector x S such that i-th entry (x S ) i = x i if i ∈ S; otherwise 0. We denote the support of x as supp(x) := {i : x i = 0}. We use x to denote 2 norm of x. The set complement is defined as S c = [p]\S.
Definition 1 (Subspace model (Hegde et al., 2016) ). Given the space R p , a subspace model M is defined as a family of linear subspaces of R p : M = {S 1 , S 2 , . . . , S k , . . . , }, where each S k is a subspace of R p . The set of corresponding vectors in these subspaces is denoted as
Equation (2) is general enough to include many sparse models. For example, the s-sparse set M(M s ) = {x : Nguyen et al., 2017; Yuan et al., 2018; Jain et al., 2014; Bahmani et al., 2013) , where M s contains subspaces spanned by s different standard basis vectors, i.e., M s = {span{e i1 , e i2 , . . . , e is } :
Although the proposed algorithm and theorems apply to any M which admits efficient projections, in this paper, we mainly consider graph-structured sparsity constraint models such as the weighted graph model in Hegde et al. (2015b) .
Definition 2 (Weighted Graph Model (Hegde et al., 2015b) ).
Given an underlying graph G = (V, E) defined on the coefficients of the unknown vector x, where V = [p] and E ⊆ V × V, then the weighted graph model (G, s, g, C)-WGM can be defined as the following set of supports
where C is the budget on weight of edges w, g is the number of connected components of F , and s is the sparsity.
(G, s, g, C)-WGM captures a broad range of graph structures such as groups, clusters, trees, and connected subgraphs. This flexibility requires an efficient projection oper-
The above operator is crucial for projected gradient descentbased methods, but to solve the operator is NP-hard in gen-eral. To explore (3), one needs to solve the following equivalent minimization problem
Since P(x, S) is an orthogonal projection operator that projects x onto subspace S, by projection theorem, it always has the following property
By adding minimization to both sides with respect to subspace S, we obtain
The above observations lead to a key insight that the NPhard problem (3) can be solved either by maximizing P(x, S) 2 or by minimizing x − P(x, S) 2 over S. Instead of minimizing or maximizing these two squared norms over S exactly, Hegde et al. (2015a; b) turned to approximated algorithms, and gave two important projectionshead projection and tail projection. Assumption 1 (Head Projection (Hegde et al., 2016) ). Let M and M H be the predefined subspace models. Given any vector x, there exists a (c H , M, M H )-Head-Projection which is to find a subspace H ∈ M H such that
where 0 < c H ≤ 1. We denote P(x, H) as P(x, M, M H ). Assumption 2 (Tail Projection (Hegde et al., 2016) ). Let M and M T be the predefined subspace models. Given any vector x, there exists a (c T , M, M T )-Tail-Projection which is to find a subspace T ∈ M T such that
where c T ≥ 1. We denote P(x, T ) as P(x, M, M T ).
Intuitively, head projection keeps large magnitudes while tail projection discards small magnitudes. Take M s (a complete graph) as an example. Head projection is to find subspace H = span{e i1 , e i2 , . . . , e is } where
is the set of indices that keeps the largest s components of x, i.e, |x i1 | ≥ |x i2 | ≥ · · · ≥ |x is |. As (3) could have multiple solutions, we could have H = T , but we must have
Strong Convexity (RSC)/Smoothness (RSS) property if there exist positive constants α and β such that
for all x, y ∈ M(M), where B f (x, y) is the Bregman divergence of f , i.e., B f (x, y) = f (x)−f (y)− ∇f (y), x− y . α and β are strong convexity parameter and strong smoothness parameter respectively. Zhou et al. (2018b) ). For example, if f is the least square loss, i.e., f (x) = Ax − y 2 , then RSC/RSS property can be reduced to the canonical subspace Restricted Isometry Property (RIP) (Candes & Tao, 2005) . Next, we characterize the property of F and each f i of (1) in Assumption 3. Assumption 3. Given the objective function F (x) in (1), we assume that
RSC/RSS property was firstly introduced in
Initialize: x 0 such that supp(x) ∈ M and t = 0 3: for t = 0, 1, 2, . . . do
4:
Choose ξ t from [n] with probability P r(ξ t ) 5:
6:
The proposed algorithm is named GRAPHSTOIHT presented in Algorithm 1, a stochastic-based method for graphstructured sparsity problems. Initially, x 0 = 0 and t = 0. At each iteration, it works as the following three steps:
• Step 1: in Line 4, it randomly selects ξ t from [n] with probability mass function P r(ξ t ), that is, the current loss f ξt (·) has been chosen;
•
Step 2: in Line 5, the head projection inputs the gradient of f ξt (x) and outputs the projected vector b t so that supp(b t ) ∈ M(M H );
• Step 3: in Line 6, the next estimated x t+1 is then updated by using the tail projection.
The algorithm repeats the above three steps until stop condition is satisfied. The difference between GRAPHSTOIHT and STOIHT (Nguyen et al., 2017) , the latter of which is essentially a stochastic projected gradient descent, is twofold: 1) instead of directly using the gradient ∇f ξt (·) at each iteration as STOIHT did, GRAPHSTOIHT uses a thresholded gradient. Thresholding ∇f ξt (·) at the first stage could be helpful under sparse setting, because most nonzero entries of ∇f ξt (·) are irrelevant.
2) instead of projecting on M(M s ) as STOIHT did, the tail projection projects each estimation onto graph-structured subspaces M(M T ).
We call a batch version ( n = 1) of this algorithm as GRAPHIHT, where we simply apply the head and tail projection to AS-IHT in Hegde et al. (2016) by considering a general loss function.
Time complexity Analysis. Due to the NP-hardness of the projection, there is a trade-off between the time cost and the quality of projection. The time complexity of two projections depends on the graph size p and the number of edges |E|. As proved in Hegde et al. (2015b) , the running time of both head projection and tail projection is bounded by O(|E| log 3 (p)). If the graph is sparse as common in real-world applications, i.e., |E| = O(p), two projections have nearly-linear time complexity: O(p log 3 (p)) with respect to the feature dimension p. Hence, per-iteration cost O(p log 3 (p)), is still cheaper than that of the deterministic GD algorithms GRAPHIHT in which the computation of the full gradient will be of cost O(np).
Convergence Analysis of GRAPHSTOIHT
In this section, firstly we give the convergence analysis of GRAPHSTOIHT by characterizing the estimation error between x t+1 and x * , i.e, x t+1 − x * , where x * is an optimal solution of (1). Then we analyze two commonly used objective functions and prove our algorithm achieves a linear convergence up to a constant error. Our analysis is applicable not only to graph-structured sparsity model but also to any other head and tail projection.
We denote ξ [t] = (ξ 0 , ξ 1 , . . . , ξ t ) as the history of stochastic process ξ 0 , ξ 1 , . . . up to time t, and all random variables ξ t are independent of each other. Define the inverse condition number µ := α/β. To simplify the analysis, we define the probability mass function P r(ξ t = i) = 1/n, 1 ≤ i ≤ n. Before presenting our main Theorem 1, let's take a look at the following key lemma. Lemma 1. If each f ξt (·) and F (x) satisfy Assumption 3 and, given head projection model (c H , M ⊕ M T , M H ) and tail projection model (c T , M, M T ), then we have the following inequality
where
, and τ ∈ (0, 2/β).
Inequality (8) means that the head projection always excludes a small fraction of the residual vector x t − x * at each iteration. That is to say, most of the large magnitudes in x t −x * are captured by the head projection. More specifically, the head projection thresholds small magnitude entries of ∇f ξt (x t ) to zeros. These small magnitude entries could lead the algorithm to a wrong direction. When F (x) is the least square loss, Lemma 1 here is similar to Lemma 13 in Hegde et al. (2016) . However, there are two important differences: 1) our Lemma 1 can be applied to any functions that satisfy Assumption 3 above, while the RIP condition used in Hegde et al. (2016) can be only applied to the least square loss; 2) since each f ξt (x) is not strongly convex, the proof in Hegde et al. (2016) cannot be directly used. Instead, we use co-coercivity in Nguyen et al. (2017) and then obtain the main theorem below. Theorem 1. Let x 0 be the start point of Algorithm 1. If we choose a constant learning rate with η t = η and use Lemma 1, then the solution x t+1 of Algorithm 1 satisfies
, and η, τ ∈ (0, 2/β).
Theorem 1 shows that Algorithm 1 still possibly enjoys linear convergence even if the full gradient is not available. In order to make more detailed analysis of Theorem 1, we call κ in (9) the contraction factor. A natural question to ask is: under what condition can we get an effective contraction factor, κ, i.e., κ < 1. When κ < 1, the estimation error is dominated by the term σ2 1−κ . Suppose the random distribution of ξ t is uniform and the approximation factor of the head projection c H can be arbitrarily boosted close to 1. Taking η = 1/β, in order to get an effective contraction factor, κ < 1, the inverse of the condition number µ and tail projection factor c T need to satisfy
To be more specific, if κ is a function of η, then it takes minimum at η = 1/β. By letting η = 1/β, then κ is simplified as (1 + c T )(
α 0 is a concave function with respect to τ (recall that τ is a free parameter in (0, 2/β)), and then we have its maximum
One of the assumptions of (10) is that c H can be arbitrarily close to 1. One can boost the head projection by using the method proposed in Hegde et al. (2016) . In our experiment, we find that it is not necessary to boost the head projection because executing the head projection once is sufficient enough to obtain good performance. In the remainder of the section, we consider two popular loss functions to discuss the conditions of getting effective contraction factors.
Graph sparse linear regression. Given a design matrix A ∈ R m×p and corresponding observed noisy vector y ∈ R m that are linked via the linear relationship
where ∼ N (0, σ 2 I). The graph sparse linear regression is to estimate the underlying sparse vector x * . The underlying graph G(V, E) is defined on x * . For example, supp(x * ) induces a connected subgraph with s nodes, showcased in Figure 1 in the experiment section. To estimate x * , naturally we consider the least square loss and formulate it as arg min
where m observations have been partitioned into n blocks, B 1 , B 2 , . . . , B n . Each block B i is indexed by i with block size b = m/n. In Corollary 1, we show that it is possible to get a linear convergence rate under RSC/RSS assumption. (12) satisfies the α-RSC property and each f i (x) = n 2m A Bi x − y Bi 2 satisfies the β-RSS property, then we have the following condition
Let the strong convexity parameter α = 1 − δ and strong smoothness parameter β = 1 + δ, where 0 < δ < 1. The condition of effective contraction factor is as the following Table 1 gives a contrast of contraction factor κ in our method and in Hegde et al. (2016) . Both conditions are obtained by letting c H → 1 − . Table 1 shows that κ of the two algorithms could be effective if δ → 0. By using a sufficiently large number of observations m, we always have δ → 0. According to the preceding analysis, GRAPHIHT uses a constant learning rate η = 1 while GRAPHSTOIHT 
uses the learning rate η = 1/(1 + δ). However, the difference between the two learning rates disappears when δ → 0. To be more specific, κ of GRAPHIHT is controlled
. Consequently, the contraction factor κ of GRAPHSTOIHT is competitive with that of GRAPHIHT while GRAPHSTOIHT has the advantage of cheaper per-iteration cost O(mp/n), if the size of blocks n is large, compared to O(mp) of GRAPHIHT. To obtain κ < 1, δ ≤ 0.0527 for GRAPHIHT while δ ≤ 0.0142 for GRAPHSTOIHT. The gap between the two κ is mainly due to the randomness introduced in our algorithm.
The error term σ 2 in Equation (9) Though GRAPHSTOIHT needs more observations than GRAPHIHT theoretically, our experiment results demonstrate that GRAPHSTOIHT uses less observations than GRAPHIHT to estimate x * accurately under the same condition. Such kind of interesting experiment phenomenon is reported in Nguyen et al. (2017) but for sparsity constraint.
Graph logistic regression. Given a dataset {a
, the graph logistic regression is formulated as the following problem arg min
where each f i (x) is defined as
Here λ is the regularization parameter. Again we divide [m] into n blocks, i.e., B 1 , B 2 , . . . , B n and assume each block size b is the same, i.e., b = m/n. Problem (13) has many important applications. For example, in its application to breast cancer classification based on gene mirco-array dataset and gene-gene network, each a i is the i-th sample representing the gene expression records of patient i, and y i is associated label with value -1 or 1. y i = 1 means metastatic growth on patient i while y i = −1 non-metastatic growth on patient i. Assume that we have more prior information such as gene-gene network, the goal here is to minimize the objective function F (x) meanwhile to find a connected subgraph induced by supp(x) which is highly relevant with breast cancer-related genes. This kind of application is theoretically based on the following corollary. Corollary 2. Suppose we have the logistic loss, F (x) in (13) and each sample a i is normalized, i.e., a i = 1. Then F (x) satisfies λ-RSC and each f i (x) in (14) satisfies
The condition of getting effective contraction factor of GRAPHSTOIHT is as the following
Given a sufficiently large number of observations m and a suitable n, it is still possible to find a bound such that the inequality (15) ), it is sufficient for GRASP (Bahmani et al., 2013) to get a linear convergence rate. Our corollary shares the similar spirit.
Experiments
We conduct experiments on both synthetic and real datasets to evaluate the performance of GRAPHSTOIHT 3 . We consider two applications, graph sparse linear regression and breast cancer metastatic classification. All codes are written in Python and C language. All experiments are tested on 56 CPUs of Intel Xeon(R) E5-2680 with 251GB of RAM.
Graph sparse linear regression
Experimental setup.
The graph sparse linear regression is to recover a graph-structured vector x * ∈ R p by using a Gaussian matrix A ∈ R m×p , and the observation vector y where y is measured by y = Ax * + as defined in (11). The entries of the design matrix A are sampled from N (0, 1/ √ m) independently and nonzero entries of x * from N (0, 1) independently for the simulation study. is potentially a Gaussian noise vector and = 0 the noiseless case. We mainly follow the experimental settings in Nguyen et al. (2017) . All results are averaged on 50 trials of trimmed results by excluding the best 5% and the worst 5%. All methods terminate when Ax t+1 − y ≤ 10 −7 (corresponding to convergence ) or t/n ≥ 500 (corresponding to the maximum number of epochs allowed). For GRAPH-STOIHT, one epoch contains n iterations. We recall that A has been partitioned into n blocks with block size b.
We say x * is successfully recovered if the estimation error
3 Implementation details of the head and tail projection are provided in Supplementary material. To simulate a graph structure on x * ∈ R p that mimics realistic subgraph patterns (e.g., malicious activities) in a network (Yu et al., 2016) , we fix p = 256 and generate its s nonzero entries by using random walk (Lovász et al., 1993) on a 16 × 16 grid graph so that x * 0 forms a connected subgraph. Each edge has unit weight 1.0. Specifically, the procedure of random walk follows three main steps: 1) select an initial node (we choose the center of the grid); 2) move to its neighbor with probability 1/d(v t ), where d(v t ) is the degree of node v t ; 3) repeat 2) until s different nodes have been visited. Choice of b and η. We first consider how block size b and learning rate η affect the performance of GRAPHSTOIHT. We fix the sparsity s = 8 and n = 180 and try different b from set {1, 2, 4, 8, 16, 24, 32, 40, 48, 56, 64, 180} . When b = 1, only 1 observation has been used at each iteration; when b = 180, all measurements used, corresponding to GRAPHIHT. Results are presented on the left of Figure 2 . In order to successfully recover x * within 30 epochs, the block size should be at least s. A potential explanation is that, since b < s, the Hessian matrix of f ξt , i.e., A B ξ t A B ξ t is not positive definite. Thus it is hard to converge to x * in a short time. Another interesting finding is that GRAPH-STOIHT converges faster than GRAPHIHT when block size is suitable, say between 32 and 64.
To further explore learning rate η, we use the similar setting above except b = 8, m = 80 (when m = 80, GRAPHIHT successfully recovers x * with high probability as shown in Figure 4 (a). We consider 16 different η from set {0.1, 0.2, . . . , 1.5, 1.6}. The right part of Figure 2 shows that GRAPHSTOIHT converges even when the learning rate is relatively large say η ≥ 1.5. It means we can choose relatively larger learning rate so that the algorithm can achieve optimal solution faster. By Theorem 1, the optimal learning rate η is chosen by η = 1/β, so a potential explanation is that the strong smoothness parameter β is relatively small due to the head projection inequality Robustness to noise . To explore the performance under noise setting, we consider two noise conditions: = 0.0 (without noise) and = 0.5, where ∼ N (0, I). When = 0.5, the sparse vector is successfully recovered if x t+1 − x * ≤ 0.5. We try the block sizes b from the set {2, 4, 6, 8, 10, . . . , 62, 64}, and then measure the number of observations m required by the algorithms (so that x * can be successfully recovered with probability 1.0). The minimum number of observations is required such that the recovery error x t+1 − x * ≤ 10 −6 for = 0 and x t+1 − x * ≤ 0.5 for = 0.5 in all trials. The results are reported in Figure 3 . We can see both GRAPHSTOIHT and STOIHT are robust to noise. In particular, when block size is between 4 and 8, the number of observations required is the least for our method. Compared with the noiseless (the left), the performance of noise case (the right) degrades gracefully.
Results from synthetic dataset.
We explore the performance of GRAPHSTOIHT on the probability of recovery, which is defined as the total number of successful trials divided by the total number of trimmed trials. Recall that x * is successfully recovered if the estimation error x t+1 − x * ≤ 10 −6 . We compare GRAPHSTOIHT with three baseline methods, i.e., Iterative Hard Thresholding GRAPHIHT (Hegde et al., 2016) . We consider four different sparsity levels, i.e., s ∈ {8, 20, 28, 36}. For each trial, x * is generated by random walk. To be consistent with the setting in Nguyen et al. (2017) , the block size is set by b = min(s, m) with the number of observations m chosen from {5, 10, . . . , 245, 250}. All of the four methods, including ours, use a constant learning rate η = 1. Our method uses less observations to successfully recover x * due to the randomness (compared with IHT and GRAPHIHT) and the graph-structured projection (compared with IHT and STOIHT) as shown in Figure 4 . It indicates that GRAPH-STOIHT outperforms the other three baselines in terms of probability of recovery. It also shows that SGD-based methods are more stable than batch methods with respect to small perturbation of data as recently shown by the works of Hardt et al. Results from three real-world images. In order to further demonstrate the merit of GRAPHSTOIHT, we compare it with another three popular methods: NIHT (Blumen- GRAPHSTOIHT shares the same head and tail projection as GRAPHCOSAMP. The learning rates η of IHT, STOIHT, GRAPHIHT and GRAPHSTOIHT are tuned from the set {0.2, 0.4, 0.6, 0.8}, and the block sizes b of STOIHT and GRAPHSTOIHT are tuned from the set {m/5, m/10}. We tune b and η on an additional validation dataset with 100 observations. To clarify, the design matrix A used here is Gaussian matrix, different from the Fourier Matrix used in Hegde et al. (2015b) . Our method outperforms the others consistently.
Graph sparse logistic regression
To further test our method on real-world dataset, we apply it to the breast cancer dataset in Van De Vijver et al. (2002) , which contains 295 training samples including 78 positives (metastatic) and 217 negatives (non-metastatic). Each a i in (13) is the training sample of patient i with dimension p = 8, 141 (genes). Label y i = 1 if patient i has metastatic growth; otherwise −1. We use the Protein-Protein Interaction (PPI) network in Jacob et al. (2009) 4 . There are 637 pathways in this PPI network. We restrict our analysis on 3,243 genes (nodes) which form a connected graph with 19,938 edges. Due to lack of edge weights, all weights have been set to 1.0. We fold the dataset uniformly into 5 subfolds as done by Jenatton et al. (2011) to make comparison later. All related parameters are tuned by 5-fold-cross-validation on each training dataset. More experiment details are available in the Supplementary Material. We repeat the folding 4 This network was originally proposed by Chuang et al. (2007) . strategy 20 times, and Table 2 reports AUC scores with standard deviation.
Metastasis classification.
We compare our algorithm with the three aforementioned non-convex based methods and four 1 / 2 mixed norm-based algorithms, Gene identification. We also investigate different numbers of breast cancer-related genes identified by each method. Out of 25 breast cancer-related genes, GRAPH-STOIHT finds 24% of them, more than GRAPHIHT (20%), STOIHT (16%) and IHT (8%). The mixed norm-based methods 1 -PATHWAY, 1 / 2 -PATHWAY, 1 -EDGE, and 1 / 2 -EDGE find 16%, 8%, 12%, and 12% respectively. Our method outperforms other methods in finding cancerrelated genes.
Conclusion and Future Work
In this paper, we have proposed GRAPHSTOIHT, a stochastic gradient-based method for solving graph-structured sparsity constraint problems. We proved that it enjoys a linear convergence property. Experimental evaluation shows our method consistently outperforms other algorithms for both graph sparse linear regression and graph logistic regression on real-world datasets. In future, it would be interesting to see if one can apply the variance reduction techniques such as SAGA (Defazio et al., 2014) and SVRG (Johnson & Zhang, 2013) 
A. Proofs
Before proving Lemma 1, we first prove Lemma 2, 3, 4, 5, 6. We prove the main Theorem 1 and three Corollaries after proving Lemma 1. In the following proofs, given any M, M is the closure of M under taking subsets, which is defined as M = {Ω : Ω ⊆ S, for some S ∈ M}. Lemma 2 (co-coercivity). If f is convex differentiable and satisfies the (α, β, M(M))-RSS/RSC property, then we have
Proof. By the definition of (α, β, M(M))-RSS/RSC property, we have
Let x 0 ∈ M(M) be any fixed vector. We define a surrogate function ϕ(y) := f (y) − ∇f (x 0 ), y . ϕ is also β-smoothness in M(M). To see this, notice that
Since ∇ϕ(x 0 ) = 0, ϕ gets its minimum at x 0 . By using the above inequality on ϕ with x replaced by y − 1/β∇ Ω ϕ(y) (noticing that y − 1/β∇ Ω ϕ(y) 0 ⊆ Ω), we get
By using the definition of ϕ on the above inequality, we finally have
By adding two copies of (*) with x and y interchanged, we prove the lemma.
Remark 1. The proof of Lemma 2 mainly follows Nesterov (2013) where the function considered is convex differentiable and has a Lipschitz continuous gradient in R p . Instead of proving the property in R p , we prove it in the subspace model M(M). Similar uses of this property can be found in Nguyen et al. (2017); Shen & Li (2017) . One should notice that this co-coercivity property does not depend on the strong-convexity parameter α, i.e., α ≥ 0.
Lemma 3. For any convex differentiable function f satisfies (α, β, M(M))-RSS/RSC property with strongly convex parameter α and strongly smoothness parameter β, we have the following inequalities
where x 0 ∪ y 0 ⊆ Ω and Ω ∈ M.
Proof. Since f (x) satisfies (α, β, M(M))-RSS/RSC property, by using left inequality of (7) and exchanging x, y and summing them together, we can get
where the first equality follows by x 0 ∪ y 0 ⊆ Ω and the second inequality follows by the Cauchy-Schwarz inequality. Therefore, the LHS of inequality (16) is obtained by eliminating x − y on both sides(Notice that when x = y, two inequalities stated in this lemma are trivially true). Furthermore,
2 can be upper bounded as
where the first inequality follows by Lemma 2. Hence, the RHS of (16) is obtained by eliminating ∇ Ω f (x) − ∇ Ω f (y) on both sides. We prove the lemma.
Lemma 4 ( Nguyen et al. (2017)). Let ξ t be a discrete random variable defined on [n] and its probability mass function is defined as P r(ξ t = i) := 1/n, which means the probability of ξ t selects ith block at time t. For any fixed sparse vectors x, y and 0 < τ < 2 β , we have
where Ω be such set that x 0 ∪ y 0 ⊆ Ω and Ω ∈ M.
Proof. We first try to obtain an upper bound
2 as the following
where the second equality uses the fact that x 0 ∪ y 0 ⊆ Ω, the first inequality follows from Lemma 2, the third equality is obtained by using the fact that E ξt [∇f ξt (x) − ∇f ξt (y)] = ∇F (x) − ∇F (y) and the last inequality is due to the restricted strong convexity of F (x) on M(M). We complete the proof by taking the square root of both sides and using the fact: for any random variable X, we have
Lemma 5 (Matrix Chernoff (Tropp (2012))). Consider a finite sequence
where h(ν) = ν − (1 + ν) log(1 + ν). Proof. Let M j = a ij a T ij . Then the finite sequence M 1 , M 2 , . . . , M m/n is independent, random, and self-adjoint matrices. We write the matrix as a summation as the following
Given ν ≥ 1, we know the fact that ν − (1 + ν) log(1 + ν) ≤ − ν log (1+ν) 2
. Therefore, we use inequality (19) of Lemma 5 by replacing r with m/n and R with 1 ( by noticing that a ij a T ij is normalized).
In other words, the probability of P r λ max
). We prove the lemma.
Remark 2. Lemma 6 shows that the maximum eigenvalue of matrix A Bi A Bi can be upper bounded properly. Our Corollary 2 depends on Lemma 6.
. . , ξ t ) as the history of the stochastic process ξ 0 , ξ 1 , . . . , up to time t and all random variables ξ t are independent of each other. Define the probability mass function P r(ξ
and f ξt (·) and F (x) satisfies Assumption 3, then we have
can be lower bounded as
where the first inequality follows by the definition of the head projection and the last inequality follows by (16) using
can also be upper bounded as
. . , ξ t ) as the history of the stochastic process ξ 0 , ξ 1 , . . . up to time t, and all random variables ξ t are independent of each other. Define the probability mass function P r(ξ t = i) = 1/n. Let x * be an optimal solution of (1) and x 0 be the start point of Algorithm 1. If we choose a constant learning rate with η t = η, then the solution x t+1 generated by Algorithm 1 satisfies
, and τ, η ∈ (0, 2/β).
Proof. Since x t+1 is completely determined by the realizations of the independent random variables (ξ 0 , ξ 1 , . . . , ξ t ), the total expectation of the approximation error x t+1 − x can be taken as
as the support of head projection and tail projection respectively. Firstly, we try to get an upper bound of r t+1 as the following (11) satisfies the α-RSC property and each f i (x) = n 2m A Bi x − y Bi 2 satisfies the β-RSS property, then we have the following condition
Let the strong convexity parameter α = 1 − δ and strong smoothness parameter β = 1 + δ, where 0 < δ < 1. The condition of effective contraction factor is as the following
To obtain the condition of getting effective contraction factor, we need to have δ = 1−µ 1+µ ≤ 7/493 ≈ 0.014199.
can be upper bounded as
where the inequality follows by β-RSS of f i (x), i.e. ∇f i (x) − ∇f i (y) ≤ β x − y . Sum above n inequalities together and divided by 2/n, then it is equivalent to say that F (x) satisfies
, where x ∈ M(M). In order to satisfy α-RSC, the Hessian matrix 1 m A T A also needs to satisfy
Combine above inequalities, we prove the condition. Therefore, under the RIP requirement, F (x) is (1 − δ)-RSC and (1 + δ)-RSS. In order to satisfy Theorem 1, we require that
By replacing µ = Corollary 2. Suppose we have the logistic loss, F (x) in (13) and each sample a i is normalized, i.e., a i = 1. Then F (x) satisfies λ-RSC and each f i (x) in (14) satisfies (α + (1 + ν)θ max )-RSS. The condition of getting effective contraction factor of GRAPHSTOIHT is as the following
with probability 1 − p exp (−θ max ν/4), where θ max = λ max (
Proof. The derivative and the Hessian of f i (x) are
where Q is an b × b diagonal matrix whose diagonal entries are Q ij ij = sech 2 ( 1 2 y ij a T ij x) and sech is defined as
. To see this, the Hessian of f i (x) can be calculated as
Since Q ij ij ≤ 1 and A T Bi QA Bi is symmetric matrix, we have
where 0 M means M is a positive semi-definite matrix. Hence, F (x) is λ-RSC. Given the derivative in (21), we aim at getting the upper bound of ∇f i (x) − ∇f i (y) as follows
where the first equality is from the derivative of f i (x) and f i (y) , the second equality follows by using the mean-value theorem for φ(x) = 1/(1 + exp (y i a T i x)), i.e. φ(y) − φ(x) = ∇φ(θ)(y − x), θ ∈ {(1 − t)x + ty : 0 ≤ t ≤ 1}, and the third equality follows by y 2 i = 1. We define M 2 as a matrix norm, i.e., M 2 = sup{ M x / x : x ∈ R p with x = 0}, then we always have M x ≤ M 2 · x . Hence, ∇f i (x) − ∇f i (y) can be upper bounded as
where the second inequality follows by the triangle inequality of matrix norm, i.e., A + B 2 ≤ A 2 + B 2 . Therefore,
property. Furthermore, suppose the data is normalized, i.e., a i a T i 2 = a i 2 = 1, by using Lemma 6, we can bound A T Bi A Bi 2 as A T Bi A Bi 2 ≤ (1 + ν)θ max , where ν ≥ 1 and θ max is defined above. In order to satisfy Theorem 1, we require
where the inverse condition number of logistic regression is µ = λ λ+n(1+ν)θmax/4m . After calculation, µ ≥ 243 250 . We prove the corollary. Implementation details of GRAPHSTOIHT. The head and tail projection of GRAPHSTOIHT are implemented in C language. We exactly follow the original implementation 6 . The two projections are essentially two binary search algorithms. Each iteration of the binary search executes the Prize Collecting Steiner Tree (PCST) algorithm (Johnson et al., 2000) on the target graph. Both projections have two main parameters: a lower bound sparsity s l and an upper bound sparsity s u . In all of the experiments, two sparsity parameters have been set to s l = p/2 and s u = s l * (1 + ω) for the head projection, where the ω is the tolerance parameter set to 0.1. For the tail projection, we set s l = s and s u = s l * (1 + ω). The binary search algorithm terminates when it reaches 50 maximum iterations.
B. Results from benchmark datasets
In order to demonstrate GRAPHSTOIHT can handle different shapes of graph structure, we consider four public benchmark graphs in Arias-Castro et al. (2011) . In the upper row of Figure 6 , all of the subgraphs are embedded in 33 × 33 grid graph. The sparsity of these four graphs is 26, 46, 92, and 132 respectively. All settings keep consistent with Section 5.1. The learning rate η and block size are tuned from {0.2, 0.4, 0.6, 0.8} and {m/5, m/10} on additional 100 observations. The results are reported in the bottom row of Figure 6 . It shows that when the sparsity s increases, the number of observations required is also increasing. This is consistent with the lower bound of the number of observations O(s log(p/s)), which increases as s increases. Our method is consistent with the bound O(s log(d(v i )) + log p) shown in Equation (5) All parameters are selected by using 5-fold-cross-validation. The sparsity s is tuned from {10, 15, 20, 25, . . . , 90, 95, 100}. The regularization parameter λ is tuned from {10 −3 , 10 −4 }. The block size b is tuned from {m, m/2}. Since we need to find a connected subgraph, the number of connected component is g = 1. The 4 non-convex methods all use backtracking line search (ArmijoGoldstein condition) to obtain the learning rate at each iteration and stop at the maximum iteration of 40. The dataset has been normalized by using z-score, i.e., each sample a i is subtracted by mean and divided by the standard deviation of {a i } We first measure the performance by using the balanced classification error in Jacob et al. (2009) . The results are reported in Table 4 . GRAPIHT produces the lowest balanced classification error while the results of GRAPHSTOIHT are still competitive. We argue that this may be caused by insufficient samples. (2010) . These genes are highly related with breast cancer, namely, MKI67, CDKN1A, ATM, TFF3, FBP1, XBP1, DSC2, CDH3, CHEK2, TOP2A, BRCA1, BRCA2, BARD1, NAT1, CA12, AR, TK2, RAD51D, GATA3, TOP2B, CCND3, CCND2, AGR2, FOXA1, and FOXC1. GRAPHSTOIHT identifies more breast cancer-related genes but use less gene features (see Table 5 ) than 1 / 2 -PATHWAY and GRAPHIHT. 
