This paper presents semantic speci cations and correctness proofs for both on-line and oline partial evaluation of strict rst-order functional programs. To do so, our strategy consists of de ning a core semantics as a basis for the speci cation of three non-standard evaluations: instrumented evaluation, on-line and o -line partial evaluation. We then use the technique of logical relations to prove the correctness of both on-line and o -line partial evaluation semantics.
Introduction
Partial evaluation is the process of constructing a new program given some original program and a part of its input Fut71] . It is considered a realization of the S m n theorem in recursive function theory Kle52] . Therefore, a faithful partial evaluator must satisfy the following criterion:
Suppose that P(x; y) is a program with two arguments, whose rst argument has a known value c, but whose second argument is unknown. Partial evaluation of P(c; y) with an unknown value for y should result in a specialized residual program P c (y) such that: 8y 2 Y; P(c; y) = P c (y):
(1)
In essence, a partial evaluator is a program specializer and is expected to produce more e cient programs Jon90]. In practice, there are two di erent strategies of partial evaluation: on-line and o -line. An on-line partial evaluator processes a program in one single phase. This process can be viewed as a derivation from the standard evaluation HM89]. An o -line partial evaluator performs some analyses before specializing the program; the main analysis performed is binding-time analysis Jon88b] . Prior to specialization, this analysis determines the static and dynamic expressions of a program given a known/unknown division of its input. The static expressions are evaluated at partial-evaluation time, and the dynamic expressions are evaluated at run-time. As such, bindingtime analysis can naturally be viewed as an abstraction of the on-line partial-evaluation process, but this has not been proved until this paper, not even stated formally.
Splitting the partial evaluation process into two phases (binding-time analysis and specialization) makes it possible to shift computations away from the program transformation phase. The specialization becomes simpler and its e ciency is improved Jon88b, CD93] .
In o -line partial evaluation, the specialization phase is primarily driven by the binding-time information, not by concrete values as in on-line partial evaluation. Because binding-time analysis operates on abstract values, it sometimes approximates the binding-time properties of a program. Consequently, o -line partial evaluation may not specialize programs as much as on-line partial evaluation.
An on-line partial evaluator determines the treatment of a program as it gets processed, depending on the available concrete values. Thus, program transformations have to be performed at each specialization of a program. This process can be expensive because it may involve numerous symbolic values and program transformations. In contrast, in o -line partial evaluation, static and dynamic expressions are determined prior to the specialization phase. This information is valid as long as the program is specialized with respect to values that correspond to the description of the input of the program provided to the binding-time analysis. A more detailed comparison between o -line and on-line partial evaluation can be found in CK93, Kho92, CD93].
Related Work
Several works on proving the correctness of partial evaluation have appeared in the literature recently, mostly dedicated to o -line partial evaluation.
Nielson and Nielson present an algorithm for performing binding-time analysis for a monotyped -calculus NN88a, NN88b, NN92] . This work is based on a non-standard type inference. The correctness of the analysis is proved independently of a given optimization which would use the resulting binding-time information.
Gomard describes a self-applicable partial evaluator for the untyped -calculus Gom92]. The binding-time analysis is based on non-standard type inference. A monovariant specializer 1 is de ned in a denotational setting. A proof of correctness for the partial evaluator is given; it is based on the standard semantics of the language.
Wand Wan93] presents a binding-time analysis based on Mogensen's speci cation of a monovariant specializer for the pure -calculus Mog92]. The binding-time analysis is proved correct with respect to this specializer. On-line partial evaluation is not addressed.
Launchbury de nes in a denotational style a binding-time analysis and proves its correctness with respect to the standard semantics Lau90]. He also shows that his result corresponds to the notion of uniform congruence, a restrictive version of the congruence criterion for binding-time analysis de ned by Jones Jon88a] . However, since the correctness proof is done with respect to the standard semantics, it provides little insight as to how binding-time properties are related to the partial-evaluation process, and more speci cally to that of on-line partial evaluation.
Holst describes an on-line partial evaluation semantics for a rst-order functional language Hol89] 2 . This work is based on factorized semantics and abstract interpretation. Holst shows that a partial evaluation semantics is an interpretation of this factorized semantics. Like Holst, we use a factorized semantics to introduce various non-standard semantics. However our work addresses both on-line and o -line partial evaluation. Also, the non-standard semantic speci cations we introduce are proved correct.
Correctness of Partial Evaluation { An Overview
Regardless of the strategy used, partial evaluation is a non-trivial process; it involves numerous program transformations. Therefore, proving the correctness of this process must go beyond the extensional criterion given by Equation 1 (Section 1); it must be based on the semantics of partial evaluation. This approach should provide the user with a better understanding of the process.
In this paper, we provide the semantic speci cations and the correctness proofs for partial evaluation of rst-order strict functional programs. This work is distinct from the existing ones in two aspects: First, it provides a correctness proof for polyvariant specialization (that is, a function in a program can have more than one specialized version created during specialization); second, it adopts a uniform approach for de ning and proving the correctness of both on-line and o -line partial evaluation.
The Structure of the Semantics
In polyvariant specialization, when a function call is suspended, the function must be specialized. The function call signature characterizes the specialized version of the function. Given all the call 1 A specializer is monovariant when each function in a program can have at most one specialized version. signatures, the residual program can be constructed.
This observation prompted us to specify the partial evaluation in terms of collecting interpretation, as described in HY88] (the resulting semantics is also similar to the minimal function graph (MFG) semantics JM86]). As a consequence, just like a collecting interpretation, the semantics consists of two functions. The local semantic function (or standard semantic function, using the terminology of HY88]) describes the partial evaluation of expressions. The global semantic function (correspondingly, the collecting interpretation) describes the collection of call signatures.
Uniform Approach for De ning and Proving the Correctness of Partial Evaluation
A uniform approach to de ning and proving the correctness of both on-line and o -line partial evaluation enables us to de ne the relationship between the two levels of partial evaluation. Furthermore, it provides a basis for applying techniques of one level to the other. The uniformity of our approach is based on the following two techniques:
1. Factorized Semantics: We de ne a core semantic JM76, JN90] which consists of semantic rules, and uses some uninterpreted domain names and combinator names (Section 2). This semantics forms the basis for all the semantic speci cations de ned in the paper. In particular, we de ne an instrumented semantics that extends the standard semantics to capture all function applications performed during program execution (Section 3). Using other interpretations for domains and combinators, we de ne the on-line partial evaluation semantics (Section 4), the binding-time analysis and the specialization semantics (Section 5). The advantage of a factorized semantics is that di erent instances can be related at the level of domain de nitions and combinator de nitions.
Logical Relations:
We use the technique of logical relations Abr90, JN90, MS90] to prove the correctness of partial evaluation semantics. Logical relations are de ned (1) to relate the on-line partial evaluation semantics to the instrumented semantics, and (2) to relate the binding-time analysis to the on-line semantics. Since all these semantic speci cations are just di erent interpretations of the core semantics, their relations can be de ned locally by relating their domains and combinators. The resulting proofs thus closely conform to our intuition about the relations between these semantics.
Our approach is summarized in Figure 1 . Note that, the specializer for o -line partial evaluation can be systematically and correctly derived from its on-line counterpart, using the information collected by the binding-time analysis. 
Notation

Core Semantics
We begin the discussion of semantic speci cations of partial evaluation by presenting a core semantics. The subject language is a rst-order functional language. Figure 2 de nes its syntactic domains. The meaning of a program is the meaning of function f 1 . For simplicity, we assume all functions (and primitive functions) have the same arity. The core semantics is de ned in Figure 3 . It is used as the basis for all the other semantic speci cations de ned later, and it factors out the common components of those semantic speci cations. This semantics is composed of two valuation functions: E and A. Brie y, E de nes the standard/abstract semantics (called the local semantics) for the language constructs, while A de nes a process that globally collects information (called the global semantics). The structure of the core semantics is similar to that used in HY88] for de ning collecting interpretation. A similar structure is also used by Sestoft for de ning binding-time analysis Ses85] .
The core semantics is de ned by semantic rules. It uses some uninterpreted domain names and combinator names. A semantic speci cation is de ned by providing an interpretation to these domains and combinators. The interpreted domains and combinators for a local semantics E are noted Result E ; Comb E ]; those for a global semantics A are noted Result A ; Comb A ]. Figure   4 provides an overview of three levels of semantic speci cations, namely, a standard semantics with instrumentation (hE; Ai), an on-line partial-evaluation semantics (h b E; b Ai), and a binding-time analysis (h e E; e Ai). These semantic speci cations are obtained via instantiation of the core semantics described in Figure 3 . We can relate two adjacent semantic speci cations simply by relating their domains and combinators. These relations represent the key component for proving the correctness of these speci cations. In the following sections, we examine how each semantic speci cation can be instantiated from the core semantics. We then de ne the relation between two adjacent speci cations, and use it to prove their correctness.
3 Standard and Instrumented Semantics
The Semantic Speci cations
In Figure 5 the core semantics is instantiated to de ne the standard semantics of the language.
As is customary, we will omit summand projections and injections. Notice that powerset, instead of powerdomain, is used to model the content of the cache. This avoids some technical complication incurred in the correctness proof, as discussed in HY88]. v 2 ResultE = Values = as in Figure 5 2 VarEnv = as in Figure 5 2 FunEnv = as in Figure 5 2 ResultA = CacheA = Fn ! P(Values n ) Proof : From Lemma 1, and by noticing that since none of the initial input is bottom, the initial call to f 1 is captured in the cache (by the de nition of E P rog ) . u t 4 On-Line Partial Evaluation Semantics
In this section, we instantiate the core semantics to obtain on-line partial evaluation. A key component for this instantiation is the partial-evaluation algebra de ned in Section 4.1. On-line partial evaluation semantics is presented in Section 4.2. Finally, Section 4.3 de nes a relation between this semantics and the instrumented semantics. This makes it possible to state and prove the correctness of the on-line partial evaluation semantics. Values represents a non-constant value.
Partial-evaluation Algebra
Operators in the partial-evaluation algebra de ne the partial-evaluation semantics of primitive operations. This semantics is an abstraction of the standard semantics. Indeed, when called with constant values, the partial-evaluation semantics of a primitive operation corresponds to the standard semantics of this primitive operation. However, if some of the arguments in the primitive call are non-constant at partial-evaluation time, the value > d
Values is produced. This represents a value unknown at partial-evaluation time. The abstract primitive operations satisfy the following safety criterion: 8v 2 Values, 8p 2 O and its corresponding abstract versionp 2 b O,
The relation between Values; O] and the partial-evaluation algebra can be succinctly described by a logical relation ( Nie89, JN90]) v b de ned as follows: 
This logical relation forms the basis of the correctness proof of the on-line partial evaluation semantics.
Using the partial-evaluation algebra, we can go one step further and investigate the relation between on-line and o -line partial evaluation. Recall that o -line partial evaluation consists of a binding-time analysis and a specializer. For now, let us examine how the binding-time domain can be captured from the on-line partial evaluation domain. 
The Semantic Speci cation
The on-line partial evaluation semantics is displayed in Figures 7 and 8. This semantics aims at partially evaluating a program with respect to a partially-known input. It returns a residual program consisting of the specialized functions. Domain Exp is a at domain of expressions. Besides using ] ] to denote a syntactic fragment, we also use it to construct expressions. This operation is strict in all its arguments (i.e., the subexpressions). One of the central issues in partial evaluation of functional programs is the treatment of function calls. Basically, there are two kinds of transformation performed in partially evaluating a function call: unfold and specialization. The latter includes suspending the call, and specializing the function with respect to the value of the known (static) arguments values. Exactly how a function call is to be treated can be determined by the user, or automatically by some unfolding analysis (e.g., Ses88]). To capture this piece of decision making, we introduce the notion of lters.
A lter speci cation is associated to each user-de ned function in a subject program. A lter consists of a pair of strict and continuous functions. Both functions are passed the binding-time value of the arguments in a function call. The rst function determines how to transform a function call (unfold or specialize). The second function speci es how a called function is to be specialized (it is not used when the call is unfolded): it determines which argument values are to be propagated.
Only constant arguments are considered for propagation. The functionality of a lter is ( g Values n ! T) ( respectively. As an example of a lter, consider the exponentiation function given in Section 3.1. Assume that we want to unconditionally suspend calls to this function, and that it should only be specialized with respect to the second argument (when it is a constant). Such conditions can be expressed by the following lter. The specialization pattern describes information about the arguments used in specializing the function. Each argument value belongs to Res. The expression component is either a constant (which is to be propagated at function specialization) or a parameter name (representing an unknown argument). Thus, the specialized pattern is de ned as Res n .
ResidPars : Fn Exp n ! Var m (for m n) returns a tuple of parameters replacing these residual arguments in the partial-evaluation signature. We state here without proof the following two lemmas:
Lemma 2 b E is continuous in all its arguments.
Lemma 3 b
A is continuous in all its arguments.
As an example of a cache produced by b A, consider the exponentiation function given in Section 3.1. Assume that f includes the following lter (previously discussed), 
Correctness of Partial Evaluation Semantics
Let us rst observe that any constant produced by partially evaluating a primitive call is always correct with respect to the standard semantics, modulo termination. This is formalized below, and can be proved from the de nition of the partial-evaluation algebra. Before proving the correctness of the semantics, we can already show that the partial evaluation semantics subsumes standard evaluation in the following sense:
Theorem 2 Given a program P, suppose that (1) the input to P is completely known at partialevaluation time, and (2) all function calls in P are unfolded during partial evaluation, then for any expression e in P,^ 
It su ces to show that b R holds for all the corresponding pair of combinators used by E and b E.
The proofs for Const E and VarLookup E are easy, and thus omitted. PrimOp E : This is done by structural induction and a case analysis over all the possible argument values of the primitive. Cond E : This is done by structural induction and a case analysis over the possible values produced byk 1 (^ ;^ ).
App In this section, we de ne and prove the correctness of the relation R b E 2 between the result of E and the second component (i.e., the partial-evaluation domain) of the result of b E.
De The above observation comes directly from the de nition of b K P in Figure 7 .
We say that a valuer 2 Res is R-consistent if it satis es one of the above conditions. This fact is used in the next section.
Correctness of the Global Semantics
In this section, we prove the correctness of the global partial evaluation semantics (1) 
Note that the R-consistency (Observation 2) ensures that the rst component ofr, the residual expression, is consistent with the result of the partial-evaluation algebra. Observe that there is no value in the standard signature corresponding to the transformation tag of the partial evaluation signature. In fact, a transformation tag for a standard signature could have been obtained by performing lter computations at the standard semantics level. However, the transformation has no e ect on standard evaluation. Furthermore, since lters are continuous, the transformation computed is guaranteed to be more precise or equal to that computed at the on-line level. Thus, we can ignore this information without compromising the correctness proof. Lastly, we note that A , it should be noted that the modi cation is exactly identical to the one done in b E, and by Observation 2, the modi ed value is still R-consistent.
Lemma 5 Given a program P, for Proof : First, we notice from the de nition of b E Prog that hs;r 1 ; . . .;r n i 2^ u t By Theorem 1, we know that contains all the non-trivial calls performed at the standard evaluation. Since R b A^ , all these calls must be captured by^ .
Correctness of R b E 1
We now prove the correctness of the residual expression produced by b E using the relation R b E 1 which relates a residual expression to a concrete value produced by E. Intuitively, a residual expression and a concrete value are related if the former evaluates (under standard evaluation) to the latter.
This requires \post-evaluation" of the residual expression. Therefore, R b E 1 is not simply a relation between a value and a residual expression; it is a relation between the value, the residual expression and its \post-evaluated" value. In the following de nition, we introduce the notion of satis ability to aid in formulating this relation. This notion is similar, though simpler, to the de nition of agreeability used by Gomard Suppose that R b E1 is true for some element h n ;^ n ; 0 n i in the ascending chain, we want to prove that R b E1 is true for h n+1 ;^ n+1 ; 0 n+1 i = h n ;^ n ; 0 n i. holds. e is a function application, f i (e 1 ; e 2 )] ]. Partially evaluating e may result in the application being either unfolded or specialized. Suppose that the application is specialized; without loss of generality, we assume that the rst argument of the application is static and propagated, whereas the second argument is dynamic. Now, we are ready to de ne the relation between E and b E. This is de ned in terms of the result of Theorem 3 and Lemma 6. Firstly, since both E and b E take variable environments as their arguments, we need to relate these environments. To do so, we extend the notion of satis ability to de ne the relationship between variable environments, instead of pairs of related values. This is a variant of the notion of agreeability as de ned by Gomard in Gom92].
De nition 5 (Agreeability) Let The notion of satis ability can then be expressed in terms of agreeability as follows.
Observation 3 Given that d satis es all the pairs in the set fhv 1 ;r 1 i; . . .; hv n ;r n ig. Let = ? v 1 =x 1 ; . . .; v n =x n ], and^ = ? r 1 =x 1 ; . . .;r n =x n ]. Then, for any expression e in P with FV (e) = fx 1 ; . . .; x n g, we must have ,^ and d agree on e.
Notice that and^ as de ned in Observation 3 represent how all the variable environments used in standard and partial evaluation semantics are constructed. Therefore, the result of Lemma 6 can be expressed in terms of an arbitrary expression in program P as follows.
Corollary 1 Given a program P, let and^ be the two function environments for P de ned by the standard and the partial evaluation semantics respectively. Let 0 be the function environment, de ned by the standard semantics, for a specialized version of program P. Then The relation between partial-evaluation algebra and binding-time algebra can also be succinctly described by a logical relation v e . The de nition is similar to that de ned in Section 4.1, and is omitted here. The As an example of a cache produced by e A, consider the exponentiation function f de ned in It su ces to show that^ R e A~ . We refer the reader to gures 8 and 9 for the notations used in the following proof, in which we consider the cases with di erent transformation valuest produced at the binding-time analysis level. Ift = u, thent = u by the monotonicity of lters. 
Speci cation of Binding-time Analysis
Deriving the Specialization Semantics
We now describe the derivation of the specialization semantics (for o -line partial evaluation) from its on-line counterpart. This derivation is based on the observation that, prior to on-line partial evaluation, the binding-time analysis has determined the invariants of this process. Indeed, the result of the on-line partial-evaluation computations has been approximated and is available statically. Thus, the aim of this derivation is to transform the on-line partial evaluation semantics so that it makes use of binding-time information as much as possible. The uses of binding-time information are listed below.
1. Predicates testing whether an expression partially evaluates to a constant can safely be replaced by a predicate testing whether this expression returns Static during binding-time analysis.
2. Filter computation for a function call can safely be replaced by an access to the function's binding-time signature; it contains the call transformation to be performed.
The use of binding-time information collected for an expression requires that this information be bound to the expression. That is, each expression in a program should be annotated with the information computed by the binding-time analysis. We achieve this annotation by assigning a unique label to each expression in a program and binding this label to the corresponding binding-time information. A cache, noted~ , maps each label of an expression to its binding-time information.
For a label l, we write (~ l) v to denote the binding-time value corresponding to l. If l is the label of a function call, then (~ l) t refers to its transformation (i.e., unfolding or suspension).
Speci cation of the Specializer
Note that this annotation strategy only requires a minor change to the core semantics. Namely, the labels of an expression must be passed to the semantic combinator. 6 For example, in specializing a labeled conditional expression (if e l 1 1 e l 2 2 e l 3 3 ) l ] ], the combinator Cond b E takes as an additional argument hl; l 1 ; l 2 ; l 3 i. Besides passing labels to combinators, we extend the usual pair of environments to include the cache (i.e.,~ 2 AtCache).
Figures 10 and 11 depict the detailed speci cation of the specialization process. Each interpreted combinator is similar to that of on-line partial evaluation, except in the following cases:
1. For both Cond b E and Cond b
A , the predicate that determines whether the conditional test evaluates to a constant has been replaced by a predicate that tests the staticity of its bindingtime value. 2. For primitive calls, the predicate testing whether the result of the operation is a constant has been replaced by a predicate testing the staticity of the resulting binding-time value.
3. For both App b E and App b
A , lter computation has been replaced by an access to the static information about the function call: binding-time value of the arguments and function call transformation.
Optimization of Specialization
At this point it is important to determine whether the specialization semantics that we derived indeed describes a specialization process. In fact, as mentioned in BJMS88, JSS89], bindingtime analysis was introduced for practical reasons. Namely, by taking advantage of binding-time information, the partial-evaluation process can be simpli ed and its e ciency improved. This is a key point for successful self-application JSS89].
Thus, the o -line strategy aims at lifting as many computations as possible from specialization by exploiting static information. In other terms, there exists a wide range of specializers for a 6 Note that for simplicity we did not introduce labels in the core semantics presented on page 7. Indeed, labels are only used for the specialization semantics. given language; each possible specializer re ects how much has been computed in the preprocessing phase. In fact, the specialization semantics derived in the previous section may be used as a basis to introduce many optimizations. In particular, it is possible to infer statically the actions to be performed by the specializer. The basic actions of a specializer consists of reducing or rebuilding an expression. Such actions can be determined using the binding-time value of an expression. This technique has been used in o -line partial evaluation Con93b, CD90].
Conclusion
Based on the technique of factorized semantics, we provide semantic speci cations and correctness proofs for both on-line and o -line partial evaluation of rst-order functional programs. Using the technique of collecting interpretation and the partial-evaluation algebra, we are able to prove the correctness of polyvariant specialization. This paper should improve the understanding of partial evaluation in that it addresses such open issues as showing that binding-time analysis is an abstraction of the on-line partial-evaluation process, and formally de ning the specialization semantics.
Also, this work should provide a basis for implementation. In fact, the speci cations presented in this paper have been generalized by the authors to the speci cation of parameterized partial evaluation { a generic form of partial evaluation aimed at specializing programs not only with respect to concrete values, but also with respect to static properties CK91, CK93]. Parameterized partial evaluation has already been successfully implemented at CMU CL91] and at Yale Kho92].
We are exploring ways of extending the current work to higher-order programs. To do so, we are formulating existing on-line and o -line higher-order partial evaluators (e.g., Bon91, Con93a, WR90]) in a higher-order abstract interpretation setting like Jones's Jon91].
