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Abstract
We propose IOHanalyzer, a new software for analyzing the empirical performance
of iterative optimization heuristics (IOHs) such as local search algorithms, genetic and
evolutionary algorithms, Bayesian optimization algorithms, and similar optimizers.
Implemented in R and C++, IOHanalyzer is available on CRAN. It provides a platform
for analyzing and visualizing the performance of IOHs on real-valued, single-objective
optimization tasks. It provides detailed statistics about the fixed-target and fixed-budget
running times of the benchmarked algorithms. Performance aggregation over several
benchmark problems is also possible, for example in the form of empirical cumulative
distribution functions.
A key advantages of IOHanalyzer over exiting packages is its highly interactive design,
which allows the user to specify the performance measures, ranges, and granularity that is
most useful for her experiments. It is designed to analyze not only performance traces, but
also the evolution of dynamic state parameters that directly influence the search behavior
of the solver.
IOHanalyzer can directly process performance data from the main benchmarking plat-
forms, including the COCO platform, Nevergrad, and our own IOHexperimenter. An R
programming interface is provided for users preferring to have a finer control over the
implemented functionalities.
Keywords: Black-box optimization, benchmarking, iterative optimization heuristics, empirical
analysis, visualization.
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2 Performance Analysis for Iterative Optimization Heuristic
1. Introduction
Optimization problems not admitting exact solution approaches affect almost all aspects of our
daily lives. They appear, for example, in product design, in scheduling, in data analysis, and
in the tuning of optimization software (including neural network design). The intractability
of these problems can have various reasons, e.g., a lack of problem-specific knowledge, limited
access to problem data, or the inherent complexity of the underlying problem. Iterative
optimization heuristics (IOHs) are algorithms designed to search for high-quality solutions
of such problems. IOHs are characterized by a sequential structure, which aims to evolve
good solutions by iteratively sampling the decision space. The distribution from which the
solution candidates are sampled is adjusted after each iteration, to reflect the new information
obtained from the last evaluations.
IOHs are often randomized, both with respect to candidate generation and with respect to
selecting the information stored from one iteration to the next. The optimization behavior
of IOHs is therefore a highly complex system with many dependencies. This makes it very
difficult to predict how well a particular IOH performs on a given problem. Existing theo-
retical results are limited to rather simple algorithms and/or problems, which are typically
not representative for the complex strategies used in practice (Doerr and Neumann 2020;
Auger 2005). To gather a good understanding of the performance of realistic IOHs and their
applications, we are therefore often restricted to an empirical evaluation of these solvers, from
which we may extrapolate accurate performance predictions. Supporting such empirical eval-
uations through a systematic experimental design is one of the primary goals of algorithm
benchmarking. Algorithm benchmarking addresses the selection of problem instances that are
most suitable for an accurate performance extrapolation, the experimental setup of the data
generation, the choice of the performance indicators and their visualizations, the choice of the
statistics used to compare two or more algorithms, etc.
1.1. IOHanalyzer: Overview and Availability
In this work, we present IOHanalyzer, a versatile, user-friendly, and highly interactive plat-
form for the assessment, comparison, and visualization of IOH performance data. IOHana-
lyzer is designed to assess the empirical performance of query-based optimization heuristics
in an algorithm-agnostic manner. Our key design principles are 1) an easy-to-use software
interface, 2) interactive performance analysis, and 3) convenient export of reports and illus-
trations.
IOHanalyzer is developed as the data analysis component of IOHprofiler, a benchmarking
platform that aims to the integrate various elements of the entire benchmarking pipeline,
ranging from problem (instance) generators and modular algorithm frameworks over au-
tomated algorithm configuration techniques and feature extraction methods to the actual
experimentation, data analysis, and visualization. See Figure 1 for an illustration of the
interplay between these different components. Notably in this benchmarking pipeline, we
have also proposed a suite of Pseudo-Boolean Optimization (PBO) problems (Doerr, Ye,
Horesh, Wang, Shir, and Bäck 2020) for IOHproblems and implemented our own algo-
rithm framework IOHalgorithms1, which contains 11 reference algorithms (see https:
//iohprofiler.github.io/Background/algorithms/ for a detailed description). In addi-
1 https://github.com/IOHprofiler/IOHalgorithm.
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tion, we have created a data repository, called IOHdata2 to continuously host benchmarking
data sets from IOHexperiemter as well as other platforms.
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Figure 1: IOHanalyzer is a module of the IOHprofiler benchmarking environment, which
targets different steps of the benchmarking pipeline.
IOHanalyzer takes as input benchmarking data sets, e.g., those generated by our own IOHex-
perimenter, by the COmparing Continuous Optimizers (COCO) platform (Hansen, Auger,
Mersmann, Tusar, and Brockhoff 2016b), or by Facebook’s Nevergrad benchmarking environ-
ment (Rapin and Teytaud 2018). Of course, the user can also use her own experimentation
platform (the formatting requirements for the input files are described in Section 5). It
provides as output a highly versatile evaluation of these performance traces, which allows
the user to choose the performance measures, the ranges, and the precision of the displayed
data according to her needs. In particular, IOHanalyzer supports both a fixed-target and
a fixed-budget perspective, and allows various ways of aggregating performances across dif-
ferent problems (or problem instances). In addition to these performance-oriented analyses,
IOHanalyzer also offers statistics about the evolution of non-static algorithmic components,
such as, for example, the hyperparameters suggested by a self-adjusting parameter control
scheme. These features will be described in more detail in Section 3, where the reader can
also find illustrated examples.
2https://github.com/IOHprofiler/IOHdata. It is still under extensive development.
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The R programming interface of IOHanalyzer offers a fine control on the data and function-
alities implemented therein. IOHanalyzer is written in R and C++ and makes use of the
two R packages plotly (Sievert 2018) and shiny (Chang, Cheng, Allaire, Xie, and McPherson
2019). For users less experienced with programming in R we offer a web-based graphical
user interface (GUI), to which the user can load her own data or from one of the official
data repositories, which comprises data from IOHexperimenter, from the COCO datasets,
and from the Nevergrad experimentation platform.
The stable release of the IOHanalyzer package is distributed through CRAN (https://CRAN.
R-project.org/package=IOHanalyzer) and it can be installed easily in an R console:
R> install.packages('IOHanalyzer')
The latest version is hosted on GitHub (https://github.com/IOHprofiler/IOHanalyzer,
part of the IOHprofiler project), which can be installed using the devtools library as follows3:
R> devtools::install_github('IOHprofiler/IOHanalyzer')
An up-to-date documentation is maintained on the wiki page, available at https://iohprofiler.
github.io/. The web-based GUI of IOHanalyzer is hosted at iohprofile.liacs.nl.
The first use case of IOHanalyzer was the comparison of different variants of the (1+λ) evolu-
tionary algorithm (EA) (Doerr, Ye, van Rijn, Wang, and Bäck 2018). A number of improve-
ments were made subsequently, and the first study of an important number experiments was
reported in (Doerr, Ye, Horesh, Wang, Shir, and Bäck 2019). In the meantime, IOHanalyzer
has been used in a number of studies, including (Horesh, Bäck, and Shir 2019; Ye, Doerr, and
Bäck 2019; Calvo, Shir, Ceberio, Doerr, Wang, Bäck, and Lozano 2019). It is under constant
development. Some of the major ongoing extensions will be discussed in Section 6.
1.2. Related Benchmarking Environments
As argued above, benchmarking IOHs is an essential task towards a better understanding of
IOHs. It is therefore not surprising that a large number of different tools have been developed
for this purpose. For reasons of space, we can only summarize a few of them and concentrate
on those which come closest in terms of functionality and scope to our tool.
In evolutionary computation, the arguably best established benchmarking environment is
the already mentioned COCO (COmparing Continuous Optimisers) platform (Hansen et al.
2016b). Originally designed to compare derivative-free optimization algorithms operating on
numeric optimization problems (Hansen, Auger, Ros, Finck, and Posík 2010), the tool has seen
several extensions in the last years, e.g., towards multi-objective optimization (Tusar, Brock-
hoff, Hansen, and Auger 2016), mixed-integer optimization (Tusar, Brockhoff, and Hansen
2019), and large-scale optimization (ElHara, Varelas, Nguyen, Tusar, Brockhoff, Hansen, and
Auger 2019). COCO consists of an experimentation part that produces data files with de-
tailed performance traces, and an automated data analysis part in which a fixed number of
standardized analyses are automatically generated. The by far most reported performance
measures from the COCO framework are empirical cumulative distribution function (ECDF)
3The GitHub-page gets updated more frequently with minor changes, while the CRAN-version is generally
only updated only when major modifications are made. For the purposes of this paper, both versions behave
exactly the same.
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curves, see Section 2 for definitions. The COCO software has a strong focus on fixed-target
performances (Hansen, Auger, Brockhoff, Tusar, and Tusar 2016a), i.e., on the time needed
to find a solution of a certain quality.
COCO has been a major source of inspiration for the development of IOHprofiler. What
concerns the performance assessment, the key difference between COCO and our IOHanalyzer
is in the dynamic choice of performance measures, ranges, and granularity that IOHanalyzer
offers. As mentioned, COCO performance files can be conveniently analyzed by IOHanalyzer.
Another software environment that provides similar functionalities as IOHanalyzer is the re-
cently released Nevergrad framework (Rapin and Teytaud 2018). As with COCO, Nevergrad
implements functionalities for both experimentation and performance analysis, accommodat-
ing continuous, discrete, and mixed-integer problems. It has a strong focus on noisy opti-
mization, but also comprises several noise-free optimization problems. In addition to studying
IOHs, Nevergrad has a special suite to compare one-shot optimization techniques, i.e., non-
iterative solvers. The current focus of Nevergrad is to be seen on the problem side, as it offers
several new benchmark problems, such as the structured optimization problems which are
aggregated in their own test suite. The performance evaluation, however, is much more basic
than those of COCO or IOHanalyzer, in that only the quality of the finally recommended
point(s) is stored. That is, apart from taking a fixed-budget perspective, Nevergrad does not
store performance traces, but only the final output. IOHanalyzer can interpret and visualize
the csv files produced by Nevergrad. An extension of Nevergrad to allow for the same track-
ing features as IOHanalyzer is currently under construction, in a joint collaborative effort
between the Nevergrad and the IOHanalyzer development teams.
Several other tools have been developed for displaying performance data and/or the search
behavior in decision space. However, all tools that we are aware of allow much less flex-
ibility with respect to the performance measures, the ranges, and the granularity of the
analysis or focus on selected aspects of performance analysis only (e.g., (Calvo, Ceberio, and
Lozano 2018; Eftimov, Korosec, and Korousic-Seljak 2017) study statistical significance only,
whereas (Fonseca, Guerreiro, López-Ibáñez, and Paquete 2011) aims to visualize performance
with respect to multiple objectives). The ability of IOHanalyzer to link the evolution of
algorithms’ parameters to the evolution of solutions’ quality seems to be unique.
Organization of the Paper: We briefly introduce IOHs and the relevant definitions for
their performance assessment in Section 2. In Section 3, we present the graphical user inter-
face (GUI) of the IOHanalyzer, illustrate its functionalities, and summarize its performance
statistics. In Section 4, we provide a detailed use case of the command-line interface (GLI),
which underpins the GUI and allows for more fine-grained and direct control over the data
analysis and plotting functionalities. In Section 6, we discuss ongoing and future developments
of IOHanalyzer.
2. Background
This section provides the background and motivation for developing IOHanalyzer. In partic-
ular, we discuss black-box problems and their optimization and we recall the most relevant
performance indicators that will be used in subsequent sections.
2.1. Iterative Optimization Heuristics
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Algorithm 1 Blueprint of an iterative optimization heuristic for optimizing a real-valued
function f : S → R.
1: procedure ioh
2: t← 0 . iteration counter
3: H(0)← ∅ . search history information
4: choose a distribution Λ(0) on N . distribution of the number of samples
5: while termination criterion not met do
6: t← t+ 1
7: sample λ(t) ∼ Λ(t− 1)
8: Based on H(t− 1) choose a distribution D(t) on Sλ(t)
9: sample
(
x(t,1), . . . , x(t,λ(t))
)
∼ D(t) . solution candidates
10: evaluate f
(
x(t,1)
)
, . . . , f
(
x(t,λ(t))
)
. function evaluation
11: choose H(t) and Λ(t)
12: end while
13: end procedure
We study the optimization of a problem f : S → R, i.e., we assume our problem to be a single-
objective, real-valued objective function, defined over a search space S. We do not make any
assumption on the set S; it can be discrete or continuous, constrained or unconstrained. We
do not require that f is explicitly modeled, i.e., f can very well be a black-box optimization
problem, for which we are able to evaluate the quality of points x ∈ S – e.g., through com-
puter simulations or through physical experiments – but for which we do not have any other
information. Intermediate grey-box settings are also possible, e.g., when some information
about the variable interaction is known. To ease notation, we nevertheless speak of black-box
optimization in such cases, i.e., even when some a priori information about the problem f is
available. We emphasize that the query-based optimization algorithms studied in our work
can be competitive even when the problem f is explicitly known. The low auto-correlation
binary sequence (LABS) problem is a good example for such a problem that can be defined
in two lines, but for which the best known solvers are query-based (Packebusch and Mertens
2016).
For convenience of presentation, we consider in this document maximization as objective.
Note though that IOHanalyzer automatically detects whether minimization of maximization
is considered, and adjust the plots and statistics accordingly. For example, the COCO and
Nevergrad data sets typically consider minimization, whereas the PBO suite of IOHexperi-
menter studies maximization.
The class of algorithms that we are interested in are Iterative Optimization Heuristics (IOHs).
IOHs are entirely query-based, i.e., they sample the search space S and use the function values
f(x) of the evaluated samples x to guide the search. Algorithm 1 provides a blueprint for
such algorithms. Classical examples for IOHs are deterministic and stochastic local search
algorithms (this class includes Simulated Annealing (Kirkpatrick, Gelatt, and Vecchi 1983)
and Threshold Accepting (Dueck and Scheuer 1990) as two prominent examples), genetic and
evolutionary algorithms (Eiben and Smith 2015), Bayesian Optimization and related global
optimization algorithms (Jones 2001), Estimation of Distribution algorithms (Larrañaga and
Lozano 2002), and ant colony optimization algorithms (Dorigo and Stützle 2004).
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2.2. Selected Performance Indicators
Unlike in classical algorithmics, the most commonly studied performance measures in black-
box optimization are based on the number of function evaluations. That is, instead of counting
arithmetic operations or CPU time, we count the number of evaluations to determine the
running time of an IOH.
As discussed above, many state-of-the-art IOHs are randomized in nature, therefore yield-
ing random performance traces even when the underlying problem f is deterministic. The
performance space is therefore spanned by the number of evaluations, by the quality of the
assessed solutions, and by the probability that the algorithm has found within a given budget
of function evaluations a solution that is at least as good as a given quality threshold. Figure 2
illustrates this three-dimensional space.
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fixed-probabilityfixed-budget
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e
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Figure 2: Three-dimensional performance space spanned by the running time (T ), the function
value (V ), and the probability (P ) of an algorithm reaching a given target within some budget.
Here, we draw an exemplary cumulative distribution surface over the TV -plane. The fixed-
probability analysis is performed by intersecting this surface with a horizontal plane, where the
resulting performance curve is marked in green and is also rendered in the two-dimensional
space (sub-figure on the right). Similarly, the fixed-target and fixed-budget analyses are
shown by those two vertical cutting planes and the corresponding two-dimensional renderings,
respectively.
Basic Notation To define the performance measures covered by IOHanalyzer we use the
following notation.
• F denotes the set of problems under consideration. Each problem (or problem instance,
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depending on the context) f ∈ F is assumed to be a function f : S → R. The dimension
of S is denoted by d. We often consider scalable functions that are defined for several
or all dimensions d ∈ N. In such cases, we make the dimension explicit.
• A = {A1, A2, . . .} is the set of algorithms under consideration.
• T (A, f, d,B, v, i) ∈ N ∪ {∞} is a fixed-target measure. It denotes the number of func-
tion evaluations that algorithm A needed, in its i-th run and when maximizing the
d-dimensional variant of problem f , to find a solution x satisfying f(x) ≥ v. When
A did not succeed in finding such a solution within the maximal allocated budget B,
T (A, f, d,B, v, i) is set to ∞. Several ways to deal with such failures are considered in
the literature, as we shall discuss in the next paragraphs.
• Similarly to the above, V (A, f, d, b, i) ∈ R is a fixed-budget measure. It denotes the func-
tion value of the best solution that algorithm A evaluated within the first b evaluations
of its i-th run, when maximizing the d-dimensional variant of problem f .
Descriptive Statistics We next recall some basic descriptive statistics.
• The average function value given a fixed budget value is simply
V¯ (t) = 1
r
r∑
i=1
V (A, f, d, t, i).
• The Penalized Average Runtime (PAR-c score) for a fixed target value is defined as
PAR-c(v) = 1
r
r∑
i=1
min {T (A, f, d,B, v, i), cB} , (1)
i.e., the PAR-c score is identical to the sample mean when all runs successfully identified
a solution of quality at least v within the given budget B, whereas non-successful runs
are counted as cB. In IOHanalyzer we typically study the PAR-1 score, which, in abuse
of notation, we also refer to as the mean.
• Apart from mean values, we are often interested in quantiles, and in particular in the
sample median of the r values {T (A, f, d,B, v, i})ri=1 and {V (A, f, d, b, i})ri=1, respec-
tively. By default, IOHanalyzer calculates the 2%, 5%, 10%, 25%, 50%, 75%, 90%, 95%,
and 98% percentiles (denoted as Q2%, Q5%, . . . , Q98%) for both running times and func-
tion values.
• We also study the sample standard deviation of the running times and function values,
respectively.
• The empirical success rate is the fraction of runs in which algorithm A reached the given
target v. That is,
p̂s =
r∑
i=1
1(T (A, f, d,B, v, i) <∞)/r, (2)
where 1(E) is the characteristic function of the event E .
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Expected Running Time An alternative to the PAR-c score is the expected running
time (ERT). ERT assumes independent restarts of the algorithm whenever it did not succeed
in finding a solution of quality at least v within the allocated budget B. Practically, this
corresponds to sampling indices i ∈ {1, . . . , r} (i.i.d. uniform sampling with replacement)
until hitting an index i with a corresponding value T (A, f, d,B, v, i) <∞. The running time
would then have been mB + T (A, f, d,B, v, i), where m is the number of sampled indices of
unsuccessful runs. The average running time of such a hypothetically restarted algorithm is
then estimated as
ERT(A, f, d,B, v) =
∑r
i=1 min {T (A, f, d,B, v, i), B}
rp̂s
=
∑r
i=1 min {T (A, f, d,B, v, i), B}∑r
i=1 1(T (A, f, d,B, v, i) <∞)
. (3)
Note that ERT can take an infinite value when none of the runs was successful in identifying
a solution of quality at least v.
Cumulative Distribution Functions For the fixed-target and fixed-budget analysis, IO-
Hanalyzer estimates probability density (mass) functions and computes empirical cumu-
lative distribution functions (ECDFs). For the fixed-budget function value, its probabil-
ity density function of is estimated via the well-known Kernel Density Estimation (KDE)
method. For the fixed-target running time (an integer-valued random variable), we esti-
mate its probability mass function by treating it as a real value and applying the KDE
method. For a set {T (A, f, d, v, i)}ri=1 of fixed-target running times, its ECDF is defined as
F̂T (t ; A, f, d, v) =
∑r
i=1 1(T (A, f, d, v, i) ≤ t)/r. In addition, it is informative to gain the
overview on ECDFs over a range of target values, resulting in an overall performance for some
algorithm A.
In IOHanalyzer, two levels of “aggregations” of ECDFs are implemented:
• The aggregation over target values is defined in the following sense: for a set of target
values V, r number of independent runs on each function, the aggregated ECDF is:
F̂T (t ; A, f, d,V) = 1
r|V|
∑
v∈V
r∑
i=1
1(T (A, f, d, v, i) ≤ t). (4)
• Given a set of functions F , the ECDF can be aggregated over F :
F̂T (t ; A,F , d,V) = 1
r|V||F|
∑
f∈F
∑
v∈V
r∑
i=1
1(T (A, f, d, v, i) ≤ t). (5)
The aggregated ECDFs for function values V (A, f, d, t, i) can be defined in the similar manner.
3. Graphical User Interface
Apart from the R package, the functionalities of IOHanalyzer are also available through a
web-based Graphical User Interface (GUI), hosted at http://iohprofiler.liacs.nl/. This
GUI may be more convenient for users who are not sufficiently familiar with programming in
R, as well as for users who are more interested in comparing (with) data from the existing
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data sets collected in the performance data repository IOHdata. In this and the next section
we use an exemplary data set called “JSS” prepared for this article, which comprises selected
performance data from the study presented in Doerr et al. (2020). This data set is already
available in the web-based GUI and the user can load it from the “Load Data from Repository”
box therein (see the red circle in Figure 3). More precisely, we have selected from this data set
the performance files for two algorithms (RLS and the (1, λ) GA, see Doerr et al. (2020) for
a detailed description and references) on 4 PBO problems in two dimensions d ∈ {16, 100}.
To use this data set locally, please create a folder named repository under your home folder
and then download the data set from https://github.com/IOHprofiler/IOHdata/blob/
master/JSS.zip.
The IOHanalyzer GUI is invoked through the following commands:
R> library(IOHanalyzer)
R> runServer()
Loading required package: shiny
Listening on http://127.0.0.1:3943
Figure 3: Screenshot of the GUI immediately after launching the GUI server. The user can
choose a data set from a large online data repository in the drop-down menu marked by the
red circle.
This will start the GUI server on the local machine (hence using IP address 127.0.0.1) and
a random port number. The web browser will be launched and connect to this address
immediately after starting the server. The screenshot of the “welcome page” is shown in
Figure 3. The performance statistics are arranged in four major sections, which can be
chosen in the side menu on the left. The side menu is organized as follows.
1. Upload Data: In this section the user can upload her own performance data files
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and/or choose the data from the repository against which the data shall be compared.
The format of the data files will be discussed in Section 5.
2. General Overview: On this tab, we show a summary of algorithms, function/problems,
dimensions, the number of runs, and the best reached function value appearing in the
data set loaded by the user.
3. Fixed-Target Result: This section covers the fixed-target performance statistics sum-
marized in Table 1. A detailed description will be given in Section 3.2.
4. Fixed-Budget Results: This section covers the fixed-budget statistics summarized in
Table 2.
5. Position Information: A parallel coordinate plot allows the user to display the final
point resulted from each run of an algorithms. This can be used in comparing the
distribution of the final solutions found across many algorithms.
6. About: A concise description of the IOHanalyzer and installation guide are included
here, together with information on the development team, the license, and acknowl-
edgements.
7. Settings: Here, the user can change the color schemes, the font size, and the image
size used in plotting and other general settings controlling the calculation of descriptive
statistics.
In general, the interactive plotting (enabled by the plotly library) is turned on by default,
displaying more details in the plot when the user hovers the mouse over it, e.g., the value of a
curve at the mouse cursor. The interactive plotting also allows the user to zoom in/out and
to hide/show a curve from some algorithms, which will be helpful when many algorithms are
rendered simultaneously. Also, all plots can be downloaded in the following formats, pdf,
png, eps, and svg.
3.1. The “Upload Data” Section
The GUI interface to load the experimental data is shown in Figure 3. in which the user
is asked to upload a compressed archive. The following compression format are supported:
*.zip, *.bz, *.tar, *.xz, *.gz. Note that, when the user’s data set is enormous to handle,
it is possible to speed up the uploading (and hence plotting) procedure by toggling option
Efficient mode on, in which the original data set is downsampled uniformly at random.
Note that, the data-uploading module will automatically detect whether maximization or
minimization has been the objective, given the uploaded data set follows the formatting
requirements described in Section 5.
When using the online version of GUI (http://iohprofiler.liacs.nl/), the user can also
load “official” data sets provided by the author, using the “Load Data from Repository” box
on the right of Figure 3. Moreover, we provide a variety of data sets in this repository,
including experimental data from COCO, Nevergrad, and IOHexperimenter. After loading
the data, IOHanalyzer will prompt an summary table of loaded data sets in the “List of
Processed Data” box, allowing the user to check if the data loading process is performed
correctly.
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3.2. The “Fixed-Target Results” Section
In the fixed-target section, the user can analyze the number of function evaluations that the
algorithms performed before finding for the first time a solution meeting a certain quality
criterion. This section has two main subsections, one for the performance evaluation of a
single function and one for the evaluation of performance data for multiple functions. Table 1
summarizes the main fixed-target performance statistics that IOHanalyzer offers.
Section Group Functionality Description
Si
ng
le
Fu
nc
tio
ns
Data
Summary
Data Overview The minimum, maximum, mean, median and success rate ofselected algorithms
Runtime Statistics
The mean, median, quantiles, success rate and ERT at an
evenly spaced sequence of targets controlled by fmin, fmax
and ∆f
Runtime Samples The running time sample at an evenly spaced sequence oftargets controlled by fmin, fmax and ∆f
Expected
Runtime ERT: single function
The progression of ERT over targets, whose range is con-
trolled by the user
Probability
Mass
Function
Histogram The histogram of the running time at a target specified theuser on one function
Probability Mass Function The probability mass function of the running time at a targetspecified the user on one function
Cumulative
Distribution
ECDF: single target On one function, the ECDF of the running time at onetarget specified the user
ECDF: single function On one function, ECDFs aggregated over multiple targets
Area Under the ECDF On one functions, the area under ECDFs that are aggregatedover multiple targets
Algorithm
Parameters
Expected Parameter Value The progression of expected value of parameters over tar-gets, whose range is controlled by the user
Parameter Statistics
The mean, median, quantiles of recorded parameters at an
evenly spaced sequence of targets controlled by fmin, fmax
and ∆f
Parameter Sample The sample of recorded parameters at an evenly spaced se-quence of targets controlled by fmin, fmax and ∆f
Statistics Hypothesis Testing
The two-sample Kolmogorov-Smirnov test applied on the
running time at a target value for each pair of algorithms.
A partial order among algorithms is obtained from the test.
M
ul
tip
le
Fu
nc
tio
ns
Expected
Runtime
ERT: all functions The progress of ERTs are grouped by functions and the rangeof targets are automatically determined
ERT: Comparisons The ERTs at the best target found on each function is plottedagainst the function ID for each algorithm.
Cumulative
Distribution ECDF: all functions On all functions, ECDFs aggregated over multiple targets
Ranking Glicko2-based ranking
For each pair of algorithms, a running time value at a given
target is randomly chosen from all sample points in each
round of the comparison. The glico2-rating is used to deter-
mine the overall ranking from all comparisons.
Table 1: The functionalities implemented in the fixed-target results section of IOHanalyzer.
The “Single Function” Subsection
The single function subsection offers six different types of fixed-targets results, which are
grouped as follows: (1) data summary, (2) expected runtime, (3) probability mass function,
(4) cumulative distribution, (5) algorithm parameters, and (6) statistics. These groups will
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be described in the following paragraphs. Note that, in the header of IOHanalyzer, there are
two drop-down menus that allow the user to select the dimension and function, respectively.
Figure 4: Screenshot of the overview table of function values reached in the “JSS” data set.
Group 1: Fixed-Target Results I Single Function I Data Summary: This group
provides basic statistics on the distribution of the fixed-target running time, which are grouped
in 3 different tables:
• Table Data Overview: A screenshot of this table is given in Figure 4. It simply sum-
marizes the range of function value observed in the data set, with the purpose to offer
the user a quick overview of the quality of the solutions that were evaluated by the
algorithms. In Figure 4, we show the data overview of the “JSS” data set, where the
following values are listed for each tuple of function, dimension, and algorithm: (1)
the worst function value ever recorded across all iterations (“worst recorded”), (2) the
worst function value reached in the last iterations (“worst reached”), (3) the best func-
tion value reached in the last iterations (“best reached”), (4) the mean function value
reached in the last iterations (“mean reached”), (5) the median function value reached
in the last iterations (“median reached”), and (6) the number of runs which successfully
hit the best reached function value (“succ”).
• Table Runtime Statistics at Chosen Target Values: A screenshot of this table is
given in Figure 5. The user can set the range and the granularity of the results in the box
on the left. The table shows fixed-target running times for evenly spaced target values.
More precisely, the table provides the success rate and the number of successful runs as
defined in Eq. (2), the sample mean, median, standard deviation, the sample quantiles:
Q2%, Q5%, . . . , Q98%, and the expected running time (ERT) as defined in Eq. (3). The
user can download this table in csv format, or as a LATEX table.
• Table Original Runtime Samples: In this table the raw sample {T (A, f, d,B, v, i)}ri=1
is listed in a table, in which the user can choose between a “long” (all sample points are
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arranged in a column) and a “wide” format (all sample points are arranged in a row)
for it.
Figure 5: Screenshot of the data summary table of some descriptive statistics on the running
time.
Group 2: Fixed-Target Results I Single Function I Expected Runtime: An inter-
active plot (using the shiny package) illustrates the fixed-target running times. An example
of this plot is shown in Figure 6. The interactive plot can be adjusted in the menu on the left
as shown in the figure. These options include showing/hiding mean and/or median values
along with standard deviations and scaling the axes logarithmically. The user selects the
algorithms to be displayed as well as the range of target values within which the curves are
drawn. By default, this range is set as [Q25%, Q75%] of all function values measured in the
data set. The displayed curves can be switched on and off by clicking on the legend on the
right of the plot.
Group 3: Fixed-Target Results I Single Function I Probability Mass Function
For a selected target value v, the histogram of the running time, as displayed in Figure 7,
shows the number of runs i for which the running time falls into a given interval [t, t + ∆t),
namely ∑ri=1 1(t ≤ T (A, f, d, v, i) < t+ ∆t). The bin size ∆t is determined according to the
Freedman-Diaconis rule (Freedman and Diaconis 1981), which is based on the interquartile
range of the sample {T (A, f, d, v, i)}ri=1 The user has two options: 1) an overlayed display,
where all algorithms are displayed in the same plot, or 2) a separated one, where each algorithm
is displayed in an individual sub-plot, as shown in Figure 7.
In addition to the histogram, the probability mass function (Figure 8) might be helpful to
get a finer look at the shape of the empirical distribution of T . The user can switch on/off
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Figure 6: Screenshot of the expected running time plot.
the illustration of all sample points (depicted as dots), or only the empirical probability mass
function itself. It is important to point out that the probability mass function is estimated
in a “continuous” manner, where running time samples are considered as R-valued and then
the Kernel Density Estimation (KDE) method is taken to estimated the function.4
Group 4: Fixed-Target Results I Single Function I Cumulative Distribution
The empirical cumulative distribution function (ECDF) of the running time is computed for
target values specified by the user. In addition to calculating ECDFs for a single target value,
it is recommended to aggregate ECDFs over multiple targets, to obtain an overall performance
for solving different targets. For the default target values, the tool takes 10 evenly spaced
values in [Q25%, Q75%] of all measured function values in a data set. Such a functionality is
exemplified in Figure 9: a set of evenly spaced target values can be generated by specifying
the range and step-size of the target value.
In this example, with the following setup, fmin = 0.46, fmax = 4.91, and ∆f = 0.5, the target
value sequence, 0.46, 0.96, 1.46, . . . , 4.91 is used to calculate ECDFs (using Eq. 4). In this
example, with the following setup, fmin = 4, fmax = 16, and ∆f = 1.33, the target value
sequence, 4, 5.33, 6.66, . . . , 16 is used to calculate ECDFs (using Eq. 4). In Figure 9 it can be
seen for algorithm RLS (blue curve) that within a budget of 24 function evaluations, around
76% of (target, run) pairs have been succesfull. For algorithm RLS (purple curve) this value
4Strictly speaking, this method gives imprecise estimations when there are many duplicated values, which
can be quite likely in discrete optimization (such as in our examples). Improvements are planned for the future
version.
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Figure 7: Screenshot of the histogram of running time.
Figure 8: Screenshot of the empirical probability mass function of running time.
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is only 53%. Ideally, the best optimization algorithm would always hit the largest target value
after one function evaluation, resulting in a 100% empirical probability everywhere on the
domain of ECDFs.
Figure 9: Screenshot of aggregated ECDF curve over multiple targets.
Group 5: Fixed-Target Results I Single Function I Algorithm Parameters One
of the key motivations to build IOHprofiler was the ability to analyze, in detail, the evolution
of control parameters which are adjusted during the search. Such dynamic parameters can be
found in most state-of-the-art heuristics. While in numerical optimization a non-static choice
of the search radius, for example, is needed to eventually converge to a local optimum, dy-
namic parameters are also more and more common in discrete and mixed-integer optimization
heuristics (Karafotias, Hoogendoorn, and Eiben 2015; Doerr and Doerr 2020). In the fifth
group of fixed-target results for a single function, the evolution of the parameters is linked to
the quality of the best-so-far solutions that have been evaluated. In the experimentation (i.e.,
data generation) phase, the user selects which parameters are logged along with the evaluated
objective values. These values are then automatically detected by IOHanalyzer and can be
chosen in this group for an in-depth analysis.
As with the interactive plots on expected running time, the user can choose the range of
targets, which parameter/algorithm to plot, and the scale (either logarithmic or linear) of x-
and y-axis. We omit the example for parameters as the GUI is similar to the one in Figure 6.
As with “Fixed-Target Results I Single Function I Data Summary”, this subsection also
provides for each parameter tables of descriptive statistics (sample mean, median, standard
deviation, and some quantiles) as well as the original parameter values.
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Figure 10: Screenshot of the multiple testing procedure applied on all 11 reference algorithms
on function f1 and dimension 64.
Group 5: Fixed-Target Results I Single Function I Statistics To address the
robustness of empirical comparisons, the samples from all algorithm must undergo a proper
statistical test procedure (Hollander, Wolfe, and Chicken 2013). In IOHanalyzer, a standard
multiple testing procedure is implemented to compare the fixed-target running time for each
pair of algorithms on a single function, which the well-known Kolmogorov-Smirnov test is
applied to the ECDFs of running times. Moreover, the Bonferroni procedure is used to correct
the p-value in multiple testing. To demonstrate this functionality, we show, in Figure 10, the
testing outcome of a data set on 11 reference algorithms5 on the PBO problem set, instead of
the exemplary two-algorithm data set used previously. Here, the test is conducted across all
11 algorithms on function f1 and dimension 64 with a confidence level of 0.01. The result of
this procedure is illustrated by a matrix of p-values, a color matrix of the statistical decision
and a graph depicts that partial order implied by the decision.
5This data set is available at https://github.com/IOHprofiler/IOHdata/blob/master/iohprofiler/
2019gecco-ins1-11run.rds and those reference algorithms are described in (Doerr et al. 2020).
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The “Multiple Functions” Subsection
This subsection contains three groups of fixed-target results for multiple functions: (1) ex-
pected runtime comparison across all functions on one dimension, (2) aggregated Empirical
Cumulative Distribution over all functions, and (3) Glicko2-based ranking.
Group 1: Fixed-Target Results I Multiple Functions I Expected Runtime: In
this subsection, the tool depicts the ERT values against multiple functions as a radar-plot,
as shown in Figure 11. For each function, the target value used for calculating the ERT is
determined by default as follows: we first calculated the 2% percentile of the best function
values reached by each algorithm and then selected as target value the largest percentiles over
all algorithms.
Figure 11: Screenshot of ERT of RLS and the (1, λ) GA on four PBO problems.
Group 2: Fixed-Target Results I Multiple Functions I Cumulative Distribution:
In this subsection, ECDFs of running times are aggregated across multiple functions, as
defined in Eq. (5)). This functionality is illustrated in Figure 12: a table of pre-calculated
target values are provided for each function (all test functions are included by default). This
table of targets could also be edited directly in the GUI, or by a downloading-editing-uploading
procedure (which should, of course, not change the format of the tables, just the values).
Group 3: Fixed-Target Results I Multiple Functions I Ranking: This subsec-
tion provides a ranking functionality to compare algorithms across multiple functions and
dimensions, in which the Glicko-2 rating (Glickman 2012), commonly used in the chess rating
system, is applied for each algorithm with several simulated games (25 by default). In each
game, for every function and dimension, the winner of each pair of algorithms is determined
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Figure 12: Screenshot of aggregated ECDF curve across multiple functions and targets.
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by sampling from the running time values (given a target value) uniformly at random and
checking which random sample is better. An overall rating is computed from those games’
outcome, which is then used to rank the algorithms.
3.3. The “Fixed-Budget Results” Section
The fixed-budget section offers performance analysis for the quality of the best solution that
the algorithms could identify within a given budget of function evaluations. The results are
similar to those presented in the fixed-target section (Section 3.2) except that subsection
“Fixed-Budget Results I Multiple Functions I Cumulative Distribution” is still under de-
velopment and hence it is not available at the time of writing. Table 2 summarizes the main
functionalities.
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Summary
Data Overview The minimum and maximum of running times for selectedalgorithms
Target Value Statistics The mean, median, quantiles of the function value at a se-quence of budgets controlled by Bmin, Bmax and ∆B
Target Value Samples The function value samples at an evenly spaced sequence ofbudgets controlled by Bmin, Bmax and ∆B
Expected
Target
Value
Expected Target Value:
single function
The progression of expected function values over budgets,
whose range is controlled by the user
Probability
Density
Function
Histogram The histogram of the function value a user-chosen budget
Probability Density Func-
tion
The probability density function (obtained by Kernel Den-
sity Estimation) of the function value at a user-chosen bud-
get
Cumulative
Distribution
ECDF: single budget On one function, the ECDF of the function value at onebudget specified the user
ECDF: single function On one function, ECDFs aggregated overmultiple budgets
Area Under the ECDF On one functions, the area under ECDFs of function valuesthat are aggregated over multiple budgets
Algorithm
Parameters
Expected Parameter Value The progression of expected value of parameters over thebudget, whose range is controlled by the user
Parameter Statistics
The mean, median, quantiles of recorded parameters at an
evenly spaced sequence of budgets controlled by Bmin, Bmax
and ∆B
Parameter Sample The sample of recorded parameters at an evenly spaced se-quence of budgets controlled by Bmin, Bmax and ∆B
M
ul
tip
le
Fu
nc
tio
ns Expected
Target
Value
Expected Target Value: all
functions
The same as above expect that the expected function val-
ues are grouped by functions and the range of budgets are
automatically determined.
Expected Target Value:
Comparison
The expected function value at the largest budget found on
each function is plotted against the function ID for each
algorithm.
Ranking Glicko2-based ranking
For each pair of algorithms, a function value at a given bud-
get is randomly chosen from all sample points in each round
of the comparison. The glico2-rating is used to determine
the overall ranking from all comparisons.
Table 2: The functionalities implemented in the fixed-budget results of IOHanalyzer.
3.4. The “Position Information” Section
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Within this section, the user can visualize the final search points in their decision space in
a parallel coordinate plot. At the time of writing, this functionality is only supported for
SOS-based data (Caraffini and Iacca 2020), but development on extending this to other data
sources is in progress.
4. Command-Line Interface
Next to the web-based interface from the previous section, we provide extensive additional
functionality through the R-terminal, using the IOHanalyzer package. For demonstration
purposes, we will use the same data set as in Section 3.
In the following, we focus on three main aspects of IOHanalyzer:
1. Procedures to load the performance data and manipulate the data set (e.g., taking a
subset of data).
2. Retrieving and summarizing performance measures.
3. Plotting functions to visualize empirical performance.
4.1. Data Structure and Manipulation
One of key aspects of the IOHanalyzer is its ability to process and analyze performance data
from many different sources. This section will demonstrate the data loading, manipulation
and some basic analysis techniques using the JSS.zip dataset. After decompressing this data,
a folder named data should now be available in R’s working directory. This file can now be
loaded into a DataSetList object using the following command:
R> dsList <- DataSetList('data/RLS')
Processing data/RLS/IOHprofiler_f1_i1.info ...
algorithm RLS...
25 instances on f1 16D...
25 instances on f1 100D...
...
The return value of the method DataSetList is an S3 object, which is inherited from the
list class. Consequently, the dsList object can be sliced, indexed and printed as with lists:
R> dsList
DataSetList:
Suite: PBO
1: DataSet(RLS on f1 16D)
2: DataSet(RLS on f1 100D)
---
7: DataSet(RLS on f23 16D)
8: DataSet(RLS on f23 100D)
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R> dsList[1:3]
DataSetList:
Suite: PBO
1: DataSet(RLS on f1 16D)
2: DataSet(RLS on f1 100D)
3: DataSet(RLS on f19 16D)
R> dsList[[1]]
DataSet(RLS on f1 16D)
In addition, the summary method is implemented to show some basic information about the
contents of the DataSetList:
R> summary(dsList)
suite funcId DIM algId datafile comment
1 PBO 1 16 RLS data/RLS/data_f1/IOHprofiler_f1_DIM16_i1.dat %
2 PBO 1 100 RLS data/RLS/data_f1/IOHprofiler_f1_DIM100_i1.dat %
3 PBO 19 16 RLS data/RLS/data_f19/IOHprofiler_f19_DIM16_i1.dat %
4 PBO 19 100 RLS data/RLS/data_f19/IOHprofiler_f19_DIM100_i1.dat %
5 PBO 2 16 RLS data/RLS/data_f2/IOHprofiler_f2_DIM16_i1.dat %
6 PBO 2 100 RLS data/RLS/data_f2/IOHprofiler_f2_DIM100_i1.dat %
7 PBO 23 16 RLS data/RLS/data_f23/IOHprofiler_f23_DIM16_i1.dat %
8 PBO 23 100 RLS data/RLS/data_f23/IOHprofiler_f23_DIM100_i1.dat %
This table shows each individual DataSet which combine to make the full DataSetList.
Each DataSet is identified uniquely by four attributes: the benchmark suite from which the
functions originate, their numerical funcId within this suite, their dimensionality (DIM) and
the algorithm which was used to optimize it. Note that multiple runs of the same algorithm,
function and dimension will always be stored in the same DataSet. The remaining columns
of this table indicate the location of the datafile and any comments stored in the meta-
data (*.info files) associated with that part of the experiment. Therefore, it is important
to maintain correct the meta data files if it data is prepared manually. All attributes of the
DataSetList object can be listed as follows:
R> attributes(dsList)
$class
[1] "list" "DataSetList"
$DIM
[1] 16 100 16 100 16 100 16 100
$funcId
[1] 1 1 19 19 2 2 23 23
$algId
[1] "RLS" "RLS" "RLS" "RLS" "RLS" "RLS" "RLS" "RLS"
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$suite
[1] "PBO"
$maximization
[1] TRUE
To filter a DataSetList based on the previously mentioned attributes, the subset function
can be used as follows:
R> subset(dsList, DIM == 16, funcId == 1)
DataSetList:
Suite: PBO
1: DataSet(RLS on f1 16D)
R> subset(dsList, DIM == 16, algId != 'RLS')
DataSetList:
Suite: PBO
Now we could load the data files of the (1, λ) GA algorithm in the same way as the RLS:
R> dsList_ga <- DataSetList('./data/self_GA', verbose = FALSE)
Here, the argument verbose is set to FALSE to hide the progress messages. As with the R
list, DataSetList objects can be combined together:
R> dsList <- c(dsList, dsList_ga)
Each element of dsList is a S3 object of type DataSet, which is again inherited from the
list class.
R> ds <- dsList[[1]]
R> ds
DataSet(RLS on f1 16D)
R> summary(ds)
DataSet Object:
Algorithm: RLS
Function ID: 1
Dimension: 16D
25 instance found: 1,1,1,1,1,2,2,...,4,4,4,5,5,5,5,5
runtime summary:
algId target mean median sd 2% 5% 10% 25% 50% 75% 90% 95% 98% ERT runs ps
1: RLS 4 1.00 1 0.000000 1 1 1 1 1 1 1 1 1 1.00 25 1
2: RLS 5 1.04 1 0.200000 1 1 1 1 1 1 1 1 1 1.04 25 1
3: RLS 6 1.28 1 1.208305 1 1 1 1 1 1 1 2 2 1.28 25 1
---
11: RLS 14 21.00 21 9.165151 5 5 7 14 18 26 34 37 37 21.00 25 1
12: RLS 15 29.16 29 10.466932 12 12 15 18 26 36 40 48 48 29.16 25 1
13: RLS 16 46.48 48 21.652790 13 13 19 26 42 58 71 83 83 46.48 25 1
function value summary:
algId runtime runs mean median sd 2% 5% 10% 25% 50% 75% 90% 95% 98%
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1: RLS 1 25 7.68 7 1.7729448 4.48 5.2 6.0 7 7 9 10.0 10.8 11.00
2: RLS 2 25 8.28 8 1.6206994 5.48 6.0 6.4 7 8 9 10.0 10.8 11.52
3: RLS 3 25 8.76 9 1.5885003 5.48 6.2 7.0 8 9 10 10.6 11.0 11.52
---
64: RLS 2511 25 16.00 16 0.0000000 16.00 16.0 16.0 16 16 16 16.0 16.0 16.00
65: RLS 2818 25 16.00 16 0.0000000 16.00 16.0 16.0 16 16 16 16.0 16.0 16.00
66: RLS 3162 25 16.00 16 0.0000000 16.00 16.0 16.0 16 16 16 16.0 16.0 16.00
Attributes: names, class, suite, funcId, DIM, algId, algInfo, comment, datafile, instance,
maxRT, finalFV, format, maximization
In the summary method, the data set is summarized in two perspectives:
• Fixed-target perspective: the method looks for the first hitting time, that is the num-
ber of function evaluations an algorithm takes to reach a target function value (target
above) for the first time. The target values are automatically determined and evenly
spaced in the observed range. Some basic statistics on the running time sample are
calculated for each target value: mean, median, standard deviation (sd), quantiles
(2% 5% 10% ...), the expected running time (ERT) and success rate (ps, the ratio of
successful runs out of all the independent runs).
• Fixed-budget perspective: the method looks for the best function value reached by the
algorithm, when a specific number of function evaluations (budget) are taken (runtime
above). The budget values are automatically determined and evenly spaced in the
observed range. Roughly the same set of statistics are provided as the fixed-target
perspective.
In the ds object, two matrices are always stored for those two perspectives explained above:
• ds$RT: running time samples in the fixed-target perspective and
• ds$FV: function value samples in the fixed-budget perspective.
Note that, when the parameter tracking is enabled, the parameters of interest are also
arranged in the both the fixed-target and fixed-budget perspectives. These are stored in
the PAR attribute of the DataSet. For instance, if mutation_rate is the parameter name
given to the benchmark, the fixed-budget version of this parameter can be obtained by
ds$PAR$by_RT$mutation_rate. We can look at some examples of these matrices as follows:
R> head(ds$RT)
[,1] [,2] [,3] [,4] [,5] [,6] [,7] [,8] [,9] [,10] [,11] [,12] [,13] [,14]
4 1 1 1 1 1 1 1 1 1 1 1 1 1 1
5 1 1 1 1 1 1 1 1 1 1 1 2 1 1
6 1 1 1 1 1 1 1 1 2 1 1 7 1 1
7 1 1 1 1 1 3 1 1 5 1 1 8 1 1
8 1 3 2 2 1 4 1 1 7 2 1 10 2 1
9 1 4 3 3 4 5 1 1 8 4 2 11 3 1
Here, the column names are the target values and in the example below, they are the budget
values:
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R> head(ds$FV)
[,1] [,2] [,3] [,4] [,5] [,6] [,7] [,8] [,9] [,10] [,11] [,12] [,13] [,14]
1 11 7 7 7 8 6 9 9 5 7 8 4 7 11
2 11 7 8 8 8 6 9 10 6 8 9 5 8 12
3 11 8 9 9 8 7 10 10 6 8 9 5 9 12
4 12 9 10 9 9 8 10 11 6 9 10 5 9 13
5 12 9 10 9 10 9 10 12 7 10 10 5 10 14
6 13 9 11 10 10 10 10 13 7 11 11 5 10 14
4.2. Retrieving Empirical Performance
While manipulating and accessing the individual DataSet objects is important for analysis,
working with the raw data directly is often not needed. Instead, the IOHanalyzer provides
functionality for most of the common analysis and visualization techniques in the benchmark-
ing domain. For example, for both DataSet and DataSetList objects, the overview of the
observed running time/function value can obtained using6:
R> get_RT_overview(subset(dsList, algId == 'RLS'))
Algorithm DIM fID miminal runtime maximal runtime runs Budget
1: RLS 16 1 1 96 25 16000
2: RLS 100 1 1 1128 25 100000
3: RLS 16 19 1 52 25 16000
4: RLS 100 19 1 570 25 100000
5: RLS 16 2 1 255 25 16000
6: RLS 100 2 1 6546 25 100000
7: RLS 16 23 1 67 25 16000
8: RLS 100 23 1 641 25 100000
R> get_RT_overview(ds)
algId DIM funcId miminal runtime maximal runtime runs Budget
1: RLS 16 1 1 96 25 16000
Here, Budget indicates the maximal allowable budget that was given when running the exper-
iment while maximal runtime is the maximal observed running time used by the algorithm
in each triplet of (algId, DIM, funcId). For the function values, similar methods are also
implemented:
R> get_FV_overview(subset(dsList, algId == 'RLS'))
algId DIM funcId worst recorded worst reached best reached mean reached median reached runs succ budget
1: RLS 16 1 4 16 16 16.00 16 25 25 16000
2: RLS 100 1 44 100 100 100.00 100 25 25 100000
3: RLS 16 19 8 20 32 25.60 24 25 1 16000
4: RLS 100 19 92 152 172 162.56 164 25 3 100000
5: RLS 16 2 0 16 16 16.00 16 25 25 16000
6: RLS 100 2 0 100 100 100.00 100 25 25 100000
7: RLS 16 23 -100 3 4 3.24 3 25 6 16000
8: RLS 100 23 -1868 7 9 8.20 8 25 9 100000
6All tables shown in this section are returned as data.table objects.
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It is important to distinguish some columns in the example here: worst recorded stands
for the worst (smallest) function value observed in all independent runs for each case of
(algId, DIM, funcId). In contrast, worst reached means the smallest value reached in the
last iteration (across independent runs) of the algorithm while best reached records the
largest such value. runs gives the total number of independent runs in each case while succ
is the number of runs where the corresponding best reached is hit. Note that, in our naming
convention of methods, RT is always the abbreviation of running time and FV is for function
value (the same below). To get a data summary at arbitrary running time/function value,
two methods, get_RT_summary and get_FV_summary are implemented. This can be shown
using the previously defined ds object as follows:
R> ds
DataSet(RLS on f1 16D)
R> get_RT_summary(ds, ftarget = c(5, 10, 16))
algId target mean median sd 2% 5% 10% 25% 50% 75% 90% 95% 98% ERT runs ps
1: RLS 5 1.04 1 0.200000 1 1 1 1 1 1 1 1 1 1.04 25 1
2: RLS 10 5.24 5 3.455431 1 1 1 2 5 6 10 12 12 5.24 25 1
3: RLS 16 46.48 48 21.652790 13 13 19 26 42 58 71 83 83 46.48 25 1
R> get_FV_summary(ds, runtime = c(10, 50, 100))
algId runtime runs mean median sd 2% 5% 10% 25% 50% 75% 90% 95% 98%
1: RLS 10 25 11.52 12 1.5307950 8.48 9 9.4 11 12 13 13 13.8 14
2: RLS 50 25 15.64 16 0.4898979 15.00 15 15.0 15 16 16 16 16.0 16
3: RLS 100 25 16.00 16 0.0000000 16.00 16 16.0 16 16 16 16 16.0 16
The input for the argument ftarget and runtime should be provided by the user. In this ex-
ample, three values are chosen arbitrarily in the corresponding range of running time/function
value (cf. the first lines of get_RT_overview and get_FV_overview above). Furthermore,
using the magrittr package (which should be available after installing IOHanalyzer), it is pos-
sible to “chain” all the methods introduced so far, making the code snippet more readable:
R> library(magrittr)
R> dsList %>%
+ subset(DIM == 100, algId == 'RLS', funcId == 19) %>%
+ get_FV_summary(runtime = seq(1, 5000, length.out = 5))
DIM funcId algId runtime runs mean median sd 2% 5% 10% 25% 50% 75% 90% 95% 98%
1: 100 19 RLS 1.00 25 104.16 104 8.284926 92 92.0 93.6 100 104 108 116.8 120 120
2: 100 19 RLS 1250.75 25 162.56 164 6.096994 152 152.8 156.0 156 164 168 170.4 172 172
3: 100 19 RLS 2500.50 25 162.56 164 6.096994 152 152.8 156.0 156 164 168 170.4 172 172
4: 100 19 RLS 3750.25 25 162.56 164 6.096994 152 152.8 156.0 156 164 168 170.4 172 172
5: 100 19 RLS 5000.00 25 162.56 164 6.096994 152 152.8 156.0 156 164 168 170.4 172 172
In addition, it is also straightforward to retrieve the raw sample values at given running
time/function values, using the following methods, get_RT_sample and get_FV_sample:
R> get_RT_sample(ds, ftarget = 10, output = 'long')
algId target run RT
1: RLS 10 1 1
2: RLS 10 2 8
3: RLS 10 3 4
---
23: RLS 10 23 12
24: RLS 10 24 1
25: RLS 10 25 8
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R> get_FV_sample(ds, runtime = c(5, 20), output = 'wide')
algId runtime run.1 run.2 run.3 run.4 run.5 run.6 run.7 run.8 run.9 run.10 run.11 run.12
1: RLS 5 12 9 10 9 10 9 10 12 7 10 10 5
2: RLS 20 16 12 15 14 14 13 14 15 14 12 14 13
4.3. Plotting Functions
To visualize the benchmark data, a collection of plotting methods are implemented in IOH-
analyzer. In this section, we shall provide examples on some important plots using the same
data sets as the last sections. We only consider the plotting methods for the fixed-target
perspective, but the same set of methods are implemented for the fixed-budget perspective.
Firstly, the progression of the function value is plotted against the running time:
R> ds_plot <- subset(dsList, DIM == 16, funcId == 1)
R> Plot.RT.Single_Func(ds_plot)
The data sets on 16D, function F1 are plotted here, which is shown in Figure 13. Note that,
a interactive plot is created as the plotly library is used here by default. The static plotting
library ggplot2 can also be selected by setting argument backend = 'ggplot2' (this is only
a difference in the plotting backend and thus it will not be demonstrated here). By default,
the Plot.RT.Single_Func function also plots a confidence interval of the hitting times.
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Figure 13: Progression of the expected running time (ERT) against the best-so-far function
value, where the shade area illustrate the standard deviation of the running time.
It is worthwhile to point out that there are more arguments of plot_RT_single_fct method
(and for the other plotting functions as well), hence it is suggested to check to the documen-
tation of plotting functions: e.g.,
R> ?Plot.RT.Single_Func
In addition, the previous plot can be grouped by functions, using the Plot.RT.Multi_Func
method. The example is shown in Figure 14.
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R> ds_plot <- subset(dsList, DIM == 16)
R> Plot.RT.Multi_Func(ds_plot, scale.ylog = T)
Given a target value, the Plot.RT.Histogram method renders the histogram of the running
time required to reach this target value. To select an interesting target value, we can take
advantage of the get_FV_overview function. Taking the data set on F23 and 16D as an
example, we can see the of the range of target value using the following commands:
R> ds <- subset(dsList, DIM == 16, funcId == 23)
R> get_FV_overview(ds)
algId DIM funcId worst recorded worst reached best reached ... Budget
1: RLS 16 23 -100 3 4 ... 16000
2: self_GA 16 23 -96 4 4 ... 16001
Then, we choose a target value such as −3, which is close to the best reached value, and plot
the histogram of function evaluations needed to reach that target (Figure 15).
R> Plot.RT.Histogram(ds, ftarget = -3, plot_mode = 'subplot')
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Figure 14: Progression of the expected running time grouped by tested functions.
The argument plot_mode = 'subplot' will create a separate sub-plot for each algorithm
in the data set. In addition, the empirical density function of these running time, that is
estimated by the Kernel Density Estimation (KDE) method, can be generated by method
Plot.RT.PMF (Figure 16).
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R> Plot.RT.PMF(ds, ftarget = -3, show.sample = TRUE)
Finally, it is crucial to look at the Empirical Cumulative Distribution function (ECDF) of the
running time. For this purpose, three methods are implemented for different levels of data
aggregation:
• Plot.RT.ECDF_Per_Target: it only compares the ECDF of algorithms on a single target
value (Figure 17), e.g.,
R> Plot.RT.ECDF_Per_Target(ds, ftarget = -1)
• Plot.RT.ECDF_Single_Func: it takes as input an array of target values (controlled
by arguments fstart, fstop, fstep) and aggregates the ECDF over those targets
(Figure 18), e.g.,
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Figure 16: The density function of first hitting times of a target value.
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R> Plot.RT.ECDF_Single_Func(ds, fstart = -92, fstop = 4, fstep = 10,
scale.xlog = T)
• Plot.RT.ECDF_Multi_Func: it, in addition, aggregates different target values over all
test function in a data set. To demonstrate its usage, let’s take the data set on 100D
and check the overview of the function values. Then three target values are chosen
manually for each function, which are collected in a list object. The resulting plot is
shown in Figure 19.
R> ds <- subset(dsList, DIM == 100)
R> get_FV_overview(ds)
algId DIM funcId worst recorded worst reached best reached ... budget
1: RLS 100 1 44 100 100 ... 100000
2: RLS 100 19 92 152 172 ... 100000
3: RLS 100 2 0 100 100 ... 100000
4: RLS 100 23 -1868 7 9 ... 100000
5: self_GA 100 1 38 98 100 ... 100001
6: self_GA 100 19 72 164 192 ... 100001
7: self_GA 100 2 0 39 100 ... 100001
8: self_GA 100 23 -1761 7 10 ... 100001
R> ftarget <- list(`1` = c(80, 90, 100),
+ `2` = c(80, 90, 100),
+ `19` = c(180, 190, 200),
+ `23` = c(0, 5, 10))
R> Plot.RT.ECDF_Multi_Func(ds, ftarget)
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Figure 17: Result of Plot.RT.ECDF_Per_Target method.
5. Supported Data Format
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Figure 18: Result of Plot.RT.ECDF_Single_Func method.
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Figure 19: Result of Plot.RT.ECDF_Multi_Func method.
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The IOHanalyzer aims to be as flexible as possible, and to achieve this it supports data from
many different sources. This means that data can be presented in many different formats. At
the time of writing, the list of supported formats is as follows:
• IOHprofiler data format, which is motivated and modified from COCO data format.
• COCO data format as regulated in Hansen, Auger, Finck, and Ros (2009a).
• The nevergrad format from Rapin and Teytaud (2018).
• A “two-column” format that is simplified from IOHprofiler format.
When loading the data in the programming interface (and in the graphical user interface
as well), it is not necessary to specified its format as IOHanalyzer attempts to decect this
automatically. For most data formats7, data files are organized in the same manner within
the file system. The structure of data files is as follows:
./
IOHprofiler_f1.info
data_f1
IOHprofiler_f1_DIM64.dat
IOHprofiler_f1_DIM64.cdat
IOHprofiler_f1_DIM100.dat
IOHprofiler_f1_DIM100.cdat
. . .
IOHprofiler_f2.info
data_f2
IOHprofiler_f2_DIM64.dat
IOHprofiler_f2_DIM64.cdat
IOHprofiler_f2_DIM100.dat
IOHprofiler_f2_DIM100.cdat
. . .
IOHprofiler_f3.info
. . .
Generally, in the folder (e.g., ./ here) that contains the data set, the following files are
mandatory for IOHanalyzer:
• Meta-data files summarize the algorithmic performance for each problem instance, with
naming the following naming convention: IOHprofiler_f1_i1.info for problem f1
and instance 1. Note that one meta-data file can consist of several dimensions. Please
see the detail below.
• Raw-data are csv-like files that contain performance information indexed by the run-
ning time. Raw-data files are named in the similar manner as with the meta-data, for
example, IOHprofiler_f1_DIM100_i1.dat for problem f1, instance 1 and dimension
100. Raw-data files are organized in sub-folders for each problem. It is important to
note that those three data formats only differ in structure of the raw-data files.
7The IOHprofiler, COCO and the two-column formats have the same basic structure, while nevergrad uses
pure csv files instead, and will thus not be discussed in this section.
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Meta-data When benchmarking, it is common to specify a number of different dimensions,
functions and instances, resulting in a quite large number of data files (e.g., *.dat files). It
would make the data organization more structured if some meta data are provided. Here, the
meta data are implemented in a format that is very similar to that in the well-known COCO
environment. The meta data are indicated with suffix .info. An small example is provided
as follows:
suite = 'PBO', funcId = 10, DIM = 100, algId = '(1+1) fGA'
%
data_f10/IOHprofiler_f10_DIM625.dat, 1:1953125|5.59000e+02,
1:1953125|5.59000e+02, 1:1953125|5.59000e+02, 1:1953125|5.54000e+02,
1:1953125|5.59000e+02, 1:1953125|5.64000e+02, 1:1953125|5.54000e+02,
1:1953125|5.59000e+02, 1:1953125|5.49000e+02, 1:1953125|5.54000e+02,
1:1953125|5.49000e+02
suite = 'PBO', funcId = 10, DIM = 625, algId = '(1+1) fGA'
%
data_f10/IOHprofiler_f10_DIM625.dat, 1:1953125|5.59000e+02,
1:1953125|5.59000e+02, 1:1953125|5.59000e+02, 1:1953125|5.54000e+02,
1:1953125|5.59000e+02, 1:1953125|5.64000e+02, 1:1953125|5.54000e+02,
1:1953125|5.59000e+02, 1:1953125|5.49000e+02, 1:1953125|5.54000e+02,
1:1953125|5.49000e+02
...
Note that the IOHanalyzer relies on the meta-data present in the info-files for its processing
of associated data. Thus, it is crucial to ensure that these files are correct, especially when
converting data from other formats into IOHprofiler or two-column formats. The meta data
is structured in the following “three-line” format (two examples of this “three-line” structure
are provided in the example above), storing the high-level information on all instances of a
tuple of (dimension, function).
• The first line stores some meta-information of the experiment as (name, value) pairs.
Note that, such pairs are separated by commas and three names, funcId, DIM and algId
are case-sensitive and mandatory.
• The second line always starts with a single %, indicating what follows this symbol
should be the general comments from the user on this experiment. By default, it is left
empty.
• The third line starts with the relative path to the actual data file, followed by the
meta-information obtained on each instance, with the following format:
1︸︷︷︸
instance ID
: 1953125︸ ︷︷ ︸
running time
| 5.59000e+ 02︸ ︷︷ ︸
best-so-far f(x)
By default, the data files (*.dat) are organized in the group of test functions, which
are again stored in sub-folders with naming convention: data_[function ID]/, e.g.,
data_f10/. Moreover, when several dimensions are tested, the corresponding informa-
tion above is written into the meta data one after the other.
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Raw-data Despite the fact that different methods can be used to store data (resulting in
four types of data file), the files take the same format, which is adapted from csv format to
accommodate multiple runs/instances. An example of the structure of these files is shown
below:
“function evaluation” “current f(x)” “best-so-far f(x)” “parameter” . . .
1 +2.95000e+02 +2.95000e+02 0.000000 . . .
2 +2.96000e+02 +2.96000e+02 0.001600 . . .
4 +3.07000e+02 +3.07000e+02 0.219200 . . .
9 +3.11000e+02 +3.11000e+02 0.006400 . . .
12 +3.12000e+02 +3.12000e+02 0.001600 . . .
16 +3.16000e+02 +3.16000e+02 0.006400 . . .
20 +3.17000e+02 +3.17000e+02 0.001600 . . .
23 +3.28000e+02 +3.28000e+02 0.027200 . . .
27 +3.39000e+02 +3.39000e+02 0.059200 . . .
“function evaluation” “current f(x)” “best-so-far f(x)” “parameter” . . .
1 +3.20000e+02 +3.20000e+02 1.000000 . . .
24 +3.44000e+02 +3.44000e+02 2.000000 . . .
60 +3.64000e+02 +3.64000e+02 3.000000 . . .
“function evaluation” “current f(x)” “best-so-far f(x)” “parameter” . . .
. . . . . . . . . . . . . . .
Note that, each separation line (line that starts with "function evaluation") serves as a
separator among different independent runs of the same algorithm. Therefore, it is clear
that the data block between two separation lines corresponds to a single run a triplet of
(dimension, function, instance). In addition, a parameter value (named "parameter") is also
tracked in this example and recording more parameter value is also facilitated (see below).
Columns "current f(x)" and "best-so-far f(x)" stands for the current function value
and the best one found so far, respectively. Here, "current f(x)" stands for the function
value observed when the corresponding number of function evaluation is performed while
"best-so-far f(x)" keeps track of the best function value observed since the beginning of
one run. Only two columns, "function evaluation" and "best-so-far f(x)" aremanda-
tory in this format.
In order to prepare the input data for IOHanalyzer, it is very important to pay attention to
the following regulations on the data format:
• The double quotation (") in the separation line shall always be kept and it cannot be
replace with single quotation (').
• The numbers in the record can either be written in the plain or scientific notation.
• To separate the column, a single space or tab can be used (only one of them should be
used consistently in a single data file).
• If the performance data is tracked in the target-based scheme, where a row is written
only if the "best-so-far f(x)" is improved, the user must make sure that each block
of records (as divided by the separation line) ends with the last function evaluation.
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• Each data line should contain a complete record. Incomplete data lines will be dropped
when loading the data into IOHanalyzer.
• The parameter columns can be extended by the user, the number of which should be ex-
actly the number of parameter to track specified when calling function IOHexperimenter
(argument param.track), e.g., param.track = c('mutation rate', 'lambda') will
put two parameter columns in the data file and write up the corresponding value therein.
• In case the quotation mark is needed in the parameter name, please use the single
quotation (').
• When no parameter is tracked, the data file shall always contains the first five columns
as in the example above.
6. Discussion and Outlook
We have presented IOHanalyzer, a highly versatile environment for evaluating the perfor-
mance data of iterative optimization heuristics. IOHanalyzer– and, more generally, the whole
IOHprofiler project – are under continuous development. They will see several extensions in
the near future, among them an increased compatibility with other benchmarking
environments, in particular
• General-purpose benchmarking platforms. As mentioned, IOHanalyzer has al-
ready been extended to visualize data sets generated with Facebook’s Nevergrad plat-
form Rapin and Teytaud (2018). We are now working on various other interfaces, which
will allow Nevergrad users to use the logging functionalities of IOHprofiler and to ac-
cess the problems made available in IOHprofiler. Likewise, we are working towards an
interface that allows users of IOHprofiler to more easily access the benchmark problems
of Nevergrad.
• Modular algorithm frameworks and automated configuration tools. We are
also working on integrating modular algorithm frameworks, in particular ParadisEO (Ca-
hon, Melab, and Talbi 2004), the modular CMA-ES framework proposed in van Rijn,
Wang, van Leeuwen, and Bäck (2016), and a modular version combining differen-
tial evolution and particle swarm optimization algorithms (Boks, Wang, and Bäck
2020). These frameworks, together with automated algorithm configuration tools such
as irace (López-Ibáñez, Dubois-Lacoste, Cáceres, Birattari, and Stützle 2016), SMAC (Hut-
ter, Hoos, and Leyton-Brown 2011), hyperband (Li, Jamieson, DeSalvo, Rostamizadeh,
and Talwalkar 2017), and our own MIP-EGO (Wang, van Stein, Emmerich, and Bäck
2017). For supervised learning approaches, feature-extraction techniques such as those
collected in the R package flacco (Kerschke and Trautmann 2016).
• Collections and generators of benchmark problems. As we are doing for the
Nevergrad platform, we are working on easier interfaces with other collections of bench-
mark problems as well as with generators of these. Already implemented are the 23
discrete problems described in the PBO suite from Doerr et al. (2020), a (slight vari-
ation of) the W-model (Weise and Wu 2018) [see https://iohprofiler.github.io/
for details of our implementation], and the 24 numeric optimization problems from the
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BBOB suite (Hansen, Finck, Ros, and Auger 2009b) of the COCO platform (Hansen
et al. 2016b).
• Other statistical evaluation techniques. Several interfaces of IOHanalyzer with
tools aimed at visualizing or analyzing the performance data are currently under con-
sideration. For example, an integration of the empirical attainment functions available
from Fonseca et al. (2011) could help to visualize the time-quality-robustness trade-off
of IOHs.
Building on the initial study (Calvo et al. 2019) we are considering the integration of
the rank-based Bayesian inference statistics, which were introduced to the evolutionary
computation community via Calvo et al. (2018).
Other advanced statistical procedures may also be added, e.g., the so-called Deep Sta-
tistical Comparison tool, the DSCtool suggested in Eftimov et al. (2017).
• Performance aggregation. Finally, we are also implementing different ways to aggregate
performances over multiple test problems and/or dimensions. In this respect we are,
among others, looking into so-called performance profiles (Moré andWild 2009), which is
the empirical cumulative distribution of normalized performance values across problems.
Computational details
The results in this paper were obtained using R 3.5.3 and the CRAN version of IOHanalyzer
with the following packages, Rcpp 1.0.1, shing 1.3.2 and plotly 4.9.0. For the C/C++ compiler,
Clang (Apple LLVM version 10.0.1) is used for Rcpp.
Acknowledgments
We thank Arina Buzdalova, Maxim Buzdalov, Johann Dréo, Tome Eftimov, Pietro S. Oliveto,
Ofer M. Shir, Markus Wagner, and Thomas Weise for various suggestions that have helped
to improve IOHanalyzer. We also thank the COCO team, in particular Anne Auger, Dimo
Brockhoff, and Niko Hansen, as well as the Nevergrad team, Jeremy Rapin and Olivier Teyaud,
for help with their platforms.
Parts of our work have been inspired by working group 3 of COST Action CA15140 ‘Improving
Applicability of Nature-Inspired Optimisation by Joining Theory and Practice (ImAppNIO)’
supported by the European Cooperation in Science and Technology.
Our work has been supported by the Paris Ile-de-France region and by a public grant as part
of the Investissement d’avenir project, reference ANR-11-LABX-0056-LMH, LabEx LMH, in
a joint call with the Gaspard Monge Program for optimization, operations research, and their
interactions with data sciences.
Furong Ye acknowledges financial support from the China Scholarship Council, CSC No.
201706310143.
References
38 Performance Analysis for Iterative Optimization Heuristic
Auger A (2005). “Convergence results for the (1, λ)-SA-ES using the theory of φ-irreducible
Markov chains.” Theoretical Computer Science, 334(1), 35 – 69. ISSN 0304-3975.
Boks R, Wang H, Bäck T (2020). “A Modular Hybridization of Particle Swarm Optimization
and Differential Evolution.” 2006.11886.
Cahon S, Melab N, Talbi E (2004). “ParadisEO: A Framework for the Reusable Design of
Parallel and Distributed Metaheuristics.” J. Heuristics, 10(3), 357–380. doi:10.1023/
B:HEUR.0000026900.92269.ec. URL https://doi.org/10.1023/B:HEUR.0000026900.
92269.ec.
Calvo B, Ceberio J, Lozano JA (2018). “Bayesian Inference for Algorithm Ranking Analysis.”
In Proc. of Genetic and Evolutionary Computation Conference (GECCO’18, Companion
Material), pp. 324–325. ACM. ISBN 978-1-4503-5764-7.
Calvo B, Shir OM, Ceberio J, Doerr C, Wang H, Bäck T, Lozano JA (2019). “Bayesian
performance analysis for black-box optimization benchmarking.” In Proc. of Genetic and
Evolutionary Computation Conference (GECCO’19, Companion Material), pp. 1789–1797.
ACM.
Caraffini F, Iacca G (2020). “The SOS Platform: Designing, Tuning and Statistically Bench-
marking Optimisation Algorithms.” Mathematics, 8(5), 785.
Chang W, Cheng J, Allaire J, Xie Y, McPherson J (2019). shiny: Web Application Framework
for R. R package version 1.3.2, URL https://CRAN.R-project.org/package=shiny.
Doerr B, Doerr C (2020). “Theory of Parameter Control for Discrete Black-Box Optimiza-
tion: Provable Performance Gains Through Dynamic Parameter Choices.” In Theory of
Evolutionary Computation: Recent Developments in Discrete Optimization, pp. 271–321.
Springer. ISBN 978-3-030-29414-4. doi:10.1007/978-3-030-29414-4_6. Also avail-
able online at https://arxiv.org/abs/1804.05650, URL https://doi.org/10.1007/
978-3-030-29414-4_6.
Doerr B, Neumann F (2020). Theory of Evolutionary Computation—Recent Developments in
Discrete Optimization. Springer.
Doerr C, Ye F, Horesh N, Wang H, Shir OM, Bäck T (2019). “Benchmarking discrete opti-
mization heuristics with IOHprofiler.” In Proc. of Genetic and Evolutionary Computation
Conference (GECCO’19, Companion Material), pp. 1798–1806. ACM. Full version to ap-
pear with Applied Soft Computing.
Doerr C, Ye F, Horesh N, Wang H, Shir OM, Bäck T (2020). “Benchmarking dis-
crete optimization heuristics with IOHprofiler.” Appl. Soft Comput., 88, 106027. doi:
10.1016/j.asoc.2019.106027. URL https://doi.org/10.1016/j.asoc.2019.106027.
Doerr C, Ye F, van Rijn S, Wang H, Bäck T (2018). “Towards a theory-guided benchmarking
suite for discrete black-box optimization heuristics: profiling (1 + λ) EA variants on One-
Max and LeadingOnes.” In Proc. of Genetic and Evolutionary Computation Conference
(GECCO’18), pp. 951–958. ACM.
Dorigo M, Stützle T (2004). Ant colony optimization. MIT Press. ISBN 978-0-262-04219-2.
Hao Wang 39
Dueck G, Scheuer T (1990). “Threshold accepting: a general purpose optimization algorithm
appearing superior to simulated annealing.” J. Comput. Phys., 90, 161–175.
Eftimov T, Korosec P, Korousic-Seljak B (2017). “A Novel Approach to statistical comparison
of meta-heuristic stochastic optimization algorithms using deep statistics.” Inf. Sci., 417,
186–215. doi:10.1016/j.ins.2017.07.015. URL https://doi.org/10.1016/j.ins.
2017.07.015.
Eiben AE, Smith JE (2015). Introduction to Evolutionary Computing, Second Edi-
tion. Natural Computing Series. Springer. ISBN 978-3-662-44873-1. doi:10.1007/
978-3-662-44874-8. URL https://doi.org/10.1007/978-3-662-44874-8.
ElHara OA, Varelas K, Nguyen DM, Tusar T, Brockhoff D, Hansen N, Auger A (2019).
“COCO: The Large Scale Black-Box Optimization Benchmarking (bbob-largescale) Test
Suite.” CoRR, abs/1903.06396. 1903.06396, URL http://arxiv.org/abs/1903.06396.
Fonseca CM, Guerreiro AP, López-Ibáñez M, Paquete L (2011). “On the Computation of the
Empirical Attainment Function.” In Proc. of Evolutionary Multi-Criterion Optimization
(EMO’11), volume 6576 of Lecture Notes in Computer Science, pp. 106–120. Springer.
Freedman D, Diaconis P (1981). “On the histogram as a density estimator:L2 theory.”
Zeitschrift für Wahrscheinlichkeitstheorie und Verwandte Gebiete, 57(4), 453–476. ISSN
1432-2064.
Glickman ME (2012). “Example of the Glicko-2 system.” Boston University, pp. 1–6.
Hansen N, Auger A, Brockhoff D, Tusar D, Tusar T (2016a). “COCO: Performance Assess-
ment.” CoRR, abs/1605.03560. 1605.03560, URL http://arxiv.org/abs/1605.03560.
Hansen N, Auger A, Finck S, Ros R (2009a). “Real-Parameter Black-Box Optimization
Benchmarking 2009: Experimental Setup.” Research Report RR-6828, INRIA. URL https:
//hal.inria.fr/inria-00362649.
Hansen N, Auger A, Mersmann O, Tusar T, Brockhoff D (2016b). “COCO: A platform for
comparing continuous optimizers in a black-box setting.” arXiv preprint arXiv:1603.08785.
Hansen N, Auger A, Ros R, Finck S, Posík P (2010). “Comparing results of 31 algorithms
from the black-box optimization benchmarking BBOB-2009.” In Proc. of Genetic and
Evolutionary Computation Conference (GECCO’10, Companion Material), pp. 1689–1696.
ACM.
Hansen N, Finck S, Ros R, Auger A (2009b). “Real-Parameter Black-Box Optimization
Benchmarking 2009: Noisy Functions Definitions.” Research Report RR-6869, INRIA.
Hollander M, Wolfe DA, Chicken E (2013). Nonparametric statistical methods, volume 751.
John Wiley & Sons.
Horesh N, Bäck T, Shir OM (2019). “Predict or screen your expensive assay: DoE vs. sur-
rogates in experimental combinatorial optimization.” In Proc. of Genetic and Evolutionary
Computation Conference (GECCO’19), pp. 274–284. ACM.
40 Performance Analysis for Iterative Optimization Heuristic
Hutter F, Hoos HH, Leyton-Brown K (2011). “Sequential Model-Based Optimization for Gen-
eral Algorithm Configuration.” In CAC Coello (ed.), Learning and Intelligent Optimization
- 5th International Conference, LION 5, Rome, Italy, January 17-21, 2011. Selected Papers,
volume 6683 of Lecture Notes in Computer Science, pp. 507–523. Springer. doi:10.1007/
978-3-642-25566-3\_40. URL https://doi.org/10.1007/978-3-642-25566-3_40.
Jones DR (2001). “A Taxonomy of Global Optimization Methods Based on Response Sur-
faces.” Journal of Global Optimization, 21(4), 345–383. ISSN 1573-2916.
Karafotias G, Hoogendoorn M, Eiben A (2015). “Parameter Control in Evolutionary Algo-
rithms: Trends and Challenges.” IEEE Transactions on Evolutionary Computation, 19,
167–187.
Kerschke P, Trautmann H (2016). “The R-Package FLACCO for exploratory landscape
analysis with applications to multi-objective optimization problems.” In Proc. of IEEE
Congress on Evolutionary Computation (CEC’16), pp. 5262–5269. IEEE. Flacco is available
at http://kerschke.github.io/flacco/.
Kirkpatrick S, Gelatt CD, Vecchi MP (1983). “Optimization by Simulated Annealing.” Sci-
ence, 220, 671–680.
Larrañaga P, Lozano JA (eds.) (2002). Estimation of Distribution Algorithms. Genetic
Algorithms and Evolutionary Computation. Springer. ISBN 978-1-4613-5604-2. doi:
10.1007/978-1-4615-1539-5. URL https://doi.org/10.1007/978-1-4615-1539-5.
Li L, Jamieson KG, DeSalvo G, Rostamizadeh A, Talwalkar A (2017). “Hyperband: A
Novel Bandit-Based Approach to Hyperparameter Optimization.” J. Mach. Learn. Res.,
18, 185:1–185:52. URL http://jmlr.org/papers/v18/16-558.html.
López-Ibáñez M, Dubois-Lacoste J, Cáceres LP, Birattari M, Stützle T (2016). “The irace
package: Iterated racing for automatic algorithm configuration.” Operations Research Per-
spectives, 3, 43–58.
Moré JJ, Wild SM (2009). “Benchmarking derivative-free optimization algorithms.” SIAM
Journal on Optimization, 20(1), 172–191.
Packebusch T, Mertens S (2016). “Low autocorrelation binary sequences.” Journal of Physics
A: Mathematical and Theoretical, 49(16), 165001.
Rapin J, Teytaud O (2018). “Nevergrad - A gradient-free optimization platform.” https:
//GitHub.com/FacebookResearch/Nevergrad.
Sievert C (2018). plotly for R. URL https://plotly-r.com.
Tusar T, Brockhoff D, Hansen N (2019). “Mixed-integer benchmark problems for single- and
bi-objective optimization.” In Proc. of Genetic and Evolutionary Computation Conference
(GECCO’19), pp. 718–726. ACM.
Tusar T, Brockhoff D, Hansen N, Auger A (2016). “COCO: The Bi-objective Black Box
Optimization Benchmarking (bbob-biobj) Test Suite.” CoRR, abs/1604.00359. 1604.
00359, URL http://arxiv.org/abs/1604.00359.
Hao Wang 41
van Rijn S, Wang H, van Leeuwen M, Bäck T (2016). “Evolving the structure of Evolution
Strategies.” In Proc. of IEEE Symposium Series on Computational Intelligence (SSCI’16),
pp. 1–8. IEEE. doi:10.1109/SSCI.2016.7850138. URL https://doi.org/10.1109/
SSCI.2016.7850138.
Wang H, van Stein B, Emmerich M, Bäck T (2017). “A new acquisition function for
Bayesian optimization based on the moment-generating function.” In 2017 IEEE Inter-
national Conference on Systems, Man, and Cybernetics, SMC 2017, Banff, AB, Canada,
October 5-8, 2017, pp. 507–512. IEEE. doi:10.1109/SMC.2017.8122656. URL https:
//doi.org/10.1109/SMC.2017.8122656.
Weise T, Wu Z (2018). “Difficult Features of Combinatorial Optimization Problems and the
Tunable W-model Benchmark Problem for Simulating Them.” In Proc. of Genetic and
Evolutionary Computation Conference (GECCO’18, Companion Material), pp. 1769–1776.
ACM. ISBN 978-1-4503-5764-7.
Ye F, Doerr C, Bäck T (2019). “Interpolating Local and Global Search by Controlling the
Variance of Standard Bit Mutation.” In Proc. of IEEE Congress on Evolutionary Compu-
tation (CEC’19), pp. 2292–2299. IEEE.
Affiliation:
Hao Wang
Sorbonne Université, CNRS, LIP6
4 place Jussieu
75252 Paris Cedex 05, France
E-mail: hao.wang@lip6.fr
URL: https://www.lip6.fr/actualite/personnes-fiche.php?ident=D2381
Diederick Vermetten
Leiden Institute of Advanced Computer Science
Leiden University
Niels Bohrweg 1
2333 CA Leiden, The Netherlands
E-mail: d.l.vermetten@liacs.leidenuniv.nl
Furong Ye
Leiden Institute of Advanced Computer Science
Leiden University
Niels Bohrweg 1
2333 CA Leiden, The Netherlands
E-mail: f.ye@liacs.leidenuniv.nl
URL: https://www.universiteitleiden.nl/en/staffmembers/furong-ye
42 Performance Analysis for Iterative Optimization Heuristic
Carola Doerr
Sorbonne Université, CNRS, LIP6
4 place Jussieu
75252 Paris Cedex 05, France
E-mail: Carola.Doerr@lip6.fr
URL: http://www-desir.lip6.fr/~doerr/
Thomas Bäck
Leiden Institute of Advanced Computer Science
Leiden University
Niels Bohrweg 1
2333 CA Leiden, The Netherlands
E-mail: t.h.w.baeck@liacs.leidenuniv.nl
URL: https://www.universiteitleiden.nl/en/staffmembers/thomas-back
