We consider the estimation and identi cation of the components (endogenous and exogenous) of additive nonlinear ARX time series models. We employ local polynomial tting scheme coupled with projections. We establish the weak consistency (with rates) and the asymptotic normality of the projection estimates of the additive components. Expressions for the asymptotic bias and variance are given.
X l = e g 3 (X l?p ; : : :; X l?1 ) + " l ; (1.2) where fe l g and f" l g are independent series each consisting of zero mean independent identically distributed (i.i.d.) variables with nite variances 2 e and 2 " , respectively. Su cient conditions for fX l ; Y l g de ned in (1.1) and (1.2) to be stationary are given in Lemma 3.1 in Masry and Tj stheim (1997) . The variables fX l g and fY l g are called exogenous and endogenous, respectively, and the estimation of the relationship between fX l g and fY l g is of importance in econometric modeling.
Due to the \curse of dimensionality", reliable estimates of e g 1 ( ), e g 2 ( ) and e g 3 ( ) , using a moderate sample size n, are di cult to obtain nonparametrically even for relatively small values of p and q. Following Masry and Tj stheim (1997) , we may consider, therefore, an ARX model with only a few signi cant lags. Let 0 i 1 < < i q+1 and 0 j 1 < < j p be integers with j p i q+1 , and assume Y l+i q+1 = g 1 (Y l+i 1 ; : : :; Y l+iq ) + g 2 (X l+j 1 ; : : :; X l+jp ) + e l+i q+1 ; (1.3) X l+jp = g 3 (X l+j 1 ; : : :; X l+j p?1 ) + " l+jp :
(1.4)
Here i q and j p may be large, but p and q can be small. The values of i 1 ; : : :; i q+1 and j 1 ; : : :; j p are assumed to be known; the procedures for selecting these lags were discussed in Tj stheim and Auestad (1994b) in the univariate case.
Estimates of the g-functions given in (1.3) and (1.4) can be used to obtain nonparametric forecasts; i.e., estimate of the regression function m( ), m(x 1 ; : : :; x p ; y 1 ; : : :; y q ) = E n Y i q+1 X j 1 = x 1 ; : : :; X jp = x p ; Y i 1 = y 1 ; : : :; Y iq = y q o : (1.5) The interest in nonlinear ARX time series and regression models has been increasing in econometrics as well as in related elds. Both parametric and nonparametric modeling have been considered. We refer to Tsay (1993a, 1993b) for nonparametric additive modeling, Friedman (1991) , Lewis and Stevens (1991) for MARS modeling and Granger and Ter asvirta (1993) for parametric modeling. Whereas extensive and rigorous theory has been established (see, e.g., P otscher and Prucha, 1991a Prucha, , 1991b in the parametric case, less has been achieved for the nonparametric methods. For additive models, rigorous results are mainly restricted to the case of independent components through the basic paper of Stone (1985) ; additional references, using the projection method, are given below.
Since the function g 3 ( ) can be estimated straightforwardly by kernel-type estimation and was treated by Masry and Tj stheim (1995) , we put the emphasis on the estimation of g 1 ( ) and g 2 ( ) here. Our approach to the additive modeling in general and to the additive nonlinear ARX model in particular will be through local linear tting coupled with the projection method. We note that the regression function m( ) de ned in (1.5) can only identify the sum m(x 1 ; : : :; x p ; y 1 ; : : :; y q ) = g 1 (y 1 ; : : :; y q ) + g 2 (x 1 ; : : :; x p ) of the functions g 1 ( ) and g 2 ( ) in the ARX system. De ne the projection as follows: P Y (y 1 ; : : :; y q ) = E m ? X j 1 ; : : :; X jp ; y 1 ; : : :; y q = g 1 (y 1 ; : : :; y q ) + Z < p g 2 (x 1 ; : : :; x p ) dF(x 1 ; : : :; x p ); (1.6) where F( ) is the joint distribution function of X j 1 ; : : :; X jp . We are able to identify g 1 ( ) up to an additive constant. The function g 2 ( ) can be retrieved likewise by projecting on the X-variables.
Projections were introduced in Auestad and Tj stheim (1991) , and they were more systematically explored in Tj stheim and Auestad (1994a) , in both cases for a univariate additive model with the purpose of identifying the functional structure of the components. The projection idea has been formulated independently by Linton and Nielsen (1995) under the name \marginal integration". For application of the projection method to additive regression models in i.i.d. setting see Linton and Nielsen (1995) , Linton and H ardle (1996) , Fan, H ardle and Mammen (1998) , and Linton (1997) . Masry and Tj stheim (1997) considered the estimation of the additive components g 1 ( ) and g 2 ( ) using the Nadaraya-Watson approach for estimating m(x 1 ; : : :; x p ; y 1 ; : : :; y q ) and the projection method for estimating the components g 1 ( ) and g 2 ( ). They established weak consistency and asymptotic normality for the projection estimates under a precise set of regularity conditions. The goal of this paper is to extend the work of Masry and Tj stheim (1997) by using local linear tting plus the projection method to estimate the additive components g 1 ( ) and g 2 ( ) of the regression function m(x 1 ; : : :; x p ; y 1 ; : : :; y q ).
Local linear regression estimation, and more generally local polynomial tting, was introduced originally by Stone (1977) and studied by Cleveland (1979) , Fan (1992 Fan ( , 1993 , Ruppert and Wand (1994) , Masry (1996a Masry ( , 1996b , Masry and Fan (1997) and many others. See the book of Fan and Gijbels (1996) for additional references. Local polynomial tting has signi cant advantages over Nadaraya-Watson regression estimates. It reduces the bias (Fan, 1992) and it adapts automatically to the boundary of design points (see Fan and Gijbels, 1996) . Using a minimax argument, Fan (1993) showed that within the class of linear estimators which includes kernel and spline estimates, the local linear estimators achieve the best possible constant and rates of convergence.
Our formulation is not actually limited to the ARX model (1.3) and (1.4) but deals with the general additive regression model. We proceed as follows: Let fX l ; Y l g be jointly stationary processes. For integers 0 i 1 < : : : < i q+1 and 0 j 1 < : : : < j p , de ne the regression function m(x 1 ; : : :; x p ; y 1 ; : : :; y q ) = E (Y iq+1 ) jX j 1 = x 1 ; : : :; X jp = x p ; Y i 1 = y 1 ; : : :; Y iq = y q ; (1.7) where ( ) is an arbitrary measurable function on the real line and it is assumed that Ej (Y i q+1 )j < 1. The introduction of ( ) allows us to estimate conditional distributions ( (Y ) = I(Y u)) and conditional moments ( (Y ) = Y r ). We assume that the regression function m(x 1 ; : : :; x p ; y 1 ; : : :; y q ) has the additive decomposition m(x 1 ; : : :; x p ; y 1 ; : : :; y q ) = g 1 (y 1 ; : : :; y q ) + g 2 (x 1 ; : : :; x p ):
(1.8) Such a decomposition holds, for example, for the ARX model (1.1) and (1.2). Using local linear tting coupled with the projection method, we establish weak consistency (with rates) and asymptotic normality for the projection estimates of g 1 ( ) and g 2 ( ). Explicit asymptotic expressions for the bias and variance of the projection estimates are given. The results hold under a set of regularity conditions on the processes fX l ; Y l g. In particular, it is assumed that fX l ; Y l g are strongly mixing with appropriate algebraic decay for their mixing coe cient. The results can be applied, in particular, to the ARX model (1.3) and (1.4). We would like to emphasize that, under the usual set of regularity conditions, the ARX model (1.3) and (1.4) is Markovian in nature and thus one can exploit this property in any direct analysis of the ARX system (1.3) and (1.4). On the other hand, the general additive nonlinear regression model (1.7) and (1.8), with which we are concerned, does not assume any Markovian structure leading to a considerably more complex analysis.
The organization of the paper is as follows: In Section 2, we de ne the projection estimates. Preliminary results are given in Section 3. The weak consistency with rates is presented in Section 4 and the asymptotic normality is established in Section 5. Section 6 provides a discussion of the results of the paper. The derivations of the propositions and theorems stated in Sections 3, 4 and 5 are presented in Section 7. The Appendix contains the proofs of certain crucial lemmas needed in Section 4. o ; S n = S n (z ) = s n;0 (z ) s T n;1 (z ) s n;1 (z ) S n;2 (z ) ; and t n (z ) = t n;0 (z ) t n;1 (z ) with t n; 0 (z ) = 1 n 1 + 1
(2.5) t n; 1 (z ) = 1 n 1 + 1
(2.6) s n; 0 (z ) = 1 n 1 + 1
(2.7) s n; 1 (z ) = 1 n 1 + 1 The purpose of introducing a weighting scheme here is to make estimates e cient and to screen of extreme observations (see, for example, Tj stheim and Auestad, 1994a, and Tj stheim, 1997 where n 3 = n?1?i q . In the sequel we focus our attention on P Y;w ( ) and b P Y;w ( ); similar arguments apply to P X;w ( ) and b P X;w ( ). Henceforth, we drop the subscript w from P Y;w ( ) and b P Y;w ( ).
Preliminaries
Our goal in this section is to obtain a centered expression for the estimation error b P Y (y ) ? P Y (y ) and an expression for the bias term. This requires an appropriate Taylor series expansion as well as uniform convergence in probability of S n (x ; y ). Details are given in Section 7. Here we only state the conditions and the result.
Let F(x ) be the distribution function of X 0 and b F(x ) be the corresponding empirical distribution function b F (x ) = (n 2 + 1) ?1 P n 2 l=0 I(X l x ). We center the vector t n (z ) of (2.4) by t n; 0 (z ) = 1 n 1 + 1 It is conjectured that the additional assumption on the bandwidth (n h 2p n ! 1) made in Proposition 1 is not necessary but we were not able to dispense with it (see Remark A in the Appendix).
We remark that by (3.6) the bias term, represented by BIAS(y ), is of order h 2 n and is proportional to the integrals (with respect to x ) of the second order partial derivatives V(x; y ) of the regression function m(x ; y ). Also note that the rst term on the right hand side of (3.6) is centered via t n;0 (x ; y ).
Weak Consistency and Rates
In this section we obtain the second order properties of the term J 1 (y ) on the right hand side of (3.4) which lead to establishing the weak consistency of b P Y (y ).
We rst decompose J 1 (y ) as the sum of two integrals:
(4.1)
De ne
and assume that K(u ) = K 1 (u 0 )K 2 (u 00 ); u 0 2 < p ; u 00 2 < q ; so that K h (u ) = K 1;h (u 0 ) K 2;h (u 00 ) with K 1;h (u 0 ) = K 1 (u 0 =h)=h p and K 2;h (u 00 ) = K 2 (u 00 =h)=h q . Then, substituting t n;0 (z ) into J 1;1 (y ), we obtain J 1;1 (y ) = 1 n 1 + 1
(4.4) Hence J 1 (y ) = G n (y ) + G 0 n (y ) + J 1;2 (y ):
We show that the contribution of G 0 n (y ) and J 1;2 (y ) is negligible relative to G n (y ). The proofs of the following two lemmas are quite involved and are relegated to the Appendix. LEMMA 1. Under Conditions 1 and 2, and n h p+q n ! 1,
LEMMA 2. Under Conditions 1, 2, and 3, and n h p+q n ! 1 and n h 2p n ! 1,
at continuity points of the function a 2 (v ; y ) de ned in (4.11) (below) as a function of v .
By (3.4), (4.5) and Lemmas 1 and 2, we have the following proposition.
PROPOSITION 2. Under Conditions 1, 2 and 3, and n h p+q n ! 1 and n h 2p n ! 1,
(4.6)
We now proceed to obtain the asymptotic variance of G n (y ). By The proof of Theorem 1 is given in Section 7. We now state the weak consistency of the projection estimate b P Y (y ) in the following theorem; its proof is given in Section 7.
THEOREM 2. Under Conditions 1, 2 and 3, and the bandwidth h n satisfying n h p+q n ! 1, n h 2p n ! 1, n h q+4 n = O(log n), we have (a) n h q n log n 1=2 b P Y (y ) ? P Y (y ) ? BIAS(y ) P ?! 0; as n ! 1: (b) If, in addition; n h q+4 n = o(log n); then n h q n log n 1=2 b P Y (y ) ? P Y (y ) P ?! 0; as n ! 1:
Remark 2. Note that the rate of the convergence in Theorem 2 is the expected one given that y 2 < q . The requirement that n h p+q n ! 1 arises from the nature of the projection method which utilizes the regression estimate of m(x ; y ). This condition was also required in Masry and Tj stheim (1997) where a Nadaraya-Watson regression estimator was employed. The requirement that n h 2p n ! 1 was already discussed following the statement of Proposition 1.
Asymptotic Normality
In this section, we establish the asymptotic normality of the projection estimate b P Y (y ). We need the following condition on the mixing coe cient (l).
Condition 4. Let h n ! 0 such that n h q n ! 1 as n ! 1. Assume that there is a sequence fv n g of positive integers satisfying v n ! 1 and v n = o p n h q n such that (n=h q n ) 1=2 (v n ) ! 0.
Before we proceed with the statement of the asymptotic normality result (Theorem 3 below), we discuss a technical continuity requirement which is needed in its proof. It is due to the presence of the arbitrary transformation ( ) which requires a truncation argument to be employed. Speci cally,
where L is a xed truncation point. Put Condition 6. The bandwidth parameter h n satis es h n ! 0, n h p+q n ! 1, n h q+4 n = O(1), n h 2p n ! 1, as n ! 1. THEOREM 3. Under Conditions 1-6, we have, as n ! 1,
at continuity points v = y of a 2 (v ; y ), where the asymptotic variance a 2 (y ; y ) is given in (4.11).
Remark 3. We provide a su cient condition for the mixing coe cient (l) to satisfy Conditions 1(vi) and 4. Suppose that h n = A n ? (0 < < 1=q; A > 0), v n = (n h q n = log n) 1=2 and ( Note that this is a trade o between the order of the moment of (Y 0 ) and the rate of decay of the mixing coe cient; the larger the order , the weaker is the decay rate of (l).
Remark 4. Theorem 3 shows that the projection estimate b P y (y ) has the following asymptotic expressions for its bias and variance (of the asymptotic distribution) n 1=(q+4) so that the corresponding rate of the \mean-square convergence" is O n ?4=(q+4) . Note however that Condition 6 imposes certain constraints on the bandwidth parameter h n : in particular, the optimal bandwidth satis es Condition 6 only if p < min(4; (q + 4)=2).
The issue of selecting the bandwidth in a data-driven fashion for our projection estimates remains open. We note that for local linear regression estimation with i.i.d. data, data-driven bandwidth selection was recently considered by Fan and Gijbels (1995) and Ruppert et al. (1995) .
In the context of this paper, where the underlying processes fX l ; Y l g are strongly mixing, the problem is quite complex analytically.
Discussion
We have employed local linear tting along with the projection method to obtain the estimates of the components of additive nonlinear regression models of the form (1.8). The main results of the paper are Theorem 2, which establishes rates of convergence (in probability) for the projection estimates, and Theorem 3, which establishes the asymptotic normality of the projection estimates. Asymptotic expressions for the bias and variance (of the asymptotic distribution) are also given.
The results of the paper can be applied to the ARX model (1.3) and (1.4). We rst note that in general the ARX model (1.3) and (1.4) need not be stationary without constraints on the growth of the functions g 1 (y ) and g 2 (x ) at in nity (Tj stheim, 1990) . Under Assumption 3.3 in Masry and Tj stheim (1997) (reproduced in the Appendix as Condition A), it is shown in Lemma 3.1 of Masry and Tj stheim (1997) that the ARX model (1.3) and (1.4) is stationary and strongly mixing with geometric decay, (l) = e ?a l , a > 0. It then follows that the assumptions imposed on (l) in Conditions 1(vi) and 4 are automatically satis ed for the ARX system (1.3) and (1.4) under Condition A. Assuming that the other technical conditions of this paper are satis ed, the weak consistency (Theorem 2) and the asymptotic normality (Theorem 3) results for the general additive nonlinear regression model (1.7) and (1.8) hold, in particular, for the ARX model (1.3) and (1.4).
As was mentioned in the introduction, the key ideas of this paper are similar to those used in Masry and Tj stheim (1997) , except that we employ local linear tting instead of local constant tting. It is of interest to compare the two procedures for estimating the additive components although it is well-known that the local linear tting reduces the bias in the standard nonparametric regression context (see Fan and Gijbels, 1996, p.16) . In view of Theorem 3 and Corollary 4.2 in Masry and Tj stheim (1997) , it follows immediately that both procedures have the same asymptotic variance for the additive components. In order to see the gain for the bias using local linear tting, we rst derive the asymptotic bias for the Nadaraya-Watson estimator under Condition 7 (below), which is stated here as the following lemma; its proof is given in the Appendix. Note that the \random bias" for the Nadaraya-Watson estimator, given in Corollary 4.2 of Masry and Tj stheim (1997) Note that the rst term BIAS(y ) on the right side of (6.3) is the asymptotic bias of the local linear estimator in the additive models. It follows from Lemma 3 that the Nadaraya-Watson estimator su ers from large bias particularly in regions where the derivatives of the regression function m(z ) or the underlying density function f(z ) are large due to the second term on the right side of (6.3). It can have a large bias even when the true regression function m(z ) is linear. The bias can also be large when f 0 (z )=f(z ) is large.
In this paper we assumed that the bandwidth parameter h n is identical in all directions , i.e. K h (u ) = h ?d K(u =h). It may be desirable to have distinct smoothing in di erent directions. This can be accomplished by replacing the kernel K h (u ) = h ?d K(u =h) by jHj ?1 K(H ?1 u ) where H is a symmetric positive de nite bandwidth matrix and jHj is its determinant as was done in Robinson (1983) and Ruppert and Wand (1994) . In particular, H can be diagonal H = diagfh 1 ; : : :; h d g.
The analysis will go through with the obvious modi cations such as n jHj ! 1 replacing n h d ! 1. This paper established the weak consistency and asymptotic normality of the components of additive nonparametric regression models of the form (1.8). We have not addressed the issue of establishing almost sure uniform convergence rates because of space limitations. However, in view of the results of Masry (1996b) for local polynomial regression, we expect that under appropriate set of regularity conditions, we have . This issue will be pursued elsewhere.
As was noted in Remark 4, the problem of selecting the bandwidth h n in data-driven fashion is quite complex under the general setting of this paper and remains open.
Derivations
In this section, we present the derivations of Proposition 1, and Theorems 1, 2 and 3. The following lemma shows that I 2 is relatively negligible.
LEMMA 4. Let the processes fX l ; Y l g be strongly mixing with mixing coe cient (l) satisfying P 1 l=1 (l) < 1. Then, I 2 = O p n ?1=2 .
Proof. See Lemma 6.1 in Masry and Tj stheim (1997) . Substituting (7.6) in (7.2)-(7.5), we have t n;0 (z ) ? t n;0 (z ) = 0 (z ) s n;0 (z ) + h n s T n;1 (z ) 1 (z ) + h 2 n 2 b T n;1 (z ) vech(2V ? diag(V)) + o p (h 2 n ); and t n;1 (z ) ? t n;1 (z ) = 0 (z ) s n;1 (z ) + h n S n;2 (z ) 1 (z ) + h 2 n 2 B n;2 (z ) vech ( In order to complete the proof of the proposition, it su ces to show that (y ) = o p (h 2 n ) + o p ((nh q n ) ?1=2 ). By (7.12), it is seen that the third term on the right side of (7.14) is clearly o p (h 2 n ); for the second term, observe that as n ! 1 by the choice of c n . Finally, for J 9 , it follows from Davydov's inequality (see, e.g., Corollary A.2 in Hall and Heyde, 1980 ) that jCov( n;0 ; n;l )j 8 h ( e l) i 1?2= fEj n;0 j g 2= ;
where e l = l + minfi 1 ; j 1 g ? maxfj p ; i q+1 g. Now, conditioning on Y i q+1 , and using Condition 1 (v) and ( Proof of Theorem 2. By Theorem 1, n h q n log n 1=2 G n (y ) P ?! 0; as n ! 1:
Part (a) follows from (4.6). Part (b) follows from Part (a) and the fact that BIAS(x ; y ) = O(h 2 n )
by (3.6).
Proof of Theorem 3. By (4.6) and Condition 6, (n h q n ) 1=2 b P Y (y ) ? P Y (y ) ? BIAS(y ) = (n h q n ) 1=2 G n (y ) + o p (1);
so it su ces to show that (n h q n ) 1=2 G n (y ) L ?! N 0; jjK 2 jj 2 2 a 2 (y ; y ) : Let n;l = h q=2 n n;l ;
(7.27) where n;l is de ned in (4.8) and U n = n?1 X l=0 n;l : (7.28) Then, (n h q n ) 1=2 G n (y ) = n n 1 + 1 1=2 1 p n 1 + 1 U n?i q+1 :
Hence it su ces to show that 1 p n U n L ?! N 0; jjK 2 jj 2 2 a 2 (y ; y ) :
(7.29)
By Theorem 1, we have Var( n;0 ) ! jjK 2 jj 2 2 a 2 (y ; y ); and n?1 X l=1 Cov( n;0 ; n;l ) = o(1):
Partition the set f0; 1; : : :; n ? 1g into 2k n + 1 subsets with large blocks of size u = u n and small blocks of size v = v n where k = k n = n u n + v n : for every " > 0. (7.36) implies that U 00 n and U 000 n are asymptotically negligible in probability; (7.37) shows that the summands f j g in U 0 n are asymptotically independent; and (7.38) and (7.39) are the standard Lindeberg-Feller conditions for asymptotic normality of U 0 n for the independent set-up.
We now prove (7.36)-(7.39). We rst consider the choice of the large block size u n . Condition 4 implies that there exist integers n ! 1 such that n v n = o q nh q n ; and n (n=h q n ) 1=2 (v n ) ! 0:
(7.40)
Now de ne the large block size u n by u n = b(nh q n ) 1=2 = n c. Using (7.40) and simple algebra show that the following properties hold as n ! 1, v n =u n ! 0; u n =n ! 0; u n (nh q n ) ?1=2 ! 0;
(7.41) (n=u n ) (v n ) ! 0:
(7.42) We now establish (7.36). Cov( n;r i +l 1 ; n;r j +l 2 ) (7.46) but since i 6 = j, jr j ? r i + l 1 ? l 2 j u so that jF 2 j 2 n?u?1 X l 1 =0 n?1 X l 2 =l 1 +u jCov( n;l 1 ; n;l 2 )j:
E(U
By stationarity, (7.30), and u n ! 1, jF 2 j 2 n n?1 X l=u jCov( n;0 ; n;l )j = o(n):
Hence by (7.43), (7.45) and (7.47), we have 1 n E(U 00 n ) 2 = o(1):
Using a similar argument, we nd together with (7.30) and (7.41), 1 n E(U 000 n ) 2 n ? k(u + v) n Var( n;0 ) + 2 n?1 X l=1 jCov( n;0 ; n;l )j = o(1):
In order to establish (7.37), we make use of the following lemma due to Volkonskii and Rozanov (1959) (see also Ibragimov and Linnik, 1971, p.338 ).
LEMMA 6. Let V 1 ; : : :; V J be random variables measurable with respect to the -algebras We note that by (4.8), (7.27) and (7.32) j is a function of the random variables fX j(u+v)+j As n ! 1, the rst term goes to zero by (7.52) for each L > 0; the second term converges to zero by (7.53), as rst n ! 1 and then L ! 1; and the third term also goes to 0 as L ! 1 by dominated convergence. Therefore, it remains to prove (7.53). Note that e Conditioning on (Y i q+1 ; Y l+i q+1 ), and using Condition 1(iv) and (A.3), we obtain jCov( 0 n;0 ; 0 n;l )j A 3 h q n E fj (Y 0 Now we follow the same bounding in the proof of (7.26) to obtain jI 0 3 j const. h ?q ( Writing e ?i X l =hn = cos(X l =h n ) ? i sin(X l =h n ), the real and imaginary parts can be treated separately. I 11 (y ; ) can be analyzed step by step in the manner of the proof of Part (c) This completes the proof of the lemma.
Remark A. It is seen that under the condition n h 2p n ! 1, we have that J 1;2 can be neglected compared to G n . Whereas O p (n h q n ) ?1=2 is the best rate attainable for G n , it is not at all clear that the rate O p (n 2 h 2p+q n ) ?1=2 obtained in (A.14) is the best rate attainable for J 1;2 . Intuitively, if we look at the expressions for G n and J 1;2 in (4.4) and (4.1), it seems obvious that J 1;2 should always be of lower order than G n and that its rate should be O p (n 2 h p+q n ) ?1=2 and we conjecture that this rate is attainable.
Proof of Lemma 3. First, we compute the expectations Efs n;0 (z )g and Eft n;0 (z )g. To this 
