In intelligent surveillance systems, it is required to robustly track multiple people. Most of the previous studies adopted a Gaussian mixture model (GMM) for discriminating the object from the background.
INTRODUCTION
With the widespread use of closed circuit TV (CCTV) cameras, intelligent surveillance systems have become a hot research topic in the computer vision field [1, 2] . These systems have various applications, such as access monitoring in a specific area, crowd congestion analysis, detection of abnormal behaviors [3] , traffic monitoring, human identification at a distance, etc [1] .
Previous researches are divided into two categories: the hardware-based and the softwarebased methods. The multimodal sensor-based system is an example of the hardware based method. It detects and identifies the objects of interest by using pyroelectricity infrared (PIR) sensors, audio sensors, or Doppler sensors [4] [5] [6] . Most of the software-based methods adopt the use of digital image processing and computer vision [1, , which have the advantages of using cheaper camera systems and the obtaining of more detailed information of the object than the hardware-based ones. The software-based methods start with motion detection. Motion detection usually involves environment modeling and motion segmentation [1] . For environment modeling, many algorithms have been introduced, including the temporal average of an image sequence [22, 23] , adaptive Gaussian estimation [24] , and parameter estimation based on the pixel processes [25, 26] .
Motion segmentation includes background subtraction [9, 27, 32] , temporal difference [28] , optical flow [29] [30] [31] and Gaussian mixture modeling (GMM) [14] [15] [16] [17] 22] . With the recent technological development of intelligent surveillance systems, it is required to track multiple persons robustly, taking into account the changes in illumination and background. However, most of previous studies into environment modeling and motion segmentation use the information from a still image or that found in successive images. The motion segmentation based on GMM, which has been used in most cases, has a weakness in that its performance is affected by illumination variations and in that the shadow regions can be merged with the object [14] [15] [16] [17] 22] . In order to solve these problems, many methods using color, texture, and reflectance estimations have been proposed [18, 19] . However, these methods are too slow to be used in a real-time surveillance environment. In addition, when two foreground objects overlap, the GMM method cannot discriminate the occluded regions [33] .
In previous researches, SVM-based combining method based on Retinex filtering and histogram stretching [34] , and fuzzy-based Retinex filtering [35] have been introduced, which are designed for face recognition instead of real-time surveillance system. In order to overcome these problems, we propose a new method of tracking and identifying multiple people. The proposed research is novel in the following three ways compared to previous research: Although many face recognition systems have been studied [36] [37] [38] [39] [40] [41] , there are few researches into the adoption of face recognition technology in a surveillance environment [20, 21] . However, these few studies performed face detection and recognition using simple backgrounds or an indoor environment. Alternatively, the proposed method can track multiple people with face information, in indoor and outdoor environments having a complex background. The rest of this paper is organized as follows: The proposed method is explained in The edge points of the object are found by using the LKT method, as shown in step (6) of Fig. 1 .
Through analyzing the correspondences between the edge points in the current and the previous frames by the LKT method, the multiple motion vectors can be calculated, as shown in steps (7) and (8) used to segment the objects through the modeling background robust to a little amount of local change [32] . Assuming that the distributions of the pixel values define the corresponding probability density functions (PDF), the background and the foreground can be adaptively determined through the updating of the PDF and checking whether the input pixel value is included in the PDF of the background. This is when the Gaussian probability model is usually used to define the PDF. The Gaussian probability model is suitable to represent that the data is assembled to the center of the average. Although the Gaussian probability model is widely used, it is restricted to making a uni-modal distribution [42] . That is to say, the normal Gaussian model can represent only simple and slight changes of the pixel values. Therefore, we need a probability density function that is able to represent a more general form. This is the Gaussian mixture model and it is the sum of the plural number of the Gaussian probability model, and can be presented as the following equation [32, 33] : (1) where (2) And (3) where α is the learning rate. M k,t is assigned as 1 for the model to be detected and 0 for that not to be detected. And μ is the mean, Σk,t is the variance which is defined as . Here, is unit matrix. After the Gaussians are ordered by the value of ω/α, the first B distributions are chosen as the background model.
where T is the minimum portion of the background model.
To increase the processing speed of the GMM, The LKT method tracks feature points by calculating the correlations among them on the basis of the mean square error (MSE) [46, 47] . This algorithm is represented by the following equation [11] :
where I ( ) is the brightness in the current frame,
x is the location of the pixel, d is the displacement vector, n( ) is the noise, and J ( ) is the brightness of the next frame. As shown in Eq. (6), feature tracking is carried out in the direction that minimizes the MSE of the feature window W [48] .
where ε is the MSE. The brightness function needs to be approximated using the Taylor series expansion [46] . By repeating this procedure, the optimal displacement vector d is found.
Consequently, the feature points in the detected eye regions are extracted by using the Shi and Tomasi detection algorithm [49] , and then, these feature points are tracked by the LKT method [48] .
The detected motion vectors obtained by the LKT are shown by the arrows in Fig. 7 .
The final human area is detected in order to combine the human areas based on the GMM and the LKT. In detail, inside the box region including the detected area of GMM, the motion vectors (the arrows of Fig. 7) are located by the LKT. Based on the outmost starting and ending points of the motion vectors, one box (the box of Fig. 7 ) is defined as the final human area. By using these schemes, the occlusion problem can be solved between the moving objects, as shown in Fig. 8 . In 
The Experimental Results
For the experiment, the images were collected by using a low priced and conventional webcam, such as the Logitech PN 960-000057. The spatial resolution and frame rate are 640×480 pixels and 15 frames per second, respectively [55] . A desktop computer, having an Intel® core 2™ Duo CPU 2.4GHz with 3GB RAM, is used in experiment.
The performance evaluation of the human tracking
A number of image sequences were acquired according to four different scenarios and activities, as shown in Table 1 . The sequences of S1～S4 are used for testing the performance of human tracking at a distance. The sequence of S5～S8 are used for testing the performances of both human tracking and face recognition at a closer distance. That is because the face cannot be recognized at farther distance due to the shortage of image pixel.
The performance is measured by using two measurement schemes: "Recall" and "Precision".
"Recall" is the average detection rate, in which the detection is counted when the area of manually drawn is overlapped with that automatically detected. "Precision" is calculated by averaging the true positively detection rate by following equation: (9) where N tp is the number of true positives and N fp the number of false positives in the image sequence [7] . True positives mean correctly detecting object, while false positives mean incorrectly detecting objects. Consequently, if the value of Recall is close to 1, the accuracy of people detection is high. And the value of precision is close to 1, all the detected objects are correct with 0 false positive. Table 2 shows the experimental result with S1 Table 3 The measured "Recall" and "Precision" with test sequence sets of S5, S6, S7, and S8 of ～S4 which were collected at farther distance of Table 1 . And Table 3 shows the experimental result with S5～S8 which were collected at closer distance of Table 1 .
The average recall of S1～S4 is 93.4% and average precision is 94.69%. S1 is captured in the smaller place (lobby) than the others. So, if there are more than 3 persons in that place, this area is very crowded. That is the reason why only S1 is divided into two cases according to the included number of people in image. The case of more than 3 persons in S1 shows lower Recall (88.70%) and Precision (92.13%) compared to other cases. This is why many people are overlapped in small place.
S4 shows lower Precision (92.13%) than the others, because illumination variation frequently happens due to the influence of partly cloudy.
The average of recall of S5～S8 is 92.49% and average of precision is 91.9%. Overall Recall and
Precision of S5～S8 at closer distance sequence, are lower than those at farther distance (The average recall of S1～S4 is 93.4%, and that of S5～S8 is 92.49%. The average precision of S1～S4 is 94.69%, and that of S5~S8 is 91.9%). That is because the size of object is bigger in image at closer distance, the number of background pixel is reduced, which can degrade the performance of GMM because the GMM models the background. Table 4 shows the experimental result with CAVIAR.
The CAVIAR datasets collected image frames with a wide angle camera lens in the entrance lobby. So, sizes of objects are relatively smaller than our datasets, and there is no illumination variation or the noise of background such as the movement of trees. Accordingly, background modeling is robust by using GMM, and precision (99.48%) is high. But recall (94.78%) is relatively lower than precision. It is because the sizes of objects are small, and objects are incorrectly recognized as noise, consequently. Fig. 13 shows the examples of the tracked humans by the proposed method in CAVIAR datasets.
We compared the performances of MeanShift [57, 58] and CamShift tracking method [59] To overcome these problems, CamShift can be used and we compared the proposed method to the Fig . 15 . the examples of false tracking result by the CamShift method with S3, S4 datasets.
CamShift method. Table 5 shows the experiment results with our datasets and CAVIAR datasets by using CamShift method.
Although CamShift method has better performance than MeanShift method, it has weakness that if background is complex or the histogram of background is similar to that of objet to be tracked, tracking performances are severely decreased. The average recall of our datasets and CAVIAR is 58.32% and average precision is 57.64% by using
CamShift method. As shown in the sizes of objects are bigger than S1～S4 datasets.
So, it is easy to track based on color histogram having many color information. But as shown in Table 5 , the precision of S6 is worse than S7, S8, and S9 datasets. That is because in case of S6, there are a lot of situation that initially background is incorrectly recognized as object, and this background region continues to be recognized as object in successive images. By comparing Table 2～4 to Table 9 . The experimental result using S8 of Table 1 Face detection rate (%) Face recognition rate (%) represents that the accuracy of the face recognition through counting results in the 1st～7th candidates matching. That is, if the corrected matching face is same to or higher rank than the 7th of the whole matching list (e.g. 1st, 2nd … 7th rank), it is regarded as a correct recognition.
The average rank 1 rate of face recognitions of Fig. 17 shows the examples of correctly matching as "Rank 1". Fig. 18 shows example of incorrectly matching.
Experimental results showed that the total processing time is 90.6 ms (11 frames/sec). And S5～S8 were mainly used for the performances of tracking and face recognition.
CONCLUSIONS
In this paper, a new surveillance system that is robust for illumination variation and which can The experimental results show that the average recall of our datasets and CAVIAR is 93.17% and average precision is 93.65%. The average of rank 1 rate of face recognition is 71.87%, the rank 3 rate is 87.4%, the rank 5 rate is 96.11%, and the rank 7 rate is 100%, respectively.
In future work, we would test the proposed method in more varied environments. We also plan to study a method for increasing the performance of face detection and face recognition irrespective of the viewing directions of the face. 
