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Introduction
Denote by k t (G) the number of cliques of order t in a graph G having n vertices. Let k t (n) = min{k t (G) + k t (G)} where G denotes the complement of G. The cliques in G are referred to as cocliques. If we want to be specific about their sizes, we talk of t-cliques and t-cocliques. Let c t (n) = k t (n)/ n t and c t = lim n→∞ c t (n). Since we can view G and G as a 2-colouring of the edges of the complete graph K n , c t (n) denotes the minimum proportion of monochromatic t-cliques and t-cocliques for all 2-colourings of the edges of K n .
A conjecture of Erdős related to Ramsey's Theorem [2] , states that c t = 2 1−( t 2 ) . The conjecture is clearly true for t = 2, and using Goodman's approach [8] , one can show that the conjecture holds for t = 3. One of the motivations behind the conjecture is the fact that the conjecture holds for any t for random graphs. Erdős and Moon [3] showed that a modified conjecture for complete bipartite subgraphs of bipartite graphs is true. Sidorenko [11] showed that a modified conjecture for cycles is true, but not true for certain incomplete subgraphs. Franek and Rödl [5] showed that the original conjecture for t = 4 is true for nearly quasirandom, and hence quasirandom graphs.
Thomason [12] disproved the conjecture for t 4 by exhibiting constructions achieving low numbers of cliques and cocliques. Thomason [4] to bound c 6 is based on the approach used by Franek and Rödl [6] , who tied the best upper bound for c 4 . It improves the best upper bound for t = 7 to c 7 0.7156 × 2 1−( 7 2 ) . This bound for c 7 was mentioned in a referee report but never formally put forward.
In this paper we investigate a computational framework to search for tighter upper bounds for small t and give improved upper bounds for t = 6, 7 and 8: c 6 
Constructing counterexamples
In order to improve the upper bound for c t for small t, we follow the approach used in [4, 6] and work with graphs for which the number of cliques and cocliques can be expressed in closed form. This allows a viable search among them for the ones that exhibit the lowest numbers of cliques and cocliques. 
Lemma 2.
We have
Proof. A 7-clique in G d may arise from the following seven cases which correspond to the possible partitioning of num- 
where
).
To derive similar formulas for the other partitions is straightforward, giving
A 7-coclique can only arise in one way, and thus for the number of 7-cocliques, we get
Remark. In general, the coefficients α m,t for k m (G) in the formula reducing the computation of lim d→∞
to counting cliques and cocliques in the underlying graph G follow a pattern similar to the Pascal triangle equality as we have 
.
The approach used in [6] is based on an exhaustive search for a pair (X, F ) achieving a low number of cliques and cocliques for t = 4. The identified best pair (10, {1, 3, 4, 7, 8, 10}) yields a tie for the best upper bound for c 4 and was used to achieve c 6 0.7446 × 2 1−( 6 2 ) . The referee's report for [6] mentioned that the same pair yields c 7 0.7156 × 2 1−( 7 2 ) but this bound was never formally put forward. In this paper we improve the bounds for c t for t = 6, 7 and 8.
Computational framework
Lemma 3 provides a closed formula for computing a limit of a special sequence of graphs determined by a given pair (X, F ). If this limit is small enough, it constitutes a counterexample to the conjecture of Erdős. Thus, the computational framework consists of a routine to compute all the required S i (X, F )'s for a given pair (X, F ) and a routine performing a search for the best (X, F ). First, in Section 3.1 we discuss the approach for computing S i (X, F ) that was used previously in [4, 6] . This approach is rather slow and cannot be employed for t > 4. That is why only a single pair (10, {1, 3, 4, 7, 8, 10}) was used in [4] . Then, in Sections 3.2 and 3.3 we discuss a different approach to the computation of S i (X, F )'s referred to as m-approach, and a further enhancement based on symmetry. These techniques provide a significant speedup allowing an exhaustive search for t = 6 and 7 that was previously intractable.
Straightforward computation of S i
For simplicity, for a given X ,X denotes the set {0, 1, . . . , X − 1}.
Straightforward computation of S 1 (X, F )
Generate all possible x 0 ⊆X so that |x 0 | ∈ F ; then
Straightforward computation of S 2 (X, F )
Consider an ordered pair x 0 , x 1 of mutually distinct subsets ofX . Clearly, 
Straightforward computation of S i (X, F ) for i > 2
Similar computations, with increasing computation time, are performed to obtain the values of S i (X, F ). We need to consider an ordered i-tuple x 0 , x 1 , x 2 , . . . , x i−1 of mutually distinct subsets ofX , and find all the valid solutions m 0 , m 1 , m 2 , . . . . Then we can compute the sum of the corresponding binomial coefficients using a dynamically expanded and maintained Pascal triangle. Notice that the total number of the solutions increases rather quickly. In general, we have to consider (2 i − 1) solutions to compute S i (X, F ). 
The m-approach to computing S i
In 
is the corresponding product of the binomial coefficients for m * , and
is the corresponding product of the binomial coefficients for m, then
Similarly, to compute S i we only need to consider 2 i−1 m's, if we reuse the results from the computation of S i−1 . Since the products of the corresponding binomial coefficients for those two solutions are the same, we only need to compute the product of the binomial coefficients for one solution and multiply it by 2. Similarly, the symmetries can be exploited for computing S i for i 2. Thus, one can fix the order of the x i and take into account multiplicities by multiplying by the corresponding coefficients. We therefore need, for example for the computation of S 7 , to consider only about 1% of the total number of solutions. Table 1 shows the coefficients used for S 4 . The coefficients for other S i 's are available online at [10] .
Exploiting symmetry
Note that while the determination of S i andS i for the first i's is very fast even without exploiting the symmetry, the computational gain increases with i. Table 2 shows the number of solutions that need to be computed when we used the pair (X, F ) = (11, {3, 4, 7, 8, 10, 11}) to compute S 4 , S 5 and S 6 . c 6 , c 7 , and c 8 Using the approach described in Sections 3.2 and 3.3 we performed an exhaustive search on (X, F ) for X = 9, 10, 11 and 12 for t = 6 and 7, using code written in C++. 
New upper bounds for

Conclusion and future work
We presented a computational framework for computing the ratio of monochromatic t-cliques and the number of all t-subsets for a specific Cayley graph determined by a pair (X, F ). The program allows for searching for counterexamples to a 1960 Erdős's conjecture on multiplicities of complete subgraphs. We described a significant speedup obtained by the so-called m-approach and considering inherent symmetries. As a result, we were able to improve the known upper bounds for t = 6, 7 and 8.
The computational framework presented lends itself to straightforward parallelisations. A parallel version of our program will allow us to explore larger t's and also to enlarge the search space for smaller values of t. The first task thus will be to search for a better pair (X, F ) for t = 8 to improve the upper bound for c 8 , and to redo the searches for t = 4, 5, 6 and 7 in larger search spaces.
