Fix an integer r ≥ 3. We consider metric spaces on n points such that the distance between any two points lies in {1, . . . , r}. Our main result describes their approximate structure for large n. As a consequence, we show that the number of these metric spaces is
Introduction
Given integers n, r ≥ 3, define M r (n) to the the set of all metric spaces with underlying set [n] := {1, . . . , n} and distances in {1, . . . , r}. The goal of this paper is to investigate the approximate structure of most elements of M r (n) for fixed r and large n, and in the case when r is even, to prove that M r (n) has a labeled first-order 0-1 law.
Background
A graph is a set equipped with a symmetric irreflexive binary relation. Given n ∈ N and a collection H of graphs, let Forb n (H) denote the set of graphs with vertex set [n] which do not contain any element of H as a subgraph. There is a long line of research in extremal combinatorics which investigates the structural properties of graphs in Forb n (H) for various H. One of the first such results is due to Erdős, Kleitman, and Rothschild [20] , which states that if H = {K 3 }, then almost all graphs in Forb n (H) are bipartite. More precisely, if B(n) is the set of bipartite graphs on [n] , then lim n→∞ | Forb n ({K 3 })| |B(n)| = 1.
In [29] , Kolaitis, Promel, and Rothschild extend this result to the case when H = {K l } for integers l ≥ 3, showing that almost all K l -free graphs are (l − 1)-partite. These fundamental combinatorial results have been extended and generalized in numerous ways. For instance, in the graph setting, [5, 8, 34, 39] contain similar results about Forb n (H) for specific collections H, and [3, 4, 19, 27, 42] contain results which apply to Forb n (H) for H satisfying general properties. Results of this spirit for other types of structures include, for example, [11, 12, 28] for partial orders, [40, 43, 45] for directed graphs, and [6, 7, 41] for hypergraphs. In some cases, the structural information obtained about Forb n (H) from such investigation is enough to prove a labeled first-order 0-1 law, which we now define. Suppose L is a finite first-order language and F = n∈N F n , where F n is a set of L-structures with underlying set [n] . For each Lsentence ψ, set µ n (ψ) to be the proportion of elements in F n which satisfy ψ. Then the asymptotic probability of ψ is µ(ψ) = lim n→∞ µ n (ψ) (if it exists). We say F has a labeled first-order limit law if for each L-sentence ψ, µ(ψ) exists, and we say F has a labeled first-order 0-1 law if moreover, for each L-sentence ψ, we have µ(ψ) ∈ {0, 1}. The almost sure theory of F is the set of L-sentences ψ such that µ(ψ) = 1. In [29] , Kolaitis, Prömel, and Rothschild use the structural information they obtain about Forb({K l }) = n∈N Forb n ({K l }) for l ≥ 3 to show that each such family has a labeled first-order 0-1 law in the language of graphs and to give an axiomatization of its almost sure theory.
Given a set X, let X 2 = {Y ⊆ X : |Y | = 2} and 2 X = {Y : Y ⊂ X}. An r-graph G is a pair (V, c), where V is a (vertex) set, and c :
; we call G a simple complete r-graph if |c(xy)| = 1 for all xy ∈ V 2 . Elements of M r (n) are naturally viewed as simple complete r-graphs by assigning edge colors corresponding to distances. Given a set H of r-graphs, let Forb r n (H) be the set of simple complete r-graphs with vertex set [n] which contain no element of H as a substructure. By taking H to be the set of simple complete r-graphs on three vertices which contain violations of the triangle inequality, we see that M r (n) = Forb r n (H). In this way, we can view M r (n) as an edge-colored analogue of Forb n (H). This analogy suggests that one could prove similar results as in [20] and [29] about M r (n). In this paper we show that this is indeed the case, utilizing techniques from graph theory to describe the approximate structure of most elements of M r (n) for large n.
We may view elements of M r (n) as first-order structures in the language L r consisting of r binary predicates, one for each edge color. In this setting, as a corollary of our structural results, we are able to prove in the case when r is even, that there is a labeled first-order 0-1 law for M r = n∈N M r (n) and to give an axiomatization of its almost sure theory. In this paper, we consider only r ≥ 3 for the following reason. There is no way to violate the triangle inequality using distances in {1, 2}, so M 2 (n) consists of the set of all simple complete 2-graphs. This means that given a pair x, y of distinct elements of [n] , the distance between x and y is equal to 1 in exactly half of the elements of M 2 (n). For each G ∈ M 2 (n), associate a graph G with vertex set [n] such that for each x, y ∈ [n], there is an edge between x and y in G if and only if the distance between x and y is equal to 1 in G. Under this association, we see that M 2 (n) behaves exactly like the random graph G(n, 1/2), the structural properties of which have been studied extensively (see [10] ), and which is known to have a labeled first-order 0-1 law [21, 23] .
The results of this paper may be of interest to both combinatorialists and model theorists. From the combinatorial perspective, our work appears to be the first extension of the classical enumeration results in extremal graph theory to the edge-colored setting. The proofs of our main results will rely on a stability theorem which is proved using a multi-color version of the Szemerédi regularity lemma [2] . While our proof techniques bear some resemblance to the classical results in [19, 20, 28] , we need several new ideas that are motivated by work on weighted Turán-type problems [22] . Our contributions also add to existing results that study metric spaces as combinatorial objects [14, 33, 37, 38] . In particular, [38] and [33] address questions similar to ours in the continuous setting. In [38] , Mascioni investigates the following problem. Given an integer n and a fixed set X of n points, if we assign i.i.d. uniform real numbers in [0, 1] to the elements of X 2 , what is the probability we get a metric space? It is shown in [38] that this probability p satisfies ,
where the lower bound is obtained by noting that any assignment of distances from [ 
which corresponds to the set of metric spaces on [n] . Then [33] shows that there are constants c and C such that
They also prove that with high probability, all distances are between 1/2 − n −c and 1. The upper bound in (2) implies that the probability p in (1) approaches the lower bound as n → ∞. Given a fixed even r ≥ 4, our results about M r (n) can be translated into results about metric spaces on [n] with all distances in { , 1] therefore capturing a similar phenomenon as the results of [33] (for odd r the situation is slightly more complicated). If it were possible to generalize our results to the setting where r → ∞ and n is fixed, then they could apply to the continuous setting.
From the model theory perspective, we provide a new example which may aid in understanding further why some classes of structures have labeled first-order limit laws and others do not. There has been much investigation into finding sufficient conditions for when a class of finite structures has various types of logical limit laws. One type of sufficient conditions, first introduced by Compton in [15, 16] , requires that the number of structures of size n does not grow too quickly as n → ∞. The theorems in [15, 16] and various extensions of them (for instance [9, 13] ) provide a large number of examples of logical limit laws. However, there are many examples of families with logical limit laws which fail these conditions on the growth rate of the family, for instance Forb({K l }) for l ≥ 3 fails these conditions but has a labeled first-order 0-1 law [29] . M r also fails these conditions for all r ≥ 3. In [32] Koponen presents conditions which cover more known examples. In particular, it is shown in [32] that the family of almost l-partite graphs for l ≥ 2 has a logical limit law. Koponen combines this with the main result of [27] to prove the existence of logical limit laws for Forb({H}) when H is a complete (l + 1)-partite graph with parts of sizes 1, s 1 , . . . , s l , for some 1 ≤ s 1 ≤ . . . ≤ s l . When s 1 = . . . = s l , H = K l+1 , so this generalizes the 0-1 law proved in [29] for Forb({K l }), l ≥ 3. More results on logical limit laws for various families of graphs appear in [24, 25, 31, 35] . However, these results do not apply to M r , as elements of M r are not graphs.
In [30] , Koponen studies the asymptotic probability of extension axioms in families of structures in finite relational languages satisfying certain general requirements. This generality allows the results to be applied to structures other than graphs. For example, Koponen combines results of [30] with the main results of [6] and [41] to show certain families of hypergraphs with forbidden configurations have labeled first-order 0-1 laws (see Example 10.7 of [30] ). Another paper which studies logical limit laws for more general languages is [1] by Ahlman and Koponen, which focuses on families of structures in finite relational languages which satisfy certain colorability requirements and have an underlying pregeometry. While none of these results apply directly to M r , a result of [30] does imply that a subfamily C r of M r , (which will be defined later) has a labeled first-order 0-1 law. Our results will show that when r is even, almost all elements of M r are in C r , which will yield that M r has a labeled first-order 0-1 law. Therefore, this paper provides the combinatorial argument required to reduce the existence of a labeled first-order 0-1 law for M r to the existence of one for C r , while the fact that C r has a labeled first-order 0-1 law follows from known results, and is in fact very easy to prove directly. Part of the motivation for this work is the idea that having more examples of logical limit laws in languages other that of graphs, and seeing the techniques used to prove them, will improve our general understanding of when a family of finite structures has a logical limit law.
New Results
In this section we state the results in this paper. First we give some necessary definitions and notation. Given positive integers r, s and a set X, set [r] = {1, . . . , r}, X s = {Y ⊆ X : |Y | = s}, and 2 X = {Y : Y ⊆ X}. Recall that an r-graph G is a pair (V, c), where V is a set, and c :
. We call V the vertex set of G and c the coloring of G. In the case when |c(e)| ≤ 1 for every e ∈ V 2 , we say that (V, c) is simple, and when c(e) = ∅ for each e ∈ V 2 , we say G is complete. Given integers r, n ≥ 3, we consider M r (n) as the set of simple complete r-graphs ([n], c) satisfying the triangle inequality, i.e, for every three pairwise distinct elements x, y, z of [n] we have
Given a set X and {x, y} ∈ X 2 , we will write xy to mean {x, y}. Given integers i < j, set [i, j] = {i, i + 1, . . . , j}. Definition 1.1. For an even integer r ≥ 4 and any integer n, let C r (n) be the set of all simple complete r-graphs G = ([n], c) such that c(e) ⊂ [ 2 . When r is even, there is no way to violate the triangle inequality using distances in [ r 2 , r], so C r (n) ⊂ M r (n). The strongest structural result we will prove (Theorem 1.2 below) says that when r ≥ 4 is even, almost all elements in M r (n) are in C r (n). Theorem 1.2. Let r ≥ 4 be an even integer. Then there is β > 0 and M > 0 such that for all
When r is even, |C r (n)| = ( r 2 + 1) ( n 2 ) . Therefore Theorem 1.2 yields that when r is even,
for some positive β and sufficiently large n. We obtain the following Corollary.
When r is odd, we still obtain a result on the approximate structure of most elements of M r (n) (Theorem 1.5 below), however the situation in this case is more complicated. Definition 1.4. Let r ≥ 3 be an odd integer. Define C r (n) to be the the set of simple complete r-graphs G = ([n], c) such that there is a partition V 1 ∪ . . . ∪ V t of [n] and for every xy ∈
It is easy to see that for r odd, C r (n) ⊂ M r (n). Given δ > 0, two r-graphs G = (V, c) and
We now state our structure theorem which holds for all r ≥ 3. Informally, it states that most members of M r (n) are in C δ r (n) for small δ and n large enough depending on δ. Theorem 1.5. Let r ≥ 3 be an integer. Then for all δ > 0, there exists an M and β > 0 such that
We will prove as a consequence of Theorem 1.2 that, when r is even, M r = n∈N M r (n) has a labeled first-order 0-1 law in the language L r consisting of r binary relation symbols, in the process giving an axiomatization of its almost sure theory. Theorem 1.7. Let r ≥ 4 be an even integer and define L r = {R 1 , . . . , R r } where each R i is a binary relation symbol. Given n ∈ N, consider elements
2 and c(xy) = {i}. Then M r has a labeled first-order 0-1 law.
When r is odd, the error term in Corollary 1.6 cannot be improved from o(n 2 ) to O(n), and moreover, Theorem 1.2 does not hold (See Section 7 for a detailed discussion). This leads us to make the following conjecture. Conjecture 1.8. Let r ≥ 3 be an odd integer and consider elements of M r (n) as L r -structures as in Theorem 1.7. Then M r = n∈N M r (n) has a labeled first-order limit law, but does not have a labeled first-order 0-1 law.
Notation and outline
Throughout the paper, we will omit floors and ceilings where they are unimportant to the argument. Let r ≥ 3 be an integer and let G be an r-graph. We will write V (G) to denote the vertex set of G and c G to denote its coloring. For simplicity of notation we set E(G) =
, and for subsets X, Y ⊆ V (G), set E(X, Y ) = {xy ∈ E(G) : x ∈ X, y ∈ Y }, and E(X) = E(X, X). Given a simple complete r-graph G, we define d G : E(G) → [r] to be the function sending xy ∈ E(G) to the unique i ∈ [r] such that c G (xy) = {i}. We will sometimes also wish to discuss graphs, meaning a set equipped with a single binary, symmetric, irreflexive relation. In order to avoid confusion, graphs with be denoted by G = (V, E), where V is the vertex set of G and E ⊆ V 2 is the edge set of G. Given a graph G = (V, E) and v ∈ V, we will write DEG(v) = |{u : uv ∈ E}|.
By a violating triple we will mean a tuple (i, j, k) ∈ N 3 such that |i − j| ≤ k ≤ i + j is false. By a violating triangle, we will mean an r-graph H such that V (H) = {x, y, z}, and for some violating triple (i, j, k), i ∈ c H (xy), j ∈ c H (yz), and k ∈ c H (xz). Define a metric r-graph to a be an r-graph G = (V, c) which contains no violating triangles. Given two r-graphs H and G, with |V (G)| = n and V (H) = {y 1 , . . . , y m }, we say G omits H if for all (x 1 , . . . , x m ) ∈ V (G) m , there is 1 ≤ s < t ≤ m such that c G (x s x t ) = c H (y s y t ). When G does not omit H, we say G contains a copy of H. Given two finite r-graphs G and
In this notation, given δ > 0, G and
Given a set of finite r-graphs S and a finite r-graph G, say that G is δ-close to S if G is δ-close to some element of S. Given r ≥ 3, set , r] are metric subsets of [r] of size m(r). As remarked earlier, any r-graph meeting the requirements in the definition of C r (n) is already in M r (n). In particular, C r (n) contains all simple complete metric r-graphs with distances in [m(r), r], therefore |C r (n)| ≥ m(r) ( n 2 ) . These observations yield the following fact we will use throughout the paper. Remark 1.9. Let n, r ≥ 3 be integers. Then
and if r is even, then |C r (n)| = m(r) ( n 2 ) .
We now give an outline of the paper. In section 2 we introduce the notion of a labeled first-order 0-1 law, and prove as a consequence of Theorem 1.2 that Theorem 1.7 is true, i.e. when r ≥ 4 is an even integer, M r has a labeled first-order 0-1 law in the language consisting of r binary predicates. In section 3 we prove Corollary 1.6, which provides an asymptotic enumeration of M r (n) as a consequence of Theorem 1.5. In section 4 we provide preliminaries and notation regarding a multicolor version of Szemerédi's regularity lemma, then we prove Theorem 4.13, which is a stability result needed to prove Theorem 1.5. In section 5 we prove Theorem 1.5, and in section 6 we prove Theorem 1.2. Finally, in section 7, we explain why Corollary 1.3 and Theorem 1.2 do not hold when r is odd, then discuss open questions concerning M r (n) when r is odd.
Proof of logical 0-1 law
In this section we assume Theorem 1.2 and prove Theorem 1.7, which says that for even integers r ≥ 4, the family M r = n∈N M r (n) has a labeled first-order 0-1 law in the language L r consisting of r binary relation symbols. The outline of the argument is as follows. Theorem 1.2 allows us to reduce Theorem 1.7 to showing the existence of a labeled first-order 0-1 for the subfamily C r = n∈N C r (n). The existence of a labeled first-order 0-1 law for C r follows from a standard argument. In particular, it follows from a theorem in [30] which generalizes the method in [21] . We assume familiarity with the theory of Fraïssé limits. For an introduction to this subject, see chapter 7 of [26] . For a survey on logical 0-1 laws see [47] . We begin with the required terminology concerning 0-1 laws. Definition 2.1. Let L be a finite first-order language. For each n, suppose V n is a set of Lstructures on [n], and V = i∈N V i .
exists, it is called the labeled asymptotic probability of ψ.
3. The almost sure theory of V is T V as = {ψ : ψ is an L-sentence and lim n→∞ µ V n (ψ) = 1}.
4. V has a labeled first-order 0-1 law if for each first-order L-sentence ψ, µ V (ψ) exists and is 0 or 1.
It is straightforward to show that V has a labeled first-order 0-1 law if and only if T V as is a complete, consistent theory with infinite models.
Fix an even integer r ≥ 4 for the rest of the section. Define L r = {R 1 (x, y), . . . , R r (x, y)}, where each R i (x, y) is a binary relation symbol. Given an r-graph G, make G into an L r -structure by interpreting for all (x, y) ∈ V (G) 2 ,
From here on, all r-graphs will be considered as L r -structures in this way. We now prove that as a consequence of Theorem 1.2, M r has a labeled first-order 0-1 law if and only if C r does.
For all L r -sentences ψ, if µ Cr (ψ) exists, then µ Mr (ψ) exists, and moreover, µ Cr (ψ) = µ Mr (ψ).
Proof. Assume µ Cr (ψ) exists. For all n,
By Theorem 1.2, there is β > 0 such that for sufficiently large n,
where the second inequality is because for all n, C r (n) ⊆ M r (n). Thus for sufficiently large n,
Combining these with (3) yields that µ Mr (ψ) = µ Cr (ψ).
Lemma 2.2 implies that to prove Theorem 1.7, it suffices to show C r has a labeled first-order 0-1 law, and further, that an axiomatization of T Cr as will also axiomatize T Mr as . Towards stating the axiomatization of T Cr as , we now fix some notation. Fix an integer k ≥ 2. Given A ∈ M r (k), write x 1 . . . x k ≡ A as short hand for the L r -formula which says that sending x i → i makes x 1 . . . x k isomorphic to A. Explicitly we mean the formula ψ(x 1 , . . . , x k ) given by
Given such a pair A ≺ A ′ , let σ A ′ /A be the following sentence:
Sentences of this form are called extension axioms. Let T 1 be a set of L r -sentences axiomatizing an infinite metric space with distances all in [ r 2 , r],
T will be the set of sentences axiomatizing T Cr as = T Mr as .
Proof of Theorem 1.7. By the arguments above, it suffices to show C r has a labeled first-order 0-1 law. Let C r be the class of L r -structures obtained by closing C r under isomorphism. That C r is a Fraïssé class is straightforward to see. For the sake of completeness we verify that C r has the amalgamation property. Given X, Y ∈ C r , an isometry f : X → Y is an injective map from
. Suppose A, B, C ∈ C r and f : C → A, g : C → B are isometries. Without loss of generality, assume that f and g are inclusion maps and V (A) ∩ V (B) = V (C). To verify the amalgamation property, we want to find D ∈ C r and isometries h :
, setting
, r] for all xy ∈ E(D), so D ∈ C r . Define h : A → D and s : B → D to be the inclusion maps. Then for all c ∈ V (C), h(c) = s(c) = c, as desired, and C r has the amalgamation property. Note that we could have chosen any color in [ r 2 , r] to assign the edges in the third case of (4), as there are no forbidden configurations in C r . We leave the rest of the verification that C r is a Fraïssé class to the reader.
Let F L(C r ) be the Fraïssé limit of C r and make F L(C r ) into an L r -structure by interpreting,
It is a standard exercise to see that F L(C r ) |= T and further that T axiomatizes Th(F L(C r )). Therefore T is a complete, consistent L r -theory, so to show C r has a labeled first-order 0-1 law, it suffices to show that for each ψ ∈ T , µ Cr (ψ) = 1. For ψ ∈ T 1 , this is obvious. Because there are no forbidden configurations in C r , a straightforward counting argument shows that for ψ ∈ T 2 , µ Cr (¬ψ) = 0, and therefore µ Cr (ψ) = 1. An example of such an argument applied to graphs is the proof of Lemma 2.4.3 of [36] . The proof in our case is only slightly more complicated, so we omit it. We also point out that this fact (that for all ψ ∈ T 2 , µ Cr (ψ) = 1) follows directly from a much more general result, Theorem 3.15 of [30] . Because this theorem is much more powerful than what our example requires, we leave it to the interested reader to verify it applies to C r and ψ ∈ T 2 .
We end this section by showing that while there is a Fraïssé limit naturally associated to M r , its theory is very different from the almost sure theory we obtain from M r . Let M r be the class of finite metric spaces obtained by closing M r under isomorphism, that is, M r is the class of all finite metric spaces with distances all in [r] . It is well known that M r is a Fraïssé class. For instance, this is a simple case of general results contained in [18] , which tell us when, given S ⊆ R, the class of finite metric spaces with distances all in S forms a Fraïssé class. For completeness we verify the amalgamation property for our case, that is, when S = [r].
Suppose A, B, C ∈ M r and f : C → A, g : C → B are isometries. Without loss of generality, assume that f and g are inclusion maps and V (A) ∩ V (B) = V (C). To verify the amalgamation property, we want to find D ∈ M r and isometries h :
We leave it to the reader to verify that the assigned distances do not violate the triangle inequality, and therefore, that D is in M r . Define h : A → D and s : B → D to be the inclusion maps. Then for all c ∈ V (C), h(c) = s(c) = c, as desired, and M r has the amalgamation property. Note that unlike in the proof of the amalgamation property for C r , the distance in the third line of (5) must be chosen carefully, as there are many forbidden configurations in M r .
Let F L(M r ) be the Fraïssé limit of M r . It is a standard exercise that the theory of F L(M r ) is axiomatized by the axioms for an infinite metric space with distances all in [r] and the collection of all extension axioms of the form σ A ′ /A for some A ∈ M r (k), A ′ ∈ M r (k + 1) with A ≺ A ′ , and k ≥ 0. We can see now that Th(F L(M r )) and Th(F L(C r )) are different. For instance, let ψ be the sentence ∃x∃yR 1 (x, y).
is simple (in the sense of Definition 7.2.1 in [46] ). This can be seen by adapting the argument used to prove the theory of the random graph is simple, as C r is just an edge-colored version of the random graph (see Corollary 7.3.14 in [46] for a proof that the theory of the random graph is simple).
On the other hand, a straightforward adjustment of the construction in Theorem 5.5(b) of [17] shows that T h(F L(M r )) has the r-strong order property (SOP r ), a measure of the complexity of a first-order theory defined in [44] . It is shown in [44] that for all n ≥ 3, a theory with SOP n is not simple. In sum, when r ≥ 4 is even, we have a family of labeled finite structures, M r , associated to two theories which differ in model theoretic complexity:
• Th(F L(M r )) where M r is obtained by closing M r under isomorphism. This theory has SOP r (and therefore is not simple).
• T Mr as = T Cr as = Th(F L(C)), where C r ⊆ M r is a special subfamily, and C r is obtained by closing C r under isomorphism. This theory is simple.
Asymptotic Enumeration
In this section we assume Theorem 1.5 and prove Corollary 1.6, which asymptotically enumerates M r (n) for all r ≥ 3. Recall that for all integers r ≥ 3, m(r) = ⌈ r+1 2 ⌉.
Proof of Corollary 1.6. Fix an integer r ≥ 3. All logs will be base m(r) unless otherwise stated. Remark 1.9 implies that |M r (n)| ≥ m(r) ( n 2 ) , so it suffices to show that for all 0 < γ < 1, there is
and recall that H(x) → 0 as x → 0 and n xn ≤ 2 H(x)n for all n ∈ N and 0 < x ≤ 1 2 . Choose δ > 0 small enough so that (H(δ) + δ) log 2 + δ log r < γ 4 .
Theorem 1.5 implies there exists a β = β(δ) > 0 and
Choose M > M 1 large enough so that n > M implies γ 4 n 2 + n log n < γ 2 n 2 and γ 2 n 2 + log 2 ≤ γn 2 . We now assume n > M and bound the size of C δ r (n). All elements G ∈ C δ r (n) can be constructed as follows:
• Choose an element of G ′ ∈ C r (n). There are |C r (n)| ways to do this. If r is even, then |C r (n)| = m(r) ( n 2 ) . If r is odd, we must find an upper bound for |C r (n)|. When r is odd, we can construct any element of C r (n) by first choosing a partition of [n], then assigning a color to each edge in a way compatible with the partition. There are at most n n m(r) ( n 2 ) ways to do this.
• Choose at most δn 2 edges to be in ∆(G, G ′ ). There are at most n 2 δn 2 2 δn 2 ≤ 2 (H(δ)+δ)n 2 ways to do this.
• Assign a color to each edge in ∆(G, G ′ ). There are at most r δn 2 ways to do this.
By our assumptions on δ and M , this is at most m(r) (
where the last inequality is by the choice of M .
Stability Theorem
In this section we prove a stability theorem which implies that for all integers r ≥ 3, for large enough n, if G ∈ M r (n) has close to the maximal number of different distances occurring between its vertices, then it is structurally close to an element of C r (n). This is a crucial step in the proofs of Theorems 1.2 and 1.5. Before proceeding further, we require some definitions and notation.
Regularity Lemmas and Preliminaries
In this section we state a version of Szemerédi's Regularity Lemma which applies to r-graphs. We will also prove easy consequences of this for our situation.
Definition 4.1. Let r ≥ 3 be an integer. Fix a finite r-graph G and disjoint subsets X, Y ⊆ V (G).
, and for all but at most ǫk 2 of the pairs ij ∈
We now state the multi-color version of the Szemeredi Regularity Lemma and one of its corollaries we will use in this paper. Both results appear in [2] . 
such that the following holds. Suppose that H and G are r-graphs and
We will apply these theorems to what are called reduced r-graphs, which we define below. Recall that a metric r-graph is an r-graph with no violating triangles. Definition 4.4. Let r ≥ 2 be an integer, G a finite r-graph, and 0 < η ≤ d ≤ 1.
We say R is a reduced r-graph obtained from G with parameters η and d.
2. LetM r (t) be the set of metric r-graphs on [t] and set
P is an η-regular equipartition for G and P has order t}, and
We emphasize that the difference betweenM r (t) and M r (t) is that r-graphs inM r (t) need not be simple and need not be complete. The following two lemmas will be needed.
Proof. Suppose for contradiction that {X, Y, Z} = {V 1 , V 2 , V 3 } and (6) fails. By Theorem 4.3 there exists at least δ|V 1 ||V 2 ||V 3 | ≥ 1 tuples (x, y, z) ∈ X × Y × Z such that i ∈ c G (xy), j ∈ c G (yz) and k ∈ c G (xz). But now {x, y, z} is a violating triangle in G, a contradiction.
In other words, any reduced r-graph obtained from G with parameters d and η omits all violating triangles.
by assumption on M . Thus by Lemma 4.5, R contains no violating triangle, so R ∈M r (t).
We spend the rest of this section stating various definitions and facts we will need for our proofs. We will work with the following subsetC r (n) ⊆M r (n) which is an analogue of C r (n) ⊆ M r (n). (ii) if r is odd, then there is a partition
Note that elements ofC r (t) contain no violating triangles, soC r (t) ⊆M r (t). The following weight function defined on metric r-graphs is crucial to our proof. Definition 4.8. Let t ≥ 2 and r ≥ 3 be integers and let R ∈M r (t).
Note that for integers r, t ≥ 3, any r-graph R with t vertices has W (R) ≤ r ( 
. We now state a lemma which restricts how many colors we can assign to the edges of a triangle {i, j, k} in an r-graph without creating a violating triangle. The proof of this lemma is elementary but somewhat tedious, and for this reason is relegated to the Appendix. 
Then there is a violating triple (a, b, c) ∈ A × B × C.
A straightforward consequence of this is that m(r) is the largest size of a metric subset of [r] . Another important consequence is the following.
Corollary 4.10. Let r, t ≥ 3 be integers and let R ∈M r (t). Suppose uv, vw, uw ∈ E(R), and
, and |A| ≥ |B| by assumption. We show that |A| ≥ |B| ≥ |C|. Suppose for a contradiction that |C| > |B|. Let z = |C| − m(r) and note our assumptions imply that either P (A, C, B, x, z) or P (C, A, B, z, x) holds. In either case, |B| > m(r) ≥ m(r) − x − z + 2 implies by Lemma 4.9 that there is a violating triple (a, b, c) ∈ A × B × C. Now {u, v, w} is a violating triangle in R, a contradiction. Thus |A| ≥ |B| ≥ |C|.
Consequently, P (A, B, C, x, y) holds, so if |C| ≥ m(r) − x − y + 2 were true, Lemma 4.9 would imply that there is a violating triple (a, b, c) ∈ A × B × C, making {u, v, w} a violating triangle in R, a contradiction. Therefore, we must have |C| < m(r) − x − y + 2. Our assumptions imply that x, y ≥ 1, so in fact, |C| < m(r). Further, we have shown that
as desired.
Two Lemmas
In this section, we prove two lemmas toward our stability result. The first lemma bounds the size of W (R) for R ∈M r (t). We will frequently use the following inequality which holds for all integers r ≥ 3:
Lemma 4.11. Let t, r ≥ 3 be integers and R ∈M r (t). Let a R = |{ij ∈ E(R) : f R (i, j) > m(r)}|. Then
Proof. Fix an integer r ≥ 3. Given an integer t and R ∈M r (t), set g(R) = m(r) (
We proceed by induction on t. Assume t = 3 and fix R ∈M r (t). In this case a R ≤ 3, so g(R) ≥ m(r) 5 (m(r) 2 − 1) 3 . It is straightforward to verify that r 3 ≤ m(r) 5 , as r ≥ 3. Therefore,
Assume now that t > 3 and the claim holds for all t ′ with 3 ≤ t ′ < t. Fix R ∈M r (t), set a = a R , and for xy ∈
trivially. So assume a > 0.
Choose uv ∈ E(R) such that f (u, v) is maximum, and note that a > 0 implies f (u, v) > m(r). Define R ′ to be the r-graph with V (R ′
Combining these facts we have
Using (7), we can upper bound this by
By the induction hypothesis, this is at most
.
Note that a = a ′ + |{zu : z ∈ Y and f (u, z) > m(r)} ∪ {vz : z ∈ Y and f (v, z) > m(r)} ∪ {uv}|. Because for each z ∈ Y exactly one of f (u, z) or f (v, z) is strictly greater than m(r), this shows a = a ′ + s + 1. Therefore,
This completes the proof.
We now fix some notation. Suppose r ≥ 3 is an integer, R is an r-graph, and u ∈ V (R). For i ∈ [r], set
We now prove the second lemma.
Lemma 4.12. For every integer r ≥ 3 there are C 1 , C 2 , C 3 , depending only on r such that for every 0 < ǫ < 1, there is M such if t > M the following holds. Suppose R ∈M r (t) with W (R) > m(r)
Proof. Let r, t ≥ 3 be integers. Fix ǫ > 0 and suppose R ∈M r (t) is such that W (R) > m(r)
Suppose M 1 is large enough so that t > M 1 implies
, and assume t > M 1 . Taking log of both sides of (8) we obtain
where the last inequality is by assumption on M 1 . Therefore a ≤ C 1 ǫt 2 , for appropriate choice of C 1 = C 1 (r). This proves (1). For (2) , note that by the definitions of W (R), a, and b we have
Thus our assumptions and part (1) imply that,
Consequently,
Taking log of both sides, we obtain
from which (2) follows directly for an appropriate choice of C 2 = C 2 (r). For (3), parts (1) and (2) yield
On the other hand, let G be the graph with vertex set V = [t] and edge set E = {ij ∈
. (2), and (3) hold.
Proof of Theorem 4.13
In this section we will prove our stability result below.
Theorem 4.13. Fix an integer r ≥ 3. For all δ > 0 there is 0 < ǫ < 1 and M such that for all t > M the following holds. If R ∈M r (t) and W (R) > m(r)
The following is a consequence of Lemma 4.9, so its proof appears in the appendix along with the proof of Lemma 4.9. 2. r is odd and for some relabeling {A, B, C} = {D, E, F } one of the following holds:
An immediate corollary of this is the following. 2. r is odd and for some relabeling {x, y, z} = {u, v, z} one of the following holds:
Proof. R ∈M r (t) implies there is no violating triple (a, b, c) ∈ c R (uv) × c R (uw) × c R (vw). Thus the corollary follows immediately by applying Lemma 4.14 to A = c R (uv), B = c R (uw) and C = c R (vw).
We will use the following consequence of Corollary 4.15.
Lemma 4.16. For all integers r ≥ 3 and 0 < ǫ < 1, there is M such that t > M and R ∈M r (t) implies the following. Let V = [t] and V 0 = {u ∈ V : µ R m(r) (u) < (1 − √ ǫ)(t − 1)}.
(i) r is even and for all xy ∈
(ii) r is odd and for all xy ∈ Proof. Fix an integer r ≥ 3 and 0 < ǫ < 1. Choose M large enough so that t > M implies
where the last inequality holds by our assumption on M . Thus there is z ∈ V \ {x, y} such that Proof of Theorem 4.13. Let r ≥ 3 be an integer, and fix δ > 0. Let C 1 , C 2 , C 3 be as in Lemma 4.12. We will consider the cases when r is even and odd separately.
Case 1: r is even. Fix 0 < ǫ < 1 small enough so that max{ √ ǫC 3 , (C 1 + C 2 )ǫ} < δ 2 . Apply Lemma 4.12 to ǫ to obtain M 1 , and apply Lemma 4.16 to ǫ to obtain M 2 . Fix M > max{M 1 , M 2 } large enough so that t > M implies
. Let R ′ be the unique element ofC r (t), that is, R ′ is the complete r-graph with vertex set V such that for all xy ∈ We now bound |A|. The definition of A and parts (1), (2) , and (3) of Lemma 4.12 imply
By assumption on ǫ, (
2 )t 2 = δt 2 , and consequently, |∆(R, R ′ )| ≤ δt 2 as desired.
Case 2: r is odd. Fix 0 < ǫ < 1 small enough so that max{
. Apply Lemma 4.12 to ǫ to obtain M 1 and apply Lemma 4.16 to ǫ to obtain M 2 . Choose M > max{M 1 , M 2 } large enough so that t > M implies
√ ǫt 2 + t ≤ 2 √ ǫt 2 , and
) and set V = [t]. We construct an element R ′ ∈C r (t), then show |∆(R, R ′ )| ≤ δt 2 . First we choose a partition V 0 , V 1 , . . . , V l , . . . , V k of V with the following properties:
Step 1: Let V 0 = {u ∈ V : µ R m(r) (u) < (1 − √ ǫ)(t − 1)}. Note that part (3) of Lemma 4.12 implies
then choose u 1 to be any u ∈ B 1 with |N R m(r)−1 (u) ∩ B 1 | maximal, and set If no u exists in
, then put each element of B 1 into its own part and end the construction. In particular, set l = 0, k = t − |V 0 |, and let V 2 , . . . , V k partition B 1 into singletons.
Step i + 1: Suppose i ≥ 1 and we have chosen V i , B i , and u i such that
j=0 V j = ∅, set k = l = i + 1 and end the construction. Otherwise go to step i + 2.
If no u exists in
into its own part and end the construction. In particular, set l = i, k = t − | i j=0 V i |, and let V i+1 , . . . , V k partition B i+1 into singletons.
This completes the construction of the partition
otherwise.
This completes our construction of R ′ . We now bound |∆(R, R ′ )|. Set
We first bound |A|, then |∆(R, R ′ ) \ A|. By parts (1), (2), and (3) of Lemma 4.12,
By construction, for each 1
. Thus
where the last inequality is by assumption on M . By construction, for each 1
where the last inequality is by assumption on M . Combining all of this yields that
We now bound |∆(R, R ′ ) \ A|. An edge xy ∈ ∆(R, R ′ ) \ A is contained in one of the following:
• For some 1
We now bound |X|. Define G to be the graph with vertex set V = k j=l+1 V j and edge set
By definition of X, for all xy ∈ X we have xy ∈ 
We now show each Y i is empty. If l = 0 this is vacuous, so assume l ≥ 1. Suppose for a contradiction that for some 1
is a violating triple, making {x, y, u i } a violating triangle, a contradiction. We now show each Z ij is empty. If l < 2 this is trivial, so assume l ≥ 2. Suppose for a contradiction that for some 1 ≤ i < j ≤ l, there is xy ∈ Z ij , say with We now show each W ij = ∅. If l = 0 or k = l, this is vacuous, so assume 1 ≤ l < k. Fix 1 ≤ i ≤ l and l + 1 ≤ j ≤ k and suppose for a contradiction there is xy ∈ W ij , say with 
By our assumptions on ǫ and because
2 )t 2 < 5 δ 5 = δ, and |∆(R, R ′ )| < δt 2 as desired.
Proof of Theorem 1.5
In this section we prove Theorem 1.5, which says that for all integers r ≥ 3 and all δ > 0, almost all elements of M r (n) are δ-close to C r (n). We begin with some key definitions. For n, r, s ≥ 3 integers, and δ, η, d, ǫ ≥ 0, set
and recall that C δ r (n) = {G ∈ M r (n) : G is δ-close to C r (n)}. Theorem 1.5 follows from two lemmas that we now prove. The first lemma below informally states that r-graphs in M r (n) with reduced r-graphs close toC r (t) are themselves close to C r (n). 
Proof. Fix δ > 0 and set 3) , and suppose G ∈ D r (n, δ/2, η, d). Then by definition of D r (n, δ/2, η, d), G ∈ M r (n) and there is R ∈ Q η,d (G) which is δ 2 -close tõ C r (t) where t = |V (R)|. Let R ′ ∈C r (t) be such that R is δ 2 -close to R ′ . We will build an element
if r is even. 
Edges xy ∈ ∆(G, G ′ ) fall into the following categories:
. There are at most t(
< ηn 2 such edges.
• xy ∈ E(V i , V j ) some ij ∈ A. There are at most |A|
•
Therefore the number of such edges is at most d
Combining these bounds with the fact that
We now prove the second lemma. Informally, it says that most graphs in M r (n) have all their reduced graphs R with W (R) quite large.
Proof. All logs in this proof are base 2. Fix ǫ > 0 and set β = ǫ log m(r) 8
. Define
and , and
log r, and
n.
Notice that S ′′ (n) = C + C ′ n + C ′′ n 2 and C ′′ = F (η) − 2β. Choose M ≥ N large enough so that n > M implies S ′′ (n) < (C ′′ + 2β)n 2 = F (η)n 2 . We show n > M implies (9) holds. Fix n > M . Our assumptions on η
By definition of E(n, ǫ, η, d), we have G ∈ M r (n) \ E r (n, ǫ, η, d) if and only if there is
. We give an upper bound for the number of such G.
Fix some
can be constructed as follows:
• Choose an equipartition of [n] into t pieces V 1 , . . . , V t . There are at most t n ≤ N n such partitions.
Note that for each i ∈ [t], |V i | ≤ ηn.
• Choose J ⊆
[t]
2 to be the set of ij such that (V i , V j ) is not η-regular for G. There are at most (
• Choose d G (x, y) for each xy ∈ E(V i ) and i ∈ [t]. There are at most r t( n 2 2t 2 ) = r n 2 2t ≤ r η 2 n 2 ways to do this.
• Choose d G (x, y) for each xy ∈ E(V i , V j ) where ij ∈ J. There are at most (r n 2 t 2 ) ηt 2 = r ηn 2 ways to do this.
2 \ J. For each ij ∈ I, (V i , V j ) is η-regular, so the colors for edges in E(V i , V j ) can be chosen as follows:
The number of ways to do this is at most (
(b) Assign colors from c R (ij) to the rest of the edges in E(V i , V j ). There are at most f R (i, j)
ways to do this.
Therefore, the total number of ways to choose d G (x, y) for xy ∈ E(V i , V j ) where ij ∈ I is at most
By assumption, W (R) < m(r)
) .
Combining the above yields that the number of G ∈ M r (n) with R ∈ Q η,d (G) is at most
The number of R ∈M r (t) with
We have shown that n > M implies (10) holds, so we are done.
Proof of Theorem 1.5. 
We now show
Theorem 4.13 and our assumptions on η imply that R ∈C
Combining these inclusions with (11) we have that
which completes our proof of Theorem 1.5.
Proof of Theorem 1.2
In this section we prove Theorem 1.2, which says that for all even integers r ≥ 4, almost all G in M r (n) are in C r (n). The outline of the proof of is as follows. Given ǫ > 0 and integers r, n ≥ 3, define
For all ǫ > 0, n ∈ N, and even integers r ≥ 4, we have that
We will show that when r is even, there are ǫ > 0 and β > 0 such that for large n, |A r (n, ǫ) ∪ A ′ r (n, ǫ)| ≤ 2 −βn |M r (n)|, from which Theorem 1.2 will follow. We do this in two lemmas, one for each of the sets A r and A ′ r defined above. The first lemma will apply to all r ≥ 3, while the second will apply only to even r ≥ 4.
Lemma 6.1. For all integers r ≥ 3 and all ǫ > 0 there is β > 0 and M such that n > M implies
Proof. Let r ≥ 3 be an integer and fix ǫ > 0. By Remark 1.9, it suffices to find β > 0 and M such that n > M implies
Choose T > 0 large enough so that 
Therefore, it suffices to prove that n > M implies that A r (n, ǫ) ⊆ M r (n) \ E r (n, ǫ 4.13 , η, d). Fix n > M and suppose for a contradiction that there is some
Rearranging this, we obtain that |Σ| ≥ (
Applying that P is an η-regular partition for G, that |∆(R, R ′ )| ≤ δt 2 , and that
where the last inequality is because η ≤ δ. By our assumptions on δ and because t ≥ 1 δ ≥ T , the right hand side of (13) is at least
where the last inequality is by assumption on η. Therefore, there is (
Proof. All logs are base 2. Set β = 1 2 (log m(r) 2 − log(m(r) 2 − 2)) and choose ǫ > 0 small enough so that
Given an integer k, set
and
By Corollary 1.6, there is n 0 such that n > n 0 implies
By (15) and definition of F ′ (n), there is n 1 such that n > n 1 implies
Apply Lemma 6.1 to ǫ to obtain M 6.1 and β 6.1 . Choose N > max{M 6.1 , n 0 , n 1 } large enough so β 6.1 (N − 2) 2 > 1. We show by induction that for all n ≥ N , (14) holds. We begin with the base cases n = N and n = N + 1. Combining (16) with the fact that for all n, A ′ r (n, ǫ) ⊆ M r (n) yields
Therefore (14) holds for n = N and n = N + 1. Suppose now n ≥ N + 2 and (14) holds for all m such that N ≤ m ≤ n − 1. We show it holds for n. We can construct any element G of A ′ r (n, ǫ) as follows.
• Choose a pair of elements xy ∈ • Put a structure on [n] \ {x, y}. There are |M r (n − 2)| ways to do this.
• For each l ∈ [m(r)− 2], choose N l (x) and N l (y). Since G is not in A r (n, ǫ), for each l ∈ [m(r)− 2], max{|N l (x)|, |N l (y)|} ≤ ǫn. Therefore, there are at most ( n ǫn 2 ǫn ) 2(m(r)−2) ≤ 2 2rn(H(ǫ)+ǫ) ways to do this.
• For each z ∈ [n]\({x, y}∪ m(r)−2 l=1 Combining all of this we obtain that |A ′ r (n, ǫ)| is at most
Because
, and our induction hypothesis implies |A ′ r (n−2, ǫ)| ≤ |C r (n−2)|2 N 2 −β(n−2) . Remark 1.9 implies |C r (n)| = m(r) 2n−3 |C r (n−2)|. Combining these facts with (18), we obtain that
By assumption on N , −β 6.1 (n − 2) 2 < −1, so we have that
Combining this with (19) yields that
In both cases we have
Proof of Theorem 1.2. Fix r ≥ 4 an even integer. Apply Lemma 6.2 to obtain ǫ 6.2 , β 6.2 and N 6.2 . Apply Lemma 6.1 to ǫ 6.2 to obtain β 6.1 and M 6.1 . Set ǫ = ǫ 6.2 and β = 1 2 β 6.2 . Let M ′ be large enough so that n > M ′ implies 2 −β 6.1
. Therefore, when n > M our assumptions imply
Rearranging yields that |C r (n)| ≥ |M r (n)|(1 − 2 −βn ), as desired.
Concluding remarks
• When r is odd, the error term in Corollary 1.6 cannot be strengthened from o(n 2 ) to o(1) (or even to O(n)), as in Corollary 1.3. This can be seen by constructing a large collection of elements of M r (n), which will show that |M r (n)| is at least m(r) ( n 2 )+Ω(n log m(r) (n)) . Fix n a sufficiently large integer. Define a matching to be a set S ⊆
[n] 2 such that no two elements of S have nonempty intersection. Given a matching S, define A(S) to be the set of simple complete r-graphs G such that for each xy ∈ S, d G (x, y) = m(r) − 1 and for each xy ∈ 
Combining this with Theorem 1.6, the best bounds we have obtained for |M r (n)| are
We conjecture that in fact, |M r (n)| = m(r) ( n 2 )+Θ(n log n) .
• It is impossible to extend Theorem 1.2 to the case when r is odd. Indeed, one can show that
The proof of this (see the appendix) in fact shows that there is a L r -sentence ψ such that for all n, C r (n) ⊆ {G ∈ M r (n) : G |= ¬ψ}, and
Suppose we knew that for some α > 0, |C r (n)| ≥ α|M r (n)| for all sufficiently large n. Then since for all G ∈ C r (n), G |= ¬ψ we would know that
Dividing both sides of this by |M r (n)| gives us that µ Mr (¬ψ) ≥ α, and therefore µ Mr (ψ) ≤ 1 − α. By dividing the quantities in (20) by |M r (n)|, we obtain that |C r (n)|/|M r (n)| ≤ µ Mr (ψ)r 65r 2 , and therefore α/r 65r 2 ≤ µ Mr (ψ). Combining these inequalities, we would have that
that is, µ Mr (ψ) / ∈ {0, 1}. Therefore, if we could show such an α existed, we would know that M r had no labeled first-order 0-1 law. However, we do not know that such an α exists. In fact it seems likely to the authors that instead, lim n→∞ |C r (n)|/|M r (n)| = 0. 
then (a, b, c) is a violating triple and we are done. So assume
Note that
is a violating triple and we are done. So assume b ′ ≤ r − x. Because x ≥ 1, this implies r / ∈ B. Further,
Suppose r / ∈ C. Then we must have that a ′ = r ∈ A. Therefore, 
8.1
Proof that when r is odd, C r (n) is not almost all of M r (n).
Fix r ≥ 3 an odd integer for the rest of this section. In this section we show that it is not the case that almost all elements of M r (n) are in C r (n) by constructing, for each integer n ≥ 4, a map f : C r (n) → M r (n) \ C r (n) which is at most r 65r 2 -to-1. This will imply that for all n ≥ 4,
We start with some preliminary definitions. Given an integer n and X, Y disjoint subsets of [n], set X < * Y if and only if
(ii) |X| = |Y | and min X < min Y .
Definition 8.1. Fix an integer n ≥ 3 and G ∈ M r (n).
, there is a sequence (z 1 , . . . , z k ) of distinct elements of X such that x = z 1 , y = z k , and for each
Note that there is a unique component decomposition of G, up to relabeling.
3. If X 1 , . . . , X l is the component decomposition of G and X 1 < * . . . < * X l , we say X 1 , . . . , X l is the canonically ordered component decomposition (c.o.c.d.) of G.
Otherwise it is small.
6. H is the simple complete r-graph with vertex set [4] 
, and for any integers n ≥ k ≥ 4, if G ∈ M r (n) contains a bad cycle, then G ∈ M r (n) \ C r (n). In particular, if G ∈ M r (n) and G contains a copy of H, then G / ∈ C r (n).
Proof. That H contains no violating triangles and is therefore in M r (4) can be checked easily. Suppose now n ≥ k ≥ 4, G ∈ M r (n), and (y 1 , . . . , y k ) is a bad cycle in G. Suppose for a contradiction that G ∈ C r (n). Then there is a partition
Note that for all xy ∈
[n] 2 , if x and y are in the same component of G, then they are in the same element of P.
Since H contains a bad cycle, it follows immediately that if G ∈ M r (n) contains a copy of H, then G / ∈ C r (n).
Suppose n is an integer and G ∈ M r (n). Given X ⊆ [n], let G[X] denote the simple complete r-graph with vertex set X such that for all xy ∈ E(X), 
Since in this case,
we are done. Assume now s > 8r. Let
Note that for each 1 ≤ j ≤ 4, Y j has size at most 2r − 1, so |Y | ≤ 4(2r − 1) < 8r. Since s > 8r, there is some , and for all G ′ ∈ f −1 (G) ∩ D 2 (n), there is 1 ≤ t ≤ 8 such that ∆(G t , G ′ ) ⊆ E.
Proof. Suppose G ∈ f (D 2 (n)) and X 1 , . . . , X l is the c.o.c.d. of G. Let t be such that M L(G) = X t . By definition of f , there is a unique index 1 ≤ w ≤ l such that G[X w ] consists of a copy of H. There is also be a unique (possibly empty) sequence 1 ≤ i 1 < . . . < i v < w with the following properties:
• For each 1 ≤ j ≤ v, X i j = {x i j } is a singleton, and
• For each 1 ≤ j ≤ v, for each y ∈ X w , d G (x i j , y) = r, and
• For all j / ∈ {i 1 , . . . , i v }, if X j = {x j } is a singleton, then for some y ∈ X w , d G (x, y) = m(r). 
By definition of D 2 (n) there are at most 3 large components of G ′ [Y s \ X w ]. Combining this with (25) and (26), we have that the large components of G ′ [Y s \ X w ] are contained in {X t , X t+1 , X t+2 } (where we let X i = ∅ if i > l). In sum, for any G ′ ∈ f −1 (G) ∩ D 2 (n), we have the following. Set E = E(X w ∪ v j=1 X i j ), and given S ⊆ {X t , X t+1 , X t+2 }, set
Then (iii) and (iv) show that for all G ′ ∈ f −1 (G) ∩ D 2 (n), there is S ⊆ {X t , X t+1 , X t+2 } such that M L(G ′ ) = X S . Moreover, given such a G ′ and S, by definition of f and (i)-(iv),
• ∆(G, G ′ ) ⊆ E ∪ E(X w , X S ) and
• For all xy ∈ E(X w , X S ), d G ′ (x, y) = d G (x, y) − 1.
Therefore, for all other G ′′ ∈ f −1 (G) ∩ D 2 (n) such that M L(G ′′ ) = X S , we have that for all xy ∈ E(X w , X S ),
We now define G 1 , . . . , G 8 . Let S 1 , . . . , S 8 enumerate the subsets of {X t , X t+1 , X t+2 }. . This completes the proof.
Lemma 8.7. Let n ≥ 4 be an integer. For all G ∈ f (D 3 (n) ), there is G 1 ∈ f −1 (G) ∩ D 3 (n) and E ⊆ There is also be a unique (possibly empty) sequence 1 ≤ i 1 < . . . < i v < w with the following properties:
• For all j / ∈ {i 1 , . . . , i v }, if X j = {x j } is a singleton, then for some y ∈ X w , d G (x, y) = m(r). X i j ) and E 2 = E(X w , X ∪ Z).
Then for all G ′ ∈ f −1 (G) ∩ D 3 (n), the definition of f and (i)-(iv) imply that ∆(G, G ′ ) ⊆ E 1 ∪ E 2 ∪ {z 1 z 2 , z 2 z 3 , . . . , z 1 z k } and for all xy ∈ E 2 , d G ′ (x, y) = d G (x, y) − 1. We now show that we can also recover the value of d G ′ (z j−1 , z j ) for each 2 ≤ j ≤ k − 1. For each 1 ≤ j ≤ k, let z Therefore,
Set E = E 1 ∪{z k−1 z k , z 1 z k } and take G 1 to be any element of f −1 (G)∩D 3 (n). By (ii), | v j=1 X i j | < 6r, so |X w ∪ v j=1 X i j | < 4 + 6r and |E| ≤ 4+6r 2 + 2. This completes the proof.
