I. Introduction G reen's functions are extensively used in the numerical simulation of surface acoustic wave (SAW) transduction problems. Usually in SAW problems, the Green's function relates the excitation at the origin in term of stresses and electrical charges to the response at another point of the surface in terms of mechanical displacements and electric potential [1] , [2] . For instance, the finiteelement method/boundary-element method (FEM/BEM) relies on a spatial-domain Green's function used to account for wave propagation in the substrate but also to describe the electrostatic response of the substrate. Such Green's functions can include the periodicity of the excitation, as in the case of the periodic FEM/BEM [3] [4] [5] [6] [7] [8] [9] , which describes the propagation of waves in an infinite periodic electrode grating. Because of the use of Floquet waves in the periodic case, it turns out that it is the spectral-domain Green's function that is needed. This is not the case of the so-called finite, two-dimensional (2-D) FEM/BEM, in which the full 1-D spatial Green's function is used [10] . Even though the finite FEM/BEM can describe accurately the response of a finite length SAW device, it cannot take into account the transverse dimension, and hence misses important phenomena such as diffraction and wave guid-ing effects, or more subtle transverse effects such as the generation of spurious surface waves in the region between electrodes and buses [11] . Many approximate models have been proposed to handle transverse and diffraction effects [12] [13] [14] [15] [16] [17] . However, a rigorous description should encompass all wave generation, propagation and detection phenomena together with electrostatic effects within the quasistatic approximation [18] , [19] . The spatial Green's function of the surface of a piezoelectric half-space is in this sense the most elementary yet complete description of 3-D effects.
The computation of the spatial Green's function of the surface of a piezoelectric half-space relies on the Fourier transform of the spectral Green's function. The spectral Green's function is obtained by assuming plane wave propagation with a given wavevector in the plane of the surface, and solving for the wavevector component along the axis entering the substrate. Hence, it inherently includes a complete 3-D description. In this work, we consider the computation of the full 2-D surface Green's function of a piezoelectric half-space. By 2-D we mean that the spatial variables are considered along the surface with the third dimension (orthogonal to the surface) implicitly included. We consider this problem as a necessary step toward the generalization of 2-D FEM/BEM algorithms to 3-D FEM/BEM algorithms. As remarked above, what is basically needed is to compute the 2-D Fourier transform of the spectral surface Green's function of the piezoelectric half-space. However, this is not straightforward as the most interesting features of the problem arise as singularities of the spectral Green's function. For instance, the surface acoustic waves themselves contribute as poles, and bulk acoustic waves contribute less singularly as discontinuities of the first derivative. Furthermore, the asymptotic behaviors at infinity and at the origin also must be treated with care. In particular, the 1/s singularity at the origin only appears in the electrostatic part of the problem.
In Section II, we recall how the spectral Green's function can be computed efficiently, and we discuss the form of the different singular contributions. In Section III, we isolate the case of poles (i.e., SAW contributions at infinity in the spatial domain) and show how the well-known 2-D spatial isotropic Green's function is generalized in the case of anisotropy. In Section IV, we briefly discuss the case of asymptotic contributions and give analytic expressions for them. In Section V, we propose an efficient algorithm to obtain the nonsingular part of the Fourier transform and gather up the different contributions that make up the 2-D spatial Green's function. 
II. Spectral Green's Function
The most usual form of the spectral Green's function, or spectral Green's dyadic, for a piezoelectric half-space is in the form of a linear relation between generalized displacements and stresses [20] . The generalized displacements include the mechanical displacements u 1 , u 2 , u 3 , and the electrical potential as u 4 = φ. The generalized stresses include the mechanical stresses applied to the surface T 21 , T 22 , T 23 , and the electrical displacement normal to the surface as T 24 = D 2 . Throughout this paper, we assume a time-harmonic dependence of the form exp(ıωt). The notations for axes are given in Fig. 1 . Solving the problem of plane wave propagation with given slownesses s 1 and s 3 along the surface, a linear relation between generalized displacements and stresses is found as:
where we use the tilde over a field (e.g.,ũ 1 ) to emphasize that the quantity is considered in the spectral domain rather than in the spatial domain. In this equation, G is a square matrix of functions of dimension 4, termed the spectral Green's function. Various practical methods for the computation of the spectral Green's function of a piezoelectric half-space have been given in the literature [1] , [2] , [21] , [22] . We assume in the following thatG can be obtained efficiently and with great precision. In this paper, we shall be concerned with obtaining the surface Green's function G in the spatial domain, i.e., the 2-D Fourier transform ofG. The spatial-domain Green's function of a piezoelectric half-space is here defined as the generalized displacements response to a time-harmonic generalized stress excitation located at the origin. From the spectral Green's function, the spatial Green's function at the point of the surface with polar coordinates (R, θ) is obtained as the 2-D Fourier transform: This formula follows from the plane wave expansion of the exciting delta function:
In the above equations, the wave vector k is linked to the slowness vector s by k = ωs. Furthermore, k 1 = k cos(ψ) and k 3 = k sin(ψ).
It is not possible to use directly a numerical algorithm like the fast Fourier transform (FFT) becauseG has singularities in the spectral plane. Consider the plots in Fig. 2 that display some representative components ofG in the particular case of a Y+128 cut lithium niobate half-space as cross sections along the crystallographic X axis. All cross sections exhibit two poles placed symmetrically with respect to the origin that are the signature of the SAW. We model this pole by a function of the form:
with k s (ψ) = ωs s (ψ) where s s (ψ) is the slowness of the SAW in the direction given by ψ obtained on a stress-free surface with open-circuited condition; k 0 is an arbitrarily chosen wave vector used only for normalization purposes; a s (ψ) amounts for the anisotropy of the electromechanical coupling of the SAW and has the same units as the considered spectral Green's function component. Note that, even though the SAW slowness satisfies the central symmetry property s(ψ) = s(ψ + π), such is not necessarily the case for a s (ψ); s(ψ) and a s (ψ) can be estimated using fit procedures [15] .
There is an additional pole at the origin only in the case ofG 44 , i.e., for the electrostatic part of the spectral Green's function only. This pole can be interpreted as arising from the singularity due to an infinite line charge on the surface and is modeled as:G
The symmetry relation a 0 (ψ + π) = a 0 (ψ) holds; a 0 (ψ) can be obtained as the limit of kG 44 /k 0 as k tends to zero. The asymptotic behavior at infinity for all Green's function components also is governed by a slow 1/k decrease that we model as:G
This form is chosen such as not to introduce a pole at the origin while still having the required 1/k asymptotic behavior at infinity. In the case ofG 44 , the value of a ∞ (ψ) includes a correction equal to −a 0 (ψ) because (5) introduces a spurious 1/k asymptotic behavior at infinity. The symmetry relation a ∞ (ψ + π) = a ∞ (ψ) holds; a ∞ (ψ) can be obtained as the limit of kG ij /k 0 as k tends to infinity. A discontinuity at the origin is seen to exist in the case ofG 14 . It will be seen later that it is not necessary to model explicitly this form of contribution. Discontinuities of the first derivative of the functions are seen to occur at definite slownesses. These slownesses correspond to bulk acoustic waves propagating in the sagittal plane with their Poynting vector oriented in the direction ψ, the so-called surface skimming bulk waves (SSBW). All these features need to be taken into account in the Fourier transform. Clearly, the surface wave contribution is the most important in the far field in which it is expected to be dominant. Bulk waves are classically expected to decrease faster with increasing distance from the origin of the excitation [1] . It is important to note that, although the discontinuities can be sharp, their dependence with the direction of propagation is always smooth. Fig. 3 displays the slowness curves for the pole created by the SAW and for the bulk acoustic waves within a Y+128 cut lithium niobate half-space. The essential features of these slowness curves is that they are very smooth and periodic. These properties will be exploited in the following derivations.
The surface Green's function will be computed by separating the different singular contributions and the regular part of the spectral Green's function. It takes the form:
where G s , G 0 , G ∞ , and G ns account for the SAW contribution, the electrostatic contribution, the asymptotic contribution at infinity, and the nonsingular contribution, respectively.
III. Surface Acoustic Wave Contribution
The SAW contribution to the spectral Green's function assumes the form of (4). The spatial contribution to the Green's function is then:
where we explicitly take the k-integral before the ψ-integral. The k-integral is singular, and before it can be evaluated by the residue theorem the poles must be displaced slightly from the real axis. Such a procedure is usual in textbooks dealing with Green's functions of the wave equation and can be derived from the principle of limiting absorption [23] . The rule is that the pole at +k s (ψ) must be displaced downward vertically in the complex plane, and the pole at −k s (ψ) must be displaced upward vertically. The integration contours in the complex k-plane are indicated in Fig. 4 . The result of the integration depends on the sign of R cos(ψ − θ). When R cos(ψ − θ) > 0, the integration contour includes the SAW pole and then by application of the residue theorem:
with:
This integral, which has the form of a Laplace transform, is rapidly converging for x = 0 although divergent at the origin. The function h(x) is easily evaluated numerically by standard algorithms and is plotted in Fig. 5 . For small x, h(x) ≈ − log(x)−C where C is the Euler constant, and h(x) ≈ 1/x 2 for large x. When R cos(ψ − θ) < 0, the integration contour does not include the pole and:
Gathering up the results, we obtain that the SAW contribution to the spatial surface Green's function is:
with φ = ψ − θ. This formula generalizes the scalar case as is easily seen by inserting k s (ψ) = k i and a s (ψ) = a i which, as outlined in the Appendix, results in
0 (k i R), i.e., that in this case the spatial Green's function is the Hankel function of zero-th order and second kind, as it should [24] . In other words, we have found an integral representation of the SAW contribution to the anisotropic spatial Green's function that generalizes naturally the well-known isotropic case. It is remarkable that the angular integral involves solely the SAW slowness curve, which stresses the intimate relationship between the slowness curve and the far field behavior of waves in anisotropic media. The first integral in (12) is an expansion over evanescent waves that has non-negligible values only in the near field, i.e., close to the origin. The second integral is an expansion over plane waves and is dominant in the far field. Only one-half of the slowness curve is involved in the superposition at the observation point. The involved plane waves can be viewed physically as the only outgoing plane waves emitted at the origin that encounter the observation point. Fig. 6 displays the SAW contribution to the spatial surface Green's function G 44 computed for a Y+128 lithium niobate half-space, for three different propagation directions. It can be seen that this function has an oscillatory behavior that resembles that of Bessel functions. In particular, the envelope of the oscillations decreases as 1/ √ R as R increases. The near field disappears rapidly within a few oscillations. It also is seen that the amplitude of the oscillations depends rather strongly on the propagation direction, indicating that the surface Green's function is rather strongly anisotropic. This last point can be emphasized by further observing that the oscillations on the surface concentrate along the wave surface. To see this, the stationary phase principle can be applied to the plane wave expansion in (12) that is dominant in the far field. The stationary points of the integral are given as a function of the observation direction θ by the angles φ that satisfy (d/dφ)(k s (φ+θ) cos φ) = 0. This last condition defines the power-flow angle from the slowness surface in anisotropic media.
The case of pseudo or leaky surface waves (LSAW) also is included in the result (12) . Indeed, in this case the displacement of the poles from the real axis depicted in Fig. 4 is now not a mathematical artifice but the consequence of the appearance of an imaginary part of the slowness s s (ψ) [1] , [25] [26] [27] . 
IV. Asymptotic Behavior Contribution
As explained in Section II, the asymptotic behavior at the origin of the spectral Green's function is of the form a 0 (ψ)k 0 /k. The asymptotic contribution to the spatial Green's function is then:
Because a 0 is a 2π-periodic function, we can insert its Fourier series representation:
in (13) to obtain:
where the following integral representation of Bessel functions of integer order was used:
Using the normalization of Bessel function:
where sgn(n) is the sign function that equals 1 if n ≥ 0 and −1 otherwise, we finally have:
This contribution is easily obtained numerically from the Fourier coefficients of a 0 . The 1/R behavior at the origin is typical of electrostatic surface problems and the summation accounts for anisotropy.
As explained in Section II, the asymptotic behavior at infinity of the spectral Green's function is of the form
. The asymptotic contribution to the spatial Green's function is then:
Again, since a ∞ is a 2π-periodic function, we can insert its Fourier series representation:
in (19) to obtain:
Using (17), we finally have:
The integral on the right-hand side of (22) can easily be evaluated by quadrature. Fig. 7 displays the imaginary part of the asymptotic contributions to the spatial surface Green's function G 44 for Y+128 lithium niobate half-space, again for three different propagation directions. Note that a 0 and a ∞ are both purely imaginary. It is seen that the asymptotic contributions are mostly localized in the near field and exhibit a 1/R dependence at the origin. The anisotropy is very weak in comparison with the SAW amplitude shown in Fig. 6 . 
V. Nonsingular Part Contribution
The singular contributions discussed above can be efficiently removed from the spectral Green's function by fitting to the models in (4)- (6) . The result of this procedure is depicted in Fig. 8 for the three propagation directions already used in plotting Figs. 6 and 7. It can be seen that there remains mostly smooth variations, except at the slownesses of the SSBW in which the derivative can be discontinuous, although the function remains continuous. Only in the direction θ = π/2 can a LSAW contribution be seen to remain. This contribution is due to a weak longitudinally polarized LSAW. However, due to its losses, it does not vary too abruptly and the nonsingular spectral Green's function can be sampled at a moderate rate along the slowness axis.
The contribution of the nonsingular part of the spectral Green's function is:
This integral is, of course, nonsingular, but it remains to be evaluated efficiently. A possibility would be to switch back to Cartesian coordinates and take a 2-D FFT of the spectral Green's function. The practical application of this procedure is limited by the sampling requirement along the k-axis. Indeed,G ns (k, ψ) is a relatively fast varying function of k but slowly varying function of ψ. Using Cartesian coordinates means that the sampling along both axes k 1 and k 3 must be as fine as it would be along the radial k axis. Instead, we prefer to use a 1-D FFT along k and a simple quadrature formula along ψ. More precisely we transform (23) to: where we extend the domain of definition of the Green's function to negative k-value by the definitioñ G ns (ψ, −k) =G ns (ψ + π, k). Noting the Fourier variable ξ = R cos(ψ − θ), we obtain:
whereĜ ns (ξ, ψ) is the 1-D Fourier transform of |k|G ns (k, ψ) along the k axis. This 1-D Fourier transform is evaluated by FFT for every angle ψ, and the result then is fed back into (24) to evaluate the angular integral. It also can be remarked that discontinuities at the origin as displayed byG 14 in Fig. 2 are naturally removed by multiplication with |k|. Fig. 9 displays the nonsingular contribution to the spatial surface Green's function G 44 for Y+128 lithium niobate half-space, again for three different propagation directions. It is mainly concentrated in the near field, with only the longitudinal LSAW giving rise to a pronounced oscillatory behavior for the propagation direction θ = π/2. Practically, 16,384 uniformly distributed samples were used along the k-axis for the FFT, and the integration was car- ried out from −0.02 to 0.02 s/m in slowness units. The angular integral in (25) was evaluated with one sample per degree and using the trapezoid rule as the quadrature formula. It can be noted that the 1-D FFT can be computed first and stored for each required value of ψ, then be used to obtain the value of G ns (R, θ) for any observation point in an efficient manner. Fig. 10 displays the imaginary part of the full surface Green's function of a half-space of Y+128 lithium niobate, i.e., the superposition of the contributions displayed in Figs. 6, 7, and 9.
VI. Conclusions
We have discussed the computation of the 2-D harmonic spatial-domain Green's function at the surface of a piezoelectric half-space. The surface Green's function has been expressed in polar coordinates that are the natural coordinates for a point-source problem. Starting from the known form of the Green's function expressed in the spectral do- main, the various singular contributions are isolated and treated separately. It has been demonstrated that the SAW contributions give rise to an anisotropic generalization of the Hankel function H (2) 0 , the spatial Green's function for the scalar 2-D wave equation. The SAW contributions are dominant in the far field. The asymptotic behavior at infinity and at the origin (for the electrostatic contribution) also have been explicitly treated and shown to affect only the near field. The remaining nonsingular part of the spectral Green's function has been obtained numerically by a combination of FFT along the slowness axis and quadrature over the propagation direction. Illustrations have been given in the case of a Y+128 lithium niobate half-space for the G 44 Green's function that gives the electrical potential response of the surface to a point charge excitation. The same procedures are straightforwardly extended to purely mechanical or mixed electric-mechanical excitation problems. In addition to its application to the 3-D simulation of SAW devices, we believe that the surface Green's function we have obtained will be useful in the description of SAW in phononic band gap materials [28] [29] [30] .
Appendix A
In this appendix, it is shown that the SAW contribution to the spatial Green's function, (12) , reduces to g s (R, θ) = −ı(k 
where use has been made of identity 3.111 in [31] . In addition, we have: 
and the definition of the Hankel function of second kind and zero-th order, H
0 (x) = J 0 (x) − ıN 0 (x), we finally obtain:
