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We sketch the basic ideas of the lattice regularization in Quantum Field Theory, the
corresponding Monte Carlo simulations, and applications to Quantum Chromodynamics
(QCD). This approach enables the numerical measurement of observables at the non-
perturbative level. We comment on selected results, with a focus on hadron masses
and the link to Chiral Perturbation Theory. At last we address two outstanding issues:
topological freezing and the sign problem.
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1. Introduction
Since the 1970s, QCD is generally accepted as the fundamental theory that under-
lies nuclear physics. It is formulated in terms of quark and gluon fields, but what our
detectors actually observe are hadrons. In contrast to quarks and gluons, hadrons
are composite particles, color singlets with an extremely complicated internal struc-
ture. One distinguishes baryons (which contain three valence quarks) and mesons
(with a valence quark–anti-quark pair).
Of course, hadrons do not just consist of these valence quarks, although some
quantum numbers are obtained correctly if we sum up the valence quark contribu-
tions. If we consider the mass, however, we see that this simplification fails: in par-
ticular the lightest quark flavors, u and d, have masses in the range of ≈ 2 . . . 6MeV,
which are provided by the Higgs mechanism. Hence the valence quark content of
a nucleon (p ∼ (uud), n ∼ (udd)) contributes only O(1)% to the nucleon mass,
Mp,n ≈ 939MeV.
a
We conclude that most of the masses of the macroscopic objects around us do
not emerge from the Higgs mechanism. The dominant contribution is encoded in
aEven more extreme is the case of a glueball, which does not contain any valence quarks.
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a dense tangle of gluons, along with virtual quark–anti-quark pairs (sea quarks).
The situation is similar for other (light) hadrons. Deriving their masses from first
principles of QCD has been a major challenge since the 1970s. Perturbation theory
is inappropriate for this purpose, since the strong coupling “constant” is large at low
energy (Section 3 specifies the reference scale). A non-perturbative derivation, and
therefore a stringent test of QCD at low energy, has been a primary goal of lattice
QCD from its beginning. The basic concepts of this approach were elaborated in
the 1970s and 1980s, and a breakthrough in its applications has been achieved in
recent years.
Section 2 summarizes the ideas of the lattice regularization in Quantum Field
Theory, and of the corresponding Monte Carlo simulations — for further details we
refer to text books.1 In Section 3 we comment on results for hadron masses, and
the relation between lattice QCD and Chiral Perturbation Theory. Section 4 adds
concluding remarks, and two appendices refer to selected outstanding issues.
2. The lattice regularization of Euclidean Quantum Field Theory
Our framework is the functional integral formulation of Quantum Field Theory in
Euclidean space (in natural units, ~ = c = 1). This formulation provides a link to
Statistical Mechanics, from where we adopt terms like the partition function
Z = 〈0|0〉 =
∫
DΦ e−S[Φ] , (1)
where Φ(x) represents some field, S is the Euclidean action (a functional of the
field configuration [Φ]), and DΦ is the functional measure for the integration over
all configurations. Most relevant observables take the form of n-point functions, i.e.
expectation values of the formb
〈0|T Φˆ(x1) . . . Φˆ(xn)|0〉 =
1
Z
∫
DΦ Φ(x1) . . .Φ(xn) e
−S[Φ] . (2)
The left-hand-side refers to the canonical formalism (with an operator-valued field
Φˆ and the time ordering operator T ), while the right-hand-side expresses the same
quantity in the functional integral form, in analogy to thermal expectation values in
Statistical Mechanics, and xk = (~xk, tk). We adopt the interpretation as a statistical
system and interpret
p[Φ] =
1
Z
e−S[Φ] (3)
as the probability of the configuration [Φ].c
bVariants of this form appear in QCD: e.g. for static mesons, the roˆle of Φ(xk) is taken by two
factors of the form
∑
~xk
ψ¯2(~xk, tk) Γψ1(~xk, tk), in the slices at times tk , k = 1, 2, where ψ1, ψ2
are quark fields for two flavors, and Γ is an element of the Clifford algebra, cf. Subsection 3.1.
cAt this point, we assume S to be real positive for any configuration. In fact, this holds in many
situations of interest. If this is not the case, we face a serious problem, known as the “sign problem”;
this an outstanding issue, to be addressed in Appendix B.
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2.1. Lattice regularization
Calculations in Quantum Field Theory require an UV regularization, which pre-
serves the symmetries, or allows them to be restored in the final UV limit. The lat-
tice regularization is a simple but powerful scheme: it reduces the Euclidean space
(or space-time) to discrete sites x, which carry the matter field variables (gauge
fields are defined on the links, see Subsection 2.4). The most popular structure is a
simple hyper-cubic lattice, with a spacing that we denote as a, which means (in d
dimensions) x/a ∈ Zd. One often uses lattice units by setting a = 1.
On the regularized level, Poincare´ symmetry is reduced to a discrete form, but
the restoration of this global symmetry in the continuum limit is conceptually on
safe ground.d A continuum matter field Φ(x) is reduced to Φx, so it is only defined
on the lattice sites x. Thus the momenta are confined to the (first) Brillouin zone,
p ∈ (−π/a, π/a]d, i.e. we impose an UV cutoff π/a on each component |pµ|. The
(initially mysterious) functional integral simplifies to the well-defined form∫
DΦ →
∫ ∏
x
dΦx , (4)
where the integrals run over all (allowed) field values at each lattice site x. Now the
functional measure has an explicit meaning, but typically the number of integrals
is far too large to be computed directly. Instead it can be handled by importance
sampling, to be described next.
2.2. Lattice simulations
The idea of Monte Carlo simulations of a lattice regularized Quantum Field Theory
is to generate a large set of lattice configurations [Φ], which are random distributed
according to the probability given in eq. (3), p[Φ] ∝ exp(−S[Φ]). If this is achieved,
these “golden configurations” specify values of the observables of interest (such as an
n-point function); averaging over these values constitutes a numerical measurement.
As in experiments, the result is correct up to statistical and systematic errors:
• Statistical errors: the set of “golden” (i.e. useful) configurations generated
in a simulation is necessarily finite, but the total set (which should actu-
ally be integrated over) is usually infinite.e One has to invest an amount
of CPU time, which is sufficient for generating and analyzing a number
of configurations that leads to small statistical errors, such that the result
is conclusive. We add that one can often perform multiple measurements
dAdditional terms may enter the regularized system, but they are irrelevant in the sense of the
Renormalization Group, so they vanish in the continuum limit. What matters most is that local
symmetries are conserved on the lattice, i.e. gauge invariance holds, see Subsection 2.4.
eAn exception is e.g. the Ising model, with field values σx ∈ {1,−1}, in some lattice volume V .
However, the total number of configurations, 2V , tends to be huge: for instance, on a simple 323
lattice it amounts to ≈ 109864 , which can hardly be summed over. Even here one would resort to
importance sampling, which provides quite precise results based on relatively few configurations.
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in one configuration, e.g. of the correlation function (or 2-point function)
〈ΦxΦy〉 over a fixed distance |x− y|, so even a modest number of configu-
rations may provide considerable statistics.
• Systematic errors: Simulations must be carried out at finite lattice spacing,
a > 0, in a finite volume V < ∞, but in Quantum Field Theory we are
generally interested in the continuum limit a → 0 (UV limit) and the
infinite volume limit V →∞ (IR limit).f
The natural scale of the system, which decides what we consider as “large”
or “small”, and how far we are from these limits, is set by the correlation
length ξ. It characterizes the exponential decay of the connected correlation
function 〈ΦxΦy〉c = 〈ΦxΦy〉 − 〈Φx〉〈Φy〉, over a long distance |x− y| ≫ a,
〈ΦxΦy〉c ∝
{
exp(−|x− y|/ξ) V =∞
cosh([ |x− y| − La/2]/ξ) V = (aL)d.
(5)
In case of a finite volume V , we assume periodic boundary conditions (for
bosonic fields), i.e. a torus, such that discrete translation invariance holds.
We require a ≪ ξ ≪ L, and the final limits ξ/a, L/ξ → ∞ lead to a
critical point, with a phase transition of second (or higher) order. So we
are dealing with critical phenomena, as Kenneth Wilson — the leading
pioneer of lattice field theory — and others pointed out.2
One extrapolates to these limits based on simulation results at various a and
V , and theoretical knowledge about the form of the leading artifacts. Finite
size effects are often exponentially suppressed in L/ξ. The dominant source
of systematic errors tends to be the lattice artifacts, e.g. in purely bosonic
theories they set in atO((a/ξ)2). The uncertainty in these extrapolations —
and sometimes further ones, cf. Section 3 — can be estimated by established
methods, see e.g. Ref. 3.
As a great virtue, the lattice approach is fully non-perturbative. At no point
the action is split into a free and an interaction part, as it is done in perturbation
theory, which relies on an expansion of the form
exp(−S) = exp(−(Sfree + Sint)) ≈ exp(−Sfree) [1− Sint + S
2
int/2 . . . ] .
In contrast, here the entire action S is left in the exponent, where it belongs.
It fixes the probabilities of the configurations, cf. eq. (3), so one works directly
at finite interaction strength. This allows us to capture even settings of strong
coupling, like QCD at low energy: this case is relevant e.g. for the nucleon masses,
and generally for hadron physics under ordinary conditions, where perturbation
theory is inapplicable (Sint is too large to be treated as an expansion quantity).
fExceptions occur in solid state physics (a could be a physical spacing in a crystal), or in the
ǫ-regime of QCD (where one studies light mesons in a small physical volume, cf. Subsection 3.3).
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2.3. Monte Carlo methods
The Monte Carlo algorithms, which are used in this context, generate a long se-
quence of configurations,
[Φ]→ [Φ′]→ [Φ′′]→ [Φ′′′] . . . . (6)
Each new configuration is generated based on the previous one, without considering
the earlier history; this is a Markov chain.
As a first example, we describe the simple but robust Metropolis algorithmg : an
update step starts with some suggestion for a new configuration, which is often a
small random modification of the previous one, where only the field variable in one
site or link changes. The decision whether or not this suggestion is accepted has to
obey the condition of Detailed Balance,
p[Φ1 → Φ2]
p[Φ2 → Φ1]
=
p[Φ2]
p[Φ1]
= e−∆S[Φ1,Φ2] , ∆S[Φ1,Φ2] = S[Φ2]− S[Φ1] , (7)
where p[Φi → Φj] is the acceptance probability of a transition from configuration
[Φi] to [Φj ]. Moreover, an algorithm has to be ergodic: starting from any configu-
ration, any other (allowed) configuration must be accessible within a finite number
of update steps (the probability for attaining it must be non-zero).
If the algorithm respects these conditions, and we perform a large number of
update steps (from any initial configuration), then we will obtain configurations
with the required probability distribution (3). They should be independent of each
other, so the configurations to be used in the numerical measurements — we called
them “golden configurations” — have to be separated by a significant number of
update steps; we have to suppress their auto-correlation.
The Metropolis algorithm implements Detailed Balance with the prescription
pMetropolis[Φ1 → Φ2] =
{
1 if ∆S[Φ1,Φ2] ≤ 0
exp(−∆S[Φ1,Φ2]) otherwise.
(8)
This algorithm is simple to implement and widely applicable, though there are often
more efficient alternatives.
For instance the heatbath algorithm considers a small part of the configuration,
say Φx, computes the probability for its possible values in the background of the
fixed rest of the configuration (the “heatbath”), and selects Φ′x randomly with this
probability. Here the previous value Φx doesn’t matter, and no accept/reject step
is necessary. The implementation is more difficult than the Metropolis algorithm,
it is only feasible in certain models, but if it works it is superior. In particular,
the heatbath algorithm is standard in simulations of pure gauge theories (without
matter fields).
Molecular Dynamics prepares a new configuration based on the Hamiltonian
equations of motion, such that it is — in principle — automatically accepted, due to
gIts application to the anharmonic oscillator is described very pedagogically in Ref. 4.
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Liouville’s Theorem. In practice this in not exact, since one follows the Hamiltonian
trajectory in discrete jumps. Therefore a Metropolis accept/reject step is added
nevertheless, but one obtains a high acceptance rate.
Cluster algorithms5 construct — in a stochastic manner — “clusters” of field
variables to be updated collectively, again without needing an accept/reject decision
(the corresponding probabilities are anticipated in the cluster formation). This can
be highly efficient, since one proceeds in the space of all configurations “in large
leaps”, rapidly suppressing auto-correlations. Moreover, cluster algorithms often
enable the use of an Improved Estimator, which allows for the statistical inclusion of
numerous configurations, without actually generating them. It is extremely powerful
when applied to certain spin models,5 and fermionic models,6 but no efficient cluster
algorithm is known for gauge theories — unfortunately.
The standard algorithm for QCD with (dynamical) quarks is called Hybrid
Monte Carlo (HMC).7 It extends the action by a momentum field, with a Gaussian
probability distribution. Then one applies Molecular Dynamics to follow the Hamil-
tonian trajectory (Langevin algorithm8). The field and momentum are updated in
small alternating steps, structured according to the Leap frog method (or something
similar) to closely follow the Hamiltonian trajectory over some length; deviations
are corrected at the end by a Metropolis step. Now the momentum field is refreshed
with a new random Gaussian, and the next trajectory begins. The application to
QCD requires — in addition to the gauge field — an auxiliary “pseudo-fermion
field” to avoid the computation of the fermion determinant, see Subsection 2.5.
A priori, we do not know what would be a particularly suitable configuration
to start a simulation, so we start anywhere: a cold start begins with a hand-made
trivial configuration, it could be uniform. The opposite is a hot start from a “wild”
or “rough” random configuration, e.g. in case of the Ising model on chooses σx = ±1
with equal probability at each site x. Such wildly fluctuating configurations have a
high Euclidean action (in spin models one would call it “energy”), and the algorithm
will easily find ways to decrease it. Thus the action drops rapidly, until it reaches
an equilibrium, as illustrated in Fig. 1 (left) for some model with minimal action
S[Φclassical] = 0.
At this point, the configurations are quite smooth. The Boltzmann factor
exp(−S) favors a further decrease of S, but this requires specific, even smoother
configurations. There are more random update suggestions which would increase S,
but these are less likely to be accepted, due to detailed balance (7). The equilibrium
between a Boltzmann effect (pulling S down) and an entropy effect (pushing S up)
causes fluctuations around a stable mean value. This regime is independent of the
initial configuration (for a cold start it is attained from below), and here the numer-
ical measurement can be performed. The first part of the Monte Carlo history, the
thermalization, is discarded — it is just needed for first taking the Markov chain
to the right regime, the thermal equilibrium.
Now one still has to assure that the thermal equilibrium configurations that
August 27, 2018 13:24 WSPC/INSTRUCTION FILE hadphysIJME
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Fig. 1. On the left: examples for Monte Carlo histories, i.e. the evolution of the Euclidean action
S depending on the number of update steps in units of “sweeps” (one update for each site of the
lattice volume). We show the beginning of three histories, with two “hot starts” and one “cold
start”, which soon fluctuate around the same stable plateau (at 〈S〉 ≈ 33). On the right: possible
results for a connected correlation function, 〈Xs+tX
†
s 〉c (in d > 1, Xs could be a sum over a time
slice, Xs =
∑
~xX~x,s, which corresponds to momentum ~p =
~0, cf. footnote b), and a fit to the
expected cosh-function of eq. (5), for periodic boundary conditions over the extent Lt in Euclidean
time. The physical interpretation of Lt is an inverse temperature, see Appendix B.
one uses are (essentially) independent of each other. To this end, i.e. in order to
avoid auto-correlation effects, the measurements have to be separated by a sufficient
number of update steps.h In the example illustrated in Fig. 1 (left), one should
first wait for a few thousand Monte Carlo sweeps for the thermalization. If we
subsequently measure the expectation value of the action itself, 〈S〉, the separation
should be a few hundred sweeps — for subtle observables it has to be longer, cf.
footnote h.
Once we have generated a sizable set of “golden configurations” (well ther-
malized and decorrelated), we perform the numerical measurement. Fig. 1 (right)
shows, as an example, possible results for the connected correlation function of
some quantity X (a product of fields, often denoted as an “operator”) over differ-
ent separations t in Euclidean time. A fit to the expected cosh function, cf. eq. (5),
yields a result for the correlation length, which represents the inverse first energy
gap, ξ = 1/(E1 − E0). In quantum field theory, this first excitation energy above
the vacuum is the mass of the (lightest) particle which corresponds to the quantity
X .
hThe absence of significant auto-correlation can be verified statistically.3 The required separation
depends on the algorithm, and also on the observable under investigation (as a functional of the
configuration).
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2.4. Lattice gauge theory
Let us consider a free, complex scalar field, Φx ∈ C, with the lattice action
S[Φ] =
ad−2
2
∑
x,y
Φ∗xMxyΦy ,
Mxy =
d∑
µ=1
(−δx+aµˆ,y − δx−aµˆ,y + 2δx,y) + (ma)
2δx,y , (9)
where µˆ is the unit vector in µ-direction. This is the most obvious lattice discretiza-
tion of the continuum action S[Φ] =
∫
ddxΦ(x)∗ [−∂2 +m2] Φ(x).
We now follow the procedure, which is standard in the continuum, but we do
so on the lattice. We promote the global U(1) symmetry Φx → e
igϕΦx to a local
symmetry, ϕ → ϕx. To this end, we replace the δ-links in M , δx±aµˆ,y, by link
variables in U(1), which transform such that gauge symmetry holds. To be explicit,
we substitute in eq. (9)
Φ∗xΦx+aµˆ −→ Φ
∗
xUx,µΦx+aµˆ , Φ
∗
xΦx−aµˆ −→ Φ
∗
xU
∗
x−aµˆ,µΦx−aµˆ , Ux,µ ∈ U(1) ,
as illustrated in Fig. 2 (left), such that a gauge transformation
Φx → e
igϕxΦx , Ux,µ → e
igϕxUx,µe
−igϕx+aµˆ (10)
leaves the lattice action invariant. So we have implemented a discrete covariant
derivative, which endows gauge invariance at the regularized level. Generically, such
a compact link variable is an element of the gauge group (not of its algebra!), e.g.
Ux,µ ∈ SU(Nc); then the link from x in −µ-direction takes the form U
†
x−aµˆ,µ.
x
Ux,μ
Ux,μ
x+aµ
-1
x+aν
x
x+
aµ
+a
ν
x+aµ
µν - plane
a
Fig. 2. On the left: an compact link variable Ux,µ ∈ {gauge group}, as part of the lattice gauge
field. On the right: illustration of a plaquette variable, as given in eq. (11).
To construct the lattice gauge action, we first build the plaquette variable i
Ux,µν := U
−1
x,νU
−1
x+aν,µUx+aµ,νUx,µ ∈ { gauge group } , (11)
iMost literature writes the link factors in inverse order, which leads to the same lattice gauge
action, but we consider the order given here more obvious.
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which represents a minimal lattice Wilson loop in the µν-plane, as shown in Fig. 2
(right). Therefore Ux,µν is gauge invariant as well, and a suitable ingredient for the
lattice gauge action (Wilson’s standard formulation)
Sgauge[U ] =
2Nc
g2
∑
x, µ<ν
(
1−
1
2Nc
Tr[Ux,µν + U
†
x,µν]
)
=
2Nc
g2
∑
x, µ<ν
(
1−
1
Nc
ReTrUx,µν
)
, for Ux,µ, Ux,µν ∈ SU(Nc). (12)
In contrast to continuum gauge theory, no gauge fixing is needed, thanks to the use
of compact link variables. This is a great relief, since it avoids nightmares related to
Faddeev-Popov ghost fields. Moreover, compact link variables simplify the update
procedure in the Monte Carlo simulation.j
In order to confirm that the continuum limit takes the expected form, we in-
troduce non-compact link variables Ax,µ (in the algebra), and the corresponding
continuum field Aµ(x). For instance in the simple case of 4d U(1) gauge theory we
obtain
Ux,µ = exp
(
− ig
∫ x+aµˆ
x
dsAµ(s)
)
= e−igaAx,µ , Ux,µν = e
−ia2gFx,µν ,
Fx,µν =
(Ax+aµˆ,ν −Ax,ν)− (Ax+aνˆ,µ −Ax,µ)
a
= Fµν(x) +O(a) ,
Sgauge[U ] =
1
g2
∑
x, µ<ν
(1− ReUx,µν) =
1
4
∫
d4xFµν(x)Fµν (x) +O(a
2) . (13)
2.5. Fermion fields
We treat Ψ(x) and Ψ¯(x) as independent fermion fields, and assume an action of
bilinear form,k with the partition function
Z =
∫
DΨ¯DΨ exp(−Ψ¯MΨ) =
∫ ∏
k
dψ¯k dψk exp
(
−
∑
ij
ψ¯iMijψj
)
. (14)
The components, given by the indices i, j, k, run over everything, i.e. over all lattice
sites, and on each site over the internal degrees of freedom, such as the spinor index
and possible indices for Nf flavors and Nc colors.
For each spinor, the fermion matrix M contains a discrete, Euclidean Dirac
operator D. In contrast to the scalar field action in Subsection 2.4, its formulation
is not straightforward, not even for free fermions. The na¨ıve discretization of the
jWhile gauge fixing is not a priori necessary on the lattice (in contrast to the continuum), it is
sometimes done nevertheless, for practical reasons, like the suppression of statistical noise and the
measurement of specific quantities, in particular quark and gluon propagators.
kThis form captures virtually all models of interest. Even models with a 4-Fermi term, (Ψ¯Ψ)2,
such as the 2d Gross–Neveu model and the 4d Nambu–Jona-Lasinio model, can be written in this
form by means of an auxiliary scalar field.
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linear derivative, ∂µΨ(x)→
1
2a (Ψx+aµˆ−Ψx−aµˆ), fails. It is plagued by the notorious
fermion doubling problem: its free propagator in momentum space,
D˜na¨ıve(p)
−1 =
[
iγµ
1
a
sin(apµ) +m
]−1
=
−iγµ
1
a sin(apµ) +m
1
a2
∑
µ sin
2(apµ) +m2
, (15)
has — in the chiral limit m→ 0 — 2d poles, instead of one (in the Brillouin zone).
A number of valid formulations are known, such as theWilson fermion:9 Dna¨ıve
is supplemented by a discrete Laplacian, which moves the masses of the doublers
to the cutoff scale,
DWilson =
1
2
d∑
µ=1
[
γµ(∇µ +∇
∗
µ)− a∇
∗
µ∇µ
]
+m ,
free fermion : ∇µψx = (ψx+aµˆ − ψx)/a , ∇
∗
µψx = (ψx − ψx−aµˆ)/a , (16)
where∇µ (∇
∗
µ) is a forward (backward) lattice derivative. Unfortunately the Wilson
term explicitly breaks the chiral symmetry of massless fermions, {DWilson, γ5} 6= 0,
which entails problems like an additive mass renormalization (see below).
The other standard formulation is known as staggered fermions:10 a transfor-
mation replaces the γ-matrices by x-dependent sign factors. In d = 4 this reduces
the number of doublers by a factor of 4 (the number of spinor components), and the
remaining 16/4 = 4 species are used as a kind of degenerate flavors (“tastes”). Here
a U(1) subgroup of the chiral symmetry persists. However, Nf = 4 light quark fla-
vors is not what we need in QCD. Formally this formulations can be generalized to
one (and therefore to any) number of flavors by taking the forth root of the fermion
determinant (see below), but locality is questionable for such “rooted staggered
fermions”.l
Since the end of the 20th century we also have formulations which preserve
the full chiral flavor symmetry, SU(Nf ) ⊗ SU(Nf ), cf. Subsection 3.3, in a lattice
modified form, which turns into the standard form in the continuum limit.11m The
condition for this property is the Ginsparg-Wilson Relation,13 which reads (in its
simplest form)
{D, γ5} = aDγ5D . (17)
Various types of solutions are known, such as Domain Wall Fermions,14 (classi-
cally) perfect fermions15 and overlap fermions,16 but they are all rather tedious to
simulate. For reviews we refer to Refs. 17.
lThe continuum limit is conceptually safe (i.e. the formulation is guaranteed to be in the right
universality class) if the couplings decay at least exponentially in the distance |x− y| between Ψ¯x
and Ψy . This is the meaning of “locality” in (most of) the lattice literature.
mHere we refer to “vector theories”, like QCD, where the left-handed and right-handed fermions
have the same gauge couplings. They differ in “chiral gauge theories”, like the electroweak sec-
tor of the Standard Model, where a non-perturbative regularization is even more difficult; for
achievements in that respect, see e.g. Ref. 12.
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In the presence of a gauge field Ux,µ, all these formulations of the lattice Dirac
operator contain covariant lattice derivatives,
∇µψx =
1
a
(Ux,µψx+aµˆ − ψx) , ∇
∗
µψx =
1
a
(ψx − U
−1
x−aµˆ,µψx−aµˆ) , (18)
hence also the fermion action is gauge invariant at the regularized level. Regarding
the Wilson term, −a2∇
∗
µ∇µ, the link couplings are suppressed, whereas the on-site
term ∝ ψ¯xψx remains invariant, which leads to the aforementioned additive mass
renormalization (along with further nuisance, like O(a) scaling artifacts). Hence a
negative bare mass m has to be tuned in order to get close to chirality; in QCD
this means attaining light pions. This tuning — to search for criticality — is not
needed in the cases of staggered fermions or Ginsparg-Wilson fermions, thanks to
the (remnant) chiral symmetry on the lattice.
In the canonical formalism of Quantum Field Theory, Pauli’s principle — as part
of the Spin-Statistics Theorem— is implemented by the anti-commutation behavior
of the fermionic creation and annihilation operators. They do not occur in the
functional integral formulation, so one implements the fermionic anti-commutativity
by the type of fields: the components ψ¯i, ψj are given by Grassmann variables, i.e.
elements η1, η2, η3 . . . of a Grassmann algebra, with the rules
{ηi, ηj} = 0 ,
∂
∂ηi
ηj = δij =
∫
dηi ηj , (19)
where the integral in the last term does not have any bounds. It is defined such
that it obeys translation invariance (see e.g. Ref. 18).
Application of these rules leads to the celebrated formulae∫
DΨ¯DΨ exp(−Ψ¯MΨ) = detM , 〈ψ¯i ψj〉 = −(M
−1)ij , (20)
where detM is the fermion determinant. In light of these results, we see that
computers do not need to handle Grassmann variables, they “just” deal with the
(complex) fermion matrix M . However, in typical QCD simulations Ψ¯, Ψ have
millions of components, hence capturing detM and M−1 is a formidable task, the
bottleneck in lattice QCD simulations.
In 4d lattice gauge theories, a (frequent) computation of detM is hardly feasible.
The HMC algorithm7 circumvents this problem as follows: first we note that all
usual lattice Dirac operators D are γ5-Hermitian,
D† = γ5Dγ5 ⇒ H := γ5D = H
† . (21)
For two degenerate flavors, the fermion determinant is expressed by introducing an
auxiliary multi-scalar field Φ ∈ CN , which is denoted as a “pseudo-fermion field”,
detD[U ]2 = detH [U ]2 =
∫
DΦ†DΦ e−G
†[U,Φ] ·G[U,Φ] , G[U,Φ] := H [U ]−1Φ . (22)
Updating the pseudo-fermion field is not necessary thanks to the Gaussian structure
in G; this random distribution can be generated directly, as it is also done for the
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momentum field in the HMC algorithm; both are refreshed before beginning a new
Molecular Dynamics trajectory. (There are quite efficient methods to iteratively
invert a huge but sparse, positively definite matrix, like D†D = H2.)
Once the fermion fields are integrated out, the configuration is given in terms
of the gauge link variables, [U ]. If we update just one link, the change of the gauge
action, ∆Sgauge in a notation analogous to eq. (7), can be computed locally, since it
only affects 2(d−1) plaquette variables. In the presence of fermions, however, detM
alters S in a complicated manner. Now numerous degrees of freedom are coupled,
and the HMC algorithm is appropriate, since it modifies the entire configuration
at once. Still, the inclusion of quarks makes the generation of QCD configurations
much more tedious: the computational effort increases by (about two) orders of
magnitude.
3. Lattice QCD and the hadron spectrum
3.1. Set-up
As discussed in Section 2, a lattice QCD configuration [U ] is given by a set of link
variables Ux,µ ∈ SU(3), which connect nearest neighbor lattice sites. The gauge
action (12) is obtained by summing over the plaquette variables Ux,µν , given in eq.
(11). Integrating out the quark fields Ψ¯, Ψ gives rise to the fermion determinant of
eq. (20). Thus the partition function takes the form
Z =
∫
DU detM [U ] exp(−Sgauge[U ]) , (23)
i.e. the statistical weight is composed of the fermion determinant and the Boltz-
mann factor of the gauge action, both depending on the gauge configuration.
In lattice QCD, the prefactor of eq. (12) is usually denoted as β = 6/g2 (as
in Statistical Mechanics). If it increases, the “golden” gauge configurations (ther-
malized and decorrelated) become smoother, and the physical lattice spacing a
decreases; β →∞ corresponds to the continuum limit a→ 0. At fixed β one selects
a phenomenologically known, dimensional quantity, which is rather easy to measure
numerically, and identifies a in this way,19 usually in the range a ≃ 0.05 . . .0.1 fm.
One would like a to be small, to suppress the lattice artifacts, but on the other
hand the physical size La should be kept large enough (with the affordable number
of lattice sites L in one direction); it should clearly exceed the correlation length
(cf. Section 2), which is given here by the inverse pion mass, ξ = 1/Mπ.
Once the Monte Carlo algorithm has generated a set of “golden” configurations
with the right probability distribution, we can measure physical observables. For
instance, the pseudo-scalar densities (cf. footnote b)
P+t =
∑
~x
d¯~x,t γ5 u~x,t , P
−
t =
∑
~x
u¯~x,t γ5 d~x,t (24)
(where u and d are the quark fields for the corresponding flavors) are relevant for the
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charged pions. Mπ± is obtained from the decay of the correlator (at 1≪ t/a≪ Lt)
Cπ±(t) = 〈P
±
s+t P
±∗
s 〉c ∝ exp(−M
±
π t) , (25)
up to artifacts that we discussed in Section 2. (Of course, CPT invariance implies
Mπ+ =Mπ− .)
Varying the density P±t , both with respect to the quark flavors and the element
of the Clifford algebra, leads to further hadron masses (this is nicely described in
the lecture notes 20). The same procedure allows us to measure further physical
quantities, such as matrix elements, decay constants, the chiral condensate, the
crossover temperature of the chiral — or confinement–deconfinement — transition,
the topological susceptibility etc. These results are truly based on first principles
of QCD (in contrast to many other approaches in the literature, which are QCD-
related, but which ultimately depend on additional assumptions and parameters).
Of course, lattice simulations can also be applied to other models of (phenomeno-
logical or theoretical) interest, such as the Higgs sector of the Standard Model
(based on triviality, an upper bound for the Higgs particle mass could be estimated,
MHiggs <∼ 650GeV), QED (although in that case perturbation theory is successful),
and many models which are relevant e.g. in Condensed Matter Physics, Statisti-
cal Mechanics, or the search for physics beyond the Standard Model,21 including
multi-flavor systems (which are fashion now, in view of a possible sub-structure of
the Higgs particle22), Dark Matter models,23 supersymmetry (although its lattice
formulation is problematic24), field theories in non-commutative spaces,25 etc.
However, QCD simulations are particularly motivated, so let us focus on QCD.
Fig. 3 (left) shows phenomenological data which illustrate the famous property
of asymptotic freedom, i.e. the decrease of the strong gauge coupling gs, and the
corresponding quantity αs, for increasing transfer momentum q,
αs(q) =
1
4π
gs(q)
2 =
6π
33− 2Nf
1
ln(q/ΛQCD)
(to leading order). (26)
We see that perturbation theory is applicable only at high energy, where αs(q)
becomes small, but at low energy a non-perturbative method is required.
The value of ΛQCD is renormalization scheme dependent, typically it is ob-
tained in the range 200 . . .250MeV. It is remarkable that an intrinsic scale occurs;
for massless quarks, the action does not involve any dimensional parameter (gs is
dimensionless). Hence this scale is due to an anomaly: quantization explicitly breaks
the scale invariance of the classical field theory. It is similar to the energy scale of
the chiral condensate, which was measured in lattice simulations,
Σ = −〈Ψ¯Ψ〉 , Σ1/3 ≈ 270 MeV . (27)
Σ acts as an order parameter for chiral symmetry breaking (we refer to 2 or 3 light
quark flavors at low temperature). Thus QCD sets a magnitude for the light hadron
masses.
The plot in Fig. 3 (right) illustrates confinement: V (r) is the energy that it
takes to pull apart two static quarks by a distance r. At short distances it can be
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Fig. 3. On the left: the strong coupling αs of eq. (26) as a function of a transfer momentum q.
The curve logarithmically interpolates phenomenological data points, and illustrates asymptotic
freedom. On the right: the effective potential V (r) for two static quarks, separated by a distance
r. At r>∼ 0.5 fm, V (r) increases linearly (plots adopted from Ref. 26.)
computed perturbatively (few gluon exchange), but the linear increase at r >∼ 0.5 fm
is measured on the lattice; up to some r, it agrees with experimental observations.n
3.2. Hadron masses
We pointed out in Subsection 2.5 that the fermion determinant is particularly te-
dious to deal with; it is the bottleneck for the generation of “golden QCD configura-
tions”. Therefore, in the last century it was ignored in many simulations; detM [U ]
was treated as a constant, only exp(−Sgauge[U ]) was taken into account. This sim-
plification is known as the quenched approximation, and there are several ways to
express its meaning: in case of Nf degenerate quark flavors, detM [U ] contains the
factor (detD[U ])Nf , whereD[U ] is the Dirac operator for one of these flavors. In this
sense, the quenched approximation corresponds to Nf = 0. Alternatively, we may
refer to valence quarks with an infinite mass, which also leads to detM [U ] = const.
This shows that sea quarks are not included in this approximation.
So quenched simulations were using an incomplete statistical weight for the con-
figurations. This implies a systematic error, which is hard to estimate. One could
worry that it distorts the results completely, but the outcome was not that bad at
all. Fig. 4 gives an overview of hadron masses, obtained quenched by the CP-PACS
Collaboration.28 Typically three input quantities are involved. We mentioned be-
fore that measuring one phenomenologically known, dimensional quantity sets an
overall scale. The bare light quark masses are assumed to be degenerate, mu = md,
and tuned for a suitable value of Mπ, and some strange hadron mass fixes the bare
quark mass ms. This set of hadrons does not include heavier valence quarks (c, b,
t), and their sea quark contribution is negligible at low energy (up to a minor shift
nIn the real (dynamical) world, additional quark–anti-quark pairs are generated before r becomes
really large. They form new hadrons, so confinement is actually more complicated. This (gluonic)
“string breaking” has been studied on the lattice as well.27
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in the short-distance coupling).o For the results of Fig. 4, these three input terms
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Fig. 4. The light hadron spectrum obtained by the CP-PACS Collaboration28 from lattice QCD
in the quenched approximation. The masses agree with the phenomenological values (horizontal
bars) up to O(10)% (plot adopted from Ref. 26, in a modified form).
are the massesMπ,Mρ andMφ, and all the rest are lattice predictions. We see that
the agreement with the phenomenological values (horizontal bars) is quite good, it
matches up to O(10)%. This is even more impressive when we consider that —
for technical reasons — quenched QCD simulations were often performed at heavy
pion masses, like Mπ >∼ 600MeV,
p followed by a quasi-chiral extrapolation to the
physical value Mπ ≈ 138MeV, which caused additional uncertainties.
Hence quenched simulation results already indicated that QCD is promising
to work also at low energy. Of course, the lattice community wanted to proceed to
precise large-scale simulations with dynamical quarks. This was achieved in the 21st
century, with rapid progress based on improvements in many respects (computers,
algorithms, lattice actions, numerical measurement techniques etc.).
Fig. 5 shows results by the Budapest-Marseille-Wuppertal Collaboration.30 If
we assume an exponential decay of a hadronic correlation function C, as in the
example of eq. (25), we can extract the corresponding hadron mass M as
M =
1
a
ln
( Ct
Ct+a
)
. (28)
In practice the results depend on the distance t. The exponential that we refer to
is actually just the leading contribution to a superposition of exponentials, which
includes excited states, so at short t contaminations by higher states are expected.
As t grows, they are exponentially suppressed and the first energy gap dominates,
oOn the other hand, s, s¯ sea quarks contribute e.g. to the nucleon mass and spin at percent level.29
pThe Mπ values in Ref. 28 were not that heavy, in the range 200 . . . 500MeV.
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which suggests to take t as large as possible. One should not overdo it, however,
because at large t the wanted signal is exponentially suppressed too (though in a
weaker form), and it eventually disappears in the statistical noise. Hence one hopes
to find a suitable interval of moderate t, where M is stable and conclusive. Such
intervals can be observed in the first plot of Fig. 5 (left), for five hadron masses.
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Fig. 5. The hadron spectrum, obtained by the Budapest-Marseille-Wuppertal Collaboration by
QCD simulations with 2 + 1 flavors of dynamical quarks.30 On the left: illustration of the mass
plateaux, which provide reliable values for a set of hadron masses, cf. eq. (28). On the right:
extrapolation of two baryon masses to the physical point, where Mπ takes its phenomenological
value. Below: overview over the extrapolated hadron spectrum, compared to the experimental
results (plots adopted from Ref. 30).
A set of pion masses was simulated, which reached down to Mπ ≈ 190MeV,
i.e. quite close to the physical value.q Fig. 5 (right) shows how two baryon masses
depend on M2π , and how they are extrapolated to the physical pion mass, which is
also here an input parameter.
The system size was kept at La ≃ 4/Mπ, so it attained ≈ 4 fm, which sup-
presses finite size effects quite well. Regarding the lattice artifacts, three dif-
ferent lattice spacings were used as a basis for the continuum extrapolation,
a = 0.125 fm, 0.085 fm, 0.065 fm. In this way, the spectrum in Fig. 5 (bottom)
qMeanwhile simulations are performed at the physical pion mass, (Mπ± ≃ 140MeV, Mπ0 ≃
135MeV), or even below for a safe interpolation, which eradicates the error source due to the
“chiral extrapolation”.
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was obtained, in excellent agreement with phenomenology. Referring to Section 1,
we are most interested in the nucleon mass, which was measured as
MN = 936(25)(22)MeV , (29)
in accurate agreement with Nature. The parentheses give the statistical and sys-
tematic errors, respectively, which sum up to 3.6%.
A new strategy was introduced in Ref. 31. The traditional approach for 2+1
flavors (mu = md ≪ ms) proceeded as follows:
• Adjust the kaon mass, MK ≃ 496MeV, as well as possible.
• Now push for light pions, while keeping MK ≈ const.
The new approach by the QCDSF-UKQCD Collaboration proceeds in a different
manner, which is illustrated in Fig. 6.
• Start from SU(3)f flavor symmetry, i.e. mu = md = ms and Mπ = MK .
In this setting, the “center of squared masses” of the pseudoscalar meson
octet,
X2π :=
1
3
(M2π + 2M
2
K) , (30)
is tuned to its physical value.
• Now decrease the light quark mass mq := mu = md while increasing ms.
This simultaneous modification is performed such that Xπ is kept constant,
while Mπ and MK extrapolate to their physical values.
This trajectory towards the physical point is constrained and stable. It is
located inside the regime where Chiral Perturbation Theory applies, which
guides the extrapolation. Flavor singlet quantities, like Xπ, change only in
the second order of the variation of the renormalized quark masses.
m q
R
m
sR
(mq
R*
,ms
R*
) ms
R
= mq
R
X!= const
Fig. 6. Scheme of the renormalized quark masses mRq := m
R
u = m
R
d and m
R
s .
31 SU(3)f flavor
symmetry is realized on the dashed line, where we select the point with the physical value of Xπ.
From there we decrease mRq , and increase m
R
s , such that Xπ is preserved, and we approach the
physical massesMπ andMK . This is the point to determine a multitude of further hadron masses.
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The application of this method32 led to the hadron spectrum in Fig. 7. It was
obtained in the lattice volumes V = 243× 48 and 323× 64, at a lattice spacing a =
0.0765(15) fm. We see an accurate agreement with the phenomenological masses,
up to the baryon Ω ∼ (sss).
pi K ηs ρ K* ϕs N Λ Σ Ξ ∆ Σ* Ξ* Ω
0
500
1000
1500
2000
M
 [M
eV
]
Fig. 7. The hadron spectrum obtained by the QCDSF-UKQCD Collaboration32 from QCD sim-
ulations with 2 + 1 flavors of dynamical quark. Mπ and MK are input quantities, and all the rest
agrees with phenomenology within small errors (plot from Ref. 32, in modified form).
Further collaborations have arrived at similar results. In light of these data, no
doubt remains that QCD is the appropriate theory for hadron physics down to low
energy. Overviews of the lattice results on light hadrons are given in Refs. 33 and
34; the latter contains carefully evaluated “world averages” for hadron masses, and
numerous additional quantities like quark masses, Low Energy Constants, decay
constants, meson mixing parameters, form factors and the running coupling αs.
We also refer to the review talks at the annual Lattice Symposium; since 2005 the
proceedings appear in Proc. of Science (PoS).
3.3. Lattice QCD and chiral perturbation theory
Before the breakthrough of lattice QCD, low energy QCD was most successfully
described by the effective Lagrangian of Chiral Perturbation Theory. Unlike ad hoc
effective models, it is manifestly derived from QCD with light quark flavors. In the
limit of massless quarks, the left- and right-handed quark field decouple,
LQCDmquark=0 = Ψ¯LDΨL + Ψ¯RDΨR + Lgauge , (31)
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where Ψ¯, Ψ run overNf flavors, andD is the (joint) Dirac operator. Thus L
QCD
mquark=0
has a global U(Nf )L⊗U(Nf )R symmetry, which can be decomposed into subgroups,
U(Nf )L ⊗U(Nf )R = SU(Nf )L ⊗ SU(Nf )R︸ ︷︷ ︸
chiral flavor symmetry
⊗ U(1)L=R︸ ︷︷ ︸
baryon number
⊗U(1)axial︸ ︷︷ ︸
anomalous
. (32)
One U(1) symmetry breaks explicitly under quantization (axial anomaly). The other
one is chirality-blind and responsible for baryon number conversation. We are in-
terested in the remaining chiral flavor symmetry, which breaks spontaneously,
SU(Nf )L ⊗ SU(Nf )R → SU(Nf )L=R . (33)
This yields N2f − 1 Nambu-Goldstone Bosons (NGBs), or light quasi-NGBs if we
include small quark masses. They dominate the low energy physics, and Chiral
Perturbation Theory deals with a Lagrangian for these quasi-NGBs, which are
identified with the light mesons (pions for Nf = 2; π, K, η for Nf = 3).
Hence Chiral Perturbation Theory deals with fields in the coset space of the
spontaneous symmetry breaking, U(x) ∈ SU(Nf ).
35 It includes all terms, which
obey the chiral flavor symmetry (as well as Lorentz invariance and locality). They
are structured in a hierarchical order, according to the energy (powers of momenta,
and of quark or meson masses).
Here we consider Nf = 2, such that the field U(x) ∈ SU(2) describes the pion
triplet π+, π0, π−, and we assume a (degenerate) mass mq for u and d quarks. The
leading and some sub-leading terms of the effective Lagrangian can be written as
Leff(U, ∂µU) =
F 2π
4
Tr[∂µU
†∂µU ] +
Σmq
2
Tr[U † + U ]
+ l1 (Tr[∂µU
†∂µU ])
2 + l2 (Tr[∂µU
†∂νU ])
2 + l3
(Σmq
F 2π
)2
(Tr[U † + U ])2 + . . . (34)
The coefficients to these terms are known as Low Energy Constants (LECs); they
appear in the effective theory as free parameters. Hence Leff is derived from QCD,
but — being a simplification — it cannot capture its entire information.
The leading order LECs are the pion decay constant Fπ and the chiral condensate
Σ, while the li appear in sub-leading terms. The LECs of the effective theory can
only be determined from the underlying, fundamental theory, which is QCD in this
case. Since this refers to low energy, it is a non-perturbative problem, and therefore
a challenge for lattice simulations. If this works, we arrive at a rather comprehensive
picture of low energy QCD.
Chiral Perturbation Theory has been formulated and studied in various regimes,
depending on the volume:
• p-regime:36 the volume is large, e.g. V = L4, L≫M−1π , and the momentum
of U(x) counts (in the energy hierarchy) like Mπ.
• ǫ-regime:37 the volume is small, L<∼M
−1
π , and a momentum counts likemq.
• δ-regime:38 the spatial volume is small, but the extent in Euclidean time is
large, e.g. V = L3 × Lt, L<∼M
−1
π ≪ Lt.
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The p-regime is standard, and also the ǫ-regime has been studied extensively,
both analytically39 and numerically. The LECs are the same in all three regimes,
hence the ǫ-regime is convenient for their determination by simulations, which do
not require large volumes. Since chirality is vital in this context, it is appropriate to
use Ginsparg-Wilson fermions for the quarks. This is computationally expensive, so
it was done in the quenched approximation even in this century, which led to decent
results for the leading LECs. For instance, Random Matrix Theory predictions40
for the low lying Dirac eigenvalues match the numerical data well, and the fit
determines Σ.41, 42 Fπ is easier to extract from the correlation of axial currents,
42, 43
or of pseudo-scalar zero modes.42, 44 Recent progress, now with dynamical quark
simulations, is reviewed in Ref. 45.
Here we discuss the least explored case, the δ-regime (for a recent study, see
Ref. 46). The corresponding volume is illustrated in Fig. 8 (left). Its quasi-1d form
enables an approximate analytical treatment as a quantum mechanical system, i.e.
a 1d O(4) model38 (due to the local isomorphy O(4) ∼ SU(2) ⊗ SU(2)). Since the
L
Lt
mq
p-
re
gi
m
e
δ-regime
Mpi
R2
Mpi
2
Mpi,v=∞
2
3
Fig. 8. A schematic illustration of a volume, which corresponds to the δ-regime (left) and of the
quark mass dependence of M2π: at large mq it approaches M
2
π ∝ mq , whereas the chiral limit leads
to the residual pion mass MRπ .
spatial volume is finite, there is no spontaneous symmetry breaking, and pions do
not become massless NGBs atmq → 0. Instead they keep a residual massM
R
π in the
chiral limit. On the other hand, at large mq the same volume appears large, and
we obtain the p-regime behavior, namely the Gell-Mann–Oakes–Renner Relation
M2π ≈ (Σ/F
2
π)mq. This is shown schematically in Fig. 8 (right).
We return to the picture of an O(4) rotor: the first gap in its energy spectrum
En = n(n + 2)/(2Θ) (n = 0, 1, 2 . . . ) determines the residual pion mass, M
R
π =
3/(2Θ). The question is how to identify Θ, the moment of inertia. An expansion in
inverse powers of (FπL)
2 yields
LMRπ =
3
2(FπL)2(1 + ∆)
, ∆ =
0.452 . . .
(FπL)2
+O
( 1
(FπL)4
)
. (35)
The first order (∆ = 0) was derived in Ref. 38, and the second order in Ref. 47. For
the third order Refs. 48, 49 obtained slightly different results, but for sure at this
level some sub-leading LECs li enter.
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Fig. 9. The residual pion mass in the δ-regime of QCD. We show the predictions of the first,38
second47 and third48 order δ-expansion; the latter two are close, which indicates convergence. The
data points are extrapolated numerical results by the QCDSF Collaboration,50 which agree well
with the quasi-converged δ-expansion (plot from the second article cited in Ref. 50).
The QCDSF Collaboration performed extrapolations of numerical pion mass
measurements into the δ-regime,50 and obtained good agreement with these predic-
tions, see Fig. 9. In the sub-leading order of the effective Lagrangian, the least known
— and most controversial LEC — is l3. Its value is usually taken at the energy of
the physical pion mass, where it is denoted as l¯3. If we fix the other LECs involved
to their known values, the QCDSF numerical results suggest l¯3 = 4.2(2), somewhat
above the world-average according to the FLAG report,34 l¯3|Nf=2 = 3.41(41).
4. Status and challenges of the future
Regarding the light hadron spectrum, low energy QCD is now systematically tested
from first principles: lattice simulations consistently confirm the phenomenological
values up to O(1)% uncertainty. This was a key point in the ambitious program,
which was outlined in the 1980s. In particular, the precise results for the nucleon
mass explain over 99% of the mass of known matter in the visible Universe.
Of course, lattice QCD results involve many quantities, beyond hadron masses
and Low Energy Constants, which were not discussed here: decay constants, ma-
trix elements, quark masses and the strong coupling αs, flavor mixing parameters,
thermodynamic properties, ingredients of structure functions, spin and (anomalous)
magnetic momenta, quark and gluon propagators, vertex functions, etc. Here we
sketched the basic ideas — they are explained in detail in six text books1 devoted
to this subject — and we showed a few selected examples; for a comprehensive
overview of results (with light quarks) we refer again to Ref. 34.
We mentioned before that — in the early period — Kenneth Wilson was the
main protagonist of the lattice approach to QCD. At the end of the 1980s, however,
he suddenly expressed his pessimism about its prospects in any foreseeable future,
and he left the field. However, the lattice community kept working and growing:
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the annual Lattice Symposium started as a small event in the 1980s, and attracted
already some 300 participants in the 1990s. Nowadays the number is around 500,
and the total community is certainly more than twice that large. Unfortunately,
Latin America is still drastically under-represented, we hope for that to change in
the future. Actually it is becoming easier to contribute even without huge compu-
tational resources, thanks to the International Lattice Data Grid,51 which makes
valuable QCD configurations publically available.
Regarding Wilson’s pessimism, we add that indeed it took time to arrive at per-
cent level results for phenomenological quantities, but this has now been achieved.
So what is next? Meanwhile the lattice community is already pushing for the
sub-percent level. This is not a straightforward extension, but it requires qualita-
tively new aspects: for instance QED effects and the splitting between the masses
mu and md have to be considered at that level of precision. As a remarkable result,
even the splitting between the neutron and proton mass has been demonstrated:52
it was shown that QCD implies in fact Mneutron > Mproton — a property, which is
highly non-trivial, with far-reaching consequences like the proton stability. More-
over the scenario with a quark mass mu = 0 — which would have solved the strong
CP problemr — could be safely ruled out.34, 53
Nevertheless there are still many outstanding challenges.21 For instance, the
masses of excited states are far more difficult to extract, hence their uncertainties
are much larger. A notorious example is the Roper resonance,N∗(1440), where most
lattice studies arrived at energies well above the phenomenological value (compared
to the negative parity state N∗(1535), the masses are often obtained in inverse
order). The current status and recent progress are discussed in Ref. 54.
A general goal for the future is the step from post-dictions (reproduction of
experimentally known facts from QCD) to predictions. Indeed, an example was
given already, in the framework of heavy quarks. They are difficult to handle on
the lattice, due to the short Compton wavelength. Nevertheless, in 2005 Ref. 55
predicted the mass of the B±c meson as 6.30(2)GeV, and one year later it was
indeed measured experimentally56 at 6.286(5)GeV (meanwhile the value slipped
slightly down to 6.275(1)GeV).57
So is everything going to continue smoothly, with straightforward progress and
constant success? This would by untypical for the history of science, and in fact
there are still severe conceptual obstacles ahead of us, which cannot be overcome
just by computer power. In the appendices we comment on two examples.
rIt can be considered natural to add a term −iθQ[U ] to SQCD, where Q ∈ Z is the topological
charge (cf. Appendix A), and θ ∈ (−π, π] is the vacuum angle. However, from the electric dipole
moment of the neutron we infer that this term seems to vanish (|θ|<∼ 10
−10).57 The strong CP
problem is the quest for an explanation for this peculiar value, which preserves CP invariance.
If the mass of (at least) one quark flavor vanishes, then the gauge configurations with Q[U ] 6= 0
do not contribute to the functional integral: according to the Atiyah-Singer Index Theorem, the
Dirac operator has zero modes for these configurations, which imply detM = 0, so the puzzle
would have been solved.
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Appendix A. Numerical measurements at fixed topology
In some field theory models, including QCD, the configurations occur in distinct
topological sectors, labelled by a topological charge Q ∈ Z. In the continuum,
configurations can only be deformed continuously within the same sector (with
periodic boundary conditions, at finite action).
Strictly speaking, there are no topological sectors on the lattice (in most formu-
lations). Nevertheless there are ways to define a topological charge Q for the lattice
configurations. Continuous transitions are possible, but they have to pass through
a region of high Euclidean action, which is statistically suppressed. As we make the
lattice spacing finer and finer, we approach more and more the continuum behavior
of infinite potential barriers. This means that an algorithm, which performs small
update steps, tends to be blocked in one sector for a very long (computation) time,
i.e. the auto-correlation time with respect to Q gets very long.58
This could in principle be overcome by an algorithm, which performs large leaps
to generate its Markov chain, like a cluster algorithm, but for lattice QCD no effi-
cient algorithm of this kind is known. So far, there is no actual competitor of the
HMC algorithm, which proceeds in small update steps (regarding the Molecular
Dynamics evolution). Hence the problem of “topological freezing” is expected to
become severe when we proceed to finer lattices. Up to now, most simulations were
performed at 0.05 fm<∼ a<∼ 0.1 fm. When we try to further suppress this source of
systematic errors and work at a<∼ 0.05 fm, the energy barriers between the topolog-
ical sectors increase and tunnelling between them will be extremely rare.
This also depends on the (lightest) quark masses involved, cf. footnote r. For
instance, in the quenched approximation, at moderate lattice spacing, tunnelling
happens quite easily, and one can measure e.g. the topological susceptibility
χt =
1
V
(
〈Q2〉 − 〈Q〉2
)
(A.1)
directly, or by a Gaussian interpolation of a topological charge histogram. (In QCD
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Fig. 10. Histograms for topological charges of lattice QCD configurations,42 defined by the index
of two variants of a chiral lattice Dirac operator, (standard) overlap16 and (improved) hypercube-
overlap.59 These histograms are compatible with a Gauss distribution, and its width determines
the topological susceptibility χt (plots adopted from Ref. 42).
parity symmetry holds, hence the second term vanishes, 〈Q〉 = 0.) Examples for
quenched QCD results,42 with Q defined by the index of the standard overlap
Dirac operator,16 or an improved version, the overlap-hypercube Dirac operator,59
are shown in Fig. 10. They are compatible with a Gaussian distribution. Its width
corresponds to a value of χt, which (roughly) supports the Witten-Veneziano for-
mula.60 This formula relates the mass of the η′-meson to the quenched value of χt,
based on a 1/Nc expansion. Its simplest form reads
M2η′ ≈
2Nf
F 2π
χt (Mη′ ≃ 957.8MeV, Fπ ≃ 92.2MeV) . (A.2)
This formula explains the amazingly heavy Mη′ (“U(1) problem”) quantitatively,
as a topological effect.
In view of this straight way to determine χt, it seems questionable if this quantity
can be measured based on data of a Monte Carlo history, which never — or hardly
ever — changes the topological sector. However, several methods for this purpose
were proposed, and recently also tested, and it turns out to be possible under
suitable conditions. In particular, the Aoki-Fukaya-Hashimoto-Onogi formula61
lim
|x|→∞ 〈q0 qx〉|Q| ≃ −
χt
V
+
Q2
V 2
+ . . . (A.3)
allows for an (approximate) determination of χt based on the correlation of the
topological charge density qx, measured at fixed |Q|. Successful tests of this ap-
proach, and variants, are reported in Refs. 62, 63.
An alternative approach divides the volume into sub-volumes (“slabs”) and
determines χt from the topological charge distributions in these slabs. There the
density is summed up, q =
∑
x∈slab qx (q does not need to be integer, since not
all slab boundaries are periodic). Assuming the probability distribution p(q) to be
Gaussian, we obtain for two slabs — with volumes xV and (1−x)V — in the sector
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with total topological charge Q,
p1(q) · p2(Q − q)|Q ∝ exp
(
−
q2
2χtxV
)
exp
(
−
(Q − q)2
2χt(1− x)V
)
∝ exp
(
−
1
2χtV
(q − xQ)2
x(1 − x)
)
. (A.4)
Numerical data for 〈(q − xQ)2〉, as a function of x ∈ (0, 1), in a fixed sector Q,
enable therefore the determination of χt, which was confirmed in tests with non-
linear σ-models64 and 2-flavor QCD.63 For a related approach, see Ref. 65.
Another method, which is specific to the simulation with dynamical overlap
quarks, was suggested in Ref. 66. This is the setting where the most extreme topo-
logical freezing has been observed.67
More generally, the question is how to measure any observable, if the Monte
Carlo histories are trapped in one topological sector. Ref. 68 suggests to gradually
fill the potential valleys inside the topological sectors, such that transitions occur.
Thus one simulates with modified Boltzmann probabilities, to be corrected at the
end by reweighting.
Alternatively, it has been advocated to prevent “topological freezing” by the
use of partially open boundary conditions.69 Since this breaks lattice translation
invariance, also a milder form was proposed (a parity flip at the boundary).70 In
these scenarios, Q is not integer anymore, so it can change continuously.
However, it would be nicer to maintain periodic boundaries, and therefore Q ∈
Z. Indeed, there is hope for an (approximate) determination of an expectation
value of some observable, 〈Ω〉, even if only topologically restricted measurements,
i.e. results for 〈Ω〉|Q|, are available. Brower, Chandrasekharan, Negele and Wiese
derived the approximation71
〈Ω〉|Q| ≈ 〈Ω〉+
c
V χt
(
1−
Q2
V χt
)
, (c = const.) . (A.5)
In an extremely large volume V , any sector provides the same — correct – result.
However, in moderate volumes, where simulations are more realistic, a set of results
for the left-hand-side, in various V and |Q|, and a 3-parameter fit allow for the
determination of the unknown terms 〈Ω〉, χt and c, where the former two are of
physical interest. These three terms are V -independent, up to ordinary finite size
effects, which tend to be exponentially suppressed (cf. Section 2). In contrast, the
topologically restricted quantities suffer from polynomial finite size effects, as eqs.
(A.3) and (A.5) show.
The latter is the beginning of an expansion in 1/(V χt), which has recently been
extended,72 and even ordinary finite size effects have been included.73 Detailed
tests74 in four models confirm that this method can provide accurate results for
〈Ω〉 under suitable conditions: V χt = 〈Q
2〉 > 1 and sectors with small |Q| (|Q| ≤ 1,
or perhaps |Q| ≤ 2). For the determination of χt, however, the approaches of Refs.
61, 62, 64 provide better results.
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Appendix B. Quantum simulations as a remedy to the sign
problem?
Let us finally address the phase diagram of QCD. Finite temperature QCD is dif-
ficult to explore, since the Euclidean time direction has to be much shorter than
the spatial direction, say V = L3 × Lt, Lt ≪ L. Let’s consider lattice units: if the
computational resources set a limit like L = 32, for example, then Lt must be really
short (in the past it was often just Lt = 4). Converting it into a temperature of
interest (now in physical units, with kB = 1), T = 1/(aLt), requires a large physical
lattice spacing a, which leads to bad lattice artifacts.
Hence the finite temperature behavior has been a challenge for a long time, and
the results were controversial. However, over the last decade also this issue has been
settled quite well, thanks to improved simulations.75 A confinement–deconfinement
crossover was observed, which seems to coincide with the chiral symmetry break-
ing/restoration transition (we mentioned the chiral condensate Σ of eq. (27) as the
order parameter). It would be a phase transition for massless quarks, but since it is
only a crossover, the exact transition temperature is somewhat criterion dependent;
at Nf = 3, values were obtained in the range
76
Tcrossover ≃ 150 . . .160MeV . (B.1)
(In this case, the quenched approximation deviates strongly, T quenchedcrossover ≃ 270MeV.)
However, the question what happens at high baryon density is even more difficult
to explore, and still open. There are data from laboratories like the LHC (at CERN)
and RHIC (at BNL), and observations from extremely dense objects, in particular
neutron stars, as well as numerous theoretical conjectures. Still, the QCD phase
diagram at high density is one of the major mysteries within the Standard Model
that still persists. Fig. 11 (left) shows a cartoon of the unknown phase diagram.
A large chemical potential µB corresponds to high baryon density
s, which occurs
under exotic circumstances (the nucleon mass can be taken as a reference scale).
The reason why — unlike other issues — this hasn’t been settled yet by lattice
simulations is the sign problem: the inclusion of µB attaches an imaginary part to
the Euclidean action SQCD.
77 Thus one faces the problem mentioned in footnote c;
the quantity of eq. (3) becomes complex,
p[U ] =
1
Z
exp(−SQCD[U ])
∣∣∣∣
µB>0
/∈ RI . (B.2)
Obviously, in this setting p[U ] does not define any probability, and the straightfor-
ward approach to simulate QCD as a statistical system fails.
sIntuitively, the chemical potential can be viewed as the energy, which is required for adding one
more particle (a baryon in the case of µB). Technically it amounts to adding an imaginary part
to the momentum component p4, which breaks γ5-Hermiticity of the lattice Dirac operator.
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Fig. 11. On the left: cartoon of the QCD phase diagram, where an increasing chemical potential
µB corresponds to higher baryon density. At low density the crossover temperature is known, but
the phase structure at high density is still terra incognita. Center and right: illustrations of an
optical lattice, built from standing waves of laser light. Ultracold atoms may be trapped on the
sites and thus physically implement a lattice field theory.
One could still perform simulations, say with | exp(−SQCD)| and incorporate
the complex phase a posteriori by reweighting. This is correct in principal, but in
practice it leads to lots of cancellations, and the wanted signal is hard to extract:
for stable statistical errors, the required amount of data grows exponentially in
the volume. This is the technical meaning of the notorious “sign problem”, which
usually prevents us from arriving at conclusive results (except at small µB).
Many attempts have been – and are being — made to overcome this problem
(Taylor expansion in µB/T , extrapolation from imaginary µB, world line formal-
ism, complex Langevin algorithm etc.),77 but there is no real breakthrough so far.
An approach, which bears the potential of a solution, is the application of quantum
(rather than classical) computing, where the complex phase is naturally incorpo-
rated. Digital quantum computers are still very far from being powerful enough for
such tasks, but there is rapid progress in analog quantum computing, for instance
employing ultracold atoms (at nK temperatures) trapped in optical lattices.78 Such
lattices are built by the nodes of standing laser waves, see Fig. 11 (center/right).
The corresponding literature is tremendous; for lack of space and knowledge,
we only mention one recent proposal to quantum simulate the 2d CP(2) model (or
higher CP(N−1) models).79 This toy model shares a number of qualitative features
with QCD: asymptotic freedom, a dynamically generated mass gap, topological
sectors, a unitary global symmetry (which may break spontaneously) and even a
local symmetry.80
The proposed scenario uses ultracold alkaline earth atoms located on the sites
of a rectangular optical L × L′ lattice, with L ≫ L′ (Fig. 11, center/right). The
relevant degrees of freedom are the nuclear spins, which represent an SU(3) field
(a staggered atomic site occupation yields anti-ferromagnetic coupling). When the
(2+1)-d system approaches its continuum limit (where the correlation length di-
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verges), it undergoes dimensional reductiont (the L′-direction becomes negligible),
as well as spontaneous symmetry breaking SU(3) → U(2). The low energy effective
theory for the four NGBs (cf. Subsection 3.3) just matches the 2d CP(2) model.
The experimental realization is feasible by means of established techniques.79
It would allow for the measurement of quantities like the phase diagram at high
density and real-time dynamics, which are unaccessible to simulations on classical
computers, because of the sign problem. This would mean a step forward towards
the long-term goal of a quantum simulation of high density QCD, which could
explore the unknown main part, the terra incognita, of the QCD phase diagram.
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