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a b s t r a c t
Conventionally, cerebrovascular reactivity (CVR) is estimated as the amplitude of the hemodynamic response to
vascular stimuli, most commonly carbon dioxide (CO2 ). While the CVR amplitude has established clinical utility,
the temporal characteristics of CVR (dCVR) have been increasingly explored and may yield even more pathologysensitive parameters. This work is motivated by the current need to evaluate the feasibility of dCVR modeling
in various experimental conditions. In this work, we present a comparison of several recently published/utilized
model-based deconvolution (response estimation) approaches for estimating the CO2 response function ℎ(𝑡), including maximum a posteriori likelihood (MAP), inverse logit (IL), canonical correlation analysis (CCA), and
basis expansion (using Gamma and Laguerre basis sets). To aid the comparison, we devised a novel simulation
framework that incorporates a wide range of SNRs, ranging from 10 to -7 dB, representative of both task and
resting-state CO2 changes. In addition, we built ground-truth ℎ(𝑡) into our simulation framework, overcoming
the conventional limitation that the true ℎ(𝑡) is unknown. Moreover, to best represent realistic noise found in
fMRI scans, we extracted noise from in-vivo resting-state scans. Furthermore, we introduce a simple optimization
of the CCA method (CCAopt ) and compare its performance to these existing methods. Our ﬁndings suggest that
model-based methods can accurately estimate dCVR even amidst high noise (i.e. resting-state), and in a manner
that is largely independent of the underlying model assumptions for each method. We also provide a quantitative
basis for making methodological choices, based on the desired dCVR parameters, the estimation accuracy and
computation time. The BEL method provided the highest accuracy and robustness, followed by the CCAopt and
IL methods. Of the three, the CCAopt method has the lowest computational requirements. These ﬁndings lay the
foundation for wider adoption of dCVR estimation in CVR mapping.

1. Introduction
Cerebrovascular reactivity (CVR) refers to a vasodilatory or constrictive reaction of a blood vessel to a vasoactive stimulus. CVR has wellestablished prognostic value for cerebrovascular diseases (Glodzik et al.,
2013; Pillai and Mikulis, 2015; Zhao et al., 2021), and is commonly
measured with the help of carbon dioxide (CO2 ) variations or stimuli.
CO2 is a potent vasodilator, and its action on cerebral blood ﬂow (CBF)
has been well documented (Battisti-Charbonney et al., 2011; NowakFlück et al., 2018). CO2 -induced CBF changes in the middle cerebral
artery have been measured using transcranial Doppler ultrasound (TCD)
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(Poulin et al., 1996). However, to achieve whole brain coverage while
maintaining the monitoring of dynamic CBF changes, functional MRI
(fMRI) methods are now increasingly relied upon. The fMRI method of
choice in this context is the blood-oxygenation level dependent (BOLD)
signal, which reﬂects the vascular response to CO2 through a nonlinear relationship with CBF (Davis et al., 1998; Halani et al., 2015;
Hoge et al., 1999). The measurement of the BOLD fMRI signal in response to external CO2 stimuli resulted in the earliest clinical application of fMRI-based CVR mapping (see Mikulis et al. (2005) reviews by
Blockley et al. (2017), Chen (2018) and Fierstra et al. (2013)), where
CVR amplitude is measured simply as the ratio of the BOLD percent response to the CO2 change in mmHg, which we shall refer to as “static
CVR”. Quantitative static CVR, which has largely been estimated as the
gradient of the BOLD signal with changing end-tidal CO2 (PETCO2 ) values, has found promising applications, as was summarized in numerous
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reviews (Glodzik et al., 2013; Peng et al., 2018; Pillai and Mikulis, 2015;
Pinto et al., 2020).
Recently, the temporal characteristics of CVR have been increasingly explored (Duﬃn et al., 2015), yielding even more promising
results, leading to the term dCVR (i.e. the CO2 response function)
(Prokopiou et al., 2019). dCVR provides not only CVR amplitude (static
CVR) but also its shape, the latter being found to diﬀer between young
and older controls (West et al., 2019). Moreover, recent work showed
that the BOLD timing parameter was found to better distinguish between those with mild-cognitive deﬁcit (MCI) and Alzheimer’s disease
(AD) (Holmes et al., 2020). Static CVR can be readily obtained as the
area under the dCVR function, representing the “steady-state” response
to a step PETCO2 change. Additionally, speciﬁc timing parameters can
also be determined from dCVR. Examples include the time to peak and
time to recover to baseline (van Niftrik et al., 2017), which can reﬂect the vasodilatory and vasoconstrictive ability as well as the associated transit delays (Donahue et al., 2015), and vary with vascular tone
(Halani et al., 2015). Moreover, the width of the response function at
the half-maximum point is a common shape parameter that reﬂects a
combination of the onset and recovery responsiveness of the vasculature (Leoni et al., 2008).
The idea of modeling the BOLD response to PETCO2 coincided with
the goal to map CO2 -related physiological contributions in resting-state
fMRI (rs-fMRI) (Golestani et al., 2016, 2015). Modeling of dCVR can
play a key role for physiological correction in resting-state functionalconnectivity mapping (Chang and Glover, 2009; Golestani et al., 2015).
The resting-state CO2 inﬂuence also presents a valuable opportunity to
CVR (Chen et al., 2021; Jahanian et al., 2017; Liu et al., 2017). Using
response estimation through division in the Fourier domain, Duﬃn et al.
found the transfer function relating a block CO2 stimulus with the BOLD
signal, whereby the phase of the transfer function could be converted
to a time delay parameter (Duﬃn et al., 2015). An extension of this approach is the use of the Wiener ﬁlter, which was recently demonstrated
for estimating the hemodynamic response to changes in neuronal localﬁeld potential (Wu et al., 2021). However, due to the low signal-to-noise
(SNR) conditions in rs-fMRI, deconvolution of resting CO2 ﬂuctuations
from the fMRI signal is non-trivial, and the methods that have been
found adequate for estimating the neuronal or CO2 -stimulus response
may not be appropriate here. Atwi et al. (2019) used a non-parametric
singular-value decomposition (SVD) approach to model dCVR in both
task and resting-state fMRI. In the SVD method, which is well established for response-function modeling in dynamic susceptibility contrast
MRI (Chen et al., 2005; Ostergaard et al., 1996; Wu et al., 2003), noise
contributions are controlled by thresholding the eigenvalues of the diagonal matrix. This eﬀectively reduces the rank of the decomposition,
which is by deﬁnition analogous to truncating the frequency spectrum
of the signal based on spectral power, and leads to oscillations in the resulting dCVR estimate. These oscillations can make it more challenging
to obtain an accurate determination of response onset and oﬀset times.
To overcome the uncertainties associated with the low SNR and
the fact that the CO2 response can overlap in frequency with nonwhite noise, model-based methods are generally more robust and better
suited (Chen et al., 2005), but with the caveat that their performance
may depend on the underlying model structure. To this point, there
is currently no systematic demonstration and evaluation of responseestimation methods suited to estimating the dCVR in both high- and
low-SNR conditions for various assumed dCVR models.
With this context, the aim of this work is to evaluate various dCVR
modeling approaches, and in doing so, propose a unifying approach
to quantify the dCVR under various SNR conditions with the least
bias by SNR variations and underlying model assumptions. We took
a simulation-based approach in which we know the true SNR and
the true dCVR. Within this framework, we implemented ﬁve current
model-based deconvolution techniques, including: (1) the maximum a-

posteriori (MAP) method using a Gaussian basis (Chang et al., 2009); (2)
the inverse Logit (IL) method (Lindquist and Wager, 2005); (3) canonical
correlation analysis (CCA) using a single-Gamma function and its derivatives (Hossein-Zadeh et al., 2003a; Shams et al., 2006); (4) the basis expansion method using Gamma basis functions (BEG) (Prokopiou et al.,
2019), and (5) the basis expansion method with spherical Laguerre
functions (BEL) (Prokopiou et al., 2022). We further introduce a sixth
method, an optimized CCA (CCAopt ) approach, which leverages the simplicity of the CCA method but allows for more ﬂexibility in the basis
sets. We directly compare these six methods under diﬀerent groundtruth dCVR assumptions and SNR conditions to identify their feasibility
for estimating diﬀerent aspects of dCVR in typical task- and resting-state
fMRI conditions.
2. Methods
2.1. Evaluated modeling approaches
The deconvolution strategy assumes a linear time-invariant transfer
(impulse response) function h(t) that relates the BOLD signal (Y(t)) and
the CO2 ﬂuctuations (X(t)).
𝑌 (𝑡 ) = 𝑋 (𝑡 ) ∗ 𝜀 (𝑡 )

(1)
∗

Where h(t) denotes dCVR in the remainder of this work, denotes convolution, and 𝜀(t) represents the residuals.
Maximum a posteriori likelihood (MAP) method
This method has been extensively used to estimate physiological response functions in resting-state fMRI data (Chang et al., 2009;
Golestani et al., 2015). It has minimal model assumptions, with the exception of h(t) exhibiting a smooth characteristic in accordance with a
Gaussian prior. Thus, we expect the performance of the MAP method to
be most favourable in the case of the Gaussian ground-truth h(t). The
response function h(t) can be solved based on Bayes’ Rule by maximizing p(h(t)|Y(t)). Details on the method are presented in Supplementary
Materials.
2.2. Inverse logit (IL) method
This method was applied as was described by Lindquist et al. (2009),
and will not be described at length here. The hemodynamic response is
modeled as a linear combination of scaled and shifted inverse logit (IL)
functions (Lindquist and Wager, 2007),
ℎ (𝑡 ) =

3
∑
𝑖=1

𝐴𝑖

1
(
1 + exp

𝑡−𝑇𝑖
𝐷𝑖

)

(2)

where Ai , Di , Ti are constants to be determined. Ai controls the direction
and amplitude of the curves, whereas Di and Ti control the shift of their
center and the angle of their slope, respectively. Ai is constrained such
that h(t) starts and ﬁnishes at zero. The ﬁrst IL function (Eqn. 7, i = 1)
describes the rise of the positive lobe of h(t), the second IL function
(i = 2) describes the fall, while the third IL function (i = 3) describes the
appearance of the undershoot. Equating A1 to A2 and T1 to T2 results in
a total of 7 unknown parameters (Shan et al., 2014). These parameters
are estimated through a stochastic process such as simulated annealing,
in which the best ﬁt parameter set is found through random movement
through the parameter space (Lindquist and Wager, 2007).
2.3. Basis-expansion methods
In this work, we use a ﬁrst-order Volterra kernel, which is equivalent to the impulse response. This has been found to characterize dCVR
(Prokopiou et al., 2019) as well as higher-order kernels, and can be estimated based on expansion of a basis set is chosen. The modeling problem becomes estimating the coeﬃcients of the basis expansion cjl for
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the lth basis function (j = 1 for the impulse response) using ordinary
least squares, where l = 0…L-1 (Marmarelis, 1993). In this work, two
variants of the basis-expansion method are included (Prokopiou et al.,
2019), each using a diﬀerent basis set.
Basis expansion method with spherical Laguerre basis (BEL)
The spherical Laguerre is well suited to modeling an impulse response h(t) that starts from 0 and decay exponentially (Prokopiou et al.,
2022). The Laguerre basis set has been used extensively to model
physiological systems (Dabir et al., 2009; Francis et al., 1999).
The spherical Laguerre basis set is given by Marmarelis (1993),
Prokopiou et al. (2022) and Leistedt and McEwen (2012)
√
𝑛
( )
𝑗!
𝑛
𝑒 2𝛼
𝑏 𝑗 (𝑛 ) =
(3)
√ 𝐾𝑗
𝛼
(𝑗 + 2)! 𝛼 3

on the concept of derivatives, which implies that the small changes in a
parameter of a function/model can be implemented with the linear combination of the model and its ﬁrst derivative with respect to the parameter. Here, for simplicity, we retain the single-Gamma ℎ(𝑡) assumption
used in the initial CCA work (Hossein-Zadeh et al., 2003b), because of
its small number of free parameters as well as the ability to cover a wide
range of changes in the characteristics of ℎ(𝑡) through its use of derivative terms. Once the derivative of the initial ℎ̂ (𝑡; 𝜏, 𝜎) is determined
with respect to parameters 𝜎 and 𝜏, we can calculate ℎ̂ (𝑡; 𝜏, 𝜎 + Δ𝜎)
𝜕 ̂
ℎ(𝑡; 𝜏, 𝜎), with a predeﬁned or an
by multiplying the derivative, i.e., 𝜕𝜎
adaptive step size, i.e., Δ𝜎. This can be implemented by using Euler’s
discretization:
ℎ(𝑡; 𝜏, 𝜎 + Δ𝜎) − ℎ(𝑡; 𝜏, 𝜎)
Δ𝜎

Where j = 0… l-1, and 𝛼 is set to {2, 4} and 𝐿 to {0.5, 1}. Furthermore,
)
𝑗 (
∑
1 + 2 (−𝑛)𝑟
𝐾 𝑗 (𝑛 ) =
1−𝑟
𝑟!
𝑟=0

(4)

According to Euler’s theorem, the above formula is asymptotically
valid only for small changes in each parameter, such that Δ𝜏
<<
𝜏

1, Δ𝜎
<< 1. By iterating the above with a small step size for each pa𝜎
rameter, adjusted based on the sign of the residual error, we continue
to update ̂h(t), and eventually attain the parameters of ̂h(𝑡) that are the
best ﬁt for the data. That is, positive residual errors indicate the need to
increase 𝜏 and 𝜎 in̂h(𝑡) and negative values indicate the opposite. Once
the error ceases to change by more than a prescribed threshold of its
predecessor (i.e. 1% of the error from the previous iteration), it is suggested that ̂h(𝑡) is a suﬃciently accurate approximation of ℎ(𝑡), and the
iteration can stop. Moreover, for low SNRs, the stopping point can also
be a local instead of global minimum. The robustness of this approach
for dCVR modeling has yet to be determined.
Since correlation is scale insensitive, we can ﬁrst prioritize ﬁtting
for the shape of ℎ(𝑡), and then estimate its amplitude by comparing 𝑌 (𝑡)
with the convolution of 𝑋(𝑡) with ℎ(𝑡). Next, to further minimize the
eﬀect of noise, we considered only the data points of Y(t) and X(t) that
are in their respective top quartiles in terms of magnitude. Then, we
convolve ℎ(𝑡) and 𝑋(𝑡), and divide the result by 𝑌 (𝑡) to produce a ratio
time series. The average of this ratio time series is multiplied to ℎ(𝑡) to
scale its amplitude to match that of 𝑌 (𝑡).

Canonical correlation analysis (CCA) is a simple and frequently used
algorithm for ﬁnding the best linear combinations of multiple sets of
multidimensional variables such that the correlation between the resultant basis vectors is mutually maximized. For details on its formulation,
see Supplementary Materials.
2.5. Optimized CCA method
As rescaling the canonical vectors has no eﬀect on the resultant correlation for modeling purposes, the h(t) subspace vectors can be normalized prior to applying CCA. Thus, we can rewrite Eq. A8 in terms of
scaled vectors (U’ and V’):
⋅

3. Simulation-based validation
We used simulated data sets to evaluate the performance of all methods in terms of their accuracy and robustness in estimating multiple
characteristics of dCVR under a broad range of SNR conditions.

𝑤2̂ 𝜕
𝜕 ̂
ℎ(𝑡; 𝜏, 𝜎) ∗ 𝑋 (𝑡) + 𝑌 ⋅
ℎ̂ (𝑡; 𝜏, 𝜎) ∗ 𝑋 (𝑡)
𝜕𝜏
𝑤1̂ 𝜕𝜏
𝑌

3.1. Ground-truth CO2 response functions

(6)
𝑉 ′ = 𝑌 (𝑡 )

(9)

̂h(𝑡; 𝜏 + Δ𝜏, 𝜎 + Δ𝜎) ≈ ̂h(𝑡; 𝜏, 𝜎) + Δ𝜏 ⋅ 𝜕 ̂h(𝑡; 𝜏, 𝜎) + Δ𝜎 ⋅ 𝜕 ̂h(𝑡; 𝜏, 𝜎)
𝜕𝜏
𝜕𝜎
(10)

2.4. Canonical-correlation analysis (CCA) method

𝑌
𝑤1̂
𝑌

(8)

Accounting for the independence of the parameters (i.e. 𝜏 and 𝜎), we
can rewrite the above equation for two free parameters as follows:

where 𝜎 represents the peak width (dispersion) and 𝜏 its location. The
BEG method adopts the principle-components (PCA) basis approach
(Aguirre et al., 1998; Woolrich et al., 2004), whereby an orthonormal
basis set of the extended set of Gamma basis functions are determined
from the top 2 singular values of the PCA, and used for modeling h(t),
as described in Prokopiou et al. (2019). For generating the full Gamma
basis set as input to the PCA, the range of 𝜎 and 𝜏 was [0.02 0.4] and
[1 14], respectively.

𝑤2̂

𝜕 ̂
h(𝑡; 𝜏, 𝜎)
𝜕𝜏

̂h(𝑡; 𝜏, 𝜎 + Δ𝜎) ≈ ̂h(𝑡; 𝜏, 𝜎) + Δ𝜎 ⋅ 𝜕 ̂h(𝑡; 𝜏, 𝜎)
𝜕𝜏

Basis expansion method with Gamma basis (BEG)
As a reference to the spherical Laguerre approach, a Gamma basis
was also used, deﬁned by
√
( √ )( ) 𝜏
𝜎
𝑒𝜏
, 𝜏≥0
ℎ(𝑡; 𝑡, 𝜎) = {exp −𝑡 𝛼𝜏
(5)
𝜏
0,
𝜏<0

𝑈 ′ = ℎ̂ (𝑡; 𝜏, 𝜎) ∗ 𝑋 (𝑡) +

≈

We employed 4 ground-truth dCVR functions selected from the literature: (1) single Gamma, (2) double Gamma, (3) triple inverse logit,
and (4) Gaussian, with a speciﬁc range of timings and amplitudes. These
ground-truth dCVRs are plotted in Fig. 1, and were chosen to reﬂect
past studies on response modeling in neuronal activation (Glover, 1999;
Lu et al., 2007; Prokopiou et al., 2022) and CO2 (Golestani et al., 2015;
Prokopiou et al., 2019) scenarios. All dCVR ground-truth forms were
assumed to exhibit zero arrival delay. 40 variations were chosen for
each of the four forms, with representative examples plotted in Fig. 1b–
d. As the shape of dCVR can vary widely between health and disease,
the dCVR timings were chosen to accommodate a wide range of physiologically plausible shapes reported in previous literature. Moreover,

(7)

where ℎ(𝑡) is the true dCVR, and ĥ(t) is the estimate used to generate the
modeled signal. Through its ability to ﬁnd the weights that maximize the
correlation between the BOLD signal and the modeled signal, the CCA
method also lends itself to response estimation.
Since conventional CCA uses the derivatives with respect to 𝜏 and 𝜎,
its estimate of ℎ(𝑡) is restricted by the initialization ℎ̂ (𝑡). To address this
fundamental limitation in the conventional CCA approach while taking
advantage of its simplicity, we propose an iterative optimization to CCA
based on Euler’s discretization method. The proposed method is based
3
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Fig. 1. Summary of simulation framework. A total of 4 commonly assumed ℎ(𝑡) ground-truth shapes are used in turn (a–d) to convolve the end-tidal CO2 time course,
and noise is added to the result at designated SNRs to produce the test data (e).

3. The inverse logit ℎ(𝑡) is assumed in the IL method (Lindquist et al.,
HBM, 2007), and was modelled by the following:

the ground-truth h(t) were not chosen to favor any parameter ranges
assumed in the methods tested.
1. The single Gamma ℎ(𝑡) was modeled according to the following
Gamma function (Lange and Zeger, 1997; Hossein-Zadeh et al., 2003;
Friston et al., 1998), and is the assumed form for the CCA and CCAopt
method as well as closely related to the BEG method:
√
(
√ )( 𝑒.𝑡 ) 𝜎𝜏
ℎ(𝑡; 𝐴, 𝜏, 𝜎) = 𝐴 ⋅ {𝑒𝑥𝑝 −𝑡∕ 𝜎𝑡
, 𝑡>0
(11)
𝜏

3
∑
(
)
ℎ 𝑡; 𝐴𝑖 , 𝑇𝑖 , 𝐷𝑖 =
𝐴𝑖
𝑖=1

ℎ 𝑡; 𝐴, 𝛼1 , 𝛼2 , 𝛽1 , 𝛽2

)

⎛ 𝑡(𝛼1 −1) 𝛽 𝛼1 𝑒−𝛼1 𝑡
(𝛼 −1) 𝛼2 −𝛼 𝑡 ⎞
1 𝑡 2 𝛽2 𝑒 2 ⎟
1
⎜
−
=𝐴
( )
( )
⎜
⎟
6
Γ 𝛼1
Γ 𝛼2
⎝
⎠

1
(

(𝑡 − 𝑇 𝑖 )

)

(13)

𝐷𝑖

where 𝑇𝑖 and 𝐷𝑖 control the shift center and slope of each of the logit
functions. We randomly chose 𝐷𝑖 , 𝑇1 , 𝑇2 , and 𝑇3 in the range of [1, 5],
[1, 7], [2.5, 17.5], and [3.25, 22.75], respectively, such that the general
form of ℎ(𝑡) is maintained. We also randomly selected 𝐴1 and calculated
𝐴2 and 𝐴3 based on the formulation proposed in (Lindquist et al., HBM,
2007).
4. The Gaussian ℎ(𝑡) was modeled by the well-known formula of
the Gaussian distribution, and underlies the MAP method (Chang et al.,
2009; Golestani et al., 2015):

0, 𝑡 < 0 where A controls the height (maximum amplitude) of ℎ(𝑡) and
𝜏 and 𝜎 control its latency (time to peak) and shape (mostly the width),
respectively. To model the ℎ(𝑡) variations, we randomly selected 𝜏 and
𝜎 in the ranges of [3, 9] and [0.05, 0.5], respectively.
2. The double Gamma ℎ(𝑡) and was modelled by the sum of two
Gamma functions as follows (Shan et al., 2014):
(

1 + 𝑒𝑥𝑝

(12)

(
ℎ(𝑡; 𝐴, 𝜏, 𝜎) = 𝐴 ⋅ {𝑒𝑥𝑝 −

where Γ is the Gamma function. 𝛼1 and 𝛼2 respectively specify the peak
times of the ﬁrst and second Gamma functions while 𝛽1 and 𝛽2 control
the shape of the ﬁrst and second Gamma functions. We randomly selected 𝛼1 , 𝛼2 , 𝛽1 , and 𝛽2 in the range of [3, 9], [6, 25], [0.5, 2], and [0,
1.5], respectively (close to the ranges speciﬁed in Shan et al. (2014).

(𝑡 − 𝜏)2
2𝜎𝑓2

)
, 𝑡>0

(14)

where A = 1, 𝜏 and 𝜎f control the width of the Gaussian kernel and thus
the FWHM of ℎ(𝑡), respectively. We randomly selected the 𝜏 and 𝜎 to be
in the ranges of [5, 12] and [1, 6], respectively.
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Fig. 2. Addition of noise to achieve diﬀerent SNRs. A sample PETCO2 and resultant noise-added BOLD time course (Y(t)) are shown.
Fig. 3. Illustration of the dCVR metrics. TTP: time-to-peak;
TTH: time-to-half-max; FWHM: full-width at half-maximum;
area: the area of h(t), equivalent to the CVR amplitude.

3.2. Input and noise generation

TE = 2.43 ms, FOV= 256 mm, voxel size = 1 × 1 × 1 mm3) in the same
session. For physiological monitoring, we recorded PETCO2 for this
subject using a RespirActTM system (Thornhill Research Inc, Toronto,
Canada). We also recorded PETCO2 from a second healthy control subject who did not undergo MRI.

We prepared diﬀerent sets of simulated data using diﬀerent ground
truth h(t) and SNR values. The procedure is illustrated in Fig. 2. We
added noise with scaled amplitude to the results of the convolution, aiming to acquire voxel-wise SNRs of -10, -6.9, -3.0, 0, 3.0, and 6.9 dB, respectively. Here, SNR is deﬁned as log10 (STDsignal /STDnoise ), where STD
represents the standard deviation. As the signal contribution is a waveform computed by convolving resting PETCO2 with a known ℎ(𝑡), SNR
is computed using signal STD instead of amplitude. To generate realistic
noise time series for our simulations, we randomly sampled gray-matter
voxels from rs- fMRI data acquired from a healthy young volunteer. All
data were acquired on a Siemens TIM Trio 3 Tesla System (Siemens,
Erlangen, Germany), with 32-channel phased-array head coil reception
and body-coil transmission. During the scans, the participant was instructed to be relaxed and keep their eyes closed. Slice-accelerated single shot gradient- echo-planar imaging (GE-EPI) images (Feinberg et al.,
2011; Setsompop et al., 2011) were acquired (TR = 380 ms, TE = 30 ms,
ﬂip angle = 40°, 15 slices, 3.44 × 3.44 × 6 mm3, 2230 vol, acceleration
factor = 3, phase encoding shift factor = 2) performed in an inter- leaved
fashion. While this data is sampled at a much higher rate than in conventional rs-fMRI, our previous work (Golestani et al., 2015) we showed
that the shape of the CO2 response function was largely unaﬀected by
sampling rate. We also collected T1-weighted anatomical images for
anatomical registration and segmentation (MPRAGE, TR = 2400 ms,

3.3. Evaluation criteria
3.3.1. dCVR parameters
To facilitate a comprehensive assessment, each estimated h(t) is characterized by the following 5 parameters:
1 The time to peak (TTP): the time it takes for h(t) to reach its positive
peak.
2 The time to half maximum (TTH): the time for h(t) to recover to the
half of its peak.
3 The full-width-at-half-maximum (FWHM): the width of h(t) measured at the points of half-maximum, used to describe dispersion
eﬀects in dCVR.
4 The area under h(t): corresponds to the steady-state BOLD signal
response to an impulse PETCO2 input, and is thus deﬁned as the
static CVR.
5 The correlation coeﬃcient between the ground-truth and estimated
h(t): this assesses the agreement in overall shape of h(t).
5
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3.3.2. Estimation accuracy and variability
For each assumed ground-truth h(t) and at each SNR, these 5 metrics
were assessed and the results were summarized through the following
performance metrics:
•
•
•

error in Fig. 6e-h). Once again, the methods generating the lowest TTH
estimation errors are the IL, the optimized CCA (CCAopt ) and the BEL
methods.
As shown in Fig. 7, compared to TTP and TTH, FWHM estimation accuracy exhibits stronger dependence on the assumed ground truth ℎ(𝑡).
For instance, the IL method heavily underestimates the FWHM but only
for the single-Gamma ground truth (Fig. 7e), while the BEG method
heavily underestimates the FWHM for all ground truths (Fig. 7e–h). The
CCA and MAP methods tend to over-estimate TTH (Fig. 8e, g, h). Moreover, the CCA method is no longer the worst performer – replaced by
the BEG method (with the highest estimation error, Fig. 7e, f, h). Moreover, FWHM estimation error generally decreases with increasing SNR
for all methods except the CCA and BEG methods. The methods associated with the lowest FWHM estimation errors across all ground truths
and SNRs are the BEL and CCAopt methods.
The area of the estimated ℎ(𝑡) (equivalent to the CVR amplitude) is
the only shape-independent parameter of ℎ(𝑡) assessed in this work. As
shown in Fig. 8, CVR estimation variability decreases with increasing
SNR for most methods (Fig. 8a–d). Moreover, the CVR amplitude is best
estimated using the IL and BEL methods (Fig. 8a–d), followed closely by
the CCAopt method. Of these, the IL method yielded the lowest variability, sustained over all SNRs and ground-truth dCVRs. The MAP and CCA
(errors too large to be shown) methods yielded the largest errors. While
each model was expected to perform best for its respective assumed ℎ(𝑡)
shape, this was not the case, as the variability of all methods was highest
for the double-Gamma ground truth (Fig. 8b).
As shown in Fig. 9, considering a correlation coeﬃcient of 1 to represent a perfect shape match between the estimated and true ℎ(𝑡), the
shape of ℎ(𝑡) is best estimated by the IL, BEL, BEG and CCAopt methods,
and least well by the CCA and MAP methods. Of these, the CCAopt and IL
method yield the lowest variability, and this is sustained over all SNRs
and ground truth forms of ℎ(𝑡). The correlation with ground truth approaches 1 with increasing SNR. The performance of diﬀerent methods
in terms of correlation appears not to depend heavily on the assumed
ground truth. As a case in point, the MAP method, which assumes a
Gaussian ground truth, yielded similar error levels for the Gaussian and
IL ℎ(𝑡) (Fig. 9c and d). Here again, the variability of all methods was
highest for the double-Gamma ground truth (Fig. 9b), instead of being
biased by their respective model assumptions.
As shown in Fig. 10, diﬀerent methods are associated with very different Accuracy and Robustness Indices. The BEL method is associated
with the highest accuracy across all dCVR (ℎ(𝑡)) metrics, while the MAP
and CCA methods are associated with the worst accuracy. In terms of
robustness, MAP is associated with the worst performance over all. According to the composite metric, TTP is best estimated using the BEL,
IL and CCAopt methods. In 4th position, BEG produced highly robust
but less accurate estimates. The same applies to the remaining parameters with the exception of the area of h(t) (CVR amplitude)t. The area
is best estimated using the BEL, IL and BEG methods, with CCAopt in
fourth place. Overall, the results suggest that diﬀerent dCVR metrics are
best estimated using diﬀerent methods. For instance, the IL method produces worse FWHM estimates than the CCAopt and BEL methods, while
the BEL method produces better TTP and CVR estimates than the others.
Lastly, in terms of computational complexity, the processor times for
all methods are summarized in Table 7. The CCA-based methods are by
far the fastest, taking 0.0011 s and 0.0013 s per execution for CCA and
CCAopt, respectively. They are followed by the BEG and MAP methods,
which range between 0.0027 and 0.0058 s. The IL method is the next
longest, taking 1.35 s per execution, and ﬁnally, the BEL method takes
3.85 s per execution.

● Relative fractional error: estimated/ground-truth x 100%
● Absolute fractional error: |estimated|/ground-truth x 100%
● Computational time: The time taken to estimate a single h(t) averaged across all SNRs and ground truths; given that the absolute
time required depends on processor and memory choice, only relative computation times are assessed, based on measurements on a
1.4GHz Quad-Core Intel CPU with 2GHz 8GB memory.

Furthermore, to further consolidate these diverse quality metrics, we
deﬁned composite quality metrics for accuracy and robustness as follows.
𝐴𝑐 𝑐 𝑢𝑎𝑟𝑎𝑐 𝑦 = 𝐴1 + 𝐴2 = 𝑎1 × 𝑚𝑒𝑎𝑛𝑎𝑙𝑙𝑆𝑁𝑅,𝐺𝑇 𝑠 (1 − |%𝑒𝑟𝑟𝑟𝑜𝑟|)
+𝑎2 × 𝑚𝑒𝑎𝑛𝑎𝑙𝑙𝑆𝑁𝑅,𝐺𝑇 𝑠 (1 − %𝑠𝑡𝑑 )

(15)

]
[
𝑅𝑜𝑏𝑢𝑠𝑡𝑛𝑒𝑠𝑠 = 𝑅1 + 𝑅2 = 𝑟1 × 1 − %𝑠𝑡𝑑𝑎𝑙𝑙𝑆𝑁𝑅𝑠,𝐺𝑇 𝑠 (1 − |%𝑒𝑟𝑟𝑜𝑟|)
+𝑟2 × %𝑠𝑡𝑑𝑎𝑙𝑙𝑆𝑁𝑅𝑠,𝐺𝑇 𝑠 (%𝑠𝑡𝑑 )

(16)

where A1 measures the mean accuracy across all ground truths (GTs)
and SNRs, A2 measures the estimation variability across all GTs and
SNRs, R1 measures the variability in estimation accuracy across all GTs
and SNRs and R2 measures the variability in the estimation variability
across all GTs and SNRs. {a1, a2, r1, r2} are weighting factors applied
to {A1, A2, R1, R2}, respectively, and are initialized as being equal,
but can be adjusted as needed. The Composite Index is the weighted
average of Accuracy and Robustness indices. A high composite quality
metric indicates that a method not only produces the highest average
estimation accuracy in terms of all ℎ(𝑡) parameters, but is also the least
variable in terms of performance.
4. Results
We include sample PETCO2 (t) and BOLD(t) time series and corresponding sampling h(t) estimates by diﬀerent methods are shown in
Fig. 4, for the example case of a double-Gamma and a Gaussian ground
truth, respectively.
The results for all 340 instances of BOLD(t) data are summarized in
Figs. 5–10. As to the large variability across methods and SNRs, we only
show sub-sets of the results in the ﬁgures. The full results are summarized in Tables 2–6, as well as illustrated in Figs. S1–5 in Supplementary
Materials. As can be seen in Fig. 5, TTP estimation accuracy of diﬀerent
methods exhibits limited dependence on the assumed ground truth. For
instance, the CCA method generated the highest TTP estimation error
for all ground truths, with the exception of the double-Gamma ground
truth, where the MAP method generated the highest TTP error (Fig. 5b).
On the other hand, TTP estimation error decreases with increasing SNR
for all methods except the CCA method. Furthermore, the estimation
errors are distributed about zero (Fig. 5e–g) except for the Gaussian
ground truth, where all methods systematically overestimate TTP (positive relative error). The methods generating the lowest TTP estimation
errors are the IL, the optimized CCA (CCAopt ) and the BEL methods.
As shown in Fig. 6, like TTP, TTH estimation accuracy also exhibits
limited dependence on the assumed ground truth. That is, with the exception of the double-Gamma ground truth, where the MAP method
generated the highest TTH error (Fig. 6b), the CCA method performs
worst irrespective of ground truth ℎ(𝑡). Moreover, similar to TTP, TTH
estimation error also decreases with increasing SNR for all methods except the CCA method. Unlike TTP, TTH is generally overestimated by
the BEL, MAP and CCA methods (positive relative error in Fig. 6e, g,
h) and underestimated by the IL and BEG methods (negative relative

5. Discussion
Modeling of dCVR can play a key role for understanding vascular
physiology (West et al., 2019; Holmes et al., 2020). However, due to
the low SNR conditions, especially in rs-fMRI, deconvolution of PETCO2
6
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Table 1
Summary of the proposed adaptive optimized CCA (CCAopt ) algorithm. The optimization step (step 3) distinguishes the CCAopt method. At each iteration
round, CCA is applied to the signal subspace generated based on the present parameters (𝜏 and 𝜎), and then the parameters evolve based on CCA coeﬃcients.
1. Generate the signal subspace using 𝜏 and 𝜎:
Ŷ =[Ŷ (𝑡)1 Ŷ (𝑡)2 Ŷ (𝑡)3 ] where
a. Ŷ 1 (𝑡) = ̂h(𝑡; 𝜏, 𝜎)|𝜏= 𝜏𝑘 ; 𝜎= 𝜎𝑘 ∗ 𝑋(𝑡)

b.
c. Ŷ 3 (𝑡) =

𝜕 ̂
h(𝑡;
𝜕𝜎

𝜏, 𝜎)|𝜏=𝜏𝑘 ;𝜎=𝜎𝑘 ∗ 𝑋(𝑡)

d. 𝜌𝑘 = 𝜌(𝑌 (𝑡), Ŷ (𝑡)), where Y is the BOLD signal, and 𝜌 is the correlation function
2- Apply CCA:
a. 𝑌 ′ (𝑡) = 𝑤𝑌 𝑌 (𝑡)
b. Ŷ ′ (𝑡) = 𝑤Ŷ Ŷ = 𝑤1̂ ⋅ Ŷ 1 (𝑡) + 𝑤2̂ ⋅ Ŷ 2 (𝑡) + 𝑤3̂ ⋅ Ŷ 3 (𝑡)𝑘+1
Y
Y
Y
c. 𝜌𝑘+1 = 𝜌(𝑌 ′ , Ŷ ′ )
3- If 𝜌𝑘+1 > 𝛾 ⋅ 𝜌𝑘 then update 𝜏 and 𝜎 and return to step 1:
a. 𝜎𝑘+1 = 𝜎𝑘 + Δ𝜎; Δ𝜎 = 𝛼
b. 𝜏𝑘+1 = 𝜏𝑘 + Δ𝜏; Δ𝜏 = 𝛽

𝑤3̂

Y

𝑤1̂
𝑤2̂

Y

Y

𝑤1̂

Y

c. ℎ(𝑡) = 𝑤1̂ ⋅ ̂h(𝑡; 𝜏, 𝜎) + 𝑤2̂ ⋅ 𝜕𝜏𝜕 ̂h(𝑡; 𝜏, 𝜎)|𝜏= 𝜏𝑘 ; 𝜎= 𝜎𝑘
Y
Y
𝜕 ̂
+𝑤3̂ ⋅ 𝜕𝜎
h(𝑡; 𝜏, 𝜎)|𝜏= 𝜏𝑘 ; 𝜎= 𝜎𝑘
Y
where 𝛼 and 𝛽 are the step size adjustment coeﬃcients (set to 0.02 to enable suﬃcient precision for 𝜏 estimation) and 𝛾 is the improvement-criterion
factor, set to 1.1 (continuation of algorithm requires a 1% improvement in correlation).
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Fig. 4. Sample time courses and results. For a double-Gamma ground truth: (a) Sample PETCO2 (t) time course; (b) sample simulated noisy BOLD signal (SNR = 3 dB); (c)-(h) estimated dCVR response function by all methods. For a Gaussian ground truth: (i) Sample PETCO2 (t) time course; (j) sample simulated noisy BOLD
signal (SNR = -3 dB); (k)-(p) estimated dCVR response function by all methods.
Table 2
Summary of absolute estimation error for TTP (time to peak). The median and inter-quartile range (IQR) are listed for
each method and SNR.
%TTP error (median/ IQR)
Methods

SNR (dB)
-10

-6.9

CCAopt
IL
BEG
MAP
CCA
BEL

11.5
10.0
15.0
13.3
43.5
11.1

11.8
7.1
17.2
11.5
38.9
10.0

8.6
15.3
15.1
18.1
42.8
12.3

-3.0
7.8
12.3
12.2
15.5
41.7
11.7

11.1
5.9
16.7
11.8
43.8
9.7

ﬂuctuations from the fMRI signal is non-trivial. Model-based deconvolution is better suited to overcoming the uncertainties associated with
the low SNR and the fact that the CO2 response can overlap in frequency with physiological noise of no interest, model-based methods
are generally more robust (Chen et al., 2005). However, it remains an

0
6.0
11.9
12.2
14.4
40.3
10.0

10.7
5.9
17.6
9.1
42.9
9.7

3.0
5.6
13.0
13.0
12.5
44.0
9.9

10.7
5.6
16.0
8.7
40.0
10.0

6.9
5.6
13.3
11.9
14.3
38.8
9.3

11.1
4.2
16.0
7.1
40.0
10.5

5.2
9.4
11.4
9.6
44.1
9.7

ongoing question how much their performances may depend on the assumed dCVR model. In such cases, model simplicity and ﬂexibility are
competing attributes that dictate model accuracy, uncertainty and computational eﬃciency. In this work, we present a comparison of several
recently published model-based response estimation approaches for es-
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Fig. 5. TTP estimation accuracy across all SNRs and ground truth h(t) forms. The absolute (a-d) and relative errors (e-h) in TTP estimation for each method is plotted
as box plots across 3 of the 6 SNR values, whereby the ﬁrst to third quartile of TTP estimation error across the 340 simulated BOLD signals is shown by the extent
of the boxes, and the remaining variance by the whiskers. In (b) and (f), the errors associated with the CCA and MAP methods are too large to be fully shown and
may be outside the range of the plots. For a complete summary of all methods and SNRs, see Table 2 and Fig. S1.

Fig. 6. TTH estimation accuracy across all SNRs and ground truth forms of h(t). The absolute and relative errors in TTH estimation for each method is plotted as box
plots across 3 of the 6 SNR values, whereby the ﬁrst to third quartile of TTH estimation error across the 340 simulated BOLD signals is shown by the extent of the
boxes, and the remaining variance by the whiskers. In all subplots, the errors associated with the CCA and MAP methods are too large to be fully shown and may be
outside the range of the plots. For a complete summary of all methods and SNRs, see Table 3 and Fig. S2.

Table 3
Summary of absolute estimation error for TTH (time to recover to half-max). The median and inter-quartile range (IQR)
are listed for each method and SNR.
%TTH error (median/ IQR)
Methods

SNR (dB)
-10

-6.9

CCAopt
IL
BEG
MAP
CCA
BEL

7.6
6.9
10.1
10.3
38.2
7.3

6.4
5.7
10.1
8.4
32.9
6.1

8.5
8.8
14.0
15.0
39.2
8.4

-3.0
7.5
7.7
14.0
10.7
39.3
7.7

5.9
4.1
7.8
8.3
31.4
5.1

9

0
6.4
6.0
13.0
11.8
39.5
5.8

6.0
3.7
8.4
6.1
31.0
4.6

3.0
6.4
5.8
15.1
9.2
38.6
6.0

6.6
3.0
6.8
5.1
26.8
5.6

6.9
6.6
4.3
13.8
6.9
37.9
6.7

6.1
2.5
7.5
3.5
26.9
5.1

6.4
3.2
15.6
4.9
39.4
5.9
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Fig. 7. FWHM estimation accuracy across all SNRs and ground truth forms of h(t). The absolute and relative errors in FWHM estimation for each method is plotted
as box plots across 3 of the 6 SNR values, whereby the ﬁrst to third quartile of FWHM estimation error across the 340 simulated BOLD signals is shown by the extent
of the boxes, and the remaining variance by the whiskers. In (f), the absolute errors associated with the MAP method are too large to be fully shown. For a complete
summary of all methods and SNRs, see Table 4 and Fig. S3.

Fig. 8. CVR (area of h(t)) estimation accuracy across all SNRs and ground truth forms of h(t). The absolute and relative errors in CVR estimation for each method
are plotted as box plots across 3 of the 6 SNR values, whereby the ﬁrst to third quartile of CVR estimation error across the 340 simulated BOLD signals is shown by
the extent of the boxes, and the remaining variance by the whiskers. In all subplots, the errors associated with the CCA and MAP methods are too large to be fully
shown and may be outside the range of the plots. For a complete summary of all methods and SNRs, see Table 5 and Fig. S4.
Table 4
Summary of absolute estimation error for FWHM (full-width at half-maximum). The median and inter-quartile range (IQR)
are listed for each method and SNR.
%FWHM error (median/ IQR)
Methods

SNR (dB)
-10

-6.9

CCAopt
IL
BEG
MAP
CCA
BEL

25.5
20.1
34.7
37.0
42.8
20.5

22.8
15.9
34.2
35.7
40.3
15.6

25.6
24.9
90.2
27.8
39.0
22.3

-3.0
23.1
20.9
96.5
28.6
39.8
17.8

18.0
11.4
31.3
39.4
38.5
12.5

10

0
20.9
18.4
91.5
26.5
36.6
13.7

19.1
11.0
28.4
36.8
40.1
12.1

3.0
22.5
19.6
94.4
29.6
37.8
13.1

18.3
8.3
24.0
33.7
37.1
12.2

6.9
19.7
13.3
87.2
26.7
41.6
11.2

17.0
7.5
28.9
24.6
37.3
10.9

20.3
10.7
90.5
30.6
38.8
11.1
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Fig. 9. Correlation coeﬃcients between the estimated and true ground truth dCVRs across all SNRs and ground truth forms of h(t). The correlation coeﬃcients (a-d)
and their relative deviations from the ideal correlation coeﬃcient of ‘1′ (e-h) for each method is plotted as box plots across 3 of the 6 SNR values, whereby the ﬁrst
to third quartile of the correlation (and corresponding relative errors) across the 340 simulated BOLD signals is shown by the extent of the boxes, and the remaining
variance by the whiskers. In (e)-(h), the absolute errors associated with the CCA and MAP methods are too large to be fully shown. For a complete summary of all
methods and SNRs, see Table 6 and Fig. S5.

Fig. 10. Summary of composite quality metrics, shown for diﬀerent dCVR (h(t)) metrics, including TTP, TTH, FWHM and area (CVR), and correlation, for all methods.
High values indicate better modeling performance. Note that the metric values for the CCA method are zero in (d), hence its missing bars.

timating ℎ(𝑡). We additionally introduced a simple optimization of the
CCA method (CCAopt ) and compared its performance to these existing
methods. We used a simulation framework with known ground-truth
h(t)’s and a wide range of SNRs (representative of both task and restingstate CO2 changes) to evaluate these approaches.
We demonstrate that dCVR can be extracted using modeling methods
even from extremely noisy data. Moreover, the three leading methods
are the BEL (basis expansion with spherical Laguerre functions) method,
the IL (inverse logit) method, and the CCAopt method. Notably, the
CCAopt and BEL methods were best at estimating dCVR timing parame-

ters (TTP, TTH, FWHM), whereas the BEL and IL methods were best at
estimating the CVR amplitude. The correlation between the estimated
and true dCVR was also highest for the BEL, IL and CCAopt methods irrespective of the assumptions for the true dCVR underlying each method.
Lastly, of the three top-performing methods, the CCAopt method, though
not outperforming the BEL method in accuracy and robustness, requires
less than 1/100th of the computational time. To summarize, the choice
of method may also depend on the dCVR parameter(s) of interest and
the available computational resources, and each method has unique advantages and limitations.
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Table 5
Summary of absolute estimation error for CVR (area of the h(t)). The median and inter-quartile range (IQR) are listed for each method and SNR.
%CVR error (median/ IQR)
Methods

SNR (dB)
14.1

CCAopt
IL
BEG
MAP
CCA
BEL

5.5
6.9
94.3
12,634.4
5.7
14.1

22.9
6.4
8.8
150.9
2162.1
7.5
22.9

12.2

4.0
6.0
54.6
9397.6
4.4
12.2

5.0
6.3
51.6
1630.1
4.6
17.2

17.2

2.3
4.6
46.7
6768.5
2.5
12.4

3.0
5.3
43.2
1124.3
3.1
14.0

12.4

1.8
4.4
63.1
5524.1
2.2
12.3

2.4
5.0
32.9
941.0
2.2
13.3

14.0

1.5
4.0
72.2
4775.2
1.5
12.4

1.7
4.8
24.6
782.4
2.0
11.8

0.8
4.5
77.1
4353.6
1.0
11.9

1.0
4.8
19.3
721.8
1.2
12.9

Table 6
Summary of the correlation coeﬃcient between the ground-truth and estimated h(t). The median and inter-quartile range
(IQR) are listed for each method and SNR.
Correlation (median/ IQR)
Methods

SNR (dB)
-10

-6.9

CCAopt
IL
BEG
MAP
CCA
BEL

0.95
0.95
0.94
0.75
0.63
0.95

0.96
0.97
0.94
0.78
0.65
0.97

0.07
0.05
0.13
0.13
0.40
0.05

-3.0
0.05
0.03
0.13
0.12
0.37
0.03

0.97
0.99
0.95
0.83
0.67
0.98

0
0.04
0.02
0.12
0.08
0.40
0.01

0.97
0.99
0.95
0.87
0.68
0.98

3.0
0.04
0.01
0.14
0.08
0.38
0.01

0.98
0.99
0.96
0.91
0.72
0.98

6.9
0.03
0.01
0.11
0.06
0.32
0.01

0.98
0.99
0.95
0.95
0.70
0.98

0.95
0.95
0.94
0.75
0.63
0.95

Table 7
Summary of relative computation times for all methods. Timing values are provided for a single h(t) estimation,
averaged over all SNRs and ground-truth scenarios. The normalized average (norm. average) allows for a generalizable processing-time assessment, as processors may diﬀer widely. The reference (normalization factor) is the
average timing for the IL method, which is set to 1.
Mean±std (s)

CCAopt

IL

BEG

MAP

CCA

BEL

Single Gamma
Double Gamma
IL
Gaussian
Average

0.001 ± 0.004
0.002 ± 0.001
0.001 ± 0.002
0.001 ± 0.003
0.001 ± 0.002

1.06 ± 1.26
0.99 ± 0.85
1.02 ± 1.20
0.94 ± 1.20
1.0 ± 1.0

0.003 ± 0.034
0.003 ± 0.038
0.003 ± 0.003
0.003 ± 0.002
0.03 ± 0.003

0.004 ± 0.020
0.003 ± 0.003
0.003 ± 0.001
0.002 ± 0.001
0.003±0.006

0.001 ± 0.002
0.001 ± 0.004
0.001 ± 0.004
0.001 ± 0.004
0.001 ± 0.004

2.82 ± 1.01
2.74 ± 0.89
2.85 ± 1.26
3.01 ± 1.99
2.85 ± 1.28

5.1. Features of dCVR

vascular volume, further confounding the interpretation regarding ﬂow
arrival.
The area under ℎ(𝑡), in a linear response framework, i.e. the steadystate response to an external step CO2 stimulus, which is typically used
as a quantitative measure of static CVR. Thus, our CVR value can in theory be either positive or negative, although negative CVR was not included in our simulations (as it is usually not expected, except in special
cases - e.g. vascular steal (Mandell et al., 2008; Prokopiou et al., 2019;
Sobczyk et al., 2014)). The clinical and research signiﬁcance of quantitative CVR have been well established in recent reviews, and will not be
repeated here (Blockley et al., 2017; Chen, 2018; Fierstra et al., 2013;
Pillai and Mikulis, 2015; Pinto et al., 2020). However, the advantages
of extracting dCVR shape parameters, and their potential improved sensitivity, are starting to be recognized in the study of aging and dementia
(Gokcal et al., 2022; Holmes et al., 2020).
The correlation coeﬃcient is a holistic shape metric. Unlike the other
dCVR metrics, it is not interpretable physiologically in its own right.
However, a high correlation reﬂects an accurately determined ℎ(𝑡) that
reduces the occurrence of “false-positives” or “false-negatives” in terms
of identifying the BOLD signal variations attributable to CO2 ﬂuctuations.

To characterize the dynamic attributes of dCVR, we did not adopt
an exponential approach (Poublanc et al., 2015), as the time constant
of the exponential can be very sensitive to the location of the noise
ﬂoor. Instead, we deﬁned timing parameters with respect to the peak of
ℎ(𝑡), as was done in past literature (Li et al., 2019; Mayer et al., 2014;
Rangaprakash et al., 2021).
While timing parameters may prove to be clinically sensitive, their
interpretation is far from clear, and are best to be taken in context. For
instance, the TTP represents the speed of dCVR on the rising edge. Although all ground-truth forms of ℎ(𝑡) are simulated with zero arrival
latency, the TTP (time-to-peak) can also embody arterial arrival delay
in realistic scenarios. In fact, the arterial delay can be sensitive to aging
as well as diseases such as carotid stenosis and impaired collateral circulation (Chen et al., 2021; De Vis et al., 2015; Ishii et al., 2020; West et al.,
2019), where the CO2 response can start late with or without being sluggish. Thus, the TTP parameter confounds blood-arrival latency with a
wider vascular response. However, if a prolonged TTP is accompanied
by a normal TTH, this is indication that the vascular response may be
unaﬀected in spite of a pronounced arterial delay. As the TTH reﬂects
the speed of dCVR on the falling edge, it also reﬂects the vasoconstrictive capacity, which can be pronounced in the presence of impaired
vasodilation (Roustit et al., 2011). To complement TTP and TTH, the
FWHM is taken to represent the duration of the dCVR, and also reﬂects,
indirectly, our ability to detect the true peak of dCVR. Nontheless, we
remain ultimately limited by the reliance on BOLD-based dCVR, which
is not equivalent to CBF-based dCVR in that the former is weighted by

5.2. Performance of modeling methods: variability
This study was motivated by the desire to model the CO2 response
function under both high- and low-SNR conditions, including those in rsfMRI. The challenge is magniﬁed as the noise may overlap with signal in
frequency, where frequency-domain ﬁltering-based approaches such as
12
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the Wiener ﬁlter may not be able to separate “signal” from “noise”. For
instance, a method that may be adequate for a young-adult data set may
fail when additional head motion is involved, such as in an older-adult
data set. In this regard, model-based methods have a unique advantage
in that they can in theory extract the required response based on its
shape, irrespective of spectral overlaps with signals of non-interest.
Though the MAP method is not model-independent, it is the most
ﬂexible of all approaches tested, as it is based on ﬁnite-impulse response ﬁlters and only assumes that the response has a Gaussian prior
(Goutte et al., 2000). However, the ﬂexibility of this approach may expectedly lead to underperformance under low-SNR conditions. While
it is the most ﬂexible of all methods tested and has been previously
used for dCVR modeling in the resting state (Chang et al., 2009;
Golestani et al., 2015), its performance is strongly SNR-dependent, as
shown in Figs. 6–8. This suggests that the addition of certain model constraints can serve to moderate SNR dependence and improve a method’s
noise immunity.
The IL method, in contrast, is highly parameterized and exhibits
both remarkable accuracy and SNR insensitivity. The IL method was
ﬁrst introduced as a way to disentangle collinear model features (such
as the peak response and undershoot in the canonical Gamma model)
and maximize statistical power in general-linear model analysis of fMRI
data (Lindquist and Wager, 2007). Moreover, the IL model parameters
all have physiological interpretations, but the sheer number of ﬁtted
parameters also means the performance of the IL method is heavily dependent on an eﬃcient ﬁtting algorithm. In this work, we implemented
the 7-parameter approach with model ﬁtting based on the recommended
simulated annealing approach (Lindquist et al., HBM, 2007).
Both within the basis-expansion framework, the BEG adopted
Gamma basis functions while the BEL uses spherical Laguerre basis
(Prokopiou et al., 2022, 2019). The performance of the two variations
diﬀered tremendously; the BEL method delivered the top performance
of all methods tested, decisively leading the BEG method. This is likely
due to the fact that in the former case, the extended Gamma set is created empirically using prior information with regard to the underlying
parameter space of the Gamma basis set, which is held constant. In the
work of Prokopiou et al. (2019), the mean BOLD fMRI signal within
larger regions of interest was initially used to obtain dCVR curves using
standard (not spherical) Laguerre expansions (Marmarelis, 2004, 1993),
and these curves were subsequently used to deﬁne the extended Gamma
set that was used in their analyzes. In turn, this suggests that such an
initialization step should be repeated for diﬀerent data sets. Indeed, as
the BEG method does not use adaptive basis sets, its basis set should
ideally be tuned for each type of data and/or application.
The CCA method also uses a Gamma basis, but instead of simplifying the basis set through a PCA (BEG method), it does so in the temporal dimension by including derivative terms (Friston et al., 1998;
Henson et al., 2002; Hossein-Zadeh et al., 2003a). These derivatives
allow for estimated ℎ(𝑡) to be shifted in either direction in time, thus
allowing for temporal features of dCVR to be prioritized. Nonetheless,
though applied with some success in estimating the neuronal hemodynamic response (Hossein-Zadeh et al., 2003a), it performed the worst
for dCVR estimation, being the most variable and least accurate. In this
regard, it also displayed minimal SNR dependence. One reason for this
is that the conventional CCA method adopts a ﬁxed set of model parameters instead of being adaptive, and is incapable of representing ℎ(𝑡) in
high or low-SNR conditions despite its use of temporal derivatives. Thus,
the conventional CCA method is included as an example of simplicity
and inﬂexibility for the application at hand.
In contrast to conventional CCA, the CCAopt method leverages the
simplicity of the conventional CCA method, but with the proposed optimization that allows the parameters of the model basis to vary. Although in theory the Euler’s discretization-based search algorithm can
still result in the solution being at the local minima, the performance of
CCAopt was second only to the BEL and IL methods, demonstrating its
robustness under the majority of noise and ground-truth conditions.

5.3. Performance of modeling methods: parameter dependence
In Fig. 9, we summarize the performance of diﬀerent methods for
estimating diﬀerent dCVR parameters. The timing parameters are best
estimated by the BEL method, followed by the IL and CCAopt methods.
However, the area of h(t) (CVR amplitude) is best estimated using the
BEL method, followed by the IL and BEG methods, with CCAopt in fourth
place. As both the Accuracy and Robust indices Eqs. (15) and ((16))
are penalized by high variability across SNRs and ground truths, the
variability in method performance is embodied in these indices, and
are an important consideration in evaluating performances. In future
work, it would be instructive to explore known parameter-estimation
uncertainties of various methods, for instance, in a Bayesian framework
for parameter estimation.
5.4. Ground-truth dependence of modeling methods
In practice, it is impossible to know the underlying shape of ℎ(𝑡).
Although the shape of ℎ(𝑡) In the healthy brain has been informed
by the many works demonstrating the hemodynamic response function (Aguirre et al., 1998; Shan et al., 2014), diﬀerent disease conditions have been known to alter the dCVR shape. For instance, aging
(West et al., 2019), autism spectrum disorder (Yan et al., 2018) and
Alzheimer’s disease (Morsheddost et al., 2014) have all been known to
alter the response shape. Thus, by evaluating all methods on a wide
range of HRF timings and shapes, we can determine the suitability of
these model-based methods for estimating an unknown ℎ(𝑡), one that
may not conform to any of the four models.
As seen in Methods, in generating our test signal sets, we intentionally targeted ℎ(𝑡) parameter ranges within and outside of the assumed
ranges in the modeling methods. Model-based deconvolution methods
are in theory expected to perform best for signals that correspond to
their respective assumed models. For instance, a signal generated by
convolving a Gamma dCVR may be best deconvolved using a Gammabased method such as BEG. To our surprise, the performance of the
methods was not dictated by their underlying model assumptions. The
poor overall performance of the CCA method, for one, may have been
the result of the same limitations discussed in the previous section.
Overall, while the model-dependence may be discernible at high SNR,
most methods performed reasonably well under these conditions. On the
other hand, the diﬀerences amongst the contributions of the diﬀerent
ground-truth ℎ(𝑡)’s may be diluted by the high noise contribution at low
SNR conditions. Under these conditions, it is precisely the more adaptive or more heavily parameterized methods such as the BEL, CCAopt
and IL methods that perform best. These ﬁndings are encouraging for
the feasibility of estimating dCVR reliably under various experimental
conditions.
While we proposed the high-SNR condition as being analogous to
task-based experiments (using challenges such as block-design or ramp
hypercapnia or pressure cuﬀs), and low-SNR conditions to resting-state
experiments (Golestani et al., 2016; Liu et al., 2017; Prokopiou et al.,
2019), in reality, the physiological response to task-based and restingstate PETCO2 variations are dissimilar. Not only do diﬀerent levels
of PETCO2 challenge interrogate diﬀerent ranges of vascular stress
(Fisher et al., 2017), their corresponding metabolic involvements
also diﬀer (Driver et al., 2017). In fact, we have previously shown
clear distinctions between task-based and resting-state dCVR shapes
(Prokopiou et al., 2019). However, we will not venture into more detail
in this regard, as the focus of this work is the modeling process, but will
continue to examine these diﬀerences in future experiments.
5.5. Computational time
The timing information provides an additional dimension of data for
choosing methods. The IL and BEL methods are associated with the most
13
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In this comparison, we did not include all possible modeling methods, such as the cosine-basis approach (Zarahn, 2002), the radial-basis
approach (Riera et al., 2004), and the basis-function optimization strategy (Riera et al., 2004; Woolrich et al., 2004). Our rationale is to target a
subset of methods that are more relevant to dCVR mapping (MAP, BEG,
BEL) and that are also mathematically simple (IL, CCA). Nonetheless,
our ﬁndings of model-independence can generalize to other methods.
Furthermore, to limit the scope and simplify the message, we also did
not include non-parametric methods such as SVD (Atwi et al., 2019), as
there is no clear disadvantage to apply model-based response estimation
in this case.
In this work, we used fMRI acquisitions with high temporal resolution. A TR of 380 ms is far below typical TRs (1–2 s). Our previous work
demonstrated that the CO2 response function estimates do not depend
on fMRI data sampling rate (Golestani et al., 2015). However, we realize
that our ﬁndings may still mostly pertain to higher sampling rates, and
our future work will target the use of lower-temporal resolution fMRI
data for dCVR estimation.
For practical reasons, we included relative computation time for all
included methods as a metric for comparison. However, we understand
that the reported computation times do not represent the absolute complexity, as they can vary with the implementation of the diﬀerent algorithms. For instance, while all methods were implemented in Matlab in
this study, a diﬀerent programming language could confer diﬀerences
on the precise computational cost.
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