We investigate the use of logistic regression (LR) to initialise Reinforcement Learning (RL)-based dialogue systems with models of human dialogue strategies. LR produces accurate predictions and performs feature selection. We illustrate this technique in exploring human multimodal clarification strategies, observed in a Wizard-of-Oz experiment. We use it to initialise an RL-based system with features which significantly influence human behaviour. We show that the strategy applied by the human wizards is sensitive to different dialogue contexts. Furthermore we show that for predicting clarification behaviour the logistic models improve over the baseline on average twice as much as the supervised learning techniques used in previous work.
INTRODUCTION
Recent work has successfully applied RL to learning dialogue strategies by experience, typically formulating the problem as a Markov Decision Process (MDP) (see for example [1, 2] ). Despite some success, several open questions remain, especially the issue of how to create an initial system policy, i.e. which features to include in the state space and how to define initial feature weights for state-action pairs. The advantages to instantiate a RL-based system with a human policy are several. [3] show that this method is significantly better than a hand-crafted policy and also requires less effort to create. Furthermore logistic regression (LR) is a principled approach for feature selection to reduce the state space. We only include features which significantly influence human decision making. Finally in future work we expect to show that the learning will converge faster towards a global optimum.
Good clarification strategies in spoken dialogue systems help to ensure and maintain mutual understanding and thus play a crucial role in robust conversational interaction. The overall goal of this work is to build a multimodal clarification strategy for dialogue systems, by optimising human clarification strategies using Reinforcement Learning (RL), as described in [4, 5] .
To address these questions we 'bootstrap' an initial policy from Wizard-of-Oz (WoZ) data (section 2) following [3] We extract a potential state space using "Information State Update" (ISU)-based features [2] , listed in section 3. We then use LR to build a prediction model (section 4) which improves over the baseline on average twice as much as the supervised learning techniques applied by [3, 5] selecting almost the same number of features (section 5). The prediction accuracy for LR improves on average 14.6% over the majority baseline and 7.9% over decision trees and Selective Bayes. Furthermore, LR integrates training and feature selection which allows us to identify the features which significantly contribute to the wizards' strategy choices. Using LR we are able to inspect the wizards' choices and assess the appropriateness of learnt strategy for initialising a RL-based system (section 6).
THE DATA
We use the SAMMIE corpus for bootstrapping clarification strategies. The Wizard-of-Oz setup introduced uncertainties on several levels, for example multiple matches in the database and errors on the acoustic level, as described in [4] . The corpus comprises 70 dialogues, 1.7k turns and 17k words. The data is annotated with the annotation scheme displayed in figure 1 for clarification requests (CRs), which has been shown to be applicable for several different domains of dialogue [6] .
CLARIFICATION REQUEST: The annotation scheme For CRs we annotate the problem source and degree of uncertainty (severity) as indicated by the speaker. The problem source of the clarification request describes the type of understanding problem which caused the need to clarify. Its attributes map to the levels of understanding as defined by [7] . The problem severity describes which type of feedback the CR-initiator requests from the other dialogue participant, i.e. asking for confirmation or for elaboration/repetition. The output mode (graphic) was automatically extracted from the logfiles. The following example (example 1) shows how a CR was annotated.
(1)
User: Please play "Venus". The manual annotations are reliable as reported in [8] . For learning we used the agreed cases.
Data analysis
Following [9] we conducted a regression analysis which relates different strategies and quantitative measures (such as dialogue length, delay between turns etc.) to user judgements elicited via a questionnaire. The average user satisfaction across all dialogues was fairly high (14.6 with a stdev. of 2.7, compared with 16.2 for the 9 Communicator systems). 1 As shown in [5] the wizards chose multimodal strategies according to features of different contexts. To explore the contextual appropriateness of an clarification strategy we now build a LR model that allows us to inspect how contextual features influence the wizards' policy. We next present the potential context features.
CONTEXT/INFORMATION STATE FEATURES
A state or context in our system is a dialogue information state as defined in [2] . We divide the types of information represented in the dialogue information state into local features (comprising low level and dialogue features), dialogue history features, and user model features. Most features are automatically extracted from the log-files (and are available at runtime in ISU-based dialogue systems). A full list of features are displayed in table 1, where ( g ) indicates that this feature was only used for building a model for graphic, and ( m ) denotes manual annotation A full description can be found in [5] . In the next section we use LR to inspect how these different dialogue context features influenced the wizards' policies.
MODELLING DIALOGUE POLICIES WITH LR
Logistic regression is a General Linear Model (GLM) which relates and weights predictor variables to a (categorical) outcome variable using a logit transform [10] . As we will show, LR models meet our requirements for (a) a reliable predictive model of the data for initialising RL-based systems, and (b) a concise descriptive model of the data for understanding and summarising human CRs for evaluation. Among the strengths of binary LR is the interpretability of the parameter estimates. Note that Maximum Entropy models are a similar type of GLM, which have been shown to perform well at different tasks, but their feature weights are difficult to interpret.
Model building
We binarise the outcome variables in order to separate out the contribution of different features to each class in a multiclass problem, e.g. which features are predictive for which CR source. LR incorporates training with feature selection, where the model gets fitted to a set of cases to find a model which explains most of the variance using a minimal set of features. For searching the feature space we use stepwise backward elimination to avoid suppressor effects [10] . We also use prior scaling by simulated replication for the minority class which has been shown to be an effective method for dealing with small imbalanced data sets (such as we have here) [11] . For model selection in stepwise methods we need to address the problem of over-or underfitting the data. We define our 'best model' to have maximal predictive power (as measured by accuracy and sensitivity towards the minority class) and descriptive power (as measured by Hosmer and Lemeshow goodness-of-fit test and Nagelkerke R 2 [10] ) while having a minimal set of features.
In the following section we present and interpret the model we selected to be 'best' (according to these criteria) from the stepwise regression method, and build the final model using forced entry for the selected features (following [10] ). 
Results and interpretation
For each feature we report the logit β-coefficients (also called feature weights or parameter estimates), and their interpretations in terms of probability ratios ("P ratio": probability for/probability against), as calculated from Exp(β), which represents the feature weights in terms of change of odds. The models are listed in table 2, (note that for reasons of space we cannot report the results for ref./goal and intention, and features screenHist g , refHist g , refUser g , and screenUser g ). The most dominant feature across all models is speech act (SA) argument. For showing a graphic, speech act arguments which ask for manipulating the screen output (e.g. show, select, delete, make) are most predictive. Whereas if the user enquires about some single piece of information (e.g. "How long is that song?") the chances for showing a screen output decrease. For CR severity the wizards follow a more cautious strategy if the SA argument is task critical, i.e. after the user asked to play (for example a song) or make (for example a new playlist) the wizards would often ask for confirmation, whereas if the user asked to search for an item the wizards would rather ask for elaboration/repetition, i.e. they try to elicit more (reliable) information to identify the item. For CR source most of the time each SA argument has one dominant source. Further feature weights can be interpreted similarly in terms of odds, Exp(β), and probability ratios. Note that the interpretation of the impact of unit change is relative to the scale and in which quantities this feature appears (in the domain). For example, the odds for asking a clarification on the acoustic level are .979 (49.46/50.53%) after a change of one data match, but only after 10 additional data base matches they reduce to 0.00627 (0.6232/99.376). This indicates that if the wizards find more evidence for their acoustic hypothesis in the data base, they would rather enquire about reference or intentional understanding.
In sum, the interpretation of logit coefficients shows that on average the human wizards followed a sensible and interpretable strategy, which provides a good starting point for optimising clarification strategies using RL.
COMPARING LR TO SUPERVISED LEARNING WITH INTEGRATED FEATURE SELECTION
We showed above that LR models fully describe the wizard strategies in terms of which context features significantly influence strategies, and how to interpret this influence. In the following section we evaluate predictiveness by comparing the accuracy of our LR models for predicting CRs against supervised learning (SL) algorithms used by e.g. [3] . Since we aim to reduce the number of features while learning we 2 Further details are available at www.coli.uni-saarland.de/ vrieser/CRbootstrap.html. use decision trees and Naïve Bayes with integrated feature selection, using the WEKA [12] implementation of the C4.5 system and Selective Bayes classifier. All models use prior scaling and are evaluated using 10-fold cross validation. The results are shown in table 3. The logistic models improve accuracy over the majority baseline on average twice as much as SL techniques. The prediction accuracy for LR improves on average 14.6% over the majority baseline and 7.9% over decision trees and Selective Bayes. The LR models achieve this high prediction accuracy while still being a simpler model than the SL algorithms applied. The number of features chosen by logistic regression are about the same as for decision trees, but linear models are in general simpler structures than trees. Trees combine information from different features only through partitioning of the space which leads to sub-optimal use of large feature spaces, whereas linear models perform well on large feature spaces. Similar observations are made by [13] for feature selection in parsing using large feature spaces. Note that Selective Bayes uses a smaller set of features than LR models, but is the model which performs worst on most of the tasks. Bayesian models do not model feature relations (which trees model via structure and GLMs via feature weights). In sum, logistic models are simpler and more expressive models which perform with a higher accuracy for predicting clarification strategies than previously used SL techniques do.
INITIALISING A RL-BASED DIALOGUE SYSTEM
The LR models can be used to define initial feature weights for state-action pairs. One of the major advantages for initialising an RL-based system with a reasonable policy is that it can be expected that the learning will converge faster towards a global optimum, which is especially useful for hard learning problems (such as dialogue policy learning nificantly influence human behaviour. Furthermore we have an initial baseline model which is interpretable. The changes by RL to that initial strategy will also provide insight into in which respects the human wizards behaved sub-optimally. For example we can track which features were predictive for an 'average' wizard clarification strategy in contrast to which features are chosen to be important for an optimal policy in dialogue systems.
SUMMARY AND FUTURE WORK
In this paper we investigated the use of LR to initialise RLbased dialogue systems, in this case with a model of human clarification strategies. This technique produces highly accurate predictions, performs feature selection (thereby reducing the state space), and provides an interpretable description of the underlying model. We first described the data collection in a WoZ study and the annotation scheme for clarification subdialogues. We showed how logistic regression can be used to construct a descriptive and interpretable model of contextdependent strategies. We show that for predicting clarification behaviour the logistic models improve over the baseline on average twice as much as SL techniques used in prior work, while selecting almost the same number of features. The prediction accuracy for LR improves on average 14.6% over the majority baseline and 7.9% over decision trees and Selective Bayes.
In future work we will optimise this initial strategy using RL, where we we will use cluster-based user simulations as described in [8] . We expect to show that the learning will converge faster towards a global optimum.
