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JUMP-DIFFUSIONS IN HILBERT SPACES: EXISTENCE,
STABILITY AND NUMERICS
DAMIR FILIPOVIC´, STEFAN TAPPE, AND JOSEF TEICHMANN
Abstract. By means of an original approach, called “method of the moving
frame”, we establish existence, uniqueness and stability results for mild and
weak solutions of stochastic partial differential equations (SPDEs) with path
dependent coefficients driven by an infinite dimensional Wiener process and
a compensated Poisson random measure. Our approach is based on a time-
dependent coordinate transform, which reduces a wide class of SPDEs to a class
of simpler SDE problems. We try to present the most general results, which we
can obtain in our setting, within a self-contained framework to demonstrate
our approach in all details. Also several numerical approaches to SPDEs in the
spirit of this setting are presented.
Mathematics Subject Classification: 60H15, 60H35.
Key Words: stochastic partial differential equations, mild and weak solutions,
stability results, high-order numerical schemes.
1. Introduction
Stochastic partial differential equations (SPDEs) are usually considered as sto-
chastic perturbations of partial differential equations (PDEs). More precisely, let
H be a Hilbert space and A the generator of a strongly continuous semigroup S on
H, then
drt
dt
= Art + α(rt), r0 ∈ H
describes a (semi-linear) PDE on the Hilbert space of states H with linear generator
A and (non-linear) term α : H → H. Solutions are usually defined in the mild or
weak sense. A stochastic perturbation of this (semi-linear) PDE is given through
a driving noise and (volatility) vector fields, for instance one can choose a one-
dimensional Brownian motion W and σ : H → H and consider
drt = (Art + α(rt))dt+ σ(rt)dWt, r0 ∈ H.
Solution concepts, properties of solutions, manifold applications have been worked
out in the most general cases, e.g., [9] in the case of Brownian noise or [27] in the
case of Le´vy noises.
We suggest in this article a new approach to SPDEs, which works for most
of the SPDEs considered in the literature (namely those where the semigroup is
pseudo-contractive). The advantages are three-fold: first one can consider most gen-
eral noises with path-dependent coefficients and derive existence, uniqueness and
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stability results in an easy manner. Second the new approach easily leads to (numer-
ical) approximation schemes for SPDEs, third the approach allows for rough path
formulations (see [33]) and therefore for large deviation results, Freidlin-Wentzell
type results, etc. In this article we shall mainly address existence, uniqueness and
stability results for SPDEs with driving Poisson random measures and general
path-dependent coefficients. An outline of the basic relation, namely short-time
asymptotics, for high-order, weak or strong numerical schemes is presented, too.
In our point of view SPDEs are considered as time-dependent transformations
of well-understood stochastic differential equations (SDEs). This is best described
by a metaphor from physics: take the previous equation and assume dimH = 1,
α(r) = 0 and σ(r) = σ a constant, i.e. an Ornstein-Uhlenbeck process
drt = Artdt+ σdWt, r0 ∈ R
in dimension one describing the trajectory of a Brownian particle in a (damping)
velocity field x 7→ Ax. If we move our coordinate frame according to the vector field
x 7→ Ax we observe a transformed movement of the particle, namely
dft = exp(−At)σdBt, f0 = r0,
which corresponds to a Brownian motion with time-dependent volatility, since space
is scaled by a factor exp(−At) at time t and the speed of the movement of the
coordinate frame makes the drift disappear. Loosely speaking, one “jumps on the
moving frame”, where the speed of the frame is chosen equal to the drift. In finite
dimensions the advantage of this procedure is purely conceptual, since analytically
the both equations can be equally well treated. If one imagines for a moment the
same procedure for an SPDE the advantage is much more than conceptual, since
the transformed equation, seen from the moving frame, is rather an SDE than an
SPDE, as the non-continuous drift term disappears in the moving frame. More
precisely, considering the variation of constants formula
rt = Str0 +
∫ t
0
St−sα(rs)ds+
∫ t
0
St−sσ(rs)dWs
we recognize the dynamics of the transformed SDE, namely the process ft = S−trt
satisfies
dft = S−tα(Stft)dt+ S−tσ(Stft)dWt, f0 = r0.
At this point it is clear that the drift term in infinite dimensions does usually not
allow movements in negative time direction, which is crucial for the approach. This
limitation can be overcome by the Szo˝kefalvi-Nagy theorem, which allows for group
extensions of given (pseudo-contractive) semigroups of linear operators. We empha-
size that we do not need the particular structure of this extension, which might be
quite involved. The emphasis of this article is to provide a self-contained outline
of this method in the realm of jump-diffusions with path-dependent coefficients,
which has not been treated in the literature so far.
Therefore we suggest the following approach to SPDEs, which is the guideline
through this article:
• consider the SDE obtained by transforming the SPDE with a time-dependent
transformation r 7→ S−tr (jump to the moving frame).
• solve the transformed SDE.
• transform the solution process by r 7→ Str in order to obtain a mild solution
of the original SPDE (leave the moving frame).
In [1] and [26] existence, uniqueness and regular dependence on initial data are
considered for SPDEs driven by a Wiener processes and Poisson random measures.
The authors also apply the Szo˝kefalvi-Nagy theorem to prove certain inequalities,
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which are crucial for their considerations. In contrast our approach means that we
reduce all these separate considerations to the analysis of one transformed SDE,
which corresponds then – by means of the time-dependent transformation – to the
solution of the given SPDE.
Our approach is based on the general jump-diffusion approach to stochastic par-
tial differential equations as presented in [1] or [26]. In contrast, our vector fields
can be path-dependent in a general sense, not only random as supposed in [26]. Ap-
plications of this setting can be found in recent work on volatility surfaces, where
random dependence of the vector fields is not enough. We first do the obvious proofs
for stochastic differential equations with values in (separable) Hilbert spaces. Then
we show that by our transformation method (“jump to the moving frame”) we can
transfer those results to stochastic partial differential equations. In a completely
similar way we could have taken the setting for stochastic differential equations in
Ph. Protter’s book [28], which is based on semi-martingales as driving processes
and where we can literally transfer the respective theorems into the setting of sto-
chastic partial differential equations. In particular all Lp-estimates – as extensively
proved in [28] – can be transferred into the setting of stochastic partial differential
equations.
The “moving frame approach” is a particular case of methods, where pull-backs
with respect to flows are applied. Those methods have quite a long history in the
theory of ODEs, PDEs and SDEs (pars pro toto we mention the Doss-Sussman
method as described in [29] and the further material therein). In the realm of
SPDEs the “pull-back” method has been successfully applied in [7] with respect to
noise vector fields. See also a discussion in [6] where this point of view is applied
again, but a pull-back with respect to the PDE part has not been applied yet.
We shall now provide a guideline for the remainder of the article. In Section 2 we
define the fundamental concepts, notions and notations for stochastic integration
with respect to Wiener processes and Poisson random measures. In Section 3 and 4
we provide for the sake of completeness existence and uniqueness results for Hilbert
spaces valued SDEs and respective Lp-estimates. In Sections 5 and 6 we provide
stability and regularity results for those SDEs. Section 7 we introduce all necessary
solution concepts for (semi-linear) SPDEs. In Section 8 we apply our method of
the moving frame to existence and uniqueness questions. Section 9 is devoted to
the study of stability and regularity for SPDEs. Section 10 and Section 11 describe
Markovian SPDE problems and several high order numerical schemes for SPDEs in
this case. Again for the sake of completeness we provide a stochastic Fubini theorem
with respect to compensated Poisson random measures in Appendix A.
2. Stochastic integration in Hilbert spaces
In this section, we shall outline the notion of stochastic integrals with respect to
an infinite dimensional Wiener process and with respect to a compensated Poisson
random measure. The construction of the stochastic integral with respect to a
Brownian motion follows [9, Sec. 4.2]. The construction of the stochastic integral
with respect to a Poisson measure is similar and can be found in [30] or [21, Sec.
2].
2.1. Setting and Definitions. From now on, let (Ω,F , (Ft)t≥0,P) be a filtered
probability space satisfying the usual conditions. Furthermore, let H denote a sep-
arable Hilbert space with inner product 〈·, ·〉H and associated norm ‖ · ‖H . If there
is no ambiguity, we shall simply write 〈·, ·〉 and ‖ · ‖.
In the sequel, P denotes the predictable σ-algebra on R+ and PT denotes pre-
dictable σ-algebra on [0, T ] for an arbitrary T ∈ R+. We denote by λ the Lebesgue
measure on R.
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For an arbitrary p ≥ 1 and a finite time horizon T ∈ R+ we define
LpT (λ;H) := L
p(Ω× [0, T ],PT ,P⊗ λ;H)
and let Lp(λ;H) be the space of all predictable process Φ : Ω×R+ → H such that
for each T ∈ R+ the restriction of Φ to Ω× [0, T ] belongs to LpT (λ;H). Furthermore,
Lploc(λ;H) denotes the space of all predictable processes Φ : Ω×R+ → H such that
P
(∫ T
0
‖Φt‖pdt <∞
)
= 1 for all T ∈ R+.
Clearly, for each Φ ∈ Lploc(λ;H) the path-by-path Stieltjes integral
∫ t
0
Φsds exists.
Let M2T (H) be the space of all square-integrable ca`dla`g martingales M : Ω ×
[0, T ] → H, where indistinguishable processes are identified. Endowed with the
inner product
(M,N) 7→ E[〈MT , NT 〉],
the space M2T (H) is a Hilbert space. The space M
2,c
T (H), consisting of all continuous
elements from M2T (H), is a closed subspace of M
2
T (H), which is a consequence of
Doob’s martingale inequality [9, Thm. 3.8].
2.2. Stochastic Integration with respect to Wiener processes. Let U be
another separable Hilbert space and Q ∈ L(U) be a compact, self-adjoint, strictly
positive linear operator. Then there exist an orthonormal basis {ej} of U and a
bounded sequence λj of strictly positive real numbers such that
Qu =
∑
j
λj〈u, ej〉ej , u ∈ U
namely, the λj are the eigenvalues of Q, and each ej is an eigenvector corresponding
to λj , see, e.g., [34, Thm. VI.3.2].
The space U0 := Q
1
2 (U), equipped with inner product 〈u, v〉U0 := 〈Q−
1
2u,Q−
1
2 v〉U ,
is another separable Hilbert space and {√λjej} is an orthonormal basis.
Let W be a Q-Wiener process [9, p. 86,87]. We assume that tr(Q) =
∑
j λj <∞.
Otherwise, which is the case if W is a cylindrical Wiener process, there always exists
a separable Hilbert space U1 ⊃ U on which W has a realization as a finite trace
class Wiener process, see [9, Chap. 4.3].
We denote by L02 := L2(U0, H) the space of Hilbert-Schmidt operators from U0
into H, which, endowed with the Hilbert-Schmidt norm
‖Φ‖L02 :=
√∑
j
λj‖Φej‖2, Φ ∈ L02
itself is a separable Hilbert space.
Following [9, Chap. 4.2], we define the stochastic integral
∫ t
0
ΦsdWs as an isome-
try, extending the obvious isometry on simple predictable processes, from L2T (W ;L
0
2)
to M2,cT (H), where
L2T (W ;L
0
2) := L
2(Ω× [0, T ],PT ,P⊗ λ;L02).
In particular, we obtain the Itoˆ-isometry
E
[∥∥∥∥∫ t
0
ΦsdWs
∥∥∥∥2
]
= E
[ ∫ t
0
‖Φs‖2L02ds
]
, t ∈ [0, T ](2.1)
for all Φ ∈ L2T (W ;L02). In a straightforward manner, we extend the stochastic
integral to the space L2(W ;L02) of all predictable processes Φ : Ω × R+ → L20
such that the restriction of Φ to Ω × [0, T ] belongs to L2T (W ;L02) for all T ∈ R+,
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and, furthermore, to the space L2loc(W ;L02) consisting of all predictable processes
Φ : Ω× R+ → L20 such that
P
(∫ T
0
‖Φt‖2L02dt <∞
)
= 1 for all T ∈ R+.
The integral process is unique up to indistinguishability.
There is an alternative view on the stochastic integral, which we shall use in this
text. According to [9, Prop. 4.1], the sequence of stochastic processes {βj} defined as
βj := 1√
λj
〈W, ej〉 is a sequence of real-valued independent (Ft)-Brownian motions
and we have the expansion
W =
∑
j
√
λjβ
jej ,
where the series is convergent in the space M2(U) of U -valued square-integrable
martingales. Let Φ ∈ L2loc(W ;L02) be arbitrary. For each j we set Φj :=
√
λjΦej .
Then we have ∫ t
0
ΦsdWs =
∑
j
∫ t
0
Φjsdβ
j
s , t ∈ R+
where the convergence is uniformly on compact time intervals in probability, see [9,
Thm. 4.3].
2.3. Stochastic Integration with respect to Poisson random measures.
Let (E, E) be a measurable space which we assume to be a Blackwell space (see
[11, 15]). We remark that every Polish space with its Borel σ-field is a Blackwell
space.
Now let µ be a homogeneous Poisson random measure on R+ ×E, see [18, Def.
II.1.20]. Then its compensator is of the form dt ⊗ F (dx), where F is a σ-finite
measure on (E, E).
We define the Itoˆ-integral
∫ t
0
∫
E
Φ(s, x)(µ(ds, dx) − F (dx)ds) as an isometry,
which extends the obvious isometry on simple predictable processes, from L2T (µ;H)
to M2T (H), where
L2T (µ;H) := L
2(Ω× [0, T ]× E,PT ⊗ E ,P⊗ λ⊗ F ;H).(2.2)
In particular, for each Φ ∈ L2T (µ;H) we obtain the Itoˆ-isometry
E
[∥∥∥∥∫ t
0
∫
E
Φ(s, x)(µ(ds, dx)− F (dx)ds)
∥∥∥∥2
]
= E
[ ∫ t
0
∫
E
‖Φ(s, x)‖2F (dx)ds
](2.3)
for all t ∈ [0, T ]. In a straightforward manner, we extend the stochastic integral
to the space L2(µ;H) of all predictable processes Φ : Ω × R+ × E → H such
that the restriction of Φ to Ω × [0, T ] × E belongs to L2T (µ;H) for all T ∈ R+,
and, furthermore, to the space L2loc(µ;H) consisting of all predictable processes
Φ : Ω× R+ × E → H such that
P
(∫ T
0
‖Φ(t, x)‖2F (dx)dt <∞
)
= 1 for all T ∈ R+.
The integral process is unique up to indistinguishability.
Such a construction of the stochastic integral can, e.g., be found in [2, Sec. 4] for
the finite dimensional case and in [30], [21, Sec. 2] for the infinite dimensional case.
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2.4. Path properties of stochastic integrals. It is apparent that for every Φ ∈
Lploc(λ;H), where p ≥ 1, the path-by-path Stieltjes integral
∫ •
0
Φsds has continuous
sample paths.
As outlined in Section 2.2, we have first defined the stochastic integral
∫ t
0
ΦsdWs
as an isometry from L2T (W ;L
0
2) to M
2,c
T (H), the space of all square-integrable
continuous martingales, and then extended it by localization. Therefore, for each
Φ ∈ L2loc(W ;L02), the trajectories of the integral process
∫ •
0
ΦsdWs are continuous.
Similarly, the stochastic integral
∫ t
0
∫
E
Φ(s, x)(µ(ds, dx)− F (dx)ds), outlined in
Section 2.3, is, in the first step, defined as an isometry from L2T (µ;H) to M
2
T (H),
the space of all square-integrable ca`dla`g martingales, and then extended by localiza-
tion. Hence, for each Φ ∈ L2loc(µ;H) the integral process
∫ •
0
∫
E
Φ(s, x)(µ(ds, dx)−
F (dx)ds) has ca`dla`g sample paths.
2.5. Independence of the driving terms. We remark that the Wiener process
W and the Poisson random measure µ are independent, which we will actually only
need in Section 11.
The asserted independence is provided by using the semimartingale theory from
Jacod and Shiryaev [18]. Indeed, for a continuous local martingale M and a purely
discontinuous local martingale N , which are both assumed to be processes with
independent increments and both considered with respect to the same filtration,
the semimartingale X = (M,N) is again a process with independent increments,
because its semimartingale characteristics (see [18, Def. II.2.6]), which we can easily
compute from those of M and N , are also deterministic. Here we need the fact
that (M,N) = (M, 0) + (0, N) is a decomposition into a continuous and purely
discontinuous local martingale. Computing the characteristic functions of M , N
and X by means of [18, Thm. II.4.15] yields the desired independence.
3. Existence and uniqueness of solutions for stochastic differential
equations
Since we shall show that – in case of pseudo-contractive strongly continuous
semigroups – it is equivalent to consider SPDEs on the one hand or time-dependent
SDEs on the other hand, we need the basic results for time-dependent SDEs with
possibly infinite dimensional state space at hand. In this section we prove existence
and uniqueness results for stochastic differential equations (SDEs) on a possibly
infinite dimensional state space. The results are fairly standard, but we provide
them in order to keep our presentation self-contained and to introduce certain
notation which we shall need in the further sections.
For an interval I ⊂ R+ we define the space C(I;H) := C(I;L2(Ω;H)) of all
continuous functions from I into L2(Ω;H). If the interval I is compact, then C(I;H)
is a Banach space with respect to the norm
‖r‖I := sup
t∈I
‖rt‖L2(Ω;H) =
√
sup
t∈I
E[‖rt‖2].
Note that C(I;H) is a space consisting of continuous curves of equivalence classes
of random variables. For each element r ∈ C(I;H) we can associate an H-valued,
mean-square continuous process r˜ = (r˜t)t∈I , which is unique up to a version.
Let Cad(I;H) be the subspace consisting of all adapted curves from C(I;H).
Note that, by the completeness of the filtration (Ft)t≥0, adaptedness of a curve
r ∈ C(I;H) is independent of the choice of the representative. If the interval I is
compact, then the subspace Cad(I;H) is closed with respect to the norm ‖ · ‖I .
We shall also consider the spaces C(I;H) and Cad(I;H) of all mean-square con-
tinuous and of all adapted, mean-square continuous processes r ∈ C(I;L2(Ω;H)).
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Note that for each r ∈ C(I;H) the equivalence class [r] belongs to C(I;H), and if
r ∈ Cad(I;H), then we have [r] ∈ Cad(I;H).
If no confusion concerning the Hilbert space H is possible, we shall use the
abbreviations C(I), Cad(I), C(I) and Cad(I) for C(I;H), Cad(I;H), C(I;H) and
Cad(I;H).
We denote by HP resp. HP⊗E the space of all predictable processes r : Ω×R+ →
H resp. r : Ω× R+ × E → H.
We shall now deal with stochastic differential equations of the kind{
drt = α(r)tdt+ σ(r)tdWt +
∫
E
γ(r)(t, x)(µ(dt, dx)− F (dx)dt)
r|[0,t0] = h,
(3.1)
where α : Cad(R+) → HP , σ : Cad(R+) → (L02)P and γ : Cad(R+) → HP⊗E . Fix
t0 ∈ R+ and h ∈ Cad[0, t0].
3.1. Definition. A process r ∈ Cad(R+) is called a solution for (3.1) if we have
r|[0,t0] = h, α([r])1[t0,∞) ∈ L1loc(λ;H), σ([r])1[t0,∞) ∈ L2loc(W ;L20), γ([r])1[t0,∞) ∈
L2loc(µ;H) and almost surely
(3.2)
rt = ht0 +
∫ t
t0
α([r])sds+
∫ t
t0
σ([r])sdWs
+
∫ t
t0
∫
E
γ([r])(s, x)(µ(ds, dx)− F (dx)ds), t ≥ t0.
As pointed out in Section 2, the stochastic integrals at the right-hand side of (3.2)
are only determined up to indistinguishability. Therefore, uniqueness of solutions
for (3.1) is meant up to indistinguishability on the interval [t0,∞), that is, for two
solutions r, r˜ ∈ Cad(R+) we have P(
⋂
t≥t0{rt = r˜t}) = 1.
3.2. Remark. Note that in this definition time-dependence of the vector fields is
naturally included into the setting. Also observe that for t0 = 0 we have Cad[0, t0] =
L2(Ω,F0,P;H) and Cad[0, t0] = L2(Ω,F0,P;H).
The following standard assumptions are crucial for existence and uniqueness:
3.3. Assumption. We assume that for all T ∈ R+ and all r1, r2 ∈ Cad(R+) with
r1|[0,T ] = r2|[0,T ] we have
α(r1)|[0,T ] = α(r2)|[0,T ],
σ(r1)|[0,T ] = σ(r2)|[0,T ],
γ(r1)|[0,T ]×E = γ(r2)|[0,T ]×E .
3.4. Assumption. Denoting by 0 ∈ Cad(R+) the zero process, we assume that
t 7→ E[‖α(0)t‖2] ∈ L1loc(R+),(3.3)
t 7→ E[‖σ(0)t‖2L02 ] ∈ L
1
loc(R+),(3.4)
t 7→ E
[ ∫
E
‖γ(0)(t, x)‖2F (dx)
]
∈ L1loc(R+).(3.5)
3.5. Assumption. We assume there is a function
L ∈ L2loc(R+)(3.6)
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such that for all t ∈ R+ we have
E[‖α(r1)t − α(r2)t‖2] ≤ L(t)2‖r1 − r2‖2[0,t],(3.7)
E[‖σ(r1)t − σ(r2)t‖2L02 ] ≤ L(t)
2‖r1 − r2‖2[0,t],(3.8)
E
[ ∫
E
‖γ(r1)(t, x)− γ(r2)(t, x)‖2F (dx)
]
≤ L(t)2‖r1 − r2‖2[0,t](3.9)
for all r1, r2 ∈ Cad(R+).
3.6. Remark. For p ≥ 1 the space Lploc(R+) denotes the space of all measurable
functions f : R+ → R such that the restriction f |[0,T ] belongs to Lp[0, T ] for every
T ∈ R+. Note that (3.3), (3.4), (3.5) and (3.6) are in particular satisfied if the
respective functions are bounded on compact intervals.
3.7. Remark. Note that Assumptions 3.3, 3.4, 3.5 are satisfied for a wide class
of SDEs (and thus – by the method of the moving frame – SPDEs) with path-
dependent coefficients. As an example, we will consider equations with characteristic
coefficients depending on the randomness ω, the time t and finitely many states from
the path on the interval [0, t], see Corollary 10.3 below, which together with Remark
10.10 (see also Remark 8.6) generalizes [26, Thm. 2.4]. We also emphasize that the
Lipschitz function L only needs to be locally square-integrable.
3.8. Remark. In the book of Ph. Protter [28] stochastic differential equations driven
by semimartingales are studied. The characteristic coefficients are mappings F :
D → D, where D denotes the space of adapted ca`dla`g processes. In [28, Thm. V.7]
they are assumed to be functional Lipschitz, i.e. for any X,Y ∈ D we have
F (X)τ− = F (Y )τ− for any stopping time τ with Xτ− = Y τ−(3.10)
and almost surely
‖F (X)t − F (Y )t‖ ≤ Kt sup
s∈[0,t]
‖Xs − Ys‖ for each t ≥ 0,(3.11)
where K = (Kt)t≥0 is an increasing (finite) process. By localization, Protter [28]
assumes that K is uniformly bounded by some finite constant k > 0, see [28, Lemmas
V.1, V.2]. Taking expectation in (3.11) then yields
E[‖F (X)t − F (Y )t‖2] ≤ k2E
[
sup
s∈[0,t]
‖Xs − Ys‖2
]
= k2‖X − Y ‖2S2[0,t],(3.12)
and existence and uniqueness is proven by a fixed point argument on the space S2.
We, in contrast, will apply a fixed point argument on the space Cad(R+), and show
the existence of a ca`dla`g version afterwards, see Theorem 3.11 below. Note that
Assumption 3.3 corresponds to (3.10) and Assumption 3.5 corresponds to (3.12).
Hence, our assumptions can be regarded as an analogue to the functional Lipschitz
property in [28].
3.9. Lemma. For each r ∈ Cad(R+) the functions
t 7→ E
[ ∫ t
0
‖α(r)s‖2ds
]
,(3.13)
t 7→ E
[ ∫ t
0
‖σ(r)s‖2L02ds
]
,(3.14)
t 7→ E
[ ∫ t
0
∫
E
‖γ(r)(s, x)‖2F (dx)ds
]
(3.15)
are well-defined and continuous on R+.
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Proof. Let r ∈ Cad(R+) and t ∈ R+ be arbitrary. Using the Lipschitz conditions
(3.7), (3.8), (3.9) we obtain
E
[ ∫ t
0
‖α(r)s‖2ds
]
≤ 2
∫ t
0
L(s)2‖r‖2[0,s]ds+ 2
∫ t
0
E[‖α(0)s‖2]ds,
E
[ ∫ t
0
‖σ(r)s‖2L02ds
]
≤ 2
∫ t
0
L(s)2‖r‖2[0,s]ds+ 2
∫ t
0
E[‖σ(0)s‖2L02 ]ds,
E
[ ∫ t
0
∫
E
‖γ(r)(s, x)‖2F (dx)ds
]
≤ 2
∫ t
0
L(s)2‖r‖2[0,s]ds+ 2
∫ t
0
E
[ ∫
E
‖γ(0)(s, x)‖2F (dx)
]
ds.
Note that, by (3.6), we have∫ t
0
L(s)2‖r‖2[0,s]ds ≤ ‖r‖2[0,t]
∫ t
0
L(s)2ds <∞.
Together with (3.3), (3.4), (3.5) we deduce that the functions in (3.13), (3.14),
(3.15) are well-defined. The continuity follows from Lebesgue’s theorem. 
According to Lemma 3.9, for all r ∈ Cad(R+) we have α(r) ∈ L2(λ;H), σ(r) ∈
L2(W ;L02) and γ(r) ∈ L2(µ;H). This ensures that the following stochastic integrals
in (3.16) are well-defined.
For any T ∈ R+ and r ∈ Cad[0, T ] we define
α(r) := α(r˜)|[0,T ],
σ(r) := σ(r˜)|[0,T ],
γ(r) := γ(r˜)|[0,T ]×E ,
where we have chosen r˜ ∈ Cad(R+) such that r = r˜|[0,T ]. Such an element r˜ always
exists. Take, for example, the constant continuation r˜t := rT for t ≥ T . Notice also
that this definition is independent of the choice of r˜ by virtue of Assumption 3.3.
Let us fix t0 ∈ R+, T ≥ t0, h ∈ Cad[0, t0] and r ∈ Cad[0, T ]. We define Λh(r) by
Λh(r)|[0,t0] := h and
(3.16)
Λh(r)t := ht0 +
∫ t
t0
α(r)sds+
∫ t
t0
σ(r)sdWs
+
∫ t
t0
∫
E
γ(r)(s, x)(µ(ds, dx)− F (dx)ds), t ∈ [t0, T ].
By Ho¨lder’s inequality, the Itoˆ-isometries (2.1), (2.3) and Lemma 3.9, the process
Λh(r) is mean-square continuous. By taking the respective equivalence classes, this
induces a mapping Λh : Cad[0, T ]→ Cad[0, T ].
In an analogous fashion, we define a mapping Λh : Cad(R+)→ Cad(R+).
Now we fix T1, T2 ∈ R+ with T1 ≤ T2 and r1 ∈ Cad[0, T1]. For r2 ∈ Cad[T1, T2]
we have
(r1, r2) :=
(
(r1s)s∈[0,T1], (r
2
s + r
1
T1 − r2T1)s∈(T1,T2]
) ∈ Cad[0, T2].
Hence, we can define
Γr1(r
2)t := r
1
T1 +
∫ t
T1
α(r1, r2)sds+
∫ t
T1
σ(r1, r2)sdWs
+
∫ t
T1
γ(r1, r2)(s, x)(µ(ds, dx)− F (dx)ds), t ∈ [T1, T2].
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By Ho¨lder’s inequality, the Itoˆ-isometries (2.1), (2.3) and Lemma 3.9, the process
Γr1(r
2) is mean-square continuous. By taking the respective equivalence classes,
this induces a mapping Γr1 : Cad[T1, T2]→ Cad[T1, T2].
3.10. Lemma. Let t0 ∈ R+ be arbitrary. There exists a sequence t0 = T0 < T1 <
T2 < . . . with Tn → ∞ such that for all n ∈ N0 and all h ∈ Cad[0, Tn] the map Γh
is a contraction on Cad[Tn, Tn+1].
Proof. We choose an arbitrary  ∈ (0, 1). Let δ > 0 be such that
f(t) ≤ , t ∈ [0, δ](3.17)
where f(t) := 12(t + 2). By (3.6) and Lebesgue’s theorem, the map g : R+ →
R+, g(t) =
∫ t
0
L(s)2ds is continuous. Since g is uniformly continuous on com-
pact intervals of R+, there exists a sequence t0 = T0 < T1 < T2 < . . . with
supn∈N0 |Tn+1 − Tn| ≤ δ and Tn →∞ such that
|g(Tn)− g(Tn+1)| ≤  for all n ∈ N0.(3.18)
Let n ∈ N0 and h ∈ Cad[0, Tn] be arbitrary. We fix r1, r2 ∈ Cad[Tn, Tn+1] and
t ∈ [Tn, Tn+1]. By using Ho¨lder’s inequality and (3.7) we obtain
E
[∥∥∥∥∫ t
Tn
(α(h, r1)s − α(h, r2)s)ds
∥∥∥∥2
]
≤ (t− Tn)
∫ t
Tn
L(s)2‖r1 + hTn − r1Tn − (r2 + hTn − r2Tn)‖2[Tn,s]ds
≤ 4(t− Tn)
(∫ t
Tn
L(s)2ds
)
‖r1 − r2‖2[Tn,Tn+1].
The Itoˆ-isometry (2.1) and (3.8) yield
E
[∥∥∥∥∫ t
Tn
(σ(h, r1)s − σ(h, r2)s)dWs
∥∥∥∥2
]
≤
∫ t
Tn
L(s)2‖r1 + hTn − r1Tn − (r2 + hTn − r2Tn)‖2[Tn,s]ds
≤ 4
(∫ t
Tn
L(s)2ds
)
‖r1 − r2‖2[Tn,Tn+1],
and the Itoˆ-isometry (2.3) and (3.9) give us an analogous estimate for the jump
part. Thus, we obtain for all t ∈ [Tn, Tn+1] the estimate
E[‖Γh(r1)t − Γh(r2)t‖2] ≤ 12(t− Tn + 2)
(∫ t
Tn
L(s)2ds
)
‖r1 − r2‖2[Tn,Tn+1]
= f(t− tn)(g(t)− g(Tn))‖r1 − r2‖2[Tn,Tn+1],
which implies, by taking into account (3.17) and (3.18),
‖Γh(r1)− Γh(r2)‖[Tn,Tn+1] ≤ ‖r1 − r2‖[Tn,Tn+1],
proving that Γh is a contraction on Cad[Tn, Tn+1]. 
3.11. Theorem. Suppose that Assumptions 3.3, 3.4, 3.5 are fulfilled. Then, for
each t0 ∈ R+ and h ∈ Cad[0, t0] there exists a unique solution r ∈ Cad(R+) for (3.1)
with ca`dla`g paths on [t0,∞), and it satisfies
E
[
sup
t∈[t0,T ]
‖rt‖2
]
<∞ for all T ≥ t0.(3.19)
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Proof. Let t0 ∈ R+ and h ∈ Cad[0, t0] be arbitrary. We identify h with its equivalence
class and fix a sequence (Tn)n∈N as in Lemma 3.10. By induction we shall prove
that for each n ∈ N0 the fixed point equation
rn = Λh(r
n), rn ∈ Cad[0, Tn](3.20)
has a unique solution. For n = 0 the unique solution for (3.20) is given by r0 = h.
We proceed with the induction step n→ n+ 1. By the Banach fixed point theorem
there exists a unique solution for
r˜n+1 = Γrn(r˜
n+1), r˜n+1 ∈ Cad[Tn, Tn+1].(3.21)
The process rn+1 := ((rn)t∈[0,Tn], (r˜
n+1)t∈(Tn,Tn+1]) belongs to Cad[0, Tn+1], be-
cause rnTn = r˜
n+1
Tn
by (3.21), and, by taking into account Assumption 3.3, it is the
unique solution for
rn+1 = Λh(r
n+1), rn+1 ∈ Cad[0, Tn+1].
Since Tn → ∞, there exists, by noting Assumption 3.3 again, a unique solution
r ∈ Cad(R+) for the fixed point equation
r = Λh(r), r ∈ Cad(R+).(3.22)
The right-hand side of (3.22) consists of the sum of stochastic integrals. Therefore,
there exists a representative r˜ ∈ Cad(R+) of Λh(r) with ca`dla`g paths on [t0,∞), see
Section 2.4. Equation (3.22) yields, up to indistinguishability,
r˜t = ht0 +
∫ t
t0
α([r˜])sds+
∫ t
t0
σ([r˜])sdWs
+
∫ t
t0
∫
E
γ([r˜])(s, x)(µ(ds, dx)− F (dx)ds), t ≥ t0.
Since any two representatives of r, which are ca`dla`g on [t0,∞), are indistinguishable
on [t0,∞), this shows that r˜ is the unique solution for (3.1). Relation (3.19) is
established by Ho¨lder’s inequality, Doob’s martingale inequality [9, Thm. 3.8], the
Itoˆ-isometries (2.1), (2.3) and Lemma 3.9. 
3.12. Remark. The idea work on the space Cad(R+) already appears in the proof of
[14, Thm. 4.1], which deals with infinite dimensional stochastic differential equations
driven by Wiener processes.
4. Lp-estimates
In order to carry Lp-theory from SDEs with possibly infinite dimensional state
space to SPDEs we provide the relevant results for SDEs here. For the SDEs of Sec-
tion 3 the full theory of Lp-estimates for solutions of stochastic differential equations
holds true.
Let p ≥ 2 be arbitrary. In this section, for any interval I ⊂ R+ we consider the
space C(I) := C(I;Lp(Ω;H)) of all continuous functions from I into Lp(Ω;H). If
the interval I is compact, we equip C(I) with the norm
‖r‖I := sup
t∈I
‖rt‖Lp(Ω;H) =
(
sup
t∈I
E[‖rt‖p]
) 1
p
.
We replace Assumptions 3.4 and 3.5 by the following stronger assumptions.
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4.1. Assumption. Denoting by 0 ∈ Cad(R+) the zero process, we assume that
t 7→ E[‖α(0)t‖p] ∈ L1loc(R+),
t 7→ E[‖σ(0)t‖pL02 ] ∈ L
1
loc(R+),
t 7→ E
[ ∫
E
‖γ(0)(t, x)‖pF (dx)
]
∈ L1loc(R+).
4.2. Assumption. We assume there is a function
L ∈ Lploc(R+)
such that for all t ∈ R+ we have
E[‖α(r1)t − α(r2)t‖p] ≤ L(t)p‖r1 − r2‖p[0,t],(4.1)
E[‖σ(r1)t − σ(r2)t‖pL02 ] ≤ L(t)
p‖r1 − r2‖p[0,t],(4.2)
E
[ ∫
E
‖γ(r1)(t, x)− γ(r2)(t, x)‖pF (dx)
]
(4.3)
+E
[(∫
E
‖γ(r1)(t, x)− γ(r2)(t, x)‖2F (dx)
) p
2
]
≤ L(t)p‖r1 − r2‖p[0,t]
for all r1, r2 ∈ Cad(R+).
4.3. Theorem. Suppose that Assumptions 3.3, 4.1, 4.2 are fulfilled. Then, for each
t0 ∈ R+ and h ∈ Cad[0, t0] there exists a unique solution r ∈ Cad(R+) for (3.1) with
ca`dla`g paths on [t0,∞), and it satisfies
E
[
sup
t∈[t0,T ]
‖rt‖p
]
<∞ for all T ≥ t0.
The proof is established by applying the reasonings from the previous section
directly. We do not go into detail here, but indicate how we apply the Banach
fixed point theorem in this situation, which relies on Burkholder-Davis-Gundy and
Bichteler-Jacod type arguments.
By using Ho¨lder’s inequality and (4.1) we obtain
E
[∥∥∥∥ ∫ t
Tn
(α(h, r1)s − α(h, r2)s)ds
∥∥∥∥p]
≤ (t− Tn)p−1E
[ ∫ t
Tn
‖α(h, r1)s − α(h, r2)s‖pds
]
≤ 2p(t− Tn)p−1
(∫ t
0
L(s)pds
)
‖r1 − r2‖p[Tn,Tn+1].
By the Burkholder-Davis-Gundy inequality, Ho¨lder’s inequality and (4.2) we have
E
[∥∥∥∥∫ t
Tn
(σ(h, r1)s − σ(h, r2)s)dWs
∥∥∥∥p
]
≤ CpE
[(∫ t
Tn
‖σ(h, r1)s − σ(h, r2)s‖2L02ds
) p
2
]
≤ Cp(t− Tn)
p
2−1
∫ t
Tn
E[‖σ(h, r1)s − σ(h, r2)s‖pL02 ]ds
≤ 2pCp(t− Tn)
p
2−1
(∫ t
Tn
L(s)pds
)
‖r1 − r2‖p[Tn,Tn+1],
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with a constant Cp > 0. By means of the Bichteler-Jacod inequality (see [26, Lemma
3.1]) and (4.3) we get
E
[∥∥∥∥∫ t
Tn
∫
E
(γ(h, r1)(s, x)− γ(h, r2)(s, x))(µ(ds, dx)− F (dx)ds)
∥∥∥∥p
]
≤ NE
[∫ t
Tn
∫
E
‖γ(h, r1)(s, x)− γ(h, r2)(s, x)‖pF (dx)ds
]
+NE
[∫ t
Tn
(∫
E
‖γ(h, r1)(s, x)− γ(h, r2)(s, x)‖2F (dx)
) p
2
ds
]
≤ 2p+1N
(∫ t
Tn
L(s)pds
)
‖r1 − r2‖p[Tn,Tn+1]
with a constant N = N(p, t) > 0. Proceeding as in the proof of Lemma 3.10,
we obtain, after choosing an appropriate sequence (Tn)n∈N, that the fixed point
mappings Γh for h ∈ Cad[0, Tn] are contractions on Cad[Tn, Tn+1].
5. Stability of stochastic differential equations
We shall now deal with stability of stochastic differential equations of the kind
(3.1). Again these are standard results which we do only give for the sake of com-
pleteness. Using the method of the moving frame, we will transfer the results to
stochastic partial differential equations in Section 9.
As in Section 3, we assume that α : Cad(R+)→ HP , σ : Cad(R+)→ (L02)P and
γ : Cad(R+) → HP⊗E fulfill Assumptions 3.3, 3.4, 3.5. Furthermore, let, for each
n ∈ N, αn : Cad(R+)→ HP , σn : Cad(R+)→ (L02)P and γn : Cad(R+)→ HP⊗E be
given. We make the following additional assumptions.
5.1. Assumption. We assume that for all T ∈ R+ and all r1, r2 ∈ Cad(R+) with
r1|[0,T ] = r2|[0,T ] we have
αn(r
1)|[0,T ] = αn(r2)|[0,T ], n ∈ N
σn(r
1)|[0,T ] = σn(r2)|[0,T ], n ∈ N
γn(r
1)|[0,T ]×E = γn(r2)|[0,T ]×E , n ∈ N.
5.2. Assumption. Denoting by 0 ∈ Cad(R+) the zero process, we assume that
t 7→ E[‖αn(0)t‖2] ∈ L1loc(R+), n ∈ N
t 7→ E[‖σn(0)t‖2L02 ] ∈ L
1
loc(R+), n ∈ N
t 7→ E
[ ∫
E
‖γn(0)(t, x)‖2F (dx)
]
∈ L1loc(R+), n ∈ N.
5.3. Assumption. We assume that for all t ∈ R+ we have
E[‖αn(r1)t − αn(r2)t‖2] ≤ L(t)2‖r1 − r2‖2t ,(5.1)
E[‖σn(r1)t − σn(r2)t‖2L02 ] ≤ L(t)
2‖r1 − r2‖2t ,(5.2)
E
[ ∫
E
‖γn(r1)(t, x)− γn(r2)(t, x)‖2F (dx)
]
≤ L(t)2‖r1 − r2‖2t(5.3)
for all r1, r2 ∈ Cad(R+) and n ∈ N, where L ∈ L2loc(R+) denotes the function from
Assumption 3.5
5.4. Remark. Notice the slight difference of the previous Assumption 5.3 to As-
sumption 3.5 for each αn, σn and γn, namely, that the function L does not depend
on n ∈ N.
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Furthermore, let t0 ∈ R+, h ∈ Cad[0, t0] and for each n ∈ N let hn ∈ Cad[0, t0]
and Bn ∈ E be given.
According to Theorem 3.11, there exists a unique solution r ∈ Cad(R+) for (3.1)
with r|[0,t0] = h with ca`dla`g paths on [t0,∞) satisfying (3.19), and for each n ∈ N
there exists a unique solution rn ∈ Cad(R+) for{
drnt = αn(r
n)tdt+ σn(r
n)tdWt +
∫
Bn
γn(r
n)(t, x)(µ(dt, dx)− F (dx)dt)
rn|[0,t0] = hn,
with ca`dla`g paths on [t0,∞) satisfying E[supt∈[t0,T ] ‖rnt ‖2] <∞ for all T ≥ t0.
We also make the following assumption, in which r ∈ Cad(R+) denotes the solu-
tion for (3.1) with r|[0,t0] = h.
5.5. Assumption. We assume that Bn ↑ E and
αn([r])1[t0,∞) → α([r])1[t0,∞) in L2(λ;H),
σn([r])1[t0,∞) → σ([r])1[t0,∞) in L2(W ;L02),
γn([r])1[t0,∞) → γ([r])1[t0,∞) in L2(µ;H).
Notice that, by Assumption 5.5, for all T ≥ t0 we have
(5.4)
Cn(T, r) :=
(
E
[ ∫ T
t0
‖α([r])s − αn([r])s‖2ds
]
+ E
[ ∫ T
t0
‖σ([r])s − σn([r])s‖2L02ds
]
+ E
[ ∫ T
t0
∫
E
‖γ([r])(s, x)− γn([r])(s, x)‖2F (dx)ds
]
+ E
[ ∫ T
t0
∫
E\Bn
‖γ([r])(s, x)‖2F (dx)ds
]) 1
2
→ 0 as n→∞.
For a compact interval I ⊂ R+ we shall also consider the norm
‖r‖S2(I) :=
√
E
[
sup
t∈I
‖rt‖2
]
.
By Theorem 3.11, for any T ≥ t0 we have ‖r‖S2[t0,T ] < ∞, where r ∈ Cad(R+)
denotes the solution for (3.1) with r|[0,t0] = h.
5.6. Proposition. Suppose that Assumptions 3.3, 3.4, 3.5, 5.1, 5.2, 5.3 and 5.5
are fulfilled. Then, there exist maps K1,K2 : R+ → R+, only depending on the
Lipschitz function L, such that the following statements are valid:
(1) If hn → h in Cad[0, t0], then for each T ≥ t0 we have the estimate
sup
t∈[0,T ]
E[‖rt − rnt ‖2] ≤ K1
(‖h− hn‖2[0,t0] + C2n)→ 0 for n→∞,(5.5)
where K1 = K1(T ) and Cn = Cn(T, r) is defined in (5.4).
(2) If even hn → h in S2[0, t0], then for each T ≥ t0 we have the estimate
E
[
sup
t∈[0,T ]
‖rt − rnt ‖2
]
≤ K2
(‖h− hn‖2S2[0,t0] + C2n)→ 0 for n→∞,(5.6)
where K2 = K2(T ) and Cn = Cn(T, r) is defined in (5.4).
JUMP-DIFFUSIONS IN HILBERT SPACES: EXISTENCE, STABILITY AND NUMERICS 15
Proof. Let T ≥ t0 and n ∈ N be arbitrary. By Ho¨lder’s inequality, the Itoˆ-isometries
(2.1), (2.3) and the Lipschitz conditions (5.1), (5.2), (5.3) we obtain, by writing∫ t
t0
∫
E
γ([r])(s, x)(µ(ds, dx)− F (dx)ds)
−
∫ t
t0
∫
Bn
γn([r
n])(s, x)(µ(ds, dx)− F (dx)ds)
=
∫ t
t0
∫
Bn
(γ([r])(s, x)− γn([r])(s, x))(µ(ds, dx)− F (dx)ds)
+
∫ t
t0
∫
E\Bn
γ([r])(s, x)(µ(ds, dx)− F (dx)ds)
+
∫ t
t0
∫
Bn
(γn([r])(s, x)− γn([rn])(s, x)(µ(ds, dx)− F (dx)ds),
for all t ∈ [t0, T ] the estimate
‖r − rn‖2[0,t] = sup
s∈[0,t]
E[‖rs − rns ‖2] ≤ 8
(‖h− hn‖2[0,t0] + ((t− t0) ∨ 1)Cn(t, r)2)
+ 8 sup
s∈[t0,t]
E
[∥∥∥∥∫ s
t0
(αn([r])v − αn([rn])v)dv
∥∥∥∥2
]
+ 8 sup
s∈[t0,t]
E
[∥∥∥∥∫ s
t0
(σn([r])v − σn([rn])v)dWv
∥∥∥∥2
]
+ 8 sup
s∈[t0,t]
E
[∥∥∥∥∫ s
t0
∫
Bn
(γn([r])(v, x)− γn([rn])(v, x))(µ(dv, dx)− F (dx)dv)
∥∥∥∥2
]
≤ 8(‖h− hn‖2[0,t0] + ((T − t0) ∨ 1)Cn(T, r)2)
+ 8(T − t0 + 2)
∫ t
t0
L(s)2‖r − rn‖2[0,s]ds.
Applying the Gronwall Lemma gives us
sup
s∈[0,t]
E[‖rs − rns ‖2] = ‖r − rn‖2[0,t]
≤ 8(‖h− hn‖2[0,t0] + ((T − t0) ∨ 1)Cn(T, r)2)e8(T−t0+2) ∫ tt0 L(s)2ds
for all t ∈ [t0, T ], implying (5.5). Analogously, by also taking into account Doob’s
martingale inequality [9, Thm. 3.8], we obtain
E
[
sup
t∈[0,T ]
‖rt − rnt ‖2
]
≤ 8(‖h− hn‖2S2[0,t0] + ((T − t0) ∨ 4)Cn(T, r)2)
+ 8E
[
sup
t∈[t0,T ]
∥∥∥∥∫ t
t0
(αn([r])s − αn([rn])s)ds
∥∥∥∥2
]
+ 8E
[
sup
t∈[t0,T ]
∥∥∥∥∫ t
t0
(σn([r])s − σn([rn])s)dWs
∥∥∥∥2
]
+ 8E
[
sup
t∈[t0,T ]
∥∥∥∥∫ t
t0
∫
Bn
(γn([r])(s, x)− γn([rn])(s, x))(µ(ds, dx)− F (dx)ds)
∥∥∥∥2
]
≤ 8(‖h− hn‖2S2[0,t0] + ((T − t0) ∨ 4)Cn(T, r)2)
+ 8(T − t0 + 8)
(∫ T
t0
L(s)2ds
)
‖r − rn‖2[0,T ].
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Noting that ‖h− hn‖[0,t0] ≤ ‖h− hn‖S2[0,t0], inserting (5.5) shows (5.6). 
5.7. Remark. Fix a finite time T ≥ t0 and denote for h ∈ Cad[0, t0] by rh the unique
solution for (3.1) with r|[0,t0] = h, which has ca`dla`g paths on [t0,∞). Restricting
it to the interval [0, T ], estimates (5.5), (5.6) show that the solution map h 7→ rh
is Lipschitz continuous with a constant L = L(T ) > 0, if considered as a map
Cad[0, t0]→ Cad[0, T ] or as a map S2[0, t0]→ S2[0, T ]. In particular, there exists a
constant C = C(T ) > 0 such that
sup
t∈[0,T ]
E[‖rht ‖2] ≤ C
(
1 + sup
t∈[0,t0]
E[‖ht‖2]
)
, h ∈ Cad[0, t0]
E
[
sup
t∈[0,T ]
‖rht ‖2
]
≤ C
(
1 + E
[
sup
t∈[0,t0]
‖ht‖2
])
, h ∈ S2[0, t0].
Notice further for t0 = 0 the coincidence Cad[0, t0] = S2[0, t0] = L2(Ω,F0,P;H).
5.8. Remark. Using Burkholder-Davis-Gundy and Bichteler-Jacod type arguments
as in the previous section, we can, in an analogous fashion, derive the Lp-version
of the stability result above.
6. Regular dependence on initial data for stochastic differential
equations
In this section, we study regular dependence on initial data for SDEs. Some
related ideas can be found in [25]. By the method of the moving frame, which we
present in Section 8, we can transfer the upcoming results to SPDEs.
We understand the question of regular dependence on initial data as a conclusion
of the stability results of Section 5. We consider{
drt = α(r)tdt+ σ(r)tdWt +
∫
E
γ(r)(t, x)(µ(dt, dx)− F (dx)dt)
r|[0,t0] = h,
(6.1)
under Assumptions 3.3, 3.4, 3.5, such that we can conclude the existence and
uniqueness of solutions for t0 ∈ R+ and h ∈ Cad[0, t0]. Motivated by ideas from
convenient analysis, see [22], we fix a curve of initial data  7→ c() ∈ Cad[0, t0],
which is differentiable for all  with derivative c′() ∈ Cad[0, t0]. We consider the
following system of equations,

drt = α(r
)tdt+ σ(r
)tdWt +
∫
E
γ(r)(t, x)(µ(dt, dx)− F (dx)dt),
r|[0,t0] = c(),
d
rt−r0t
 =
α(r)t−α(r0)t
 dt+
σ(r)t−σ(r0)t
 dWt+
+
∫
E
γ(r)(t,x)−γ(r0)(t,x)
 (µ(dt, dx)− F (dx)dt),
r−r0
 |[0,t0] = c()−c(0) ,
(6.2)
for  6= 0, where r0 denotes the solution for (6.1) with h = c(0). We can consider
those equations indeed as two SDEs in our sense. More precisely let

drt = α(r
)tdt+ σ(r
)tdWt +
∫
E
γ(r)(t, x)(µ(dt, dx)− F (dx)dt),
r|[0,t0] = c(),
d∆t =
α(∆+r0)t−α(r0)t
 dt+
σ(∆+r0)t−σ(r0)t
 dWt+
+
∫
E
γ(∆+r0)(t,x)−γ(r0)(t,x)
 (µ(dt, dx)− F (dx)dt),
∆|[0,t0] = c()−c(0) ,
(6.3)
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for  6= 0, then this system of equations can be seen as two stochastic differential
equations. We can readily check that the Assumptions 3.3, 3.4, 3.5 are true for the
second SDE in (6.3) for every  6= 0. Its solution is given by
∆t =
rt − r0t

, t ≥ 0.(6.4)
We assume now that the maps α, σ and γ admit directional derivatives in all
directions of Cad(R+). We denote those directional derivatives at the point r ∈
Cad(R+) into direction v ∈ Cad(R+) by Dα(r) • v, Dσ(r) • v and Dγ(r) • v. By D,
we always mean the Fre´chet derivative.
6.1. Assumption. We define the first variation process J(r) • w in direction w,
where w ∈ Cad[0, t0], to be the unique solution of the SDE

d(J(r) • w)t =
(
Dα(r) • (J(r) • w))
t
dt+
(
Dσ(r) • (J(r) • w))
t
dWt+
+
∫
E
(
Dγ(r) • (J(r) • w))(t, x)(µ(dt, dx)− F (dx)dt),
(J(r) • w)|[0,t0] = w,
(6.5)
where r solves equation (6.1). We assume that Assumptions 3.3, 3.4, 3.5 are true
for equation (6.5). We assume furthermore that
α((J(r) • w) + r)− α(r)

1[t0,∞) → Dα(r) • (J(r) • w)1[t0,∞),
σ((J(r) • w) + r)− σ(r)

1[t0,∞) → Dσ(r) • (J(r) • w)1[t0,∞),
γ((J(r) • w) + r)− γ(r)

1[t0,∞) → Dγ(r) • (J(r) • w)1[t0,∞)
as → 0 in the respective spaces L2(λ;H), L2(W ;L02) and L2(µ;H). The process r
denotes the solution of equation (6.1) and J(r) •w denotes the solution of the first
variation equation (6.5).
6.2. Proposition. Suppose that Assumptions 5.1, 5.2, 5.3 for equation
d∆t =
α(∆+r0)t−α(r0)t
 dt+
σ(∆+r0)t−σ(r0)t
 dWt+
+
∫
E
γ(∆+r0)(t,x)−γ(r0)(t,x)
 (µ(dt, dx)− F (dx)dt),
∆|[0,t0] = c()−c(0) ,
(6.6)
are valid in the obvious sense for  6= 0 in a neighborhood of 0, and assume that
Assumption 6.1 is fulfilled for w = c′(0) for a chosen curve of initial values  7→ c().
Then, for each T ≥ t0 we have the estimate
sup
t∈[0,T ]
E[‖(J(r) • w)t −∆t‖2] ≤ K1
(∥∥∥∥c′(0)− c()− c(0)
∥∥∥∥2
[0,t0]
+ C2
)
→ 0(6.7)
for → 0, and if  7→ c() is even a curve in S2[0, t0], then for each T ≥ t0 we have
the estimate
E
[
sup
t∈[0,T ]
‖(J(r) • w)t −∆t‖2
]
≤ K2
(∥∥∥∥c′(0)− c()− c(0)
∥∥∥∥2
S2[0,t0]
+ C2
)
→ 0
(6.8)
for → 0. In particular, the map w 7→ J(r)•w is linear and continuously depending
on w in the sense that for every T ≥ t0 we have
sup
t∈[0,T ]
E[‖(J(r) • w)t − (J(r) • wn)t‖2] ≤ K1‖w − wn‖2[0,t0] → 0(6.9)
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for variation of the initial value wn → w ∈ Cad[0, t0], and if  7→ c() is even a
curve in S2[0, t0], then for every T ≥ t0 we have
E
[
sup
t∈[0,T ]
‖(J(r) • w)t − (J(r) • wn)t‖2
]
≤ K2‖w − wn‖2S2[0,t0] → 0(6.10)
for variation of the initial value wn → w ∈ S2[0, t0].
6.3. Remark. The notion C is defined corresponding to (5.4) and K1,K2 according
to Proposition 5.6.
Proof. The assertion is a corollary of Proposition 5.6. Assumption 6.1 corresponds
precisely to Assumption 5.5, which is needed for the proof of Proposition 5.6. Note
that the “continuous” parameter  replaces the index n, which does not cause any
problems, since we do not speak about almost sure convergence results here. 
6.4. Remark. Fix a finite time T ≥ t0 and a curve of initial data  7→ c() ∈
Cad[0, t0] or  7→ c() ∈ S2[0, t0]. Then, we can consider the curve of solution
processes  7→ r ∈ Cad[0, T ] or  7→ r ∈ S2[0, T ], respectively. By Remark 5.7 we
already know that the solution map  7→ r is continuous. Now, estimates (6.7),
(6.8) show that, subject to our previous assumptions,  7→ r is also differentiable
with derivative  7→ J(r) • c′(). Moreover, regarding the variation w 7→ J(r) •w of
the initial value as a linear map Cad[0, t0]→ Cad[0, T ] or as a linear map S2[0, t0]→
S2[0, T ], estimates (6.9), (6.10) show its continuity.
Considering the construction for all possible curves of initial values c we can
define the first (and possibly higher) variation processes in a coherent way for all
variations of the initial values and also for variations of the process up to time
t by shifting Ft to F0. Properties of this variation process can be established by
considering the equation, which follows right from Proposition 6.2,
r − r0 =
∫ 
0
J(r) • c′(η) dη(6.11)
and which reveals the true meaning of the first variation process.
7. Solution concepts for stochastic partial differential equations
When dealing with SPDEs there are several solution concepts, which we will
discuss in this section. The main difficulty is that solutions of SPDEs usually leave
the realm of semi-martingales and one therefore has to modify the usual semi-
martingale decomposition. The method of the moving frame, which will be pre-
sented in the next section, is a new approach how to handle this problem.
In this section, we review the well-known concepts of strong, weak and mild solu-
tions and show, how they are related. The proofs from [9] (or [27]) can be transferred
to the present situation, whence we keep this section rather short. The decisive tool
in order to prove Lemma 7.7 is an appropriate Stochastic Fubini Theorem with
respect to Poisson measures, which we provide in Appendix A.
Now let (St)t≥0 be a C0-semigroup on the separable Hilbert space H with infin-
itesimal generator A : D(A) ⊂ H → H. We denote by A∗ : D(A∗) ⊂ H → H the
adjoint operator of A. Recall that the domains D(A) and D(A∗) are dense in H,
see, e.g., [34, Satz VII.4.6, p. 351].
In this section, we are interested in stochastic partial differential equations of
the form{
drt = (Art + α(r)t)dt+ σ(r)tdWt +
∫
E
γ(r)(t, x)(µ(dt, dx)− F (dx)dt)
r|[0,t0] = h
(7.1)
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where α : Cad(R+) → HP , σ : Cad(R+) → (L02)P and γ : Cad(R+) → HP⊗E . Fix
t0 ∈ R+ and h ∈ Cad[0, t0].
7.1. Definition. A process r ∈ Cad(R+) is called a strong solution for (7.1) if
we have r|[0,t0] = h, P(rt ∈ D(A)) = 1, t ≥ t0, the relations A(r1[t0,∞)) +
α([r])1[t0,∞) ∈ L1loc(λ;H), σ([r])1[t0,∞) ∈ L2loc(W ;L20), γ([r])1[t0,∞) ∈ L2loc(µ;H)
and almost surely
(7.2)
rt = ht0 +
∫ t
t0
(Ars + α([r])s)ds+
∫ t
t0
σ([r])sdWs
+
∫ t
t0
∫
E
γ([r])(s, x)(µ(ds, dx)− F (dx)ds), t ≥ t0.
7.2. Definition. A process r ∈ Cad(R+) is called a weak solution for (7.1) if
r|[0,t0] = h, α([r])1[t0,∞) ∈ L1loc(λ;H), σ([r])1[t0,∞) ∈ L2loc(W ;L20), γ([r])1[t0,∞) ∈
L2loc(µ;H) and for all ζ ∈ D(A∗) we have almost surely
(7.3)
〈ζ, rt〉 = 〈ζ, ht0〉+
∫ t
t0
(〈A∗ζ, rs〉+ 〈ζ, α([r])s〉)ds+
∫ t
t0
〈ζ, σ([r])s〉dWs
+
∫ t
t0
∫
E
〈ζ, γ([r])(s, x)〉(µ(ds, dx)− F (dx)ds), t ≥ t0.
7.3. Definition. A process r ∈ Cad(R+) is called a mild solution for (7.1) if
r|[0,t0] = h, α([r])1[t0,∞) ∈ L1loc(λ;H), σ([r])1[t0,∞) ∈ L2loc(W ;L20), γ([r])1[t0,∞) ∈
L2loc(µ;H) and we have almost surely
(7.4)
rt = St−t0ht0 +
∫ t
t0
St−sα([r])sds+
∫ t
t0
St−sσ([r])sdWs
+
∫ t
t0
∫
E
St−sγ([r])(s, x)(µ(ds, dx)− F (dx)ds), t ≥ t0.
7.4. Remark. For all the three just defined solution concepts uniqueness of solutions
for (7.1) is, as in Definition 3.1, meant up to indistinguishability on the interval
[t0,∞).
7.5. Lemma. Let r ∈ Cad(R+) be a strong solution for (7.1). Then, r is also a weak
solution for (7.1).
Proof. For all ζ ∈ D(A∗) we have
〈ζ, rt〉 = 〈ζ, ht0〉+
∫ t
t0
〈ζ,Ars + α([r])s〉ds+
∫ t
t0
〈ζ, σ([r])s〉dWs
+
∫ t
t0
∫
E
〈ζ, γ([r])(s, x)〉(µ(ds, dx)− F (dx)ds), t ≥ t0
implying that r is also a weak solution for (7.1), because 〈ζ,Ah〉 = 〈A∗ζ, h〉 for all
h ∈ D(A). 
7.6. Lemma. Let r ∈ Cad(R+) be a weak solution for (7.1). Then, r is also a mild
solution for (7.1).
Proof. Let T ≥ t0 be arbitrary. As in the proof of [27, Thm. 9.15] we show that
〈g(t), rt〉 = 〈g(t0), ht0〉+
∫ t
t0
(
〈g′(s) +A∗g(s), rs〉+ 〈g(s), α([r])s〉
)
ds
+
∫ t
t0
〈g(s), σ([r])s〉dWs +
∫ t
t0
∫
E
〈g(s), γ([r])(s, x)〉(µ(ds, dx)− F (dx)ds)
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for all g ∈ C1([t0, T ];D(A∗)) and t ∈ [t0, T ]. For an arbitrary t ≥ t0 and an arbitrary
ζ ∈ D(A∗) we apply this identity to g(s) := S∗t−sζ, s ∈ [t0, t], which yields that the
process r is also a mild solution for (7.1). 
7.7. Lemma. Let r ∈ Cad(R+) be a mild solution for (7.1) such that σ([r])1[t0,∞) ∈
L2(W ;L02) and γ([r])1[t0,∞) ∈ L2(µ;H). Then, r is also a weak solution for (7.1).
Proof. We proceed as in the proof of [27, Thm. 9.15]. The change of order of inte-
gration for the stochastic integrals with respect to the compensated Poisson random
measure is valid by the Stochastic Fubini Theorem A.2 provided in Appendix A. 
8. Existence and uniqueness of mild and weak solutions for
stochastic partial differential equations
In this section we introduce the method of the moving frame, which has been
announced in the introduction. Loosely speaking we apply a time-dependent coor-
dinate transformation to the SPDE such that “from the point of view of the moving
frame” the SPDE looks like an SDE with appropriately transformed coefficients.
The method is in contrast to the point of view, that an SPDE is a PDE together
with a non-linear stochastic perturbation. Here we consider an SPDE rather as
a time-transformed SDE, where the time transform contains the respective PDE
aspect.
We apply this method for an “easy” proof of existence and uniqueness in this gen-
eral setting. The key argument, which allows to apply the method, is the Szo˝kefalvi-
Nagy theorem, which has been brought to our attention by [17]. We emphasize that
in our article we do not need a particular representation of the Hilbert space involved
in the Szo˝kefalvi-Nagy theorem (see the subsequent remark). The Szo˝kefalvi-Nagy
theorem is a “ladder”, which allows us to “climb” towards several new assertions,
but which is not necessary to understand the statements of those assertions.
During this section, we impose the following assumption.
8.1. Assumption. There exist another separable Hilbert space H, a C0-group (Ut)t∈R
on H and continuous linear operators ` ∈ L(H,H), pi ∈ L(H, H) such that the di-
agram
H Ut−−−−→ Hx` ypi
H
St−−−−→ H
commutes for every t ∈ R+, that is
piUt` = St for all t ∈ R+.(8.1)
In particular, we see that pi` = Id.
8.2. Remark. In the spirit of [32], the group (Ut)t∈R is a dilation of the semigroup
(St)t≥0.
8.3. Remark. Assumption 8.1 is not only frequently fulfilled, which seems surpris-
ing at a first view, but it is also possible to describe the respective Hilbert space H
more precisely. Take for instance a self-adjoint strongly continuous semigroup of
contractions S on the complex Hilbert space H, then – as a part of the Szo˝kefalvi-
Nagy theorem – the map t 7→ S|t|, where the semigroup is extended by S−t := St for
t ≥ 0, is a strongly continuous, positive definite map, i.e. for all ψ1, . . . , ψn ∈ H and
all real times t1, . . . , tn the matrix
(〈S|ti−tj |ψi, ψj〉) is positive definite. A positive
definite map with values in bounded linear operators can be considered as character-
istic function of a vector-valued measure η taking values in positive operators on H.
JUMP-DIFFUSIONS IN HILBERT SPACES: EXISTENCE, STABILITY AND NUMERICS 21
One can define the Hilbert space H = L2(R, η;H), i.e. the space of square-integrable
H-valued measurable maps f , such that the integral∫
R
〈f(x), η(dx)f(x)〉 <∞
is finite. H can be embedded via the constant maps f(x) ≡ h for h ∈ H and x ∈ R
and the semigroup U is defined via
Utf(x) = exp(itx)f(x)
for t, x ∈ R. Consequently, more precise analysis of the respective generator of S on
H can be performed. Details of the previous considerations and impacts on SPDEs
will be presented elsewhere.
According to Proposition 8.7 below, Assumption 8.1 is in particular satisfied if
the semigroup (St)t≥0 is pseudo-contractive.
8.4. Definition. The C0-semigroup (St)t≥0 is called pseudo-contractive if there
exists ω ∈ R such that
‖St‖ ≤ eωt, t ≥ 0.(8.2)
8.5. Remark. Sometimes in the literature, e.g., see [26], the notion quasi-contractive
is used instead of pseudo-contractive.
8.6. Remark. By the theorem of Lumer-Phillips, a densely defined operator A
generates a pseudo-contractive semigroup (St)t≥0 with growth estimate (8.2) for
some ω ≥ 0 if and only if A is ω-m-dissipative, that is, A− ω is dissipative, which
means
〈Ah, h〉 ≤ ω‖h‖2 for all h ∈ D(A),(8.3)
and there exists λ > 0 such that λ+ ω −A is surjective. For example, consider the
Hilbert space H = L2(0,∞) and the Laplace operator A = ∆ defined by ∆h = h′′
on the Sobolev space D(∆) = H10 (0,∞) ∩W 2(0,∞). Then, ∆ is densely defined,
because C∞0 (0,∞) is dense in L2(0,∞). Let us check the dissipativity of ∆. For h ∈
H10 (0,∞)∩W 2(0,∞) choose a sequence (ϕn)n∈N ⊂ C∞0 (0,∞) with ‖h−ϕn‖H10 → 0.
By integration by parts, we have
〈h′′, h〉L2 = lim
n→∞〈h
′′, ϕn〉L2 = lim
n→∞〈h
′, ϕ′n〉L2 = 〈h′, h′〉L2 ≤ 0,
showing (8.3) with ω = 0. For λ > 0 and f ∈ L2(0,∞) there exists a unique solution
h ∈ H10 (0,∞) ∩W 2(0,∞) of the second order differential equation
λh−∆h = f,
see [23, Thm. 8.2.7]. Hence, λ−∆ is surjective.
For every C0-semigroup (St)t≥0 there exist constants M ≥ 1 and ω ∈ R such
that
‖St‖ ≤Meωt, t ≥ 0(8.4)
see, e.g., [34, Lemma VII.4.2]. Hence, in other words, the semigroup (St)t≥0 is
contractive if we can choose M = 1 and ω = 0 in (8.4), and it is pseudo-contractive,
if we can choose M = 1 in (8.4).
Every C0-semigroup is not far from being pseudo-contractive. Indeed, for an
arbitrary s > 0, we have, by (8.4), the estimate
‖St‖ ≤ eω(s)t, t ≥ s
where we have set ω(s) := lnMs + ω. Nevertheless, there are C0-semigroups, which
are not pseudo-contractive. For a counter example, we choose, following [12, Ex.
22 DAMIR FILIPOVIC´, STEFAN TAPPE, AND JOSEF TEICHMANN
I.5.7.iii], the Hilbert space H := L2(R) and the shift semigroup (St)t≥0 with jump,
defined as
Sth(x) :=
{
2h(x+ t), x ∈ [−t, 0]
h(x+ t), otherwise
for h ∈ H. Then (St)t≥0 is a C0-semigroup on H with ‖St‖ = 2 for all t > 0,
because ‖St1[0,t]‖ = 2‖1[0,t]‖.
However, many semigroups of practical relevance are pseudo-contractive, and
then the following result shows that Assumption 8.1 is satisfied.
8.7. Proposition. Assume the semigroup (St)t≥0 is pseudo-contractive. Then there
exist another separable Hilbert space H and a C0-group (Ut)t∈R on H such that (8.1)
is satisfied, where ` ∈ L(H,H) is an isometric embedding and pi := `∗ ∈ L(H, H)
is the orthogonal projection from H into H.
Proof. Since the semigroup (St)t≥0 is pseudo-contractive, there exists ω ≥ 0 such
that (8.2) is satisfied. Hence, the C0-semigroup (Tt)t≥0 defined as Tt := e−ωtSt,
t ∈ R+ is contractive. By the Szo˝kefalvi-Nagy theorem on unitary dilations (see
e.g. [32, Thm. I.8.1], or [10, Sec. 7.2]), there exist another separable Hilbert space
H and a unitary C0-group (Vt)t∈R in H such that
piVt` = Tt for all t ∈ R+,
where ` ∈ L(H,H) is an isometric embedding and the adjoint operator pi := `∗ ∈
L(H, H) is the orthogonal projection from H into H. Defining the C0-group (Ut)t∈R
as Ut := e
ωtVt, t ∈ R completes the proof. 
We suppose from now on Assumption 8.1. There exist constants M ≥ 1 and
ω ∈ R such that
‖Ut‖ ≤Meω|t|, t ∈ R(8.5)
see [12, p. 79]. Now let α : Cad(R+) → HP , σ : Cad(R+) → (L02)P and γ :
Cad(R+) → HP⊗E be given. We suppose that Assumptions 3.3, 3.4, 3.5 are sat-
isfied.
In order to solve the stochastic partial differential equation (7.1), we consider
the H-valued stochastic differential equation{
dRt = α˜(R)tdt+ σ˜(R)tdWt +
∫
E
γ˜(R)(t, x)(µ(dt, dx)− F (dx)dt)
R|[0,t0] = h,
(8.6)
where t0 ∈ R+ and h ∈ Cad([0, t0];H), and where α˜ : Cad(R+;H) → HP , σ˜ :
Cad(R+;H)→ L2(U0,H)P and γ˜ : Cad(R+;H)→ HP⊗E are defined as
α˜(R)t := U
t0−t`α(piU
t0R)t,(8.7)
σ˜(R)t := U
t0−t`σ(piU
t0R)t,(8.8)
γ˜(R)(t, x) := U t0−t`γ(piU
t0R)(t, x).(8.9)
In the above definitions, we have used the notation
U t0t :=

Ut−t0 , t ≥ t0
Id, t ∈ (−t0, t0)
Ut0+t, t ≤ −t0
and piU t0R ∈ Cad(R+;H) denotes the process (piU t0R)t := piU t0t Rt, t ≥ 0. Note
that α˜, σ˜, γ˜ indeed map into the respective spaces of predictable processes, because
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(t, h) 7→ Uth is continuous on R×H, see, e.g., [34, Lemma VII.4.3]. By (8.5), they
also fulfill Assumptions 3.3, 3.4, 3.5, where the function L is replaced by
L(t) ‖`‖(1[0,t0) +M2e2ω(t−t0)1[t0,∞))‖pi‖L(t), t ≥ 0(8.10)
According to Theorem 3.11, for each h ∈ Cad([0, t0];H) there exists a unique solution
R ∈ Cad(R+;H) for (8.6) with ca`dla`g paths on [t0,∞), and it satisfies
E
[
sup
t∈[t0,T ]
‖Rt‖2
]
<∞ for all T ≥ t0.(8.11)
8.8. Theorem. Suppose that Assumptions 3.3, 3.4, 3.5 and 8.1 are fulfilled. Then,
for each t0 ∈ R+ and h ∈ Cad[0, t0] there exists a unique mild and weak solution
r ∈ Cad(R+) for (7.1) with ca`dla`g paths on [t0,∞), and it satisfies (3.19). The
solution is given by r = piU t0R, where R ∈ Cad(R+;H) denotes the solution for
(8.6) with R|[0,t0] = `h.
Proof. Let t0 ∈ R+ and h ∈ Cad[0, t0] be arbitrary. The H-valued process r :=
piU t0R belongs to Cad(R+), it satisfies (3.19) by virtue of (8.11), and it has also
ca`dla`g paths on [t0,∞), because (t, h) 7→ Uth is continuous on R+ × H, see, e.g.,
[34, Lemma VII.4.3]. Using (8.1) we obtain r|[0,t0] = pi`h = h and almost surely
rt = (piU
t0R)t = piUt−t0Rt
= piUt−t0
(
`ht0 +
∫ t
t0
Ut0−s`α(piU
t0R)sds+
∫ t
t0
Ut0−s`σ(piU
t0R)sdWs
+
∫ t
t0
∫
E
Ut0−s`γ(piU
t0R)(s, x)(µ(ds, dx)− F (dx)ds)
)
= St−t0ht0 +
∫ t
t0
St−sα(r)sds+
∫ t
t0
St−sσ(r)sdWs
+
∫ t
t0
∫
E
St−sγ(r)(s, x)(µ(ds, dx)− F (dx)ds), t ≥ t0
showing that r is a mild solution for (7.1). By virtue of Lemma 3.9 we have σ(r) ∈
L2(W ;L02) and γ(r) ∈ L2(µ;H). Applying Lemma 7.7 proves that r is also a weak
solution for (7.1).
For two mild solutions r, r˜ ∈ Cad(R+) of (7.1), which are ca`dla`g on [t0,∞), and
an arbitrary T ≥ t0, by using Ho¨lder’s inequality, the Itoˆ-isometries (2.1), (2.3) and
the Lipschitz conditions (3.7), (3.8), (3.9), the inequality
‖r − r˜‖2[t0,t] = sup
s∈[t0,t]
E[‖rs − r˜s‖2]
≤ 3M2e2ω(T−t0)(T − t0 + 2)
∫ t
t0
L(v)2‖r − r˜‖2[t0,v]dv, t ∈ [t0, T ]
is valid, where M ≥ 1 and ω ∈ R stem from (8.5). Using the Gronwall Lemma
and the hypothesis that r and r˜ are ca`dla`g on [t0,∞), we conclude that r and r˜
are indistinguishable on [t0,∞). Taking into account Lemma 7.6, this proves the
desired uniqueness of mild and weak solutions for (7.1). 
8.9. Remarks.
(1) The idea to use the Szo˝kefalvi-Nagy theorem on unitary dilations in order
to overcome the difficulties arising from stochastic convolutions, is due to
E. Hausenblas and J. Seidler, see [17] and [16].
(2) Imposing Assumptions 3.3, 4.1, 4.2 and 8.1 we obtain the Lp-version of
Theorem 8.8.
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8.10. Remark. Another interpretation of Theorem 8.8 is the following: it is well
known that generic mild (or weak) solutions of SPDEs (7.1) are not Hilbert space
valued semi-martingales due to lack of regularity in time of the finite variation part.
However, our method shows that we can decompose every mild (or weak) solution
as rt = piUt−t0Rt, where R is a semi-martingale, U a strongly continuous group
and pi the orthogonal projection due to Assumption 8.1, and t ≥ t0.
9. Stability and regularity of stochastic partial differential
equations
We shall now deal with stability and regularity of stochastic partial differential
equations of the kind (7.1). Stability and regularity results for SPDEs can also
be found in [1] and [26]. Here, we can easily transfer the results on stability from
Section 5 and on regularity from Section 6 to SPDEs by the method of the moving
frame. For stability results, we provide the details in this section.
As in Section 8, we suppose Assumption 8.1 and that α : Cad(R+) → HP ,
σ : Cad(R+) → (L02)P and γ : Cad(R+) → HP⊗E fulfill Assumptions 3.3, 3.4,
3.5. For each n ∈ N, let αn : Cad(R+) → HP , σn : Cad(R+) → (L02)P and γn :
Cad(R+)→ HP⊗E be such that Assumptions 5.1, 5.2, 5.3 are fulfilled. Furthermore,
let t0 ∈ R+, h ∈ Cad[0, t0] and for each n ∈ N let hn ∈ Cad[0, t0] and Bn ∈ E be
given.
According to Theorem 8.8, there exists a unique solution r ∈ Cad(R+) for (7.1)
with r|[0,t0] = h with ca`dla`g paths on [t0,∞) satisfying (3.19), and for each n ∈ N
there exists a unique solution rn ∈ Cad(R+) for
drnt = (Ar
n
t + α(r
n)t)dt+ σ(r
n)tdWt
+
∫
Bn
γ(rn)(t, x)(µ(dt, dx)− F (dx)dt)
rn|[0,t0] = hn
with ca`dla`g paths on [t0,∞) satisfying E[supt∈[t0,T ] ‖rnt ‖2] <∞ for all T ≥ t0. We
suppose that Assumption 5.5, in which r ∈ Cad(R+) denotes the mild and weak
solution for (7.1), holds true.
9.1. Proposition. Suppose that Assumptions 3.3, 3.4, 3.5, 5.1, 5.2, 5.3, 5.5 and
8.1 are fulfilled. Then, there exist maps K1,K2 : R+ → R+, only depending on the
Lipschitz function L, such that the following statements are valid:
(1) If hn → h in Cad[0, t0], then for each T ≥ t0 we have the estimate
sup
t∈[0,T ]
E[‖rt − rnt ‖2] ≤ K1
(‖h− hn‖2[0,t0] + C2n)→ 0 for n→∞,(9.1)
where K1 = K1(T ) and Cn = Cn(T, r) is defined in (5.4).
(2) If even hn → h in S2[0, t0], then for each T ≥ t0 we have the estimate
E
[
sup
t∈[0,T ]
‖rt − rnt ‖2
]
≤ K2
(‖h− hn‖2S2[0,t0] + C2n)→ 0 for n→∞,(9.2)
where K2 = K2(T ) and Cn = Cn(T, r) is defined in (5.4).
Proof. We define α˜ : Cad(R+;H) → HP , σ˜ : Cad(R+;H) → L2(U0,H)P and γ˜ :
Cad(R+;H) → HP⊗E by (8.7), (8.8), (8.9). Moreover, for each n ∈ N, we define
α˜n : Cad(R+;H) → HP , σ˜n : Cad(R+;H) → L2(U0,H)P and γ˜n : Cad(R+;H) →
HP⊗E as
α˜n(R)t := U
t0−t`αn(piU
t0R)t,
σ˜n(R)t := U
t0−t`σn(piU
t0R)t,
γ˜n(R)(t, x) := U
t0−t`γn(piU
t0R)(t, x).
JUMP-DIFFUSIONS IN HILBERT SPACES: EXISTENCE, STABILITY AND NUMERICS 25
According to Theorem 8.8, we have r = piU t0R, where R ∈ Cad(R+;H) denotes the
solution for (8.6) with R|[0,t0] = `h, and for each n ∈ N we have rn = piU t0Rn,
where Rn ∈ Cad(R+;H) denotes the solution for{
dRnt = α˜(R
n)tdt+ σ˜(R
n)tdWt +
∫
Bn
γ˜(Rn)(t, x)(µ(dt, dx)− F (dx)dt)
Rn|[0,t0] = `hn.
By (8.5), the coefficients α˜, σ˜, γ˜ and α˜n, σ˜n, γ˜n, n ∈ N fulfill Assumptions 3.3, 3.4,
3.5, 5.1, 5.2, 5.3, where the function L is replaced by (8.10). Moreover, by (8.5), for
each n ∈ N we have
(9.3)
C˜n(T,R) :=
(
E
[ ∫ T
t0
‖α˜([R])s − α˜n([R])s‖2ds
]
+ E
[ ∫ T
t0
‖σ˜([R])s − σ˜n([R])s‖2L2(U0,H)ds
]
+ E
[ ∫ t
t0
∫
E
‖γ˜([R])(s, x)− γ˜n([R])(s, x)‖2F (dx)ds
]
+ E
[ ∫ T
t0
∫
E\Bn
‖γ˜([R])(s, x)‖2F (dx)ds
]) 1
2
≤ ‖`‖Meω(T−t0)Cn(T, r)
for all T ≥ t0. In particular, Assumption 5.5 is fulfilled for α˜([R]), σ˜([R]), γ˜([R])
and α˜n([R]), σ˜n([R]), γ˜n([R]), n ∈ N. If hn → h in Cad[0, t0], then by applying
Proposition 5.6 and noting (8.5) and (9.3), for each T ≥ t0 we obtain the estimate
sup
t∈[0,T ]
E[‖rt − rnt ‖2] ≤ ‖pi‖2M2e2ω(T−t0) sup
t∈[0,T ]
E[‖Rt −Rnt ‖2]
≤ ‖pi‖2M2e2ω(T−t0)K1(T )
(‖h− hn‖2[0,t0] + C˜n(T,R)2)
≤ ‖pi‖2M2e2ω(T−t0)K1(T )
(‖h− hn‖2[0,t0] + ‖`‖2M2e2ω(T−t0)Cn(T, r)2)→ 0
for n → ∞, where the map K1 : R+ → R+ stems from Proposition 5.6, showing
(9.1). Analogously, if hn → h in S2[0, t0], we get (9.2). 
By Proposition 9.1, the statement of Remark 5.7 concerning the Lipschitz con-
tinuity of the solution map h 7→ rh is also valid for SPDEs.
Analogously to stability results also the results on regularity can be transferred
to SPDEs by the method of the moving frame. The arguments of Section 6 can be
transferred literally. The same arguments hold true for Lp-estimates.
10. Stochastic partial differential equations with state dependent
coefficients
In this section, we deal with stochastic partial differential equations with state
dependent coefficients, which may depend on the randomness ω, the time t and
finitely many states of the path of the solution. As we shall see, this is a special
case of the framework from Section 8.
Let K ∈ N and 0 ≤ δ1 < . . . < δK ≤ 1 be given. Moreover, let α : Ω×R+×HK →
H, σ : Ω×R+×HK → L02 be P⊗B(HK)-measurable and γ : Ω×R+×HK×E → H
be P ⊗ B(HK)⊗ E-measurable.
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10.1. Assumption. Denoting by 0 ∈ HK the zero vector, we assume that
t 7→ E[‖α(t,0)‖2] ∈ L1loc(R+),
t 7→ E[‖σ(t,0)‖2L02 ] ∈ L
1
loc(R+),
t 7→ E
[ ∫
E
‖γ(t,0, x)‖2F (dx)
]
∈ L1loc(R+).
10.2. Assumption. We assume there is a function L ∈ L2loc(R+) such that almost
surely
‖α(t, h1)− α(t, h2)‖ ≤ L(t)
K∑
i=1
‖hi1 − hi2‖,
‖σ(t, h1)− σ(t, h2)‖L02 ≤ L(t)
K∑
i=1
‖hi1 − hi2‖,(∫
E
‖γ(t, h1, x)− γ(t, h2, x)‖2F (dx)
) 1
2
≤ L(t)
K∑
i=1
‖hi1 − hi2‖
for all t ∈ R+ and all h1, h2 ∈ HK .
10.3. Corollary. Suppose that Assumptions 8.1 and 10.1, 10.2 are fulfilled. Then,
for each t0 ∈ R+ and h ∈ Cad[0, t0] there exists a unique mild and weak solution
r ∈ Cad(R+) for
drt = (Art + α(t, rδ1t, . . . , rδKt))dt+ σ(t, rδ1t, . . . , rδKt)dWt
+
∫
E
γ(t, rδ1t−, . . . , rδKt−, x)(µ(dt, dx)− F (dx)dt)
r|[0,t0] = h
(10.1)
with ca`dla`g paths on [t0,∞), and it satisfies (3.19).
Proof. For every r ∈ Cad(R+) let pr ∈ Cad(R+) be a predictable representative
of r, which, due to [9, Prop. 3.6.ii], always exists. Now, we define the maps α˜ :
Cad(R+)→ HP , σ˜ : Cad(R+)→ (L02)P and γ˜ : Cad(R+)→ HP⊗E by
α˜(r)t(ω) := α(ω, t,
prδ1t(ω), . . . ,
prδKt(ω)), (ω, t) ∈ Ω× R+
σ˜(r)t(ω) := σ(ω, t,
prδ1t(ω), . . . ,
prδKt(ω)), (ω, t) ∈ Ω× R+
γ˜(r)(t, x)(ω) := γ(ω, t, prδ1t(ω), . . . ,
prδKt(ω), x), (ω, t, x) ∈ Ω× R+ × E.
Note that for a predictable process (rt)t≥0 and an arbitrary 0 ≤ δ ≤ 1 the process
(rδt)t≥0 is predictable, too. Hence, α˜, σ˜, γ˜ indeed map into the respective spaces
of predictable processes, because α, σ are P ⊗ B(HK)-measurable and γ is P ⊗
B(HK)⊗E-measurable. Assumption 3.3 holds true by the definition of α˜, σ˜, γ˜ and
Assumption 3.4 is satisfied by Assumption 10.1. Using Assumption 10.2, for all
t ∈ R+ and all r1, r2 ∈ Cad(R+) we obtain
E[‖α(r1)t − α(r2)t‖2] = E[‖α(t, r1δ1t, . . . , r1δKt)− α(t, r2δ1t, . . . , r2δKt)‖2]
≤ L(t)2E
[( K∑
i=1
‖r1δit − r2δit‖
)2]
≤ KL(t)2
K∑
i=1
E[‖r1δit − r2δit‖2]
≤ K2L(t)2 max
i=1,...,K
E[‖r1δit − r2δit‖2] ≤ K2L(t)2‖r1 − r2‖2[0,t].
An analogous argumentation for σ and γ proves that Assumption 3.5 is fulfilled.
Applying Theorem 8.8, there exists a unique mild and weak solution r ∈ Cad(R+)
for (7.1) with ca`dla`g paths on [t0,∞) satisfying (3.19). For every T ≥ t0 we have,
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by using Assumption 10.2, and since each path of r has only countably many jumps
on the interval [t0, T ],
E
[ ∫ T
t0
∫
E
‖γ(t, prδ1t, . . . , prδKt, x)− γ(t, rδ1t−, . . . , rδKt−, x)‖2F (dx)dt
]
≤
∫ T
t0
E
[
L(t)2
( K∑
i=1
‖prδit − rδit−‖
)2]
dt ≤ K
K∑
i=1
∫ T
t0
E
[
L(t)2‖rδit − rδit−‖2
]
dt
= K
K∑
i=1
E
[ ∫ T
t0
L(t)2‖∆rδit‖2dt
]
= 0.
Therefore, γ(t, prδ1t, . . . ,
prδKt, x)1[t0,∞) and γ(t, rδ1t−, . . . , rδKt−, x)1[t0,∞) coincide
in the space L2(µ;H). Consequently, the process r is also the unique mild and weak
solution for (10.1). 
As a particular case, we now turn to the Markovian framework. Let α : R+×H →
H, σ : R+ ×H → L02 and γ : R+ ×H × E → H be measurable.
10.4. Assumption. We assume that
t 7→ ‖α(t, 0)‖ ∈ L2loc(R+),
t 7→ ‖σ(t, 0)‖L02 ∈ L2loc(R+),
t 7→
∫
E
‖γ(t, 0, x)‖2F (dx) ∈ L1loc(R+).
10.5. Assumption. We assume there is a function L ∈ L2loc(R+) such that
‖α(t, h1)− α(t, h2)‖ ≤ L(t)‖h1 − h2‖,
‖σ(t, h1)− σ(t, h2)‖L02 ≤ L(t)‖h1 − h2‖,(∫
E
‖γ(t, h1, x)− γ(t, h2, x)‖2F (dx)
) 1
2
≤ L(t)‖h1 − h2‖
for all t ∈ R+ and all h1, h2 ∈ H.
10.6. Corollary. Suppose that Assumptions 8.1 and 10.4, 10.5 are fulfilled. Then,
for each h0 ∈ L2(Ω,F0,P;H) there exists a unique ca`dla`g, adapted, mean-square
continuous mild and weak solution (rt)t≥0 for{
drt = (Art + α(t, rt))dt+ σ(t, rt)dWt +
∫
E
γ(t, rt−, x)(µ(dt, dx)− F (dx)dt)
r0 = h0,
and it satisfies (3.19).
Proof. The assertion follows from Corollary 10.3 with K = 1, δ1 = 1 and t0 = 0. 
We close this section with the time-homogeneous case. Let α : H → H, σ : H →
L02 and γ : H × E → H be measurable.
10.7. Assumption. We assume
∫
E
‖γ(0, x)‖2F (dx) <∞.
10.8. Assumption. We assume that there is a constant L ≥ 0 such that
‖α(h1)− α(h2)‖ ≤ L‖h1 − h2‖,
‖σ(h1)− σ(h2)‖L02 ≤ L‖h1 − h2‖,(∫
E
‖γ(h1, x)− γ(h2, x)‖2F (dx)
) 1
2
≤ L‖h1 − h2‖
for all h1, h2 ∈ H.
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10.9. Corollary. Suppose that Assumptions 8.1 and 10.7, 10.8 are fulfilled. Then,
for each h0 ∈ L2(Ω,F0,P;H) there exists a unique ca`dla`g, adapted, mean-square
continuous mild and weak solution (rt)t≥0 for{
drt = (Art + α(rt))dt+ σ(rt)dWt +
∫
E
γ(rt−, x)(µ(dt, dx)− F (dx)dt)
r0 = h0,
and it satisfies (3.19).
Proof. The statement is an immediate consequence of Corollary 10.6. 
10.10. Remark. An analogous reasoning also provides the corresponding Lp-versions
of Corollaries 10.3, 10.6 and 10.9.
10.11. Remark. The time-inhomogeneous case can be considered by an extension
of the state space from H to R × H. However, one has to pay attention at the
boundary points of the interval [0, T ], where the vector fields have to be extended to
the whole real line. Nevertheless we shall consider in the setting of our numerical
applications the time-homogeneous case as the most characteristic one for all further
applications.
11. High-order (explicit-implicit) numerical schemes for stochastic
partial differential equations with weak convergence order
We sketch in this last section high-order explicit-implicit numerical schemes for
stochastic partial differential equations with state-dependent coefficients as intro-
duced in Section 10. In this section (and only here) we will actually use that the
Wiener process and the Poisson random measure are independent, see Section 2.5.
By the stability results from Section 9 we can reduce the problem to simpler driving
signals, namely a finitely active Poisson random measure and to a finite number
of driving Wiener processes. We apply the results of [5] for the time-dependent
SDE, which – due to the “method of the moving frame” – can be transferred to the
general SPDE case. Our main focus here is to work out so-called cubature schemes,
extended by finite activity jump parts, for time-dependent SDEs and therefore –
by the method of the moving frame – for SPDEs. This also allows for high order
numerical approximation schemes. Notice that cubature schemes are very adapted
to SPDEs, since every local step can – in contrast to Taylor schemes – preserve
the regularity of the states. Additionally a simple complexity analysis in the case
of SPDEs yields that having a small amount p of local high order steps is cheaper
than having a large amount p of local low order steps. The reason is that every
local step means practically to solve a PDE numerically.
For this purpose we apply the respective notions from Section 7, 8 and 10 in
order to formulate our conditions on the vector fields. Having the stability results
of Section 9 in mind we do assume finite activity of the Poisson random measure,
i.e. F (E) <∞ and a finite dimensional Wiener process. Notice that this also allows
for a statement on the rate of convergence to the original equations with possibly
infinitely active jumps and infinitely many Brownian motions.
We consider here SPDEs of the type
{
drt = (Art + α(rt))dt+ σ(rt)dWt +
∫
E
γ(rt−, x)(µ(dt, dx)− F (dx)dt)
r0 ∈ H
(11.1)
Let T > 0 denote a time-horizon. As in Section 10 we introduce measurable maps
α : H → H, σ : H → L02 and γ : H × E → H and define maps α˜ : [0, T ]×H → H,
JUMP-DIFFUSIONS IN HILBERT SPACES: EXISTENCE, STABILITY AND NUMERICS 29
σ˜ : [0, T ]×H → H and γ˜ : [0, T ]×H× E → H defined as
α˜(t, R) := U−t`α(piUtR), t ∈ [0, T ]
σ˜(t, R) := U−t`σ(piUtR), t ∈ [0, T ]
γ˜(t, R, x) := U−t`γ(piUtR, x), (t, x) ∈ [0, T ]× E.
11.1. Assumption. Fix m ≥ 2 (a degree of accuracy for the high order scheme)
and T > 0. We assume that for the vector fields α˜, σ˜, γ˜ there is a constant M > 0
such that for every radius C1 > 0 we have
sup
t∈[0,T ], h∈H,‖h‖≤C1
‖∂k1t ∂k2h α˜(t, h)‖ ≤MCk11 ,
sup
t∈[0,T ], h∈H,‖h‖≤C1
‖∂k1t ∂k2h σ˜(t, h)‖L02 ≤MC
k1
1 ,
sup
t∈[0,T ], h∈H,‖h‖≤C1
∫
E
‖∂k1t ∂k2h γ˜(t, h, x)‖2F (dx) ≤MCk11 ,
holds true for all k1 + k2 ≤ m+ 1. In words, the growth of derivatives of the time-
dependent vector fields up to order m + 1 is polynomial in the radius of order k1,
when k1 denotes the order of the time derivative.
11.2. Example. Typical examples for vector fields satisfying the Assumptions 11.1
are those of functional form (as applied in [13]), i.e., choose a smooth map with all
derivatives bounded φ : Rn → D(A∞), where A denotes the infinitesimal generator
of U , and choose ξ1, · · · , ξn ∈ D((A∗)∞), then
(11.2) σ˜(t, h) = U−t`φ(〈ξ1, piUth〉, · · · , 〈ξn, piUth〉)
for h ∈ H satisfies Assumptions 11.1 for every m ≥ 2.
11.3. Remark. As outlined in [33] the previous assumptions imply Lip(m + 1)-
conditions on the ball with radius C1 for the corresponding time-dependent vector
fields α˜, σ˜, γ˜. This has an important meaning for the extension of our theory towards
rough paths, see [33].
11.4. Remark. The Assumptions 11.1 lead to global existence and uniqueness of the
corresponding time-dependent stochastic differential equations and the correspond-
ing SPDEs (11.1). Due to the finite activity of the jump process the conditions also
lead to existence of moments of any order of the solution process.
We do first assume γ = 0, such that we find ourselves in a pure diffusion case.
Furthermore we have assumed that the driving Wiener noise is finite dimensional, in
other words we can write the stochastic partial differential equation in the moving
frame and on the extended phase space R×H:
dRt = α˜(s,Rt)dt+
d∑
i=1
σ˜i(s,Rt)dW
i
t , ds = dt,(11.3)
R0 = r0, s0 = 0.(11.4)
Let us fix m ≥ 2. Notice that the Assumption 11.1 implies Assumptions 3.4
and 3.5, in particular the vector fields are (m + 1)-times differentiable in all vari-
ables. This allows us to state the standard result on short-time asymptotic for the
stochastic differential equation (11.3).
We now apply the notations for iterated stochastic integrals, i.e., the abbreviation
W
(i1,...,ik)
t =
∫
0≤t1≤···≤tk≤t
◦dW i1t1 · · · ◦ dW iktk
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is short for iterated Stratonovich integrals, where we apply ◦dW 0t = dt. Notice also
the degree mapping
deg(i1, . . . , ik) = k + card{j | ij = 0},
which counts any appearance of 0 in the multiindex (i1, . . . , ik) twice, since dt =
◦dW 0t = dt comes with twice the order of short time asymptotics than a Brownian
motion. This is also the reason for the particular structure of the Assumptions 11.1.
Recall also that any vector field σ can be interpreted as a first order differential
operator on test functions f by
(σf)(x) = Df(x) · σ(x), x ∈ H,
which will be applied extensively in the sequel.
11.5. Theorem. Let g : R × H → R be a smooth function with all derivatives
bounded. Then we have the following asymptotic formula,
(11.5)
g(t, Rt) =
∑
deg(i1,...,ik)≤m
(βi1 · · ·βikg)(0, R0)W (i1,...,ik)t +Rm(t, g, R0), R0 ∈ H,
with
√
E(Rm(t, g, R0)2) ≤ Ct
m+1
2 max
m<deg(i1,...,ik)≤m+2
sup
0≤s≤t
√
E(|βi1 · · ·βikg(Rs, s)|2) ≤
(11.6)
≤ M˜ sup
2k1≤m+1
sup
0≤s≤t
E(||Rs||k1) <∞,(11.7)
where M˜ is a constant derived from Assumptions (11.1).
Proof. The proof is a direct consequence of the results of [5, Prop. 3.1], where one
additionally observes the necessary degrees of differentiability which are needed
for the result. Notice in particular that the remainder term stays bounded due to
the conditions of Assumption 11.1, in particular due to polynomial growth of the
derivatives of at most order m+ 1 and the existence of moments up to order m+ 1
of the solution process. 
11.6. Example. We formulate the short-time asymptotic formula in the case m = 2
by taking the definitions of the vector fields β0, . . . , βd and a smooth test function
g : H → R, which does not depend on the additional (time-)state s, then
g(Rt) =g(R0) + β0g(R0)t+
d∑
i=1
βig(R0)W
i
t+
d∑
i,j=1
βiβjg(R0)W
(i,j)
t +O(t
3
2 )
=g(R0) +Dg(R0) • α(R0)t+
d∑
i=1
Dg(R0) • σi(R0)W it+
+
d∑
i=1
Dg(R0) • (Dσi(R0) • σi(R0)) (W
i
t )
2 − t
2
+
+
d∑
i 6=j=1
Dg(R0) • (Dσi(R0) • σj(R0))W (i,j)t +O(t
3
2 )
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for t ≥ 0, R0 ∈ H. Heading for a strong Euler-Maruyama-scheme the previous
formula yields – formally evaluated for g = id – the first iteration step from 0→ t
R0 7→ R0 + α(R0)t+
d∑
i=1
σi(R0)W
i
t .
For the next step in the iteration we need the asymptotic expansion at time t and
therefore also the vector fields α˜, σ˜ appear at time t, namely
Rt 7→ Rt + α˜(t, Rt)t+
d∑
i=1
σ˜i(t, Rt)W
i
t .
However, when one transfer the iteration of these two steps via piU2t to H the
described cancellation happens and one obtains the two-fold iteration of the time-
homogeneous scheme
r0 7→ Str0 + Stα(r0)t+
d∑
i=1
Stσi(r0)W
i
t .
Notice that this scheme is implicit in the linear PDE-part and explicit in the sto-
chastic components and the non-linear drift component. Notice also that the weak
convergence order 1 is obtained if the Assumptions 11.1 for m = 2 are satisfied for
smooth test functions with all derivatives bounded.
As explained in the literature, for instance in [5] or [19], we can derive high-
order schemes (strong or weak) from the given short time-asymptotic expansion.
The weak order of convergence – given a short-time asymptotics of order t
m+1
2 – is
then m−12 . Therefore we obtain high-order Taylor schemes for the time-dependent
system (11.3). However, even though possible, those Taylor schemes are usually
not interesting – except for the case m = 2 – since one has to work at each step
with time derivatives of the vector fields, which corresponds to working with the
infinitesimal generator of the semigroup.
11.7. Example. Consider a vector field σ˜ of functional form (11.2), then appar-
ently the time-derivative of the vector field, which appears in the stochastic Taylor
expansion for m ≥ 3, has the formula
∂
∂t
σ˜(t, R) = Dσ(〈ξ1, piUt〉, · · · , 〈ξn, piUt〉) • (〈piA∗ξ1, Uth〉, · · · , 〈piA∗ξn, Uth〉),
which contains the infinitesimal generator and which is linearly growing in h.
We present here a method to circumvent the problem that in each local step the
infinitesimal generator appears, namely the cubature method: its implementation
and structure work in the case of Hilbert space valued SDEs of type (11.3) in
precisely the same way as in the finite dimensional case (see for instance [5] for
details), since we do not have to deal with the unbounded infinitesimal generator.
Convergence of global order m−12 follows from Assumptions 11.1 on any bounded
set. On the other hand, each local time step does not contain derivatives of the
vector fields in question, and preserves therefore the regularity of the state vector.
We need one analytical preparation for this, namely the following lemma which tells
that – under Assumption 11.1 – we can suppose that on each bounded set there is
a Lip(m+ 1)-extension of the vector fields on the whole extended phase space.
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11.8. Lemma. Define vector fields βi on the extended phase space [0, T ]×H by the
following formulas:
β0(s,R) =
(
1, α˜(s,R)− 1
2
d∑
i=1
Dσ˜i(s,R) • σ˜i(s,R)
)
,(11.8)
βi(s,R) =
(
0, σ˜i(s,R)
)
,(11.9)
for i = 0, . . . , d. Then for each C1 we find vector fields β
C1
0 , . . . , β
C1
d which conincide
with the previous vector fields on the ball with radius C1 but are Lip(m+ 1) on the
whole extended phase space R×H.
Proof. This is not a consequence of the hard Whitney extension theorem but simply
due to the fact that on C1 + 1 we the vector fields βi also satisfy a Lip(m + 1)
condition. Multiplying with a bump function being equal to one on the ball of
radius C1 and vanishing outside radius C1 + 1 yields the result. 
In the rest of the section we develop the necessary terminology for cubature
methods: Theorem 11.5 shows that iterated Stratonovich integrals play the same
roˆle as polynomials play in deterministic Taylor expansion. Consequently, it is nat-
ural to use them in order to define cubature formulas. Let Cbv([0, t];Rd) denote
the space of continuous paths of bounded variation taking values in Rd. As for the
Brownian motion, we append a component ω0(t) = t for any ω ∈ Cbv([0, t];Rd).
Furthermore, we establish the following convention: whenever rt is the solution to
some stochastic differential equation driven by Brownian motions W , whether on
a finite or infinite dimensional space, and ω ∈ Cbv([0, t];Rd), we denote by rt(ω)
the solution of the deterministic differential equation given by formally replacing
all occurrences of “◦dW is” with “dωi(s)” (with the same initial values). Note that it
is necessary that the SDE for r is formulated in the Stratonovich sense (recall that
the Stratonovich formulation does not necessarily make sense). With the following
simple lemma we see that time dependent coordinate transforms commute with the
procedure of replacing Brownian motions by deterministic trajectories.
11.9. Lemma. Let ω : [0, T ]→ Rd be a continuous curve with finite total variation.
Then the time-dependent ordinary differential equation
dRt(ω) = (α˜(s,Rt(ω))− 1
2
d∑
i=1
Dσ˜i(Rt(ω), t) • σ˜i(t, Rt(ω)))dt+(11.10)
+
d∑
i=1
σ˜i(t, Rt(ω))dω
i(t), R0 = r0,(11.11)
driven by ω instead of the finite dimensional Wiener process W , has a strong solu-
tion, which transfers via rt(ω) = piUtRt(ω) to a mild solution of
(11.12)
drt(ω) = (Art(ω)+α(rt(ω))− 1
2
d∑
i=1
Dσi(rt(ω))•σi(rt(ω)))dt+
d∑
i=1
σi(rt(ω))dω
i(t).
Having in mind that one replaces Brownian motion W by a finite set of de-
terministic curves appearing with certain probabilities, we have to keep track of
necessary moment conditions for (high-order) weak convergence, which is done in
the following definition:
11.10. Definition. Fix t > 0 and m ≥ 1. Positive weights λ1, . . . , λN summing
up to 1 and paths ω1, . . . , ωN ∈ Cbv([0, t];Rd) form a cubature formula on Wiener
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space of degree m if for all multi-indices (i1, . . . , ik) ∈ A with deg(i1, . . . , ik) ≤ m,
k ∈ N, we have that
E(W
(i1,...,ik)
t ) =
N∑
l=1
λlW
(i1,...,ik)
t (ωl),
where we used the convention in line with the previous one, namely
W
(i1,...,ik)
t (ω) =
∫
0≤t1≤···≤tk≤t
dωi1(t1) · · · dωik(tk).
Lyons and Victoir [20] show the existence of cubature formulas on Wiener space
for any d and size N ≤ #{I ∈ A| deg(I) ≤ m} by applying Chakalov’s theorem on
cubature formulas and Chow’s theorem for nilpotent Lie groups. Moreover, due to
the scaling properties of Brownian motion (and its iterated Stratonovich integrals),
i.e.
W
(i1,...,ik)
t =
law
√
t
deg(i1,...,ik)
W
(i1,...,ik)
1 ,
it is sufficient to construct cubature paths for t = 1.
11.11. Assumption. Once and for all, we fix one cubature formula ω˜1, . . . , ω˜N with
weights λ1, . . . , λN of degree m ≥ 2 on the interval [0, 1]. Without loss of generality
we assume that ω˜i(0) = 0. By abuse of notation, for any t > 0, we will denote
ωl(s) =
√
tω˜l(s/t), s ∈ [0, t], l = 1, . . . , N , which yields a cubature formula for [0, t]
with the same weights λ1, . . . , λN .
11.12. Example. For d = 1 Brownian motions, a cubature formula on Wiener
space of degree m = 3 is given by N = 2 paths
ω1(s) = − s√
t
, ω2(s) =
s√
t
for fixed time horizon t. The corresponding weights are given by λ1 = λ2 =
1
2 .
When we deal with Lip(m + 1) vector fields on extended phase space we can
write down – by means of the finitely many cubature trajectories – a local scheme.
Notice that we have to replace the original vector fields β0, . . . , βd by globally
Lip(m + 1) vector fields βC10 , . . . , β
C1
d on some large ball of radius C1, see Lemma
11.8. The respective solutions of the SDEs are denoted by RC1 . Combining then
the stochastic Taylor expansion, the deterministic Taylor expansion for solutions of
ODEs driven by ωi for a cubature formula on Wiener space one obtains a one-step
scheme for weak approximation of equations of type (11.3) precisely the same way
as in [20]. Indeed, we get
(11.13) sup
r0∈H
|E(g(t, RC1t ))−
∑N
l=1
λlg(t, R
C1
t (ωl))|
≤ Ctm+12 max
(i1,...,ik)∈A
m<deg(i1,...,ik)≤m+2
sup
r∈H
|βC1i1 · · ·βC1ik g(t, r)|,
for 0 < t < 1 and some test function g with all derivatives bounded.
11.13. Remark. Due to the a priori bounds on the moments of the solution process
Rt, we can estimate the probability for R to leave a ball of radius C1 and we can
therefore control “a priori” the error of replacing the vector fields β0, . . . , βd by
globally Lip(m+ 1) vector fields βC10 , . . . , β
C1
d on some large ball of radius C1.
For the global method (in fact an iteration due to the Markov property), divide
the interval [0, T ] into p subintervals according to the partition 0 = t0 < t1 <
· · · < tp = T . For a multi-index (l1, . . . , lp) ∈ {1, . . . , N}p consider the path ωl1,...,lp
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defined by concatenating the paths ωl1 , . . . , ωlp , i.e. ωl1,...,lp(t) = ωl1(t) for t ∈]0, t1]
and
ωl1,...,lp(t) = ωl1,...,lp(tr−1) + ωlr (t− tr−1)
for r such that t ∈]tr−1, tr], where ωlr is scaled to be a cubature path on the interval
[0, tr − tr−1].
11.14. Proposition. Fix T > 0, m ∈ N, C1 > 0, a cubature formula of degree m
as in Definition 11.10 and a partition of [0, T ] as above. For every test function g
there is a constant D independent of the partition such that
sup
r∈H
∣∣∣E(g(t, RC1T ))− ∑
(l1,...,lp)∈{1,...,N}p
λl1 · · ·λlpg(t, RC1T (ωl1,...,lp))
∣∣∣
≤ DT max
r=1,...,p
(tr − tr−1)(m−1)/2.
Additionally RC1T (ωl1,...,lp), due to [24], we can allow a local error of order
m+1
2
along each ωlj .
Due to Lemma 11.9 we can transfer the previous result including the rate of
convergence on the original space. Notice that the projection of the equations with
vector fields βC10 , . . . , β
C1
d only coincide on some bounded set of the original Hilbert
space H with the original equation, which is, however, for numerical purposes suf-
ficient. The transfer works so well due to the linearity of the semigroup and the
projection.
11.15. Remark. The same techniques as in [5] for the inclusion of finite activity
jump processes also work in this setting. We do not outline this aspect here, since
our main purpose was to show that high-order weak approximation schemes exist
in the realm of SPDEs under fairly general assumptions on vector fields and test
functions.
We can summarize the method as follows:
• Choose a degree of accuracy m ≥ 2 and a set of cubature paths ω1, . . . , ωN .
• Choose trajectories ωl1,...,lp by means of a MC-procedure.
• Calculate numerically, with error of order m+12 , the solution of the PDE
obtained by “evaluating” the SPDE (11.1) along ωlj .
• Apply the main result to obtain a high order convergence scheme of order
m−1
2 .
11.16. Remark. The advantage of high-order schemes becomes visible when the
calculation of each local step is expensive: in this case a small number p is a true
advantage.
Appendix A. Stochastic Fubini theorem with respect to Poisson
measures
In this appendix, we provide a stochastic Fubini theorem with respect to com-
pensated Poisson random measures, see Theorem A.2, which we require for the
proof of Lemma 7.7.
We could not find a proof in the literature. In the appendix of [8], it is merely
mentioned that it can be provided the same way as in [28], where stochastic integrals
with respect to semimartingales are considered. The stochastic Fubini theorem [3,
Thm. 5], which is used in the proof of [21, Prop. 5.3], only deals with finite measure
spaces.
We start with an auxiliary result.
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A.1. Lemma. Let (Ωi,Fi, µi), i = 1, 2 be two σ-finite measure spaces. We define
the product space
(Ω,F , µ) := (Ω1 × Ω2,F1 ⊗F2, µ1 ⊗ µ2).
For each Φ ∈ L2(Ω,F , µ) there exists a sequence
(Φn)n∈N ⊂ span{1A11A2 : Ai ∈ Fi with µi(Ai) <∞, i = 1, 2}(A.1)
such that Φn → Φ in L2(Ω,F , µ).
Proof. Let Φ ∈ L2(Ω,F , µ) be arbitrary. We decompose Φ = Φ+ − Φ− into its
positive and negative part. There are sequences (Φ+n )n∈N, (Φ
−
n )n∈N of nonnegative
measurable functions, taking only a finite number of values, such that Φ+n ↑ Φ+
and Φ−n ↑ Φ−, see, e.g., [4, Satz 11.6].
Moreover, since µ1 and µ2 are σ-finite measures, there exist sequences (Cn)n∈N ⊂
F1 and (Dn)n∈N ⊂ F2 such that µ1(Cn) < ∞, µ2(Dn) < ∞ for all n ∈ N and
Cn ↑ Ω1, Dn ↑ Ω2 as n → ∞. By Lebesgue’s dominated convergence theorem we
have (Φ+n − Φ−n )1Cn×Dn → Φ in L2(Ω,F , µ).
Therefore, we may, without loss of generality, assume that Φ =
∑m
j=1 cj1Aj ,
where m ∈ N, cj ∈ R \ {0}, j = 1, . . . ,m and Aj ∈ (F1 ⊗ F2) ∩ (C1 × C2),
j = 1, . . . ,m, where Ci ∈ Fi, i = 1, 2 and µi(Ci) <∞, i = 1, 2.
Note that the trace σ-algebra (F1 ⊗F2)∩ (C1 ×C2) is generated by the algebra
A =
{ p⊎
k=1
Dk × Ek | p ∈ N and Dk ∈ F1 ∩ C1, Ek ∈ F2 ∩ C2 for k = 1, . . . , p
}
.
By [4, Satz 5.7] there exists, for each j ∈ {1, . . . ,m} and each n ∈ N, a set Bnj ∈ A
such that µ(Aj∆B
n
j ) <
1
m2nc2j
.
Setting Φn :=
∑m
j=1 cj1Bnj for n ∈ N we have (A.1) and∫
Ω
|Φ(ω)− Φn(ω)|2dµ(ω) ≤
∫
Ω
( m∑
j=1
|cj | · |1Aj (ω)− 1Bnj (ω)|
)2
dµ(ω)
≤ m
m∑
j=1
∫
Ω
c2j1Aj∆Bnj (ω)dµ(ω) = m
m∑
j=1
c2jµ(Aj∆B
n
j ) <
1
n
, n ∈ N
showing that Φn → Φ in L2(Ω,F , µ). 
Let T ∈ R+ be a finite time horizon. In order to have a more convenient notation
in the following stochastic Fubini theorem, we introduce the spaces
L2T (µ) := L
2
T (µ;R),
L2T (λ) := L
2
T ([0, T ],B[0, T ], λ),
L2T (P⊗ λ) := L2(Ω× [0, T ],FT ⊗ B[0, T ],P⊗ λ),
where L2T (µ;H) for a separable Hilbert space H was defined in (2.2), and
LpT (µ⊗ λ) := Lp(Ω× [0, T ]× E × [0, T ],PT ⊗ E ⊗ B[0, T ],P⊗ λ⊗ F ⊗ λ)(A.2)
for all p ≥ 1.
A.2. Theorem. For each Φ ∈ L2T (µ⊗ λ) we have∫ T
0
Φ(·, ·, s)ds ∈ L2T (µ),(A.3)
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there exists φ ∈ L2T (P⊗ λ) such that for λ-almost all s ∈ [0, T ]
φ(s) =
∫ T
0
∫
E
Φ(t, x, s)(µ(dt, dx)− F (dx)dt) in L2(Ω,FT ,P)(A.4)
and we have the identity
∫ T
0
φ(s)ds =
∫ T
0
∫
E
(∫ T
0
Φ(t, x, s)ds
)
(µ(dt, dx)− F (dx)dt) in L2(Ω,FT ,P).
(A.5)
Proof. Let V ⊂ L2T (µ⊗ λ) be the vector space
V := span{Kf |K ∈ L2T (µ), f ∈ L2T (λ)}.
Let Φ ∈ V be arbitrary. Then there exist n ∈ N and ci ∈ R, Ki ∈ L2T (µ), fi ∈ L2T (λ),
i = 1, . . . , n such that Φ =
∑n
i=1 ciKifi. Moreover we have
φ :=
∫ T
0
∫
E
Φ(t, x, ·)(µ(dt, dx)− F (dx)dt)
=
n∑
i=1
cifi(·)
∫ T
0
∫
E
Ki(t, x)(µ(dt, dx)− F (dx)dt) ∈ L2T (P⊗ λ),∫ T
0
Φ(·, ·, s)ds =
n∑
i=1
ciKi(·, ·)
∫ T
0
fi(s)ds ∈ L2T (µ)
and identity (A.5) is valid.
For each Φ ∈ L2T (µ⊗ λ) ∩ L1T (µ⊗ λ) we have, according to [18, Prop. II.1.14],
(A.6)
∫ T
0
∫
E
Φ(t, x, ·)(µ(dt, dx)− F (dx)dt)
=
∑
n∈N
Φ(τn, βτn , ·)1{τn≤T} −
∫ T
0
∫
E
Φ(t, x, ·)F (dx)dt,
where (τn)n∈N is a sequence of stopping times and β denotes an E-valued optional
process. By the classical Fubini theorem we deduce that the stochastic integral in
(A.6) is FT ⊗ B[0, T ]-measurable. Using the Itoˆ-isometry (2.3) we obtain∫ T
0
E
[(∫ T
0
∫
E
Φ(t, x, s)(µ(dt, dx)− F (dx)dt)
)2]
ds
=
∫ T
0
E
[ ∫ T
0
∫
E
|Φ(t, x, s)|2F (dx)dt
]
ds <∞,
because Φ ∈ L2T (µ⊗ λ) by hypothesis, and we conclude
∫ T
0
∫
E
Φ(t, x, ·)(µ(dt, dx)− F (dx)dt) ∈ L2T (P⊗ λ), Φ ∈ L2T (µ⊗ λ) ∩ L1T (µ⊗ λ).
(A.7)
Now let Φ ∈ L2T (µ ⊗ λ) be arbitrary. By the classical Fubini theorem the integral
appearing in (A.3) is PT ⊗ E-measurable. Ho¨lder’s inequality and the hypothesis
Φ ∈ L2T (µ⊗ λ) yield
E
[∫ T
0
∫
E
(∫ T
0
Φ(t, x, s)ds
)2
F (dx)dt
]
≤ TE
[ ∫ T
0
∫
E
∫ T
0
|Φ(t, x, s)|2dsF (dx)dt
]
<∞,
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and hence (A.3) is valid.
Since the measure F is σ-finite, there exists a sequence (Bn)n∈N ⊂ E with
F (Bn) <∞, n ∈ N and Bn ↑ E. We define
φn :=
∫ T
0
∫
E
Φ(t, x, ·)1Bn(x)(µ(dt, dx)− F (dx)dt), n ∈ N.
By (A.7) we have φn ∈ L2T (P⊗ λ) for all n ∈ N. Now, we shall prove that (φn)n∈N
is a Cauchy sequence in L2T (P⊗ λ).
Let  > 0 be arbitrary. By Lebesgue’s theorem, there exists an index n0 ∈ N
such that ∫ T
0
E
[ ∫ T
0
∫
E
|Φ(t, x, s)|21E\Bn(x)F (dx)dt
]
ds < , n ≥ n0
For all m > n ≥ n0 we obtain by the Itoˆ-isometry (2.3)∫ T
0
E[|φn(s)− φm(s)|2]ds =
∫ T
0
E
[ ∫ T
0
∫
E
|Φ(t, x, s)|21Bm\Bn(x)F (dx)dt
]
ds
≤
∫ T
0
E
[ ∫ T
0
∫
E
|Φ(t, x, s)|21E\Bn(x)F (dx)dt
]
ds < ,
establishing that (φn)n∈N is a Cauchy sequence in L2T (P ⊗ λ). Thus, there exists
φ ∈ L2T (P⊗ λ) such that φn → φ in L2T (P⊗ λ). The relation∫ T
0
E[|φn(s)− φ(s)|2]ds→ 0 for n→∞
implies that there exists a subsequence (nk)k∈N such that
E[|φnk(s)− φ(s)|2]→ 0 for λ-almost all s ∈ [0, T ],
that is φnk(s)→ φ(s) in L2T (Ω,FT ,P) for λ-almost all s ∈ [0, T ]. We define
ψ :=
∫ T
0
∫
E
Φ(t, x, ·)(µ(dt, dx)− F (dx)dt).
By the classical Fubini theorem we have Φ(·, ·, s) ∈ L2T (µ) for λ-almost all s ∈ [0, T ].
The Itoˆ-isometry (2.3) and Lebesgue’s theorem yield
E[|ψ(s)− φn(s)|2] = E
[ ∫ T
0
∫
E
|Φ(t, x, s)|21E\Bn(x)F (dx)dt
]
→ 0 for n→∞,
implying φn(s) → ψ(s) in L2T (Ω,FT ,P) for λ-almost all s ∈ [0, T ]. We infer that
φ(s) = ψ(s) in L2T (Ω,FT ,P) for λ-almost all s ∈ [0, T ], proving (A.4).
According to Lemma A.1 there exists a sequence (Φn)n∈N ⊂ V such that Φn → Φ
in L2T (µ ⊗ λ). From the beginning of the proof we know that for each n ∈ N we
have∫ T
0
Φn(·, ·, s)ds ∈ L2T (µ),
∫ T
0
∫
E
Φn(t, x, ·)(µ(dt, dx)− F (dx)dt) ∈ L2T (P⊗ λ)
and the identity
(A.8)
∫ T
0
(∫ T
0
∫
E
Φn(t, x, s)(µ(dt, dx)− F (dx)dt)
)
ds
=
∫ T
0
∫
E
(∫ T
0
Φn(t, x, s)ds
)
(µ(dt, dx)− F (dx)dt)
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in L2T (Ω,FT ,P). By Ho¨lder’s inequality, (A.4), the Itoˆ-isometry (2.3) and the con-
vergence Φn → Φ in L2T (µ⊗ λ) we get
(A.9)
E
[(∫ T
0
(∫ T
0
∫
E
Φn(t, x, s)(µ(dt, dx)− F (dx)dt)
)
ds−
∫ T
0
φ(s)ds
)2]
≤ T
∫ T
0
E
[(∫ T
0
∫
E
Φn(t, x, s)(µ(dt, dx)− F (dx)dt)− φ(s)
)2]
ds
= T
∫ T
0
E
[ ∫ T
0
∫
E
|Φn(t, x, s)− Φ(t, x, s)|2F (dx)dt
]
ds→ 0.
The Itoˆ-isometry (2.3), Ho¨lder’s inequality and the convergence Φn → Φ in L2T (µ⊗
λ) yield
(A.10)
E
[(∫ T
0
∫
E
(∫ T
0
Φn(t, x, s)ds
)
(µ(dt, dx)− F (dx)dt)
−
∫ T
0
∫
E
(∫ T
0
Φ(t, x, s)ds
)
(µ(dt, dx)− F (dx)dt)
)2]
= E
[∫ T
0
∫
E
(∫ T
0
(Φn(t, x, s)− Φ(t, x, s))ds
)2
F (dx)dt
]
≤ TE
[ ∫ T
0
∫
E
∫ T
0
|Φn(t, x, s)− Φ(t, x, s)|2F (dx)dtds
]
→ 0.
Combining (A.8), (A.9) and (A.10) we arrive at (A.5). 
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