ABSTRACT Virtual Machine (VM) consolidation technique plays an important role in energy management and load-balancing of cloud computing systems. Dynamic VM consolidation is a promising consolidation approach in this direction, which aims at using least active physical machines (PMs) through appropriately migrating VMs to reduce resource consumption. The resulting optimization problem is well-acknowledged to be NP-hard optimization problems. In this paper, we propose a novel merge-and-split-based coalitional game-theoretic approach for VM consolidation in heterogeneous clouds. The proposed approach first partitions PMs into different groups based on their workload levels, then employs a coalitional-game-based VM consolidation algorithm (CGMS) in choosing members from such groups to form effective coalitions, performs VM migrations among the coalition members to maximize the payoff of every coalition, and finally keeps PMs running in a high energy-efficiency state. The simulation results based on three scenarios clearly suggest that our proposed approach outperforms traditional ones in terms of energy-saving, and also achieve a fair level of load balance.
x j
Maximum utilization permitted of PM j P(u) Power cost of a PM with resource utilization u P max The power consumed by a full-loaded PM Cloud computing is becoming an increasingly popular computational paradigm featured by the ability to provide elastic services over the internet for a huge number of global users [1] . With the rapid growth of cloud services, cloud infrastructures and their supporting datacenters are becoming increasingly complex, energy-requiring, and expensive with varying resource configurations and heterogeneous architectural setups. Hence, resource and energy management become major concerns of both cloud providers and users. According to [2] , and [3] , electricity demand for world-wide datacenters is expected to increase by over 66% over the period of 2011-2035. However, today's datacenters are still limited in ways of energy efficiency and energy management. Among various energy management and energy saving technologies, dynamic VM consolidation is one of the most effective techniques for energy-efficient resource management. Consolidation refers to the live migration operations of VMs between hosts with slight performance loss [4] . The aim of dynamic VM consolidation is to reduce the energy consumption of consolidation activities through live migration of VMs instead of static or planned migration. It is capable of turning the idle active PMs into sleeping mode.This technique considerably improves resource utilization and energy efficiency as well as load fairness.
In this work, we propose a novel energy-aware and mergesplit-based coalitional game-theoretic approach inspired by [19] for dynamic VM consolidation for heterogeneous cloud, which is load-aware and energy-efficiency. The proposed approach aims at optimizing energy-efficiency and load fairness can be applied to a cloud datacenter that contains heterogeneous physical machines with varying resource configurations. The proposed approach involves multiple steps: 1) dividing PMs into three groups based on their workloads, 2) performing a coalitional game-based approach proposed in [32] on the PMs in these three groups by letting PMs compete with each other to form solid coalitions 3) finally, improve the utilization of PMs through closing low energy-efficiency PMs and decrease the workloads on overloaded PMs, thus form a group of PMs running in a state of high energy-efficiency. We have done the below work to validate the effectiveness of our proposed approach: 1) we simulated a heterogeneous cloud environment that workloads are assigned to VMs. To make our approach understandable, we give an illustrative example to demonstrate the different phases of the coalitional game for VM consolidation. 2) a metric d is defined to estimate load fairness in the heterogeneous environment. 3) the approach has been simulated in three scenarios and compared with other baseline algorithms. With the analysis of the experiment results, we find that our approach obviously outperforms other dynamic VM consolidation approaches in terms of energy-saving and load fairness.
II. LITERATURE REVIEW A. VM CONSOLIDATION ALGORITHMS
Recently, considerable research efforts have been paid to the VM consolidation and related energy performance optimization problems. Traditionally, there are greedy heuristic algorithms and meta-heuristic methods. E.g., Buyya et al. [5] proposed a consolidation mechanism using two fixed threshold values calculated based on processors' utilization rates. He et al. [6] proposed an local-regression-based algorithm featured by a combination of local regression algorithm with the minimum-migration-time VM selection policy. Huang et al. [7] proposed a M-Convex VM consolidation method based on the semi-quasi M-convex optimization framework. Murtazaev et al. [8] developed the Sercon framework and considered an all-or-none migration strategy, where all the VMs in one active PM are tentatively migrated to other active PMs. If the migration is successful, a new placement scheme with a reduced number of active PMs is performed. The above operation is iterated until no improvement can be made. Verma et al. [9] proposed the pMapper placement algorithm, which determines a target scheme via an energy-aware placement algorithm. It classifies PMs into receivers group and donors group by comparing their target and previous schemes, and finally reallocates VMs from donors to receivers. Eugen et al. [10] tested the Ant-ColonyOptimization-based consolidation method in a fully decentralized environment based on an unstructured peer-to-peer network of PMs. The experiment results show this approach has a good ability in minimizing PMs and migrations, as well as a good scalablity. Farahnakian et al. [11] used an online optimization metaheuristic algorithm called Ant Colony System to find a near-optimal solutions for dynamic consolidations and showed that their proposed approach achieved good energy savings while meeting quality of service constraints. They defined a multi-objective function that considers both 80422 VOLUME 7, 2019 the number of dormant PMs and the number of migrations. Wu et al. [12] proposed an improved group genetic algorithm based VM consolidation method to trade off migration costs and energy consumption in heterogeneous clouds. Divya et al. [13] proposed a system using Penguin-SearchOptimization Algorithm (PeSOA) to create an economical VM consolidation, which helps planning, going up with the several concurrent VMs with different application, and splits VM sources along with applied programs. In this way, the amount of needed VMs is also decreased.
B. ENERGY MANAGEMENT IN HETEROGENEOUS CLOUDS
As stated in literature [14] , there are two widely-used techniques are dynamic server provisioning and Virtual Machine consolidation. Dynamic server provisioning approaches save energy by using a reduced amount of resources needed to satisfy the workload requirements. Therefore, unnecessary servers are switched off or put into a low-power mode when the workload demand decreases. Dynamic VM consolidation is another effective way to improve the utilization of resources and their energy efficacy. It leverages the hardware virtualization technology, which shares a PM among multiple performance-isolated platforms called VMs, where each VM runs one or more application tasks. Zhang et al. [14] presented a heterogeneity-aware resource monitoring and management system that is capable of performing dynamic capacity provision in heterogeneous datacenters. They used standard K-means clustering, and divided workloads into multiple groups. Duan et al. [15] proposed an improved ant colony algorithm for saving energy, which includes a prediction model based on fractal mathematics and a scheduler based on an improved ant colony algorithm. Khoshkholghi et al. [16] proposed an energy-performance tradeoff between providing high-quality service to customers and reducing power consumption. In this paper, several novel algorithms are proposed for the dynamic consolidation of VMs in cloud data centers to improve the utilization of computing resources and reduce energy consumption under service level agreement constraints.
C. GAME-THEORETIC SCHEDULING IN CLOUD
Recently, it is shown that game theory models and related methodologies can be highly effective in dealing with multiconstraint-multi-task scheduling and planning problems. Game theory deals with rational behavior of economic agents in a mutually interactive environment. Game-theoretic algorithms are featured by low time-complexity in comparison with heuristics. and thus can be highly suitable for scheduling and managing time-critical cloud systems. Extensive efforts were paid in this direction. E.g., L. Guo et al. [17] used a cooperative game model to guide VM consolidation with load and energy constraints, which is tested in a homogeneous cloud environment. Paul [18] proposed an uncooperative game-theoretic algorithm for dynamic VM consolidation problem in cloud computing. Xue et al. [19] used a coalitional game model to schedule the tasks in cloud.
They proposed the merge-split mechanism to reduce the cost of tasks execution and increase the profit of cloud resource providers. Addya et al. [20] proposed a cooperative game-theoretic method to manage the fairness of workload distributions among PMs through comparing the shapley values for the of VMs contained. Some researchers use coalitional game model between cloud providers so that achieve energy-efficiency. Guo et al. [21] modelled the bandwidth allocation process in datacenters as a Nash-bargaining game, which achieves two main objectives: guaranteeing bandwidth for VMs based on their base bandwidth requirements. Halabi et al. [22] proposed a cloud federation formation model that considers the security risk levels of cloud service providers. They model the cloud federation formation process as a hedonic coalitional game with a preference relation that is based on the security level and reputation of cloud service providers. Hassan et al. [23] presented an effective capacity-sharing mechanism in a federated cloud environment. A coalitional game theory was utilized to model various interactions among providers. they proposed a game model looking for a set of low-energy-cost cloud providers in a federation. Marco et al. [24] devised an algorithm, based on cooperative game theory that allows a set of cloud providers to cooperatively set up their federations in such a way that their individual profit is increased with respect to the case in which they work in isolation. A careful investigation into above contributions suggests that they are still limited in several ways: 1) most existing works considered energy-reduction and migration-costsaving as objectives. However, the tradeoff between load fairness and energy-saving in heterogeneous clouds was less studied. [25] , and [26] summarized the methods on load fairness and energy efficiency, but still there are no effective methods to balance both two objects at the same time. 2) various works considered the number of PMs to be closed as the measure of energy saving. However, it can be misleading and problematic to do so due to the fact that PMs in heterogeneous clouds are with varying energy-consumption characteristics and turning off fewer energy-requiring PMs may be more attractable than turing off more energy-saving ones. and 3) various existing works address the heterogeneity issue by considering heterogeneous PMs and VMs and ignoring the heterogeneity of workloads [29] , [30] . However, it should be noted that in reality workloads can be heterogeneous as well. Our proposed method therefore aims at addressing the above issues and overcoming related limitations.
III. SYSTEM MODEL
Generally, VM migration and consolidation involves four steps as shown in Fig.1, 1 ) Initially placing the VMs on host. 2) Identifying the over-loaded or under-loaded hosts using some statistical methods or prediction method and selecting the VMs for migration from those hosts. 3) Identifying the destination hosts where to place the migrated VMs, and performing live migrations by selecting appropriate migration technique. We assume that in a cloud datacenter of heterogeneous PMs and VMs, the system's running state data can be collected by sensors or be monitored by the datacenter's system software. Then all the data are transmitted to the datacenter's system platform. According to the data, the system adjust algorithm parameters, the system platform schedules the VMs, and also control the state of PMs, such as opening a new PM, or closing an idle PM. As widely acknowledged [5] , [6] , the power consumption of a PM, P(u), is mainly decided by its resource utilization u according to (1) . In (1), P max denotes the energy consumed by a fully-loaded PM, and α denotes the proportion of idle time of a PM.
According to [5] , α are usually around 0.7. Note that the utilization of a CPU can be time-varying, it is usually depends on the workloads on it [17] . We thus use u(t) instead of u in (2). The total energy consumed can be estimated through an integration form as (2), where t 0 denotes the starting time, and T the period during which a PM is running.
It is assumed a datacenter has m types of heterogeneous machines, t s is the time that the VM consolidation starts, and t e is the time that VM consolidation ends. f k is the energy consumed by a PM of type k per unit time, which is in positive relation with the workload on itself, namely w k .
Let b k denote the energy consumed by all the machines of type k per unit time before consolidation, and a k denote the energy consumed by all the machines of type k per unit time after consolidation. They are calculated in (4):
where n k denotes the number of machines of the k th type. Next, we should consider the energy consumed by VM migrations in a consolidation process. h represents the energy consumed by hosts during VM migration. In this paper, we are inspired by the function of migration-cost proposed by [14] and figure out the migration-cost by (5 Based on the above assumptions and configurations, the problem we are interested in can thus be formulated in (6) .
where d ij is a boolean variable to indicate whether the i th VM is placed on the j th PM. If the i th VM is placed on the j th PM, then let d ij = 1; otherwise, d ij = 0. u j is the utlization of PM j , PM j mustn't be an empty PM. S denotes the energy saved by the VM consolidation approach. The above formulation aims at maxmimzing the energy saved by the VM consolidation approach, i.e., energy saved by consolidation with the constraints that every VM can only be placed on one PM and there is no idle PMs. The problem of VMs placement onto PMs is mathematically related to a bin-packing problem [5] , [6] . The bin-packing problem is one of those problems known to be NP-hard, and a number of heuristics, e.g., First-Fit and Best-Fit are developed to give suboptimal results or approximate solutions. In this paper, we propose a coalitional game based method.
IV. THE COALITIONAL GAME-THEORETIC APPROACH
According to [29] , and [30] , a coalitional game consists of two essential elements as shown in (7): 1) a set of players N = {1, 2 . . .}; 2) a characteristic value v that specifies the value created by different subsets of the players. i.e., the payoff of a coalition C. Here maximizing the payoff v(C) means maximizing the energy-savings of a coalition.
Players of the game choose to join or not to join a coalition by deciding whether more energy-saving could be achieved.
To facilitate the handling of the coalitional game over coalitions of PMs, we first partition PMs into three groups, i.e., E, H and L, which contains PMs with extrahighly-loaded, highly-loaded and lowly-loaded respectively, according to two load thresholds, i.e., t 1 and t 2 :
where t 1 equals Q 1 , which denotes the first quartile of the workloads placed on all PMs. t 2 equals Q 3 , which denotes the third quartile of the workloads placed on all PMs. In our proposed algorithm, the merge-and-split-based coalitional games are performed to maximize v of any coalition, i.e., payoff, as shown in (9). We define the utilization of a coalition as v which equals the average utilization of PMs in the coalition C except the PMs with extrahigh load.
where u j denotes the real-time utilization of PM j . x j is the maximum utilization permitted of PM j . n is the number of PMs in the coalition except the PMs with extrahigh load. In a coalitional game, merge operation refers to grouping multiple PMs into a single coalition, while split operation works in the opposite direction, where workload from an extra-highly-loaded PM is distributed through multiple PMs. Only on condition that the payoff v, i.e. the energy-efficiency of a coalition is higher than the average one of all coalition members when they are running individually, PMs are merged to form a coalition. (10)-(a)/(b)/(c)/(d) denote the precondition for the merge of an extra-highly-loaded PM and a lowly-loaded PM, the split of an extra-highly-loaded PM, the merge of lowly-load PMs, and the merge of PMs with high load, respectively.
where u i denotes the utilization of PM i . Note that the operations enabled by the (a)(b)(c)(d) preconditions happen with the alphabetic order of these preconditions to ensure that PMs with extrahigh/low load are handled before those with high load. The steps of the above operations are implemented through Algorithm 1. Fig. 2(a) illustrates a good example of three kinds of merge operations. As can be seen, VM 1−5 are on an extra-highly-loaded PM while VM 25 is on a PM with low load, according to the algorithm, the two PMs are thus merged in a coalition and then form two highly-loaded PMs. VM 29−30 are on a lowly-loaded PM while VM 31 is on another PM with low load, the two lowly-loaded PMs are thus merged in a coalition and then form a PM with high load. VM 32−33 are on a PM with high load while VM 34−35 are on another PM with high load, the two highly-loaded PMs are thus merged in a coalition and then form a PM with high load. In Fig. 2(b) , only extra-highly-loaded PMs undergo split operations. As can be seen, VM 1−6 are on an extra-highlyloaded PM, the PM is thus splitted to two PMs with high load, which contain VM 3,4,5 and VM 1,2 , respectively. After the game, numbers of extra-highly-loaded and lowly-loaded PMs are reduced while that of the PMs with high load is increased, thereby consolidating tasks into a reasonable number of PMs while avoiding both waste of resources caused by idle PMs and potential performance degradations of extra-highly-loaded PMs. The aim of the coalitional game is thus to finally form a PM group G that contains PMs which are working in a high-efficiency state for saving energy.
The coalition can be gradually formed by using Algorithm 1, which is named as CGMS. Every step forms coalitions so that PMs involved can be highly utilized. In contrast, some PMs could be closed to save energy. PMs in E,L are choosed firstly in step 1, 2, 3. PMs in H , which we want to increase, are dealed with in step 4. Note that in lines 5,12,18,27 in the pseudo codes stipulate that the resulting load of the destination PM is still subject to the load constraint, i.e., a PM should not be extra-highly-loaded. Load fairness is a very important metric to evaluate a virtual machine consolidation algorithm, which indicates the resource utilization of a system [27] , [28] . We consider d as the measure of load fairness.
where n E , n L , n H are the number of PMs in E, L, H respectively. According to (12) , a lower d indicates better load fairness.
V. AN ILLUSTRATIVE EXAMPLE OF CGMS A. EXAMPLE ANALYSIS
We consider the example shown in Fig.3 as an illustrative example of the effect of the merge-and-split process: a datacenter contains multiple PMs, whose indexes are shown in the X-label. The workload of each PM is based on CoMon workload traces [29] collected from 10 days during march and April 2011, which is collected from roughly 400-450 active PlanetLab nodes every 5 miniutes within 10 days. Every PM contains 4 VMs with varying workloads as shown in Fig.3(a) . According to the workload data and (8), t 1 and t 2 are set as 20 and 60, respectively. As shown in Fig.3(b) , L/H /E groups are marked blue/green/red. During the process, lowly-loaded and extra-highly-loaded PMs are turned into PMs with high load. The new PMs in H are marked by purple in Fig. 3(d)(e) . Finally, number of migrations of every step is shown in Fig.3(h) . Obviously, if a datacenter contains a lot of lowly-loaded PMs, a great number of VM migrations is required. As can be seen as well, H is enlarged while E and L shrink. Thus, the overall energy efficiency is optimized while the workload constraint for PMs is kept.
B. TIME COMPLEXITY ANALYSIS
The overall computational complexity of our approach can be analyzed by examing the group, merge, and split operations. In our algorithm, assuming that the number of PMs is g, the group operation's time complexity is O(g), and in step 1, the time complexity is O(g 2 ). In step 2, assume the number of involved extra-highly-loaded PMs is w, as only extra-highlyloaded PMs are involved in this step, thus the time complexity is O(w). Assume number of lowly-loaded PMs involved in step 3 is r, number of PMs with high load involved in step 4 is s, Thus we can figure out that the time complexity of step 3 and 4 is O(s + r). Finally, the time complexity is O(g + g 2 + w + s + r) wholly.
VI. EXPERIMENT SIMULATION A. PARAMETER SETTING
To validate our work, we have implemented a python-based consolidation system simulator to simulate the process, and apply the algorithm in managing multiple heterogeneous PMs as given in Table 1 . The energy consumption of each PM type is based on the Energy-Star-List [30] . The characteristics of the VM types are listed in Table 2 . We designed three scenarios to test the effectiveness of CGMS with comparison to another four approaches: Sercon(server consolidation) [8] , IGGA(improved group genetic algorithm) [12] , ACO [11] (ant colony), and CGHO [17] (cooperative game in homogeneous cloud). The Sercon algorithm is kind of improved greedy method to decrease the energy-cost and migration-cost, which inherits some properties of First-Fit and Best-Fit. Sercon used a migration threshold to control the migration efficiency. IGGA is kind of metaheuristic method using an improved genetic algorithm for VM consolidation. ACO is based on ACO algorithm. CGHO is another cooperative-game algorithm tested in a homogeneous environment, and it is also load-constraint and energy-aware approach. CGHO takes the number of VMs on a PM as the threshold value instead of the workload, therefore this approach may perform differently when apply it in a heterogeneous environment. To validate the effectiveness of the CGMS approach, the experiments are tested in three scenarios. Table 3 lists the load distributions of these three simulation scenarios, and Fig.4 demonstrates the characteristics of the data by box-plot graph. The VM workloads are from the CoMon project [27] .
B. EXPERIMENT SIMULATION AND EVALUATION
We evaluate the simulation results from these metrics: energy-saving, load fairness, number of VM migrations and PMs-closed. The first two metrics directly reflect the effectiveness of the approaches. The other two metrics reflect the characteristics of these approaches. To simulate the utilization of VMs, as shown in Table 2 , we see the VM workload range of every type, therefore a VM's utilization equals its workload percentage based on its full workload. Assume one PM's full workload equals its number of cores multiply ten, then the utilization of a PM equals its workload proportion based on its full workload. According to (5), the energy-cost of a VM migration is related to its source PM and destination PM. We assume that energy-cost of the source PM during the migration equals to the migrated VM's workload multiply f k , and k is the type of it. Similarly, we get the energy-cost of the destination PM during the migration.
1) ENERGY-SAVING
We first evaluate the energy-saving, i.e., S modelled in (6) between CGMS and baseline algorithms. As shown in Fig. 5 (a)(b)(c) and Table 5 , when the number of PMs ranges from 60 to 500, our method achieves higher energy-saving (32.30% higher than Sercon in three scenarios on average; 20.03% higher than CGHO on average; and 14.28% higher than IGGA on average). The energy-saving increases with the number of PMs and outperforms baseline ones as well. 
As the number of PMs increased, the energy saved by every approach increased, but still CGMS performs better than other algorithms. Generally, CGMS can save around 10 percent more energy than ACO, which saves the second more energy. That is because CGMS allocates workloads to approriate PMs, for example, the huge workload can be moved to a low power-consuming PM. Observed from the results, it saves more energy in S3. Thus, there is high potential to save energy in a datacenter with high-level workloads.
2) LOAD FAIRNESS
Then we evaluate load fairness, i.e., d in (12) , as shown in Fig.5 (d)(e)(f), CGMS achieves better load fairness (85.71% lower than Sercon in three scenarios on average; 42.02% lower than CGHO on average; and 70.32% lower than IGGA on average) in all scenarios with varying PM numbers. Though CGMS is designed for energy efficiency, but the algorithm itself features a good ability of balancing the loads in the datacenter. By the operation of split and merge, the load-balance effect is apparent. Sercon doesn't perform well when achieving load fairness. Sercon is a greedy approach, and it doesn't take load fairness into account. ACO and IGGA perform better than Sercon, but still not better than CGMS, since ACO and IGGA are also not load-aware approach. CGHO is load-constraint, therefore it performs better than other 3 approches. CGHO takes number of VMs on a PM as the classification criterion instead of PMs' workloads, which makes it not so effective as CGMS when balancing the loads.
3) PMS-CLOSED
To be noted that number of PMs-closed doesn't equal energy-saving in a heterogeneous environment [12] . Table 4 lists the experiment data of PMs-Closed. In S1, 80428 VOLUME 7, 2019 CGMS closes more PMs than others. In S2, S3, CGMS, Sercon and IGGA are approximately in a same level. ACO closes slightly more PMs than others in S2, S3, as it aims at closing PMs and not considering migration-cost.
4) NUMBER OF VM MIGRATIONS
As shown in Table 4 , we clearly see that Sercon achieves the least number of migrations in most cases, because it employs a greedy strategy in deciding when and which to migrate. However, it achieves the worst energy-saving. In contrast, CGMS achieves the second-least migrations (13.90% lower than CGHO on average; and 8.82% lower than IGGA on average) while clearly outperforms Sercon in terms of energysaving. IGGA considers both energy and migrations, thus saves more energy than Sercon, and also more migrations. ACO is not migration-aware, which makes it cost more migrations than other algorithms.
5) COMPUTATIONAL COST
According to the analysis of time complexity of CGMS, we find it is not time-consuming compared to many meta-heuristic algorithms. Fig. 6 depicts the required runtime of each approach. With increase of N , the runtime of CGMS and CGHO rise slowly. Sercon is the fastest one, due to the characteristic of greedy heuristic algorithm. ACO and IGGA are meta-heuristic algorithms. Their runtimes rise smoothly with the number of PMs going up.
C. DISSCUSION
To sum up, CGMS saves more energy than other baseline algorithms, what's more, it has an outstanding advantage on load fairness. The other approaches can't achieve overall balance among different metrics. Distinguished from the traditional methods, such as IGGA and ACO, which save energy by closing more PMs, CGMS saves energy by adjusting the workloads on PMs. Although CGMS needs a few more migrations in comparison with the greedy approach, but less than other approaches.
VII. CONCLUSION AND FUTURE WORK
In this work, we present a coalitional game approach for optimizing the energy efficiency of VM consolidation in heterogeneous cloud datacenters. The experiments results demonstrate that our approach clearly outperforms traditional approaches in terms of energy-saving and load-balancing. The following issues should be addressed as future work: 1) reducing migrations, number of migrations is expected to be optimized for a better level. 2) fault tolerance, it is promising to develop the fault tolerant mechanism based on our approach. 3) energy-saving in a mobile cloud environment. As mobile cloud computing is common nowadays, it is necessary to construct energy-saving model for mobile cloud environment and edge environment which provides mobile services from cloud or edge environment [33] - [37] .
