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Abstract—The performance of power line communication
(PLC) systems suffer mainly from non-Gaussian noise, commonly
referred to as impulsive noise. To reduce the effect of this noise,
various channel coding techniques have been studied in the
literature over PLC channels. Unlike existing works, in this paper
we investigate the performance and robustness of polar codes
over impulsive noise PLC channels for different codeword lengths
and noise scenarios in orthogonal frequency division multiplexing
(OFDM) systems. In particular, insightful comparisons between
hard decision (HD) decoding and soft decision (SD) decoding for
the proposed system are made. Furthermore, we investigate the
blanking and clipping techniques with polar codes for impulsive
noise mitigation. In addition, for the sake of comparison, results
for LDPC coding are also presented. The results show that polar
codes can considerably improve the performance of PLC systems.
It will also be demonstrated that SD decoding offers better
performance than HD decoding and that as the codeword length
is increased, the performance can be further improved.
Index Terms—Impulsive noise, orthogonal frequency division
multiplexing (OFDM), polar codes, power line communications
(PLC).
I. INTRODUCTION
Power line communication (PLC) technology has recently
attracted considerable attention due to its utilization of the
existing power line network, which reaches every building
on the planet. With the fast spread of internet and modern
communication technologies, PLC has become one of the
most important competing technologies in home networking
applications. However, electrical appliances connected to the
network cause high levels of interference; therefore, PLC
networks are not inherently appropriate for communication
signals [1]. In general, noise over the PLC channels is divided
into two categories, namely, colored background noise and
impulsive noise. It is found that the latter is the most dominant
one and has major effects on PLC signals [2], [3]. Although
there are several models used to characterize the noise over
PLC channels, Middleton class-A noise model remains the
most accepted, [4], and hence, it will be used in all our
investigations in this paper.
Previous works have indicated that orthogonal frequency
division multiplexing (OFDM) systems are more resistant to
PLC impairments, especially to impulsive noise, compared to
single-carrier based systems [5]–[7]. In addition, the clipper
and the blanker are two impulsive noise mitigation techniques
that have been reported in the literature [8]–[10]. For instance,
the authors in [11] investigated the effect of impulsive noise
and multipath fading in OFDM-PLC systems where it was
shown that when the amplitude of the impulsive noise is
relatively high, other noise mitigation techniques must be
used such as powerful coding schemes. In light of this, many
channel coding schemes have been studied to enhance the
performance of PLC systems. For example, Turbo codes (TC)
were examined over the PLC channel in [12], where the
authors proposed a double binary code to provide a signiﬁcant
coding gain in OFDM-PLC systems, whereas the authors
in [13] presented TC to overcome impulsive noise. Low
density parity check (LDPC) codes were also investigated
with single and multi-carriers techniques over PLC channels
[14]–[16]. The authors in [17] provided a comparison between
the performance of LDPC and TC in the context of PLC. In
contract to the existing work, in this paper, we evaluate the
performance of PLC systems with polar codes (PC) in both
single- and multi-carrier systems.
The main motivation for considering this family of codes is
the fact that they have much lower complexity in comparison
to LDPC and TC families. PC were invented by Arikan
in 2009 [18], and have attracted signiﬁcant attention since
they can achieve the capacity of the arbitrary binary discrete
memoryless channels B-DMCs. PC exploit the channel polar-
ization process in the channel to reach the capacity with a
sufﬁcient large codeword length. The channel polarization can
be deﬁned as the process by which the group of identical
independent copies of B-DMC could be combined to be
one channel and this channel can be split again into two
groups of channels namely, information group, and frozen
group. In the former group, the bit channels are noiseless
and their capacities approach one; hence, this group is reliable
and suitable for sending information. On the other hand, the
latter group has noisy bit channels whose capacities approach
zero; therefore, this group is inappropriate for carrying any
information [19]. The selection method of reliable and non-
reliable bit channels in the PC construction is based on the
Bhattacharyya parameter Z(W ) which is useful for measuring
the channel reliability. PC were presented with the successive
cancellation (SC) decoder which can be considered as a fairly
low complexity decoder. In the context of PLC, the authors
in [20] have recently investigated the performance of PC
over PLC channels with the help of the signal level limiter.
However, this study consider only single-carrier scenario.
In contrast, in this paper, we investigate the performance
of PC family in single-carrier as well as multi-carrier PLC
system. In addition, two decoding schemes are examined, hard
decision (HD) and soft decision (SD) decoding. For the sake
of comparison, the performance of the LDPC code is also
included. Furthermore, a comparison between performance
with the the noise mitigation techniques namely, clipping and
blanking, is presented.
The rest of the paper is organized as follows. Section II
describes the adopted noise model and the PC algorithm.
Section III explores the proposed PC coded PLC system. In
section IV, results are presented and discussed in terms of
the bit error rate (BER) performance. Finally, conclusions are
drawn in section V.
II. SYSTEM MODEL
A. Middleton’s Class-A Noise Model
This model is the most suitable model used in characterizing
the noise over power line channels. This noise model consists
of both the background noise and impulsive noise, hence its
probability density function (PDF) is expressed as [4]
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A is the impulsive index, Γ is the Gaussian-to-impulsive
power ratio given as Γ = σ2G/σ2I , σ2G is the Gaussian noise
variance, σ2I is the impulsive noise variance, and the variance
of the total noise is given by σ =
√
σ2G + σ
2
I . The impulsive
index identiﬁes the average number of impulses over the
signal period, and Γ indicates the strength of impulsive noise
compared to the background noise. For example, if Γ = 0.1,
this means that the impulsive noise is ten times higher than
the background noise level.
For better clarity, we show in Fig. 1 an example of a noise
pattern modeled using Middleton’s class-A mode with the
following parameters A = 0.1 and Γ = 0.1.
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Figure 1. Middleton’s class-A noise pattern A = 0.1,Γ = 0.1.
The probability of errors for Middleton’s class-A channel
in binary phase shift keying (BPSK) modulation scheme is
deﬁned in [21] as
Pe =
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where erfc(.) denotes the complemntary error function and it
can be given byerfc(x) ≈ exp(−x2)
x
√
π
.
B. Polar Codes
Consider a channel W is used for transmitting the informa-
tion between input and output. The transition probability to
WN can be calculated as WN (y|x) =
∏N
i=1W (yi|xi) where
x = (x1, x2, ..., xN ) is the inputs vector, y = (y1, y2, ..., yN )
is the corresponding outputs vector. According to the construc-
tion of the PC, two groups of bits are established from the
many independent copies of channels. The ﬁrst group is the
information bits UI = (ui : 1 ≤ i ≤ K) and the second
one is the frozen bits UF = (uj : 1 ≤ j ≤ N − K).
The information bits group contains the bits which have more
reliability, i.e., they are suitable to carry the source bits. On
the other hand, the frozen bits group has less reliability and
don’t carry any information, and the algorithm ﬁxes them to
zero. The positions of the information bits and frozen bits are
chosen by their Bhattacharyya Parameter Z(W ), which can be
deﬁned as the upper bound of the decision error probability
when the channel is used to transmit zero or one as follows:
Z(W ) 
∑
y∈Y
√
p(y|0)p(y|1) (4)
where p(y|s) is the conditional probability of the received y
provided that s ∈ {0, 1} is transmitted.
It is worth mentioning that the importance of the frozen
bits arises at the receiver side since they help the decoder
to retrieve the information bits with more ability of error
correction. The kernel matrix F =
[
1 0
1 1
]
is the basis of
constructing the generator matrix GN of PC. The matrix F⊗n
denotes the n−th tensor power of F and could be evaluated
by applying the Kronecker product (⊗) recursively according
to
F⊗n = F⊗n−1 ⊗ F (5)
Now, to ﬁnd the generator matrix, we need to permute F⊗n
with the relationGN = RNF⊗n, where RN is the permutation
matrix, and this permutation is responsible for determining the
information and frozen bits. The log-likelihood ratios (LLR)
of the channel are calculated as
LLR(yi) = ln
p(yi|xi = 0)
p(yi|xi = 1) (6)
The PC adopt successive cancellation (SC) as a decoder
scheme in which it provides good performance with relatively
low complexity O(NlogN). The SC applies the recursive
calculations on the received LLRs and the decision function
for the SC decoder is deﬁned by
Uˆi =
{
0 LLR(yN1 , U
i−1
1 )  0
1 LLR(yN1 , U
i−1
1 ) < 0
(7)
Figure 2. Block diagram of PC coded PLC system.
where LLR(yN1 , U
i−1
1 ) is equivalent to the likelihood ratio
of Ui given the channel output Y and U i−11 which are found
previously by the decoder. It should be mentioned that, for the
ﬁrst bit Uˆ1 value, the decoder uses only y for the decision.
C. OFDM Modulation
The underlying key feature of OFDM is the orthogonality
of the frequency-selective channel into parallel sub channels.
OFDM could be regarded as one of the practical solutions to
solve the problem of the strong impulsive noise in multipath
channels. In general, the OFDM modulator uses inverse fast
Fourier transform (IFFT) in order to produce the time domain
signals as
xn =
1√
N
N−1∑
k=0
Xk exp
(
j2πnk
N
)
(8)
where N is the number of OFDM sub-carriers. At the receiver
side, the OFDM demodulator uses fast Fourier transform
(FFT) which is deﬁned by
Yk =
1√
N
N−1∑
n=0
yn exp
(
−j2πnk
N
)
(9)
III. PC CODED PLC
A. Single Carrier PC Coded PLC
Fig. 2 illustrates the block diagram of PC coded PLC
system. The encoder ﬁrst receives the source information and
converts it to the codeword form as
xN1 = U
N
1 GN (10)
where UN1 = UI + UF .
The BPSK modulator maps the bits sequence from 0, 1 to
symbol sequence form −1,+1.
The random noise is added over the channel which consists
of impulsive noise ni and Gaussian noise ng, such that
y = x+ ni+ ng (11)
Figure 3. Block diagram of PC coded OFDM-PLC system.
At the receiver side, the BPSK demodulator converts the
symbol sequence to binary. For the HD decoding, the polar
decoder receives block of bits which are deemed ones or zeros,
while in the SD, the decoder receives the log-likelihood ratios
(LLR). In general, the SD gives an indication how reliable the
received bit is. Since Middleton class-A is adopted as the noise
channel model, the LLR for the impulsive noise is identiﬁed
by
LLR(yi) = ln
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The SC decoder applies its algorithm in order to ﬁnd the best
estimated version of the original source information (UˆN1 ). The
ﬁnal decision for the decoder is applied according to (7). The
errors occur at the receiver if and only if uˆi = ui(1 ≤ i ≤ N).
In case of frozen bits, no decision is made by the decoder for
estimating uˆi since it is ﬁxed to zero, hence, errors may occur
only in the information bits group UI .
B. PC Coded OFDM-PLC
Fig. 3 shows the PC coded OFDM-PLC framework. The
OFDM modulator applies IFFT to the coded block symbols
XN1 such that
x = IFFT (X) (13)
At the receiver, the OFDM demodulator implements FFT
to obtain Y N1 symbol sequence
Y = FFT (y) (14)
In the single carrier PLC channel, (12) is valid and can be
applied in order to evaluate the LLRs. On the other hand, for
the OFDM-PLC system, the impulsive LLR is not feasible
since it is difﬁcult to estimate the initial LLR for FFT [15].
The variance of the noise in the frequency domain can be
approximated by
σ2Z = σ
2
G
(
1 +
1
Γ
)
(15)
With this approximation, the LLR for the PC coded OFDM-
PLC could be evaluated as
LLR(Yi) = ln
(
exp
(
2yi
σ2Z
))
=
2Yi
σ2Z
(16)
which is similar to the Gaussian LLR due to the fact that
with sufﬁcient large number of OFDM sub-carriers, the FFT
transformed impulsive noise approaches Gaussian distribution
noise [22].
C. The Blanking and Clipping Techniques
For the purpose of reducing the impulsive noise energy,
the blanking non-linearity can be applied before the OFDM
demodulator at the receiver side. The blanking technique can
mitigate the effect of the large signal values by applying
yk =
{
rk |rk| < Tb
0 Otherwise
, 0 ≤ k ≤ N − 1 (17)
where Tb is the optimal blanking threshold and the received
signal rk is given by
rk = xk + nik + ngk (18)
On the other hand, the clipping applying before OFDM
demodulator according to
yk =
{
rk |rk| < Tc
Tce
j arg(rk) Otherwise
, 0 ≤ k ≤ N − 1 (19)
where Tc is the optimal clipping threshold.
IV. SIMULATION RESULTS
In this section, we present simulation results for the pro-
posed PC coded PLC system. These results show the BER
performance versus Eb/N0 where Eb is the energy per infor-
mation bit and N0 is the spectral density of the noise. It should
be mentioned that the noise parameters used in this section are
Γ = 0.1 and A = 0.1.
To begin with displaying how the PC code lengths affect
the performance of the proposed system, we plot in Fig. 4
the BER performance of PC coded SC-PLC with different
polar lengths. It can be noticed from these results that the
coded PLC improves with increasing the code length due to
the polarization phenomena of the PC when the bit channel
capacities approach Shannon limit with sufﬁciently large val-
ues of N . For example, when N = 8, the polarization level is
low, hence, the enhancement is about 14 dB, while when the
polarization level is high, e.g. N = 1024, the enhancement
reaches around 16 dB.
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Figure 4. BER performance for PC coded PLC system with different
codeword lengths with code rate= 0.5.
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Figure 5. BER performance of uncoded OFDM-PLC and PC coded OFDM-
PLC versus Eb/N0 with HD and SD when N = 64.
Now, the PC coded OFDM-PLC performance is presented
in Fig. 5. The codeword length of PC is 64 with half code
rate, and the number of sub-carriers is 64; therefore, each
bit is carried by a single sub-frequency. The OFDM sample
affects the high level of noise; hence, the OFDM-PLC uncoded
has a better error degradation with Eb/N0 more than 14 dB.
In addition, the PC coded channel outperforms the uncoded
channel especially with the SD decoding which can achieve a
considerable code gain.
Fig. 6 compares the BERs for some lengths of PC in
OFDM-PLC. As expected, the performance of larger lengths
outperforms the shorter ones due to polarization effect as
mentioned earlier. Moreover, the uncoded channel lengths have
different behaviors since the number of OFDM sub-carriers
is selected equal to N . Therefore, it is clearly seen that the
impulsive noise mitigation grows with the number of the
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Figure 6. BER performance for PC coded OFDM-PLC system with different
codeword lengths with half code rate.
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Figure 7. BER performance of PC coded PLC with the blanking and clipping
methods on OFDM-PLC channel N = 64 and code rate= 0.5.
OFDM sub-carriers.
Furthermore, we illustrate the impact of the blanking and
clipping techniques in Fig. 7. It can be noted that the two
methods can further improve the performance relative to the
PC coded OFDM-PLC especially with low values of Eb/No;
however, the blanking method has the superior performance.
It should be mentioned that in these results we have used
N = 64 with a half code rate.
Fig. 8 depicts a comparison between the PC coded PLC with
the LDPC coded PLC considering the sum-product decoding
proposed in [14] with two cases; ﬁrst the convolutional sum
product and the second is the enhanced sum product which
has a superior performance. It can be observed that PC has
a signiﬁcant code gain compared to conventional LDPC;
however, the enhanced LDPC decoder is close to the PC.
The last set of results is presented in Fig. 9 displaying
a comparison between the proposed PC coded OFDM-PLC
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Figure 8. Comparison between PC coded PLC with LDPC coded PLC Γ =
0.1, A = 0.1 and code rate= 0.5.
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Figure 9. Comparison between PC with LDPC on OFDM-PLC channel Γ =
0.1, A = 0.1, N = 512 and code rate= 0.5.
and the LDPC coded OFDM-PLC considering the results
proposed in [15]. It can be observed that PC outperforms
the conventional LDPC in OFDM-PLC systems. It is worth
mentioning that PC with SC decoding has signiﬁcantly less
complexity than the LDPC decoding.
V. CONCLUSION
In this paper, we investigated the performance of PC over
OFDM-PLC channels in terms of BER performance. Two
decoding schemes were considered, namely, HD and SD.
The LLR values of SD decoding were estimated using the
PDF equation of the Gaussian approximation. In addition,
a comparison with LDPC code was presented and it was
shown that PC are excellent in error correction as they achieve
a signiﬁcant code gain compared to LDPC codes with a
remarkably lower complexity.
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