ABSTRACT Autonomous Underwater Vehicle (AUV) is one type of important equipments for conducting ocean exploration missions. The AUV control system typically employs a common communication network to connect various function nodes such as Doppler meter, compass/inertial navigation unit, sonar, water depth sensor, main propulsion, and rudder motor. Each of these function nodes has its own information transmission requirements that need to be served by the limited bandwidth of the common communication network. In order to obtain a good control performance, an elaborate information transmission schedule in the communication network should be planned in such a way that all information transmission requirements in the AUV control system can be satisfied with as less network-induced delay and data packet dropout as possible. This paper proposes a novel network scheduling approach based on the Genetic Algorithm (GA) and the time-triggered architecture for meeting information transmission requirements in the Controller Area Network (CAN) of the AUV control system. The proposed network scheduling approach divides the whole transmission period into a serial of time slices with equal lengths, and defines a large cycle consisting of multiple time slices. For the periodical information transmission, the transmission schedule in one large cycle is determined by solving one nonlinear integer optimization problem with the Genetic Algorithm. This GA-based network scheduling approach maximizes the available bandwidth of each single time slice in all the periodic time slices of the whole schedule period, and aims to achieve a balanced information transmission in the CAN network. Meanwhile, the available bandwidth in each time slice of the whole schedule period is then allocated for the event-triggered information transmission. In this way, the proposed network scheduling approach satisfies the transmission requirements of both periodical and event-triggered information in the AUV. Finally, simulation experiments demonstrate the performance of the proposed GAbased network scheduling approach, and verify its performance improvement on an AUV heading motion control using TrueTime toolbox.
I. INTRODUCTION
Autonomous Underwater Vehicles (AUVs) typically employ a common communication network to connect various function nodes such as Doppler meter, compass/inertial navigation unit, sonar, water depth sensor, main propulsion, and rudder motor. For a given network type e.g., Controller Area
The associate editor coordinating the review of this article and approving it for publication was Lin Wang.
Network (CAN) and Ethernet, the network access and synchronization mechanism, and the information transmission requirements of these function nodes directly influence the quality of network transmission, and even subsequently affect the performance of AUV control system [1] , [2] .
The employment of a common communication network in the AUV control system has received a large number of research attentions from both academic researchers and industrial practitioners [3] . The Monterey Bay Maritime Institute of the United States analyzed the performance of multiple network protocols, such as CAN, RS-232, Ethernet, and LonTALK in modularized AUVs [4] . The interconnection technology in the AUV control system based on Ethernet was studied in [5] . The integration of the CAN network in the AUV control system was also discussed in [6] - [8] . Both the Ethernet network and the CAN network have been used in the AUV control system. On the one side, the Ethernet network has a faster bandwidth than the CAN network. However, the information transmission in the Ethernet network is in general nondeterministic due to the adoption of the random contention mechanism in the Carrier Sense Multiple Access with Collision Detection (CSMA/CD) media access control method. To overcome the issue of having the nondeterministic information transmission, some variations of Ethernet or so-called real-time Ethernet e.g., Modbus, TCnet, PowerLink and EtherCAT, have been developed to obtain deterministic information transmission through adopting the specially designed software or hardware and to achieve realtime information transmission in the network. But the introduction of these real-time Ethernet variations in the AUV control network is currently scare. On the other hand, the CAN network is able to implement priority-based real-time information transmission using a non-destructive bit-wise arbitration media access control method [9] , [10] . Therefore, some small-sized AUVs (e.g., 50 kg class AUVs and underwater gliders) with relatively less but high real-time communication demands prefer to use the CAN network in the control system.
The employment of the CAN network in the AUV control system brings many benefits and challenges. One of the challenges is the network-induced delay happened during the information transmission process in the network. Each function nodes in the AUV control system has its own information transmission requirements that need to be served by the limited bandwidth of the common communication network. Due to the intense competition of the limited network bandwidth among the function nodes, the network-induced delay and the data packet dropout might happen during the information transmission process in the AUV control network. Consequently, the performance of the AUV control system might be affected since the required information e.g., yaw angle and yaw rate, for calculating the control actions cannot be obtained in time and the calculated control actions cannot be sent to the rudder motors in due course. The performance degradation of the AUV control system caused by the network-induced delay and the data packet dropout gets even serious for small-sized AUVs. Since the retransmission mechanism is usually used to deal with the data packet dropout issue, this paper will focus on the network-induced delay issue. Therefore, it is of great importance to schedule the information transmission in an appropriate manner so as to reduce or even eliminate the network-induced delay in the CAN network of the AUV control system.
The existing of the network-induced delay is due to the occurrence of multiple information transmission requirements competing for the limited network bandwidth at the same time and only one of these information transmission requirements can get access to the network at this particular time while the rest information transmission requirements have to wait and will encounter the network-induced delay. The basic idea of the network scheduling is to allocate the limited network bandwidth to all information transmission requirements of the AUV control system so as to prevent the occurrence of multiple information transmission requirements competing for the limited network bandwidth at the same time and also to reduce or even eliminate the networkinduced delay.
A. THE CAN NETWORK SCHEDULING LITERATURES
The standard CAN implements an event-triggered communication architecture. Each information in the standard CAN is with a unique priority and competes for the bandwidth according to a non-destructive bit-wise arbitration medium access control method [9] , [10] . This medium access control method is able to guarantee the transmission time requirements of the high priority information, but might cause large transmission delays and uncertain transmission behaviors for the low priority information under dense network conditions. Therefore, aiming for applications with real-time and deterministic information transmission requirements, various efforts such as the time-triggered CAN, FlexRay, and Byteflight have been taken by researchers and industrial practitioners to guarantee an upper bound on information transmission delays or even to overcome the delay issue. Among these efforts, the time-triggered CAN implements an extra time division multiple access (TDMA) mechanism above the standard CAN protocol [11] . The TDMA mechanism introduces pre-defined time slots or time windows and allocates all information transmission requirements in the network to appropriate time slots by designing information transmission schedules. Within a particular time slot, the allocated information transmits according to the standard CAN protocol. Therefore, one key task in the implementation of the time-triggered CAN is to design the schedules for the information transmission in the network. The network schedule is typically designed in the form of an information transmission matrix. The network schedule problem in the time-triggered CAN is essentially to determine the allocation of information transmission to time slots so as to meet the information transmission requirements and to maximize certain performance criteria.
Literatures on the network scheduling of the time-triggered CAN are briefly reviewed as follows. A network scheduling approach consisting of a scheduling process and an optimization process was proposed to determine information transmission schedules in the time-triggered CAN [12] . This approach iteratively applies random transformations on an initial and feasible information transmission matrix by solving stochastic optimization problems and minimizes the sum of the information jitter values for every instance of all information in the network. A so-called SMART-plan schedule platform was also presented in [13] . The network scheduling approach used by the platform was to allocate information transmission to the first time slot and the successive time slots according to the time remaining before deadline. The least common multiple of the information transmission periods was used to construct the information transmission matrix in the network scheduling process [14] . The concept of distinctness of reaction was introduced to indicate the quickness of the response to the event-triggered information after a comparison of multiple heuristic network scheduling approaches in [15] , and the network transmission performance was enhanced by inserting well-distributed arbitrating time windows within the network transmission matrix. Meanwhile, other heuristic approaches for the network scheduling of the time-triggered CAN are also presented [16] - [18] .
The above-mentioned literatures have mostly considered the applications in the automotive industry. Literatures on the applications of the CAN network in the AUV control systems were mainly focused on the establishment of the AUV control system and typically adopted the network scheduling approaches developed for the CAN network [8] , [19] , [20] . Although the above-mentioned studies provide research foundations, there is still a lack of in-depth analysis of the CAN network scheduling problem in the AUV control system. Therefore, this paper analyzes the configuration characteristics of function nodes and the information transmission requirements of the AUV, and then proposes a novel network scheduling approach based on the Genetic Algorithm (GA) and the time-triggered architecture to determine the information transmission schedule in the CAN network of the AUV control system.
B. THE CONTRIBUTIONS OF THE PAPER
Typically, there are both periodical information transmission and event-triggered information transmission in the CAN network of an AUV control system. The proposed GA-based network scheduling approach adopts the time-triggered architecture and divides the whole transmission period into a serial of time slices with equal lengths, and defines a large cycle consisting of a certain amount of time slices. The number of time slices in the large cycle is the least common multiple of the number of time slices in each of all the periodical information transmission in the AUV control system. For the periodical information transmission, the transmission schedule in one large cycle is determined by solving one nonlinear integer optimization problem with the GA. The transmission schedules in other large cycles are the same as the transmission schedule determined above by using the GA to solve one nonlinear integer optimization problem. The GAbased network scheduling approach maximizes the available bandwidth of each single time slice in all the periodic time slices of the entire schedule period, and aims to achieve a balanced information transmission in the CAN network. Meanwhile, the available bandwidth in each single time slice of the whole schedule period is then allocated for the eventtriggered information transmission. In this way, the GAbased network scheduling approach satisfies the transmission requirements of both periodical information and eventtriggered information in the AUV control system. Simulation experiments are also conducted in this paper to both demonstrate the performance of the proposed GA-based network scheduling approach, and to verify the performance improvement of the proposed network scheduling approach on the AUV heading motion control using TrueTime toolbox.
C. THE ORGANIZATION OF THE PAPER
The remainder of this paper is organized as follows. Section II presents the system structure and communication analysis of a typical AUV control system, and gives an AUV heading motion model. The proposed GA-based network scheduling approach is presented and explained in details in Section III. Section IV conducts simulation experiments to demonstrate the performance of the proposed GA-based network scheduling approach and its performance improvement on an AUV heading motion control. Finally, Section V draws some conclusions and points out directions for future research.
II. AUV CONTROL SYSTEM
This section first introduces the system structure of a typical AUV control system and analyzes the communication characteristics in Section II-A. After that, Section II-B presents an AUV heading motion model which will be used for evaluating the performance of the proposed GA-based network scheduling approach in Section IV of this paper.
A. SYSTEM STRUCTURE AND COMMUNICATION ANALYSIS
A typical AUV control system architecture with an CAN network is shown in Fig. 1 . As shown in Fig. 1 , Doppler and compass/inertial navigation are for the AUV underwater VOLUME 7, 2019 navigation while GPS system is used for position correction when the AUV rises to the water surface. The AUV has a rudder for steering and snorkeling, and a main propeller for providing the forward movement force. There are also multiple sensors in the AUV, such as water depth sensor, acoustic altimeter, and camera and lighting system. The autopilot determines control actions based on the information from the sensors, navigation and other devices. All the sensors and devices are the corresponding communication nodes in the CAN network, and share information with each other through the network.
Apart from the advantages, the AUV control system also encounters the network-induced delay and even data packet dropout issues in the information transmission network. The network-induced delay has a large influence on the stability and dynamic performance of the AUV control system, and even causes the system unstable. In general, the networkinduced delay T delay can be expressed as:
where T pre and T post denote the data processing time before sending the data package and the data processing time after receiving the data package, T wait stands for the time taken by the data package waiting in the queue for being transmitted, and T tran denotes for the transmission time of the data package in the network. In the AUV control system using the CAN network, considering the high-performance of CAN communication hardware, it can be assumed that T pre and T post are negligible. The information transmission time T tran is determined by the data size and the transmission speed of the CAN network and will be constant once the design of an AUV control system is finalized. Therefore, an important way to reduce the network-induced delay is to minimize the waiting delay T wait through organizing all information transmission requirements in the AUV control system in an appropriate manner.
B. HEADING MOTION MODEL
The motion of AUV in underwater space is typically modeled as a rigid body with six degrees of freedom. The ground coordinate system O 0 x 0 y 0 z 0 and the body coordinate system O b x b y b z b are the two typical reference coordinate systems used for analyzing and modeling AUV motion. The AUV motion can be described by six parameters, which are the positions x 0 , y 0 , z 0 of the origin O b in the body coordinate system relative to the ground coordinate system, and the pitch angle θ , the yaw angle ψ, and the roll angle ϕ of the body coordinate system relative to the ground coordinate system. The internal properties of AUV and the external force and torque disturbances lead to nonlinear effects on the AUV motion. In order to establish the AUV motion model and to perform motion control strategies, it is necessary to make certain assumptions during the modeling and analysis of the AUV motion. In the heading motion process, the AUV considered in this paper is assumed: cross-type rudder; 2) to be equipped with a well-balanced system and a buoyancy adjustment system to keep the positions of the center of gravy and the center of buoyancy being unchanged; 3) to have constant mass and mass distribution during the AUV movement; 4) to be able to inherently reduce roll angle ρ and the pitch angle θ is close to zero during the AUV heading motion in the horizontal plane; 5) to ignore the influence of the un-modeled characteristics and the event-triggered external disturbances. The dynamic model and kinematic model of AUV are presented and investigated in [21] , [22] . Based on the above assumptions, the heading motion model of AUV is simplified and formulated as follows:
where 22 , b 21 , and δ(t) are the yaw angular velocity, the hydrodynamic coefficient, and the control gain, and the control input of the rudders, respectively. Meanwhile, the initial states of the heading motion are
The model parameters of autonomous underwater vehicles can be obtained through conducting experiment tests [23] and performing various traditional and recently proposed system identification methods, such as different types of Kalman filter methods and subspace identification methods [24] - [26] . Meanwhile, expect for the PID control, multiple control strategies can also be used in the AUV control problems, such as adaptive control [1] , fuzzy control [27] , slide mode control [28] , and model predictive control [22] .
III. NETWORK SCHEDULING IN AUV CONTROL SYSTEM
This section first derives the mathematical formulation of the network scheduling problem in the AUV control system in Section III-A, and proposes an GA-based network scheduling approach in Section III-B.
A. MATHEMATICAL FORMULATION OF THE NETWORK SCHEDULING PROBLEM
Different sensors and devices in AUV have different requirements for information transmission, there are periodical information with different transmission cycles and lengths to be transmitted in the network. Meanwhile, some eventtriggered information also need to be transmitted in the network when emergency situations happen in the AUV control system. Therefore, it is crucial to schedule the information transmission in the CAN network in such a way that the transmission requirements of both periodical and eventtriggered information are satisfied, and network congestions are avoided. Consequently, the affects of the network-induced delay and the data packet dropout on the AUV control performance can be relieved or even solved.
This paper proposes to organize periodical information transmission and event-triggered information transmission in the following way. First of all, the whole transmission period is divided into a serial of time slices with equal length, e.g., 5 milliseconds. Secondly, for periodical information transmission in the AUV control system, each of them has a fixed transmission interval (number of time slices) that is determined by its transmission period. A large cycle is defined as a time period of Q time slices, and the value of Q is the least common multiple (milliseconds) of all transmission intervals of periodical data in the AUV control system. It implies that the whole transmission period can also be divided as successive large cycles and the periodical information transmission will happen repeatedly in each large cycle. Therefore, the schedule of periodical information transmission in the whole transmission period can be simplified as designing the periodical information transmission schedule within a large cycle. Thirdly, for event-triggered data in the AUV control system, a specific time period will be set aside within each time slice for meeting event-triggered information transmission requirements. The longer this specific time period is, the faster the event-triggered information will be transmitted. Fig. 2 gives a schematic illustration of the whole transmission period, the large cycle Q, and the time slice, respectively. Since all information in the CAN network has the same transmission speed after the design of the AUV control system, this paper proposes to minimize the maximum value of the actual periodical information length transmitted in each time slice in a large cycle. In this way, the periodical information transmission will have a balanced distribution in the CAN network. Meanwhile, a sufficient time slot can then be allocated in each time slice for event-triggered information transmission in the AUV control system. If all the periodical information is transmitted according to their specified transmission periods and a balanced CAN network load distribution is achieved, the real-time requirements of information transmission in the networked AUV control can be satisfied.
Let's assume that there are N periodical information n i (i = 1, 2, 3, . . . , N) to be transmitted in the CAN network of the AUV control system. The corresponding data length (bytes) and transmission interval (milliseconds) are L i (i =  1, 2, 3, . . . , N) and t i (i = 1, 2, 3, . . . , N) , respectively. The number of time slice at which data n i is scheduled to be sent out for the first time is U i (i = 1, 2, 3, . . . , N) , then the following relation holds: 1, 2, 3, . . . , N) .
All periodical information n i (i = 1, 2, 3, . . . , N) need to be scheduled in a large cycle consisting of Q time slices. The transmission schedule will repeat every large cycle in the whole transmission period. The Q is the least common multiple (milliseconds) of the information transmission interval t i (i = 1, 2, 3, . . . , N), which can be denoted as 
where jMOD(t i ) represents the operation of taking the remainder j and t i . The network scheduling problem in the AUV control system is then formulated as follows:
where U i ∈ Z + for i = 1, 2, 3, . . . , N are the optimization variables. In this way, the network scheduling problem in the AUV control system is transformed to determine the first transmission time slices U i (i = 1, 2, 3, . . . , N) for all periodic information n i (i = 1, 2, 3, . . . , N). Once U i (i = 1, 2, 3, . . . , N) are determined, the information transmission matrix M can be generated using (5).
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The network scheduling problem (6a)-(6e) is a nonlinear integer optimization problem, and in general requires a large number of computational efforts to solve. Solution approaches for nonlinear integer optimization problems can be classified as deterministic/analytical approaches e.g., the branch and bound method, the extended cutting plan method, and the extended benders decomposition method, and stochastic/meta-heuristic approaches, e.g., the genetic algorithm, the particle swarm optimization method, and the ant colony algorithm. The deterministic approaches are typically with analytical derivations and theoretic guarantee for the convergence and optimality. The deterministic approaches can find the global optimal solution in a fast manner when the convexity of the nonlinear integer optimization problem holds. However, the deterministic approaches will encounter challenges when dealing with the non-convex and nonlinear integer optimization problems. The stochastic approaches are typically motivated by natural and bio-inspired laws without rigorous theoretical proof on the convergence and optimality. The stochastic approaches do not need the gradient information and can overcome the non-convexity issue in the optimization problem through the use of a simple algorithm theme and an easy implementation procedure. The network scheduling problem (6a)-(6e) is a nonlinear integer optimization problem with the non-convex term as given by the equation (6c), therefore this paper will adopt a stochastic/meta-heuristic solution approach to solve the network scheduling problem (6a)-(6e).
Research efforts have been taken to develop meta-heuristic optimization algorithms for solving this type of nonlinear integer optimization problem. Among these heuristic optimization algorithms, the genetic algorithm and the Particle Swarm Optimization (PSO) algorithm have gained extensive applications in recent years [29] - [34] . The GA and the PSO algorithm are both bio-inspired optimization algorithms, and mimic the Darwinian principles of evolution and natural selection and the foraging behaviors of birds flock and fish schooling, respectively. Practical applications show that the GA typically obtains good solutions to the optimization problems with discrete variables while the PSO algorithm shows advantages in solving optimization problems with real variables. Since the network scheduling problem (6a)-(6e) has the integer optimization variables U i (i = 1, 2, 3, . . . , N), this paper adopts the genetic algorithm to find solutions to the network scheduling problem (6a)-(6e).
B. GA-BASED NETWORK SCHEDULING APPROACH
This section will briefly introduce the genetic algorithm and then presents the proposed GA-based network scheduling approach in details.
1) GENETIC ALGORITHM
Genetic algorithm is a event-triggered global search and optimization method developed to imitate the evolution mechanism of nature. It is actually an efficient, parallel and global search method [29] . The GA can automatically acquire and accumulate knowledge about search space in the search process, and adaptively control the search process to obtain an optimal solution. The GA uses the principle of survival of the fittest, that is, to produce a similar solution from the potential solution population. In each generation of the genetic algorithm, a new approximation is generated based on the fitness value of individual solution in the problem domain and the reconstruction method inspired by the natural genetics. Three basic genetic operations in the GA are the selection, the crossover, and the mutation.
2) THE PROPOSED GA-BASED NETWORK SCHEDULING APPROACH
The proposed GA-based network scheduling approach first defines the performance function J and the fitness function F according to the network scheduling problem (6a)-(6e) for the implementation of the genetic algorithm. The performance function J is taken as the maximum value of the actual transmission information length in each of the Q time slices in a large cycle, and is give as follows:
where J is minimized, all periodical information transmission are scheduled to achieve a balanced CAN network load distribution in the AUV control system. Therefore, the objective is to find the minimum value of the performance function J . The fitness function F is used to evaluate the fitness of the generated populations during the genetic iteration process, and to select the potential population survived for the next iteration. Based on the objective of the network scheduling problem, the fitness function F is defined as:
The flow chart of the GA-based network scheduling approach is then given in Fig. 3 . The network scheduling approach works as follows: 1) The input of the schedule approach consists of two parts. The first part includes periodical information transmission requirements in the AUV control system, i.e., N, L i (i = 1, 2, 3, . . . , N), Q, and the network transmission speed. The second part contains the GA parameters, i.e., generation gap GGAP, the number of individuals NIND, the maximum genetic algebra MAXGEN, the number of variables, and the binary bits of the variable PRECI; 2) For the initialization of the schedule approach, an initial population for the optimization variables U i (i = 1, 2, 3, . . . , N) is generated in a random way and the current iteration number I current = 0 and the maximum genetic iteration number I max are set; 3) The implementation of the genetic iterations includes five steps. The first step decodes the initial population to get the values of U i (i = 1, 2, 3, . . . , N), implements the network transmission schedule, computes the objective function J current for each chromosome using (7), and assigns the corresponding fitness values F current to all chromosome of the initial population. The second step applies genetic operations (i.e., selection, crossover, and mutation) to find the offspring population of the current population. The third step performs the same operations as the first step but using the offspring population obtained from the second step instead of the initial population. Meanwhile, the offspring population obtained from the third step will be used to update the current population and the current iteration is updated with the relation I current = I current + 1. The fourth step checks whether the stopping criterion of the genetic iteration process is reached or not. If the stopping criterion is reached the genetic iteration process proceeds to the fifth step, otherwise the genetic iteration process will switch to the second step for the next iteration. The fifth step decodes the current population obtained from the fourth step to get the values of 1, 2, 3 , . . . , N), and subsequently gets the solution to the network scheduling problem (6a)-(6e). Meanwhile, a multi-start strategy will be employed in the generation of the initial population during the implementation of the GA-based network scheduling approach in order to find an optimal solution for the network scheduling problem (6a)-(6e).
IV. SIMULATION EXPERIMENTS
This section considers an AUV heading motion control problem and demonstrates the performance of the proposed GA-based network scheduling approach using the True-Time toolbox. Simulation experiments on network scheduling and AUV heading motion control are presented in Section IV-A and Section IV-B, respectively.
A. NETWORK SCHEDULING
This section introduces an CAN network scheduling problem in an AUV control system, and presents the results of the proposed GA-based network scheduling approach.
1) PROBLEM SETTING
This section considers an AUV control system with a total of 11 electronic nodes, i.e., 7 sensors (numbering as 1-7), 2 controllers (numbering as 8-9), and 2 actuators (numbering as 10-11). Seven sensors can periodically collect the attitude and depth of AUV and send to the heading motion controller and the depth controller. The controllers determine the control commands, and send to two servo actuators for implementation. All of these 11 nodes connect to and communicate with each other through an CAN network. The transmission speed of the CAN network is chosen as 1 Mbps. There are 11 periodical information transmission in the CAN network of the AUV control system. The information of the periodical information transmission is given in Table 1 . As given in Table 1 , the total number of periodical information transmission is N = 11. According to the transmission intervals t i (i = 1, 2, 3, . . . , N) of all periodical data, a time slice and a large cycle Q are then chosen as 1 ms and 60 ms, respectively. The total number of bytes transmitted in a large cycle is G = 3912 bytes.
The first transmission time slice U i (i = 1, 2, 3, . . . , N) of the information n i (i = 1, 2, 3, . . . , N) is generated and is rounded to integer values using the following relation:
where
is the coding sequence for the data n i , and the length of the coding sequence V i is 4 bits, i.e., (0000-1111). Therefore, the total length of all 11 data coding sequences is 44 bits.
The simulation experiments are done with the use of a desktop computer with an Intel R Core(TM) i5-4590 CPU with 3.30 GHz and 4 GB RAM. The GA toolbox in MATLAB is used to solve the network scheduling problem (6a)-(6e). For the implementation of the proposed GA-based network scheduling approach, the GA parameters are first chosen as follows: generation gap GGAP = 0.9, the number of individuals NIND = 60, the maximum genetic iteration number MAXGEN = 200, the number of variables NVAR = 11, and the binary bits of the variable PRECI = 4. A matrix Chrom is constructed with NIND uniformly distributed binary strings. Each string is NVAR * PRECI bits. Next, the initial population is event-triggeredly created by the function crtbp. After the implementation of the network scheduling, the corresponding objective function values for all chromosomes in the initial population are first calculated using (7) and then ranked. The fitness values are assigned to these chromosomes according to the ranking of their function values. Finally, the offspring population is generated after the selection, crossover, and mutation operations of the initial population in order to search for the solutions to the network scheduling problem (6a)-(6e) in an efficient way.
2) NETWORK SCHEDULING RESULTS
The proposed GA-based network scheduling approach is used to solve the network scheduling problem (6a)-(6e) given in the above section. Fig. 4-7 show the distribution of the objective function values of the 60 chromosomes in the initial population, after 50 genetic iterations, after 100 genetic iterations, and after 200 genetic iterations, respectively. Each star point in each of these four figures demonstrates the value of the objective function as been defined by (7) corresponding to a particular chromosome of the 60 chromosomes in the population after a particular number of genetic iterations. For instance, the third star point in Fig. 6 shows that the maximum value of the actual transmission information length in each of the Q time slices in a large cycle is 120 bytes for the third chromosome after 100 genetic iterations. Meanwhile, the computation times taken by the proposed GA-based network scheduling approach after 50 iterations, 100 iterations, and 200 iterations in the simulation experiments are 1.2s, 3.8s, and 6.5s, respectively. As shown in Fig. 5 , most of the objective function values are close to 60 bytes, and a small amount of them reach 60 bytes. Fig. 6 presents that after 100 genetic iterations a large part of the objective function values reach 60 bytes. In Fig. 7 , most of the objective function values are 60 bytes after 200 genetic iterations. Meanwhile, similar results have been obtained when implementing the multi-start strategy by using 20 different randomly generated initial populations in the genetic iteration process of the proposed GA-based network scheduling approach. Therefore, the objective function value of 60 bytes is considered as the best sub-optimal value that the proposed GA-based network scheduling approach in this paper can obtain.
The value of the coding sequence V i (i = 1, 2, 3, . . . , 11) for the first transmission time slice t i (i = 1, 2, 3, . . . , 11) determined by the GA is presented in Table 2 . Consequently, the values of the first transmission time slice number U i (i = 1, 2, 3, . . . , 11) can be obtained from (9) using the optimal value of the coding sequence in Table 2 . The resulting optimal values of the first transmission time slice number U i (i = 1, 2, 3, . . . , 11) in the AUV control system are given in Table 3 . With this, the optimal network scheduling can then be determined.
To evaluate the optimality of the solution obtain by the proposed GA-based network scheduling approach, the exhaustive search approach has been used to solve the network scheduling problem (6a)-(6e) so as to obtain basis for the optimality evaluation. The computation time is 124.5s. The optimal objective function value found is 60 bytes, which is the same as that obtained by the proposed GA-based network scheduling approach. The corresponding optimal values of the first transmission time slices for all information in the network are 1,2,2,3,4,2,2,2,4,2,3. All of these show that the proposed GA-based network scheduling approach is able to obtain the optimal solution of the network scheduling problem (6a)-(6e).
B. AUV HEADING MOTION CONTROL
In Section IV-A, the proposed GA-based network scheduling approach has determined an optimal network scheduling for the periodical information transmission in the AUV control system. This section uses True-Time toolbox to verify the impact of the optimal network scheduling on the performance of the AUV heading motion control. The problem setting and the control performance analysis are presented in the following two subsections, respectively. 
1) PROBLEM SETTING
This section considers the AUV control system and the periodical information transmission as presented in Section IV-A. The simulation model of an AUV heading motion control system is established using True-Time toolbox and is given in Fig. 8 . True-Time kernel modules are used to simulate the behavior of 11 nodes in the AUV control system. VOLUME 7, 2019 Seven sensor nodes are clock-driven while the controllers and actuators are event-driven. Working in the event-driven mode, the controller receives the information transmitted from the sensors through an CAN network, and immediately calculates the control command and sends the command to the servo actuators through the network. The actuators change the attitude and depth of the AUV accordingly. For the sake of simplicity, this section only verifies the AUV heading motion control performances. Therefore, the AUV heading motion model presented in Section II-B is included in the simulation model. The data packet dropout rate is set as 0.05. Simulation experiments are conducted for three cases to testify the effects of the proposed GA-based network scheduling approach on the heading motion control performance. Case A named ''No schedule'' and Case B named ''Schedule'' use the AUV heading motion control system simulation model shown in Fig. 8 . To set up a basic situation, case C considers a traditional AUV heading motion control system where sensors, controllers and actuators connect with each other in a point-to-point control fashion and without using a common communication network. Therefore, Case C is called ''No network''. Meanwhile, the same PID controller is used for the heading motion control in all three cases.
The simulation runs for a period of 50 seconds. The control curve of the rudder angles and the response curve of the heading angles (or the yaw angles) in the three cases are presents in Fig. 9 and Fig. 10 , respectively. In Fig. 9 , the rudders in all three cases generally start and keep a maximum angle 15 • for a certain period, and then reduce to 0 • when the AUV reaches the target direction. However, the time lengths of the period of keeping a maximum rudder angle are different for three cases, and the lengths in Case A and Case B are larger than that in Case C. This is mainly caused by the occurring of induction delay in the CAN network. The implementation of the proposed GA-based network scheduling approach in Case B can reduce the effects of having the network-induced time delay and the data packet dropout in comparison with Case A, but does not eliminate these effects in comparison Case C. Moreover, in Case A the rudder control curve contains a sloshing process from 15s to 20s and this sloshing process is undesired when controlling the rudder actuators. In case B, the proposed GA-based network scheduling approach is able to cope with the sloshing process happened in Case A, and consequently improves the rudder control performance. In general, the AUV heading angle in each of all three cases can reach a constant value at roughly 25s as shown in Fig. 10 . On the one hand, the response curve of the heading angle in Case A has a sudden change at around 16s, and reaches to a constant angle of −59.4 • in the simulation. There is a static error of 0.6 • ,which is essentially caused by the issues of network-induced delay and data packet dropout. On the other hand, the heading angle of the AUV changes from 0 • to the target direction−60 • within around 25s and stays at the target direction afterwards in Case B. This means that the proposed GA-based network scheduling approach is able to achieve a comparable heading angle control performance to that of the basic Case C.
V. CONCLUSION AND FUTURE RESEARCH
This paper presents a novel network scheduling approach based on Genetic Algorithm (GA) and the time-triggered architecture to determine the periodic information transmission schedule in the CAN network of the AUV control system. The aim of the network scheduling approach is to achieve a balanced load distribution of periodic information transmission in the network and consequently to provide sufficient time slots for event-triggered information transmission in interference and emergency situations. Simulation experiments show that the presented GA-based network scheduling approach can obtain a balanced load distribution in the CAN network, and achieve good control performances in an AUV heading control system. It is noteworthy that the performance of meta-heuristic algorithms and also hybrid meta-heuristic algorithms on solving a particular nonlinear and non-convex optimization problem might vary a lot. Therefore, a comprehensive experimental comparison can be done in the future in order to find the most appropriate meta-heuristic algorithm for solving the network scheduling problem considered in this paper. Meanwhile, another direction for future research is to investigate the co-design of network scheduling approaches and networked system controllers in the AUV control systems. He is currently an Assistant Professor in control science and engineering with Northwestern Polytechnical University, Xi'an, China. His current research interests include multi-agent systems, fuzzy systems, sliding-mode control, and distributed control.
