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1. Introduction and main result
Let {X, Xn, n  1} be a sequence of independent and identically distributed (i.i.d.) random vectors in Rd and let Sn =∑n
k=1 Xk , n 1, S0 = 0. As usual, write Lt = log(t ∨ e) and LLt = L(Lt), t  0. Let {W (t); t  0} be a standard d-dimensional
Brownian motion and denote the Euclidean norm on Rd by | · |. Let S(n) : Ω → Cd[0,1] be the partial sum process of order n,
that is,
S(n)(t) = S[nt] +
(
nt − [nt])X[nt]+1, 0 t  1,
where [x] denotes the largest integer less than or equal to x. Einmahl [5] recently established a new strong invariance
principle for i.i.d. random vectors, and his result is as follows.
Theorem A. Let X, X1, X2, . . . be i.i.d. mean zero random vectors in Rd. Assume that
∞∑
n=1
P
(|X | cn)< ∞,
where cn is a sequence of positive real numbers satisfying the following conditions
∃α ∈ (1/3,1), cn/nα is eventually non-decreasing (1.1)
and
∀ > 0, ∃m  1, cn/cm  (1+ )(n/m), m m < n. (1.2)
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that with probability one
‖S(n) − ΣnW (n)‖∞ = o(cn) as n → ∞, (1.3)
where W (n)(t) = W (nt), 0 t  1, and Σn is the sequence of positive semideﬁnite, symmetric matrices determined by
Σ2n =
(
E
(
X (i)X ( j) I
(|X | cn)))1i, jd.
By taking some special normalizing sequence cn (for example, cn = √nh(n), where h(x) is a slowly varying function), one
can get a general multidimensional version of strong invariance principle when E|X |2 may be inﬁnite. The reader is referred
to Einmahl and Li [3] and Einmahl [5] for more details about the choice of cn .
It is well known that the concept of mixing is a natural generalization of independence and can be seen as “asymptotic
independence”, since the dependence between two random variables in a mixing sequence becomes weaker as the distance
between their indices become larger. There is amount of literature dedicated to limit theorems for mixing sequences, and
one can refer to Lin and Lu [6] for details. Inspired by Einmahl [5], in this paper, we aim to establish a general strong
approximation theorem for partial sums of ϕ-mixing random vectors, whose second absolute moments may be inﬁnite. The
proof is based on Berkes–Philipp coupling construction and the blocking method with growing blocks (as in Philipp and
Stout [8], Shao [10]). The results of Einmahl [4,5] are special cases of ours.
Before the main results are stated and proved, we shall give the deﬁnition of ϕ-mixing random vector and some neces-
sary notations. A sequence of random vectors {Xi, i  1} is called ϕ-mixing if ϕ(n) → 0, where
ϕ(n) := sup
k1
sup
A∈Fk1 , B∈F∞k+n
∣∣P(B|A) − P(B)∣∣
and Fba denotes the σ -ﬁeld generated by Xa, Xa+1, . . . , Xb . For any (d,d)-matrix A, let ‖A‖ := sup{|A · ν|: |ν| 1}. We call
that ‖A‖2 is equal to the largest eigenvalue of the symmetric matrix At A, due to the fact that the largest eigenvalue Λ(C)
of a positive semideﬁnite, symmetric (d,d)-matrix C satisﬁes Λ(C) = sup{〈ν,Cν〉: |ν| 1}, where 〈·,·〉 is the standard scalar
product on Rd . Denote
H(t) := sup{E〈ν, X〉2 I(|X | t): |ν| 1} (1.4)
for any t > 0, and from Einmahl [5] it follows ‖Σn‖2 = H(cn).
In what follows, let {X, Xn; n 1} be a sequence of strictly stationary ϕ-mixing random vectors with mean zero and
∞∑
n=1
ϕ1/2
(
2n
)
< ∞ (1.5)
unless it is specially mentioned. To help formulate our main result, we ﬁrst introduce the blocks M1, I1,M2, I2, . . . of
consecutive integers and we decompose the sum Sn into three terms containing the sums over the long blocks Mi , the
sums over the short blocks Ii , and the remaining Xi ’s (whose sum is shown to be negligible). For some a ∈ (0,1/6], set the
long and short blocks with
|Mi| =
[
aia−1 exp
(
ia
)]
, |Ii| =
[
aia−1 exp
(
ia/2
)]
,
where |Ξ | denotes the number of elements in Ξ . Let Nm :=∑mi=1 |Mi ∪ Ii | ∼ exp(ma). Obviously, for each n there exists a
unique mn such that Nmn  n < Nmn+1 and mn ∼ (logn)1/a , and hence we can readily show mn  (logn)1/a .
Set
ui =
∑
j∈Mi
X j, vi =
∑
j∈Ii
X j, πi =
i∑
j=1
|M j|.
Thus it leads to Sn =∑mni=1 ui +∑mni=1 vi +∑nNmn+1 Xi and πmi ∼ i as i → ∞. Denote X∗j = X j I(|X j | δcπi ) for some δ > 0,
if j ∈ Mi , and u∗i =
∑
j∈Mi (X
∗
j − EX∗j ).
Now we are in a position to state the main results.
Theorem 1.1. Let {X, Xn; n 1} be ϕ-mixing random vectors in Rd with mean zeros. Assume that
∞∑
n=1
P
(|X | cn)< ∞, (1.6)
and
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i→∞
∥∥Cov(u∗i )(|Mi|Cov(X I(|X | cπi )))−1∥∥= β2, for some β > 0, (1.7)
where cn is a sequence of positive real numbers satisfying conditions (1.1) and (1.2). Suppose that
α0 := sup
{
α  0:
∞∑
n=1
n−1 exp
(
− α
2c2n
2n‖Σn‖2
)
= ∞
}
< ∞. (1.8)
If the underlying probability space (Ω,F ,P) is rich enough, then without changing its distribution we can redeﬁne the sequence
{X, Xn; n 1} and deﬁne a d-dimensional standard Brownian motion {W (t); t  0} such that with probability one,
‖S(n) − βΣnW (n)‖∞ = o(cn) as n → ∞, (1.9)
where Σn is deﬁned as above.
Remark 1.1. By Theorem 1.1, a general almost sure invariance principle for mixing random vectors, whose second absolute
moments may be inﬁnite (by the choice of cn , see Einmahl [5]), is established. Also notice that condition (1.7) is necessary
due to the proof process, and it holds with β = 1 if {Xn; n 1} is a sequence of i.i.d. random vectors.
When d = 1, it is easy to obtain the general strong approximation theorem for mixing random variables as follows.
Corollary 1.2. Let {X, Xn; n 1} be a sequence of ϕ-mixing random variables with mean zeros. Assume that (1.6) holds and
lim
i→∞
E(u∗i )
2
|Mi|EX2 I(|X | δcπi )
= β21 , for some β1 > 0, (1.10)
where cn is a sequence of positive real numbers satisfying conditions (1.1) and (1.2). Suppose that
α01 := sup
{
α  0:
∞∑
n=1
n−1 exp
(
− α
2c2n
2nEX2 I(|X | δcn)
)
= ∞
}
< ∞. (1.11)
If the underlying probability space (Ω,F ,P) is rich enough, then without changing its distribution we can redeﬁne the sequence
{X, Xn; n 1} and deﬁne a standard Brownian motion {W (t); t  0} such that with probability one,
‖S(n) − β1σnW (n)‖∞ = o(cn) as n → ∞, (1.12)
where σ 2n = EX2 I(|X | cn).
As another application of the strong approximation above, we can get the following general law of the iterated logarithm
for mixing random vectors, whose second absolute moments may be inﬁnite.
Corollary 1.3. Under the assumptions of Theorem 1.1, with cn satisfying that cn/
√
n is eventually non-decreasing and condition (1.2),
we have with probability one
limsup
n→∞
|Sn|
cn
= βα0.
Remark 1.2. Following the lines of Einmahl [5] with Theorem 1.1 above, Corollary 1.2 is immediate, and we omit the proof.
2. Proof of Theorem 1.1
In this section, we show the proof of Theorem 1.1, and denote by C a generic constant that may be different in each of
its appearance.
Before we give the proof, we ﬁrst proceed with some useful lemmas.
Lemma 2.1. Let {(Sk, zk); k 1} be a sequence of complete separable metric spaces. Let {Xk; k 1} be a sequence of random variables
taking values in Sk and let {Fk; k 1} be a sequence of σ -ﬁelds such that Xk is Fk-measurable. Suppose that for some ϕk  0∣∣P(AB) − P(A)P(B)∣∣ ϕkP(A)
for all A ∈∨ j<kF j and B ∈ Fk. Then without changing its distribution we can redeﬁne the sequence {Xk; k  1} on a richer prob-
ability space together with a sequence {Yk; k  1} of independent random variables such that Yk has the same distribution as Xk
and
P
(
zk(Xk, Yk) 6ϕk
)
 6ϕk, k 1.
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Lemma 2.2. Let Xi , 1 i  n, be independent mean zero random vectors on Rd such that E|Xi|3 < ∞, 1 i  n. Let x be ﬁxed. If the
underlying probability space is rich enough, one can construct independent normal (0, I)-distributed random vectors Yi , 1  i  n,
such that
P
(
max
1kn
∣∣∣∣∣
n∑
i=1
(Xi − Ai · Yi)
∣∣∣∣∣ x
)
 C
n∑
i=1
E|Xi|3x−3,
where Ai is the positive semideﬁnite and symmetric matrix satisfying A2i = Cov(Xi), 1 i  n, and C is a positive constant depending
on d only.
Proof. See Einmahl [5], which is based on the work of Sakhanenko [9]. 
Lemma 2.3. Assume that
∑∞
n=1 P(|X | cn) < ∞ with EX = 0, and cn satisﬁes conditions (1.1) and (1.2). Then we have
∞∑
n=1
E|X |3 I(|X | cn)
c3n
< ∞,
E|X |I(|X | > cn)= o(cn/n) as n → ∞,
E|X |2 I(|X | cn)= o(c2n/n) as n → ∞,
n∑
k=1
EX I
(|X | ck)= o(cn) as n → ∞.
Proof. See Einmahl [5]. 
Lemma 2.4. Let
∑∞
i=1 ϕ1/2(2i) < ∞ and EX = 0,
∑∞
n=1 P(|X | cn) < ∞. Then we have with probability one∣∣∣∣∣
n∑
i=1
vi
∣∣∣∣∣= o(cexp(na)) (2.1)
and
max
Nn< jNn+1
∣∣∣∣∣
j∑
i=Nn+1
Xi
∣∣∣∣∣= o(cexp(na)), (2.2)
where cexp(na) denotes c[exp(na)] .
Proof. Here we only prove (2.2) since the proof of (2.1) is similar. Deﬁne
X˜i = Xi I
(|Xi | cn)− EXi I(|Xi | cn), 1 i  n.
Note that by virtue of Lemma 2.3, it leads to
nE|X |I(|X | cn)
cn
→ 0 as n → ∞.
Thus by the Rosenthal inequality for ϕ-mixing sequence, we have
∞∑
n=1
P
(
max
Nn< jNn+1
∣∣∣∣∣
j∑
i=Nn+1
Xi
∣∣∣∣∣ εcexp(na)
)
 C
∞∑
n=1
P
(
max
Nn< jNn+1
∣∣∣∣∣
j∑
i=Nn+1
X˜i
∣∣∣∣∣ ε1cexp(na)
)
+ C
∞∑
n=1
exp(na)
n1−a
P
(|X | cexp(na))
 C
∞∑
n=1
(E|X |2 I(|X | cexp(na))exp(na)/n1−a)3/2
c3exp(na)
+ C
∞∑
n=1
E|X |3 I(|X | cexp(na))exp(na)/n1−a
c3exp(na)
+ C
∞∑
n=1
exp(na)
n1−a
P
(|X | cexp(na))
=: H1 + H2 + H3.
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H1  C
∞∑
n=1
1
n(1−a)3/2
< ∞
and
H2  C
∞∑
n=1
E|X |3 I(|X | cexp(na))exp(na)/n1−a
c3exp(na)
 C
∞∑
n=1
E|X |3 I(|X | cn)
c3n
< ∞.
Thus by the Borel–Cantelli lemma, (2.2) follows since H3  C
∑∞
n=1 P(|X | cn) < ∞. 
Now we turn to the proof of Theorem 1.1. In what follows, we denote by C , C1 generic constants that may be different
in each of their appearances.
Proof of Theorem 1.1. Note that if we prove
max
1kn
∣∣Sk − βΣnW (k)∣∣= o(cn) a.s., (2.3)
then we can conclude that as n → ∞
‖S(n) − βΣnW (n)‖∞ = o(cn) a.s.
Thus we only need to show statement (2.3) holds. From Lemma 2.4 and the fact that
∑∞
n=1 P(|X | cn) < ∞, it is suﬃcient
to show that as n → ∞,
max
1kn
∣∣∣∣∣
mk∑
i=1
u∗i − βΣnW (k)
∣∣∣∣∣= o(cn) a.s. (2.4)
By virtue of Lemma 2.1, there exists a sequence of independent random vectors {Ui; i  1} such that Ui and u∗i are
identically distributed and
P
(∣∣u∗i − Ui∣∣ 6ϕ(|Ii|)) 6ϕ(|Ii|), i  1.
So we conclude from
∑∞
i=1 ϕ(|Ii|) < ∞ that
∞∑
i=1
∣∣u∗i − Ui∣∣< ∞ a.s.
Thus it suﬃces to show with probability one
max
1kn
∣∣∣∣∣
mk∑
i=1
Ui − βσnW (k)
∣∣∣∣∣= o(cn). (2.5)
Denote U∗i =
∑mi
k=mi−1+1 Uk , and then we can easily get that
∑n
i=1 U∗i =
∑mn
i=1 Ui , E|U∗i |p =
∑mi
k=mi−1+1 E|u∗k |p , p > 0.
From Lemma 2.2, it follows that there exists a sequence of independent normal (0, I)-distributed random vectors {ζi; i  1}
and Vi = Aiζi , where A2i = Cov(U∗i ) =
∑mi
k=mi−1+1 Cov(Uk) =
∑mi
k=mi−1+1 Cov(u
∗
k ) =
∑mi
k=mi−1+1 Cov(
∑
j∈Mk X
∗
j − EX∗j ), such
that for any ε > 0,
∞∑
n=1
1
n
P
(
max
1kn
∣∣∣∣∣
k∑
i=1
(
U∗i − Vi
)∣∣∣∣∣ εcn
)
 C
∞∑
n=1
1
n
∑n
i=1 E|U∗i |3
c3n
= C
∞∑
n=1
1
n
∑mn
i=1 E|u∗i |3
c3n
 C
∞∑
n=1
∑mn
i=1 |Mi|3/2(E|X |2 I(|X | δcn))3/2
nc3n
+ C
∞∑
n=1
∑mn
i=1 |Mi |E|X |3 I(|X | δcn)
nc3n
=: II1 + II2.
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II1  C
∞∑
n=1
∑mn
i=1 |Mi |3/2
n5/2
= C
∞∑
n=1
∑mn
i=1 i
3(a−1)/2 exp(3ia/2)
n5/2
 C
∞∑
n=1
1
n(logn)
1
2a− 32
< ∞
and
II2  C
∞∑
n=1
E|X |3 I(|X | δcn)
c3n
< ∞.
Then we have
∞∑
n=1
1
n
P
(
max
1kn
∣∣∣∣∣
k∑
i=1
(
U∗i − Vi
)∣∣∣∣∣ εcn
)
< ∞,
which implies that
∞∑
n=1
P
(
max
1k2n
∣∣∣∣∣
k∑
i=1
(
U∗i − Vi
)∣∣∣∣∣ εc2n+1
)
< ∞,
and hence via the Borel–Cantelli lemma, it leads to
max
1kn
∣∣∣∣∣
k∑
i=1
(
U∗i − Vi
)∣∣∣∣∣= o(cn) a.s. (2.6)
Now we prove
max
1kn
∣∣∣∣∣
k∑
i=1
(
Vi − V ∗i
)∣∣∣∣∣= o(cn) a.s., (2.7)
where V ∗i = βBi
√∑mi
k=mi−1+1 |Mk|ζi and B2i = Cov(X I(|X | δcπmi )). Set
ai :=
(
β
√√√√ mi∑
k=mi−1+1
|Mk|
)−1
Ai B
−1
i − I, i  1.
It is readily seen that Vi − V ∗i = βai
√∑mi
k=mi−1+1 |Mk|Biζi and ‖ai‖ → 0 as i → ∞ from the assumptions above. Then for
any ε > 0, it follows that
∞∑
n=1
1
n
P
(
max
1kn
∣∣∣∣∣
k∑
i=1
(
Vi − V ∗i
)∣∣∣∣∣ εcn
)
 C
∞∑
n=1
1
n
exp
(
− ε
2c2n
2β2
∑n
i=1
∑mi
k=mi−1+1 |Mk|‖ai‖2‖Bi‖2
)
 C
∞∑
n=1
1
n
exp
(
− ε
2c2n
2o(1)
∑mn
i=1 |Mi|E|X |2 I(|X | cn)
)
< ∞.
Hence, an application of the Borel–Cantelli lemma entails (2.7) holds true.
We next show
max
1kn
∣∣∣∣∣
k∑
i=1
(
V ∗i − βΣ˜i Y i
)∣∣∣∣∣= o(cn) a.s., (2.8)
where Yi = ζi
√∑mi
k=mi−1+1 |Mk| and Σ˜2i = Σ2πmi . Note that from the deﬁnition of the matrices, it follows that for any ν ∈ R
d ,
〈
ν,
(
Σ˜2 − B2)ν〉= (E〈X, ν〉I(|X | cπm ))2,i i i
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‖Σ˜i − Bi‖2 
∥∥Σ˜2i − B2i ∥∥= sup|ν|1
(
E〈X, ν〉I(|X | > cπmi ))2  (E|X |I(|X | > cπmi ))2  C1(cπmi /πmi )2.
Thus for any ε > 0, we have with (1.1) that
∞∑
n=1
1
n
P
(
max
1kn
∣∣∣∣∣
k∑
i=1
(
V ∗i − βΣ˜i Y i
)∣∣∣∣∣ cn
)
 C
∞∑
n=1
1
n
exp
(
− ε
2c2n
2C1β2
∑mn
i=1 |Mi|(cπmi /πmi )2
)
< ∞.
This, coupled with a similar argument as above, gives (2.8).
Also from Lemma 3.4 in Einmahl [5], we have ‖Σ2n − Σ˜i‖2  E|X |2 I(δ′ci  |X | c2n ) for some δ′ > 0, and i  2n . Thus
by taking D satisfying Dε2 > 10α20β
2 and Dn = [2n/D], and applying the inequalities exp(−1/(x + y))  exp(−1/(2x)) +
exp(−1/(2y)) and exp(−x) x−1 for x, y > 0, it follows that for some δ′ > 0
∞∑
n=1
P
(
max
1k2n
∣∣∣∣∣
k∑
i=1
(βΣ˜i − βΣ2n)Yi
∣∣∣∣∣ εc2n
)
 C
∞∑
n=1
exp
(
− ε
2c22n
2β2
∑2n
i=1
∑mi
k=mi−1+1 |Mk| · ‖Σ2n − Σ˜i‖2
)
 C
∞∑
n=1
exp
(
− ε
2c22n
4β2
∑Dn
i=1
∑mi
k=mi−1+1 |Mk| · ‖Σ2n − Σ˜i‖2
)
+ C
∞∑
n=1
exp
(
− ε
2c22n
4β2
∑2n
i=Dn+1
∑mi
k=mi−1+1 |Mk| · ‖Σ2n − Σ˜i‖2
)
 C
∞∑
n=1
exp
(
− Dε
2c22n
2n+2β2‖Σ2n‖2
)
+ C
∞∑
n=1
exp
(
− ε
2c22n
2n+2β2E|X |2 I(δ′c2n  |X1| c2n)
)
 C
∞∑
n=1
exp
(
− 10α
2
0c
2
2n
2n+2‖Σ2n‖2
)
+ C
∞∑
n=1
2nP
(|X | δ′c2n)< ∞,
which implies max1k2n |∑ki=1(βΣ˜i − βΣ2n )Yi | = o(c2n ), and by a standard argument we can get
c−1n max
1kn
∣∣∣∣∣
k∑
i=1
(βΣ˜i − βΣn)Yi
∣∣∣∣∣→ 0 a.s. (2.9)
as n → ∞. Now we can deﬁne a standard d-dimensional Brownian motion {W (t); t  0} such that
Yi = W
( mi∑
k=1
|Mk|
)
− W
(mi−1∑
k=1
|Mk|
)
, i  1.
Combining (2.6)–(2.9), in order to complete the proof, we need only to demonstrate that with probability one
max
1in
∣∣∣∣∣Σn
(
W
( mi∑
k=1
|Mk|
)
− W (i)
)∣∣∣∣∣= o(cn). (2.10)
Notice that for 1 i  n, i−∑mik=1 |Mk| Cn(logn)1−1/a . Then using the corresponding result in the 1-dimensional case (see
Csörgo˝ and Révész [2] and Lin et al. [7]) componentwise, it follows that
∞∑
n=1
P
(
max
1i2n+1
∣∣∣∣∣Σ2n+1
(
W
( mi∑
k=1
|Mk|
)
− W (i)
)∣∣∣∣∣ εc2n
)
 C
∞∑
n=1
n(1−a)/a exp
(
− ε
2c22nn
(1−a)/a
2n+1‖Σ2n+1‖2
)
< ∞.
Thus an application of the Borel–Cantelli lemma completes the proof of (2.10), and hence the proof of Theorem 1.1 is
ﬁnished. 
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