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Abstract: This paper explains how to index remote sensing images using spectral and 
spatial information. To obtain spectral features it apply morphological neural network, 
obtaining the set of endmembers of the image. Initially it presents a review of concepts of 
morphological associative memories. Following are the results of segmentation of the 
images compared to some other approaches to calculating the endmember spectra. These 
results contribute to support this approach as a characterization of images for use in the 
construction of hyperspectral imaging CBIR systems 
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Resumen: En este artículo se explica el procedimiento para indexar imágenes de 
reconocimiento remoto utilizando información espectral y espacial. Para obtener 
características espectrales se aplican redes neuronales morfológicas, obteniendo el 
conjunto de endmembers de la imagen. Inicialmente se presenta una revisión de conceptos 
relativos a redes neuronales morfológicas de tipo memorias asociativas. Después se 
muestran los resultados de segmentación aplicado a un conjunto de imágenes sintéticas. 
Dichos resultados sirven de apoyo para esta aproximación como caracterización de las 
imágenes para su uso en la construcción de sistemas CBIR de imágenes hiperespectrales. 
 






Las imágenes hiperespectrales corresponden a un 
muestreo fino del espectro de la luz. Habitualmente 
la región del espectro muestreada incluye el 
infrarrojo cercano (NIR) y el espectro visible. Los 
sensores para obtener estas imágenes utilizan 
alguna forma de descomponer la luz, mediante 
prismas o redes de difracción. Cada píxel de la 
imagen corresponde a un vector de alta dimensión 
que puede ser visualizado como una función de la 
frecuencia. 
 
Las imágenes hiperespectrales forman un cubo de 
información que puede ser tratado de diversas 
formas. En la figura 1 (Shaw, 2002) se muestra una 
ilustración de esta idea. Las dimensiones horizontal 
y vertical corresponden a las dimensiones 
espaciales de la imagen, mientras que la 
profundidad corresponde a la frecuencia de la luz. 
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Fijando una frecuencia obtenemos una imagen, que 
habitualmente se denomina banda. Una de las 
formas de procesamineto más realizada es la 
clasificación de los píxeles individuales para la 
obtención de mapas temáticos. La alta resolución 
espectral permite la distinción fina de los 
elementos presentes en la escena. Para esta 
clasificación se pueden utilizar las herramientas de 
reconocimiento estadístico de patrones (Landgrebe, 
2002). El objetivo es obtener métodos 




Fig. 1: Cubo de datos correspondiente a una 
imagen hiperespectral (Shaw, 2002) 
 
1.2. Descomposición espectral 
Los espectros de los píxeles pueden considerarse 
como una unidad o como una combinación de 
espectros elementales, denominados endmember. 
La composición de los píxeles puede ser lineal o no 
lineal. En el caso en que se considere cada píxel 
como una mezcla lineal de los espectros de 
materiales elementales, el área correspondiente a 
un píxel de la imagen cubre regiones homogéneas 
de diversos materiales, cada una de las cuales 
devuelve un espectro definido. El sensor percibe la 
radiación promedio del área, ponderada por el 
porcentaje correspondiente a cada material. Los 
coeficientes de abundancia indican el porcentaje 
del píxel correspondiente a cada material. Al 
proceso de extraer estos coeficientes, conocidos los 
espectros de los materiales elementales presentes 
en el área de la superficie visualizada por el píxel, 
lo denominamos descomposición espectral 
(Keshava, 2002). El modelo de mezcla lineal se 








wSwsx  (1) 
Siendo x el vector d-dimensional correspondiente 
al espectro recibido en el sensor, S es la matriz 
dxM cuyas columnas son los vectores d-
dimensionales correspondientes a los endmembers 
si; i = 1,…,M; a es el vector M-dimensional de 
abundancias fraccionales, y w es un vector 
aleatorio d-dimensional con distribución gaussiana 
que modela el ruido aditivo de la observación. El 
modelo de mezcla lineal está sujeto a dos 
restricciones sobre los coeficientes de abundancia: 







ia  (3) 
 
Es decir, los coeficientes de abundancia deben ser 
positivos y aditivos a la unidad. 
 
Luego de haber determinado los endmembers, el  
análisis de la imagen consiste en calcular la 
inversión que nos da la abundancia fraccional de 
cada endmember en cada espectro de cada pixel, lo 
cual puede determinarse mediante la expresión:  
xSSSa TT 1)(ˆ -=  (4) 
 
Aunque los coeficientes de abundancias estimados 
por (2) y (3), no cumplen necesariamente con (4), 
por simplicidad, dicha estimación es aceptable. 
 
1.3 Algoritmos de extracción de endmembers 
La determinación de los endmembers es un asunto 
clave para realizar la descomposición espectral. 
Una propuesta inicial de (Kokare, 2005) es la 
referencia a librerías estándar de espectros en el 
caso en el que se conozca con anterioridad los 
elementos existentes en la imagen. Sin embargo, se 
requiere de un experto y que los espectros 
utilizados  sean obtenidos por el mismo sensor.  En 
(Boardman, 1995) se hace un análisis sobre la 
naturaleza de los endmembers desde un punto de 
vista geométrico, donde se evidencia que los 
endmembers son los vértices que definen un 
conjunto convexo que cubre completamente los 
datos de la imagen hiperespectral en un espacio de 
alta dimensión. En (Craig, 1995) la detección de 
los endmembers se reduce a la búsqueda de planos 
no ortogonales que envuelven a los datos de la 
imagen, formando un simplex de volumen mínimo, 
procedimiento que resulta costoso 
computacionalmente y requiere la especificación 
del número de endmembers buscados. 
 
Entre otros procedimientos para la inducción de 
endmembers se pueden mencionar el Análisis 
Cónico (Conical Analisis) (CCA) (Ifarraguerri, 
1998) que se basan en el cálculo de componentes 
principales, para definir la base del cono convexo 
que cubre los datos de la imagen.  Los vértices del 
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cono convexo corresponden a espectros. Tiene el 
inconveniente que la complejidad de la búsqueda 
de estos vértices es O (bc) donde b es el número de 
bandas y c el número de autovectores 
seleccionados. Otro método con inspiración 
geométrica es el N-FINDR (Winter, 1999), que 
trata de cubrir la nube de puntos mediante un 
simplex. 
 
Otras propuestas incluyen el modelado mediante 
Campos Markovianos Aleatorios de la imagen para 
la detección de regiones espacialmente 
consistentes, cuyos espectros se asumen como 
endmembers (Rand, 2001). Una aproximación 
basada en la morfología matemática se presenta en 
(Plaza, 2002), en el cual los autores generalizan los 
operadores de erosión y dilatación morfológicos 
basándose  en la distancia entre los píxeles dentro 
de un vecindario. Los métodos de inducción de 
endmembers son por lo general de alta complejidad 
computacional en (Graña y Gallego, 2003, Graña et 
al., 2003 y Ritter 2008) se proponen métodos más 
ligeros que solo requieren un paso sobre la imagen.  
 
 
2. REDES MORFOLÓGICAS ASOCIATIVAS 
 
El objetivo de una memoria asociativa es recuperar 
un patrón de salida y a partir de un patrón de 
entrada x: 
x m y® ®   (5) 
 
Una asociación entre k patrones de entrada y salida 
puede ser expresada como: 
}...,,2,1|),{( pkkk =yx  (6) 
 
En general, el problema de las memorias 
asociativas puede resumirse en dos fases: una fase 
de aprendizaje y una fase de recuperación. En la 
fase de aprendizaje la memoria es generada a partir 
de un conjunto de asociaciones de patrones de 
entrada y salida; en este caso, cuando se da xk = yk 
{ }1, 2, ,k p" Î L , la memoria es heteroasociativa y 
en el caso contrario donde se da xk ¹ yk 
{ }1, 2, ,k p" Î L , la memoria es autoasociativa. 
 
A diferencia de las redes neuronales tradicionales, 
cuyos cálculos utilizan sumas de productos (R, +, 
x), Las memorias asociativas morfológicas 
propuestas por (Ritter, 1996) se basan en un 
sistema algebraico que utiliza máximos y mínimos 
de sumas (R, Ú , Ù , +, +’). Los símbolos Ú  y Ù  
denotan las operaciones máximo y mínimo 
respectivamente con las siguientes condiciones: 
( ) ( )     Ra a a a -¥Ú -¥ = -¥ Ú = " Î  (7) 
Y 
           Ra a a a ¥Ù ¥ = ¥ Ù = " Î  (8) 
 
El modelo para la red neuronal morfológica 
utilizando el sistema ( R-¥ , Ú , +) se rige por las 
siguientes expresiones: 





t a t wt
=
+ = Ú +  (9) 
Y 
))1(()1( iii tfta qt -+=+   (10) 
 
Donde ai (t+1) representa el valor de la j-ésima 
neurona en el tiempo t, n representa el número de 
neuronas en la red, wij es el valor de la conexión 
sináptica entre la i-ésima y j-ésima neurona.  
 
Donde t i(t + 1) es el siguiente efecto total de 
entrada en la i-ésima neurona, iq  un umbral, y f el 
siguiente estado de la función. De forma análoga, 
para el sistema ( R¥ , Ù , +’) el siguiente efecto 
total de entrada en la j-ésima neurona puede ser 
calculado como: 





t a t wt
=
+ = Ù +  (11) 
 
El cómputo total de la red morfológica puede ser 
expresado en forma de matriz, mediante el 
producto máx y el producto mín respectivamente 
como sigue: 
( ) ( )1T t W a t+ = Ú  (12) 
Y 
( ) ( )1T t W a t+ = Ù  (13) 
 
Partiendo de la definición básica de una memoria 
asociativa, y dados los vectores x = (x1,…,xn)’ 
R nÎ y y = (y1,…,ym)’ RmÎ , una memoria 
asociativa morfológica que recuperará el vector y a 







y x y x
W y x
y x y x
- -æ ö
ç ÷¢= Ù - = ç ÷






Una expresión para obtener la memoria asociativa 
morfológica óptima que recupera el vector xy  
cuando es presentado el vector xx  para 1, ,kx = L  





W y xx x
x =
æ ö¢= Ù Ú -ç ÷
è ø
 (15) 
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Las propiedades de reconstrucción perfecta se 
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M  (16) 
 
 
3. ALGORITMO DE INDUCCIÓN DE 
ENDMEMBERS 
 
El método propuesto originalmente por (Graña y 
Gallego, 2003, Graña et al, 2003) para obtener un 
conjunto de endmembers se basa en la noción de 
independencia morfológica. Dado un conjunto de  
vectores X = {x1,…,xm}, un nuevo vector y es 
morfológicamente independiente en el sentido 
erosivo de X, si x X y xØ$ Î £ , y es 
morfológicamente independiente en el sentido 
dilativo de X, si x X y xØ$ Î ³ . El orden parcial 
definido sobre los vectores es el introducido aquí 
desde el orden de sus componentes: 
ii xyxy £Û£ . El conjunto de vectores X se 
dice morfológicamente independiente cuando todos 
los vectores en el conjunto son independientes de 
los restantes en cualquier sentido. Un conjunto de 
vectores morfológicamente independientes define 
una caja de alta dimensionalidad.  En (Graña y 
Gallego, 2003, Graña et al, 2003) se propone el uso 
de AMM’s (por su nombre en inglés: Associative 
morphological memories - memorias morfológicas 
asociativas) para la detección en una imagen 
hiperespectral de un conjunto de espectros 
morfológicamente independientes cuyas cajas de 
alta dimensión correspondientes pueden ser 
tomadas como una buena aproximación al 
envolvente convexo de la imagen. Estos espectros 
son los endmembers inducidos que serán utilizados 
para caracterizar la imagen. El método propuesto 
se puede resumir como sigue:  
• Un píxel semilla es tomado como el conjunto 
inicial de endmembers.  
• Se construyen AMM’s erosivas y dilatativas 
desde el actual conjunto de endmembers.  
• Cada píxel es examinado como un endmember 
candidato probando para ello la respuesta de las 
AMM’s erosivas y dilatativas.  
• Los píxeles morfológicamente independientes son 
añadidos al conjunto de endmembers.  
 
El proceso toma en cuenta la varianza del espectro 
en cada banda para mejorar la robustez en la 
detección de endmembers, añadiendo y 
sustrayendo la desviación estándar por banda 
multiplicada por un parámetro de ganancia al 
espectro del píxel antes de ejecutar la prueba con 
las AMM’s. Este parámetro de ganancia es 
establecido a 2 por defecto. Si la imagen es muy 
homogénea el proceso puede parar sin añadir 
ningún nuevo endmember además del píxel semilla 
tomado, entonces el parámetro de ganancia se 
reduce y el proceso se repite hasta que el número 
de endmembers sea igual a 2 o más. 
 
3.1 Medida de similitud 
Para calcular la similitud entre dos imágenes dadas, 
es necesario comparar sus vectores de 
características, que en este caso son sus conjuntos 
de endmembers. Sea: 
[ ]knk kssS ,...,1=  (17) 
 
El conjunto de endmembers  obtenido como se ha 
descrito en la sección anterior a partir, de la k-
ésima imagen, fk(x,y), en la base de datos, dónde nk 
es el número de endmembers detectado en la 
imagen, dadas dos imágenes.  Dadas dos imágenes  
fk(x,y) y fl(x,y), se calcula la siguiente matriz, cuyos 
elementos son las distancias euclidianas entre los 
endmembers de cada imagen: 
 
       





iji ssd -=, . 
Se calculan los vectores de los valores mínimos por 
filas y columnas, 





{ }[ ],min , jiilil dm ==m  (20) 
 
Respectivamente. Entonces la similitud entre las 
imágenes fk y fl, está dada por la siguiente 
expresión: 
( ) ( )( ).1, +-+= lklklk nnffd mm  (21) 
 
La medida de similitud de la ecuación (21) es una 
composición de dos vistas asimétricas: cada vector 
de distancias mínimas mide cuan cerca están los 
endmembers de una imagen respecto de los 
endmembers de otra imagen. El caso peor es 
cuando todos los endmembers Sk de la imagen fk 
están muy cerca de un subconjunto Sl* de los 
endmembers Sl de la imagen fl, y lejos de los 
restantes Sl – Sl*.  
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En este caso, la magnitud del vector de distancias 
mínimas por filas será muy pequeña, ya que todas 
las filas tendrán un valor muy pequeño. Sin 
embargo, la magnitud del vector de distancias 
mínimas por columna será mucho mayor, ya que 
las columnas correspondientes al subconjunto de 
endmembers Sl – Sl* tendrán un valor mínimo 
relativamente grande. Por tanto la medida de 
similitud de la ecuación (21) puede detectar la 
asimetría de la situación. Además, la formulación 
de esta medida de similitud evita el problema 
combinatorio de decidir cual es el emparejamiento 
óptimo de los endmembers. Cuando el número de 
endmembers es diferente de una imagen a otra, su 
diferencia se introduce como un factor de 
amplificación. La medida es independiente del 
tamaño de la imagen. También puede calcularse en 
un tiempo aceptable puesto que el algoritmo de 
inducción de endmember propuesto en (Graña y 
Gallego, 2003, Graña et al., 2003) es muy rápido. 
El conjunto de endmembers no plantea ningún 
problema de almacenamiento. 
 
 
4. RESULTADOS EXPERIMENTALES 
 
Para el experimento se han generado imágenes 
sintéticas, como mezclas lineales de un conjunto de 
espectros, que pueden llamarse endmembers 
verdad del terreno, usando como coeficientes 
imágenes de abundancia sintéticas. Los 
endmembers han sido seleccionados aleatoriamente 
de un subconjunto de la librería espectral de la U.S. 
Geological Survey correspondiente a los vuelos 
AVIRIS. La figura 2 muestra los espectros que se 
utilizan en las imágenes con 5 endmembers. 
 
Fig. 2: Endmembers verdad del terreno. 
 
Para realizar las pruebas, las imágenes de 
abundancia verdad del terreno fueron generadas en 
un proceso en dos pasos. En primer lugar, se 
simula cada una como un campo gaussiano 
aleatorio con una función de correlación de 
Mattern con parámetros variando entre 2 y 20. 
Aplicamos los procedimientos propuestos en 
(Kozintsev, 1999) para la generación eficiente de 
campos markovianos de gran dominio.  
 
En segundo lugar, para asegurar que hay regiones 
cuyos espectros son endmembers casi puros, 
seleccionamos para cada píxel el coeficiente de 
abundancia con el mayor valor y normalizamos los 
restantes para asegurar que la suma de coeficientes 
de abundancia es uno.  
 
Se puede apreciar en las imágenes de abundancia 
que cada endmember tiene varias regiones de 
endmembers casi puros, que aparecen como 
regiones casi blancas al visualizar las imágenes de 
abundancia (figura 3). El tamaño de las imágenes 
es 256x256 pixeles con 224 bandas espectrales. Se 
ha generado una colección de imágenes con 2 a 5 
endmembers. En total, 400 imágenes, 100 para 
cada número de endmembers.  
 
 
Fig. 3: Imágenes de abundancia sintéticas. 
 
El experimento realizado consiste en los siguientes 
pasos: 
 
1. Se calcula la similitud entre las imágenes en la 
base de datos, definida por la ecuación (21), 
usando los endmembers verdad del terreno. 
Las distancias se calculan entre imágenes con 
el mismo número de endmembers y con todas 
las demás. 
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2. Se extraen los endmembers de las imágenes 
usando el algoritmo descrito en la sección 3. 
con un valor de filtrado del ruido  = 0.5. 
3. Se calcula la similitud entre las imágenes en la 
base de datos, definida por la ecuación (21), 
usando los endmembers inducidos por el 
algoritmo descrito en la la sección 3. Las 
distancias se calculan entre todas las imágenes, 
independientemente del número de 
endmembers inducidos.  
4. Se consideran las R imágenes más cercanas a 
cada imagen en la base de datos, para las dos 
matrices de distancias calculadas en base a los 
endmembers verdad del terreno y a los 
inducidos como las respuestas en cada caso a 
una potencial consulta representada por dicha 
imagen. 
5. Las imágenes que aparecen en ambas 
respuestas se consideran las imágenes 
relevantes o respuestas correctas.  
 
En la tabla 1 se presentan los resultados del 
experimento con 400 imágenes, en términos del 
número promedio de respuestas correctas 
(imágenes relevantes). La primera fila presenta los 
resultados cuando la búsqueda se extiende a todas 
las imágenes, independientemente del número de 
endmembers. Las siguientes filas presentan los 
resultados cuando se restringe la búsqueda a la 
subcolección de imágenes con el mismo número de 
endmembers que la imagen consulta. Se puede 
apreciar en la tabla 1 que la consideración de todas 
las imágenes como respuestas a la consulta 
introduce alguna confusión y reduce el número 
promedio de imágenes relevantes obtenidas en la 
consulta. Este efecto se debe a que el algoritmo de 
utilizado puede encontrar un número de 
endmembers distinto a la verdad del terreno, 
haciendo posible que se produzcan 
emparejamientos fuera de su colección natural de 
imágenes. Entonces, imágenes con diferentes 
números de endmembers en la verdad del terreno 
pueden llegar a ser similares como para entrar en 
los respectivos conjuntos de respuestas.  Cuando se 
restringe la búsqueda a las colecciones con 
estrictamente el mismo número de endmembers 
verdad del terreno, los resultados mejoran excepto 
para R = 1. Se obtiene que cerca del 50% de las 
respuestas son significativas cuando R > 1. El caso 
R = 1 puede interpretarse como la probabilidad de 
obtener la imagen más cercana en la base de datos 
de acuerdo a la distancia definida en la ecuación 
(21) o la probabilidad de éxito en la clasificación. 
Puede verse que es muy cercana a 1 en todos los 
casos, excepto para las colecciones con 2 
endmembers en la verdad del terreno. 
Tabla1: Relevancia en las respuestas a las 
consultas sobre la base de datos de 400 imágenes 
sintéticas, usando la medida de similitud definida 
en la ecuación (20) 
 R=1 R=3 R=5 R=10 
Todas las imágenes 0.94 1.21 1.61 2.96 
2 endmembers 0.81 1.55 2.27 4.67 
3 endmembers 0.98 1.44 2.21 4.96 
4 endmembers 0.99 1.53 2.36 4.81 





Se ha introducido una técnica para la indexación de 
imágenes hiperespectrales que permite la búsqueda 
en bases de datos con imágenes heterogéneas en el 
número de endmembers. La medida de similitud 
entre imágenes propuesta se basa en la distancia 
entre conjuntos de endmembers extraídos de las 
imágenes hiperespectrales por medio de un 
algoritmo de detección de patrones fuertemente 
independientes morfológicamente, que usa las 
Memorias Autoasociativas Morfológicas. 
Experimentos de segmentación no supervisada 
muestran que el algoritmo obtiene endmembers que 
caracterizan el contenido espectral de la imagen. 
La medida de similitud propuesta es capaz de 
solventar situaciones asimétricas y es 
independiente de que las imágenes tengan distintos 
números de endmembers. Se ha experimentado con 
imágenes sintéticas y se comprueba la potencia de 
la aproximación. Considerando la imagen más 
cercana se obtiene una relevancia próxima al 100% 
y para tamaños mayores de respuestas se obtienen 
altas relevancias en las respuestas con la distancia 
definida que se basa en los espectros únicamente. 
Se ha continuado trabajando en la combinación de 
información espectral y espacial para mejorar los 
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