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résumé et mots clés
Les images du corps humain acquises par résonance magnétique sont une des modalités les plus utilisées à des fins cliniques
depuis une quinzaine d'années. Elles souffrent cependant de distorsions géométriques importantes sous forme de décalages
de pixels et de variations d'intensité. Ces distorsions doivent être corrigées pour utiliser ces images dans des applications
de neuro-navigation ou de neuro-chirurgie stéréotaxiques. Une des solutions pour la correction exploite les images de phase
issues de l'imageur. Cependant, comme en Interférométrie Radar à Ouverture Synthétique (ISAR), cette phase est codée
modulo 2 π. Le déroulement de phase a pour objectif de retrouver la phase réelle du signal. Après un rapide bilan des outils
existants, principalement dans le domaine ISAR, nous proposons dans cet article un algorithme de déroulement de phase
original, rapide, robuste au bruit et qui prend en compte les discontinuités réelles de l'objet imagé. Il est basé sur la notion
de région homogène du point de vue des sauts de phase et ne nécessite pas la détermination de paramètres. Les tests sur
des fantômes bruités démontrent la bonne robustesse au bruit. Cet algorithme est ensuite utilisé pour la correction d'images
IRM et illustre le bon déroulement de la phase.
Déroulement de la phase, distorsions géométriques, Imagerie par Résonance Magnétique
abstract and key words
Magnetic Resonance Imaging has entered clinical practice about fifteen years ago, and has become one of the most widely
used imaging modality. MRI suffers from important geometric distortions, leading to pixel shifts and intensity variations in the
acquired images. Correction of these distortions is clearly required in stereotactic surgery using frame-based registrations or
neuro-navigation. These distortions can be corrected using the phase of signal or image. However, as in Inverse Synthetic
Aperture Radar (ISAR), the phase of the signal is obtained modulo 2 π. The goal of Phase unwrapping is to retrieve the initial
phase of the signal. After a brief summary of related works and applications mainly using ISAR data, this paper presents a
new algorithm for phase unwrapping. This algorithm is fast, robust to noise and takes into account the discontinuities of the
acquired object. It is based upon the notion of homogeneous region. This homogeneity is defined by phase jumps and no
parameters have to be determined a priori. Experiments on noisy phantoms exhibit good robustness to noise. An application
to the correction of MRI of the head is presented.
Phase unwrapping, Image distortion correction, Magnetic resonance imaging
1. introduction
Le problème posé par la représentation de la phase d'un signal
complexe intervient dans de nombreuses applications scienti-
fiques telles que l'Interférométrie Radar à Ouverture Synthétique
(ISAR en anglais) ou l'Imagerie par Résonance Magnétique
(IRM). L'interférométrie SAR est utilisée en particulier pour la
génération de Modèle Numérique de Terrain [Goldstein88]. Un
interférogramme est obtenu à partir de l'acquisition de 2 signaux
SAR sur 2 antennes. La différence de phase ∆Φ entre ces 2
signaux complexes (module et phase) est proportionnelle en pre-
mière approximation à l'altitude du point imagé par le satellite.
Cette phase ne peut être mesurée que modulo 2 π, et le déroule-
ment de phase consiste à retrouver la phase réelle φ à partir de la
phase mesurée Φ. Parmi les caractéristiques des images SAR qui
interviennent sur les hypothèses faites par les algorithmes de
déroulement de phase, il faut noter l'influence du relief
[Dupont97]. Ce dernier provoque des zones d'accumulation
(phase sur-évaluée), d'inversion (phase inversée) ou d'ombre
(phase sous-évaluée) en fonction de l'orientation du capteur.
L'hypothèse de régularité souvent utilisée ne peut être introduite
pour les données ISAR. En IRM, la phase du signal complexe est
utilisée lors des mesures de flux sanguins [Bhalerao97], pour la
cartographie du champ magnétique principal [Sumanaweera94]
et/ou lors de la correction des effets de déplacement chimique
[Lethimonnier97] et de susceptibilité magnétique [Wang96],
[Wang98]. Une hétérogénéité de champ due à la différence de
susceptibilité ou au décalage chimique eau-graisse provoque un
décalage de phase et donc un défaut de localisation spatiale
[Langlois99b] de 3 à 4 mm ce qui reste acceptable dans les appli-
cations de diagnostic. L'apparition de la neuro-navigation et des
séquences d'acquisition ultra rapides plus sensibles à ces artefacts
pose cependant des problèmes de précision et souligne l'impor-
tance de ce type d'erreur. Pour les corriger, [Langlois98] réalise 2
acquisitions d'images. La phase de la somme des 2 images est
proportionnelle aux variations du champ qui sont aussi les déca-
lages spatiaux recherchés. L'image IRM peut être corrigée des
déplacements chimiques eau-graisse et des effets de susceptibili-
té. La principale difficulté provient des images de phase: la phase
mesurée est en effet une mesure modulo 2π des variations du
champ et doit donc être déroulée comme en ISAR.
Pour le type d'application visée en IRM, nous proposons une
méthode simple et rapide de déroulement de phase. La détermi-
nation des régions de phase homogène est facilitée par l'accès
aux parties réelles et imaginaires de l'image. Le déroulement lui-
même est basé sur une croissance de région. Dans une première
partie, nous présentons rapidement les différentes classes de
méthodes de déroulement de phase présentes dans la littérature.
Nous décrivons ensuite la méthode proposée pour le déroule-
ment des images de phase. L'application de cet algorithme à la
correction des images IRM est ensuite développée. Une étude
qualitative des résultats de cette correction est enfin exposée.
2. déroulement 
de phase : 
quelques méthodes
Soit Φ la phase mesurée et φ la phase réelle recherchée, le dérou-
lement de phase consiste à trouver pour tous les points de l'image,
l'entier positif k tel que φ = 2kπ +Φ. Dans le cas monodimen-
sionnel et sous la contrainte de la continuité, il existe une solution
unique à une translation près au problème posé (figure 1) : la
phase réelle est l'intégrale de la pseudo dérivée de la phase mesu-
rée le long du chemin reliant 2 sauts de phase [Labrousse96].
Cependant, dans le cas d'images 2D réelles bruitées, l'unicité de
la solution n'est plus assurée pour plusieurs raisons :
– Il existe des points dits résidus où la phase corrigée en ce point
n'est pas la même selon le sens de parcours du chemin 
d'intégration de coordonnées (i, j), (i+1, j), (i, j+1),(i+1, j+1).
– La contrainte de continuité n'est pas utilisable en ISAR puis-
que des zones d'inversion existent. En IRM, cette contrainte sera
éventuellement utilisable, car la résolution de l'imageur lisse la
composition des tissus (effet de volume partiel).
Les nombreuses méthodes de déroulement de phase peuvent se
classifier en fonction de la nature locale ou globale de l'algorith-
me et des hypothèses faites sur le modèle du signal réel observé :
– Les méthodes locales, directement issues du principe de
déroulement du signal 1D (intégrale de la dérivée) détectent les
changements de phase à partir d'un voisinage local.
– Les méthodes globales cherchent à détecter les sauts de phase
réels sous forme de contours fermés ou de régions au sein des-
quelles la phase est facilement déroulée.
– Les méthodes basées sur les moindres carrés formalisent le
déroulement de la phase en termes de minimisation d'erreur par
rapport à un modèle global sous forme de système d'équations
linéaires.
– Les méthodes basées sur une modélisation locale explicite
(analytique ou markovienne) réalisent une optimisation d'une
fonctionnelle.
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Figure 1. – Phase initale, Phase déroulée, différence, zoom sur la différence.
2.1. méthodes locales
Les méthodes locales [Goldstein88], [Prati90], [Hedley92]
consistent à intégrer la phase point à point en choisissant un par-
cours d'intégration sans points ambigus. [Goldstein88] définit
ainsi des ghostlines, droites reliant les résidus proches de signes
opposés que les parcours ne doivent pas traverser. [Prati90] uti-
lise la même notion mais le critère d'appariement des résidus est
lié à la distance entre résidus ainsi qu'à la radiométrie le long de
cette ligne. En IRM, [Axel89] propose une méthode itérative :
à partir d'un point de départ, chaque pixel est comparé à ses 
8 voisins. Les brusques variations sont marquées comme un saut
de phase et forment des lignes de niveau. Les itérations sui-
vantes de l'algorithme ajouteront alors +/− π à chaque transi-
tion ainsi repérée, en minimisant une fonctionnelle de type gra-
dient sur un voisinage très local, de la même manière que
[Lethimonnier97].
[Bhalerao97] estime la probabilité d'un point d'être déroulé et
vérifie ensuite cette propriété à l'aide des voisins de chaque
point, filtrés par un médian, qui préserve mieux les contours et
les discontinuités qu'un moyenneur.
Les principaux problèmes posés par ces techniques sont la pro-
pagation des erreurs de proche en proche en présence de bruit,
l'impossibilité de distinguer les vrais sauts de phase liés à l'objet
imagé (zone d'inversion en ISAR, tissus différents en IRM) et la
nécessité de déterminer un point de départ.
2.2. méthodes globales
Dans cette catégorie, les pixels sont regroupés en régions homo-
gènes du point de vue des sauts de phase. [Lin 92] utilise les
contours des régions détectés par un gradient puis une fermetu-
re des contours pour ajouter +/− π à chaque fois qu'une de ces
lignes est traversée. Cette approche, liée à la détection des
contours, est très sensible au bruit malgré le large filtre gaussien
utilisé. Ce dernier supprime par ailleurs certains détails (franges
étroites). [Xu 96] utilise l'ensemble des voisins pour déterminer
le déroulement de phase à effectuer. Le seuil de tolérance, à par-
tir duquel il est décidé qu'il y a un saut de phase est progressi-
vement diminué de manière à dérouler le maximum de pixels.
Ces méthodes présentent l'avantage de beaucoup moins propa-
ger les erreurs que les méthodes locales [Refice98]. Elles restent
cependant assez sensibles au bruit, en particulier lorsque les
régions sont construites à partir des contours. Les méthodes
basées uniquement sur une croissance de régions présentent des
solutions différentes selon le point de départ choisi pour la crois-
sance. [Stramaglia97] propose ainsi de choisir les points de plus
haute confiance. Si la robustesse de la méthode est améliorée, sa
fiabilité dépend alors de la mesure de confiance.
2.3. méthodes basées 
sur les moindres carrés
Ces méthodes posent le problème de la restauration de la phase
Φ à partir d'observations φ sous forme de minimisation en 
terme de moindres carrés entre le gradient observé φ′(i) =
φ(i)− φ(i− 1) et le gradient réel estimé par Φ′(i) =
Φ(i)−Φ(i− 1) . Un système de 2N ∗ (N − 1) équations à
N ∗N inconnues est obtenu dont une solution est donnée par
l'équation suivante :
∇2Φ(i, j) = φ′x(i, j)− φ′x(i− 1, j) + φ′y(i, j)− φ′y(i, j − 1)
Cette méthode présente cependant l'inconvénient majeur de lis-
ser les discontinuité réelles de la phase des objets imagés. Pour
résoudre ce problème, les moindres carrés pondérés sont sou-
vent utilisés. Les coefficients de pondération reflètent les
connaissances sur le modèle ou l'objet, qui sont soit une classi-
fication des données topographiques [Trouve95], soit la confian-
ce sur les gradients de phase mesurés [Bo98], [Ghiglia94], soit
une information à priori comme un premier modèle de terrain
[Labrousse96]. Les résultats obtenus par ces méthodes sont
alors nettement améliorés, au prix d'un coût algorithmique
élevé. Ils dépendent de la qualité et de la confiance de ces infor-
mations supplémentaires [Trouve96]. Ces méthodes présentent
aussi un biais important lié aux zones non estimables, avec une
forte sous estimation de pentes en ISAR. [Trouve96] propose là
encore une solution élégante à ce problème. [Fornaro96] intro-
duit une autre formulation équivalente basée sur la première
identité de Green, méthode reprise et améliorée par
[Lyuboshenko98] ensuite.
2.4. méthodes basées 
sur une modélisation
Plusieurs auteurs proposent une modélisation à priori dans un
voisinage local avec une mise en correspondance sous forme de
minimisation. Parmi les exemples représentatifs, [Stramaglia97]
propose une minimisation de type recuit simulé de la différence
entre la phase mesurée et la phase réelle estimée. [Huot97],
[Labrousse95] utilisent les champs de Markov qui combinent
efficacement les contraintes locales et les contraintes globales.
[Labrousse96] minimise ainsi une fonctionnelle définissant une
erreur par rapport au modèle à priori (modèle de membrane) et
une erreur par rapport aux données (interférogramme).
Cependant, ce modèle ne peut prendre en considération les dis-
continuités de la réalité qu'il a tendance à lisser. Plusieurs tra-
vaux tentent alors d'intégrer ces discontinuités dans le modèle
markovien à priori.
Un autre type de modélisation est effectué par [Liang96],
[Friedlander96]. Ces auteurs proposent une modélisation poly-
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nomiale de la phase, ce qui n'autorise pas les discontinuités de
phase. [Tarayre96] propose un modèle linéaire par partie, dont la
continuité aux frontières est assurée par moindres carrés. Ces
méthodes imposent alors une partition de l'image parfois diffici-
le à obtenir sur laquelle le modèle est mis en correspondance.
2.5. conclusion
En conclusion, les problèmes que doivent surmonter les outils
de déroulement de phase sont les suivants :
– Détecter les sauts de phase : dans le cas monodimensionnel, la
valeur de k entre deux sauts est constante. Le segment linéaire
du signal 1D devient une région sur une image 2D. La difficul-
té est de déterminer de manière robuste, c'est-à-dire en évitant
les seuils, les endroits où il y a un saut de phase. Il faut distin-
guer les variations dues au bruit, celles dues aux discontinuités
de l'objet et celles dues au codage de la phase.
– Définir la valeur de k pour chaque point de l'image. La
contrainte de continuité n'est pas toujours utilisable.
– Définir la valeur initiale de la phase, puisqu'elle est définie à
une translation près.
– Obtenir une indépendance du point de départ de l'algorithme
et du parcours de l'image utilisé par la méthode.
3. déroulement 
de phase : méthode
proposée
3.1. introduction
Dans cette partie, nous proposons un algorithme de déroulement
de la phase que nous appliquerons ensuite à des images IRM en
vue de corriger les distorsions géométriques de ces images. Nous
utilisons ici les informations spécifiques aux IRM. Par rapport
aux outils existants pour l'ISAR, nous avons rejeté les méthodes
locales qui sont trop sensibles au bruit et à la propagation des
erreurs. Les méthodes basées sur une modélisation à priori ne
sont pas utilisables dans le cadre de l'IRM. En effet, les distor-
sions de l'image sont en partie dues à l'objet imagé et il n'est pas
possible d'avoir un modèle à priori de l'organe observé, en parti-
culier dans le cas de pathologie. Les techniques de type moindres
carrés étant de coût algorithmique non négligeable, nous nous
sommes orientés vers une solution itérative basée sur les régions
au sein desquelles la phase est homogène. Les solutions propo-
sées aux 4 points soulignés lors de la conclusion ci-dessus sont
précisées avant de détailler les étapes de la méthode.
3.1.1. détermination de la position 
des sauts de phase.
En utilisant les informations spécifiques à l'IRM (continuité des
tissus, analyse de la formation du signal, partie réelle et partie
imaginaire des images), la détection des zones de résidus est
facilitée. Les parties réelles et imaginaires d'un signal complexe
permettent de segmenter cette image en quatre régions diffé-
rentes (figure 2), correspondant aux quatre combinaisons pos-
sibles de leurs signes. Les sauts qui interviennent lorsque la
valeur absolue de la phase est supérieure à π n'interviennent
alors que lors des transitions des régions 1 vers les régions 4 et
des régions 4 vers les régions 1. La position des sauts ainsi
déterminés forme des régions fermées homogènes du point de
vue de la phase : il n'existe pas de sauts de phase à l'intérieur de
ces régions.
3.1.2. détermination de la valeur des sauts de phase.
Un algorithme itératif de croissance/fusion de régions recons-
truit rapidement une image de phase corrigée des variations liées
au codage modulo 2π, c'est-à-dire détermine la valeur de k pour
chaque région formée précédemment. L'heuristique utilisée est
basée sur la taille des régions homogènes. La valeur du saut est
déterminée par la différence de phase entre les points de part et
d'autre de la frontière entre deux régions.
3.1.3. détermination de la valeur initiale.
En IRM, le champ magnétique est quasiment uniforme après
réglage de l'appareillage. Les variations de phase sont donc dues
essentiellement aux variations de susceptibilité magnétique et
sont très locales. Les variations globales de la phase seront donc
centrées sur la valeur zéro, à postériori.
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Figure 2. – Partitionnement de l'espace des phases.
3.1.4. indépendance vis à vis de sens de parcours
des régions et du point de départ
Elle est obtenue par le choix de la première région à traiter (la
plus grande) et des suivantes (celles qui lui sont voisines). Ces
choix ne sont donc pas fixés à priori mais dépendent de l'objet
imagé et des conditions d'acquisition.
3.2. algorithme proposé
L'algorithme de déroulement de la phase que nous avons implé-
menté en 2D se décompose en cinq étapes élémentaires dont
nous présentons maintenant les principales caractéristiques,
résumées par les images de la figure 3.
– La première étape de l'algorithme construit une image de
signes qui déterminera les zones sans sauts de phase. Les zones
de faible module ne seront pas traitées car la phase ne présente
aucune cohérence en l'absence de signal (zones de fond en
IRM). Pour cela, l'image module est seuillée. La valeur du seuil
est déterminé automatiquement par l'analyse de l'histogramme
des niveaux de gris du volume. Le premier pic de l'histogramme
(fond de l'image IRM) est modélisé par une gaussienne et le
seuil est fixé à une distance de 3σ de la moyenne. Une fermetu-
re morphologique de l'image binaire obtenue lisse les frontières
et est utilisée comme masque ensuite. Une image de signes
S(i, j) est construite en fonction des signes respectifs des par-
ties réelles et imaginaires (figure 2) :
Soit la fonction sgn(x) telle que
sgn(x) = −1 si x < 0
sgn(x) = 1 si x  0
L'image S(i, j) est définie par:
Re(i, j) : partie re´elle
Im(i, j) : partie imaginaire
S(i, j) = sgn(Im(i, j)) + 2
+
1− sgn(Im(i, j)) ∗ sgn(Re(i, j))
2
– La deuxième étape est la labellisation de l'image de signes. La
connexité est définie sur un ensemble de 8 voisins. Cette étape
transforme l'image de signes S(i, j) en image R(i, j) de régions
homogènes.
– La troisième étape calcule le gradient de phase G(R1, R2)
entre chaque région et ses régions adjacentes. Ce gradient est la
moyenne des différences de phase le long de la frontière
F (R1, R2) de deux régions.
F (R1, R2) = {S(i, j) ∈ R1/∃(k, l) ∈ [−1,+1]
× [−1,+1] etS(i+ k, j + l) ∈ R2}
G(R1, R2) =
1
Card(F (R1, R2))
∑
X∈F (R1,R2)(
1
N
∑
Y ∈R2 et Y connexe X
(Φ(X)−Φ(Y ))
)
– La quatrième étape sélectionne la région de plus grande taille
R0 comme point de départ de la croissance de régions. Ce choix
est justifié par la nature des objets imagés qui présentent de
grandes zones homogènes. La plus grande région a générale-
ment de plus grandes frontières avec les régions voisines et par
conséquence, une valeur de gradient G(R0, Ri) moins sensible
au bruit et plus fiable. Chaque région Ri voisine de R0 est exa-
minée. Dans les méthodes locales, le saut de phase k est donné
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Figure 3. – Les différentes étapes du déroulement de phase
par la différence de phase entre 2 pixels. Pour une région, il est
déterminé par la moyenne de ces différences, à l'aide du gradient
G(R1, R2) par :
k =
Arrondi(G(R0, Ri))
2 ∗ π si |G(R0, Ri)|  π
k = 0 si |G(R0, Ri)| < π
Lorsque toutes les régions voisines sont traitées, celles-ci sont
fusionnées avec la région de départ. L'algorithme retourne
ensuite à l'étape 3 et est itéré tant que le nombre de régions est
supérieur à 1.
– La dernière étape consiste à recentrer le plus grand nombre de
variations autour de la valeur nulle. La phase Φ(i, j) est modi-
fiée à l'aide de l'histogramme H(k) des variations de phase par :
H(k) = Card {ϕ(i, j)/kπ  ϕ(i, j) < (k + 1)π}
ϕ(i, j) = ϕ(i, j)− 2π × max
k∈[min(Φ/2π),max(Φ/2π)])
(H(k))
Cette étape est rendue nécessaire par le caractère arbitraire du
choix de la région initiale (étape 4) dont les variations de phase
devraient se situer globalement autour de zéro. Cette hypothèse
se justifie dans la mesure où les variations résiduelles les plus
importantes après réglage des paramètres de shim en IRM sont
attribuées aux effets de susceptibilité et n'interviennent que très
localement dans l'image. L'image de phase est donc essentielle-
ment constituée de régions où les variations sont faibles. La
phase mesurée ici donne le décalage absolu qui devra être utili-
sé lors des corrections de l'image IRM : un offset global sur la
phase provoquera une correction trop faible ou trop importante.
4. résultats
Les résultats sont d'abord présentés sur un fantôme assez simple
afin de visualiser le bon déroulement de la méthode. La robus-
tesse au bruit est ensuite testée qualitativement puis quantitati-
vement. Un exemple sur des données réelles IRM est finalement
présenté.
4.1. fantôme
L'acquisition IRM dans de bonnes conditions nous a permis d'ob-
tenir des données images du fantôme servant à calibrer l'IRM.
C'est un élément de plastique, dont nous ne connaissons pas les
dimensions exactes, mais dont les différentes parties sont homo-
gènes. L'inclusion de bulles d'air ou d'huile (repère A, figure 4)
permet aussi de tester la sensibilité à la susceptibilité. Le bruit du
fond de l'image a été supprimé manuellement par seuillage du
module. Du fait du faible nombre de sauts présents sur cette
image, il est aisé de vérifier le bon déroulement de la phase.
4.2. robustesse au bruit
Afin de tester la robustesse, nous avons généré un ensemble d'ima-
ges de fantôme bruité à partir du fantôme précédent. Nous avons
ajouté à ce dernier un bruit blanc gaussien de moyenne nulle et de
variance σ. L'algorithme a ensuite été appliqué sur les parties
réelles et imaginaires ainsi bruitées sans corrélation entre elles.
Qualitativement, les figures 5 et 6 illustrent le résultat. Pour des
points de bruits isolés ou presque (variance faible), l'algorithme
résiste bien au bruit introduit. La phase déroulée bruitée suit la
même allure générale que la phase non bruitée. La notion de région
permet ici de ne pas être sensible au bruit et de ne pas propager les
points incohérents. Lorsque les points de bruit sont connexes et
forment des régions homogènes mais aberrantes du point de vue de
la phase, une nouvelle région est créée (repère B, figure 6) au sein
de laquelle il existe un décalage de 2π par rapport à la valeur ini-
tiale, car les données sont incohérentes. L'influence de ces régions
sur le reste du déroulement de phase dépend essentiellement de la
configuration. Si cette région est le seul chemin d'accès à d'autres
régions, le déroulement propage alors cette erreur (repère A, figu-
re 6). Dans le cas contraire, l'erreur n'est pas propagée (repère B,
figure 6). La taille des régions homogènes, et plus précisément la
longueur des frontières est un paramètre déterminant. Il existe visi-
blement une relation entre le bruit et la proximité des sauts : plus
les sauts sont proches et nombreux, moins le bruit est admissible.
En résumé, compte tenu du faible nombre de sauts, l'algorithme
résiste qualitativement bien au bruit.
Quantitativement, nous avons mesuré 4 paramètres sur la diffé-
rence absolue entre la phase déroulée bruitée et la phase dérou-
lée non bruitée: moyenne, variance et maximum des écarts ainsi
que nombre de points dont l'écart est supérieur à 2π (tableau I et
II). Les valeurs numériques ont été multipliée par 100 (un écart
de 2π correspond à une valeur de 628).
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Figure 4. – Déroulement de phase sur un fantôme. À gauche, phase initale ;
à droite, phase déroulée
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Figure 5 : Phase initiale des images bruitées. : σ=10000,100000,500000
Figure 6 : Phase déroulée des images bruitées.
Bruit Moy Var. Max. Nb.
10 0.25 36 631 6 
100 0.78 79 638 13
1000 2.48 219 670 34
5000 5.45 415 738 59
10000 7.52 448 755 58
20000 10.8 744 769 92
50000 16.9 1108 755 89
100000 24.5 1862 1099 104
150000 30.2 2667 1116 119
200000 34.3 3128 1407 102
300000 41.8 4380 950 137
500000 57.2 10250 191 870
Tableau 1. – Écarts mesurés.
Tableau 2. – Écarts mesurés
On peut remarquer une évolution logarithmique de la moyenne
des écarts, confortant la remarque qualitative sur le bon com-
portement global en fonction du bruit. De même, l'écart maxi-
mum est stable jusqu'à la valeur de 50000. Ceci traduit mal les
variations locales, mais montre qu'il n'y a pas de propagation
d'erreurs importante. Par ailleurs, nous avons évalué le nombre
de points sur lesquels une erreur de déroulement était commise
par rapport à la phase déroulée sans bruit (4ième paramètre).
L'évolution de ce paramètre montre la création de régions erro-
nées pour des valeurs de bruit supérieure à 500000. Elle est
cependant très faible en pourcentage, soit 870/37985 = 2, 3 %
pour la plus grande valeur, avec une valeur de 0, 25 % pour les
valeurs inférieures. Cela montre que les erreurs sont peu nom-
breuses en présence de bruit et surtout, ne sont pas propagées
aux autres régions de l'image. En résumé, la robustesse au bruit
sur le type de données habituelles est bonne.
4.3. données réelles
Nous illustrons ici un exemple sur des données réelles. Lors
d'une acquisition réelle, il existe des zones qui ne fournissent pas
de signal (cas des sinus par exemple). Dans ce cas, la phase cal-
culée est uniquement due au bruit d'acquisition et ces zones ne
doivent pas perturber le reste du déroulement en propageant des
erreurs. La figure 7 illustre cet aspect sur une image dont le
déroulement global est bon, mais qui présente des erreurs ponc-
tuelles. Elle présente la phase initiale, la phase déroulée, la dif-
férence entre la phase déroulée et la phase initiale et les valeurs
numériques de cette différence à proximité de la zone présentant
des erreurs de déroulement. Les valeurs nulles correspondent à
des points qui n'ont pas été traités. L'erreur sur cette zone ne s'est
pas propagée au voisinage ce qui est essentiel.
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Figure 7. – Phase initile, phase déroulée, différence, zoom sur la différence.
4.4. conclusion
Les différents tests présentés montrent que la méthode s’adapte
bien aux données que nous avons à traiter. Elle résiste bien au
bruit et les erreurs éventuelles ne sont pas propagées aux régions
voisines, sauf dans le cas de bruit très forts et de régions de
petites dimensions. Une amélioration possible serait de traiter
les régions non plus en fonction de la taille de celle-ci, mais en
fonction de la longueur des frontières, qui est un paramètre plus
discriminant.
5. application à l'IRM:
correction 
des hétérogénités
En IRM, les distorsions géométriques liées aux hétérogénéités
du champ magnétique ont pour source les variations du champ
magnétique principal, les différences de susceptibilité (frontière
entre deux tissus) et la composition en eau et graisse d'un même
point de l'objet imagé. L'image observée par le radiologue est le
résultat de la combinaison de toutes ces déformations. La solu-
tion classique à ce problème est celle de la méthode des 3 points
de Dixon, qui propose de réaliser 3 acquisitions pour déterminer
l'image réelle de l'objet. Nous proposons une méthode qui ne
nécessite que 2 acquisitions pour déterminer les distorsions pro-
duites par le champ magnétique et les effets de susceptibilité
(Φ(x)) ainsi que les distorsions pour l'eau (fe(x)) et pour la
graisse (fg(x) ).
Liste partielle des symboles utilisés
B0 : Champ magnétique statique
ω0 = γB0 : Fréquence de Larmor (rotation d'un spin dans un
champ magnétique)
Fe : Fréquence d'échantillonnage
M(x) : Moment magnétique (aimantation) au temps t = 0
FOVx, FOVy, FOVz : Champ de vue de l'acquisition (dimen-
sion de l'image)
Nx, Ny, Nz : Taille de l'image
∆x, ∆y, ∆z : Dimensions des voxels ∆i = FOVi
Ni
Gx(t) : Valeur du gradiant de lecture ∫ τx
0
Gl (t) dt =
2π
γ FOVx
Gx =
2π Fe
γ FOV x
si le gradiant est constant.
H(x) : Fonction sinus cardinal = sin(x)/x
5.1. correction des hétérogénéités 
du champ en IRM
L'expression de l'image reconstruite d'un objet composé essen-
tiellement d'eau et de graisse sous l'action d'un champ non
homogène, acquise au temps d'écho TE1 est donnée par l'équa-
tion suivante [Khorack 92], [Guinet 92] :
Ir(x, TE1) =
∫
FOVx
Me(x′, TE1)
ejφ(x
′)TE1H(x− fe(x′))dx′ + k
∫
FOVx
Mg(x′, TE1)
ejφ(x
′)TE1H(x− fg(x′))dx′ (1)
La fonction φ(x) (variation du champ magnétique) et les fonc-
tions de déplacement de l'eau fe(x) et de la graisse fg(x) sont
données par: 

φ(x) = γ∆B0(x)
fe(x) = x+
∆B0(x)
Gx
fg(x) = x+
∆B0(x)
Gx
+
∆ω
γGx
(2)
Une image, acquise à un temps d'écho TE2 tel que le signal de
la graisse présente une phase opposée
∆ωTE2 = ∆ωTE1 + (2n+ 1)π
s'exprime, avec ∆T = TE2− TE1 , par :
Ir(x, TE2) =
∫
FOVx
Me(x′, TE2)
ejφ(x
′)TE2H(x− fe(x′))dx′ − k
∫
FOVx
Mg(x′, TE2)
ejφ(x
′)TE2H(x− fg(x′))dx′ (3)
La somme complexe des deux images est alors :
Ir(x, TE1) + Ir(x, TE2) =
∫
FOVx
Me(x′, TE1)
ejφ(x
′)TE1H(x− fe(x′))(1 + e
∆T(−1
T2(x′)+jφ(x′)) dx′
−k
∫
FOVx
Me(x′, TE1)ejφ(x
′)TE1H(x− fg(x′))
(1− e∆T(− 1T2 (x′)+jφ(x′)))dx′ (4)
En pratique, la valeur T2 des tissus imagés se situe entre plu-
sieurs dizaines et quelques centaines de millisecondes. Les
valeurs de la fonction φ(x) dépassent rarement π, ce qui corres-
pond tout de même à près de 4 mm de décalage pour une ampli-
tude de gradient Gz classique de 1,47mT/m. En choisissant un
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intervalle de temps ∆T suffisamment court entre deux acquisi-
tions (de l'ordre de 2 millisecondes pour B0 = 1, 5T), les termes
en e∆T... sont négligés :
I+r = Ir(x, TE1) + Ir(x, TE2)
= 2
∫
FOVx
Me(x′, TE1)ejφ(x
′)TE1H(x− fe(x′))dx′ (5)
Le module de la somme représente l'image décalée du signal de
l'eau, et la phase est directement proportionnelle, par l'intermé-
diaire de la fonction φ, à une cartographie des déplacements
∆B0.
La différence complexe fournit les mêmes renseignements pour
le signal de la graisse :
I−r = Ir(x, TE1) + Ir(x, TE2)
= 2k
∫
FOVx
Me(x′, TE1)ejφ(x
′)TE1H(x− fg(x′))dx′ (6)
I+r (fe(x)) = 2Me(x)e
jφ(x)TE1 ⊗H(fe(x))
I−r (fg(x)) = 2Mg(x)e
jφ(x)TE1 ⊗H(fg(x)) (7)
En conclusion, les fonctions de décalage fe et fg sont données
par les phases des images de somme et de différence. Les quan-
tités d'eau et de graisse sont directement proportionnelles aux
modules de ces images. L'image corrigée est la somme des
images de l'eau et de la graisse.
5.2. traitement des images de phase
Cette méthode de correction utilise implicitement la vraie phase
des images complexes qui doit être déroulée. Nous avons appli-
qué la méthode présentée ci-dessus à des données IRM réelles.
Le résultat du traitement par croissance de régions est présenté
sur la figure 8. La phase est qualitativement bien déroulée, mal-
gré les variations proches et rapides de la phase aux interfaces
AIR/tissus en particulier. Les points isolés, localisés dans les
zones de changement de signe, ne posent pas non plus de pro-
blème majeur puisqu'une erreur éventuelle sur la valeur du saut
à appliquer ne se propage pas sur les points voisins mais reste
localisée. Ils sont par ailleurs supprimés par fusion lorsque les
régions sont trop petites.
5.3. exemple
Un exemple complet de la correction de volumes anatomiques a
été réalisé. Le premier temps d'écho TE1 est choisi de manière
à ce que les signaux de l'eau et de la graisse soient en phase lors
de la première acquisition (TE1 = 9, 09 ms). Le deuxième
temps d'écho TE2 correspond à un signal de la graisse hors
phase pour la deuxième acquisition (TE2 = 11, 37 ms). Les
images complexes sont combinées pour aboutir à un ensemble
de deux images complexes des signaux de l'eau et de la graisse
séparés (figure 9).
Les images de phase sont traitées par l'algorithme de croissance
de régions pour en extraire les déplacements induits par l'hété-
rogénéité du champ (figure 10).
Ces déplacements sont finalement appliqués à la correction des
images modules, en tenant compte du déplacement chimique
supplémentaire des images de graisse.
Une image complète sans distorsions est la somme des images
eau et graisse corrigées (figure 11). Les distorsions habituelles
de la graisse visibles sur l'image de gauche non corrigée
(contour blanc en périphérie interne du crâne dans la partie
occipitale dans le rectangle jaune, en périphérie externe en par-
tie frontale dans la zone rouge) sont effectivement restaurées à
des positions adéquates sur l'image de droite. 
6. conclusion
Nous avons développé un algorithme original de déroulement de
la phase qui a été utilisé avec succès dans le cadre de correction
des distorsions en IRM. Cet algorithme est basé sur des régions
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Figure 8. – Déroulement de phase par croissance de région. À gauche, phase
axiale et sagittale. À droite, vue apès déroulement.
homogènes du point de vue des sauts de phase. Les parties
réelles et imaginaires de l'image reconstruite que nous utilisons
semblent permettre une bonne détermination des sauts à appli-
quer aux points de l'image. Bien que développée en 2D pour le
traitement des images de phase, cette méthode peut aisément
être adaptée en 3D pour traiter globalement les volumes de
phase. Cet algorithme de déroulement de phase rapide et robus-
te au bruit ne présente pas les inconvénients des méthodes
locales ou basées sur une modélisation trop précise des objets
imagés. Les résultats observés montrent des images de bonne
qualité. Les limitations dues aux hypothèses de travail sont prin-
cipalement la disponibilité des images des parties réelles et com-
plexes en sortie de l'appareil imageur et plus fondamentalement,
l'absence de sauts de phase supérieurs à 2π entre 2 régions voi-
sines. Ces travaux se poursuivent actuellement sur les séquences
d'acquisition ultra rapides (EPI) pour lesquelles les distorsions
sont plus importantes.
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