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ωk bruit de dynamique
ωuk bruit de dynamique dû au bruit sur les ommandes
ωmk bruit de dynamique lié à la limitation du modèle.
Dérivation de la Borne de Cramèr-Rao a posteriori
Jk Matrie d'information de Fisher
D12k , D
11
k , D
21
k matries d'information pour le alul réursif de Jk
Jzk (fl) matrie d'information dûe à l'observation de fl
Yk,l matrie de orretion de J
z
k (fl) pour des erreurs sur les mesures issus de fl variables
φ1(.) ritère de performane moyenne sur une trajetoire
φ2(.) ritère de performane nale sur une trajetoire
φ3(.) ritère de performane  maxmin  sur une trajetoire−−→
Pkfl veteur  position du mobile - amer fl  à tk
ρkl norme du veteur
−−→
Pkfl
βkl argument du veteur
−−→
Pkfl
Planiation
G graphe pour le problème de planiation
V Ensemble des noeuds de G
E ensemble des ars de G
V(p) voisinage du noeud p
epq ar reliant les noeuds p et q
ek ar utilisé à l'instant k
Chapitre 1
Introdution
Le développement réent des systèmes robotisés terrestres et aériens (drones, minidrones...) et
l'engouement qu'ils susitent dans le monde militaire, mais aussi pour de nombreuses appliations
iviles, pour lesquelles ils peuvent jouer un rle primordial, montrent l'importane de leur fournir
un niveau susant d'autonomie en termes de déision. Qu'il s'agisse de tâhes de surveillane, de
planiation de mouvements, d'optimisation de plaement pour l'aquisition d'informations, et ...,
l'autonomie déisionnelle néessite de disposer d'une onnaissane de l'environnement dans lequel
évolue le système. Conjointement exploitée ave des informations reueillies au niveau des apteurs
embarqués, elle permet alors d'obtenir, via des traitements, une estimation de l'état du système
à haque instant. L'analyse de la performane de es traitements peut s'avérer très utile, an de
proposer des stratégies de omportements qui garantissent la meilleure loalisation a priori lors de
l'exéution des missions.
1.1 Cartographie et loalisation pour les systèmes dits auto-
nomes
La représentation artographique disponible pour la loalisation d'un système autonome peut
varier en fontion des appliations. Elle peut être onstruite en amont, à partir d'un proessus de
prodution de données artographiques, qui utilise des soures d'informations diverses et ave des
ontraintes propres. Par exemple, des données géographiques sous la forme de grilles d'altitudes ou
de données vetorielles, qui répertorient des strutures de l'environnement, peuvent être obtenues
à partir d'images prises de satellites. La prodution de es données fait aussi intervenir des opéra-
teurs humains relativement expérimentés pour l'extration des informations lorsque des approhes
automatiques ne sont pas susamment performantes. Ces informations peuvent aussi être obtenues
par des systèmes, eux-mêmes munis d'un ertain niveau d'autonomie, qui, grâe à des traitements
embarqués, agrègent des informations loales aquises par des apteurs (laser, vision...). La qualité
des données soures et des ressoures utilisées permet de produire des représentations plus ou moins
dèles.
Lors de l'exéution d'une mission, le système s'appuie sur ette onnaissane de l'environnement
pour se loaliser à partir d'informations reueillies au niveau de ses apteurs. Ces informations sont
traitées pour extraire des primitives géométriques qui seront orrélées à la représentation artogra-
phique. Ces traitements permettent d'extraire des aratéristiques relatives du mobile par rapport
au ontenu de la arte, omme la distane ou la mesure de l'angle aux objets dans un repère attahé
à la zone d'évolution. Grâe à la dénition de modèles d'évolution temporelle du système et du
proessus d'aquisition des mesures, il est alors possible de déduire une estimation de son état à
haque instant. Pour ela, il est néessaire de mettre en oeuvre des tehniques fusion. Les modèles
ne sont, en général, pas parfaits et le hoix des tehniques pour l'estimation dépend des hypothèses
faites sur la struture des erreurs. Pour des modèles d'erreurs stohastiques, où les proessus de
bruits orrespondent à des veteurs aléatoires de lois onnues, les tehniques de ltrage bayésien
sont utilisées. L'estimation revient à déterminer un estimateur de l'état à partir d'une densité de
probabilité basée sur les mesures. C'est le as du maximum de vraisemblane (MV) et a posteriori
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(MAP) déduit de la fontion de vraisemblane et de la densité a posteriori de l'état sahant les
mesures. Lorsque les erreurs sont de strutures inonnues mais ave des bornes onnues, il onvient
de s'appuyer sur les approhes ensemblistes, omme les tehniques ellipsoïdales, ou ensore polygo-
nales. Le hallenge est d'estimer l'ensemble, dans une famille prédénie (ellipsoïdes, polygones...),
où est situé le mobile. Un estimateur est, par exemple, le entroïde de l'ensemble ainsi déterminé.
La qualité de l'estimateur est fontion des apaités des moyens d'aquisition des mesures, des
modèles, des algorithmes de traitements (extration, assoiation...) et aussi de la qualité des infor-
mations (loalisation géographiques, types...) sur les objets présents dans la arte.
Pour l'estimation dans un adre probabiliste, il est possible de dénir un ritère de performane
sur le proessus de loalisation en s'intéressant à l'erreur d'estimation. On peut, en eet, dénir
des bornes sur ette erreur, omme la Borne de Cramèr-Rao. Pour les problèmes de loalisation, e
sont l'extension de ette borne au proessus d'estimation de systèmes dynamiques et la délinaison
de formulations réursives de alul qui sont importantes.
Pour les problèmes de planiation de trajetoires, ette borne est un outil très utile qui peut
permettre de hoisir les stratégies de déplaement les plus informatives au sens du problème de
loalisation.
1.2 Objetifs de la thèse
Dans ette thèse, l'objetif est de proposer une démarhe qui permette de prendre en ompte
dans la planiation d'un système robotisé la onnaissane de l'inertitude d'une arte vetorielle à
l'origine des primitives utilisées dans le proessus servant à le loaliser. Le ritère de déision pour
le hoix des trajetoires sera la performane a priori du proessus d'estimation. Ainsi, la démarhe
doit omprendre trois étapes :
 une qui permet de onstruire une représentation inertaine de l'environnement à plusieurs
entrées à partir d'une arte vetorielle onnue ave des inertitudes. L'une de es entrées est
une arte de primitives, des amers pontuels, utilisables par le système pour sa loalisation,
 une autre qui vise à dénir une mesure de performane de la tâhe de loalisation, qui intègre
l'inertitude sur les amers.,
 une dernière orientée vers la proposition d'approhes de planiation de trajetoires permet-
tant de garantir un bon niveau de performane a priori du proessus de loalisation.
1.3 Plan et apports de la thèse
La thèse se ompose de trois parties permettant haune d'apporter une réponse aux étapes
préédentes. Dans la première partie, nous abordons les modalités de prodution de artes et la
représentation des erreurs qui peuvent apparaître. La arte est une vue de la réalité, au travers
de apteurs, de traitements et parfois de l'oeil de l'humain. L'analyse d'une zone urbaine ou péri-
urbaine montre que l'organisation des entités est relativement struturée. En partant de e onstat,
nous proposons une démarhe pour garantir la génération d'un éhantillon de artes vetorielles,
qui respete la struture spatiale et qui soit représentatif de l'inertitude sur la géométrie des ob-
jets. Nous nous appuyons sur la notion de proessus pontuels et le formalisme de relations entre
les objets. Des paramètres sont introduits an de apturer ette information de struture et de
raisonner onjointement sur l'inertitude. A partir de ette génération ontrlée d'un éhantillon
de artes vetorielles, nous pouvons onstruire une arte ave plusieurs niveaux d'information : la
arte des amers pontuels, des grilles indiquant la présene des obstales, ave l'inertitude initiale
propagée. Ces éléments sont les prinipaux apports des hapitres 2 et 4 de ette thèse.
La seonde partie aborde les éléments utiles pour le proessus de loalisation du système à
partir de la arte d'amers. Le modèle du système est basé sur des équations d'évolution et d'obser-
vation non-linéaires et disrètes. Nous onsidérons des mesures de distanes et des mesures d'angles
relatives aux amers perçus par le système lors de ses mouvements. Ces mesures sont issues de la
mise en oeuvre d'une suite de traitements (alignement des données brutes, assoiation...) que nous
supposerons maîtrisés. Nous délinons ensuite, pour ette modélisation, la mesure de performane
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pour le proessus de loalisation. La métrique est déduite de la borne de Cramèr-Rao a posteriori
qui est minorant de la matrie ovariane de l'erreur d'estimation de l'état du système sur la base
des mesures qui seraient obtenues et de sa loi d'évolution a priori. Nous utilisons les résultats
de la littérature pour proposer des proédures de alul réursif de ette borne à haque instant.
Trois approhes pour les aluls sont analysées aux hapitres 6 et 7. Nous proposons également
une approhe pour prendre en ompte les aratéristiques de l'erreur (amplitudes et orientations)
sur les amers en étendant les résultats pour une arte parfaite au hapitre 8.
Nous étudions, en outre, une modélisation ontinue du système et abordons la mesure de perfor-
mane à partir de l'information uniquement apportée par l'équation d'observation. Cela aboutit
à des raisonnements géométriques permettant d'illustrer l'impat du positionnement relatif des
amers par rapport à la position et au déplaement du mobile sur la performane de loalisation.
Ces éléments sont, en partie, présentés au hapitre 10.
Dans la troisième partie, nous traitons les problèmes de planiation an de hoisir des traje-
toires optimales au sens des ritères proposées. Des algorithmes de résolution sont dénis pour la
résolution utilisant la méthode de ross-entropie [RK04℄. Elle néessite une phase de simulation et
d'apprentissage de paramètres. Deux méthodes de génération de trajetoires admissibles, au sens
de notre modèle, sont présentées. La seonde omprend notamment deux niveaux d'optimisation
imbriqués. Nous analysons le omportement de onvergene à partir de résultats issus de la théorie
des valeurs extrêmes. Le hapitre 9 présente es éléments pour le modèle dynamique disret.
Au hapitre 10 et 11, nous ramenons le problème de planiation, pour le modèle ontinu, à un
problème de reherhe d'un hemin optimal dans un graphe. Nous assoions à haque ar de e
graphe un oût élémentaire qui dépend des onditions de déplaement (vitesse et orientation) sur
l'ar et des amers perçus. Nous montrons qu'il est possible d'obtenir une formulation expliite.
L'inertitude sur la position des amers est ensuite propagée sur es oûts élémentaires et permet
de dénir une fontion de risque. Elle traduit un ompromis entre les ongurations géométriques
 amers - mobile  intéressantes en moyenne et l'inertitude sur la performane atteignable due à
l'erreur de arte. Nous dénissons aussi des méthodes de résolution pour le hoix de la séquene
optimale de déplaements sur e graphe.
Enn, dans le hapitre 12, nous proposons quelques perspetives et apportons, notamment, quelques
pistes pour l'optimisation onjointe de la vitesse et de l'orientation et pour l'amélioration de la qua-
lité de la arte d'amers sous ontraintes de ressoures pour un hoix de trajetoire donné.
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Chapitre 2
Modélisation de la arte
Dans e hapitre, nous présentons le modèle de arte utilisé dans le adre de ette thèse. On
s'intéresse à des modèles ditsmétriques de l'environnement qui onstituent une représentation d'une
zone urbaine ou péri-urbaine sous une forme vetorielle, omme on peut en trouver dans les systèmes
d'Information Géographiques. On fait l'hypothèse que ette onnaissane sur l'environnement est
une donnée inertaine ou impréise. Ainsi, par la suite, la notion de modèle de arte inlut à la
fois les entités qui omposent la arte et les paramètres aratéristiques de l'inertitude assoiée.
Nous proposons aussi d'intégrer un niveau de modélisation  supérieure , an de représenter la
struture topologique induite par l'organisation spatiale des objets. L'introdution de e niveau
topologique sera primordiale pour garantir que le proessus de génération d'éhantillon de artes
(que nous proposons au hapitre suivant) respete globalement la struture spatiale des objets de
la zone artographiée.
2.1 Une représentation métrique
Nous supposons que les appliations abordées dans ette thèse exploitent un modèle d'environ-
nement omposé d'éléments - des objets - dans un espae à trois dimensions. Cette information est
produite selon un proessus de artographie ad ho qui peut faire intervenir diérents ateurs et
moyens d'aquisition. D'un point de vue tehnique, aux objets sont attahés des primitives géomé-
triques qui aratérisent leur loalisation dans l'espae et leur forme et des attributs sémantiques
qui permettent de oder les autres types de onnaissanes. La lasse d'appartenane de l'objet ou
son type est un exemple. Ces objets sont la résultante d'une abstration d'infrastrutures géogra-
phiques naturelles et artiielles présentes dans la zone d'intérêt omme des bâtiments, des zones
de végétations, des arbres isolés, des zones hydrographiques... Dans le domaine de la géographie
numérique, es données sont en général normalisées, onnues sous la dénomination de données ve-
teurs et struturées dans des bases de données géographiques. Ces dernières alimentent souvent
des Systèmes d'Informations Géographiques (S.I.G) utilisés pour diverses appliations. Les règles
de onstrution de es bases de données et les formats d'éhanges pour leur diusion dépendent
fortement du mode de prodution (interprétation d'images de télédétetion par des opérateurs hu-
mains, aquisition par des systèmes autonomes omme des robots terrestres...) et de l'usage qui en
est fait. Nous ne détaillerons pas es aspets dans le manusrit et nous invitons le leteur intéressé
par es problématiques à onsulter des ouvrages de référene [BP03℄.
En pratique, les objets d'une représentation métrique sont modélisés à partir de trois types de
primitives géométriques élémentaires : le point, la ligne et le polygone ou sa généralisation en 3D.
En e qui nous onerne, nous utiliserons un modèle de arte noté C, qui sera plus préisément une
liste d'objets appartenant à des lasses prédénies. C et les objets le omposant seront dénis sur
une partie D de de l'espae R3. En outre, les objets sont répartis selon une organisation spatiale
remarquable. Cette représentation permet de transporter des informations de nature géométrique,
sémantique et même topologique.
Par la suite, les nC objets qui ontenus de la arte C seront notés Oj , j = 1, · · · , nC .
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C:= {O1, · · · , OnC} . (2.1)
Nous onsidérons plus partiulièrement des objets ave des formes géométriques relativement
simples omme des polyhèdres fermés et des ylindres. Cette représentation est le résultat d'une
interprétation du monde réel au travers d'un instrument de mesure, de traitements algorithmiques
et parfois d'analyse humaine ; elle est a fortiori imparfaite et impréise. Cette information arto-
graphique est utilisée pour aider à la prise de déision dans des systèmes qui peuvent avoir des
onséquenes importantes sur eux-i ou leur environnement.
Il faut également noter que dans bien des situations, l'utilisateur (et don le déideur) n'intervient
pas forément dans le proessus de prodution de ette donnée artographique. C'est le as dans les
S.I.G. où les utilisateurs naux ne sont pas des experts géographes, ou dans le adre d'appliation
multi-robots où les systèmes robotisés peuvent s'éhanger des représentations de façon transpa-
rente via des formats d'éhanges standardisés. Par onséquent, les hypothèses faites en phase de
prodution, et don la qualité des données, ont un impat non négligeable sur la prise de déision.
De plus en plus, les proessus de onstrution tentent de fournir des indiateurs dits de qualité
sur les données qu'ils fournissent. En pratique, on peut trouver deux types d'indiateurs. Les in-
diateurs de qualité a priori qui sont déduits d'une analyse de la haîne de prodution et obtenus
par propagation de l'inertitude, généralement par des approximations au seond ordre. Ce type de
paramètre néessite souvent une modélisation relativement ne de l'ensemble des étapes du proes-
sus. C'est le as par exemple dans les haînes de traitement des systèmes de prodution de Modèle
Numérique de Surfae par vision stéréosopique, où une mesure de qualité peut être onstruite à
partir des inertitudes sur les paramètres intrinsèques et extrinsèques du système de prise de vues
et des nappes de disparité des algorithmes de orrelation [Sen04℄,[Bel93℄,[KE01℄.
Des mesures a posteriori peuvent être aussi déterminées à partir de ampagne d'évaluation ou de
sondages qui ont pour but de réaliser des omparaisons par rapport à des données qualiées de
référene plus  préises , mais plus éparses. Des analyses statistiques des erreurs peuvent alors
être menées à partir des éarts souvent très loalisés, puis étendues à l'ensemble de la base de don-
nées en faisant l'hypothèse que les erreurs sont stationnaires [ZG02℄,[GJ98℄. En général, la qualité
artographique n'est pas un ritère homogène sur l'ensemble de la zone : les indiateurs fournis
sont souvent régionalisés et tiennent ompte des spéiités du terrain.
Dans notre modèle, on suppose don que la arte C peut être déoupée en zones de qualité homo-
gène {Zi}1≤i≤nq (f. gure 2.1). Les objets ommuns à une zone de qualité partageront les mêmes
attributs de qualité qui seront présentées dans les setions suivantes. Nous allons maintenant pré-
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Fig. 2.1  Vue 2D d'une artographie ave plusieurs zones de qualité polygonales.
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iser les aratéristiques des objets qui seront utilisés dans nos raisonnements. Les travaux de ette
thèse n'étant pas uniquement entrés sur les problématiques de artographie, nous nous restrei-
gnons à deux atégories d'objets. Elles nous semblent susantes pour illustrer notre démarhe, qui
peut être généralisée sans diulté majeure à une base d'objets artographiques plus rihe.
2.2 Les lasses d'objets onsidérées
Les artes sont omposées de deux lasses d'objets qui sont des représentations des infrastru-
tures de types bâtiments et arbres. Ces deux lasses ont des modèles géométriques très distints.
2.2.1 Les objets de la lasse bâtiment
La première atégorie d'objets est la lasse représentative du bâti d'une zone habitée. Un objet
de ette lasse est aratérisé par un polyèdre dont l'emprise au sol est un polygone fermé. La
troisième dimension est donnée par la hauteur que nous supposerons onstante sur l'ensemble du
toit. Un bâtiment peut également disposer d'une surélévation sur une partie de son toit. On peut
don dérire un objet Oj , 1 ≤ j ≤ nC de ette lasse par les paramètres
 cj = 1, l'attribut dénissant la lasse bâtiment,
 qj = i, i ∈ {1, · · · , nq}, l'indie de la zone de qualité dans laquelle est situé l'objet,
 C
j
b,b = (B
j
1, ..., B
j
N ), la suite des N sommets du polygone délimitant l'emprise au sol de
l'objet. Chaun des sommets est aratérisé par sa position pjBi = (x
j
Bi
, yjBi) dans Rg,
 hjp ∈ R+, la hauteur de la struture prinipale,
 Cb,s = (S
j
1 , ..., S
j
Q), la suite des Q sommets du polygone délimitant la surélévation éventuelle,
les oordonnées des sommets étant de la forme pjSi = (x
j
Si
, yjSi)
 et hjs ∈ R+, la hauteur de la surélévation.
Des modèles de bâtiments plus omplexes peuvent être dénis en partiulier pour la forme des
toits [Jib03℄. Nous nous limitons ependant à ette modélisation pour nos travaux, qui peuvent
être généralisés à d'autres hypothèses de modélisation.
2.2.2 Les objets de la lasse arbre isolé
La seonde atégorie que nous onsidérons permet de représenter des objets arbres supposés
isolés. Un arbre est déni par la loalisation au sol de son tron, sa hauteur et une zone d'inuene,
supposée irulaire, dérivant l'envergure de ses branhes. Soit Oj , 1 ≤ j ≤ nC un objet représentant
un arbre de la zone artographiée, on introduit :
 cj = 2, l'attribut assoié à la lasse arbre,
 qj = i, i ∈ {1, · · · , nq}, l'indie de la zone de qualité où se situe l'arbre,
 pja = (x
j
a, y
j
a) ∈ R2 sa position planimétrique,
 hja ∈ R+ sa hauteur,
 rja ∈ R+ le rayon de sa zone d'inuene déni par le disque C(pja, rja).
D'un point de vue géométrique, l'objet arbre est don un ylindre ave une base irulaire. Cette
modélisation de l'objet arbre est relativement simple mais elle pourrait être enrihie pour satisfaire
les besoins d'appliations spéiques. A titre d'exemple, des attributs sémantiques dérivant la
nature du feuillage peuvent être pertinents dans des proessus de loalisation où la réponse spetrale
des apteurs peut ontribuer à améliorer les performanes des traitements d'assoiation entre les
mesures et les objets de la arte.
2.3 Un modèle de arte inertaine
Comme indiqué dans les setions préédentes, une donnée artographique n'est jamais parfaite.
Des informations de qualité sont également fournies aux utilisateurs pour qu'ils puissent en tenir
ompte dans leurs appliations. La représentation artographique disponible peut être onsidérée
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omme une observation d'une artographie supposée parfaite. D'un point de vue formel, on peut
exprimer la relation entre es deux représentations sous la forme d'une équation paramétrique
Cy = H(C,ΘC)
où Cy est la arte disponible dite observée et ΘC un veteur de paramètres ensé aratériser
l'inertitude assoiée à la onnaissane sur C. Diérents modèles peuvent être utilisés pour dérire
ette inertitude. Nous hoisissons un modèle stohastique pour dérire les inertitudes sur les
objets représentés dans C.
2.3.1 Dénition de H
La nature des erreurs de artographie dépend des moyens apteurs pour l'aquisition des infor-
mations (amera, laser 2D, LADAR...) et des moyens mis en oeuvre lors de la phase de traitement.
Par exemple, en télédétetion, à partir d'images aquises à bord de satellites d'observation, la -
nesse de restitution et les préisions de loalisation des objets dépendent fortement de la résolution
des apteurs et de la onnaissane que l'on a des onditions de prise de vue et de l'expériene
des analystes d'images. De même, en robotique, les proessus de loalisation et de artographie
simultanées utilisant des apteurs atifs [TBF05℄ ne fournissent pas des artes de même qualité que
elles onstruites à partir de apteurs de stéréovision [Duf05℄. Les soures d'erreurs sont en pra-
tique multiples et imposent de dénir plusieurs indiateurs de qualité pouvant être géométriques,
sémantiques, voire topologiques. De nombreux travaux se sont intéressés à la formalisation de es
erreurs dans les bases de données géographiques omme elles produites et entretenues par l'Ins-
titut Géographique National (IGN) [BHA01℄. Nous retenons pour nos travaux deux omposantes
de la qualité :
 la omposante géométrique qui tient ompte de l'inertitude sur la position, dans un référentiel
donné, et sur la géométrie des objets de la arte,
 la omposante sémantique et exhaustivité. La qualité sémantique orrespond à l'analyse des
erreurs sur les attributs sémantiques. Sur e point, on peut iter les travaux de [Bon02℄ sur
la modélisation des erreurs d'attributs dans une base de données géographiques et sa prise
en ompte dans l'analyse de sensibilité pour une appliation de alul d'itinéraires, grâe à
l'utilisation des développements de grandes déviations. L'exhaustivité s'attahe à analyser
la présene ou l'absene d'objets dans la représentation par rapport à l'environnement réel.
Le temps de onstrution de la arte et de son exploitation étant souvent très diérents, e
ritère est souvent très important en pratique.
2.3.1.1 Qualité géométrique
Cette omposante de la qualité est la plus importante et englobe souvent la notion de qualité
dans de nombreux ontextes. Cei s'explique par la grande diulté et parfois le oût important
de la réalisation d'une artographie susamment dèle au monde observé. Cette omposante de la
qualité est primordiale dans le adre de l'appliation de loalisation en environnement onnu, qui
est l'objet de notre travail. En général, et indiateur de qualité permet de aratériser deux types
d'inertitudes :
1. L'inertitude sur le positionnement, la hauteur et l'orientation globale des objets dans D.
Elle aete l'ensemble des objets d'une zone de la arte homogène sur le plan de la qualité.
Plusieurs auses peuvent être à l'origine de e type de phénomène, omme la mauvaise a-
libration des instruments de mesure ou la prise en ompte d'informations fausses dans les
proessus d'estimation lors de la réalisation de la arte [ZG02℄.
2. L'inertitude sur la desription de la forme des objets, qui aete individuellement haun des
objets et qui peut être notamment due à l'utilisation de apteurs non susamment résolus
par rapport aux objets d'intérêt ou enore des hypothèses de modélisation grossière retenues
lors de la artographie.
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2.3.1.2 Inertitude assoiée à l'exhaustivité
On herhera à modéliser le fait de disposer d'objets dans la arte qui ne sont plus présents
dans le monde réel lors de son utilisation dans une appliation. Cette soure d'inertitude est très
importante dans des appliations sensibles, où il est néessaire de mettre en oeuvre des moyens,
souvent oûteux, de détetion de hangement entre le moment de onstrution de la arte et de
son utilisation. Il onvient don de disposer de systèmes robustes à e type de hangement, ou au
d'être apable de mener des analyses de sensibilité, pour en mesurer l'impat et aider à une prise
de déision en onnaissane de ause. On ne tient pas ompte de l'autre aspet de l'exhaustivité,
tout aussi déterminant, qui mesure l'absene dans la arte disponible d'objets réellement présents
dans l'environnement. En eet, bien qu'il soit possible de générer des éhantillons de artes simu-
lant e phénomène, ela reste en pratique diile lorsqu'il existe une forte variété au niveau des
infrastrutures de la zone d'intérêt.
Par onséquent, l'exhaustivité est modélisée par une mesure de probabilité pour un objet d'être
présent dans la arte de façon erronée. Cette probabilité peut en pratique dépendre de plusieurs
fateurs : les aratéristiques géométriques de l'objet, les ritères de prodution (rapidité des opéra-
teurs, ontraintes de délai...), rapidité d'évolution de la struture géographique de la zone d'intérêt.
On supposera par la suite que ette information est onnue et xée pour une région de qualité et
une lasse d'objets données :
∀j = 1, · · · , nC, p (Oj ∈ D) = pcj ,qj ∈ [0, 1] . (2.2)
2.3.1.3 Modèle probabiliste des erreurs géométriques
Nous détaillons pour les deux lasses d'objets les modèles probabilistes des erreurs pour le
ritère de qualité géométrique, en préisant les hypothèses statistiques des erreurs assoiées aux
paramètres qui dénissent la loalisation et la forme des objets. On onsidère Oj , j = 1, · · · , nC un
objet de la arte moyenne disponible et son homologue Oyj de la arte observée Cy tenant ompte
des inertitudes géométriques.
Les objets de la lasse bâtiment
On assoie don aux objets Oj et O
y
j respetivement l'ensemble des aratéristiques géomé-
triques et sémantiques (cj , qj , Cjb,b, h
j
p, C
j
b,s, h
j
s) et (c
j , qj, Cj,yb,b , h
j,y
p , C
j,y
b,s , h
j,y
s ) introduites dans la
setion 2.2. On suppose que es deux ensembles sont liés par les relations suivantes :
∀l ∈ {1, · · · , N},
(
Bjl , B
j,y
l
)
∈ Cjb,b × Cj,yb,b , Bj,yl = Bl + ǫb,j
∀l ∈ {1, · · · , Q},
(
Sjl , S
j,y
l
)
∈ Cjb,s × Cj,yb,s , Sj,yl = Sjl + ǫs,j
hj,yp = h
j
p + ǫhp,j h
j,y
s = h
j
p + ǫhs,j.
(2.3)
Les proessus modélisant les erreurs sur les sommets ou sur les hauteurs sont des veteurs ou
variables aléatoires de strutures gaussiennes.
ǫb,j ∼ N (0,Σ(b, qj)), ǫs,i ∼ N (0,Σ(s, qj))
ǫhp,j ∼ N (0, σ2hp,qj ) et ǫhs,j ∼ N (0, σ2hs,qj )
(2.4)
où les matries de ovarianes Σ(b, qj) et Σ(s, qj) de tailles 2× 2 aratérisent l'inertitude sur les
paramètres de position des sommets de la base prinipale et de la surélévation dans le repère Rg.
Cette modélisation est relativement simple et peut onduire à des formes polygones inohérentes.
Des approhes tenant ompte de la orrélation entre les sommets et qui impose des déformations
globales de type ane, auraient pu être utilisées. Il est don possible de dénir la probabilité de
haque bâtiment observée en fontion de son homologue dans la arte moyenne, en faisant l'hypo-
thèse d'indépendane entre les erreurs sur les diérents attributs. En partiulier, dans l'hypothèse
d'inertitudes gaussiennes :
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L(Oyj |Oj) ∝ exp{−
1
2
[Cjb,b − Cj,yb,b ]∗Σ−1b,qj [C
j
b,b − Cj,yb ]}
× exp{− (h
j
p − hj,yp )2
2σ2hp,qj
} exp{− (h
j
s − hj,ys )2
2σ2hs,qj
}
× exp{−1
2
[Cjb,s − Cj,yb,s ]∗Σ−1s,qj [Cjs − Cj,ys ]}
(2.5)
Les matries Σb,qj et Σs,qj sont les matries de ovariane assoiées au veteur de sommets
de la base et de la surélévation éventuelle. Cette matrie peut dans ertains as ontenir des
éléments traduisant la orrélation entre les erreurs au niveau de haun des sommets. Dans notre
as, l'hypothèse d'indépendane impose la relation suivante :
Σb,qj = Diag

Σ(b, qj), · · · ,Σ(b, qj)︸ ︷︷ ︸
N fois

 et Σs,qj = Diag

Σ(s, qj), · · · ,Σ(s, qj)︸ ︷︷ ︸
Q fois

.
Les objets de la lasse arbre isolé
Soit un objetOyj ∈ Cy de la lasse arbre auquel sont attahées les aratéristiques
(
pj,ya , r
j,y
a , h
j,y
a
) ∈
R2 × R+ × R+, situé dans la zone de qualité d'indie qj . On onsidère son homologue Oj dans la
arte C de omposantes (pja, rja, hja). On fait l'hypothèse de modélisation suivante :
pj,ya = p
j
a + ǫpja , ǫpja ∼ N (0,Σpa,qj )Σpja
rj,ya = r
j
a + ǫrja , ǫrja ∼ N (0, σ2ra,qj )
hj,ya = h
j
a + ǫhja , ǫhja ∼ N (0, σ2ha,qj ).
ave Σpja la matrie de ovariane sur les oordonnées du point p
j
a dans le repère Rg. En supposant
l'indépendane entre les diérents proessus, on peut en déduire la loi de Oyj sahant Oj donnée
par l'équation suivante
L(Oyj |Oj) ∝ exp{−
1
2
[pja − pj,ya ]∗Σ−1pa,qj [pja − pj,ya ]} (2.6)
× exp{− (h
j
a − hj,ya )2
2σ2ha,qj
} exp{− (r
j,y
a − rja)2
2σ2ra,qj
}. (2.7)
2.3.2 Loi de la arte bruitée
Pour tenir ompte de l'hétérogénéité de la qualité dénie par la présene de nq zones Zi, i =
1 · · · , nq de niveaux de qualité diérents, on fait l'hypothèse que le veteur de paramètres ΘC est
la onaténation de veteurs de paramètres Θi, i = 1 · · · , nq. Le veteur Θi, i = 1 · · · , nq ontient
l'ensemble des paramètres des modèles d'inertitude des objets présents dans la zone Zi. A partir
des hypothèses de la setion préédente et en supposant que les proessus d'erreur assoiés aux
objets sont indépendants, la loi de probabilité de la arte globale de Cy sahant C peut s'érire :
LH(Cy|C) ∝
nq∏
i=1
∏
Oj∈Zi,1≤jnC
pcj ,i L(Oyj |Oj). (2.8)
où les densités L(Oyj |Oj) sont fournies par les équations (2.5) pour les objets de type bâtiment et
(2.6) pour les objets de la lasse arbre.
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2.4 Modèle sur la struture spatiale de C
Lorsque l'on observe un environnement de type urbain ou péri-urbain, on peut remarquer l'or-
ganisation spatiale des infratrutures. Cette organisation peut être traduite par des relations entre
les objets. Cette analyse sera importante pour notre proessus de génération de arte ar l'appli-
ation strite du modèle d'inertitude présentée dans la setion préédente, via l'utilisation d'une
approhe simple de Monte Carlo, peut onduire à des réalisations de artes trop éloignées de la
réalité perçue lors de la phase de prodution de la arte. Plusieurs travaux de reherhe ont été
proposés pour tenter de modéliser la struture spatiale en environnement urbain. On peut iter
notamment les approhes visant à développer des méthodes automatiques pour la généralisation
automatique de artes à diérentes éhelles [Reg98℄ [ADD04℄. On peut également retenir les ap-
prohes statistiques basées sur les proessus pontuels [Ort04℄ [LDZPD08℄. Nous introduisons tout
d'abord le formalisme général des relations, avant de préiser elles qui seront retenues et adaptées
à notre ontexte.
2.4.1 Formalisme des relations
Le formalisme des relations est un moyen permettant de apturer les interations entre les objets
observés, qui ontribuent ainsi à modéliser la struture spatiale inhérente à la zone artographiée.
C'est don une omposante de plus haut niveau qui autorise des raisonnements sur des groupes
d'objets. Nous ommençons par présenter quelques dénitions de base sur les relations.
2.4.1.1 Dénitions
Dénition 1 Une relation simple sur une C est une appliation Rs de C dans l'ensemble des
parties P(C) de C qui permet d'identier l'ensemble des liens entre des objets de la arte au sens
d'un ritère donné :
Rs : C → P(C)
{O1, ..., OnC} → Rs(C)
telle que : ∀r ∈ Rs(C), r ⊆ C
Une relation simple aratérise don les groupes d'objets de la arte similaires dans une ertaine
mesure. Les groupes d'objets r ∈ Rs(C) ainsi onstitués sont appelés des omposantes ou des
liques si on se plae dans un adre de modélisation équivalent à elui des hamps de Markov. Le
fait qu'une relation soit simple n'implique pas que les omposantes soient omplètement disjointes.
A titre d'exemple, deux objets peuvent être onsidérés en relation s'ils sont susamment prohes
dans l'espae. Intéressons nous à l'exemple de arte de la gure 2.2, où les objets sont modélisés par
des erles. Si les omposantes sont obtenues à partir des ouples d'objets distints spatialement
prohes, la relation simple et symétrique Rp orrespondante est l'ensemble des ouples d'objets :
Rp(C) = {(O1, O2) , (O1, O4) , (O2, O4) , (O4, O5) , (O5, O6) , (O6, O7) , (O7, O8) , (O6, O8)} . (2.9)
On peut également onstruire des relations plus omplexes à partir de plusieurs relations simples
diérentes faisant intervenir des ensembles d'objets distints et modéliser des strutures spatiales
plus omplexes ave une notion de hiérarhie. Nous utiliserons en partiulier ette notion pour
modéliser l'alignement de triplets d'objets de la arte en vériant d'abord qu'ils sont prohes, puis
que la diérene entre les orientations formées par les objets pris deux à deux sont peu diérentes.
Dénition 2 Une relation étendue Re est une appliation de C dans P((C)l) où l est un entier
positif dénissant le nombre de relations simples impliquées dans la réalisation de Re.
Re : C → P((C)l)
C = {O1, ..., On(C)} → Re(C)
telle que : ∀r ∈ Re(C), r = (r1, ..., rl) ave ∀ 1 ≤ i ≤ l, ri ⊆ C
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Fig. 2.2  Exemple de arte ave 8 objets.
Reprenons notre exemple de la gure 2.2 et onsidérons les triplets de erles alignés. Les objets
doivent d'abord vérier la relation de proximité. Les paires à onsidérées sont fournies par l'équation
2.9. La arte fait apparaître uniquement deux relations d'alignement Ra
Ra(C) = {(O1, O4, O5) , (O5, O6, O7)} . (2.10)
On peut noter que ontrairement à une relation simple, les objets ne jouent pas le même rle.
En eet, l'objet entral joue un rle tout à fait partiulier pour l'alignement.
2.4.1.2 Propriétés sur les relations
La notion de relation étant dénie, nous préisons maintenant ertaines propriétés assoiées
aux relations qui seront utiles par la suite. On note R l'ensemble des relations simples et étendues
dénies sur une arte C donnée.
Dénition 3 Soit R ∈ R. Le ardinal de R pour C est déni par :
c(R,C) = ♯R(C)
Il orrespond don au nombre de omposantes onstruites à partir des objets de la arte C au
sens de la relation R. Nous onsidérons des relations partiulières qui impliquent un nombre xe
d'objets. Ainsi, nous supposerons que toutes les omposantes de la arte au sens d'une relation R
sont onstituées d'un nombre c(R) d'objets. A e stade, il est essentiel de ne pas onfondre les deux
quantités c(R) et c(R, C). Dans l'exemple préédent, les omposantes de la relation Rp omportent
deux objets. On a don c(Rp) = 2. Pour la relation d'alignement, on a par ontre c(Ra) = 3. Pour
la arte présentée à la gure 2.2, on a c(Rp, C) = 8 et c(Ra, C) = 2.
Dénition 4 On peut également dénir le voisinage de C au sens de la relation R qui est l'ensemble
des objets de la arte qui sont impliqués dans au moins une omposante :
V (R,C) = {O ∈ C, ∃r ∈ R(C) impliquant O}
La notion de voisinage permet de dénir une segmentation entre les objets partiipant à une
omposante assoiée à la relation R et les autres. On note nV (R, C) le ardinal de V (R,C).
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Cette grandeur assoiée au paramètre c(R, C) permet de distinguer des strutures de artes dif-
férentes au sens de la relation R. En eet, on peut avoir deux artes ave un nombre iden-
tique d'objets et de omposantes pour une relation R. Cependant, plus nV (R, C) est impor-
tante, plus les omposantes sont isolées et partagent peu d'objets. Pour notre exemple introdu-
tif, nous avons V (Rp, C) = {O1, O2, O4, O5, O6, O7, O8} et nV (Rp, C) = 7 alors que V (Ra, C) =
{O1, O4, O5, O6, O7} et nV (Rp, C) = 5.
Enn, il semble intéressant d'introduire un ritère qui lie un objet partiulier de la arte à une
relation R.
Dénition 5 Le voisinage d'un objet Oj de C au sens de la relation R apporte une information
sur le degré d'impliation de et objet dans la struture de la arte :
V (R, C, Oj) = {Oi ∈ C − {Oj}, ∃r ∈ R(C) impliquant Oj et Oi} .
La taille de et ensemble permet notamment d'analyser si un objet est plus ou moins en interation
ave un nombre plus ou moins important d'objets de la arte. On peut également en déduire une
information sur la struture des artes et l'exploiter pour omparer plusieurs instanes bruitées
d'une même arte. Revenons à notre exemple de arte omposée des disques Oi, i = 1, · · · , 8. Si
l'on s'intéresse aux objets O4 et O6, le ardinal de leur voisinage est 3 ar ils sont en relation ave
trois objets, ontrairement aux objets O1, O2, O5, O7, et O8.
2.4.1.3 Paramètres d'une relation
La notion de relation est basée sur la mise en oeuvre de règles permettant d'assoier des objets
entre eux. Nous avons présenté dans le paragraphe préédent un ensemble de ritères assoiés
à une relation donnée en nous appuyant sur une analyse de ses omposantes déduites de son
appliation sur une arte. Nous omplétons es éléments par un jeu de paramètres plus global.
Les règles qui permettent de dénir une omposante d'une relation sont en général déterministes,
omme la proximité aratérisée par un seuil sur la distane entre objets. Dans ertains as, il
peut être important de pouvoir relâher les ontraintes assoiés à es ritères. Cet aspet est
primordial lorsque l'on fait évoluer l'agenement des objets, tout en herhant à maintenir une
ertaine ohérene spatiale. De façon similaire à l'approhe proposée dans [Ort01℄, on dénit des
paramètres sur les relations qui permettront notamment de les omparer.
Dénition 6 La préision d'une omposante r d'une relation R onstruite à partir d'objets de
la arte C est une appliation de R(C) à valeurs dans [0, 1].
u : R(C) → [0, 1]
r → uR(C)(r).
En pratique, on herhera à disposer de omposantes de relations susamment préises. Si nous
revenons à notre exemple, une paire de erles en relation, selon le ritère de proximité peut être
onsidérée de préision maximale tant qu'il n'y a pas de hevauhement. La préision peut alors
être déroissante en fontion du taux de reouvrement. A partir des préisions individuelles de
haque omposante présente dans C au sens de R, on peut élargir ette notion de préision à la
arte dans sa globalité.
Dénition 7 La préision d'une relation R pour une arte C se dénit par :
UR(C) =
{
1
c(R,C)
∑
r∈R(C) uR(C)(r) si c(R, C) 6= 0,
0 sinon.
Grâe à e paramètre, il est possible de omparer deux artes identiques en termes de nombre
d'objets et de omposantes pour une même relation mais diérentes. Cei autorise également une
ertaine partiularisation des omposantes dans une arte. En plus du paramètre de préision d'une
arte pour une relation, on onsidère deux autres grandeurs qui sont l'intensité et la diusion.
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Dénition 8 L'intensité d'une relation R pour une onguration C est le nombre déni par :
IR(C) =
{
c(R)c(R,C)
nV (R,C) si c(R, C) 6= 0,
0 sinon.
Cette grandeur apporte une mesure du nombre moyen de omposantes aux sens de la relation R
auxquelles appartient un objet de la arte, sahant qu'il appartient à au moins une omposante.
Une valeur importante de e paramètre montre que les omposantes de la arte pour la relation
onsidérée partagent un nombre important d'objets. En partiulier, lorsque les omposantes sont
disjointes deux à deux, on a forément IR(C) = 1. Le paramètre de diusion d'une relation fournit
une mesure du pourentage d'objets partiipant à une omposante.
Dénition 9 La diusion d'une relation R se dénit par :
dR(C) = nV (R, C)
nC
.
On peut noter que dans le as de ongurations de arte ave un nombre ni et xé d'objets (i.e. nC
est une onstante), le taux de diusion est diretement lié au nombre d'objets de la arte impliqués
dans une relation R. La valeur maximale atteignable est 1 et orrespond au as où tous les objets
de la arte partiipent à au moins une omposante de la relation R. Un taux de diusion faible
indique don une onguration de arte ave un nombre important d'objets  isolés  dans la arte
au sens de la relation R.
Nous avons introduits les éléments généraux sur les relations d'une arte. Nous proposons dans
la suite d'appliquer ette modélisation à notre artographie pour dénir une méthode permettant
de aratériser la struture spatiale des objets qui la omposent. Nous présentons don un ensemble
de relations sur les objets bâtiments et arbres.
2.5 Formalisme des relations appliqué à une arte vetorielle
Nous onsidérons plusieurs types de relations sur notre modèle de arte. On rappelle que la
arte ontient deux lasses d'objets, bâtiments et arbres, ave des aratéristiques géométriques
spéiques à haque lasse. Les relations proposées visent à dérire la proximité en termes de loali-
sation (relation géographique) et de ressemblane géométrique (relation de forme), et l'agenement
relatif (relation d'alignement) des objets dans l'espae.
2.5.1 Proximité géographique
On peut dénir la relation de proximité géographique RG en onsidérant une distane alulée
à partir des projetions au sol des objets. Plusieurs distanes peuvent être utilisées, lassiquement
la distane eulidienne ou enore la distane de Haussdorf qui mesure la distane minimale entre
deux ontours. Notons, dG la distane hoisie.
Dénition 10 Soient (Oi, Oj) ∈ C ×C un ouple d'objets de la arte. Ils forment une omposante
au sens de la relation simple RG lorsque
dG(Oi, Oj) < d
+
G
où d+G est le seuil sur la distane xé. On utilise alors la notation OiRGOj .
Nous détaillons le mode de alul de ette relation pour les diérentes lasses d'objets de la arte,
ainsi que les paramètres assoiés présentées en 2.4.1.3.
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Fig. 2.3  Distane entre un arbre et un bâtiment.
Entre des objets de la lasse bâtiment. On onsidère la distane eulidienne entre les poly-
gones dérivant l'emprise au sol des objets. Un tel alul peut être réalisé en utilisant des algorithmes
lassiques de géométrie [Rou98℄
dG(Oi, Oj) = d(C
i
b,b,C
j
b,b) (2.11)
où C
i
b,b et C
j
b,b sont des veteurs onstruits à partir des oordonnées des sommets des polygones
modélisant l'emprise au sol des objets. On peut noter que c(RG) est invariant et vaut 2. Pour
dénir le paramètre de préision de ette relation, on onçoit bien que des ongurations de artes
ontenant des intersetions non vides de bâtiments ne sont pas aeptables dans un monde réel.
La mesure de préision d'une omposante de bâtiments assoiée à RG doit don tenir ompte de
ette ontrainte. Soit A(Oi ∩Oj) l'aire de la partie ommune aux emprises au sol des deux objets.
On dénit la préision de la omposante r = (Oi, Oj) de la façon suivante :
uRG(C)(r) =
{
0 si A(Oi ∩Oj) 6= 0
1 sinon.
(2.12)
Entre un objet arbre isolé et un bâtiment. La distane est obtenue à partir de la distane
entre le rayon du disque aratérisant l'emprise au sol de l'arbre et le polygone dénissant l'emprise
au sol du bâtiment (f. gure 2.3). Si Oi est de la lasse arbre et Oj de la lasse bâtiment, la distane
est alulée de la façon suivante :
dG(Oi, Oj) =
{
d(pia,C
j
b,b)− ria si d(pia,Cjb,b) > ria
0 sinon.
. (2.13)
Une intersetion non nulle entre un bâtiment et un arbre est admissible dans une ertaine
mesure. La préision de la omposante r = (Oi, Oj) pour RG doit tenir ompte de ette intersetion
éventuelle, tout en garantissant qu'elle reste modérée selon un ritère donné. On propose don
de dénir une mesure qui tienne ompte de la surfae d'intersetion relativement aux surfaes
élémentaires des emprises au sol des objets. Notons Amin = min(A(Oi), A(Oj)) le minimum des
aires des emprises au sol et ǫab = A(Oi ∩Oj)/Amin, qui mesure la surfae relative intersetée.
uRG(C)(r) =
{
0 si ǫab > ǫ
+
ab
1 sinon.
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ǫ+ab est la surfae relative maximale admissible qui est une donnée xée a priori.
Entre des objets de la lasse arbre. En e qui onerne les objets de la lasse arbre, le alul
de distane est réalisé à partir des entres et des rayons des zones d'inuene respetives des objets
en relation :
dG(Oi, Oj) =
{
d(pia, p
j
a)− ria − rja si d(pia, pja) > (ria + rja)
0 sinon.
(2.14)
Lorsque la distane entre deux objets de la lasse arbre est nulle, les objets s'intersetent. L'in-
tersetion est admissible dans une ertaine mesure. En onsidérant les aratéristiques des disques
d'inuene respetifs, on peut traduire ette ontrainte d'interation partielle et dénir un ritère
de préision adapté.
 L'intersetion est nulle, la préision d'une omposante u(C, RG)(r) est maximale et vaut 1.
 Lorsque l'intersetion est non vide,
uRG(C)(r) =


0 si d(pia, p
j
a) ≤ max(ria, rja), (a),
1 si
d(pia,p
j
a)−max(ria,rja)
min(ria,r
j
a)
≤ ǫ+aa, (b),
0 sinon.
ave ǫ+aa ∈ R+ un seuil xé. Le as (a) orrespond à une situation où l'un des deux arbres (en
l'ourene elui de diamètre inférieur) est inlus dans l'autre. Le ritère (b), qui dépend de la
distane entre les entres respetifs et des rayons est équivalent à une mesure de surfae relative
de l'intersetion entre les objets (Cf. Figure 2.4).
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Fig. 2.4  Mesure de préisions de RG pour deux arbres (as (a) et (b)).
2.5.2 Proximité de forme
Dans ertaines zones géographiques, les règles de onstrution imposées se traduisent parfois par
une forme d'homogénéité des infrastrutures. Ainsi, dans ertains as, il n'est possible de onstruire
des bâtiments que dans une gamme prédénie. De même, dans les espaes urbains ou les forêts, on
ne peut implanter que des arbres respetant un ertain gabarit. On peut alors dénir une relation
de proximité en termes de ressemblane RF qui onerne des objets de même nature. On notera
RF e type de relation que nous préisons pour nos deux familles d'objets. Cette relation peut
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être aratérisée par des métriques qui permettent de aratériser la forme de ertaines parties des
objets et leur hauteur.
Dénition 11 Soit (Oi, Oj) ∈ C ×C un ouple d'objets de la arte C qui appartiennent à la même
lasse. Ils forment une omposante au sens de la relation RF si
dF (Oi, Oj) :=~dF (F (Oi), F (Oj)) < ~d
+
F
où
~d+F est un veteur de seuils xés dont la dimension dépend de la nature de l'objet et
~d(F (Oi), F (Oj))
est un veteur de paramètres mesurant la distane en termes de forme des objets. On utilise alors
la notation OiRF Oj .
Préisions les veteurs de distanes et les paramètres de préision des omposantes pour les deux
ongurations possibles (arbre-arbre et bâtiment-bâtiment).
Entre objets de la lasse arbre. La forme d'un objet arbre est aratérisée par sa hauteur et
le rayon de son emprise au sol. La proximité selon RF entre deux arbres est déterminée à partir de
es deux paramètres. Le veteur
~d(F (Oi), F (Oj)) est de dimension 2 ave
~d(F (Oi), F (Oj)):=
(|ria − rja| |hia − hja|)∗ . (2.15)
La préision de la relation est obtenue en onsidérant la norme du veteur
~d(F (Oi), F (Oj)). On
estime que ette préision est déroissante en partant de la valeur 1 pour une ressemblane strite,
pour atteindre une valeur minimale umin > 0 assoiée à une mesure alulée à partir des ompo-
santes du veteur des seuils
~d+F . On peut onsidérer une déroissane linéaire ou plus lisse pour la
fontionnelle fa dénie. Dans notre appliation, nous retiendrons l'hypothèse suivante pour fa :
uRF (C)(r) = fa(||d(Oi, Oj)||)
ave fa(0) = 1 et fa(||~d+F ||) = uam > 0.
Entre objets de la lasse bâtiment. Pour les objets de la lasse bâtiment, la mesure de
ressemblane onsidérée est basée sur des paramètres aratérisant la forme de l'emprise au sol et
la hauteur de la partie prinipale. Les paramètres dérivant la forme de l'emprise sont déduits de
représentations appropriées du ontour polygonal ou de la surfae assoiée [SS95℄. Nous retenons
la représentation angulaire pour sa simpliité de mise en oeuvre mais d'autres desripteurs, bien
onnus dans le domaine de Reonnaissane des Formes (desripteurs de Fourier...), peuvent être
exploités.
Dénition 12 Considérons un polygone simple, don sans intersetion entre ses segments. La
fontion angulaire assoiée o(s) est une appliation de [0, 1] dans R qui dérit l'orientation des
segments du polygone normalisés par leurs longueurs. Cette orientation est prise par rapport à un
axe de référene.
La gure 2.5 illustre le alul de ette fontion sur un exemple de polygone à quatre segments ave
un point d'origine en A et l'axe de référene donné par le segment d'indie 1. L'inonvénient de
ette fontion est sa dépendane par rapport à l'origine et le fait qu'elle ne satisfait pas la propriété
d'invariane par rapport à une rotation élémentaire. Le alul de la distane de forme entre deux
objets doit don en tenir ompte. En eet, une diérene de hoix du point d'origine introduit
un déalage irulaire de la fontion angulaire, et une rotation introduit un déalage onstant en
ordonnée. L'expression de la distane nalement retenue est donnée par :
~d(F (Oi), F (Oj)):=

mint∈[0,1],α∈R
∫ 1
0
|oi(s+ t)− oj(s) + α| ds
|hip − hjp|
|his − hjs|


(2.16)
Elle mesure don la diérene en valeur absolue des surfaes formées par les fontions angulaires
des deux objets. La mesure de préision assoiée est dénie en onsidérant une ombinaison linéaire
des omposantes du veteur préédent et, omme pour les objets arbres, dénie omme suit :
28 hapitre 2
1 2
34
A
1
2
3
4
0PSfrag replaements
2π
Fig. 2.5  Calul de la fontion angulaire pour un polygone.
uRF (C)(r) = fb(d(F (Oi), F (Oj)))
ave fb(0) = 1 et fb(~d
+
F ) = u
b
m > 0.
2.5.3 Relations d'agenement
La dernière relation onsidérée dans le adre de notre étude s'intéresse à l'agenement au sens
de l'alignement d'objets de même nature susamment prohes en termes de loalisation. Contrai-
rement aux relations dénies préédemment, qui étaient des relations simples et symétriques, la
relation d'alignement peut être étendue et asymétrique. On onsidère des alignements
 entre des paires de bâtiments,
 entre des triplets d'arbres isolés.
On note respetivement R1a et R
2
a la relation d'alignement entre des bâtiments et entre des arbres.
R1a est enore une relation simple, alors que R
2
a est étendue.
2.5.3.1 Dénition de R1a.
La dénition de la relation d'alignement R1a néessite au préalable de aratériser l'orientation
d'un objet bâtiment. On suppose que ette orientation oïnide ave elle du polygone représentant
l'emprise au sol. La forme du polygone pouvant être omplexe, on peut être amené à onsidérer
plusieurs méthodes de alul de ette aratéristique. On peut en eet s'intéresser à l'orientation
globale ou à l'orientation imposée par les faades. L'orientation globale est obtenue par le alul
des axes prinipaux de la forme de la base. Pour aratériser l'alignement entre deux bâtiments,
elle s'avère moins pertinente. Il existe plusieurs méthodes pour déterminer l'orientation des murs
[Reg98℄[DBB
+
01℄. Celle retenue dans nos travaux onsiste à prendre pour un bâtiment l'orientation
du plus long segment de son emprise au sol. Soient (Oi, Oj) deux objets bâtiments vériant la
relation d'alignement. On introduit φi et φj les orientations alulées à partir du plus long segment
de leurs bases respetives. Les angles φi et φj sont hoisis dans [−π2 , π2 ]. Sur l'exemple de la gure
2.6, l'orientation de l'objet Oi est donnée par le segment 4 et elle de Oj par 1 :
La ondition d'interation est la suivante
OiR
1
aOj ssi
{
OiRGOj
|φi − φj | < δφb
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Fig. 2.6  Alignement de deux bâtiments.
Nous avons déni un ritère de préision pour la relation simple RG, qui permet de pénaliser
les intersetions de bâtiments. Pour la relation d'alignement, la préision doit également tenir
ompte de ette ontrainte. Un autre ritère doit être ajouté pour tenire ompte de l'éart entre
les orientations dénies par φi et φj . Pour une omposante r = (Oi, Oj) au sens de R
1
a, on dénit
la préision en utilisant les règles suivantes :
uR1a(C)(r) =
{
0 si A(Oi ∩Oj) 6= 0
f1a (|φi − φj |) sinon.
(2.17)
où f1a est une fontion déroissante dénie sur [0, 1] vériant f
1
a (0) = 1 et f
1
a (δφ) = u
a1
m > 0.
2.5.3.2 Dénition de R2a
Soient (Oi, Oj , Ok) trois objets de la lasse arbre vériant la relation d'alignement. On introduit
φl ∈] − π, π], l = i, j, k les angles du triangle formé par les sommets (pia, pja, pka). La ondition
d'interation pour la relation d'alignement est réalisée lorsqu'au moins l'un des trois objets est en
interation selon RG ave les deux autres et que l'angle au sommet assoié est prohe de la valeur
π. Sans perte de généralité, supposons que Oj est l'objet entral (f. gure 2.7), on en déduit que
le triplet (Oi, Oj , Ok) est une omposante de la relation d'alignement R
2
a si et seulment si{
OiRGOj & Oj RGOk
π − δφ2a ≤ φj ≤ π + δφ2a
On utilise alors la notation OiR
2
aOj R
2
aOk. La préision d'une omposante de ette relation est
déterminée à partir de la préision d'une omposante de la relation RG et en onsidérant la qualité
de l'alignement dénie par le seuil δφ2a. Soit r = (Oi, Oj , Ok) la omposante assoiée au sens de
R2a, on a
uR2a(C)(r) =
{
0 si uRG(C)((Oi, Oj)) = 0 ou uRG(C)((Oj , Ok)) = 0
f2a (|φj − π|) sinon.
(2.18)
où f2a est enore une fontion déroissante dénie sur [0, 1] vériant f
2
a (0) = 1 et f
2
a (δφ) = u
a2
m > 0.
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Fig. 2.7  Alignement des arbres.
2.6 Conlusions du hapitre
Nous avons introduit dans e hapitre le modèle de arte qui sera utilisé dans la suite de e
manusrit. Il permettra de proposer une approhe permettant d'analyser l'impat des inertitudes a
priori sur l'information artographique sur ertaines missions d'un système mobile robotisé, omme
la navigation à partir d'une arte de référene de l'environnement d'évolution. Le modèle présenté
onsidère une base artographique omposée priipalement de deux familles d'objets. La première
représente des infrastrutures de type bâtiments alors que la seonde s'intéresse aux arbres. Bien que
ela puisse sembler restritif, les éléments géométriques manipulés sont susament représentatifs
pour présenter nos développements qui doivent sans grande diulté se généraliser à une base
d'objets plus rihe. En outre, nous avons expliité la notion d'inertitude, en onsidérant les erreurs
géométriques et d'exhaustivité assoiées aux objets. La modélisation retenue est stohastique, ave
des notions de bruits sur les paramètres de loalisation et de forme des objets. La densité de
probabilité d'une arte bruitée reétant ette inertitude à partir d'une arte moyenne donnée a
don pu être déduite. Dans un seond temps, nous avons proposé un méanisme de haut niveau qui
s'applique sur l'ensemble onstitué par les objets, an de disposer d'une apaité de modélisation
des interations éventuelles entre objets. Ce formalisme s'appuie sur la dénition de la notion de
relations simples ou étendues sur la arte. En partiulier, pour notre modèle, nous avons présenté
trois types de relations - proximité géographique, proximité de forme et alignement - pour lesquelles
nous avons préisé les paramètres aratéristiques de préision. Les ritères de préision, d'intensité
et de diusion pour une relation dénis dans e hapitre seront très utiles. En eet, sur la base
de es éléments de modélisation et en s'appuyant sur des résultats théoriques sur les proessus
aléatoires que sont les proessus pontuels marqués, qui seront plus largement présentés dans le
hapitre suivant, nous allons proposer une démarhe permettant de générer de façon ontrlée un
éhantillon de artes représentatif de l'inertitude a priori et de la struture spatiale.
Chapitre 3
Génération ontrlée de artes
inertaines
Ce hapitre aborde la problématique de génération d'un éhantillon de artes représentatif de
l'inertitude sur les objets d'une arte fournie a priori. L'approhe que nous proproseront vise
à garantir autant que possible le maintien de la struture spatiale de la arte initiale lors du
proessus de simulation. Nous nous plaçons dans le adre formel des proessus de points marqués
(ou pontuels marqués), que nous introduisons brièvement dans un premier temps. Enn, nous
dénissons le mode de représentations artographiques, en sortie de la méthode de simulation, qui
sera au nal exploité dans la suite des travaux.
3.1 Quelques résultats sur les proessus pontuels
Un proessus pontuel est assoié à une variable aléatoire dont les réalisations sont des on-
gurations de points d'un espae K donné. Dans ertaines situations, il peut être important de
onsidérer une notion plus étendue de points de K en y ajoutant des aratéristiques à valeurs
dans un espae prédéni M. Cei permet d'introduire une lasse partiulière de proessus pon-
tuels que sont les proessus pontuels marqués, dénis sur K × M. Pour illustrer notre propos,
reprenons l'exemple du hapitre préédent ave les disques dans le plan. L'espae K est dans e as
assimilable à R2, les entres des disques sont les points d'un proessus pontuel représentatif de
ongurations de N ∈ N disques dans le plan. Ce proessus devient un proessus pontuel marqué
lorsque l'on attahe, par exemple, à haun des points le rayon du disque assoié. Dans e as,
l'ensemble des marques M est équivalent à R+.
Le proessus pontuel le plus simple est le proessus pontuel de Poisson, qui onsidère la généra-
tion de ongurations de points uniformément répartis dans K, et dont le nombre N suit une loi
de Poisson
p(N = n) = e−ν(K)
ν(K)n
n!
. (3.1)
où ν(K) est une mesure adaptée sur K supposée probabilisable. Nous ne détaillerons pas les
bases théoriques des proessus pontuels, mais uniquement les résultats qui seront utiles à notre
besoin de génération de artes. Les ouvrages [SS95], [VL95] et la synthèse proposée par le mémoire
de thèse [Ort04℄ onstituent d'exellentes référenes pour aborder le sujet.
Densité d'un proessus pontuel.
Nous allons maintenant introduire plus préisément la notion de proessus pontuel sur un espae
K donné, qui, dans bien des as, est de la forme Rd d > 0. Pour tout n ∈ N+, on onsidère Kn l'es-
pae omposé de toutes les ongurations de points de taille n. On notera x = {x1, · · · , xn} ∈ Kn
une onguration de Kn. La onguration vide, qui ne ontient auun point est notée K0 = {∅}.
Le proessus pontuel ni X est une mesure de probabilité dénie sur un espae de probabilité
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qui prend ses valeurs dans (K = ∪∞n=0Kn,K), où K est une tribu sur K adaptée. La densité du
proessus pontuel X se dénit alors par rapport au proessus pontuel de Poisson qui onstitue la
mesure de référene. Si on note f(x) la densité non normalisée de X dénie de l'espae des on-
gurations de X dans R+, on peut montrer qu'il est possible sous ertaines onditions de dénir
une haîne de Markov (Xe)e>0 à valeurs dans K onvergente vers la loi de X [GM94℄[VL95℄. Ce
résultat est intéressant ar il indique qu'il est possible d'approher la loi de X par éhantillonnage,
en s'appuyant sur une haîne de Markov susamment bien onstruite. Notre objetif est de propo-
ser une méthode permettant de simuler des ongurations de artes à partir d'une représentation
observée bruitée, tout en respetant les ontraintes imposée par la struture spatiale des objets.
Pour ela,
1. nous montrons qu'il est possible de onsidérer une arte omme la réalisation d'un proessus
pontuel dont la loi densité est onnue à une onstante de normalisation près,
2. nous adaptons l'algorithme de Metropolis-Hasting Green (MHG), proposée dans [GM94℄,
pour éhantillonner la loi assoiée par une approhe de type MCMC (Monte Carlo Markov
Chain).
Nous présentons d'abord, sous sa forme générique, l'algorithme proposé par Geyer et Moller
[GM94℄ pour l'éhantillonnage de la loi non normalisée d'un proessus pontuel. On herhe don
à onstruire une haîne de Markov {Xe} dont l'espae d'états est l'ensemble des ongurations
de X , X = {x ∈ Ω|f(x) > 0} et de loi π(.) onvergente vers f(x). L'idée prinipale est de dénir
des opérateurs sur l'espae des points permettant de modier à haque étape de l'algorithme la
onguration de points ourante. La forme des opérateurs dépend des aratéristiques du proessus
pontuel et de la performane reherhée en termes d'éhantillonnage. Pour un proessus ave des
ongurations d'objets de taille xée et égale à n, l'algorithme de MHG dans sa version la plus
simple est l'algorithme 1 présenté en page 32.
Algorithme 1 Algorithme générique de simulation d'un proessus pontuel
Supposons Xe = x ∈ X la onguration ourante à l'étape e.
1) On eetue la transition vers l'état Xe+1 = (x ∪ ζ) \ η de même dimension en remplaçant le
point η hoisi de façon aléatoire dans x par le point ζ suivant un opérateur de proposition
Q(.) déni sur K ×M.
2) On aepte la proposition de hangement d'état ave une probabilité α = min(1, R) en onsi-
dérant le rapport
r =
f((x ∪ ζ) \ η))
f(x)
. (3.2)
3) on retourne à l'étape 1) puis on inrémente e jusqu'à onvergene après un nombre d'itérations
susants.
Après onvergene, il est alors possible d'obtenir un jeu de ongurations simulant le proessus
pontuel ible. Pour garantir la onvergene de la haîne ainsi onstruite les opérateurs de proposi-
tion de modiations des objets doivent vériés ertaines propriétés [VL95℄[Ort04℄. Nous proposons
une méthode de génération ontrlée de artes qui sera basée sur et algorithme, en dénissant la
loi du proessus pontuel reétant les spéiités de notre arte et en proposant des opérateurs de
proposition appropriés à la struture de notre problème.
3.2 Utilisation du formalisme des proessus pontuels
Nous allons utiliser le formalisme de proessus pontuel pour représenter la arte métrique que
nous avons introduite au hapitre préédent. Une réalisation de arte bruitée sera onsidérée omme
une onguration d'un proessus pontuel, aussi noté C et déni sur D, une partie de R2. D est,
par exemple, un pavé de la forme [x−, x+]× [y−, y+] qui délimite la zone d'intérêt. Un objet de la
arte est un point marqué de D dont les marques sont les attributs qui le aratérisent. Pour notre
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hypothèse de modélisation, un objet de la arte est un point marqué de R2 auquel sont assoiées
les aratéristiques dénissant notamment
 sa lasse d'appartenane et sa zone de qualité,
 sa géométrie.
Ainsi, pour les objets de type bâtiment, on hoisira pour point représentatif le baryentre des
sommets de l'emprise au sol. L'espae des marques assoié est alors de la forme surivante
Mb:={ 1
|{z}
lasse
} × { 1, · · · , nq
| {z }
zone de qualité
} × DN
|{z}
sommets base
× R+
|{z}
hauteur prinipale
× DQ
|{z}
sommets surélévation
× R+.
|{z}
hauteur prinipale
Pour les objets de la lasse arbre isolé, le point est le entre du disque et l'espae des marques
est donné par
Ma:={ 2︸︷︷︸
lasse
} × { 1, · · · , nq︸ ︷︷ ︸
zone de qualité
} × R+︸︷︷︸
rayon
× R+︸︷︷︸
hauteur
.
On peut remarquer que l'espae Ma est un sous espae de Mb. On peut don supposer que
l'espae des marques pour l'ensemble des objets de la arte est en réalité équivalent à Mb. Le
proessus pontuel étant préisé, nous devons maintenant déduire l'expression de sa densité.
3.3 Loi d'une onguration L(C|Cy)
Dans le hapitre 2, nous avons préisé les modèles d'inertitude assoiés aux objets présents dans
la arte. Nous avons également introduit un formalisme basé sur la dénition de relations traduisant
diérentes formes d'interation entre les objets, an de représenter l'organisation spatiale des objets.
Nous allons dénir un équivalent d'une densité a posteriori L(C|Cy) pour les artes bruitées arte
à partir de la onnaissane de la arte observée Cy disponible. Cette densité est onstruite à partir
de la loi L(Cy|C) qui tient ompte de l'inertitude de la arte observée et d'une loi dite a priori
L(C), onstruite à partir des relations et liée à la struture spatiale de la arte.
3.3.1 Loi a priori L(C) sur la base des relations
L'approhe présentée ii s'inspire des travaux de [Ort04℄ sur l'extration de bâtiments à partir
d'un modèle numérique d'élévation repésentant sur une grille l'altitude d'une zone géographique.
On dénit la loi a priori d'une onguration à partir des relations. Dans le hapitre 2, nous avons
introduit des relations de proximité géographique RG, de proximité de forme RF et d'alignement
R1a et R
2
a. Pour une relation, nous avons également vu qu'il était possible de la aratériser pour
une arte donnée par trois ritères prinipaux : la préision U , l'intensité I et la diusion D.
En partiulier, sur quelques exemples, nous avons montré que les valeurs de es trois ritères
renseignaient sur la struture spatiale de la arte au sens des relations onsidérées. L'idée onsiste
don à spéier la loi a priori de la arte, en attahant un modèle probabiliste à es grandeurs. Soit
(U¯R, I¯R, D¯R) le veteur de paramètres de la relation R, qui orrespond à la struture de la arte
moyenne autour de laquelle on souhaite simuler des réalisations de artes bruitées. On onsidère la
loi de probabilité suivante pour la relation R :
fR(C) ∝ fI(C, R)fD(C, R)fU (C, R) (3.3)
où les lois sur les paramètres sont supposées gaussiennes
fI(C, R) ∼ N (I¯R, σ2I,R)
fU (C, R) ∼ N (U¯R, σ2U,R)
fD(C, R) ∼ N (D¯R, σ2D,R).
(3.4)
Les paramètres i¯R ∈ R+, i ∈ {I,D, U} permettent de plaer le mode prinipal de la loi et σ2i,R ∈
R+, i ∈ {I,D, U} aratérisent la dispersion autour de e mode. Lorsque plusieurs relations sont
impliquées, on généralise ette densité de la manière suivante :
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L(C) ∝
∏
R
fR(C). (3.5)
En pratique, on est onfronté aux hoix des paramètres de la loi
(¯
iR, σ
2
i,R
)
pour haune des
relations pour disposer d'une onnaissane omplète de la loi. Dans notre as, nous souhaitons
obtenir des représentations de arte autour de la arte observée. Les paramètres i¯R peuvent être
xés en analysant la struture spatiale de la artographie disponible Cy. Le hoix des valeurs des
paramètres de dispersion σxi est réalisé par l'utilisateur en fontion du niveau de souplesse qu'il
souhaite se donner lors de la génération des artes bruitées par rapport à la struture de la arte
observée. Si on s'autorise des réalisations bruitées de arte ave une organisation spatiale très
diérente de la arte Cy, il faudra imposer des paramètres de dispersion importants. Inversement,
une rigidité sera assurée en xant des varianes faibles.
Sur la gure 3.1, nous avons représenté les omposantes de la relation de proximité RG pour un
exemple de arte C omposée de 53 objets de types bâtiments arbres, et pour trois seuils xés sur
les distanes  bâti-bâti  (bleu foné),  bâti-arbre  (rouge) et  arbre-arbre  (yan). Dans
ette onguration, tous les objets sont en relation ave au moins un voisin et sans intersetion.
La diusion DRG(C) est don maximale et vaut 1, de même que la qualité de la relation URG(C).
On dénombre 122 omposantes pour RG. La ardinalité de ette relation valant 2, on en déduit
une intensité IRG(C) ≈ 4.61. On peut noter la segmentation de la arte due à l'appliationdes des
diérentes relations. En eet, on peut identier environ inq groupes d'objets. On omprend bien
que des modiations aléatoires qui ne tiendraient pas ompte de ette struture modieraient la
pereption de es groupes d'objets.
Par exemple, si l'on modie globalement le groupe d'objet en haut à gauhe sans asser les liens, la
segmentation n'est pas modiée, mais toute modiation d'une sous-partie de e groupe entraînerait
l'apparition d'un groupe supplémentaire. Un déplaement important du bâtiment numéro 25 va
auser la suppression des liens ave les objets 53 et 26, don deux relations en moins et un objet
isolé. Cei impate diretement la valeur de paramètres IRG(C) et DRG(C) pour la relation RG.
Notre proessus de génération des artes va don utiliser es propriétés en ontraignant l'évolution
probable de es paramètres la proximité ave la arte moyenne fournie.
3.3.2 Dénition de L(C|Cy)
A partir de la loi a priori L(C) dénie préédemment et de l'expression de la vraisemblane
L(Cy|C) donnée par l'équation 2.8, on peut déduire la loi a posteriori non normalisée pour la
génération des artes C|Cy en utilisant la règle de Bayes
L(C|Cy) ∝ L(Cy|C)︸ ︷︷ ︸
inertitudes de artographie
. L(C)︸︷︷︸
struture spatiale
(3.6)
C'est ette loi qui servira de base à la génération de manière ontrlée de artes, par un hoix
adapté des oeients de dispersion sur les paramètres aratéristiques des relations, en s'appuyant
sur les résultats des proessus pontuels et en utilisant une version adaptée de l'algorithme 1
présenté en page 32.
3.4 Proessus de génération des artes
Nous avons montré qu'il était possible de formaliser le proessus de génération de arte omme
la simulation d'un proessus pontuel dont la loi L(C|Cy) est fournie par l'équation (3.6). Nous
présentons une adaptation de l'algorithme 1 présenté en page 32 pour éhantillonner ette distri-
bution et ainsi générer des artes représentatives de l'inertitude sur les objets tout en respetant,
dans une ertaine mesure, la stuture spatiale de la arte initiale. Pour appliquer l'algorithme, il
est d'abord néessaire de dénir les opérateurs de proposition qui permettront de faire évoluer les
objets d'une onguration à l'autre entre deux itérations.
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Fig. 3.1  Exemple de arte et relation RG.
3.4.1 Opérateurs de proposition pour la modiation des objets
Nous onsidérons des opérateurs qui agissent sur un objet à la fois. Ces opérateurs permettent
de modier la onguration ourante en inuant sur le positionnement global et sur la forme des
objets par des transformations géométriques simples. L'objet (ou le point dans le formalisme des
proessus pontuels) ainsi que l'opérateur à appliquer seront hoisis de façon aléatoire et uniforme
à haque étape de l'algorithme.
Translation rigide Q1
Le premier opérateur agit sur un objet de la arte en lui appliquant une translation dénie par
le veteur
~t1:=(t
x
1 , t
y
1) dans le repère Rg.
Q1 : E(C) → E(C)
{O1, ..., ONC} → {O˜1, ..., O˜NC}
où ∃1 ≤ i0 ≤ NC hoisi de façon aléatoire,
O˜i0 = ~t1(Oi0), O˜i = Oi, i 6= i0
L'appliation de et opérateur sur un objet bâtiment onsiste à translater tous les sommets d'un
déplaement déni par
~t1. Pour un objet arbre, l'objet obtenu est de même rayon et de me hauteur
mais le entre est déplaé de
~t1. On peut remarquer que si l'objet séletionné pour la modiation
n'intervient initialement pas dans une interation et que si 'est toujours le as après translation,
alors la struture spatiale globale de la arte ourante n'est pas impatée. Par onséquent le rapport
de Métropolis Hasting r se restreint alors au rapport des vraisemblanes L(Cy|C) avant et après
modiation.
Rotation 2D d'un objet Q2
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PSfrag replaements
α2
Fig. 3.2  Opérateur de rotation d'un bâtiment.
Cet opérateur eetue une rotation d'angle α2 ∈]− π, π[ par rapport à un axe de référene. La
valeur α2 est hoisie de façon aléatoire, et l'axe de ette rotation est elui passant par le entre
de gravité des objets et orthogonal au plan 2D. Pour un objet bâtiment, le entre de gravité est
alulé à partir des sommets de l'emprise au sol et l'axe de référene est donné par l'orientation
prinipale équivalente à elle du té de plus grande longueur (f. gure 3.2). Pour un objet arbre,
ompte tenu des hypothèses de modélisation, et opérateur ne modie pas l'objet.
Q2 : E(C) → E(C)
{O1, ..., ONC} → {O˜1, ..., O˜NC}
où ∃1 ≤ i0 ≤ NC hoisi de façon aléatoire,
O˜i0 = r(α2)(Oi0 ), O˜i = Oi, i 6= i0.
Homothétie 2D d'un objet Q3
L'opérateur homothétie permet de modier la forme de l'objet de façon globale. On la dénit à
partir d'un fateur d'homothétie α3. Pour les objets bâtiments, elle onsiste à déplaer les sommets
des deux polygones dérivant la base et la surélévation à partir de leurs entres de gravité respetifs
par appliation du fateur d'éhelle α3. Pour un arbre, il sut de modier le rayon du disque en
onséquene.
Q3 : E(C) → E(C)
{O1, ..., ONC} → {O˜1, ..., O˜NC}
où ∃ 1 ≤ i0 ≤ NC hoisi de façon aléatoire,
O˜i0 = s(α3)(Oi0 ), O˜i = Oi, i 6= i0.
Déformation 2D d'un objet Q4
L'intérêt de l'opérateur Q4 est d'autoriser la déformation de façon plus élastique des objets.
Pour un objet arbre, et opérateur est équivalent, en termes de résultat, à l'opérateur Q3. On
s'intéresse don plus spéiquement aux objets de la lasse bâtiment : on applique à haun des
sommets du polygone de l'emprise au sol une translation élémentaire de façon diéreniée.
Q4 : E(C) → E(C)
{O1, ..., ONC} → {O˜1, ..., O˜NC}
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Fig. 3.3  Opérateur Q4 appliqué à un polygone vu de dessus.
où ∃ 1 ≤ i0 ≤ NC hoisi de façon aléatoire,
O˜i0 = ~t4(Oi0), O˜i = Oi, i 6= i0.
ave
~t4 un veteur de dimension égale à deux fois le nombre de sommets de l'emprise au sol et de
la surélévation de l'objet Oi0 .
Modiation de la troisième dimension Q5
Enn, le dernier opérateur onsidéré permet de modier la troisième dimension des objets en
proposant des objets de hauteur diérente à partir de la onguration ourante.
Q5(.) : E(C) → E(C)
{O1, ..., ONC} → {O˜1, ..., O˜NC}
où ∃ 1 ≤ i0 ≤ NC hoisi de façon aléatoire,
O˜i = Oi, i 6= i0 et O˜i0 est un objet de mêmes aratéristiques que Oi0 hormis sa hauteur.
La nouvelle hauteur de l'objet modié est obtenue par inrémentation d'une variation relative de
hauteur hoisie de façon aléatoire.
3.4.2 Algorithme de génération ontrlée
Les opérateurs de modiation d'une onguration de arte ont été dénis. Nous détaillons les
étapes de l'algorithme de génération ontrlée d'un éhantillon de artes, basé sur l'algorithme
MCMC. On obtient au nal l'algorithme 2 présenté en page 38.
3.4.3 Exemple
Nous reprenons l'exemple de la arte présentée à la gure 3.1. Nous onsidérons uniquement
les objets de la lasse bâtiment. Les relations de proximité géographique RG et d'alignements
R1a entre deux batiments sont prises en ompte dans le proessus de génération de artes. La
qualité géométrique est supposée homogène sur toute la arte et aratérisée par une préision de
loalisation des sommets de l'emprise au sol des bâtiments. Sur la gure 3.4, nous montrons les
résultats de l'appliation des relations RG et R
1
a pour un ensemble de paramètres sur la distane
et l'éart d'orientation entre deux bâtiments. Le seuil sur la distane est xé à 6 mètres et pour
l'orientation, on autorise un défaut d'alignement entre les plus grands axes des bâtiments de 5
degrés. La qualité d'une omposante de RG est toujours égale à 1 tant qu'il n'y a pas d'intersetion.
Pour une omposante d'orientation, la qualité est linéairement déroissante en fontion de l'éart
d'orientation entre 1 et 0.5 pour le seuil de 5 degrés. Les omposantes de R1a sont présentées
38 hapitre3
Algorithme 2 Génération ontrlée d'un éhantillon de artes.
Initialisation : Pour haune des relations R ∈ {RG, RF , R1a, R2a}, on détermine la valeur des
paramètres I¯R, D¯R et U¯R à partir de la arte disponible Cy en entrée du proessus. On xe les
valeurs des paramètres de dispersion σ2I,R, σ
2
U,R et σ
2
D,R. La onguration de arte à l'étape e = 0
est C0 = Cy.
Avant onvergene : supposons disponible une onguration de arte Ce à l'étape e. On modie
la onguration omme suit :
(1) Choisir l'opérateur Ql, 1 ≤ l ≤ 5 ave une probabilité pl telle que
∑5
l=1 pl = 1,
(2) générer des aratéristiques de l'opérateur Ql,
(3) hoisir un objet Oei0 de Ce de façon uniforme et appliquer l'opérateur Ql pour obtenir O˜ei0 . Il
est alors possible de déterminer la vraisemblane L(Cy |Ct \ {Oei0} ∪ {O˜ei0}),
(4) déterminer les interations entre les objets de la arte Ct\{Oei0}∪O˜ei0 et aluler les paramètres
I, D et U pour haque relation R et déterminer L(Ce{Oei0} ∪ O˜ti0) à partir du modèle de
l'équation (3.5),
(5) aluler le rapport de Metropolis-Hasting
r =
L(Ce \ {Oei0} ∪ O˜ei0 |Cy)
L(Ce|Cy) , (3.7)
(5) aepter le hangement d'état Ce+1 = Ce \ {Oei0} ∪ O˜ei0 ave une probabilité min(1, r), sinonCe+1 = Ce,
(6) ontinuer en (1).
Après onvergene : Enregistrement d'une séquene de P artes C1:P := {C1, · · · , CP } ave une
période de ∆P itérations.
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Fig. 3.4  Composantes des relations de proximité RG (bleu et rouge) et d'alignement R
1
a (bleu).
en ouleur rouge. Une omposante d'alignement néessite d'abord une relation de proximité. Les
omposantes de RG sont don représentées par l'ensemble des liens de ouleurs bleu et rouge.
Le tableau 3.1 ontient les valeurs des diérents paramètres de es deux relations pour la arte
donnée a priori. On peut noter que la diusion de R1a n'est pas maximale, ar l'objet numéro 6 n'a
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Relation R nV (R, C) nb relations intensité diusion qualité
RG 26 38 2.92 1 1
R1a 25 25 2 0.96 0.98
Tab. 3.1  Paramètres des relations pour la arte de la gure 3.4.
pas de voisin au sens de la dénition de ette relation. La baisse de qualité est due à la omposante
obtenue à partir des objets 13 et 14. Nous avons appliqué l'algorithme de génération de artes en
supposant une unique région de qualité homogène. Les niveaux d'inertitudes sur les paramètres des
relations sont fournis dans le tableau 3.2. L'inertitude de position sur les sommets des bâtiments
étant xés à σx = σy = 1 mètre pour l'évaluation de la vraisemblane. La ontrainte sur l'évolution
de la qualité des omposantes de la relation de proximité est plus sévère, pour limiter au maximum
les éventuelles intersetions. Sur la gure 3.5, nous avons traé une réalisation de la arte bruitée
Relation I¯R σI,R D¯R σD,Rdiusion U¯R σU,R
RG 2.92 0.29 1 0.1 1 0.01
R1a 2 0.2 0.96 0.096 0.98 0.1
Tab. 3.2  Niveaux d'inertitudes sur les paramètres des relations.
pour les paramètres de modélisation préédents sur la loi données à l'équation 3.6 après plusieurs
itérations de l'algorithme. Les opérateurs de proposition utilisés sont des translation homogènes,
des déformations obtenues par translation des sommets, des rotations et des homothéties. On peut
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Fig. 3.5  Réalisation bruitée de la arte et relations maintenues.
noter l'évolution du nombre de relations notamment d'alignements. Pour ette réalisation de arte,
les paramètres (IR, DR, UR) des relations sont respetivement (2.92, 1, 1) et (1.46, 0.58, 0.81) pour
la proximité géographique et l'alignement.
3.5 Dédution d'une arte multi-niveau pour la navigation
Pour les besoins des tâhes de navigation de systèmes robotisés, il est souvent néessaire de pou-
voir disposer d'une représentation de l'environnement à plusieurs niveaux. Nous montrons omment
40 hapitre3
il est possible de dénir une telle représentation à partir d'un éhantillon de artes C1:P générées
selon le proessus proposé dans la setion préédente. Le premier niveau de ette représentation
est métrique et omprend des entités pontuelles, qui seront exploitées dans des algorithmes de
loalisation, par orrélation ave des mesures aquises par des apteurs de pereption. Ces éléments
pontuels sont aratéristiques (angles de bâtiments par exemple...) et extraites à partir de règles
déduites des spéiités des appliations. Par exemple, pour des algorithmes de loalisation basés
sur l'extration de oins dans des images ou des sans laser, une règle possible est elle qui onsiste
à dénir des angles de bâtiments dont la valeur sera susamment grande pour limiter le taux de
fausses alarmes des algorithmes de détetion et failiter les appariements entre les mesures et la
arte embarquée. La représentation que nous déduirons est a fortiori inertaine et les inertitudes
sur les points retenus peuvent être dénies par une matrie de ovariane sur les oordonnées 3D.
Etant données les ontraintes imposées par la struture spatiale, il est possible d'avoir des modèles
d'inertitudes sur les points qui soient orrélées. Le seond niveau de la représentation est une
grille permettant d'apporter une information plus au moins inertaine sur l'oupation des lieux
par un objet artographique. Nous proposons de dérire ette grille d'oupation soit sous une
forme probabiliste, soit par des ensembles ous.
3.5.1 Une arte d'amers représentative de l'inertitude
On introduit l'opérateur T , qui, appliquer à une arte C omposée d'objets, permet d'extraire
une famille de points fl:=(xl, yl, zl), l = 1, · · · , Nh selon des règles prédénies. On note Ch la arte
ainsi obtenue. Cette arte prend la forme d'une arte dite moyenne C¯h = {fl}1≤l≤Nh à laquelle est
assoiée une matrie de ovariane Σ(Ch) de dimension 3Nh × 3Nh. Ces quantités sont déduites
des artes C1:P par les opérations
C¯h = 1
P
P∑
p=1
T (Cp) (3.8)
et
Σ(Ch) = 1
P
[T (Cp)− C¯][T (Cp)− C¯]∗. (3.9)
Ces éritures sont une forme ondensée pour désigner le alul des estimés du veteur moyen
et de la ovariane des nuages de points, générés par l'éhantillon de artes bruitées suivies de
l'appliation des ritères d'extration. Par la suite, on notera aussi C la arte moyenne C¯h et
Σ(Ch):=Σ(C) lorsqu'il n'y aura pas d'ambiguïté. On fera également l'hypothèse d'indépendane
entre les points fl et on supposera don que la matrie Σ(C) est diagonale par blos de taille 2× 2
orrespondant à la matrie de ovariane de l'erreur sur les oordonnées des projetions des points
fl au sol.
3.5.2 Une arte d'oupation inertaine pour les obstales
Nous avons montré dans les setions préédentes omment générer des artes métriques repré-
sentatives des inertitudes onnues sur une arte donnée. Cela nous a permis d'extraire une arte
de points ave une estimation de l'inertitude sur leurs positions. Nous allons maintenant dénir
une ouhe d'information supplémentaire à partir de l'éhantillon de artes qui peut se révéler utile
dans ertains problèmes de planiation de trajetoires. Elle onstituera, par exemple, une entrée
pour la dénition de fontionnelle de risque assoiée à la présene d'obstales. On présente deux
modes de représentation de ette ouhe qui est tient ompte de l'inertitude initiale de la arte
vetorielle. Tout d'abord, on onsidère une disrétisation de l'espae d'intérêt qui permet d'obtenir
une grille 3D G(i, j, k), 1 ≤ i ≤ Nx, 1 ≤ j ≤ Ny, 1 ≤ j ≤ Nk. On note cijk la ellule (on peut
également utiliser le terme voxel) d'indie (i, j, k) de té δx, δy, δz.
3.5.2.1 Une grille d'oupation probabiliste
Considérons C1:P , l'éhantillon de artes générées selon l'algorithme 2. A haque ellule cijk de
la grille on assoie une variable binaire m<i,j,k> dans {0, 1} telle que
Dédution d'une arte multi-niveau pour la navigation 41
m<i,j,k> =
{
1 si la ellule est oupée par un objet de la arte,
0 sinon.
(3.10)
Dans un adre probabiliste, on herhe à déterminer pour haque ellule la quantité P (m<i,j,k> =
1|C1:P ) ave la ontrainte
P (m<i,j,k> = 1|C1:P ) + P (m<i,j,k> = 0|C1:P ) = 1. (3.11)
On fait l'hypothèse d'indépendane entre les ellules de la grille et qu'il est possible d'obtenir
une estimation de ette probabilité par un simple omptage de l'évènement  l'intersetion de la
ellule ave au moins un objet des artes Cp est non vide . Considérons la quantité nijk, qui est le
nombre de artes de C1:P qui disposent d'objets dont l'intersetion ave la ellule cijk est non vide.
On en déduit
P (m<i,j,k> = 1|C1:P ) = nijk
P
(3.12)
et don
P (m<i,j,k> = 0|C1:P ) = P − nijk
P
. (3.13)
On peut exploiter une telle arte dans un algorithme de planiation en dénissant, par exemple,
une arte de zone interdite à éviter en séletionnant les ellules dont la probabilité d'oupation
est supérieure à un seuil xé.
3.5.2.2 Une représentation oue pour l'oupation
Dans ette setion, on dérit la démarhe permettant d'aboutir à une représentation oue de
l'oupation du sol par les objets de la arte. Comme pour la grille d'oupation probabiliste, elle
est déduite de l'analyse de l'intersetion des objets des artes C1 : P ave les ellules élémentaires
de la grille. On onsidère les ensembles des ellules vides et oupées omme des ensembles ous
inlus dans R3. On les note respetivement V et R. On leur assoie les fontions d'appartenane
µV et µR dénies respetivement de V et R à valeurs dans [0, 1]. Il nous faut don déterminer
pour haque ellule cijk les valeurs µR(cijk) et µV(cijk) qui expriment son degré d'appartenane à
l'ensemble des ellules oupées et vides. Notons µRp et µVp les fontions d'appartenane déduites
de l'observation de la arte Cp. Une façon de dénir es deux quantités est de onsidérer le taux
d'intersetion de la arte ave la ellule élémentaire. Ainsi, on alule
µRp(cijk) =
V olume(C<i,j,k> ∩ Cp)
V olume(C<i,j,k>)
(3.14)
où V olume(C<i,j,k> ∩ Cp) est le volume de l'intersetion entre le ube C<i,j,k> assoié à cijk et la
Cp. Par ailleurs, on pose aussi
µVp(cijk) = 1−
V olume(C<i,j,k> ∩ Cp)
V olume(C<i,j,k>)
. (3.15)
Cet opérateur est aussi utilisé dans [Fon06℄, mais dans une version en deux dimensions pour onver-
tir des données d'environnement d'une représentation artographique vetorielle à une représenta-
tion disrète sous forme de grille.
Pour déterminer µR(cijk) et µV(cijk), on utilise un opérateur d'union pour agréger les informations
élémentaires issues de haune des artes Cp
µR(cijk) = µ∪Pp=1Rp(cijk) (3.16)
et
µV(cijk) = µ∪Pp=1Vp(cijk). (3.17)
L'appliation de l'opération d'union peut être réalisée de façon itérative. Ainsi, pour p = 1, · · · , P−1
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µR1:p+1(cijk) = µR1:p∪Rp+1(cijk),
µV1:p+1(cijk) = µV1:p∪Vp+1(cijk).
(3.18)
Plusieurs opérateurs peuvent être onsidérés tels que l'opérateur max,
µA∪B(cijk) = max(µA(cijk), µB(cijk),
ou enore un opérateur de la lasse de Dombi ?? aratérisé par un paramètre η ∈ R+ et deni
pour deux ensembles ous E1 et E2 par la fontion d'appartenane
µB1∪B2(cijk) =
1
1 +
[(
1
µB1 (cijk)
− 1
)−η
−
(
1
µB2 (cijk)
− 1
)−η]− 1η . (3.19)
Le hoix de l'opérateur et de ses aratéristiques dépend de l'appliation et du omportement,
en termes de risque, que l'on souhaite adopter par rapport à l'impréision sur l'information arto-
graphique.
A partir des informations agrégées sur l'oupation des ellules fournies par les fontions d'appar-
tenane µR(.) et µV(.), il est possible de dénir plusieurs types d'information sur l'environnement
utilisables pour la navigation [HJ06℄, [OUV97℄. Ainsi, on peut dénir
• L'ensemble A = R∩ V des ellules ambigues (ontradition).
• L'ensemble I = R¯ ∩ V¯ des ellules indéterminées (oupées ou vides).
• L'ensemble S = V2 ∩ V¯ ∩ A¯ ∩ I¯, dit des ellules sans risque. L'indie deux dans l'opération sur
les ensembles, permet de mieux disriminer les ellules ave une valeur d'appartenane à V
basse de elles ave une valeur importante.
La grille oue des ellules à risque est alors donnée par U = S¯. En logique oue, l'opérateur
omplémentaire est dénie par µB¯(.) = 1 − µB(.). Pour l'opération d'intersetion, on dispose de
plusieurs possibilités, omme le min.
3.6 Conlusions du hapitre
Le résultat prinipal de e hapitre est la proposition d'une méthode permettant de générer de
façon ontrlée des exemplaires de arte représentatifs à la fois des inertitudes et de la struture
spatiale de la zone d'intérêt. La gure 3.6 présente les grandes étapes de e proessus. Notre dé-
marhe s'appuie sur la notion de proessus pontuel et utilise une méthode d'éhantillonnage basée
sur un algorithme de type Métropolis-Hasting et la mise en oeuvre d'opérateurs de proposition sur
les objets. Ce générateur de artes est alors exploité pour dénir une représentation à plusieurs
entrées plus adaptées à des appliations robotiques, omme la navigation ou la planiation ave
évitement d'obstales. Nous onsidérons dans la suite la problématique de navigation ou de loali-
sation globale d'un robot terrestre à partir d'une arte d'amers pontuels, mais inertaine, omme
elle qui a pu être déduite ii. L'un des enjeux des travaux qui suivent est d'analyser l'impat
de ette inertitude sur ette tâhe de navigation, et d'imaginer des méthodes de planiation de
trajetoires avant mission permettant d'en tenir ompte.
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Fig. 3.6  Synopsis du proessus de onstrution de représentations inertaines.
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Chapitre 4
Loalisation à partir d'une arte
d'amers
Dans les hapitres préédents, nous avons proposé une méthode permettant de générer des ins-
tanes probables de artes d'environnement tenant ompte d'une onnaissane a priori du bruit
aompagnant leur onstrution. De e proessus de génération, il a été possible de déduire une
représentation artographique à plusieurs niveaux, que nous proposons d'exploiter dans des tâhes
réalisées par un système dit robotisé. Nous nous intéressons essentiellement à l'utilisation de la
ouhe d'information onstituée d'éléments pontuels, les  amers , par un proessus de loa-
lisation, an d'obtenir une estimation de l'état ourant d'un mobile, sur la base de mesures de
distanes et d'angles relatives obtenues à partir d'un apteur embarqué.
4.1 Formalisation du problème de loalisation
Dans e paragraphe, on introduit le modèle de dynamique et d'observation retenus pour le pro-
blème de loalisation qui nous intéresse. Nous avons vu que la arte d'amers est le résultat d'une
étape de séletion, qui onsiste à extraire dans un modèle d'environnement, omposé d'objets 3D,
des éléments aratéristiques, selon des ritères en ohérene ave les apaités des apteurs de
mesures et des algorithmes de orrélation qui seront mis en oeuvre dans le proessus de loalisa-
tion. A titre d'exemple, pour des méthodes basées sur des tehniques de vision en environnement
intérieur, des oins ou des angles de bâtiments extraits d'images à partir d'opérateurs d'extration
de points aratéristiques (points de Harris, SIFT, SURF...) [Low04℄ seront utilement orrélés à
leur représentation dans la arte disponible a priori. Les diérents types de apteurs, ainsi que
les stratégies d'extration et de orrélation utilisables ne seront pas détaillés ii. On se plae à un
niveau où ette étape, qui orrespond à un axe de reherhe important de la vision par ordinateur
pour la robotique mobile ou les petits drones, est vue omme un pré-traitement pour les problé-
matiques étudiées dans e hapitre. Cependant, il faut noter que la nature et la performane de e
module de traitement inuenent fortement le hoix des tehniques de loalisation.
4.1.1 Dynamique du mobile
On onsidère un mobile dont l'état Xk se ompose de sa position dans le plan (xk, yk) dans
D ⊂ R2 et de son orientation θk ∈ (−π, π] dans un repère global Rg. Par ailleurs, on suppose qu'il
est possible de ontrler le déplaement du mobile à partir d'une loi de ommande uk
∆
= (vk, φk)
∗
où
vk ∈ Vk ⊂ R+ est la vitesse de déplaement sur l'intervalle temporel (tk, tk+1] et φk ∈ Φk ⊂ ]−π, π]
la variation d'angle appliquée à l'orientation à l'instant tk. L'état du mobile Xk
∆
= [xk yk θk]
∗
évolue
don selon l'équation
Xk+1 = fk (Xk, uk) (4.1)
où fk est une fontionnelle de R
2 × ]−π, π] à valeur dans R2 × ]−π, π] dénie par (f. gure 4.1)
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fk (Xk, uk) =

xk + vk cos(θk + φk)δtkyk + vk sin(θk + φk)δtk
θk + φk


(4.2)
ave δtk = tk+1 − tk. L'appliation de la ommande introduit à haque instant un bruit sur la
PSfrag replaements
xk
yk
xk+1
yk+1
θk
θk+1φk
vkδtk
Rg
Fig. 4.1  Evolution de l'état entre deux instants onséutifs.
position et l'orientation du système. Ce proessus de bruit noté ωk ∈ R3 est supposé additif et
modélise les inertitudes liées à l'appliation des ommandes ωukk et les limites de modélisation sur
la dynamique ωmk
ωk = ω
u
k + ω
m
k .
L'équation d'évolution omplète qui tient ompte de l'inertitude s'érit don
Xk+1 = fk (Xk, uk) + ωk. (4.3)
Il est possible d'adopter diérentes strutures pour le bruit ωk (k > 1) et elui de l'équation d'ob-
servation que nous présenterons plus loin. En eet, les veteurs de bruit peuvent avoir une struture
stohastique ou déterministe. Dans le seond as, la valeur du veteur est inonnue, mais on dispose
de la onnaissane d'une borne sur une norme donnée. Le hoix de la méthode d'estimation ou de
loalisation mise en oeuvre dépend de es hypothèses de modélisation. Pour les approhes probabi-
listes, on s'appuie sur les méthodes de ltrage Bayesien lassiques omme le ltre de Kalman et ses
dérivées ou les ltres de type partiulaires. Dans le adre ensembliste, on dispose également de plu-
sieurs méthodes qui dépendent essentiellement de la famille d'ensembles utilisés pour dénir l'espae
d'état possible pour le système. On distingue notamment les approhes ellipsoïdales, polygonales ou
enore des méthodes utilisant le alul par intervalles [JKDE01℄ [CGVZ98℄[PW94℄[DMJAM96℄. On
suppose également que la onnaissane sur l'état initial du système X0 est inertaine, 'est-à-dire
que
X0 = Xˆ0 + ω0 (4.4)
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ave ω0 adaptée en fontion de la struture du problème d'estimation onsidérée. Dans la suite
nous onsidérons uniquement des problèmes de loalisation à partir de modèles probabilistes.
Modèle d'inertitude probabiliste
Dans l'approhe probabiliste, on onsidère que les inertitudes sont modélisées par des proessus
de loi de probabilité. Nous supposerons pour notre modèle que les erreurs sont gaussiennes. Ainsi,
on suppose qu'à l'instant initial k = 0, le bruit du système ω0 est un proessus aléatoire gaussien
de veteur moyen nul sur R2× ]−π, π] et de matrie de ovariane Q0. L'estimation de l'état initial
Xˆ0 étant onnue, on a don
X0 ∼ N
(
Xˆ0, Q0
)
, Q0 ≻ 0 (4.5)
La matrie de ovariane P0 est de plus de forme diagonale
Q0 =

σ2x0 0 00 σ2y0 0
0 0 σ2θ0


ave σ2x0 = σ
2
y0 = σ
2
0 . (4.6)
La densité de probabilité de l'état à l'instant initial s'exprime don de la façon suivante :
p(X0) =
1√
(2π)3
√|Q0| exp−
1
2
(X0 − Xˆ0)∗Q−10 (X0 − Xˆ0)1−π<θ0≤π. (4.7)
où 1 est la fontion indiatrie. Les omposantes de l'état initial pouvant être déouplées, ette
densité s'érit enore sous la forme p(X0) = p(x0)p(y0)p(θ0| − π < θ0 ≤ π) ave
p(x0) =
1√
2πσ0
exp− (x0 − xˆ0)
2
2σ20
,
p(y0) =
1√
2πσ0
exp− (y0 − yˆ0)
2
2σ20
,
p(θ0| − π < θ0 ≤ π) = 1√
(2π)σθ0
1
Ga(π)−Ga(−π) exp−
(θ0 − θˆ0)2
2σ2θ0
. (4.8)
Ga(x) est l'évaluation au point x de la fontion de répartion de la densité gaussienne. La dernière
densité est tronquée pour tenir ompte de la restrition de l'orientation à l'intervalle ]−π, π].
A haque instant k > 1, le bruit de dynamique est également un proessus gaussien ave deux
omposantes indépendantes
ωk ∼ N (O3×1, Qk) , Qk ≻ 0
ave Qk = Q
u
k +Q
m
k . Q
u
k est la matrie de ovariane du proessus traduisant l'inertitude sur la
onnaissane des ommandes appliquées. Elle est donnée par la relation (f. annexe A)
Quk = G(θk, uk)Cu G(θk, uk)
∗
(4.9)
où Cu est la matrie de ovariane sur le bruit assoié aux omposantes de la ommande
Cu =
(
σ2v 0
0 σ2φ
)
et G(θk, uk) =

cos(θk + φk)δtk −vk sin(θk + φk)δtksin(θk + φk)δtk vk cos(θk + φk)δtk
0 1

 .
σ2v et σ
2
φ sont respetivement la variane sur la vitesse de déplaement et la variane sur la variation
d'orientation à haque instant. On peut enore adopter l'ériture (f. annexe A)
Quk =
(
Qxyk σφbkCθk
σφbkC
∗
θk
σ2φ
)
.
ave
Qxyk = Rθk+φkDiag
(
δt2kσ
2
vk , δt
2
kvk
2σ2φk
)R∗θk+φk , (4.10)
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Rα étant la matrie de rotation d'angle α. Le veteur Cθk ∈ R2 est un veteur unitaire qui dépend
de l'orientation θk et de la omposante de la ommande φk
Cθk = δtk
(− sin(θk + φk) cos(θk + φk))∗ = (−sθk+φk cθk+φk)∗ ,
ave les notations suivantes :
ak = σvδtk et bk = vkσφδtk.
La seonde omposante de l'erreur de prédition a pour ma matrie de ovariane
Qmk =

σ2x 0 00 σ2y 0
0 0 σ2θ

 δt2k ave σ2x = σ2y = σ2. (4.11)
On peut en déduire l'expression de la densité de probabilité assoiée à la prédition p(Xk+1|Xk, uk)
p(Xk+1|Xk, uk) = 1√
(2π)3
√|Qk|
exp
{
−1
2
(Xk+1 − f(Xk, uk))∗Q−1k (Xk+1 − f(Xk, uk))
}
1−π<θk+1≤π.
(4.12)
4.1.2 Equation d'observation
Le système dispose de moyens apteurs permettant d'aquérir des mesures provenant des objets
détetés dans l'environnement. Des modules de traitements permettent de les assoier aux amers
représentés dans la arte disponible. Ce proessus d'assoiation ou de orrélation peut être plus
ou moins omplexe et able. En eet, de fausses détetions ou de mauvaises assoiations peuvent
apparaître en fontion des aratéristiques des apteurs ou de la onguration de l'environnement.
Soit C la arte embarquée ontenant l'ensemble des amers disponibles pour la loalisation
C = {fi} , i ∈ 1, · · · , nC (4.13)
En fontion des aratéristiques du apteur et des modules de traitements (hamps de vision,
apaité de détetion, qualité d'appariement...), seul un sous-ensemble des amers de C est exploité
à un instant tk. Par onséquent, on introduit l'opérateur suivant :
δik =
{
1 si fi intervient dans le proessus de loalisation à tk,
0 sinon
et on note Ck ∆=
{
fi1 , . . . , fimk
}
, la sous-arte omposées des mk amers utilisés dans le proessus
d'estimation. A haun de es amers orrespond un veteur de mesures élémentaires zkil qui orres-
pondent dans le as le plus général à des mesures bruitées de la distane et de l'angle relatif entre
le mobile dans l'état Xk et l'amer fil . Le veteur global de mesures zt =
[
zki1 , . . . , z
k
imk
]∗
est alors
obtenu par onaténation des mesures élémentaires. Pour tout l ∈ {1, · · · ,mk}, zkil vérie don
zkil =
{
d(Xk, fil) + ν
l
d,k
ϕ(Xk, fil) + ν
l
ϕ,k
(4.14)
où
d(Xk, fil) =
√
(xk − xil )2 + (yk − yil)2,
ϕ(Xk, fil) = arctan2
(
yil − yk
xil − xk
)
− θk.
Par la suite, on adoptera la notation suivante :
zkil :=
(
dilk
ϕilk
)
= H(Xk, fil) + ν
l
k.
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Fig. 4.2  Proessus de mesures.
L'équation d'observation omplète est obtenue par onaténation des équations d'observations
relatives à haque amer élémentaire observé
zk = H(Xk, Ck) + νk (4.15)
ave
H(Xk) =
[
H(Xk, fi1), · · · , H(Xk, fimk )
]∗
(4.16)
νk =
[
ν1k, · · · , νntkk
]∗
.
On onsidère aussi deux types de modélisation pour l'inertitude sur les mesures en fontion des
hypothèses sur le veteur d'inertitude.
Modèle probabiliste des erreurs de mesure
Dans le adre probabiliste, le veteur de bruit pour haque mesure élémentaire νlk
∆
=
[
νld,k ν
l
ϕ,k
]∗
est supposé gaussien et entré de matrie de ovariane
Rk,l =
[
fd(Xk, fl) 0
0 fϕ(Xk, fl)
]
.
Les fontions fd(Xk, fl) et f
d(Xk, fl) sont utilisées pour exprimer la dépendane éventuelle des in-
ertitudes du apteur en fontion de la position relative entre le apteur et l'amer. Leur formulation
sera dépendante des aratéristiques des moyens apteurs disponibles, mais aussi des algorithmes
de traitement utilisés pour l'extration des primitives des données brutes fournies par es apteurs
et pour l'étape d'appariement des amers à es primitives. On onsidère trois modèles d'inertitude
sur les mesures de distanes. Le premier modèle est supposé indépendant de l'état du système et des
amers lors de l'aquisition des mesures. Le seond fait intervenir la distane du veteur formé par
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la position du mobile lors de l'aquisition et la position de l'amer. Enn, le troisième modèle tient
ompte également de l'argument de e veteur. Ces modèles sont aratéristiques du omportement
de l'erreur de mesure de apteurs de type 3D [MG82℄.
(M0) f
d(Xk, fl) = σ
2
d (4.17)
(M1) f
d(Xk, fl) = σ
2
d d (Xk, fl)
2γ , γ ≥ 1
(M2) f
d(Xk, fl) = σ
2
d
d2 (Xk, fl)
ϕ(Xk, fl)
,
4.2 Résolution du problème de loalisation selon l'approhe
probabiliste
Le problème de loalisation à partir d'une arte d'amers disponible a priori et sur la base de
mesures de distanes et/ou d'angles est un problème de pistage (ou traking), non linéaire. On
parle de pistage ar on suppose disponible une estimation de l'état initial du mobile. En fontion
de la nature du problème et de l'approhe retenue, ette phase d'initialisation du ltre de pistage
peut se révéler relativement omplexe [BLC04℄ [Bai03℄.
L'obtention d'une estimation du problème de ltrage bayésien néessite de propager à haque
instant une desription de la densité de probabilité de la trajetoire X0:k de l'instant initial à
l'instant k, sahant les mesures aumulées z1:k:= {z1, · · · , zk}. Cette loi est la loi a posteriori de la
trajetoire sahant les mesures et sera notée p(X0:k|z1:k). Dans le adre du ltrage, nous sommes
davantage intéressés par l'estimation de l'état ourant et don par la loi marginale p(Xk|z1:k).
Cependant, ette densité n'est en général pas aratérisable à partir d'un nombre ni de paramètres.
De fait, le but est d'obtenir une approximation susamment préise pour les besoins de l'appliation
onsidérée. Nous présentons ii les prinipales méthodes utilisées lassiquement pour le ltrage en
pratique.
4.2.1 Algorithme de Kalman et EKF
Comme tout problème de ltrage, l'approhe la plus simple pour résoudre le problème de
loalisation onsiste à se plaer dans un adre permettant de mettre en oeuvre un algorithme
de fusion lassique de type Kalman, ou sa forme duale, le ltre d'information. L'algorithme de
Kalman [BS95℄ est une méthode d'estimation réursive adaptée lorsque les modèles des proessus
sont linéaires et les modèles d'inertitudes gaussiens. Sous es hypothèses, les lois de probabilité
sous-jaentes sont des densités gaussiennes et il sut d'estimer les deux premiers moments (veteur
moyen et matrie de ovariane) pour omplètement les dénir. Les équations du ltre de Kalman
permettent de déterminer de façon itérative es deux moments. Cependant, omme nous l'avons
montré dans les setions préédentes, notre problème est fortement non-linéaire, e qui impose de
passer par une étape préalable de linéarisation, et de onsidérer le ltre de Kalman sous sa forme
étendue (Extended Kalman Filter). L'EKF propose une linéarisation au premier ordre des équations
de prédition et d'observation autour de l'estimateur de la moyenne. L'algorithme 3 présente les
grandes étapes du proessus de loalisation par une approhe de type EKF.
Pour les modèles de dynamique et d'observation de notre système que nous avons introduits
dans la setion préédente, les expressions des approximations linéaires sont les suivantes :
Fk =

1 0 −vk sin(θˆk|k + φk)δtk0 1 vk cos(θˆk|k + φk)δtk
0 0 1

 . (4.18)
La matrie de ovariane Qk est aussi dépendante de l'orientation et de la ommande appliquée.
Elle est approximée à l'étape k en utilisant l'équation (4.9) par
Qk = G(θˆk|k, uk)Cu G(θˆk|k, uk)
∗ +Qmk .
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Algorithme 3 Algorithme EKF pour la loalisation
• Initialisation : Xˆ0|0 = Xˆ0, P0|0 = P0 onnus ou estimés à partir d'une stratégie d'initialisation.
Pour k ≥ 0, on suppose disponible à l'instant k les estimées de l'état moyen Xˆk|k et de la matrie
de ovariane Pk|k. On applique au système la ommande uk,
• Prédition :
Fk = ∇Xkfk(Xk, uk)|Xˆk|k
Xˆk+1|k = fk
(
Xˆk|k, uk
)
Pk+1|k = FkPk|kF
∗
k +Qk
• Corretion : à partir des mesures reçues zk+1
Hk+1 = ∇Xk+1H(Xk+1, C)|Xˆk+1|k
Kk+1 = Pk+1|kH∗k+1(Hk+1Pk+1|kH
∗
k +Rk+1)
−1
Xˆk+1|k+1 = Xˆk+|k +Kk+1
(
zk+1 −H(Xˆk+1|k, C)
)
Pk+1|k+1 = (I3 −Kk+1Hk+1)Pk|k−1
Pour haune des mesures élémentaires zk+1il reçues et assoiées à l'amer fil , le alul de la matrie
Hk+1 est déduit des blos
Hilk+1 =

−
(xˆk+1|k−xil )
ρˆ
k+1|k
il
− (yˆk+1|k−yil )
ρˆ
k+1|k
il
0
(yˆk+1|k−yil )
(ρˆ
k+1|k
il
)2
− (xˆk+1|k−xil )
(ρˆ
k+1|k
il
)2
−1

 .
ρˆ
k+1|k
il
est la distane entre l'amer et l'état prédit du mobile. Il est possible d'adopter une autre
formulation faisant intervenir l'argument, dans la repère Rg, du veteur formé par le mobile dans
sa position prédite (f. gure 4.3).
Hilk+1 =

cos(βˆk+1il ) sin(βˆk+1il ) 0sin(βˆk+1il )
ρˆ
k+1|k
il
− cos(βˆk+1il )
ρˆ
k+1|k
il
−1

 . (4.19)
et don Hk+1 =
(
Hilk+1 · · · H
imk
k+1
)∗
.
L'étape de orretion dépend de la matrie de ovariane sur les mesures Rk+1. Nous avons
supposé trois types de modélisations, (Mi), i = 0, 1, 2, pour la variane sur la distane, données
par l' équation (4.17). La matrie Pk+1 est diagonale ave des varianes sur la distane estimée
à partir des mesures de distanes et d'angles reçues. L'approhe EKF est fréquemment utilisée
pour les problèmes de loalisation en robotique, tant pour la loalisation en environnement onnu
que dans des algorithmes de loalisation et de artographie simultanée et e indépendamment
des apteurs d'aquisition des informations sur le mobile (odométrie, entrale inertielle...) ou des
mesures (vision, laser...).
4.2.2 L'approhe UKF (Unsented Kalman Filter)
La loalisation exploitant le ltre de Kalman étendu néessite de vérier la validité de l'ap-
proximation au premier ordre des appliations des équations de prédition et d'observation, ainsi
que le aratère gaussien des lois de probabilité. Cette hypothèse peut s'avérer trop forte dans
ertaines situations. L'approhe basée sur l'UKF permet une approximation des moments 1 et 2
sans passer par une linéarisation des équations. L'idée sous-jaente onsiste à dire qu'il est plus
faile d'approximer une densité de probabilité qu'une appliation non-linéaire. Elle s'appuie sur
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une famille de points pondérés de l'espae d'état, les sigma-points, qui permettent de représenter la
densité et ses aratéristiques prinipales. Ces points et leurs poids respetifs sont hoisis selon une
démarhe déterministe de façon à traduire ertaines propriétés (symétrie...) de la loi reherhée.
Le proessus d'estimation dans le adre dynamique onsiste alors à propager es sigma-points, à
déterminer leurs poids et à onstruire les estimations des moments de la densité a posteriori de
l'état à partir de et éhantillon pondéré.
La transformée unsented (inodore)
Soit X un veteur de paramètres propabiliste de dimension nx pour lequel on dispose de la onnais-
sane du veteur moyen Xˆ et de la matrie de ovariane Px. Supposons dénie une famille de p
sigma-points
{
X(l),W (l)
}
0≤l≤p de moyenne Xˆ et de matrie de ovariane Px. Considérons le pro-
blème d'estimation du veteur aléatoire Y de taille ny déduit de X par une appliation non-linéaire
g de Rnx dans Rny . On obtient une approximation de Yˆ et Py en suivant les étapes suivantes [JU04℄ :
1. Transfert de haque sigma-point via la fontion non-linéaire
Y (l) = g(X(l)), 0 ≤ l ≤ p ave
p∑
l=0
W (l) = 1;
2. estimation des moments
Yˆ =
p∑
l=0
W (l)Y (l) et Σy =
p∑
l=0
W (l)
(
Yˆ − Y (l)
)(
Yˆ − Y (l)
)∗
.
En fontion du problème et de la onnaissane disponible sur la densité du proessus aléatoire,
l'objetif est de déterminer la famille de sigma-points la plus adaptée. Une famille relativement
simple permettant de dérire le ontour de l'ellipsoïde assoié à Px et pour des densités symétriques
a été proposée dans [JU04℄. Elle se ompose de 2nx + 1 points tels que
X(0) = Xˆ
X(l) = Xˆ + γ
(√
Σx
)
l
l = 1, · · · , nx
X(l) = Xˆ − γ
(√
Σx
)
2nx+1−l
l = nx + 1, · · · , 2nx + 1
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ave γ =
√
nx et
(√
Px
)
l
, est le veteur ligne en position l de la matrie raine arrée de la
matrie de ovariane Px. En pratique ette matrie est obtenue à partir d'une déomposition de
Cholesky. Plusieurs familles ont été proposées pour prendre en ompte des partiularités de la
densité à estimer et réduire l'erreur d'approximation [JU02℄ [JU04℄. Elles onsidèrent des poids
diérents W
(l)
m et W
(l)
c pour les moments d'ordre 1 et d'ordre 2. La famille de paramètres suivante
est proposée dans [JU02℄ pour tenir ompte notamment de variation d'éhelle au niveau de la loi.
W (0)m = λ/((nx + λ), W
(0)
c =W
(0)
m + (1− α2 + β) (4.20)
W (l) = 1/{2(nx + λ)} l = 1, · · · , nx
W (l) = 1/{2(Nx + λ)} l = nx + 1, · · · , 2nx
ave γ =
√
nx + λ. α, λ = α
2(nx+κ)−nx et β des paramètres permettant d'imposer une struture
à la densité Px. Pour les densités gaussiennes, on hoisit en général κ = nx − 3. Le paramètre β
peut être ajusté pour réduire les erreurs d'ordre supérieure à 3. Dans [JU03℄, il est montré que le
nombre minimal possible de points permettant une approximation des moments 1 et 2 est égal à
nx + 1.
Implémentation.
L'implémentation générique de la version du ltre exploitant la transformée unsented onstruit
d'abord un état augmenté à partir de l'état du système et des veteurs de bruits des équations
de prédition et d'observation. Les équations du système pour et état de plus grande dimenseion
sont adaptées en onséquene. Pour la modélisation que nous avons retenue, l'état augmenté Xak
est de dimension 3 + 3 + 2×mk où mk ≤ nC est le nombre de mesures à l'instant k. Le hamp de
pereption étant limité, la taille du veteur de mesures varie au ours du temps et, par onséquent,
la dimension deXak également. L'algorithme UKF pour notre problème est omposé des algorithmes
4 présenté en page 54 et 5 présenté en page 55. L'implémentation présentée ii est relativement
générique et doit être adaptée aux modèles de prédition et de mesure. Ainsi, dans le as de bruits
additifs, le passage par le veteur augmenté n'est pas pas forément justié.
La setion suivante présente, les méthodes à base de partiules, également dénies à partir d'un
éhantillon de points de l'espae d'état pour l'estimation de la densité a posteriori.
4.2.3 Filtrage partiulaire
Le ltrage partiulaire est une approhe de type Monte-Carlo. L'idée onsiste à approher
diretement la loi a posteriori p(x0:k|z1:k) ou tout estimateur El(x0:k|z1:k) par un éhantillonnage
adapté de l'espae d'état. Contrairement aux approhes de type Kalman, on ne fait pas d'hypothèse
sur la densité et on ne se restreint pas aux deux premiers moments. Par dénition
E{l(x0:k|z1:k)} =
∫
l(x0:k|z1:k)p(x0:k|z1:k)dx0:k.
Cette intégrale ne peut être approhée diretement par Monte-Carlo, ar la densité p(x0:k|z1:k)
est en pratique inonnue. Une solution onsiste à proéder via une distribution intermédiaire, dite
densité d'importane π(x0:k|z1:k). Pour être aeptable, une telle distribution doit  dominer1  la
loi p(x0:k|z1:k) et permettre de générer failement des éhantillons. Dans e as, on se ramène au
alul de l'intégrale équivalente
E{l(x0:k|z1:k)} =
∫
l(x0:k|z1:k) p(x0:k|z1:k)
π(x0:k|z1:k)︸ ︷︷ ︸
wk
π(x0:k|z1:k)dx0:k.
qu'il est alors possible d'approximer à partir d'un éhantillon de tailleN représentatif de π(x0:k|z1:k)
E{l(x0:k|z1:k)} ≈
N∑
i=1
wik l(x
i
0:k) (4.28)
1
soient f et g deux densités d'une variable x, f domine g si f(x) ≥ g(x) presque partout sur le support de x.
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Algorithme 4 Algorithme UKF pour la loalisation (partie 1)
• Initialisation : Xˆ0|0 = Xˆ0, P0|0 = P0 onnus ou estimés à partir d'une stratégie d'initialisation.
Pour k ≥ 1, on suppose disponibles à l'instant k les estimées Xˆk|k, Pk|k et les ommandes à
appliquer uk. On a également le veteur de mesures zk+1 de dimension 2 ×mk+1. La matrie de
ovariane Rk+1 du bruit d'observation est diagonale par blos et onstruite à partir des matries
de ovariane de taille 2× 2 des mesures élémentaires assoiées aux mk+1 amers exploitables. Ces
matries peuvent dépendre des mesures de distanes selon le modèle (Mi), i = 0, 1, 2 retenu.
• Etat augmenté et ovariane assoiée :
Xˆak =
(
Xˆ∗k|k O1×3 O1×2nk
)∗
P ak = Diag
(
Pk|k, Qk, Rk+1
) (4.21)
• Génération des sigma-points :
En utilisant une ériture ondensée pour les Nsp = 2 (3+ 3+2nk)+ 1 sigma-points représen-
tatifs de l'état à l'instant k, de l'inertitude de prédition et d'observation. la olonne l de la
matrie suivante orrespond au sigma-point Xˆa,lk pour l'état augmenté :
Xˆak =
(
Xˆak Xˆ
a
k + γ
√
P ak Xˆ
a
k − γ
√
P ak
)
. (4.22)
Les poids assoiés sont fournis par la méthode d'approximation retenue.
• Prédition à partir des sigma-points
X
(l)
k+1 = fk(Xˆ
a,l
k , uk), , l = 0, · · · , Nsp (4.23)
En pratique, on applique fk(., uk) aux omposantes du sigma-point assoiées à l'état du
système et au bruit de prédition. On obtient don un état moyen et une ovariane prédits
Xˆk+1|k =
Nsp∑
l=1
W (l)m X
(l)
k+1
PXk+1|k =
Nsp∑
l=1
W (l)c (X
(l)
k+1 − Xˆk+1|k)(X(l)k+1 − Xˆk+1|k)∗
(4.24)
où wik =
p(xi0:k|z1:k)
π(xi0:k|z1:k)
. Dans la littérature, les veteurs xi0:k sont appelés partiules et w
i
k est le poids
assoié à l'instant k. Cette ériture, bien que ne faisant plus apparaître la loi inonnue, ne règle
pour autant pas le problème d'estimation, ar elle intervient enore dans le alul des poids. Il
onvient don de hoisir une densité d'importane permettant de ontourner ette diulté. Il
sut de respeter la ondition
π(x0:k|z1:k) = π(xk|x0:k−1, z1:k)π(x0:k−1|z1:k−1). (4.29)
On peut alors montrer [DDFG01℄ la relation permettant de déterminer de façon réursive les poids
wik ∝
p(zk|xik)p(xik|xik−1)
π(xik|xi0:k−1, z1:k)
wik−1. (4.30)
Cette relation est valable lorsque le proessus (xk)k∈N est markovien. Elle fait intervenir la densité
π(xik|xi0:k−1, z1:k), qu'il est néessaire de préiser. Des éléments sont fournis dans [DDFG01℄ sur le
hoix de ette densité de proposition. Dans le as le plus simple, il onvient de prendre la densité
assoiée de l'équation de prédition p(xk|xk−1). Le ltre ainsi obtenu est le ltre Bootstrap proposé
par [GSS93℄.
L'algorithme de ltrage partiulaire omprend au nal trois étapes :
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Algorithme 5 Algorithme UKF pour la loalisation (partie 2)
• Prédition des mesures à partir des sigma -points. L'appliation Hk+1(., C) est alors
appliquée aux veteurs X
(l)
k+1 auquels on ajoute les omposantes de X
a,l
k orrespondant aux
bruits sur zk
z
(l)
k+1 = H(X
a,l
k+1, C), , l = 0, · · · , Nsp (4.25)
On obtient don un veteur de mesures prédit et les matries de ovariane
zˆk+1|k =
Nsp∑
l=1
W (l)m z
(l)
k+1
Sk+1 =
Nsp∑
l=1
W (l)c (z
(l)
k+1 − zˆk+1|k)(z(l)k+1 − zˆk+1|k)∗
P z,Xk+1 =
Nsp∑
l=1
W (l)c (X
(l)
k+1 − Xˆk+1|k)(z(l)k+1 − zˆk+1|k)∗
(4.26)
• Corretion :
Kk+1 = P
z,X
k+1 S
−1
k+1
Xk+1|k+1 = Xk+1|k +Kk+1
(
zk+1 − zˆk+1|k
)
Pk+1|k+1 = Pk+1|k −Kk+1Sk+1K∗k+1
(4.27)
1. une étape de diusion des partiules équivalente à l'étape lassique de prédition,
2. une étape de mise à jour des poids assoiés aux partiules équivalente à l'étape de orretion,
3. une étape de rééhantillonnage, davantage tehnique, an de garantir que les partiules soient
susamment représentatives de la loi sous-jaente et éviter la divergene de l'algorithme.
La dernière est une étape essentiellement tehnique qui vise à réduire le phénomène de dégéné-
resene des partiules que l'on observe en pratique. Cette dégénéresene orrespond à un ap-
pauvrissement de l'éhantillon de partiules, qui se traduit par une forte disparité des valeurs
des poids, et par onséquent amène à un nombre réduit de partiules partiipant réellement au
proessus d'estimation de la densité. Diérents ritères (variane ou entropie des poids) ont été
proposés dans la littérature pour mesurer le niveau de dégénéresene et permettent de proéder
à un rééhantillonnage de façon adaptative. Plusieurs travaux ont été menés pour améliorer les
performanes du ltre partiulaire en termes de rédution du nombre de partiules et de rédution
de la dégénéresene. On peut iter les tehniques de régularisation [Oud00℄ ou enore de déompo-
sition intelligente de l'état lorsque ela est possible (ltre partiulaire rao-blakwellisé ou équivalent
)[MTKW03℄[Dah07℄. Dans le domaine de la robotique, les travaux de [TBF05℄ sont une référene
pour les tehniques de loalisation et artographie simultanée, basées sur des approhes partiu-
laires. Nous dérivons dans l'algorithme 6 présenté en page 56 l'appliation du ltrage partiulaire
dans sa formulation la plus simple à notre problème de loalisation par amers en prenant omme
densité d'importane la densité de prédition.
4.2.4 La problématique d'assoiation mesures/amers
Dans les approhes algorithmiques pour la résolution du problème de loalisation à partir d'une
arte d'amers que nous avons introduites dans les paragraphes préédents, nous avons supposé que
l'assoiation des mesures aux amers est onnue à haque instant tk. La résolution du problème
d'assoiation, qui onsiste à identier pour haque mesure reçue, l'amer qui en est la ause, est une
étape souvent ruiale dans le proessus de ltrage. La performane de l'étape de orretion est
diretement aetée par l'eaité des méthodes employées. En fait, l'assoiation est un problème
de déision qui peut être résolu en s'appuyant sur une phase d'optimisation, en général oûteuse
en temps alul. De nombreux travaux se sont intéressés à la performane de ette phase qui,
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Algorithme 6 Algorithme de loalisation exploitant l'approhe partiulaire
• Initialisation : On se donne N partiules X i0, i = 1, · · · , N obtenues par éhantillonnage de la
densité assoiée à l'état initial p(X0) et les poids w
i
0 = 1/N, i = 1, · · · , N .
Pour k ≥ 1, on suppose disponibles à l'instant k, les partiules pondérées (X ik, wik) i = 1, · · · , N
permettant d'approximer p(Xk|z1:k) et la ommande uk. Un estimateur de l'état onstruit à partir
de es point est noté Xˆk|k.
• Prédition : On onsidère la densité donnée à l'équation (4.12) en utilisant la matrie de
ovariane en utilisant l'estimateur
Qk = G(θˆk|k, uk)Cu G(θˆk|k, uk)
∗ +Qmk .
X ik+1 ∼ p(Xk+1|X ik), i = 1, · · · , N (4.31)
• Corretion : à partir des mesures reçues zk+1, on déduit d'abord une approximation de Rk+1,
puis on eetue
 une mise à jour des poids
w˜ik+1 ∝ p(zk+1|X ik+1)wik, i = 1, · · · , N (4.32)
 une normalisation
wik+1 =
w˜ik+1∑N
j=1 w˜
j
k+1
, i = 1, · · · , N (4.33)
• Estimation Monte Carlo :
p(Xk+1|z1:k+1) ≈
N∑
i=1
wikδXk+1=Xik+1
E{l(Xk+1)|z1:k+1} =
N∑
i=1
l(X ik+1)w
i
k+1
(4.34)
• Adaptation des poids (rédution de la dégénéresene) :
 Evaluation de Neff =
NP
N
i=1(w
i
k
)2
 si Neff < Ns, Ns étant un seuil xé, on eetue un tirage ave remise des X˜
i
k+1, i =
1, · · · , N parmi (X ik+1)i=1,··· ,N selon les poids (wik+1)i=1,··· ,N et wik+1 = 1/N , puis X ik+1 =
X˜ ik+1
bien que la mise en oeuvre pratique soit propre à haque appliation, s'appuyent sur une base de
tehniques ommunes. Ces tehniques ont d'ailleurs diretement inspirées le nom de ltres d'es-
timation bien onnus omme le JPDAF, PDAF, PMHT [Dez03℄. A noter, les travaux de [Bav05℄
qui présente une analyse ne des performanes des assoiations de type plots-plots ou plots-pistes
pour des problèmes de pistage multi-ibles pour diérents modèles de trajetographie. Certaines
approhes réentes pour l'assoiation, omme le SD-assignment [DPBS97℄ visent à améliorer la
robustesse, en onsidérant une assoiation sur plusieurs pas de temps. Dans le ontexte de la loa-
lisation d'un mobile à partir d'une arte d'amers, la reherhe de la meilleure (ou des meilleures)
assoiation(s) est un problème d'optimisation qui s'appuie sur des ritères (géométriques, séman-
tiques...) et ontraintes spéiques à la nature des amers et aussi du apteur d'aquisition des
mesures (améra, laser..)[TBF05℄[CT05℄.
4.3 Conlusions du hapitre
Ce hapitre a permis de poser les bases du problème de loalisation à partir d'une arte d'amers
disponible. La présentation du problème a été relativement générique. Nous avons onsidéré un
modèle d'évolution du système qui tient ompte d'erreurs sur les ommandes appliquées à haque
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instant et sur la préision du modèle de dynamique. De même, plusieurs hypothèses sur la struture
du bruit des mesures ont été faites. Nous verrons dans les hapitres qui suivent que bien que simple,
la dérivation d'une mesure de performanes a priori du proessus de loalisation néessitera, néan-
moins, des développements relativement importants. Nous montrerons également qu'il est possible
de mener susamment loin les aluls théoriques pour analyser les impats des soures d'erreurs
dues au modèle et à la artographie.
Sur le plan de la résolution du problème de ltrage, nous avons présenté les approhes lassiques
du domaine appliquées au problème qui nous onerne : L'EKF, l'UKF et les méthodes partiu-
laires. Dans le adre de la robotique mobile, et plus généralement des systèmes autonomes, on
porte atuellement davantage d'intérêt aux problématiques de loalisation, mais à partir d'une
arte onstruite simultanément (SLAM). L'état du système inlut don à la fois l'état du mobile,
mais aussi l'état de la arte. Dans e adre, les implémentations sont aussi nombreuses que les
ongurations systèmes, apteurs et modèles de représentation artographique possibles.
Partant de ette formulation du problème de loalisation, nous abordons par la suite la probléma-
tique de la mesure de sa performane a priori, au travers d'une borne sur l'erreur d'estimation.
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Chapitre 5
Mesures de performane pour le
proessus de loalisation probabiliste
Dans le hapitre 5, nous nous attahons à dénir une mesure de performane du proessus de
loalisation à partir d'une arte onstituée d'amers, supposés pontuels, dans un adre probabiliste.
Cette mesure vise à analyser le  niveau de préision  atteignable pour le problème de ltrage
ou d'estimation probabiliste sous-jaent au proessus de loalisation basé sur les hypothèses de
modélisation introduites dans les setions préédentes. Les métriques que nous proposerons s'ap-
puient sur la Borne de Cramèr-Rao a posteriori ou Bayésienne (BCRB)[VT68℄ pour un système
dynamique disret. Nous détaillons le alul de es grandeurs pour le problème d'estimation à par-
tir de mesures de distanes et d'angles qui nous intéressent en utilisant les résultats des travaux
de Tihavsky et al. [TMN98℄. Nous ferons également dans e hapitre l'hypothèse que la arte
d'environnement embarquée est parfaite en termes de qualité géométrique.
5.1 Mesures de performane pour l'estimation
Dans le adre d'un proessus d'estimation, l'objetif est d'obtenir une estimée de l'état d'un
système à partir de mesures. La performane de la méthode employée peut être évaluée en onsi-
dérant l'erreur d'estimation. En pratique, l'état réel du système n'étant pas onnu, aéder à une
mesure de l'erreur d'estimation est impossible. D'un point de vue théorique, on peut au mieux
aéder à une quantité qui  minore  (on parlera de borne,) ette erreur. Il existe plusieurs bornes
qui peuvent être utilisées pour l'estimation à partir de mesures aléatoires. Néanmoins, en fon-
tion des hypothèses sur le proessus (linéarité, régularité, propriétés du proessus de bruit), il est
souvent diile, voire impossible, d'obtenir une expression analytique. La borne de Cramèr-Rao
(BCR) pour l'estimation d'un veteur de paramètres déterministe et sa version Bayesienne (BCRB)
dans le as aléatoire sont les plus utilisées dans la littérature ar souvent plus simple à détermi-
ner. Pour l'estimation de l'état dont l'évolution temporelle est régie par un système dynamique
disret, on montre qu'il est possible d'évaluer de façon réursive la BCRB pour l'état à haque
instant. Si la borne de Cramèr-Rao est la plus usitée, d'autres bornes minorant l'erreur quadra-
tique moyenne (EQM) sont utilisables et plus adaptées à des systèmes ayant des aratéristiques
partiulières. Ainsi, on trouve également les bornes de Battaharyya, Bobrovsky-Zakai et Weiss-
Weinstein [RN05℄. Par exemple, on peut iter les travaux [Rap05℄ sur l'appliation de la borne
de Weiss-Weinstein pour le problème de l'estimation d'un état dont l'évolution est régie par un
système dynamique hybride, pour lequel les ontraintes théoriques d'utilisation de la BCRB ne
sont pas satisfaites.
5.1.1 La borne de Cramèr-Rao (BCR)
La BCR est une borne inférieure pour la matrie de ovariane de l'erreur d'estimation. Sa
struture et ses propriétés dépendent uniquement des hypothèses de modélisation sur les paramètres
que l'on herhe à estimer. La formulation et l'expression théorique de ette borne dièrent selon
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que l'état est une quantité déterministe ou aléatoire. Les premiers travaux sur la BCR dans le adre
aléatoire ou Bayésien sont dus à Van Trees [VT68℄. Pour les systèmes dynamiques non linéaires,
une formulation réursive, très intéressante, notamment pour une exploitation dans des problèmes
d'emplois optimaux de apteurs, a été proposée dans [TMN98℄. Plusieurs adaptations de e résultat
important ont été proposées pour tenir ompte des spéiités de ertains problèmes. Ainsi, Farina
& al. [FRIT02℄ proposent une borne adaptée pour tenir ompte de proessus d'observation dont
la probabilité de détetion est inférieure à 1, en introduisant la notion de fateur de rédution
alulé à partir des données sur les probabilités de détetion et de fausse-alarme du système. Cette
formule est notamment exploitée pour l'analyse de performane du problème de ltrage à partir
de mesures d'angles dans [FRIT03℄. Hue et Le Cadre développent dans [HLCP06℄ une formulation
de la borne pour les problèmes de pistage multi-ibles. Notons également la formulation générique
de la relation de [TMN98℄ pour des modèles de prédition pas forément régulière fournie par
[Ber99℄ et l'ensemble des travaux de Bar Shalom sur les bornes énumératives. Enn, itons le
travail théorique de Rapoport [RO04℄, visant à étendre l'appliabilité du alul de la borne à
des problèmes de ltrage optimal ave fautes modélisées par un proessus hybride en régularisant
astuieusement les paramètres disrets du système.
Nous présentons quelques résultats théoriques issus de [VT68℄ et [WW88℄ permettant de bien
omprendre les propriétés et onditions d'emploi de la BCR.
Considérons le problème d'estimation d'un veteur de paramètres x ∈ X de dimension nx à partir
d'un veteur de mesures disponibles z ∈ Z de dimension nz, qui est une réalisation d'un proessus
aléatoire également noté z. En outre, on introduit xˆ(z) l'estimateur obtenu. Les proessus pouvant
être aléatoires, on onsidère également les densités de probabilité
1. p(x) la loi a priori de x si il est également aléatoire,
2. p(z|x) de la mesure sahant l'état ou la vraisemblane,
3. p(x, z) la loi onjointe du ouple (x, z) si x est également aléatoire.
On suppose par ailleurs que es densités de probabilité vérient ertaines onditions de régularité
et d'intégrabilité
a) p(x, z) et p(z|x) sont de lasses C1, voire C2
b) ∇xp(x, z) et ∇xp(z|x) sont intégrables par rapport à x et z.
On onsidère également une fontion vetorielle g(x, z) := (g1(x, z), · · · , gnx(x, z)) où gi(x, z), 1 ≤
i ≤ nx est à valeurs dans R et dénie sur X× Z. On suppose de plus que ette fontionelle vérie
la ondition ∫
X
gj(x, z)p(x, z)dx = 0, z ∈ Z, j = 1, 2, · · · , nx, (5.1)
la ondition étant à omprendre omme presque partout sur Z. Pour toute fontionnelle g susam-
ment régulière et respetant es onditions, on a la propriété suivante sur l'erreur d'estimation :
Proposition 1 Quel que soit l'estimateur xˆ(z), on a la relation suivante sur la matrie de ova-
riane de l'erreur d'estimation :
Ex,z
[
(xˆ(z)− x) (xˆ(z)− x)∗]  CG−1C∗ (5.2)
où C et G sont des matries de taille nx × nx onstruites à partir de g(x, y) omme suit :
C(i, j) = Ex,z [xi gj(x, z)] et G(i, j) = Ex,z [gi(x, z) gj(x, z)] . (5.3)
Cette propriété suppose évidemment que la matrie G est non singulière, hypothèse qui sera faite
par la suite. Une preuve de ette propriété peut être trouvée dans [WW88℄. Elle s'appuie sur les
inégalités lassiques de Minkowsky et Hölder et exploite la ondition 5.1. Elle peut également être
obtenue en onsidérant le lemme matriiel suivant
Lemme 1 Si S est une matrie par blos symétrique dénie omme suit :
S =
(
S1 S2
S∗2 S3
)
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ave S1 réelle semi-dénie positive, S2 réelle et S3 symétrique réelle semi-dénie positive, alors
S  0⇒ S1  S2S−13 S∗2 .
Il sut d'appliquer e lemme en remplaçant respetivement S1, S2 et S3 par Ex,z[(xˆ(z)−x)(xˆ(z)−
x)∗], C et G.
Notons que la relation 5.2 ne dépend ni de la méthode de alul de l'estimateur de x, ni de la
spéiité de la fontionelle g(x, z). Le hoix de la fontionnelle g(x, z) permet de dénir une famille
de bornes pour la matrie de ovariane de l'erreur d'estimation. Nous nous intéressons uniquement
au as de la borne de Cramèr-Rao a posteriori, les aratéristiques des fontions g(x, z) permettant
de dériver les bornes de Bhattaharyya, Bobrovsky-Zakai et Weiss-Weinstein pouvant être trouvées
dans [WW88℄.
La dérivation de la borne de Cramèr-Rao est obtenue en onsidérant la fontionnelle g(x, z) dénie
par
∀i = 1, · · · , nx gi(x, z) =
{
∂ ln(p(x,z))
∂xi
si x ∈ X˜,
0 sinon.
(5.4)
où X˜
∆
= {x | p(x, z) > 0, pour presque tout z ∈ Z}. On en déduit ainsi l'expression des matries C
et G
C(i, j) = Ex,z
[
xi
∂ ln (p(x, z))
∂xj
]
et G(i, j) = Ex,z
[
∂ ln (p(x, z))
∂xi
∂ ln (p(x, z))
∂xj
]
(5.5)
La matrie G exprimée sous ette forme est plus ommunément appelée Matrie d'Information de
Fisher (FIM) et sera dorénavant notée J . On peut également remarquer que la borne est équiva-
lente à l'inverse de la FIM et indépendante de l'estimateur uniquement lorsque la matrie C est
exatement la matrie identité Inx sur Rnx .
5.1.2 Hypothèse de biais asymptotique nul
Nous venons de voir que l'égalité entre la borne de Cramèr-Rao et l'inverse de la matrie
d'information de Fisher J est assurée lorsque C équivaut à la matrie identité. Cette ondition
est satisfaite lorsque le biais d'estimation respete une propriété souvent admise et formulée sous
la forme d'une hypothèse. Remarquons, tout d'abord, que la ondition 5.1 implique la propriété
suivante entre l'estimateur xˆ(z) et la fontionnelle g(x, z) :
Ex,z [xˆi(z)gj(x, z)] = 0, ∀i, j = 1, · · · , nx (5.6)
Preuve: Il sut d'appliquer la dénition de l'espérane sous forme d'intégrale, d'appliquer le
théorème de Fubini et d'utiliser la ondition 5.1 :
Ex,z [xˆi(z)gj(x, z)] =
∫
X
∫
Z
xˆi(z)gj(x, z)p(x, z)dzdx
=
∫
Z
xˆi(z)
∫
X
gj(x, z)p(x, z)dx︸ ︷︷ ︸
0
dz
= 0
On en déduit don une nouvelle formulation de la matrie C
C =
∫
X˜
∫
Z
(xˆ(z)− x)∇∗xp(x, z)dxdz (5.7)
En eet, en utilisant 5.6, on a ∀ i, j = 1, · · · , nx,
C(i, j) =
∫
X˜
∫
Z
(xˆi(z)− xi)∂ ln (p(x, z))
∂xj
p(x, z)dxdz
=
∫
X˜
∫
Z
(xˆi(z)− xi)∂p(x, z)
∂xj
1
p(x, z)
p(x, z)dxdz
=
∫
X˜
∫
Z
(xˆi(z)− xi)∂p(x, z)
∂xj
dxdz (5.8)
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Nous allons pouvoir préiser la propriété de biais asymptotique nul en analysant la ondition
pour laquelle C = Inx . Considérons les termes C(i, j) et intégrons par parties par rapport à la
omposante xj du veteur x, en admettant que ette variable est dénie sur l'intervalle
[
X−j , X
+
j
]
.
C(i, j) =
∫
X−j
∫
Z
[(xˆi(z)− xi) p(x, z)]X
+
j
X−j
dzdx−j +
∫
X−j
∫
Z
∫ X+j
X−j
δij p(x, z)dzdx
−j
⇔ C(i, j) =
∫
X−j
∫
Z
[(xˆi(z)− xi) p(x, z)]X
+
j
X−j
dzdx−j + δij
⇔ C(i, j) =
∫
X−j
[∫
Z
(xˆi(z)− xi) p(z|x) dz p(x)
]X+j
X−j
dx−j + δij
où x−j est le veteur de taille nx − 1 omposé des omposantes de x sauf xj . On peut dénir la
notion de biais d'estimation B(x) à partir de la mesure z par
B(x)
∆
=
∫
Z
(xˆ(z)− x) p(z|x)dz, (5.9)
et introduire l'hypothèse de biais asymptotique nul.
Proposition 2 (Hypothèse de biais asymptotique nul) Soit x un veteur aléatoire déni sur
X ⊂ Rnx à estimer à partir de mesures stohastiques z ∈ Z ⊂ Rnz et B(x) le biais d'estimation
déni selon 5.9. L'hypothèse de biais asymptotique nul est donnée par la ondition aux frontières
∀j = 1, · · · , nx, lim
xj→X−j
B(x)p(x) = lim
xj→X+j
B(x)p(x) (5.10)
En onlusion, si ette hypothèse est vériée la borne sur la matrie de ovariane de l'erreur
d'estimation est diretement donnée par la matrie d'information de Fisher supposée non singulière.
5.1.3 Cas de l'estimation d'un veteur aléatoire
Lorsque l'estimation onerne un veteur de paramètres aléatoires, la matrie d'information de
Fisher peut être déomposée en deux omposantes, en utilisant la relation de Bayes. La première
est assoiée à la onnaissane a priori sur le veteur de paramètres, la seonde traduit l'apport de
l'information du proessus de mesure. En eet,
J(x) = Ex,z [∇x log p(x, z)∇∗x log p(x, z)] .
En appliquant la relation de Bayes, p(x, z) = p(z|x)p(x), on en déduit don que
J = Jm + Jap
où
Jap = Ex,z [∇x log p(x)∇∗x log p(x)] et Jm = Ex,z [∇x log p(z|x)∇∗x log p(z|x)] .
On peut également érire Jm omme l'espérane de la matrie d'information F (x) dénie à partir
de la densité de mesure, i.e
Jm = Ex,z [∇x log p(z|x)∇∗x log p(z|x)]
= Ex [F (x)]
ave
F (x) = Ez|x [∇x log p(z|x)∇∗x log p(z|x)]
Cette nouvelle formulation, qui permet de dériver la matrie d'information pour l'état joint (x, y)
en deux temps, sera très utile dans les développements dans notre adre appliatif.
Nous introduisons ii un autre résultat qui sera aussi d'une grande utilité pour les aluls de
détermination du ritère de performane assoié à notre problème de loalisation.
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Proposition 3 Considérons le proessus x1 ∈ Rn1 de densité de probabilité gaussienne dont les
paramètres moyenne et ovariane dépendent d'un veteur de paramètres x2 ∈ Rn2 omme suit
px2(x1) =
1
(2π)
n
2
1√
det(Γx2)
exp
{
−1
2
(x1 − h(x2))∗Γ−1x2 (x1 − h(x2))
}
(5.11)
ave h(x2) une fontion vetorielle de R
nx2
dans Rnx1 . Les omposantes (i, j), i, j = 1, · · · , n2
de la matrie Ex1|x2
{
∆x2x2 − ln (px2(x1))
}
que l'on notera Ψx2 vérient
Ψx2(i, j) =
1
2
tr
{
Γ−1x2
dΓx2
dx2i
Γ−1x2
dΓx2
dx2j
}
+
(
dh(x2)
dx2i
)∗
Γ−1x2
(
dh(x2)
dx2j
)
(5.12)
où x2
j
est la omposante en position j de x2 et lx2(x1) est le logarithme de la densité de probabilité
px2(x1).
Ce résultat est aussi onnu dans la littérature omme la formule de Slepian-Bang. Une démons-
tration de e résultat est proposée à la setion B.1 de l'annexe B.
5.2 Cas d'un proessus d'estimation dynamique
Lorsque que l'on s'intéresse à l'estimation de l'état d'un système dynamique déni par son
équation d'évolution et d'observation, la mesure de performane est liée à la trajetoire de l'état
X0:k
∆
= {X0, · · · , Xk} à partir des mesures aumulées z1:k ∆= {z1, · · · , zk} jusqu'à l'instant tk. Le
but de la méthode d'estimation employée est de fournir un estimateur de ette trajetoire Xˆ0:k. En
fontion des propriétés du modèle et de l'algorithme de ltrage retenu, et estimateur est déduit
d'une estimation (souvent une approximation en pratique) de la loi a posteriori omplète de l'état
ou de ertains de ses moments. On onsidère le adre général où le système dynamique d'intérêt
est donné par le modèle :
Xk+1 = fk(Xk, uk, wk), k ≥ 0
zk = hk(Xk, νk) (5.13)
où wk ∈ RnX et νk ∈ Rnz sont des proessus de lois onnues p(wk) et p(νk). L'état initial X0 est
également une variable aléatoire de loi p(X0). Le modèle retenu pour notre problème de loalisation
exploitant une arte de l'environnement est diretement formalisé sous une telle forme.
L'erreur quadratique moyenne de l'estimateur de la trajetoire est alors dénie par
e(Xˆ0:k(z1:k)) = EX0:k,z1:k
[
(Xˆ0:k(z1:k)−X0:k)(Xˆ0:k(z1:k)−X0:k)∗
]
,
et la matrie d'information de Fisher à l'instant tk est alors obtenue à partir de la loi de l'état joint
(Xˆ0:k, z1:k)
J0:k = EX0:k,z1:k
[∇X0:k log p(X0:k, z1:k)∇∗X0:k log p(X0:k, z1:k)] .
Nous avons montré dans les setions préédentes que la matrie de ovariane de l'EQM était
bornée par une matrie alulée à partir de l'inverse de la matrie d'information de Fisher J0:k si
elle est non-singulière
e(Xˆ0:k(z1:k))  C0:kJ−10:kC∗0:k (5.14)
où la matrie C0:k est donnée par
C0:k = EX0:k,z1:k
[(
Xˆ0:k(z1:k)−Xk
)
∇∗X0:kp(X0:k, z1:k)
]
(5.15)
De plus, on sait que sous l'hypothèse de  non-biais asymptotique , la matrie C0:k est égale à
la matrie identité, et que la borne se réduit à l'inverse de la matrie de Fisher. Dans le adre
du problème d'estimation sur la base du système 5.13, le biais sur l'estimation de la trajetoire
B(X0:k) de l'estimateur Xˆ0:k est un veteur de taille nX × (k+1) et ette hypothèse s'exprime de
la façon suivante.
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Proposition 4 (Hypothèse de non-biais asymptotique) L'hypothèse de non biais asympto-
tique s'intéresse au omportement en limite de B(X0:k) au niveau des bords du domaine admissible
de l'état. Elle est dénie omme suit :
∀j = 0, · · · , nX , ∀l = 0, · · · , k, lim
Xj
l
→X−j
B(X0:k)p(X0:k) = lim
Xj
l
→X+j
B(X0:k)p(X0:k)
En toute rigueur, l'utilisation pour une appliation donnée de l'inverse de la FIM omme mino-
rant de la matrie de ovariane de l'EQM néessite au préalable la vériation de ette hypothèse.
Nous rappelons que montrer la validité de ette hypothèse revient à montrer l'égalité entre matrie
C0:k et la matrie identité sur R
nX×(k+1)
. Pour notre problème de loalisation, nous supposerons
que ette ondition est réalisée. Il est possible de fournir une démonstration en utilisant la même
approhe que elle proposée dans [Bré05℄ pour le problème de suivi de ibles à partir uniquement
de mesures d'angles. Il est montré en partiulier que ette hypothèse est valable lorque les mesures
d'angles sont  susamment  éloignées de ±π2 .
5.2.1 Formule de Tyhavsky
Dans le adre du ltrage bayésien, 'est le omportement de l'erreur d'estimation de l'état a
posteriori Xk|z1:k qu'il est pertinent d'analyser, plus que la trajetoire omplète X0:k. C'est don le
blo inférieur droit de la matrie J−10:k qu'il onvient de onsidérer. On notera par la suite J
−1
k ou Pk
ette matrie de taille nX × nX . Jk orrespond don à la matrie d'information de Fisher assoiée
au proessus d'estimation de l'état a posteriori sur la base des mesures aumulées jusqu'à l'instant
k, Xk|z1:k. Dans [TMN98℄ Tyhavsky et al. ont proposé une formule de alul de Jk réursif pour
les systèmes de la forme 5.13. Nous la présentons au travers de la proposition 5.
Proposition 5 Pour le problème d'estimation d'un proessus dynamique vériant les équations
(5.13), le alul de la matrie d'information de Fisher Jk a posteriori est obtenue de façon réursive
par la relation :
Jk+1 = D
22
k −D21k
(
Jk +D
11
k
)−1
D12k . (5.16)
Les matries D22k , D
21
k , D
12
k et D
11
k dépendent des lois assoiées à l'équation de prédition et d'ob-
servation.
D11k = EX0:k+1
[
−∆XkXk log pXk+1|Xk(Xk+1|Xk)
]
(5.17)
D12k = EX0:k+1
[
−∆Xk+1Xk log pXk+1|Xk(Xk+1|Xk)
]
(5.18)
D21k = D
12∗
k (5.19)
D22k = EX0:k+1
[
−∆Xk+1Xk+1 log pXk+1|Xk(Xk+1|Xk)
]
(5.20)
+EX0:k+1,z1:k+1
[
−∆Xk+1Xk+1 log pzk+1|Xk+1(zk+1|Xk+1)
]
Cette relation est démontrée par Tyhavsky et al., qui utilisent des résultats d'algèbre linéaire
sur les matries et l'hypothèse de markovianité de l'état Xk. Bergman se base sur ette approhe
dans [Ber99℄ pour étendre le alul de la borne au as de proessus de prédition et de lissage,
et propose une adaptation pour tenir ompte des modèles de prédition pour lesquels la loi de
probabilité est singulière. C'est en partiulier le as lorsque le bruit de dynamique aete unique-
ment un sous-ensemble du veteur d'état. Elle a été étendue aux autres bornes de la même famille
(Ziv, WW...) dans [RN05℄. Elle a également été adaptée au problème de ltrage ave probabilité
de détetion inférieure à 1 [NWBS01℄. Il est en partiulier montré que la borne obtenue s'obtient
par l'introdution d'un oeient de pondération, le fateur de rédution de l'information (IRQ en
anglais), à la borne obtenue pour un système disposant d'une apaité de détetion parfaite. Une
expression a également été proposée pour les prolèmes de ltrage multi-ibles par [HLCP06℄. Enn,
soulignons l'utilisation qui en est faite de Rapoport et al. [RO04℄ pour traiter le as des systèmes
ave fautes, en utilisant une régularisation de proessus disrets de Bernouilli servant de modèle
du phénomène d'apparition de fautes. Les proessus hybrides omme eux traités par Rapoport
permettent de prendre en ompte des systèmes où la présene par intermittene de biais sur les
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paramètres à estimer ne peut être négligée.
Remarques : Notons dans ette formulation du alul réursif de la borne la présene de deux
omposantes prinipales. L'une est liée à la perte d'information elle-même liée à la prédition,
l'autre est liée au gain d'information apporté par les mesures. On onçoit alors qu'une modiation
du système, don des équations qui régissent son évolution et son interation ave l'environnement,
va impater ette mesure de performane. Dans notre ontexte, une façon de modier le système est
d'imposer des ommandes uk, la durée δtk d'appliation de elles-i qui vont diretement impatés
la phase de prédition (matrie Qk) et le proessus de mesure (nombre de mesures mk et préision
des mesures (Rk)). Ce sera l'objet des approhes qui seront développées dans la troisième partie
de nos travaux. Nous herherons à déterminer les meilleures stratégies de déplaements en regard
d'une mesure de performane déduite des matries d'information de Fisher.
Nous avons présenté les base théoriques qui vont nous permettrent de dénir une mesure de perfor-
mane pour notre problème partiulier de loalisation à partir d'une arte d'amers. Dans la suite
de e hapitre nous délinons l'expression de la matrie d'information de sher en supposant que
la arte disponible pour la loalisation est exempte d'erreur.
5.3 Appliation au problème de loalisation à partir d'une
arte d'amers parfaite
Nous détaillons les éléments permettant le alul de la BCRB pour le système mobile dérit
par les équations 4.3 et 4.15 et en supposant les positions des amers onnues de façon préise.
Les équations de dynamique et d'observation sont non-linéaires et font intervenir des proessus de
bruits gaussiens. Comme nous le montrons plus loin, la non-linéarité rend impossible l'obtention
d'une formulation analytique de la borne. Nous rappelons tout d'abord la relation de réurrene
pour la détermination de la BCRB à partir de l'inverse de la matrie d'information de Fisher Jk
[TMN98℄ :
∀k ≥ 0, Jk+1 = D22k −D21k (Jk +D11k )−1D12k (5.21)
Les hypothèses de régularité et d'intégrabilité par rapport à l'état des diérentes densités de proba-
bilité déduites des modèles de notre système (4.3),(4.15) sont vériées. Les espéranes intervenant
dans le alul des diérents termes D11k , D
21
k , D
12
k et D
22
k de (5.21) doivent être onsidérées par
rapport à la densité de probabilité jointe p(X0:k+1, z1:k+1, C) où C est la artographie disponible en
entrée du système pour le proessus de loalisation. La struture markovienne du modèle permet
la déomposition de ette densité sous la forme
p(X0:k+1, z1;k+1, C) = p(X0)
k+1∏
j=1
p(zj |Xj , C)
k+1∏
l=1
p(Xj |Xj−1)p(C). (5.22)
La arte étant supposée onnue et parfaite, la densité p(C) se réduit pour l'instant à la distribution
pontuelle 1C et peut être omise pour l'instant. L'appliation de l'équation de réurrene (5.21)
néessite de préiser au préalable les diérents termes pour notre problème de loalisation. Ce sont
des matries de taille nX × nX ave nX = 3 pour la position et l'orientation du mobile dans Rg.
Pour e faire, nous onsidérons dans la suite une trajetoire partiulière du mobile omposée de
K étapes et onstruite en imposant à partir d'une position initiale X0 autour de Xˆ0 une suite de
ommandes en déplaement et orientation
u0:K−1 = {u0, · · · , uk, · · · , uK−1}
= {(v0, φ0) , · · · , (vk, φk) , · · · , (vK−1, φK−1)}
(5.23)
où (vk, φk) sont appliqués à l'instant tk, k = 0, · · · ,K−1. On peut assoier à ette séquene de
ommandes Xˆ0:K la trajetoire dans l'espae d'état onstruite en partant de Xˆ0 et en appliquant
suessivement ette suite de ommandes selon le modèle de dynamique parfait et sans bruit wk.
On s'intéresse don à la borne sur l'erreur d'estimation de Xk, k = 0, · · · ,K à partir de z1:k, k =
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1, · · · ,K séquene de mesures qui seraient aquises lors de l'exéution de la mission. Dans la setion
suivante, nous rappelons des résultats détaillés en annexe B et qui seront utiles dans nos aluls.
5.4 Rappels et aluls utiles pour les développement du ha-
pitre.
Les éléments rappelés dans ette setion seront exploités dans les diérents aluls pour la
dérivation des matries permettant la mise en oeuvre de la formule de réurrene de Tihavsky
pour la détermination de la matrie d'information de Fisher a posteriori Jk.
• Les paramètres
a2k = σ
2
vδt
2
k, b
2
k = v
2
kσ
2
φδt
2
k, σ
2
k = σ
2δt2k et σ
2
θk
= σ2θδt
2
k. (5.24)
• Les veteurs orthogonaux et de norme unitaire
Cθ
k
=
(−sθk+φk
cθk+φk
)
et Gθ
k
= −
(
cθk+φk
sθk+φk
)
. (5.25)
On a en partiulier
dCθ
k
dθk
= Gθ
k
et
dGθ
k
dθk
= −Cθ
k
. (5.26)
• Le veteur position p˜k à l'instant tk. Ave les notations préédentes, l'équation de prédition sans
prise en ompte du bruit peut enore s'érire
fk(Xk, uk) =
(
p˜k − vkδtkGθ
k
θk + φk
)
. (5.27)
• L'inverse de la matrie de prédition ave une déomposition par blos
Q−1k =
(
Lk Hk
H∗k αk
)
(5.28)
où la matrie Lk, le veteur Hk et αk vérient
Lk = α
(0)
k I2 + α(1)k CθkC∗θk + α(2)k GkG∗k, Hk = −α(3)k Cθk ,
αk =
(σ2k + b
2
k)
(σ2k + b
2
k)σ
2
θk
+ σ2kσ
2
φ
, α
(0)
k =
σ2k
(a2k + σ
2
k)(b
2
k + σ
2
k)
,
α
(1)
k =
a2k
(a2k + σ
2
k)(b
2
k + σ
2
k)
+
b2kσ
2
φ
(σ2k + b
2
k)((σ
2
k + b
2
k)σ
2
θk
+ σ2kσ
2
φ)
,
α
(2)
k =
b2k
(a2k + σ
2
k)(b
2
k + σ
2
k)
, α
(3)
k =
σφbk
(σ2k + b
2
k)σ
2
θk
+ σ2kσ
2
φ
.
(5.29)
Nous avons aussi déni plusieurs relations entre es paramètres. En posant qk = b
2
k − a2k, on
a
α
(0)
k + α
(2)
k =
1
σ2k + a
2
k
α
(0)
k + α
(1)
k =
1
σ2k + b
2
k
+
σφbk
σ2k + b
2
k
α
(3)
k
α
(2)
k + α
(1)
k =
qk
(σ2k + b
2
k)(σ
2
k + a
2
k)
− σφbk
σ2k + b
2
k
α
(3)
k .
(5.30)
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• La dérivée par rapport à l'orientation θk de la matrie de ovariane du modèle de prédition
Qk. Par hypothèse de modélisation, seule la matrie Q
u
k dépend de l'orientation, on a don
dQk
dθk
=
dQu
dθk
+
dQmk
dθk
=
dQuk
dθk
.
Nous avons montré dans l'annexe B que ette matrie dérivée était déomposable par blos
ave
dQk
dθk
=
(
qkNk σφbkGθk
σφbkG
∗
θ
k
0
)
(5.31)
et
Nk = Cθ
k
G∗θ
k
+Gθ
k
C∗θ
k
. (5.32)
A partir de es éléments, il est possible de déduire les relations suivantes qui seront utiles pour la
détermination des matries employées pour la mise en oeuvre de la formule de réurrene pour le
alul de la borne.
G∗θ
k
Lk = (α
(0)
k + α
(2)
k )G
∗
θ
k
et
dGθ
k
d θk
Lk = −(α(0)k + α(1)k )C∗θk ,
d Lk
d θk
= (α
(1)
k − α(2)k )
(
Gθ
k
C∗θ
k
+ Cθ
k
G∗θ
k
)
et G∗θ
k
dLk
d θk
= (α
(1)
k − α(2)k )C∗θk
Lk
dGθ
k
d θk
= −(α(0)k + α(1)k )Cθk et
dLk
d θk
Gθ
k
= (α
(1)
k − α(2)k )Cθk
(5.33)
5.4.1 Expression de D11k
La matrie D11k est obtenue à partir du laplaien du logarithme de la densité de probabilité
assoiée à l'étape de prédition p(Xk+1|Xk).
D11k = EX0:k+1
{
−∆XkXk ln (p(Xk+1|Xk)
}
(5.34)
p(Xk+1|Xk) est une densité gaussienne dont l'expression est fournie par l'équation 4.12. Il nous
faut déterminer le laplaien ∆XkXk de la quantité
lXkXk+1 = c1 −
1
2
ln (|Qk|)︸ ︷︷ ︸
(1)
− 1
2
[Xk+1 − fk(Xk, uk)]∗Q−1k [Xk+1 − fk(Xk, uk)]︸ ︷︷ ︸
(2)
.
(5.35)
Nous allons déterminer la matrie D11k en deux étapes utilisant l'ériture
D11k = EX0:k
{
Ψ11k,k+1
}
ave Ψ11k,k+1 = EXk+1|X0:k∆
Xk
Xk
lXkXk+1 . Chaque élément (i, j), 1 ≤ i, j ≤ 3 de la matrie Ψ11k,k+1 vérie
selon la propriété 3
Ψ11k,k+1(i, j) =
1
2
tr
{
Q−1k
dQk
dX ik
Q−1k
dQk
dXjk
}
︸ ︷︷ ︸
(∗)
+
(
df∗k (Xk, uk)
dX ik
)
Q−1k
(
dfk(Xk, uk)
dXjk
)
.
︸ ︷︷ ︸
(∗∗)
(5.36)
Pour le modèle de dynamique onsidéré, selon l'équation (4.6), la matrie de ovariane Qk
dépend de façon expliite de l'orientation du mobile,. Le terme (∗) de (5.35) ne peut don être
négligé dans les aluls. On peut alors adopter l'ériture formelle équivalente pour D11k
D11k = D
11,a
k +D
11,b
k
où D11,ak et D
11,b
k orrespondent respetivement à l'espérane par rapport à X0:k, z1:k+1 des
termes (*) et (**) de l'équation (5.36).
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5.4.1.1 Expression de D11,ak
Par hypothèse sur le modèle et omme nous l'avons démontré dans l'annexe B, les oeients des
matries Qk et de son inverse ne dépendent que de la omposante de l'état assoiée à l'orientation
du mobile θk. Par onséquent, les dérivées par rapport aux paramètres de position de la quantité
(∗) sont nulles. Il reste don à évaluer le terme en position (3, 3) de la matrie D11,ak . Ce oeient
orrespond à
1
2g(θk) en posant
g(θk) = tr
(
Q−1k
dQk
dθk
Q−1k
dQk
dθk
)
. (5.37)
Nous avons également vu en annexe B, que g(θk) ne dépendait pas expliitement de l'orientation
à l'instant tk. Ce terme est une onstante qui ne dépend que des paramètres du modèle de prédition
et des erreurs. Par onséquent, nous utiliserons la notation g11k :=g(θk) par la suite. Ce résultat est
démontré en annexe et son expression est donnée par l'équation (B.41) que nous reprenons dans
l'équation suivante :
g11k =
(b2k − a2k)2 +
(
σ2k + a
2
k
)2
σφbkα
(3)
k
(σ2k + a
2
k)(σ
2
k + b
2
k)
où le paramètre α
(3)
k s'exprime en fontion des paramètres du modèle d'erreur sur le modèle de
dynamique au travers des paramètres a2k, b
2
k, σ
2
k, σ
2
θk
et σ2φ et des ommandes appliquées à l'instant
tk. Les expressions de es diérents paramètres sont également rappelées dans la setion 5.4. Sur
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Fig. 5.1  Evolution de g11k en fontion du niveau d'inertitude sur les ommandes.
la gure 5.1 nous avons représenté l'allure de ette fontionnelle en fontion de la variation des
paramètres d'erreur sur les ommandes en vitesse et rotation (σv, σφ). L'eart-type de l'erreur en
vitesse varie entre 0 m/s et 1 mètre par seondes et l'orientation entre 0 et 9 degrés. On onstate
don un aroissement de ette fontion pour les valeurs importantes des erreurs.
D11,ak =
(O2 O
O g11k
)
.
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5.4.1.2 Expression de D11,bk
Pour le alul de l'espérane assoiée au terme (**) de l'équation (5.36), Nous devons déterminer
le gradient de la fontion de transfert fk(Xk, uk) par rapport à l'état Xk. Les dérivées du veteur
fk(Xk, uk) par rapport aux trois omposantes de l'état sont données respetivement par
d fk(Xk, uk)
d xk
=
(
1 0 0
)∗
,
d fk(Xk, uk)
d yk
=
(
0 1 0
)∗
,
d fk(Xk, uk)
d θk
=
(−vkδtksθk+φk vkδtkcθk+φk 1)∗ .
(5.38)
Nous pouvons en déduire une ériture équivalente la dérivée par rapport à l'orientation à partir du
veteur unitaire Cθ
k
d fk(Xk, uk)
d θk
=
(
vkδtkC
∗
θ
k
1
)∗
. (5.39)
La matrie D11,bk est don déduite de l'espérane par rapport à X0:k du produit( I2 O2×1
vkδtkC
∗
θ
k
1
)
Q−1k
( I2 vkδtkCθ
kO1×2 1
)
(5.40)
ave une déomposition par blos de l'inverse de la matrie de ovariane Q−1k dénie par
Q−1k =
(
Lk Hk
H∗k αk
)
où Lk et Hk dépendent des oeients α
(i)
k , i = 0, · · · , 3 et des veteurs orthogonaux et unitaires
Cθ
k
et Gθ
k
qui ont été introduits dans la setion 5.4. En partiulier, on a
Lk = α
(0)
k I2 + α(1)k CθkC∗θk + α
(2)
k GθkG
∗
θ
k
, Hk = −α(3)k Cθk .
La matrie résultant du produit matriiel exprimé à l'équation (5.40) a pour expression(
Lk Hk
vkδtkC
∗
θ
k
Lk +H
∗
k vkδtkC
∗
θ
k
Hk + αk
)( I2 vkδtkCθ
kO1×2 1
)
(
Lk vkδtkLkCθ
k
+Hk
vkδtkC
∗
θ
k
Lk +H
∗
k v
2
kδt
2
kC
∗
θ
k
LkCθ
k
+ 2 vkδtkH
∗
kCθk + αk
)
(
Lk Hk
H∗k αk
)
+
( O2×2 vkδtkLkCθ
k
vkδtkC
∗
θ
k
Lk v
2
kδt
2
kC
∗
θ
k
LkCθ
k
+ 2 vkδtkH
∗
kCθk
)
On reonnaît l'expression par blos de l'inverse de la matrie de ovariane Qk. Déterminons
maintenant les expressions des blos de la seonde matrie en utilisant la dénition de la matrie
Lk en fontion des veteurs orthonormés Cθ
k
et Gθ
k
. Nous avons notamment la relation LkCθ
k
=
(α
(0)
k + α
(1)
k )Cθk , e qui implique
vkδtkLkCθ
k
= vkδtk(α
(0)
k + α
(1)
k )Cθk = vkδtk(α
(0)
k + α
(2)
k )Cθk
v2kδt
2
kC
∗
θ
k
LkCθ
k
+ 2 vkδtkH
∗
kCθk = v
2
kδt
2
k(α
(0)
k + α
(1)
k )− 2 vkδtkα(3)k
(5.41)
En reprenant les résultats préédents, la matrie D11,bk peut être exprimée sous la forme
D11,bk = EX0:k
{
Q−1k
}
+ D˜11,bk ,
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où la matrie D˜11,bk est donnée par
D˜11,bk = EX0:k
{(
O2×2 B11,bk
B11,bk
∗
b11,bk
)}
.
et le veteur B11,bk et le paramètre b
11,b
k
B11,bk = vkδtk
(
α
(0)
k + α
(1)
k
)
Cθ
k
,
b11,bk = vkδtk
(
vkδtk
(
α
(0)
k + α
(1)
k
)
− 2α(3)k
)
.
Nous pouvons synthétiser l'expression de la matrie D11k dans le tableau 5.1.
D11k = D
11,a
k +D
11,b
k
ave D11,bk = EX0:k
{
Q−1k
}
+ D˜11,bk et
D11,ak =
(O2 O
O g11k
)
, g11k =
(b2k − a2k)2 +
(
σ2k + a
2
k
)2
σφbkα
(3)
k
(σ2k + a
2
k)(σ
2
k + b
2
k)
,
D˜11,bk = EX0:k
{(
O2×2 B11,bk
B11,bk
∗
b11,bk
)}
,
B11,bk = vkδtk
(
α
(0)
k + α
(1)
k
)
Cθ
k
, b11,bk = vkδtk
(
vkδtk
(
α
(0)
k + α
(1)
k
)
− 2α(3)k
)
.
Tab. 5.1  Eléments pour le alul de la matrie D11k .
Remarque : Cette expression de D11,bk dépend du veteur Cθk . La ommande appliquée à l'instant
tk sur l'orientation inue don sur la performane. De même, les paramètres d'inertitudes sur les
ommandes et sur le modèle interviennent au travers des termes α
(i)
k et ont naturellement un impat
sur le niveau de performane.
5.4.2 Calul des matries D12k et D
21
k
Le alul de D12k s'obtient également à partir de la densité de probabilité assoiée à l'équation
de prédition p(Xk+1|Xk)
D12k = EX0:k+1
{
−∆XkXk+1 ln (p(Xk+1|Xk)
}
.
En déomposant par rapport aux omposantes de position p˜k et orientation θk, on souhaite don
déterminer l'espérane par rapport à EX0:k de la matrie
Ψ12k,k+1 = EXk+1|Xk
{(
∇p˜k∇∗p˜k+1 lXkXk+1 ∇p˜k∇∗θk+1 lXkXk+1
∇θk∇p˜k+1 lXkXk+1 ∇θk∇θk+1 lXkXk+1
)}
.
On onsidère uniquement la omposante (2) de l'expression lXkXk+1 donnée par l'équation (5.35), ar
le premier terme ne dépend pas de l'état à l'instant tk+1. En utilisant l'expression de Q
−1
k , dont
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la déomposition par blos est rappelée à la setion 5.4, on s'intéresse de nouveau au alul du
gradient de Tk par rapport à l'état
Tk = ∆p˜k
∗Lk∆p˜k + 2vkδtkGθ
k
∗Lk∆p˜k + v2kδt
2
kGθk
∗LkGθ
k
+ 2∆p˜k
∗Hk[∆θk − φk] + 2 vkδtkG∗θ
k
Hk[∆θk − φk]
+ αk [∆θk − φk]2.
Tout d'abord, nous proédons à des simpliations, en tenant ompte des spéiités de notre
modèle. En premier lieu, le veteur Hk est olinéaire à Cθ
k
. Il est don aussi orthogonal à Gθ
k
. En
utilisant ensuite l'expression de G∗θ
k
Lk donnée à l'équation (5.33), on obtient
Tk = ∆p˜k
∗Lk∆p˜k + 2vkδtk(α
(0)
k + α
(2)
k )G
∗
θ
k
∆p˜k + v
2
kδt
2
k(α
(0)
k + α
(2)
k )G
∗
θ
k
Gθ
k
+ 2∆p˜k
∗Hk[∆θk − φk] + αk [∆θk − φk]2
= ∆p˜k
∗Lk∆p˜k + 2vkδtk(α
(0)
k + α
(2)
k )G
∗
θ
k
∆p˜k + v
2
kδt
2
k(α
(0)
k + α
(2)
k )G
∗
θ
k
Gθ
k
+ 2∆p˜k
∗Hk[∆θk − φk] + αk [∆θk − φk]2
soit, étant donné que ||Gθ
k
||2 = 1,
Tk = ∆p˜k
∗Lk∆p˜k + 2vkδtk(α
(0)
k + α
(2)
k )G
∗
θ
k
∆p˜k + v
2
kδt
2
k(α
(0)
k + α
(2)
k )
+ 2∆p˜k
∗Hk[∆θk − φk] + αk [∆θk − φk]2.
(5.42)
Nous devons don aluler∇Xk
(
∇∗Xk+1Tk
)
. Ce alul de gradient∇∗Xk+1Tk peut être déomposé
en onsidérant les gradients par rapport au veteur position p˜k+1 et à l'orientation θk+1.
∇Xk+1Tk =
(∇p˜k+1Tk
∇θk+1Tk
)
Dérivation des termes ∇p˜k+1Tk et ∇θk+1Tk
En appliquant les propriétés de alul diérentiel d'une fontion et en utilisant la symétrie de
la matrie Lk, on a
∇p˜k+1Tk = 2Lk [∆p˜k] + 2 vkδtk(α(0)k + α(2)k )Gθk + 2Hk [∆θk − φk],
∇θk+1Tk = 2∆p˜k∗Hk + 2αk+1[∆θk − φk].
(5.43)
Nous pouvons maintenant aborder le alul des matries blos du laplaien ∇Xk
(
∇∗Xk+1Tk
)
.
Dérivation des termes ∇p˜k
(
∇∗p˜k+1Tk
)
et ∇p˜k∇θk+1Tk
On déduit diretement des expressions préédentes les résultats
∇p˜k
(
∇∗p˜k+1Tk
)
= −2Lk et ∇p˜k∇θk+1Tk = − 2Hk. (5.44)
Dérivation des termes ∇θk
(
∇∗p˜k+1Tk
)
et ∇θk∇θk+1Tk
Pour es deux omposantes, les développements sont un peu plus ompliqués ar il onvient de
prendre en ompte la dépendane par rapport à l'orientation θk de la matrie Lk et des veteurs
Cθ
k
et Gθ
k
. Ainsi, on a
∇θk∇∗p˜k+1Tk = 2∆p˜k∗
dLk
d θk
+ 2vkδtk(α
(0)
k + α
(2)
k )
dG∗θ
k
d θk
+ 2
dH∗k
d θk
[∆θk − φk]− 2H∗k .
(5.45)
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Pour préiser ette expression, nous exploitons l'expression de la dérivée de la matrie Lk en
fontion des veteurs Gθ
k
et Cθ
k
. Ces relations sont données par l'équation (5.33). On obtient
après substitution
∇θk∇∗p˜k+1Tk = 2
(
α
(1)
k − α(2)k
)
∆p˜k
∗
(
Gθ
k
C∗θ
k
+ Cθ
k
G∗θ
k
)
− 2vkδtk(α(0)k + α(2)k )C∗θk
− 2α(3)k [∆θk − φk]G∗θk − 2H
∗
k ,
e qui est équivalent à
∇θk∇∗p˜k+1Tk = −2H∗k + 2
(
α
(1)
k − α(2)k
)
∆p˜k
∗
(
Gθ
k
C∗θ
k
+ Cθ
k
G∗θ
k
)
− 2vkδtk(α(0)k + α(2)k )C∗θk − 2α
(3)
k [∆θk − φk]G∗θk .
. (5.46)
Nous pouvons maintenant évaluer l'espérane de e veteur relativement au veteur de paramètres
Xk+1|Xk
EXk+1|k
{
∇θk∇∗p˜k+1Tk
}
= −2H∗k + 2
(
α
(1)
k − α(2)k
)
EXk+1|k
{
∆p˜k
∗
(
Gθ
k
C∗θ
k
+ Cθ
k
G∗θ
k
)}
− 2vkδtk(α(0)k + α(2)k )C∗θk − 2α
(3)
k EXk+1|k {[∆θk − φk]}G∗θk .
Etant donné le modèle de dynamique, lorsque Xk est xé, le veteur Xk+1 − Xk suit une loi
gaussienne de moyenne [−vkδtkG∗θ
k
φk]
∗
. On a
1
don
EXk+1|k
{
∆p˜k
∗
(
Gθ
k
C∗θ
k
+ Cθ
k
G∗θ
k
)}
= −vkδtkG∗θ
k
(
Gθ
k
C∗θ
k
+ Cθ
k
G∗θ
k
)
EXk+1|k {[∆θk − φk]} = 0.
Nous pouvons, de nouveau, exploiter la relation d'orthogonalité entre les veteurs unitaires Cθ
k
et
Gθ
k
pour simplier l'espérane préédente
EXk+1|k
{
∆p˜k
∗
(
Gθ
k
C∗θ
k
+ Cθ
k
G∗θ
k
)}
= −vkδtkC∗θ
k
.
En substituant e résultat et en simpliant, nous obtenons
EXk+1|k
{
∇θk∇∗p˜k+1Tk
}
= −2H∗k − 2 vkδtk
(
α
(0)
k + α
(1)
k
)
C∗θ
k
. (5.47)
Enn, onsidérons le dernier terme ∇θk∇θk+1Tk. En reprenant l'expression de la dérivée de Tk
par rapport à l'orientation préisée à l'équation 5.43, on a
∇θk∇θk+1Tk = 2∆p˜k∗
dHk
d θk
− 2αk
ou enore, après substitution de Hk par son expression en fontion de Cθ
k
∇θk∇θk+1Tk = −2α(3)k ∆p˜k∗Gθk − 2αk+1. (5.48)
De ette expression, nous pouvons déduire l'espérane suivante :
1
Nous utilisons la propriété E(A.X) = AE(X)
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EXk+1|k
{∇θk∇θk+1Tk} = −2α(3)k EXk+1|k {∆p˜k∗Gθk}− 2αk
= −2α(3)k (−vkδtkG∗θkGθk)− 2αk
= −2α(3)k (−vkδtkG∗θkGθk)− 2αk
soit, étant donné que ||Gθ
k
|| = 1,
EXk+1|k
{∇θk∇θk+1Tk} = −2αk + 2α(3)k vkδtk. (5.49)
En onaténant les résultats des équations (5.44), (5.47) et (5.49), l'expression de D12k est
obtenue en onsidérant l'espérane par rapport à X0:k de la matrie
EX0:k
{
−
(
Lk Hk
H∗k αk
)}
− D˜12k
où la matrie D˜12k est dénie par l'équation suivante :
D˜12k = EX0:k
{( O2×2 O2×1
vkδtk
(
α
(0)
k + α
(1)
k
)
C∗θ
k
−vkδtkα(3)k
)}
. (5.50)
On peut remarquer les similitudes ave la matrie D˜11,bk sur deux points. Le veteur B
11,b
k est
opposé au veteur orrespondant à la dernière ligne et aux deux premières olonnes de −D˜12k . En
outre, le terme vkδtkα
(3)
k intervient également dans les deux expressions au niveau du oeient
en position (3, 3) des matries. En onsidérant la déomposition par blo de l'inverse de la matrie
de ovariane Qk, on a l'expression
D12k = −EX0:k+1
{
Q−1k
}− D˜12k . (5.51)
Nous pouvons synthétiser l'expression de la matrie D12k dans le tableau 5.2.
D12k = −EX0:k+1
{
Q−1k
}− D˜12k
ave
D˜12k = EX0:k
{(O2×2 O
B11,bk
∗
b12k
)}
,
B11,bk = vkδtk
(
α
(0)
k + α
(1)
k
)
Cθ
k
, b12k = −2α(3)k vkδtk.
Tab. 5.2  Eléments pour le alul de la matrie D12k et D
21
k .
Remarque : Comme pour la matrie D11k , ette matrie dépend expliitement des ommandes
appliquées au mobile à haque instant tk et de la distane parourue entre les instants tk et tk+1.
Le hoix des ommandes et l'intensité des bruits assoiés vont avoir une inuene sur la matrie
D12k , et sur la perte d'information lors du déplaement qui se traduit dans la formule de Tihavsky
par le produit D12k (Jk +D
11
k )
−1D21k . Le terme D
21
k se déduit de D
12
k par une simple appliation de
l'opérateur de transposition.
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5.4.3 Calul de D22k
La matrie D22k est omposée de deux termes prinipaux D
22,a
k et J
z
k (C) obtenus respetivement
à partir de la loi de prédition p(Xk+1|Xk) et de la densité de probabilité assoiée au proessus
d'observation p(zk+1|Xk+1, C).
5.4.3.1 Expression de D22,ak
La matrie D22,ak est déterminée à partir de la relation
D22,ak = EX0:k+1
{
−∆Xk+1Xk+1 ln (p(Xk+1|Xk)
}
.
De façon évidente, on peut noter que le logarithme de la densité de la prédition (5.35) est une
forme bilinéaire en Xk+1 et que le laplaien équivaut à la matrie de ovariane Q
−1
k ar la matrie
de ovariane Qk ne dépend que de l'orientation à l'instant tk. On en déduit de façon immédiate
que
D22,ak = EX0:k
{
Q−1k
}
(5.52)
5.4.3.2 Expression de Jzk (C)
Pour le terme Jzk (C), qui dépend de l'équation de mesure et de l'information artographique
disponible C, on a
Jzk (C) = EX0:k+1,z0:k+1
{
−∆Xk+1Xk+1 ln (p(zk+1|Xk+1, C))
}
.
Il est enore possible de l'érire sous la forme
Jzk (C) = EX0:k+1
{
Ψ22,bk,k+1
}
.
où la matrie Ψ22,bk,k+1 est obtenue en prenant l'espérane onditionnelle z1:k+1|X0:k+1 de
lXk+1zk+1 = − ln (p(zk+1|Xk+1, C)). (5.53)
Nous avons supposé que le proessus de loalisation s'appuie sur un algorithme d'assoiation qui
permet une mise en orrespondane des amers et des mesures potentielles dont la performane est
maîtrisée et n'introduit pas de orrélation entre les mesures élémentaires. La matrie de ovariane
des mesures Rk+1 est de dimension 2nk+1 et diagonale par blos de taille 2×2 où nk+1 ≤ nC est le
nombre d'amers de la arte C qui seraient exploités dans le proessus de loalisation à l'instant tk+1.
Considérons le sous-ensemble des nk+1 amers de la arte qui seraient utilisés à l'instant tk+1 dans
le proessus de orretion du ltre. On le notera Ck+1 par la suite et {il}, l = 1, · · · , nk+1 sont les
indies des amers assoiés. La mesure provenant de l'amer fil est inertaine, e qui se traduit par
la matrie de ovariane élémentaire Rk+1,il diagonale. Selon le modèle onsidéré parmi les trois
introduits à l'équation (4.17) du hapitre 4, l'inertitude sur la distane peut dépendre expliitement
de l'état ourant du mobile lors de l'aquisition des mesures. Ainsi, on a
∀ l = 1, · · · , nk+1, Rk+1,il =
(
σ2dk+1,il 0
0 σ2ϕ
)
. (5.54)
Nous développerons les aluls pour les modèles (M0) et (M1). Dans le modèle (M0), l'inerti-
tude est modélisée par une loi gaussienne de varianes onstantes au ours du temps. Pour (M1),
la variane sur la mesure de distane est une fontion de ette distane, don du veteur formé par
la position du mobile et l'amer observé dans Rg. On rappelle ii la dénition de la variane pour
M1
(M1) σdk,l = σd d (Xk, fl)
γ
, γ ≥ 1
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En outre, les mesures étant indépendantes, l'expression de l
Xk+1
zk+1 proposée à l'équation (5.53) est
équivalente à
lXk+1zk+1 =
nk+1∑
l=1
l
Xk+1
zk+1,fil
(5.55)
ave pour haque amer élémentaire
l
Xk+1
zk+1,fil
= − ln (p(zilk+1|Xk+1, fil)). (5.56)
Nous allons nous attaher à préiser l'expression de l'espérane Ezk+1|Xk+1 du laplaien par rapport
à l'état du mobile de haune des fontions l
Xk+1
zk+1,fil
, l = 1, · · · , nk+1, an de déterminer Ψ22,bk,k+1.
Par ommodité, nous utiliserons la notation suivante :
Ψ22,bk,k+1,il = −Ezk+1|Xk+1
{
∆
Xk+1
Xk+1
ln
(
p(zilk+1|Xk+1, fil
)
)
}
. (5.57)
Les densités de mesures élémentaires étant des densités gaussiennes, par appliation de la propriété
??, nous savons que le terme en position (i, j), 1 ≤ i, j ≤ 3 de ette matrie est donnée par
l'expression
Ψ22,bk,k+1,il(i, j) =
1
2
tr
(
R−1k+1,il
dRk+1,il
dX ik+1
R−1k+1,il
dRk+1,il
dXjk+1
)
︸ ︷︷ ︸
(∗)
+
(
dH∗(Xk+1, fil)
dX ik+1
)
R−1k+1,il
(
dH(Xk+1, fil)
dXjk+1
)
︸ ︷︷ ︸
(∗∗)
.
(5.58)
Pour le terme (∗∗), il est don néessaire de préiser les gradients de la fontionnelle d'obser-
vation H(Xk+1, fil). Elle omporte deux omposantes orrespondant respetivement à la distane
d(Xk+1, fil) et à la mesure d'angle relative à l'orientation du mobile ϕ(Xk+1, fil). Nous avons
d(Xk, fil) =
√
(xk − xil)2 + (yk − yil)2
ϕ(Xk, fil) = arctan2
(
yil − yk
xil − xk
)
− θk.
Avant d'exprimer les gradients par rapport à l'état Xk+1 de es deux fontions, nous introduisons
des notations qui nous permettrons d'obtenir des formulations struturées de la matrie d'informa-
tion. Ces notations traduisent la onguration géométrique assoiée à l'aquisition d'une mesure
élémentaire.
Pour un amer fil donné parmi les nk+1 amers qui seraient utilisés dans le proessus de loali-
sation, nous onsidérons les notations suivantes illustrées sur la gure 5.2.
 ∆xilk+1 et ∆y
il
k+1 les oordonnées du veteur  amer-mobile 
−−−−−→
Pk+1fil dans le repère global
Rg,
 sa norme ρk+1il :=
∥∥∥−−−−−→Pk+1fil∥∥∥ et son argument βk+1il :=∡−−−−−→Pk+1fil ,
 le osinus et le sinus de l'argument ck+1il := cos(β
k+1
il
) et sk+1il := sin(β
k+1
il
).
Pour la fontion de distane, l'expression du gradient est donnée par la formule suivante :
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ements
ρk+1il
βk+1il
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ry
Fig. 5.2  Notations pour une onguration  amer-mobile .
∇Xk+1d(Xk+1, fil) =


(xk+1−xil )
ρk+1il
(yk+1−yil )
ρk+1il
0

 = −


∆x
il
k+1
ρk+1il
∆y
il
k+1
ρk+1il
0

 .
En utilisant l'argument βk+1il du veteur
−−−−−→
Pk+1fil , on en déduit la formulation équivalente
∇Xk+1d(Xk+1, fil) = −

ck+1ilsk+1il
0

 . (5.59)
De même, pour la fontion de mesure d'angle nous obtenons
∇Xk+1ϕ(Xk+1, fil) =


− (yk+1−yil )
ρk+1il
2
(xk+1−xil )
ρk+1il
2
−1

 =


∆x
il
k+1
ρk+1il
2
−∆x
il
k+1
ρk+1il
2
−1


En utilisant de nouveau l'argument βk+1il du veteur
−−−−−→
Pk+1fil , on en déduit
∇Xk+1ϕ(Xk+1, fil) =


sk+1il
ρk+1il
− c
k+1
il
ρk+1il−1

 . (5.60)
A partir de l'expression de es gradients, nous pouvons détailller l'expression de la matrie
d'information, dont les oeients sont obtenues à partir des termes (∗∗) de l'équation (7.19). Les
opérations sont identiques quel que soit le modèle d'erreur onsidéré.
Dérivation du terme (**). Si nous reprenons l'expression de e terme, nous avons pour haque
omposante (i, j), i, j = 1, 2, 3 de la matrie résultante,(
dH∗(Xk+1, fil)
dX ik+1
)
R−1k+1,il
(
dH(Xk+1, fil)
dXjk+1
)
.
soit, en utilisant la dénition de la fontionnelle H(Xk+1, fil)
 d d(Xk+1,fil )dXik+1
dϕ(Xk+1,fil )
dXi
k+1

∗R−1k+1,il

 d d(Xk+1,fil )dXjk+1
dϕ(Xk+1,fil )
dXj
k+1

 .
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A partir des propriétés de alul matriiel, il est possible d'obtenir une formulation ondensée
pour la matrie résultante, que nous noterons Dk+1il
Dk+1il =
(∇Xk+1d∗(Xk+1, fil)
∇Xk+1ϕ∗(Xk+1, fil)
)∗
R−1k+1,il
(∇Xk+1d∗(Xk+1, fil)
∇Xk+1ϕ∗(Xk+1, fil)
)
.
Nous pouvons substituer les gradients dans la formule préédente par leurs expressions alulées
à partir de la onguration géométrique de l'aquisition de la mesure présentées au niveau des
équations (5.59) et (5.60). Cela nous amène à introduire la matrie suivante :
Gk+1Xl =

 (xk+1−xl)ρk+1l (yk+1−yl)ρk+1l 0
− (yk+1−yl)
ρk+1
l
2
(xk+1−xl)
ρk+1
l
2 −1

 . (5.61)
Cette matrie peut enore s'érire sous la forme équivalente, en utilisant la norme et l'argument
βk+1il du veteur  amer-mobile 
−−−−−→
Pk+1fil ,
Gk+1Xl =

−ck+1il −sk+1il 0sk+1il
ρk+1
l
− c
k+1
il
ρk+1
l
−1

 . (5.62)
Les veteurs lignes orrespondent aux gradients des fontions de mesure par rapport à l'état à
l'instant tk+1. Par onséquent, on a pour tout amer fil
Dk+1il = Gk+1∗Xil R−1k+1,ilGk+1Xil . (5.63)
Dérivation du terme (*). Nous devons tenir ompte du modèle d'erreur onsidérée.
Cas du modèle M0. Pour le modèle (M0), la matrie de ovariane R
−1
k+1,il
, l = 1, · · · , nk+1
ne dépend pas de l'état du mobile à l'instant de mesure. Le terme (∗) est don nul pour tout
(i, j), i, j = 1, 2, 3.
Cas du modèleM1. A l'inverse du modèleM0, le terme (∗) n'est pas nul. La variane de l'erreur
sur la mesure de distane dépend de ette même distane. Pour (i, j), 1 ≤ i, j ≤ 3, nous devons
préiser l'expression
Yk+1,il(i, j) = tr
(
R−1k+1,il
dRk+1,il
dX ik+1
R−1k+1,il
dRk+1,il
dXjk+1
)
, (5.64)
ave la matrie de ovariane de la forme
Rk+1,il =
(
σ2dk+1,il 0
0 σ2ϕ
)
, (5.65)
et
σdk,l = σd d (Xk, fl)
γ
, γ ≥ 1.
Pour e modèle, seuls les paramètres du veteur de position de l'état du mobile interviennent don
au niveau de l'inertitude sur la mesure de distane. La matrie résultante est don une matrie
ave une déomposition par blos, où seul le blo supérieur gauhe de taille 2×2 est non nul. Nous
devons déterminer la dérivée de la matrie de ovariane par rapport aux omposantes du veteur
position p˜k+1. Les dérivées de la variane de l'erreur sur l'information de distane par rapport à
xk+1 et yk+1 sont données par l'expression suivante (le détail de es aluls est présenté en annexe
B). :
∂σ2dk+1,il
∂xk+1
= −2γ ∆x
il
k+1
ρk+1il
2 σ
2
dk+1,il ,
∂σ2dk+1,il
∂yk+1
= −2γ∆y
il
k+1
ρk+1il
2 σ
2
dk+1,il
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où les paramètres ∆xilk+1 et ∆y
il
k+1 sont les oordonnées dans Rg du veteur
−−−−−→
Pk+1fil . Pour les
dérivées par rapport aux omposantes de position, seul le oeient en (1, 1) est non nul. De plus,
la matrie Rk+1,il étant diagonale, on en déduit que les matries des produits matriiels impliqués
au niveau de l'opérateur trae dans l'équation (7.24) pour le alul de Yk+1,il(i, j) ont des termes
tous nuls, hormis en position (1, 1). Ainsi
tr
(
R−1k+1,il
dRk+1,il
dX ik+1
R−1k+1,il
dRk+1,il
dXjk+1
)
=


4γ2
∆x
il
k+1
2
ρk+1il
4 si i = j = 1
4γ2
∆y
il
k+1
2
ρk+1il
4 si i = j = 2
4γ2
∆y
il
k+1
∆y
il
k+1
ρk+1il
4 si (i, j) = 1, 2 et i 6= j
0 si i = 3 ou j = 3.
(5.66)
En utilisant l'argument βk+1il du veteur
−−−−−→
Pk+1fil , on peut réérire les termes préédents sous la
forme équivalente
Yk+1,il (i, j) =


4γ2
ρk+1il
2 cos2(β
k+1
il
) si i = j = 1
4γ2
ρk+1il
2 sin
2(βk+1il ) si i = j = 2
4γ2
ρk+1il
2 cos(β
k+1
il
) sin(βk+1il ) si (i, j) = 1, 2 et i 6= j
0 si i = 3 ou j = 3.
(5.67)
On en déduit don l'expression dénitive de la matrie Yk+1,l
Yk+1,il =
4γ2
ρk+1il
2

 cos2(βk+1il ) sin(2βk+1il )/2 0sin(2βk+1il )/2 sin2(βk+1il ) 0
0 0 0

 . (5.68)
Remarque : A partir de ette expression, on illustre bien l'impat du modèle d'erreur (M1) sur
l'information de loalisation, en partiulier sur la performane de l'estimation des omposantes
duveteur position. Le gain d'information dépend à la fois de l'inverse de la distane à l'amer et de
la valeur du paramètre γ. En eet, si l'on onsidère la trae de la projetion de ette matrie sur le
sous-espae déni par les paramètres de position, elle est égale à
4γ2
ρk+1il
2 . Ce résultat est en aord
ave le modèle (M1) où la variane, sur la mesure de distane, est d'autant plus importante que la
distane à l'amer et le paramètre d'éhelle γ sont grands. Pour le modèle (M2), il est possible de
dériver également la matrie Yk+1,il . Dans e as, la variane dépend de la mesure d'angle, le gain
d'information sur l'état omplet (position et orientation) est impaté.
Synthèse pour l'expression de Jzk+1(C). Nous avons déliné dans les paragraphes préédents
l'expression des matries Ψ22,bk,k+1,il pour haque amer fil utilisable dans le proessus de orretion
du ltrage. Nous avons vu que ette matrie était omposée de deux parties variables selon le
modèle d'erreur onsidéré. Dans le adre le plus général, nous pouvons exprimer Jzk+1(C) omme
suit :
Jzk+1(C) =
1
2
nC∑
l=1
EX0:k+1
{
δk+1l Yk+1,l
}
+
nC∑
l=1
EX0:k+1
{
δk+1l G
k+1∗
Xl R
−1
k+1,lG
k+1
Xl
}
, (5.69)
où la matrie Yk+1,l est équivalente à la matrie nulle pour le modèle M0 et donnée par l'équation
(5.68) pour le modèle M1. La matrie G
k+1
Xl est fournie à l'équation (5.70), étant struturée selon
la onguration géométrique dénie par l'état du mobile et les amers de la arte.
Le tableau suivant réapitule les prinipaux éléments pour le alul de la matrie 5.3.
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D22k = D
22,a
k + J
z
k+1(C)
ave D22,ak = EX0:k
{
Q−1k
}
et
Jzk+1(C) =
1
2
nC∑
l=1
EX0:k+1
{
δk+1l Yk+1,l
}
+
nC∑
l=1
EX0:k+1
{
δk+1l G
k+1∗
Xl R
−1
k+1,lG
k+1
Xl
}
,
où ∀l = 1, · · · , nC ,
1. si le modèle d'erreur est (M0)
Rk+1,l = Diag
(
σ2d, σ
2
ϕ
)
et Yk+1,l = O3×3,
2. si le modèle d'erreur est (M1)
Rk+1,l = Diag
(
σ2d ρ
k+1
l
2γ
, σ2ϕ
)
et Yk+1,l =
4γ2
ρk+1l
2

 cos2(βk+1l ) sin(2βk+1l )/2 0sin(2βk+1l )/2 sin2(βk+1l ) 0
0 0 0

 ,
et
Gk+1Xl =
(−ck+1l −sk+1l 0
sk+1
l
ρk+1
l
− c
k+1
l
ρk+1
l
−1
)
. (5.70)
Tab. 5.3  Eléments pour le alul de la matrie D22k .
5.4.4 Conlusions de la setion
Nous avons préisé dans ette setion la formulation des matries permettant de aluler de
façon réursive la borne sur la matrie de ovariane de l'estimateur a posteriori pour notre pro-
blème de loalisation à partir d'une arte d'amers. Pour ela, nous avons supposé d'une part que
la position des amers est parfaitement onnue, et d'autre part que l'algorithme d'assoiation est
susamment performant pour que les mesures qui seraient reçues soient orretement aetées aux
amers ontenus dans la zone de pereption du mobile. Nous verrons, dans un autre hapitre, om-
ment l'hypothèse sur la onnaissane de la arte peut être relâhée pour tenir ompte d'inertitude
sur leurs positions dans le plan. La suite de e hapitre aborde l'estimation pratique des bornes,
notamment au travers de l'approximation des espéranes qui interviennent dans l'expression des
matries.
5.5 Algorithmes d'estimation de la BCRB
Nous avons obtenu dans la setion préédente l'expression des diérents termes permettant, à
partir de la relation de réurrene de Tyhavsky, de dériver la matrie d'information de Fisher a
posteriori Jk à haque instant. Néanmoins, en pratique, on est onfronté au problème du alul
des espéranes, don des intégrales, par rapport à la trajetoire et aux mesures (X0:k, z1:k) jusqu'à
l'instant tk. En eet, on ne peut obtenir une formulation expliite des matries que dans des as
partiuliers. Par exemple, lorsque les équations du système sont linéaires et les bruits gaussiens
ave des matries de ovarianes invariantes, on se ramène à une équation de mise à jour similaire
à elui du ltre de Kalman ou de sa formulation duale, le ltre d'information [Dod03℄. Pour er-
tains problèmes, les inonvénients de la non-linéarité peuvent être ontournés en se plaçant dans
un espae de représentation de l'état plus adapté. Ainsi, dans [Bré05℄, une représentation logarith-
mique polaire (LPC) est préonisée pour le problème de pistage de ibles par mesures d'angles et
permet d'obtenir des formulations expliites des matries d'information. Cependant, dans la ma-
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jorité des situations renontrées, il est néessaire d'approher es quantités par simulation Monte
Carlo à partir de la onnaissane des densités de probabilité de prédition et d'observation. Dans
la littérature, ette diulté est parfois omise en onsidérant notamment que l'impat du bruit
d'évolution est faible. On se ramène don bien souvent à une approximation autour de la tra-
jetoire nominale et on ne s'intéresse qu'au terme dépendant du proessus d'observation supposé
prépondérant. Cette approhe est utilisée dans [KG06℄ pour déterminer un ritère loal pour la
planiation des trajetoires d'une engin sous-marin se loalisant à l'aide d'une arte bathymé-
trique. Une telle approximation est sur le plan théorique valable en limite ( régime permanent )
lorsque l'on s'intéresse à l'analyse des performanes du ltre en temps long et pour des modèles de
dynamique de strutures bien spéiques.
Pour une arte donnée C et un mobile disposant d'un domaine de pereption P déni par les
apaités de ses apteurs (laser, améra...), on s'intéresse à l'approximation des intégrales de la
forme
D11k =
∫
Ψ11k,k+1p(X0:k, )dX0:k
D12k =
∫
Ψ12k,k+1p(X0:k)dX0:k
D22,ak =
∫
Ψ22,ak,k+1p(X0:k)dX0:k
JZk (C) =
∫
Ψ22,bk,k+1p(X0:k+1)dX0:k+1,
où les matries Ψ∗∗,∗k,k+1 sont elles préisées dans la setion préédente. Nous présentons trois mé-
thodes permettant d'aéder à une approximation de es grandeurs. Elles se distinguent par le
oût alulatoire et la préision des approximations produites. Nous onsidérons une trajetoire du
mobile omposée de K étapes, et onstruite en imposant à partir d'une position initiale X0 autour
de Xˆ0 une suite de ommandes en déplaement et orientation
u0:K−1 = {u0, · · · , uk, · · · , uK−1}
= {(v0, φ0) , · · · , (vk, φk) , · · · , (vK−1, φK−1)} ,
(5.71)
où (vk, φk) sont appliqués à l'instant tk, k = 0, · · · ,K − 1. La trajetoire ainsi onstruite par
appliation de la séquene de ommande et sans prise en ompte du bruit est notée Xˆ0:K .
PSfrag replaements
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Fig. 5.3  Trajetoire nominale (rouge) et bruitées (bleues).
5.5.1 Approximation autour de la trajetoire nominale
Pour éviter les oûts de alul importants néessaires à l'évaluation des intégrales, une première
stratégie onsiste à approximer les espéranes des matries par les matries alulées au niveau
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de la trajetoire nominale Xˆ0:K . On obtient une expression de la formule réursive de Tihavsky
équivalente à elle qui serait obtenue pour un problème d'estimation pour le système dont le modèle
de dynamique est elui déduit de la linéarisation des équations de prédition et d'observation,
autour de ette trajetoire. Cette approhe se traduit par l'algorithme 7 présenté en page 81.
Algorithme 7 Calul réursif de la BCRB à partir de la trajetoire nominale.
On onsidère les entrées :
• Xˆ0 =
(
xˆ0 yˆ0 θˆ0
)∗
l'état supposé du mobile à l'instant initial,
• (u0, · · · , uK−1) la suite des ommandes en vitesse et rotation,
• (δt1, · · · , δtK) les durées de haque déplaement élémentaire,
• les paramètres du modèle de dynamique σ, σθ , σd, σϕ.
Initialisation :
Jˆ0 = P
−1
0 et k = 0, (5.72)
Itération :
Pour K − 1 ≥ k ≥ 0,
 prédition de Xˆk+1 à partir de Xˆk =
(
xˆk yˆk θˆk
)∗
et uk, à partir du modèle de dynamique 4.2
sans erreur,
 alul de ak, bk, cθˆk+φk et sθˆk+φk , puis les approximations des veteurs Cθk et Gθk , pour l'orien-
tation égale à θˆk. Ces veteurs sont notés C˜θ
k
et G˜θ
k
.
 alul des oeients αk et α
(i)
k , i = 0, 1, 2, 3 à partir de l'équation (5.29).
 approximation de l'inverse de Q−1k ≈ Qˆ−1k à partir de la déomposition par blos dénie à
l'équation (5.28).
 alul des termes D11k , D
12
k , D
21
k et D
22,a
k à partir des équations présentées dans les tableaux 5.1,
5.2 et 5.3. A e stade, on obtient les approximations
Dˆ11k , Dˆ
12
k , Dˆ
12
k = Dˆ
21∗
k et Dˆ
22,a
k .
Elles utilisent notamment l'approximation du veteur C˜θ
k
.
 identiation des amers {fi} visibles de Xˆk+1 selon les aratéristiques du apteur de mesure,
don δk+1l = 1.
 approximation du terme assoié au proessus de mesure Jˆzk+1(C) de D22k , à partir des éléments
donnés au tableau 5.3 :
• pour tout fl ave δk+1l = 1 déterminer le ouple
(
ρl
k+1, βk+1l
)
à partir de Xˆk+1.
• Selon le modèle, déterminer les matries Rk+1,l, Yk+1,l et Gk+1Xl .
 alul de Jˆk+1 par appliation de la formule de réurrene (5.21)
Jˆk+1 = Jˆ
z
k (C) + Dˆ22,ak − Dˆ21k (Jˆk + Dˆ11k )−1Dˆ12k (5.73)
 faire k = k + 1.
5.5.2 Approximation par simulation de trajetoires bruitées
L'approhe la plus naturelle pour l'estimation des espéranes onsiste à employer des tirages de
trajetoires, autour de la trajetoire nominale, en utilisant la densité de probabilité déduite du mo-
dèle d'évolution (f. gure 5.3). La préision de l'approximation est en théorie diretement assoiée
à la taille de l'éhantillon de trajetoires employé. Pour réduire, la harge de alul, nous proposons
de onsidérer une approhe intermédiaire basée sur la transformée unsented qui permet un hoix
déterministe de l'éhantillon. Nous présentons deux approhes par simulation qui orrespondent à
deux algorithmes d'approximation des matries de la formule de Tihavsky.
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5.5.2.1 Simulation de de type Monte Carlo
On peut générer un éhantillon de nmc trajetoires bruitées X
1:nmc
0:K :=
{
X i0:K
}
, i = 1, · · · , nmc
en proédant selon le shéma présenté au niveau de l'algorithme 8 en page 82. L'éhantillon de
Algorithme 8 Trajetoires simulées par tirage de Monte Carlo.
(1) Initialisation : pour i = 1, · · · , nmc X i0 ∼ p(X0) = N (Xˆ0, P0)
(2) Approximation de la densité prédite : pour k ≥ 0,
 ∀ i = 1, · · · , nmc, déterminer la matrie de ovariane du bruit sur les ommandes Qu,ik =
G(θik, uk)Cu G(θ
i
k, uk)
∗
.
 Approximer la matrie de ovariane de prédition
Qk ≈ 1
nτ
nmc∑
i=1
Qu,ik +Q
m
k . (5.74)
.
 Générer un éhantillon de bruits pour la prédition ωik ∼ N (O3×1, Qk).
 Obtenir X ik+1 en appliquant le modèle de dynamique de l'équation (4.2)
X ik+1 = fk(X
i
k, uk) + ω
i
k.
On obtient ainsi à l'instant k + 1 un éhantillon permettant une approximation de la densité
p(Xk+1|Xk, uk).
trajetoires obtenus permet d'approximer des espéranes pour les termes de la formule réursive
pour la détermination de la matrie d'information de Fisher. Les diérentes étapes de ette approhe
sont présentées au niveau de l'algorithme 9 présenté en page 83.
5.5.2.2 Utilisation d'un éhantillon déterministe
Nous avons déjà introduit la transformation unsented au hapitre 4 pour la dérivation du ltre
UKF. Elle fournit une approximation des deux premiers moments d'un veteur aléatoire déduit d'un
autre veteur aléatoire au travers d'une appliation non-linéaire. Cette approximation s'appuie sur
un éhantillonnage déterministe de l'espae d'état. Nous proposons d'utiliser ette méthode pour
obtenir des estimations des espéranes intervenant dans la formule réursive du alul de la borne.
Nous présentons d'abord omment propager les sigma-points entre deux instants onséutifs, pour
obtenir un éhantillon de trajetoires représentatif X1:nut0:K , nut étant le nombre de sigma-points.
Cette phase de propagation est quasiment identique à l'algorithme 8 présenté en page 82. Cette
approhe permet de limiter la taille de l'éhantillon de trajetoires utilisées pour l'estimation des
expéranes. Le alul de l'approximation est dérit par l'algorithme 11 présenté en page 85
5.6 Conlusions du hapitre
Dans e hapitre, nous avons introduit les éléments pour l'analyse de la performane du ltre
de loalisation à partir d'amers en utilisant la borne de Cramèr-Rao a posteriori (BCRB). Les
résultats démontrés par Tyhavsky ont été exploités pour le alul sur une trajetoire omplète
à partir d'une relation de réurrene. Les expressions des matries qui inteviennent dans la mise
en oeuvre de ette formule nous ont permis d'illustrer l'importane des diérents paramètres du
modèles dans le proessus de loalisation.
Cependant, les aratéristiques intrinsèques du modèle ne permettent pas de dénir une expression
analytique des diérents termes néessaires au alul de la séquene de matrie d'information de
Fisher. Nous avons don présenté trois approhes permettant d'obtenir à une approximation en
pratique. Des ritères de performanes seront dérivés de ette matrie pour appréier la qualité d'un
hoix de trajetoire en fontion d'une répartition d'amers dans l'environnement. Par ontre, il n'a
pas été tenu ompte de l'inertitude sur la artographie dans les développements préédents. Nous
verrons plus loin omment ette notion d'inertitude peut être intégrée dans le alul de la BCRB,
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Algorithme 9 Calul de la BCRB par simulation Monte Carlo
On onsidère les entrées :
• Xˆ0 l'état initial moyen du mobile,
• (u0, · · · , uK−1), la suite des ommandes en vitesse et rotation,
• (δt1, · · · , δtK) les durées de haque déplaement élémentaire,
• Les aratéristiques du modèle σ, σθ , σd, σϕ.
Initialisation :
 Génération d'un éhantillon X1:nmc0 ave X
i
0 =
(
xi0 y
i
0 θ
i
0
)∗
, i = 1, · · · , nmc à partir de p(X0)
Jˆ0 = P
−1
0 et k = 0. (5.75)
Itération :
Pour K − 1 ≥ k ≥ 0,
 génération de l'éhantillon X1:nmck+1 :=
{
X ik+1
}
à partir de X1:nmck+1 et uk en utilisant l'algorithme
8,
 alul de ak, bk, cθi
k
+φk et sθik+φk , puis des veteurs Cθik et Gθik pour l'orientation égale à θ
i
k,
 alul de l'inverse de la matrie de ovariane Q−1k,i pour l'hypothèse d'orientation θ
i
k, i =
1, · · · , nmc selon (5.28),
 approximation des termes D11k , D
12
k , D
21
k et D
22,a
k
Dˆ11k =
1
nmc
nmc∑
i=1
D11k,i Dˆ
12
k =
1
nmc
nmc∑
i=1
Dˆ12k,i
Dˆ12k = Dˆ
21∗
k Dˆ
22,a
k =
1
nmc
nmc∑
i=1
Dˆ22,ak,i .
Les matrie Dˆ∗∗,∗k,i sont obtenues en utilisant les éléments présentés dans les tableaux 5.1, 5.2 et
5.3. Elles utilisent notamment le veteur Cθi
k
.
 Pour tout 1 ≤ i ≤ nmc, identiation des amers visibles de X ik+1 et alul du terme assoié au
proessus de mesure Jz,ik+1(C) selon le modèle d'erreur, selon les étapes présentées dans l'algo-
rithme 7 pour l'état X ik+1. On obtient don J
z,i
k+1(C) à partir de l'équation (5.69) pour l'état
X ik+1.
 Approximation de Jˆzk (C)
Jˆzk (C) =
1
nmc
nmc∑
i=1
Jz,ik (C), (5.76)
 alul de Jˆk+1 par appliation de la formule de réurrene (5.21)
Jˆk+1 = Jˆ
z
k (C) + Dˆ22,ak − Dˆ21k (Jˆk + Dˆ11k )−1Dˆ12k , (5.77)
 faire k = k + 1
par une approximation autour de la arte moyenne et en adaptant l'équation d'observation du
système. Nous présentons tout d'abord dans le hapitre qui suit quelques résultats d'approximation
de la borne sur quelques senarii.
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Algorithme 10 Trajetoires simulées par la tranformée unsented.
(1) Initialisation : soit w
(i)
m,0, un éhantillon de sigma-points de bruits déduit de P0 aveW
(i)
m,0 les
poids. On obtient un éhantillon de sigma-points pour l'état initial X i0,W
(i)
m,0, i = 1, · · · , nut
en ajoutant à Xˆ0 et éhantillon de bruits.
(2) Approximation de la densité prédite : pour k ≥ 0,
 ∀ i = 1, · · · , nut, déterminer la matrie de ovariane du bruit sur les ommandes Qu,ik =
G(θik, uk)Cu G(θ
i
k, uk)
∗
,
 approximer la matrie de ovariane de prédition
Qk ≈
nut∑
i=1
W
(i)
m,kQ
u,i
k +Q
m
k , (5.78)
 générer un éhantillon de bruits pour la prédition ωik, i = 1, · · · , nut représentatif de Qk.
 obtenir X ik+1,W
(i)
m,k+1 en appliquant le modèle de dynamique de l'équation (4.2)
X ik+1 = fk(X
i
k, uk) + ω
i
k, W
(i)
m,k+1 = W
(i)
m,k. (5.79)
On obtient ainsi à l'instant k + 1, un éhantillon permettant une approximation de la densité
p(Xk+1|Xk, uk).
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Algorithme 11 Calul de la BCRB par la transformée unsented.
On onsidère les entrées :
• Xˆ0 l'état initial moyen du mobile,
• (u0, · · · , uK−1) la suite des ommandes en vitesse et rotation,
• (δt1, · · · , δtK) les durées de haque déplaement élémentaire,
• les aratéristiques du modèle σ, , σθ , σd, σϕ.
Initialisation :
 Génération d'un éhantillon pondéré X
1:nsp
0 ,W
(i)
m,0 ave X
i
0 =
(
xi0 y
i
0 θ
i
0
)∗
, i = 1, · · · , nsp à
partir de p(X0)
Jˆ0 = P
−1
0 et k = 0. (5.80)
Itération :
Pour K − 1 ≥ k ≥ 0,
 génération de l'éhantillon pondéré X
1:nsp
k+1 :=
{
X ik+1
}
à partir de X
1:nsp
k et uk en utilisant l'al-
gorithme 10,
 alul de ak, bk, cθi
k
+φk et sθik+φk , puis les veteurs Cθik et Gθik pour l'orientation égale à θ
i
k.
 approximation de l'inverse de la matrie de ovariane Q−1k,i pour l'hypothèse d'orientation θ
i
k,
i = 1, · · · , nmc selon (5.28).
 approximation des termes D11k , D
12
k , D
21
k et D
22,a
k
Dˆ11k =
nut∑
i=1
W
(i)
m,kDˆ
11,a
k,i , Dˆ
12
k =
nut∑
i=1
W
(i)
m,kDˆ
12,i
k
Dˆ12k = Dˆ
21∗
k , Dˆ
22,a
k =
nut∑
i=1
W
(i)
m,kDˆ
22,a
k,i .
Les matrie Dˆ∗∗,∗k,i sont obtenues en utilisant les éléments présentés dans les tableaux 5.1, 5.2 et
5.3. Elles utilisent notamment le veteur Cθi
k
.
 Pour tout 1 ≤ i ≤ nut, identiation des amers visibles de X ik+1 et alul du terme assoié au
proessus de mesure Jz,ik+1(C) selon le modèle d'erreur, selon les étapes présentées dans l'algo-
rithme 7 pour l'état X ik+1. On obtient don J
z,i
k+1(C) à partir de l'équation (5.69) pour l'état
X ik+1.
 Approximation de Jˆzk (C)
Jˆzk (C) =
nut∑
i=1
W
(i)
m,kJ
z,i
k (C) (5.81)
 alul de Jˆk+1 par appliation de la formule de réurrene (5.21)
Jˆk+1 = Jˆ
z
k (C) + Dˆ22,ak − Dˆ21k (Jˆk + Dˆ11k )−1Dˆ12k , (5.82)
 faire k = k + 1.
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Chapitre 6
Quelques exemples en simulation
Nous avons introduit la borne de Cramèr-Rao a posteriori omme mesure de performane de
notre problème de loalisation, dans le sens où elle onstitue une borne inférieure de l'erreur d'es-
timation en l'absene de biais. Plus préisément, nous avons fait apparaître le lien entre la matrie
d'information de Fisher et la borne. Par ailleurs, nous avons exploité les travaux de Tihavsky et
al. pour aluler, de façon réursive, le blo inférieur droit de la matrie d'information de Fisher
assoiée à la trajetoire de l'état. Cette matrie orrespond à la borne a posteriori sur l'erreur
d'estimation dans un adre bayésien. Plusieurs stratégies ont été proposées pour ontourner la
diulté liée à l'approximation des intégrales pour la détermination des espéranes. L'objetif de
e hapitre est d'analyser le omportement de la borne sur quelques sénarii en simulation. On
étudiera en partiulier les paramètres géométriques de l'ellipsoïde assoiée à l'inverse de la matrie
de Fisher Jk.
6.1 Paramètres pour l'analyse
Nous introduisons dans ette setion les paramètres qui peuvent servir pour aratériser la
borne. Une partie d'entre eux sera exploitée dans l'analyse qui sera menée sur les senarii onsidérés
dans e hapitre. Certains paramètres permettent d'étudier une omposante du veteur d'état prise
indépendamment des deux autres. D'autres orent la possibilité de déoupler les eets sur les sous-
espaes orrespondant respetivement à la position et à l'orientation. Nous nous foaliserons à la
fois sur le omportement loal en un point de la trajetoire et sur le omportement umulé sur
une trajetoire omplète. Dans la suite, on se donne une trajetoire X0:K onstruite à partie d'une
séquene de ommandes et de vitesses et on note J0:K la suite des matries d'information de Fisher
Jk pour l'estimation de l'état Xk à haque instant k = 0, · · · ,K.
Dénition 13 Pour tout k = 0, · · · ,K, on dénit l'ellipsoïde E(k, α) (α ∈ R+ xé) assoiée à la
matrie d'information Jk omme l'ensemble
E(k, α) =
{
X ∈ R2×]− π, π] : (X −Xk)∗ (W ∗JkW ) (X −Xk) ≤ α
}
, (6.1)
où W est une matrie de pondération1 partiulière permettant de réduire les eets de la diérene
d'ordre de grandeur entre les omposantes de position et l'orientation. Le hoix du paramètre α
permet de onsidérer diérents niveaux de onane.
De même, si l'on s'intéresse à la performane sur l'estimation de la position dans le plan 2D
indépendamment de l'orientation, on peut introduit l'ensemble Ep˜(k, α), délimité par la projetion
sur l'espae des positions de l'ellipsoïde.
Dénition 14 L'ensemble Ep˜(k, α) est déni de façon formelle par
Ep(k, α) =
{
p˜ ∈ R2 : (p˜ − p˜k)∗ (B∗JkB) (p˜ − p˜k) ≤ α
}
, (6.2)
1
En eet, l'unité des oeients de Jk orrespondant aux omposantes de position est le m
2
, alors que pour
l'orientation l'unité est le rad2.
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B étant la matrie de projetion sur les omposantes de position
B =

1 00 1
0 0

 . (6.3)
L'analyse de haune des omposantes est réalisée à partir des paramètres suivants qui peuvent
être assoiés aux aratéristiques de la forme géométrique de l'ellipsoïde.
Dénition 15 La borne inférieure du arré de l'erreur quadratique sur les omposantes xk, yk, θk
est donnée respetivement par
bx =
√
J−1k (1, 1) (m.), by =
√
J−1k (2, 2) (m.) et bθ =
√
J−1k (3, 3) (rad.). (6.4)
Enn, on onsidère des paramètres permettant de aratériser la forme de l'ellipse assoiée aux
paramètres de position, ainsi que son orientation. Ces aratéristiques sont obtenues en onsidérant
l'opérateur déterminant et par analyse spetrale de la matrie de Cramèr-Rao projetée.
Dénition 16 Le volume et la somme des longueurs des axes de l'ellipse pour la borne projetée
sur l'espae des positions sont fournies par
dp˜(k) =
√
| (B∗JkB)−1 | et tp˜(k) = 1
2
2∑
i=1
√
(B∗JkB)−1 (i, i). (6.5)
Dénition 17 L'orientation de l'ellipse est dénie à partir de l'argument des veteurs propres.
Soit (~e1, ~e2) la paire de veteurs propres de (B∗JkB)−1 de norme unité, l'orientation est fournie
par
Φk = min(∠~e
k
1 ,∠~e
k
2). (6.6)
6.2 Analyse de la BCRB sur quelques sénarii
Dans ette setion, nous analysons, sur diérents sénarii, les diérentes omposantes de la
borne. Nous regardons d'abord le omportement de la borne en l'absene de mesures disponibles,
l'objetif étant d'illustrer l'eet du modèle de dynamique adopté et de omparer les diérentes stra-
tégies d'approximation des espéranes. Ensuite, nous nous intéresserons à l'estimation des bornes
pour une arte donnée et diérentes hypothèses de trajetoires an d'illustrer l'apport de l'infor-
mation artographiques.
6.2.1 Analyse de l'eet du modèle de prédition
Pour illustrer l'eet des erreurs du modèle de prédition, nous nous plaçons dans une ongura-
tion où le mobile ne perçoit auun amer lors de son déplaement. Le système dynamique onsidéré
dispose des aratéristiques données dans le tableau 6.1. Nous supposons que la trajetoire est
omposée de déplaements élémentaires à vitesse onstante vk = 5m.s
−1
sur des durées δtk = 5s.
Le mobile eetue une manoeuvre ave deux séquenes suessives de rotations, respetivement de
+5 degrés et −5 degrés, suivies d'un déplaement en ligne droite. Nous montrons sur la gure 6.1
l'évolution de l'ellipse représentative de la borne sur l'erreur de position. Les ellipses sont obtenues
à partir des trois algorithmes proposés au hapitre préédent. L'approhe par Monte arlo est ob-
tenue ave un éhantillon de 20000 trajetoires et onstitue la référene pour notre analyse. Nous
pouvons noter que l'approximation qui utilise l'appliation des formules de réurrene uniquement
à partir de la trajetoire nominale est dégradée par rapport à ette référene. L'estimation de la
borne est  supérieure . A l'inverse, pour l'approximation par l'approhe unsented, l'estimation
de la borne est plus optimiste que la borne de référene, l'éart ave la référene s'aentuant dans le
temps, tant qu'il y a manoeuvre du mobile. Par ontre, on peut aussi remarquer qu'en mouvement
quasi-retiligne, et éart se stabilise. Ce omportement de l'approhe basée sur la transformée
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Bruits sur l'état initial
σx0 1 m
σy0 1 m
σθ0 1 deg
Bruits de dynamique et ommandes
σxk 1 m
σyk 1 m
σθk 1 deg
σv 0.5m.s
−1
σφ 0.1 deg
Tab. 6.1  Erreurs initiale et de modélisation.
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Fig. 6.1  Evolution de l'ellipse assoiée à la borne sur l'erreur de position.
unsented pourrait s'expliquer par les limites de ette transformée pour l'approximation des fon-
tions trigonométriques intervenant dans les veteurs Cθ
k
et Gθ
k
. Les trois ellipses sont ohérentes
au niveau de leur orientation (paramètre Φk), mais leurs envergures varient. Sur la gure 6.2, nous
avons traé également les paramètres homogènes aux bornes des erreurs sur les omposantes de
position bx et by pour les deux algorithmes basés sur la méthode par simulation. L'évolution de es
deux grandeurs est fournie relativement à la distane par rapport au point de départ situé en (0, 0).
L'allure des deux ourbes onrme les remarques préédentes. Pour le paramètre d'orientation, on
peut faire le même onstat en s'appuyant sur la gure 6.3, qui présente l'allure de la borne sur
l'orientation pour haune des méthodes. En termes de omportement global de la borne, on note
omme attendu une dégradation de la performane en l'absene de mesures. En outre, on peut
aussi noter que ette dégradation est ampliée dans la diretion orthogonale au déplaement qui
traduit une ombinaison de l'erreur sur le déplaement et sur la ommande en orientation.
Enn, pour ompléter la omparaison des deux approhes par simulation, nous onsidérons
un déplaement retiligne uniforme et représentons graphiquement l'évolution des estimations des
bornes sur l'erreur d'estimation en position et orientation sur les gures 6.4 et 6.5. L'approhe par
unsented est toujours plus optimiste mais l'éart ave l'estimation par Monte Carlo est faible et
n'apparaît qu'au bout d'un temps susamment long, fontion du niveau de l'erreur de la ommande
et du modèle en orientation.
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Fig. 6.2  Paramètres aratéristiques de la borne sur l'erreur en position.
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Fig. 6.3  Evolution de la borne sur l'erreur en orientation.
6.2.2 Analyse de l'eet de la artographie
Nous onsidérons maintenant des sénarii dans lesquels le mobile dispose d'une arte omposée
d'amers et de moyens lui permettant d'aquérir des mesures de distanes et d'angles relatives et
bruitées par rapport à son état ourant. Les amers sont répartis dans l'espae omme indiqué sur
la gure 6.6, et la trajetoire est identique à elle ave manoeuvres utilisée dans le sénario de
la setion préédente. Les trois sénarii présentés se distinguent par les apaités des apteurs de
pereption, en faisant varier les limites en distane et l'ouverture angulaire. Les aratéristiques
des bruits du modèle d'observation, indépendantes des mesures, sont fournies dans le tableau 6.2.
Cas 1 : Dans e sénario, on suppose que le apteur est omnidiretionnel et qu'il perçoit tous les
amers présents dans l'environnement. Ainsi, lors du déplaement sur la trajetoire, tous les amers
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Fig. 6.4  Bornes sur l'erreur en position pour un mouvement retiligne.
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Fig. 6.5  Bornes sur l'erreur en orientation pour un mouvement retiligne.
Bruits et apaités du apteur
erreur en distane σd 1 m
erreur en angle σϕ 1 deg
Tab. 6.2  Caratéristiques du apteur de pereption
partiipent au proessus de loalisation. Nous présentons, respetivement sur les gures 6.7 et 6.8,
l'allure des paramètres bx, by et ba pour l'erreur d'estimation sur la position et sur l'orientation.
On onstate une amélioration de la performane de loalisation sur l'ensemble de la trajetoire.
Par ontre, en n de trajetoire, apparaît une légère dégradation sur l'axe des y autour de 400 m
du point de départ. Cette position orrespond à l'instant où le mobile ne perçoit qu'un seul amer
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Fig. 6.6  Répartition des amers dans l'environnement et trajetoire du mobile.
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Fig. 6.7  Paramètres de la borne sur l'erreur de position pour le as 1.
situé en avant, les autres amers étant plaés en arrière, ave des mesures de distanes relative-
ment importantes et des mesures d'angles plus prohes de ±π. La performane sur l'estimation de
l'orientation est par ontre stabilisée. Cette remarque illustre aussi l'importane de la ongura-
tion géométrique déduite de la position relative des amers et du mobile dans la performane de
loalisation.
Cas 2 : Pour e seond sénario, nous réduisons les apaités de pereption en distane du
mobile. Le apteur est toujours omnidiretionnel et il perçoit des mesures des amers situés jusqu'à
une distane de 40 mètres de sa position ourante. Ainsi, lors du déplaement sur la trajetoire,
le gain en information est majoritairement apporté par les trois amers f1, f2, f3 les plus prohes
de la trajetoire. Au début de l'évolution et entre les trois amers, l'aquisition de mesures est
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Fig. 6.8  Paramètres de la borne sur l'erreur d'orientation pour le as 1.
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Fig. 6.9  Ellipses de la borne en positio - apteur ominidiretionnel ave dmax = 40 m.
peu probable. On assiste don à une dégradation de la performane a priori de loalisation. Ce
omportement est dérit sur les gures 6.10 et 6.11.
On onstate bien une dégradation de la borne tant que le mobile reste susamment éloigné des
amers relativement à la limite de pereption du apteur. Le niveau de la borne déline fortement
à proximité du premier amer ontributif, pour augmenter légèrement jusqu'au prohain.
Cas 3 : Contrairement au sénario préédent, nous supposons que l'ouverture du apteur est
restreinte et dénie par l'angle ∆ = 180 degrés. Le mobile ne perçoit don que les amers situés
en avant de son déplaement. La distane maximale de pereption est toujours limitée et xée
à 40 mètres de sa position ourante. Ainsi, lors du déplaement sur la trajetoire, le gain en
information est toujoures majoritairement apporté par les trois amers f1, f2, f3 les plus prohes
de la trajetoire. Cependant, par rapport au as préédent, l'intervalle temporel pendant lequel
la pereption est possible est modié et le nombre d'amers visibles est diminué. Au début de
l'évolution et entre les trois amers, l'aquisition de mesures est peu probable, on assiste don à
une dégradation de la performane a priori de loalisation avant une amélioration apportée par la
pereption des amers. Ce omportement est dérit sur les gures 6.12 et 6.13.
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Fig. 6.10  Borne sur l'erreur en position - apteur omnidiretionnel et dmax = 40 m.
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Fig. 6.11  Borne sur l'erreur en orientation - apteur omnidiretionnel et dmax = 40 m.
On onstate bien une dégradation de la borne tant que le mobile reste susamment éloigné des
amers relativement à la limite de pereption du apteur. Le niveau de la borne déline fortement à
proximité du premier amer ontributif, pour augmenter légèrement jusqu'au prohain amer d'inté-
rêt. Néanmoins, l'amélioration est retardée et moins importante que pour le sénario préédent, à
ause de la diérene en termes de pereption. Par exemple, à la distane prohe des deux amers
d'intérêt pour la loalisation (autour de 200 mètres à parti du point de départ), on peut noter pour
un éart de l'ordre d'un degré par rapport au apteur omnidiretionnel.
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Fig. 6.12  Borne sur l'erreur d'estimation en position - as 3.
0
1
2
3
4
5
6
7
8
9
0 50 100 150 200 250 300 350 400 450 500
distance au depart
ba
Fig. 6.13  Borne sur l'erreur d'estimation en orientation - as 3.
6.3 Conlusions
Nous avons analysé, au travers de quelques sénarii, le omportement des approhes proposées
pour l'estimation de la Borne de Cramèr-Rao a posteriori pour le problème de loalisation à partir
d'amers. Sur les quelques exemples présentés, nous avons pu notamment préiser le omportement
des diérentes approhes proposées pour le alul des espéranes néessaires au alul des matries
d'information de Fisher. En partiulier,
 la première approhe, qui onsiste à appliquer la formule de Tihavsky sur la trajetoire
nominale est peu préise. Elle s'est révélée  supérieure  à l'estimation de la borne par
Monte-Carlo. On n'est don pas ertain qu'elle minore réellement l'erreur d'estimation. Son
utilisation dans un proessus de déision peut être par onséquent problématique.
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 L'approhe basée sur la simulation déterministe, utilisant la transformée inodore (unsented)
pour générer des hypothèses de trajetoires est par ontre plus optimiste que l'estimation
par Monte- Carlo, notamment pour des trajetoires longues et peu informatives. Le alul
du ritère semble d'autant plus dégradé que l'erreur sur les variations sur l'orientation du
mobile et que les manoeuvres sont importantes.
Nous avons aussi illustré, l'impat de la répartition géographique des amers dans l'environnement
relativement à l'état du mobile. L'apport de l'information liée au proessus de mesure et don à la
disponibilité des amers dans la zone d'évolution du mobile dépend fortement de la onguration
géométrique de l'ensemble  mobile et artes  ,et aussi des apaités du apteurs de mesures.
Les développements abordés dans e hapitre se sont foalisés sur l'analyse de la mesure de
performane vis-à-vis du modèle de dynamique et d'une arte parfaite. Dans le hapitre suivant,
nous étendons les résultats à une arte d'amers ave des positions inertaines, issues par exemple
du proessus de génération ontrlée proposé dans la première partie de e manusrit.
Chapitre 7
Prise en ompte de l'inertitude de
arte
Nous avons introduit dans le hapitre 5 des mesures de performane du proessus de loalisation
dans le adre probabiliste. Les mesures sont déduites de la BCRB, que nous pouvons aluler à
partir d'une proédure réursive. Cette proédure faisait l'hypothèse d'une arte a priori exempte
d'inertitude. Nous présentons une approhe permettant de tenir ompte de la onnaissane im-
parfaite sur les amers dans la dérivation de la BCRB. L'information de artographie intervient au
travers de l'équation d'observation du système. Pour en tenir ompte, nous faisons apparaître la
ontribution de l'inertitude sur les positions des amers, en eetuant une approximation autour
de leur position moyenne. Cei induit une modiation de la struture de l'erreur sur les mesures,
de même que la matrie d'information de Fisher déduite de la loi de vraisemblane. La loi de l'er-
reur d'observation omporte ainsi deux omposantes : l'une liée à l'instrument de mesure, l'autre
à la artographie. Nous verrons que la struture de la seonde omposante est diretement liée
à la méthode utilisée pour l'approximation. Par voie de onséquene, l'appliation de la formule
de réurrene de Tihavsky permet alors de dénir une borne sur l'erreur d'estimation pour la
loalisation à partir des amers bruités.
7.1 Adaptation de l'équation d'observation
Une démarhe naturelle pour introduire la onnaissane sur l'inertitude de la artographie
onsiste à adapter le modèle du système dynamique déni par les équations 4.3 et 4.15. L'infor-
mation artographique intervenant au travers de l'étape d'aquisition des mesures au niveau de
l'équation d'observation, 'est ette omposante du système qu'il onvient de modier. A titre de
rappel, l'équation d'évolution du système est toujours de la forme
Xk+1 = fk (Xk, uk) + ωk, (7.1)
ave les onditions initiales
X0 ∼ N
(
Xˆ0, P0
)
, P0 ≻ 0, (7.2)
et l'équation d'observation donnée par
zk = Hk(Xk, C) + νk (7.3)
où
Hk :
(
R2×]− π, π])× R2N −→ R2nk
(Xk, C) 7−→ Hk(Xk, C). (7.4)
La arte est dénie à partir des oordonnées dans le repère Rg des amers
C = (x1 y1 · · · xnC ynC)∗ ,
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et nk est le nombre d'amers qui seraient utilisés dans le proessus de loalisation à l'instant tk.
Nous ferons l'hypothèse que le proessus de bruit sur les mesures fournies par le apteur suit le
modèle (M0) et don
νk ∼ N (O2×nk , Ink ⊗R), ave R = Diag
(
σ2d, σ
2
ϕ
)
.
On utilisera par la suite la notation Rk:=Ink ⊗ R. Pour simplier les éritures, on fait dans les
raisonnements qui suivent l'hypothèse que nk = nC , sans que ela soit restritif. Dans le as le
plus général, il sut de ne onsidérer que la sous-arte onstruite à partir des amers qui seraient
impliqués dans le proessus d'observation. On sait par ailleurs que les erreurs sur les amers sont
supposées indépendantes. La matrie de ovariane de l'inertitude sur la arte est don une matrie
diagonale par blos de taille 2× 2.
ΣC = Diag(Σ(f1), · · · ,Σ(fnC))
Cette hypothèse n'est pas forément réaliste, notamment si l'on se réfère à notre approhe de
génération de artes, où le respet de la struture spatiale introduit forément un lien entre les
erreurs sur les réalisations de artes. Néanmoins, ette hypothèse d'indépendane ne onstitue pas
une ontrainte pour la dénition de la mesure de performane, même si elle failite, omme nous
le verrons plus loin, les aluls. La matrie de ovariane Σ(fl), l = 1, · · · , nC est dénie positive
et symétrique, et diagonalisable dans une base orthonormée. On peut la dénir à partir de trois
paramètres :
 σ21,l, la plus grande valeur propre équivalant à la longueur du plus grand axe de l'ellipse
d'inertitude assoiée.
 σ22,l, la plus petite valeur propre équivalente à la longueur de l'autre axe de l'ellipse.
 γl ∈]− π2 , π2 ], l'angle de la matrie de rotation, qui est également l'orientation du plus grand
axe par rapport l'axe des absisses ~e1 de Rg.
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Fig. 7.1  Paramètres de la matrie de ovariane Σ(fl) sur l'amer fl
Nous avons la relation
Σ(fl):=Rγl
(
σ21,l 0
0 σ22,l
)
R∗γl , (7.5)
où Rγl est la matrie de rotation d'angle γl.
Considérons l'amer fl en position l = 1, · · · , nC et les deux omposantes de mesures orrespondantes
à l'instant tk
Adaptation de l'équation d'observation 99
g1(Xk, fl) =
√
(xk − xl)2 + (yk − yl)2
g2(Xk, fl) = arctan2
(
yk − yl
xk − xl)
)
− θk.
(7.6)
Nous allons maintenant onsidérer une approximation des fontionnelles gj(Xk, .), j = 1, 2 par
rapport aux variables de position des amers. On note fl:=
(
x¯l, y¯l
)
le veteur moyen de position de
l'amer fl. Il est possible d'utiliser diérentes approhes pour dériver une telle approximation. Nous
proposons d'utiliser un développement de Taylor.
7.1.1 Approximation par développement de Taylor (APT1)
La façon la plus simple d'intégrer l'erreur sur la onnaissane de la loalisation d'un amer
onsiste à approher les fontionnelles de distane et d'angle par un développement limité autour
de fl. Il est évident que l'approximation ainsi onstruite dépend de l'ordre hoisi pour e dévelop-
pement limité. Il est possible d'eetuer une approximation au moins jusqu'au seond ordre, ar
le gradient et la matrie hessienne par rapport aux oordonnées des amers sont alulables. Nous
nous restreignons au premier ordre.
Pour j = 1, 2, nous avons don la relation suivante :
gj(Xk, fl) ≈ gj(Xk, fl) + g′j(Xk, fl).
(
fl − fl
)
+
1
2
(
fl − fl
)∗
g
′′
j (Xk, fl)
(
fl − fl
)
, (7.7)
où g
′
j(Xk, fl) et g
′′
j (Xk, fl) sont respetivement le gradient et le Hessien de gj(Xk, .) alulés au
point fl. Si l'on se restreint à l'approximation au premier ordre, on en déduit don
gj(Xk, fl) ≈ gj(Xk, fl) + g′j(Xk, fl).
(
fl − fl
)
.
Le veteur fl étant de loi gaussienne, la variable gj(Xk, fl) est également de densité gaussienne
de moyenne et de variane données par
µj(Xk, fl) = gj(Xk, fl) et σ
2
j (Xk, fl) = g
′
j(Xk, fl)Σ(fl)(g
′
j(Xk, fl))
∗. (7.8)
En utilisant l'expression de la matrie de ovariane Σ(fl), on en déduit que la variane est
équivalente à
σ2j (Xk, fl) = g
′
j(Xk, fl)RγlDiag
(
σ21,l, σ
2
2,l
)R∗γl(g′j(Xk, fl))∗
= (R∗γlg′j(Xk, fl)∗)∗Diag
(
σ21,l, σ
2
2,l
)R∗γlg′j(Xk, fl)∗.
ou de façon équivalente
σ2j (Xk, fl) = ||Diag
(
σ1,l, σ2,l
)R∗γlg′j(Xk, fl)∗||2. (7.9)
Nous allons préiser l'expression de es moments pour les fontionnelles liées aux mesures de
distane et d'angle rappelées à l'équation (7.6). Les résultats feront apparaître les aratéristiques
(norme ρkl et argument β
k
l ) du veteur  mobile - amer moyen 
−−→
Pkfl dans le repère global Rg.
Pour une mesure de distane
Selon l'équation (7.8), la moyenne de l'erreur due à l'inertitude sur la position de l'amer est la
distane entre sa position moyenne et elle du mobile
µ1(Xk, fl) = g1(Xk, fl) = ρ
k
l . (7.10)
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Pour la détermination de la variane, onsidérons d'abord le gradient de la fontion distane
g1(Xk, fl) par rapport au veteur omposé des oordonnées de l'amer fl. Nous avons
g
′
1(Xk, fl) =

 (x
l−xk)√
(xl−xk+1)2+(yl−yk)2
(yl−yk)√
(xl−xk)2+(yl−yk)2


∗
=

∆xlkρkl
∆ylk
ρk
l

∗ .
En utilisant l'argument βkl du veteur
−−→
Pkfl, on en déduit la formulation équivalente en fontion du
osinus et du sinus de βkl
g
′
1(Xk, fl) =
(
cos(βkl ) sin(β
k
l )
)
.
Nous pouvons appliquer la matrie de rotation R∗γl . On a don
R∗γlg′1(Xk, fl)∗ =
(
cos(γl) − sin(γl)
sin(γl) cos(γl)
)(
cos(βkl )
sin(βkl )
)
=
(
cos(γl) cos(β
k
l )− sin(γl) sin(βkl )
sin(γl) cos(β
k
l ) + sin(β
k
l ) cos(γl)
)
En utilisant les propriétés trigonométriques remarquables, on obtient la formulation équivalente
R∗γlg′1(Xk, fl)∗ =
(
cos(βkl + γl) sin(β
k
l + γl)
)∗
.
Au nal, la variane sur la mesure de distane due à l'erreur sur la onnaissane de la position de
l'amer fl est donnée selon l'équation (7.9) par la relation
σ21(Xk, fl) = σ
2
1,l cos
2(βkl + γl) + σ
2
2,l sin
2(βkl + γl).
ou sous une forme équivalente,
σ21(Xk, fl) = σ
2
2,l + (σ
2
1,l − σ22,l) cos2(βkl + γl). (7.11)
Pour une mesure d'angle
De façon similaire, la moyenne de l'erreur sur la mesure d'angle est la mesure d'angle fournie
par la position moyenne de l'amer
µ2(Xk, fl) = g2(Xk, fl) = β
k
l − θk. (7.12)
Le gradient de g2(Xk, fl) par rapport aux omposantes du veteur fl s'exprime omme suit :
g
′
2(Xk, fl) =

− (yl−yk)(xl−xk+1)2+(yl−yk)2
(xl−xk)
(xl−xk)2+(yl−yk)2

∗ =

−∆ylkρkl 2
∆xlk
ρk
l
2


∗
.
En utilisant de nouveau l'argument βkl du veteur
−−→
Pkfl, on en déduit la formulation équivalente en
fontion du osinus et du sinus de βkl
g
′
2(Xk, fl) = −
1
ρkl
(
sin(βkl ) − cos(βkl )
)
. (7.13)
Nous pouvons appliquer à e veteur la matrie de rotation R∗γl , e qui donne :
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R∗γlg′2(Xk, fl)∗ = −
1
ρkl
(
cos(γl) − sin(γl)
sin(γl) cos(γl)
)(
sin(βkl )
− cos(βkl )
)
= −
(
cos(γl) sin(β
k
l ) + sin(γl) cos(β
k
l )
sin(γl) sin(β
k
l )− cos(βkl ) cos(γl)
)
.,
soit
R∗γlg′2(Xk, fl)∗ = −
1
ρkl
(
sin(βkl + γl) − cos(βkl + γl)
)∗
.
L'utilisation de la relation (7.9) amène
σ22(Xk, fl) =
1
ρkl
2
(
σ21,l sin
2(βkl + γl) + σ
2
2,l cos
2(βkl + γl)
)
.
Comme pour la omposante de mesure de distane, on a l'ériture
σ22(Xk, fl) =
1
ρkl
2
(
σ22,l + (σ
2
1,l − σ22,l) sin2(βkl + γl)
)
. (7.14)
Remarques : L'analyse des expressions des varianes σ2j (Xk, fl), j = 1, 2 obtenues permet de
omprendre l'impat des erreurs sur la position des amers dans le proessus de loalisation. Tout
d'abord, l'inertitude omplémentaire sur la mesure de distane n'est pas aetée par la proximité
du mobile par rapport à l'amer, ontrairement à l'orientation du veteur formé par la position
du mobile et de l'amer moyen relativement à l'orientation de l'ellipse de l'erreur sur l'amer. Pour
la mesure d'angle, les deux paramètres inuent. De plus, le niveau de l'inertitude sur l'amer et
l'orientation des axes prinipaux des erreurs, qui se traduisent par les paramètres de la matrie
Σ(fl), ont une inuene direte sur ette erreur omplémentaire sur les mesures, l'impat étant
variable sur l'erreur d'angle en fontion de la proximité à l'amer. Plus préisément, on peut noter
plusieurs points que nous illustrons par quelques gures pour un mobile dans l'état (0, 0, 0) et un
amer dont la position moyenne est (15, 0).
1. Lorsque l'erreur sur la position de l'amer est homogène sur les deux axes (σ21,l = σ
2
2,l:=σ
2
l ),
l'erreur induite est du  même ordre  et vérie (f. traé en pointillé sur la gure 7.2 (a)) :
σ21(Xk, fl) = σ
2
l et σ
2
2(Xk, fl) =
σ2l
ρkl
2 . (7.15)
2. Pour une position donnée du mobile, lorsque l'on applique un fateur d'éhelle à Σ(fl), la
variane des erreurs induites est aussi impatée, ave le même fateur d'éhelle (f. traé en
trait plein sur la gure 7.2 (a)).
3. La variane varie entre σ22,l et σ
2
1,l pour la mesure de distane et entre
σ22,l
ρk
l
2 et
σ21,l
ρk
l
2 pour la
mesure d'angle en fontion de l'angle βkl + γl. Les maxima pour la variane sur la mesure
de distane orrespondent au minima de la variane sur la mesure d'angle. Il s'agit des
ongurations où l'axe  mobile - amer  est orthogonal (βkl = −γl ± π/2) ou olinéaire
(βkl = −γl ± π) au grand axe de l'ellipse d'erreur sur l'amer (f. traé de la gure 7.2 (b)).
Les aratéristiques de l'erreur due à l'inertitude des amers ont été introduites. L'équation d'ob-
servation du système ave prise en ompte de l'inertitude sur la arte a priori disponible est don
modiée.
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Fig. 7.2  Eet niveau (a) et orientation (b) de l'erreur sur l'amer.
7.1.2 Equation d'observation modiée
L'approximation proposée préédemment entraîne une modiation de l'équation d'observation
du système. Supposons le mobile dans l'état Xk à l'instant tk et une mesure de distane et d'angle
zlk provenant de l'amer fl. La loi de la mesure z
l
k sahant l'état Xk est une densité gaussienne
vériant
p
(
zlk|Xk, fl
) ∼ N (µk,l, Rk,l), (7.16)
où le veteur µk,l ∈ R2 et la matrie de ovariane Rk,l de taille de frm−e × 2 sont données par
l'équation
µk,l =
(
µ1(Xk, fl)
µ2(Xk, fl)
)
et Rk,l = Diag
(
σ2d + σ
2
1(Xk, fl), σ
2
ϕ + σ
2
2(Xk, fl)
)
. (7.17)
Pour obtenir e résultat, nous avons fait l'hypothèse que l'erreur due à l'inertitude de arte est
indépendante de l'erreur intrinsèque du apteur de mesure. Nous pouvons maintenant dénir les
versions de la borne qui tiennent ompte de l'inertitude sur les amers.
7.2 Modiation de la BCRB ave arte parfaite
La prise en ompte de l'inertitude se traduit essentiellement par une modiation de la matrie
d'information Jzk−1(C) assoiée aux observations et impliquée dans la formule de Tihavsky et al
pour la mise à jour de la matrie d'information de Fisher Jk sur l'état estimé Xk|z1:k. Nous
rappellons la formule de alul de ette matrie à partir de la loi de vraisemblane des mesures :
Jzk−1(C) = EXk,zk
{
−∆XkXk ln (p(zk|Xk, C))
}
.
Le logarithme de la fontion de vraisemblane est déomposable en nC logarithmes de vraisem-
blanes des mesures élémentaires issues des amers.
lXkzk =
nC∑
l=1
lXkzk,fl
ave pour haque amer élémentaire lXkzk,fl = − ln
(
p(zlk|Xk, fl
)
. Comme dans le hapitre 5, le alul
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de Jzk (C) se fait en deux étapes, en onsidérant d'abord l'espérane onditionnelle sur les mesures
zk|Xk pour haque amer élémentaire, puis l'espérane sur l'état Xk. On s'intéresse dans l'immédiat
aux termes
Ψ22,bk−1,k,l = −Ezk|Xk
{
∆XkXk ln p
(
zlk|Xk, fl
)}
, l = 1, · · · , nC. (7.18)
Les densités de mesures élémentaires étant des densités gaussiennes dénies par l'équation (7.16),
par appliation de la propriété 3, nous savons que le terme en position (i, j), 1 ≤ i, j ≤ 3 de ette
matrie est donnée par l'expression
Ψ22,bk−1,k,l(i, j) =
1
2
tr
(
R−1k,l
dRk,l
dX ik
R−1k,l
dRk,l
dXjk
)
︸ ︷︷ ︸
(∗)
+
(
dµ∗k,l
dX ik
)
R−1k,l
(
dµk,l
dXjk
)
︸ ︷︷ ︸
(∗∗)
.
(7.19)
Nous allons préiser l'expression des matries basées sur les termes (∗) et (∗∗) à partir de la nouvelle
dénition de l'équation d'observation. Pour ela, nous seront amenés à détailler les dérivées des
moyennes µj(Xk, fl) et des varianes σ
2
j (Xk, fl), j = 1, 2 par rapport aux omposantes de l'état
(xk, yk, θk).
Pour l'approximation APT1, nous avons les expressions suivantes
µ1(Xk, fl) = d(Xk, fl).
µ2(Xk, fl) = ϕ(Xk, fl).
Le alul des gradients a été eetué lors de la dérivation de la matrie d'information pour une arte
parfaite. Ils orrespondent aux équations (5.59) et (5.60). Nous avons, de nouveau, des expressions
qui dépendent des aratéristiques du veteur formé par la position du mobile et la position moyenne
de l'amer fl
∇Xkµ1(Xk, fl) = −

cklskl
0


et ∇Xkµ2(Xk, fl) =


skl
ρk
l
− ckl
ρk
l−1

 .
On en déduit don que l'expression de (∗∗) peut être formalisée omme dans le as de la arte
parfaite ave une simple modiation au niveau de la matrie de ovariane Rk,l, par l'ajout des
varianes σ21(Xk, fl) et σ
2
2(Xk, fl) préisées au niveau des équations (7.11) et (7.14). On peut
également reprendre la matrie GkXl introduite dans le hapitre 5
GkXl =
(−ckl −skl 0
skl
ρk
l
− ckl
ρk
l
−1
)
, (7.20)
et déduire que la matrie de assoiée au terme (∗∗) se alule par la formule suivante :
Dkl = Gk∗Xl R−1k,l GkXl. (7.21)
Il reste à déterminer la matrie dont les oeients sont fournis par les termes (∗). Ils néessitent le
alul de la dérivée de la matrie de ovariane des mesures par rapport aux omposantes de l'état.
Cette matrie Rk,l est diagonale et ses oeients dépendent des varianes σ
2
1(Xk, fl) et σ
2
2(Xk, fl)
données par les équations (7.11) et (7.14). On peut noter que es varianes ne dépendent pas
expliitement de la omposante orientation du mobile, e qui implique que les oeients sur la
troisième ligne et la troisième olonne sont nuls. Nous onsidérons uniquement les dérivées par
rapport aux omposantes de position. Rappelons l'expression des varianes en fontion de es
paramètres :
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σ21(Xk, fl) = σ
2
2,l + (σ
2
1,l − σ22,l) cos2(βkl + γl)
σ22(Xk, fl) =
1
ρkl
2
(
σ22,l + (σ
2
1,l − σ22,l) sin2(βkl + γl)
)
.
Par ailleurs, nous avons les relations des dérivées de la norme ρkl et de l'argument β
k
l du veteur−−→
Pkfl
∂ρkl
∂xk
= − cos(βkl )
∂ρkl
∂yk
= − sin(βkl )
∂βkl
∂xk
= +
sin(βkl )
ρkl
∂βkl
∂yk
= −cos(β
k
l )
ρkl
.
Dérivées de σ21(Xk, fl). En appliquant les règles de dérivation, nous pouvons érire
∂
∂xk
σ21(Xk, fl) = (σ
2
1,l − σ22,l)∂β
k
l
∂xk
(−2 sin(βkl + γl) cos(βkl + γl))
= −(σ21,l − σ22,l) sin(β
k
l )
ρk
l
sin(2(βkl + γl)).
De même, on a pour la dérivée par rapport à la oordonnée yk
∂
∂yk
σ21(Xk, fl) = (σ
2
1,l − σ22,l)∂β
k
l
∂yk
(−2 sin(βkl + γl) cos(βkl + γl))
= (σ21,l − σ22,l) cos(β
k
l )
ρk
l
sin(2(βkl + γl)),
soit au nal
∂
∂xk
σ21(Xk, fl) = −
(σ21,l − σ22,l)
ρkl
sin(βkl ) sin(2(β
k
l + γl))
∂
∂yk
σ21(Xk, fl) =
(σ21,l − σ22,l)
ρkl
cos(βkl ) sin(2(β
k
l + γl)).
(7.22)
Dérivées de σ22(Xk, fl). L'expression des dérivées pour la variane sur la mesure d'angle est plus
omplexe. Nous avons
∂
∂xk
σ22(Xk, fl) =
∂
∂xk
1
ρk
l
2
(
σ22,l + (σ
2
1,l − σ22,l) sin2(βkl + γl)
)
+ 1
ρk
l
2
(
(σ21,l − σ22,l)2∂β
k
l
∂xk
sin(βkl + γl) cos(β
k
l + γl)
)
= −2 ∂ρkl∂xk 1ρk
l
3
(
σ22,l + (σ
2
1,l − σ22,l) sin2(βkl + γl)
)
+ 1
ρk
l
2
(
(σ21,l − σ22,l)2∂β
k
l
∂xk
sin(βkl + γl) cos(β
k
l + γl)
)
.
Substituons
∂ρkl
∂xk
et
∂βkl
∂xk
par leurs expressions fontion de ρkl et β
k
l . On obtient
∂
∂xk
σ22(Xk, fl) = 2 cos(β
k
l )
1
ρk
l
3
(
σ22,l + (σ
2
1,l − σ22,l) sin2(βkl + γl)
)
+ 1
ρk
l
2
(
(σ21,l − σ22,l)2 sin(β
k
l )
ρk
l
sin(βkl + γl) cos(β
k
l + γl)
)
= 2
ρk
l
3 {cos(βkl )
(
σ22,l + (σ
2
1,l − σ22,l) sin2(βkl + γl)
)
+(σ21,l − σ22,l) sin(βkl ) sin(βkl + γl) cos(βkl + γl)}
= 2
ρk
l
3 {cos(βkl )σ22,l + (σ21,l − σ22,l) sin(βkl + γl)
(cos(βkl ) sin(β
k
l + γl) + sin(β
k
l ) cos(β
k
l + γl))}
= 2
ρk
l
3 {cos(βkl )σ22,l + (σ21,l − σ22,l) sin(βkl + γl) sin(2βkl + γl)}.
Modiation de la BCRB ave arte parfaite 105
De façon analogue, dérivons l'expression de la dérivée par rapport à la omposante yk en substituant
à
∂ρkl
∂yk
et
∂βkl
∂yk
leurs expressions fontion de ρkl et β
k
l ,
∂
∂yk
σ22(Xk, fl) = 2 sin(β
k
l )
1
ρk
l
3
(
σ22,l + (σ
2
1,l − σ22,l) sin2(βkl + γl)
)
+ 1
ρk
l
2
(
−(σ21,l − σ22,l)2 cos(β
k
l )
ρk
l
sin(βkl + γl) cos(β
k
l + γl)
)
= 2
ρk
l
3 {sin(βkl )
(
σ22,l + (σ
2
1,l − σ22,l) sin2(βkl + γl)
)
−(σ21,l − σ22,l) cos(βkl ) sin(βkl + γl) cos(βkl + γl)}
= 2
ρk
l
3 {sin(βkl )σ22,l + (σ21,l − σ22,l) sin(βkl + γl)
(sin(βkl ) sin(β
k
l + γl)− cos(βkl ) cos(βkl + γl))}
= 2
ρk
l
3 {sin(βkl )σ22,l − (σ21,l − σ22,l) sin(βkl + γl) cos(2βkl + γl)}.
En synthèse, on obtient don
∂
∂xk
σ22(Xk, fl) =
2
ρkl
3
{
cos(βkl )σ
2
2,l + (σ
2
1,l − σ22,l) sin(βkl + γl) sin(2βkl + γl)
}
∂
∂yk
σ22(Xk, fl) =
2
ρkl
3
{
sin(βkl )σ
2
2,l − (σ21,l − σ22,l) sin(βkl + γl) cos(2βkl + γl)
}
.
(7.23)
Nous pouvons maintenant déterminer les oeients des termes donnés par (∗). La matrie de
ovariane Rk,l étant diagonale, on en déduit que
tr
(
R−1k,l
dRk,l
dxk
R−1k,l
dRk,l
dxk
)
= a−21 b
2
1 + a
−2
2 b
2
2
tr
(
R−1k,l
dRk,l
dxk
R−1k,l
dRk,l
dyk
)
= tr
(
R−1k,l
dRk,l
dyk
R−1k,l
dRk,l
dxk
)
= a−21 b1c1 + a
−2
2 b2c2
tr
(
R−1k,l
dRk,l
dyk
R−1k,l
dRk,l
dyk
)
= a−21 c
2
1 + a
−2
2 c
2
2,
(7.24)
où les oeients (aj , bj, cj) sont déduits des varianes σ
2
d, σ
2
1(Xk, fl), σ
2
ϕ et σ
2
2(Xk, fl) et de leurs
dérivées par rapport aux omposantes de position de l'état.
a1 = σ
2
1(Xk, fl) + σ
2
d b1 =
∂σ21(Xk, fl)
∂xk
c1 =
∂σ21(Xk, fl)
∂yk
a2 = σ
2
2(Xk, fl) + σ
2
ϕ b2 =
∂σ22(Xk, fl)
∂xk
c2 =
∂σ22(Xk, fl)
∂yk
(7.25)
On introduit la matrie Yk,l de taille 3× 3 dont les oeients du blo 2× 2 supérieur gauhe sont
égaux aux valeurs données par l'équation (7.24) et dont les autres oeients sont nuls. On en
onlut que la matrie d'information fournie par le proessus d'observation Jzk (C) tenant ompte
des erreurs sur la arte est omposée de deux parties :
Jzk (C) =
1
2
nC∑
l=1
EX0:k
{
δkl Yk,l
}
+
nC∑
l=1
EX0:k
{
δkl G
k∗
XlR
−1
k,lG
k
Xl
}
. (7.26)
Dans ette expression, nous avons introduit les paramètres permettant de tenir ompte des amers
exploitables à partir de l'état Xk ompte tenu des aratéristiques du apteur de mesure, de l'iner-
titude sur les amers et des règles qui seraient utilisées dans le proessus de mise en orrespondane
entre les amers et les mesures.
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Algorithme 12 Calul réursif de la BCRB ave erreur de arte.
Soit la arte C omposée des nC amers fl bruités et σ21,l, σ22,l, γl les paramètres aratéristiques de
Σ(fl) pour l = 1, · · · , nC .
Initialisation :
 initialisation de Jˆ0 = P
−1
0 et k = 0.
Itération :
 approximation des termes des termes D11k , D
12
k , D
21
k et D
22,a
k omme dans les algorithmes 7, 9
ou 11.
 identiation des amers fl, l = 1, · · · , nC , j = 1, 2 utilisables à partir de l'état X ik+1 selon
les aratéristiques du apteur de mesures. On note δlk+1,i = 1, lorsque fl, l = 1, · · · , nC est
exploitable.
 alul du terme assoié au proessus de mesure Jˆzk+1(C) :
• pour tout fl, déterminer la distane et la mesure d'angle
(
ρl
k+1,i, βk+1,il
)
de fl par rapport à
X ik+1,
• déterminer les matries Gk+1,iXl et R−1k+1,l,i qui sont les termes Gk+1Xl et R−1k+1,l pour X = X ik+1
et fl = fl.,
• alul du terme Yk+1,l,i selon l'équation (7.24). On a don
Jˆzk+1(C) =
nX∑
i=1
W ik+1
nC∑
l=1
δlk+1,i
{
1
2
Yk+1,l,i +G
k+1,i∗
Xl R
−1
k+1,l,iG
k+1,i
Xl
}
.
 alul de Jˆk+1 par appliation de la formule de réurrene (5.21)
Jˆk+1 = Jˆ
z
k (C) + Dˆ22,ak − Dˆ21k (Jˆk + Dˆ11k )−1Dˆ12k (7.27)
7.2.1 Adaptation des algorithmes ave une arte parfaite
La base des algorithmes pour la détermination de Jk reste inhangée. Les trois approhes que
nous avons présentées pour le alul de la borne sans prise en ompte de l'inertitude de arte se
distinguent essentiellement par la méthode de génération des réalisations de trajetoires du mobile
à partir de la trajetoire nominale imposée. Les hypothèses de trajetoires bruitées se omposent
de points pondérés de l'espae d'état à l'instant tk+1 de la forme
(
X ik+1,W
i
k+1
)
i=1,··· ,nX dans
R2×]− π, π]. En partiulier, lorsque le bruit de dynamique est faible, l'utilisation de la trajetoire
nominale permet d'obtenir une première approximation et nX = 1 et W
1
k+1 = 1. Dans le adre de
la simulation par tirage Monte-Carlo et de la génération basée sur la transformée unsented, nous
avons nX > 1 et W
i
k+1 < 1. La modiation des algorithmes du hapitre 5 intervient au niveau de
l'estimation de la matrie Jˆzk (C) : une étape supplémentaire est intégrée pour le alul des matries
Yk,l, l = 1, · · · , nC. On obtient don trois versions pour le alul de la BCRP ave prise en ompte
de l'inertitude sur la arte que nous présentons à l'algorithme 12.
7.3 Analyse sur quelques sénarios
An d'analyser le omportement, de la borne ave la prise en ompte de l'erreur de arte, nous
onsidérons quelques sénarios génériques en faisant varier le niveau d'inertitude sur les amers,
l'orientation de la matrie de l'erreur sur l'amer et la trajetoire suivie par le mobile. Cette analyse
s'appuie sur les paramètres déduits de la matrie de la borne. Notammement l'estimation de la
borne sur l'erreur sur les paramètres de position et d'angle. Les aratéristiques du mobile sont
préisées dans le tableau 7.1.
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Bruits sur l'état initial
σx0 1 m
σy0 1 m
σθ0 1 deg
Bruits de dynamique et ommandes
σxk 1 m
σyk 1 m
σθk 1 deg
σv 0.5m.s
−1
σφ 0.1 deg
Bruits observations
σd 1 m
σϕ 1 deg
Tab. 7.1  Caratéristiques du modèle de dynamique.
Sénario 1. Dans e sénario, on suppose que la arte est omposée d'un unique amer en position
(40, 15) ave une inertitude homogène en x et en y qui se traduit par une variane σ2l . Nous
onsidérons tout d'abord une trajetoire τ1, ave un déplaement qui onsiste à s'approher de
l'amer, puis à s'en éloigner. Nous avons alulé la séquene de bornes pour les points suessifs
de ette trajetoire ave une onnaissane parfaite sur la position de l'amer, puis pour des erreurs
σl = 1, 2, 3 m. Les aratéristiques du apteur permettent d'observer l'amer tout au long du trajet.
L'allure des ellipses représentatives de la borne sur les omposantes de position du mobile à haque
position, pour haque niveau d'erreur, est fournie sur la gure 7.3. Nous avons aussi traé les
ellipses assoiées à l'erreur sur la position ave des ouleurs identiques sur ette même gure. On
onstate une dégradation de la borne sur l'erreur d'estimation lorsque l'erreur de arte augmente. Ce
omportement est également illustré par le traé des approximations de la borne sur les diérentes
omposantes de l'état sur les gures 7.4 et 7.3 en fontion de la distane au départ.
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Fig. 7.3  Allure des ellipses assoiées à la BCRP en position.
Sénario 2. Dans e sénario, nous gardons la même trajetoire τ1 et le même amer, mais ave
une struture de l'erreur sur sa position qui n'est plus homogène quelle que soit l'orientation. On
fait en plus l'hypothèse que σ1,l = 2 σ2,l = 2. On onsidère quatre orientations pour l'axe prinipal
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(a) Borne erreur en x
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distance au depart.
(b) Borne erreur en y
Fig. 7.4  Bornes sur la position en fontion du niveau de l'erreur de arte.
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Fig. 7.5  Borne sur l'orientation en fontion du niveau de l'erreur de arte.
de l'llipse d'erreur sur la posion de l'amer γl = 0,±π4 , π2 . Nous avons alulé la séquene de bornes
pour les points suessifs de ette trajetoire ave une onnaissane parfaite sur la position de
l'amer, puis pour les quatres orientations sur l'erreur de loalisation de l'amer γl. Nous avons aussi
traé, les ellipses assoiées à l'erreur de arte ave des ouleurs identiques. Les ellipses assoiées
aux bornes de l'erreur sur le position du mobile sont présentées sur la gure 7.6. La performane de
loalisation est impatée par l'orientation de l'erreur sur l'amer. Cela se traduit diéremment sur
la omposante en x et en y en fontion de l'orientation du déplaement du mobile. Les orientations
favorables pour l'estimation de xk sont globalement défavorables pour yk. Cei est ohérent ave la
struture de bruit déduite de la propagation de l'erreur de arte sur les mesures. Pour l'orientation,
on onstate une aentuation de la dégradation de la borne à proximité de l'amer, due à la présene
de la quantité 1/ρkl au arré dans la variane de l'erreur omplémentaire sur la mesure d'angle. Ces
éléments sont présentés sur les gures 7.7 et 7.3.
7.4 Conlusions et perspetives
Dans e hapitre, nous avons adapté les algorithmes de alul de la matrie d'information
de Fisher proposés au hapitre 5, an de prendre en ompte l'inertitude sur la onnaissane de
l'information artographique. La méthode a onsisté à apporter ertaines modiations à l'équation
d'observation du système au travers d'une approximation de Taylor des fontions de distane et
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Fig. 7.6  Ellipses assoiées à la BCRP en position fontion de l'orientation γl.
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Fig. 7.7  Borne en position du mobile fontion de l'orientation de l'erreur de arte.
d'angle. La propagation de l'erreur de arte s'est traduite par l'ajout d'un bruit supplémentaire
sur les mesures diretement lié à la struture du bruit de la arte. Ainsi, nous avons vu que
 le niveau de bruit sur la position des amers avait une inuene direte sur le niveau de bruit
ajouté,
 la proximité du mobile à l'amer et l'orientation du veteur formé par la position du mobile
et la position moyenne de l'amer par rapport à elle du grand axe de l'ellipse d'erreur des
amers avaient également un impat important.
On omprend don qu'il sera néessaire de trouver un ompromis entre le positionnement relatif
du mobile par rapport à la onguration géométrique des amers et le niveau et les orientations de
es erreurs sur la arte pour atteindre la meilleure performane de loalisation a priori.
La formule de réurrene de Tihavsky a été adaptée en onséquene, même si les étapes de alul
restent identiques par rapport à une arte parfaite. Le résultat prinipal est une modiation de la
matrie d'information liée au proessus d'observation, qui néessite une orretion au niveau de la
matrie de ovariane et la prise en ompte d'un terme dépendant de la dérivée et de l'inverse de
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Fig. 7.8  Borne en orientation du mobile fontion de l'orientation de l'erreur de arte.
ette matrie de ovariane.
Les travaux présentés dans e hapitre peuvent être prolongés en s'intéressant à diérentes
formes d'approximation des fontions de mesures. Tout d'abord, l'approximation de Taylor pourrait
être poussée à un ordre supérieur. Chaque ordre supplémentaire permettrait d'inlure des ontri-
butions des statistiques d'ordre supérieur sur l'erreur de arte. Il n'y a pas de limite théorique aux
aluls. Par ontre, la dérivation de la matrie d'information Jzk (C) sera de plus en plus omplexe.
Une autre alternative pourrait onsister à s'appuyer sur la transformée unsented, qui permet une
approximation au seond ordre. La borne ainsi onstruite pourrait alors être omparée au résultat
obtenu à partir d'un développement de Taylor du même ordre. Il faut noter, l'intérêt d'une telle
approximation, qui permet de prendre en ompte de façon naturelle les limites de pereption du
apteur. En eet, les statistiques étant onstruites à partir de l'éhantillon des sigma-points, dans
e as équivalent à des amers, eux qui ne seraient pas visibles seraient automatiquement rejetés,
omme le montre la gure 7.9.
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Fig. 7.9  J˜zk+1 par la méthode unsented (éhantillons mobile (vert),sigma-points amers (bleu)).
Enn, la dérivation de la borne pourrait se faire en onsidérant un état augmenté, onstruit à partir
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de l'état du système Xk et de la arte Ck en adaptant l'équation d'évolution de la façon suivante
Xk+1 = fk (Xk, uk) + ωk.
Ck+1 = Ck,
(7.28)
ave Ck+1 =
(
x1 y1 · · · xnC ynC)∗ , ∀k et les onditions initiales
X0 ∼ N
(
Xˆ0, P0
)
, P0 ≻ 0 et C0 ∼ N (C,ΣC) . (7.29)
Le alul de la matrie d'information de Fisher pour l'estimation de l'état augmenté n'est ependant
pas diretement réalisable ar il néessite de disposer d'une loi de prédition régulière, e qui n'est
pas le as pour les omposantes liées à la artographie qui n'évoluent pas au ours du temps.
Néanmoins, des formules réursives similaires à elle utilisée dans nos développements ont été
proposées dans [TMN98℄, [SKT01℄ pour les systèmes partiellement linéaires et bruités omme le
ntre. Une autre manière de proéder onsiterait à régulariser le système en ajoutant un bruit
artiiel de variane ǫ > 0 pour le modèle d'évolution de la arte, puis d'eetuer un passage
à la limite après appliation de la formule de mise jour de la matrie Jk. Cette démarhe se
rapprohe de elle utilisée dans [Rap05℄ pour s'aranhir du aratère disret des omposantes des
systèmes hybrides. En utilisant un état augmenté, on ommene également à aborder l'étude de
la performane de problèmes de loalisation et de artographie simultanée où la arte fait partie
intégrante de l'état du système.
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Chapitre 8
Planiation pour la loalisation
Nous avons déni une mesure de performane pour le proessus de loalisation d'un mobile
basée sur l'aquisition d'information de distanes et d'angles par rapport à des amers représentés
dans une arte embarquée. Pour des missions qui onsistent à atteindre un lieu donné de l'environ-
nement d'évolution du système, étant donné un état initial, il est important de hoisir la trajetoire
permettant de garantir a priori et ompte tenu de la onnaissane sur le modèle du système la
meilleure performane de loalisation. Ce hoix de trajetoire doit évidemment limiter les risques
assoiés aux ontextes et ontraintes du système. Nous présentons dans e hapitre une méthode
permettant de proposer des trajetoires  optimales  au sens de ritères de performane formulés
à partir de la Borne de Cramèr-Rao a posteriori.
8.1 Présentation du problème de planiation de trajetoires
Dans le adre le plus général, le onept de planiation ou mission orrespond à la réalisation
d'ations spéiques (mouvements, olletes d'informations...). La tâhe onsidérée ii onsiste à
rallier une destination en exploitant la représentation a priori de l'environnement dans le proessus
d'estimation de l'état du mobile à partir de mesures fournies par ses apteurs embarqués. En phase
de planiation, l'objetif est de déplaer le mobile dans l'environnement, par des ommandes
appropriées, ou d'adapter ses apaités d'aquisition de l'information ompte tenu du ontexte de
la mission (durée maximale, inertitude a priori sur la arte, apaité des algorithmes impliqués dans
le proessus de mesure). Plus préisément, nous nous intéressons à la planiation des ommandes
qui inuent sur le déplaement du mobile. Le but est de dénir une ou plusieurs trajetoires dans un
espae de reherhe (l'espae des trajetoires), à partir d'un état de départ et pour se rendre dans
un ensemble d'arrivée, en respetant des ontraintes et en maximisant une fontionnelle. Le besoin
prinipal étant de garantir la performane a priori de loalisation, nous avons vu qu'elle pouvait être
aratérisée par la séquene des matries d'information de Fisher liée à la trajetoire onsidérée.
Nous introduisons les diérents éléments permettant la formulation du problème de planiation.
Tout d'abord, nous introduisons la famille de trajetoires sur laquelle nous nous appuyerons dans
e hapitre, ainsi que l'expression des objetifs pour l'optimisation.
8.1.1 Dénition de l'espae des trajetoires
Pour traiter notre problème de trajetoires, on suppose disponible une disrétisation de l'espae
2D permettant de dénir un graphe de points de passage souhaités pour le mobile. Ce graphe
G(V,E) dénis à partir des ensembles V et E est omposé de
 |V | noeuds (sq, 1 ≤ q ≤ |V |),
 et |E| ars {epq = (sp, sq) ∈ V 2, q ∈ V(p)}, V(p) étant l'ensemble des noeuds voisins du
noeud q.
Chaque noeud p ∈ V est assoié à une position 2D, p˜p:=(xsp , ysp) ∈ D. Le mouvement du mobile
sur un ar epq est eetué à vitesse vepq onstante et ave l'orientation xe θepq orrespondant à
l'orientation entre −π et π de l'ar epq dans le repère global Rg. Dans e hapitre, les résultats qui
113
114 hapitre 8
seront présentés feront l'hypothèse d'un graphe sous la forme d'une grille régulière, mais ils sont
généralisables à une disrétisation quelonque. On suppose en outre qu'il existe un étage algorith-
mique permettant de passer de es points de passage sur le graphe à une trajetoire ohérente de
la dynamique par la mise en oeuvre des ationneurs du système.
Une grille régulière. On dispose don d'une disrétisation régulière de l'espae d'étatD×]−π, π]
et de l'espae des ommandes en orientation et en vitesse. Le graphe G est don une grille de pas
dx et dy selon respetivement l'axe des absisses et des ordonnées de Rg. On note ng = nx ny le
nombre de points de la grille. Chaque point de la grille est par onséquent assoié au point de
l'espae 2D p˜(i,j) = (x(i,j), y(i,j)), auquel on peut aeter un indie s:=g(i, j) dans S:={1, · · · , ng},
∀(i, j) ∈ {1, · · · , nx} × {1, · · · , ny}, où g est l'appliation
g(i, j) = i+ (j − 1)nx. (8.1)
On introduit également une variable auxiliaire sk ∈ S, qui orrespond à l'état s assoié à la position
p˜k en 2D imposée au mobile à l'instant k ≥ 0.
Disrétisation des ommandes. D'un point de la grille, il est possible d'atteindre au plus
les plus prohes dénis à partir d'une dirétisation de l'orientation θk en na valeurs. Dans les
exemples que nous traiterons, nous faisons l'hypothèse de déplaements permettant d'atteindre
uniquement les 8 plus prohes voisins. On a don na ≤ 8. On peut introduire la variable d'ation
ak ∈ A = {1, · · · , na} dénissant l'orientation hoisie à l'instant k à partir de la position p˜k. On
adoptera une règle permettant d'identifer les orientations dans le sens négatif ave a = 1 pour un
déplaement  à droite vers le haut  et a = 8 pour un  déplaement vers la droite .
Les trajetoires. A partir de ette formalisation, on s'intéresse à des trajetoires omposées de
déplaements onséutifs à vitesse et orientation onstantes à haque instant k :
• vk = [vxk , vyk ] étant à valeurs dans {−v, 0, v} × {−v, 0, v} \ {0} × {0} ave v ∈ R+,
• l'orientation θk étant diretement liée à l'ation ak séletionnée. L'ation ak est don liée à la
ommande en orientation φk.
Ainsi, une trajetoire dénie entre les instants t0 et tk à partir des points 2D de passage p˜0:k =
{p˜0, · · · , p˜k} est équivalente aux séquenes d'états s0:k = {s0, · · · , sk} ∈ Sk+1 et d'ations a0:k−1 =
{a0, · · · , ak−1} ∈ Ak+1 où sk est l'indie assoiée à la position p˜k et ak l'ation exéutée en p˜k. Notre
problème de planiation de trajetoire est en dénitive un problème d'optimisation de séquenes
de déisions [LaV06℄.
On s'intéresse à des trajetoires aratérisées par une position initiale pi et un ensemble de positions
d'arrivée Xf . On suppose également que la position initiale est située sur la grille ave l'indie si et
que Xf ontient un nombre ni nf de points de la grille repérés par les états Sf = {s1f , · · · , snff }.
En outre, ertaines ations peuvent ne pas être admissibles à un instant donné, pour tenir ompte
de ontraintes liées à l'environnement (bord de la zone d'évolution, obstales, zones interdites...).
La gure 8.1 présente un exemple de disrétisation ave une grille obtenue pour nx = ny = 5.
L'ensemble S est omposé de 25 états. On peut noter que dans l'état s = 13, le déplaement
assoié à l'ation a = 5 provoque un déplaement vers l'état s = 7 appartenant à un obstale.
Cette ation est don non admissible.
Prise en ompte de ontraintes sur le mouvement. L'évolution instantanée du mobile est
en général ontrainte par les apaités de ses ationneurs. Nous tenons ompte dans le problème
de planiation de ontraintes sur la variation instantanée de la ommande uk. La onséquene
direte est une rédution du nombre d'états admissibles à haque instant. On suppose don que la
variation de l'orientation entre deux instants onséutifs est bornée. Ainsi, l'espae des déisions
à l'instant k, noté Ak, dépend de la déision hoisie à l'instant k − 1, de sorte que Ak ⊆ A. On
introduit pour ela une matrie de transition invariante dans le temps δ(ak, ak−1), qui préise
les ations possibles à tk sahant les déisions prises tk−1. Par exemple, si l'on suppose que la
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Fig. 8.1  Grille pour nx = ny = 5 et dénition des ations dans l'état s = 13.
variation d'orientation instantanée est inférieure à
π
4 , 'est-à-dire |φk| ≤ π4 , la matrie de transition
est donnée par l'équation (8.2).
δ(ak, ak−1) =


1 2 3 4 5 6 7 8
1 1 1 0 0 0 0 0 1
2 1 1 1 0 0 0 0 0
3 0 1 1 1 0 0 0 0
4 0 0 1 1 1 0 0 0
5 0 0 0 1 1 1 0 0
6 0 0 0 0 1 1 1 0
7 0 0 0 0 0 1 1 1
8 1 0 0 0 0 0 1 1


(8.2)
On en déduit en partiulier que seules les ations a = 1, 2 et 8 peuvent être séletionnées au temps
k si ak−1 = 1. La gure 8.2 présente deux exemples de trajetoires où la ontrainte d'orientation
de
π
4 est satisfaite uniquement lors de la réalisation de la première.
8.1.2 Fontionnelles pour la performane de loalisation
Après avoir déni l'espae des trajetoires pour le problème de planiation, nous abordons
dans e paragaphe les ritères d'optimisation. Nous nous intéressons uniquement au ritère assoié
à la performane de loalisation du système, et don du ltre envisagé lors de l'exéution de la
mission. Cette performane est aratérisée par la borne de Cramèr-Rao a posteriori sur l'erreur
d'estimation de la trajetoire. Considérons une trajetoire X0:k entre l'instant initial et k réalisée
à partir de la suite de ommandes u0:k−1, et l'estimation Xˆ0:k(u0:k−1, z1:k) fournie par le ltrage
à partir d'une séquene de mesures z1:k. Dans le adre du ltrage, on s'intéresse à l'estimation
ourante de l'état Xk. On sait que la matrie de ovariane de l'erreur d'estimation de l'état à
haque instant k est bornée par l'inverse de la matrie d'information de Fisher1.
1
Sous ertaines onditions sur le modèle de dynamique disutées au hapitre 5
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Fig. 8.2  trajetoire ave (ligne ontinue) et sans (pointillé) ontraintes
π
4 .
E
{(
Xˆk(u0:k−1, z1:k)−Xk
) (
Xˆk(u0:k−1, z1:k)−Xk
)∗}
 J−1k (u0:k−1) (8.3)
où J−1k (u0:k−1) est le blo inférieur droit de taille dim(Xk)× dim(Xk) de la matrie d'information
de Fisher Fk(X0:k, u0:k−1, z1:k) de la trajetoire omplète
Fk(X0:k, u0:k−1, z1:k):=E
[
−∆X0:kX0:k log (p(X0:k, u0:k−1, z1:k))
]
.
Nous avons proposé plusieurs méthodes de alul d'une estimation de la matrie Jk(u0:k−1) pour
notre problème de ltrage au hapitre 5, en se basant sur la relation de réurrene de Tihavsky &
al. [TMN98℄. En fontion des objetifs de la mission et du ontexte d'évolution du mobile, il peut
être intéressant de onsidérer diérents objetifs.
Objetif 1 (performane terminale)
Trouver la séquene optimale de ommandes de haut niveau u10:K−1 de longueur K telle que :
 u10 est la ommande exéutée en l'état initial,
 u1K−1 permet d'atteindre la zone nale imposée,
 les ontraintes sur les ommandes onséutives sont satisfaites ∀1 ≤ k ≤ K − 1
qui maximise l'espérane de la préision de loalisation en bout de trajetoire φ1(J
−1
K (u0:K−1)).
Objetif 2 (performane moyenne)
Trouver la séquene optimale de ommandes de haut niveau u20:K−1 de longueur K telle que :
 u20 est la ommande exéutée en l'état initial,
 u2K−1 permet d'atteindre la zone nale imposée,
 les ontraintes sur les ommandes onséutives sont satisfaites ∀1 ≤ k ≤ K − 1
qui maximise l'espérane de la préision de loalisation sur l'ensemble de la trajetoire φ2(J
−1
0:K(u
2
0:K−1))
ave J−10:K(u0:K−1) = {J−10 , · · · , J−1k (u20:k−1), · · · , J−1K (u20:K−1)}.
Objetif 3 (performane de type minmax)
Trouver la séquene optimale de ommandes de haut niveau u30:K−1 de longueur K telle que :
 u30 est la ommande exéutée en l'état initial,
 u3K−1 permet d'atteindre la zone nale imposée,
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 les ontraintes sur les ommandes onséutives sont satisfaites ∀1 ≤ k ≤ K − 1
qui maximise le minimum de l'espérane de la préision de loalisation sur la trajetoire φ3(J
−1
0:K(u0:K−1))
ave J−10:K(u
3
0:K−1) = {J−10 , · · · , J−1k (u30:k−1), · · · , J−1K (u30:K−1)}.
Par la suite, nous adopterons la notation Jk pour Jk(u0:k−1) et J0:k pour J0:k(u0:k−1) lorsqu'il
n'y aura pas d'ambiguïté. Nous onsidérons des fontions oûts φi, i = 1, 2, 3 à maximiser qui
sont obtenues à partir du déterminant d'une matrie dépendante de l'approximation de la matrie
d'information de Fisher. Le déterminant peut être omparé au volume de l'ellipsoïde d'inertitude
onstruite à partir de la matrie de ovariane de l'estimation. Nous nous foaliserons sur la perfor-
mane de l'estimation de la position en 2D du mobile en abordant l'optimisation des fontionnelles
 minimisation de l'ellipse d'inertitude à l'instant nal
φ1(J0:K(u0:K−1)) = − det(B∗J−1K (u0:K−1)B), (8.4)
 minimisation d'une moyenne pondérée des ellipses d'inertitude le long de la trajetoire
φ2(J0:K(u0:K−1)) = −
K∑
k=0
wk det(B∗J−1k (u0:k−1)B) (8.5)
où wk ∈ R+ sont des poids,
 minimisation de l'ellipse d'inertitude de plus grand volume le long de la trajetoire
φ3(J0:K(u0:K−1)) = − max
0<k≤K
det(B∗J−1k (u0:k−1)B) (8.6)
et B la matrie de projetion de l'état sur le sous-espae des positions 2D
B:=

1 00 1
0 0

 .
Ce problème d'optimisation pourrait être omplété par des ontraintes sur l'orientation, en onsi-
dérant le terme (3, 3) des matries J−1k , k = 0, · · · ,K.
L'espae des trajetoires admissibles et le ritère d'optimisation étant dénis, nous présentons
dans la setion suivante la démarhe adoptée pour la résolution du problème d'optimisation.
8.2 Résolution du problème d'optimisation
Une première façon d'aborder le problème de planiation de trajetoires est d'essayer de
le formaliser omme un Proessus de Déision Markovien (PDM). Pour ela, on onsidère que
l'état sk ∈ S onstitue une haîne de Markov et que l'objetif est de reherher la séquene d'a-
tions/déisions {a∗k(s1, · · · , sk+1)}0≤k≤K−1 équivalente à la suite de ommandes u0:K−1, qui maxi-
mise l'une des fontions de oûts dénie sur l'espae des trajetoires au paragraphe préédent. Pour
ompléter la dénition du PDM, on doit également dénir
• T kss′(a) , Pr(sk+1 = s′|sk = s, ak = a), ∀(s, s′, a) ∈ S2 ×A, la fontion de transition à l'instant
k permettant de dénir l'évolution de l'état à partir de la ommande appliquée,
• css′(a), ∀(s, s′, a) ∈ S2 ×A, le gain élémentaire assoié à la transition de l'état s à l'état s′ pour
le hoix de l'ation a.
Dans le adre des PDM, la fontion de transition et le gain élémentaire est omplètement onnu
et la politique optimale a∗1:K−1 peut être obtenue en utilisant un algorithme de programmation
dynamique ou des approhes par apprentissage par renforement [SB00℄. Toutes es approhes
s'appuient sur le prinipe d'optimalité de Bellman [Ber68℄ et le hemin optimal peut être déduit
de la relation de réurrene
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V0(s) = cs(initialisation) (8.7)
Vk(s) = max
a∈Ak−1(s)
[∑
s′∈S
{css′(a) + Vk−1(s′)}T kss′(a)
]
ak−1(s) = argmax
a∈Ak−1(s)
[∑
s′∈S
{css′(a) + Vk−1(s′)}T kss′(a)
]
k = 1, · · · ,K, s ∈ S. La séquene {~a0(s), · · · ,~aK−1(s)}, s ∈ S est le plan de déisions dénissant
la déision optimale en haque état s ∈ S à haque instant k. Ainsi, ~a0(s) orrespond au veteur
des déisions indexés par les états s . Ak−1(s) ⊂ A est l'ensemble des ations admissibles à l'instant
k − 1 à partir de l'état s. Dans le as le plus simple, Ak−1(s) = A, ∀s ∈ S, k = 2, · · · ,K − 1.
La séquene optimale de déisions a∗0:K−1 = {a∗0, · · · , a∗K−1} et la séquene d'états assoiée s∗1:K−1 =
{s∗1, · · · , s∗K−1} sont alors obtenues à partir du plan de déisions, en utilisant, par exemeple, une
proédure de type bak-traking. Pour tenir ompte des ontraintes de mouvements sur l'orientation
liées à notre problème, il onvient d'adapter la relation de réurrene pour les PDM omme proposée
dans [PL02℄, en préisant à haque étape l'ensemble des ations admissibles. Les ontraintes sont
aratérisées par la matrie δ(., .) introduite au paragraphe 8.1.1. L'équation (8.7) doit être modiée
omme suit :
V0(s) = cs(initialisation) (8.8)
Vk(s) = max
a∈Ak−1(s)
[∑
s′∈S
{css′ (a)δ(a, a′) + Vk−1(s′)}T kss′(a)
]
ak−1(s) = argmax
a∈Ak−1(s)
[∑
s′∈S
{css′ (a)δ(a, a′) + Vk−1(s′)}T kss′(a)
]
où a′ est l'ation optimale hoisie à l'étape k− 2 pour atteindre l'état s′. Quelques règles pratiques
pour l'implémentation de ette version modiée de l'algorithme de programmation dynamique sont
proposées dans [PL02℄.
Etant donné l'ensemble des états atteignables S, l'ensemble des ationsA, la matrie des ontraintes
de mouvement et la matrie de oûts Υ = (css′(a)), une séquene optimale (si elle existe) peut
être alulée à partir d'un algorithme apable de résoudre l'équation (8.8). Cependant, la mise en
oeuvre de ette approhe néessite de vérier l'appliabilité du prinipe de Bellman, qui impose
ertaines propriétés algébriques sur la fontionnelle de oût. Comme démontré dans [LT97℄, la plu-
part des fontionnelles objetif basées sur le déterminant de la BCRB, ne respete pas la propriété
permettant de garantir l'appliabilité du prinipe d'optimalité.
Proposition 6 [LT97℄ si φ est une fontionnelle de la BCRP satisfaisant la propriété garantissant
le prinipe d'optimalité (ou Matrix Dynami Programming Property) alors elle est forément de la
forme
φ(M) = F(tr(MR)) ∀M ∈Mn×n
où F est une fontion monotone roissante et R une matrie xée.
En partiulier, e n'est pas le as des fontionnelles retenues pour notre problème de planiation,
qui dépendent du déterminant et de la trajetoire omplète. En eet, le oût d'une trajetoire
dépend de la totalité de la trajetoire. Pour ontourner ette diulté, nous proposons de résoudre
le problème en utilisant une approhe heuristique basée sur la méthode de Cross-Entropie (CE)
introduite par Rubinstein & al [RK04℄[DBKMR03℄.
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8.2.1 Introdution de la méthode de ross-entropie
La méthode de ross-entropie (CE), développée par Reuven Rubinstein [RK04℄, a été onçue
dans un premier temps omme un outil d'évaluation des probabilités d'évènements rares. Un évène-
ment rare est un évènement de probabilité très faible. L'étude de telles probabilités est fondamentale
dans une analyse de abilité, par exemple, lorsque l'on se pose la question de la probabilité d'ou-
rene d'une panne. Un alul mathématique ou analytique de ette probabilité n'est pas toujours
possible. Dans les as les plus défavorables, le seul reours est d'évaluer la probabilité de l'évènement
rare par la simulation. Or, si la loi à évaluer est utilisée diretement pour générer des réalisations
de l'évènement rare, le nombre de tirages néessaire devient largement prohibitif. L'éhantillon-
nage préférentiel (Importane Sampling) est une méthode lassiquement mise en oeuvre, qui a été
disutée dans la présentation du ltre partiulaire. L'idée est de proéder à un hangement de
loi de manière à favoriser l'éhantillonnage de l'évènement rare. Toutefois, le paramétrage de e
hangement de loi est en général diile. La CE est une méthode itérative pour réaliser ette tâhe
en s'appuyant sur une famille de lois paramétriques dédiées.
Après une introdution de la méthode de ross-entropie pour le tirage d'évènements rares, nous
expliquerons omment ette méthode a été adaptée pour l'optimisation. Cette utilisation parti-
ulière de la CE se justie par le fait que le tirage de l'optimum d'une fontion orrespond, en
général, à un évènement rare. Ce paragaphe du hapitre est volontairement suint. Une leture
de l'ouvrage introdutif [RK04℄ ou du tutorial [DBKMR03℄, qui en ont été la soure d'inspiration,
peuvent onstituer un exellent omplément. Par ailleurs, une doumentation importante, ave de
nombreux as d'appliation, est disponible à l'adresse http ://www.emethod.org. Pour la pré-
sentation des éléments qui suivent, nous introduisons les notations suivantes :
 [Kroneker] Étant donnée une proposition logique A, la quantité δ[A] vaut 1 si A est vraie,
et vaut 0 dans le as ontraire.
 La quantité Epf(x) =
∫
X
f(x)p(x) dx désigne l'espérane de la valeur f(x) pour la densité
de probabilité p assoiée à la variable x ∈ X .
 Étant donné un sous-ensemble mesurable Y ⊂ X et une densité de probabilité p sur X , la
quantité Pp(Y ) = Pp(x ∈ Y ) = Epδ[x ∈ Y ] =
∫
Y
p(x) dx est la probabilité de l'évènement
x ∈ Y .
8.2.1.1 Probabilité d'un évènement rare
Nous supposerons donnés un espae mesurable X et une densité de probabilité p sur elui-i.
Sur l'espae X est dénie une fontion mesurable f à valeurs réelles. Nous souhaitons évaluer la
probabilité pour que la fontion f dépasse un ertain seuil γ ∈ IR. Lorsque ette probabilité est
très faible, typiquement si f évalue le dysfontionnement d'un système, Fγ = {x ∈ X/f(x) ≥ γ}
est un évènement rare.
Méthodes d'éhantillonnage
Monte-Carlo. Soient x1, · · · , xN des tirages de la variable x selon la loi p. La probabilité Pγ =
Pp(f(x) ≥ γ) = Pp(Fγ) peut s'estimer par la moyenne empirique
Pˆγ =
1
N
N∑
n=1
δ[f(xn) ≥ γ] .
La variane de et estimateur non biaisé est alors donnée par
Ep
(
Pˆγ − Pγ
)2
=
1
N
Pγ(1 − Pγ) .
Puisque nous souhaitons estimer des probabilités Pγ très faibles, la variane n'est pas un bon ritère
d'évaluation de l'estimateur. L'éart-type relatif est plus approprié
σγ
Pγ
=
√
1− Pγ
NPγ
.
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Nous onstatons qu'il est inversement proportionnel à
√
NPγ . Ainsi, la moyenne empirique n'est
pas un estimateur envisageable lorsque Fγ est un évènement rare.
Éhantillonnage préférentiel. Dans la mesure où la loi p ne permet pas d'estimer onvena-
blement Pγ , une alternative est d'utiliser une loi de tirage auxiliaire (notons la q) permettant un
éhantillonnage préférentiel autour de l'évènement rare. Considérons alors x1, · · · , xN des tirages de
la variable x selon la loi q. La probabilité Pγ peut être estimée par la moyenne empirique pondérée
Pˆγ =
1
N
N∑
n=1
δ[f(xn) ≥ γ]p(xn)
q(xn)
.
La variane pour et estimateur est donnée par
Eq
(
Pˆγ − Pγ
)2
=
Ep
(
δ[f(x) ≥ γ]p(x)q(x)−1)− P 2γ
N
.
Cette variane est nulle pour la densité optimale q∗(x) = δ[f(x) ≥ γ]p(x)P−1γ . Malheureusement,
la loi q∗ n'est pas aessible, ar la probabilité Pγ est inonnue. De manière générale, la dénition
d'une loi d'éhantillonnage q intéressante n'est pas aisée. La méthode proposée i-dessous onsiste
à hoisir la loi d'éhantillonnage au sein d'une famille de lois π(·;λ)|λ ∈ Λ . L'idée est d'optimiser
le paramètre λ, de manière à minimiser la distane D(q∗, π(·;λ)) ave la loi de tirage optimale.
Nous hoisirons omme ritère de distane entre deux probabilités la divergene de Kullbak-Leibler.
Cette pseudo-distane est en fait une mesure de l'entropie roisée entre les deux lois
D(q, p) = Eq ln q(x)
p(x)
=
∫
X
q(x) ln q(x) dx −
∫
X
q(x) ln p(x) dx .
Éhantillonnage à partir d'une famille de lois. Nous souhaitons don dénir une loi de tirage
optimale au sein de la famille de lois π(·;λ)|λ ∈ Λ . La minimisation de la distane D(q∗, π(·;λ))
se traduit par la maximisation de
∫
X
q∗(x) lnπ(x;λ) dx . En prenant en ompte la dénition de q∗,
nous aboutissons à l'optimisation
λ∗ ∈ argmax
λ∈Λ
Eq (δ[f(x) ≥ γ] lnπ(x;λ)) .
À e stade, nous sommes onfrontés au alul d'une espérane assoiée à un évènement rare. Le
alul du paramètre optimal λ∗ néessite un éhantillonnage préférentiel, de loi q :
λ∗ ∈ argmax
λ∈Λ
Eq
(
δ[f(x) ≥ γ]p(x)
q(x)
lnπ(x;λ)
)
.
Considérons alors x1, · · · , xN des tirages de x selon la loi q. Le paramètre optimal λ∗ est approhé
par l'estimateur λˆ∗ ainsi déni :
λˆ∗ ∈ argmax
λ∈Λ
N∑
n=1
(
δ[f(xn) ≥ γ]p(xn)
q(xn)
lnπ(xn;λ)
)
. (8.9)
La famille π(·;λ)|λ ∈ Λ est hoisie de manière à garantir une solution à ette maximisation. Nous
verrons que, dans de nombreux as, ela ne pose auun problème dans la pratique. En partiulier,
la famille des lois dites exponentielles naturelles est intéressante à e titre [RK04℄.
Toutefois, l'estimation de λ∗ par (8.9) n'est toujours pas satisfaisante. Elle repose sur un éhan-
tillonnage préférentiel, dont la loi q nous est inonnue. Or l'estimation de λ∗ a justement pour but
de onstruire une telle loi. Il s'agit en quelque sorte d'un problème de point xe que la méthode de
ross-entropie résout de façon itérative.
Méthode d'éhantillonnage par ross-entropie Au paragraphe préédent, il a été montré
omment optimiser le paramètre d'une famille de lois an de dénir un éhantillonnage préfé-
rentiel. Toutefois, l'estimation de e paramètre par (8.9) repose lui-même sur un éhantillonnage
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préférentiel. Pour ontourner ette diulté, Rubinstein propose une méthode itérative basée sur
une relaxation dégressive de l'évènement rare.
An de simplier notre présentation, nous supposerons l'existene d'un paramètre λ0 ∈ Λ tel que
π(·;λ0) = p .
Prinipe de base. Considérons une suite (γt|t ≥ 1) telle que
 l'évènement f(x) ≥ γ1 n'est pas rare,
 l'évènement f(x) ≥ γt+1 n'est pas rare pour la loi π(·;λt) ,
 limt→∞ γt = γ .
Alors, une suite de paramètres (λt|t ∈ IN), ave π(·;λ0) = p, peut être onstruite en se basant sur
une itération de l'équation d'estimation (8.9) :
 générer x1, · · · , xN selon la loi π(·;λt) ,
 poser λt+1 ∈ argmax
λ∈Λ
N∑
n=1
(
δ[f(xn) ≥ γt+1] p(xn)
π(xn;λt)
lnπ(xn;λ)
)
.
L'algorithme proposé par Rubinstein onstruit la suite (γt|t ≥ 1) de façon adaptative.
Constrution adaptative des bornes. En vue d'une onstrution adaptative de la suite (γt|t ≥
1) , un paramètre de séletion ρ ∈]0, 1[ est utilisé pour dérire la vitesse de onvergene. La borne
γt est alors dénie omme le (1−ρ)-quantile de f(x) pour la loi π(·;λt−1) . Plus préisément, soient
x1, · · · , xN les éhantillons générés par π(·;λt−1) . Supposons es éhantillons ordonnés de manière
à avoir f(xn) ≤ f(xn+1) pour 1 ≤ n < N . Alors γt est dénie par γt = min
{
γ, f(x⌈(1−ρ)N)⌉)
}
. Bien
entendu, le paramètre ρ doit être hoisi susamment grand, ar il est une approximation de la
probabilité de l'évènement f(x) ≥ γt pour la loi π(·;λt−1) . Enn, la suite (γt|t ≥ 1) est roissante
à un bruit près. En ombinant les onstrutions de (λt|t ∈ IN) et de (γt|t ≥ 1) , nous aboutissons à
l'algorithme de ross-entropie exposé dans [DBKMR03℄.
Algorithme intégré. Posons ρ ∈]0, 1[ . L'algorithme de ross-entropie pour la simulation d'évè-
nements rares s'énone ainsi
1. hoisir λ0 ∈ Λ tel que π(·;λ0) = p . Poser t = 1 ,
2. générerN éhantillons x1, · · · , xN pour la loi π(·;λt−1) . Ordonner es éhantillons de manière
roissante selon f . Caluler le (1 − ρ)-quantile γt :
γt = min
{
γ, f(x⌈(1−ρ)N)⌉)
}
, (8.10)
3. aluler λt par la maximisation :
λt ∈ argmax
λ∈Λ
N∑
n=1
(
δ[f(xn) ≥ γt] p(xn)
π(xn;λt−1)
lnπ(xn;λ)
)
, (8.11)
4. si γt < γ , réitérer depuis l'étape 2) en posant t← t+ 1 ,
5. estimer la probabilité Pγ de l'évènement rare par :
Pˆγ =
1
N
N∑
n=1
δ[f(xn) ≥ γ] p(xn)
π(xn;λt)
. (8.12)
Remarque. Il existe diérentes évolutions de l'algorithme de CE. En partiulier, le paramètre de
séletion ρ peut être déni dynamiquement. Dans le adre des méthodes d'optimisation par CE
présentées i-dessous, des résultats théoriques sur la onvergene [DMR04, Mar℄ ont été établis sur
la base de ertaines hypothèses d'évolution du paramètre ρ.
8.2.1.2 Méthode d'optimisation par ross-entropie
La ommunauté s'est vite aperçue que la méthode de tirage par CE pouvait être adaptée et ap-
pliquée à l'optimisation. Cela se omprend parfaitement, puisque les paramètres qui optimisent un
objetif sont rares et diiles à trouver en général. Considérons plus préisément l'algorithme pré-
senté en setion 8.2.1.1. Cet algorithme repose sur la onstrution d'une suite de bornes (γt|t ≥ 1),
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qui peut être onsidérée omme roissante à un bruit près. Ces bornes servent à dénir des évène-
ments Fγt = {x ∈ X/f(x) ≥ γt} de plus en plus raréés. Au ours du proessus, la onstrution
de (γt|t ≥ 1) est tronquée par γ, le paramètre de l'évènement rare à évaluer. Toutefois, il est pos-
sible de laisser le proessus se poursuivre. Cela revient à raréer la suite des évènements an de
onverger vers l'évènement Fγ∞ = {x ∈ X/f(x) ≥ maxy∈X f(y)} . Cet évènement est presque vide
en général. En dénitive, si le proessus est itéré susamment longtemps, nous aboutissons à la
onstrution d'un paramètre de loi λ tel que la loi π(·;λ) soit très resserrée autour de Fγ∞ . Il s'agit
là d'une manière probabiliste d'approher l'optimum de f .
Cette desription du prinipe de l'algorithme d'optimisation ne doit pas nous aher ertaines
diultés qui onditionnent la onvergene de la méthode :
 le hoix du paramètre de séletion ρ, ou de son évolution au ours du proessus, qui ondi-
tionne le ompromis entre vitesse de onvergene et niveau d'exploration de l'espae du
paramètres à optimiser,
 la dénition d'un ritère d'arrêt pour la onvergene,
 le hoix d'une famille de lois π adaptée au problème à optimiser.
Comme nous l'avons évoqué préédemment, quelques résultats théoriques répondent aux deux
premiers points [DMR04℄. Nous ne les aborderons pas et nous nous ontenterons de ritères appro-
hés simples, mais fontionnels. Le dernier point est assez déliat à formaliser et doit être abordé
au as par as. Toutefois, nous verrons que pour notre problème de planiation de trajetoires,
les lois utilisées se déduisent naturellement du problème posé.
La setion suivante présente l'algorithme de CE pour l'optimisation dans sa version initiale et dans
sa version dite lissée.
8.2.1.3 Algorithmes
Considérons f une fontion de variable x ∈ X et à valeur réelle. Nous souhaitons optimiser la
variable x de manière à maximiser f(x). Dans e but, une famille de lois
(
π(·;λ)∣∣λ ∈ Λ) est dénie.
Algorithme original. Donnons nous un paramètre de séletion ρ ∈]0, 1[ . L'algorithme de ross-
entropie pour l'optimisation s'énone ainsi :
1. initialiser λ0 ∈ Λ ; typiquement e paramètre est hoisi de telle façon que π(·;λ0) soit prohe
d'une loi uniforme . Poser t = 1 ,
2. générer un ensemble Et de N éhantillons pour la loi π(·;λt−1) . Séletionner les ⌊ρN⌋
meilleurs éhantillons pour la fontionnelle f . Notons St ⊂ Et l'ensemble de es éhantillons.
On a ainsi :
♯St = ⌊ρN⌋ et ∀x ∈ St, ∀y ∈ Et \ St, f(x) ≥ f(y) .
3. Caluler λt par la maximisation :
λt ∈ argmax
λ∈Λ
∑
x∈St
lnπ(x;λ). (8.13)
4. Si le ritère d'arrêt n'est pas atteint, réitérer depuis 2) en posant t← t+ 1.
5. Supposons que l'étape nale est t = tf . Alors, une valeur optimale pour f peut être estimée
par le tirage d'un éhantillon au moyen de la loi π(·;λtf ) .
Un ritère d'arrêt simple est la stationnarité de la borne γt = infx∈St f(x) .
Remarques. Comme nous ne herhons plus à évaluer une probabilité, ertaines simpliations
apparaissent par rapport à l'algorithme d'éhantillonnage. En partiulier, l'équation de réatuali-
sation (8.13) ne ontient plus le terme de orretion
p(x)
π(x;λt−1)
.
Lorsque la variable x est disrète, la réatualisation (8.13) peut rendre ertains éhantillons pré-
maturément inaessibles (notamment par l'annulation de la probabilité de ertains états). L'uti-
lisation d'un lissage dans la réatualisation permet d'éviter ela.
Algorithme lissé. En plus du paramètre de séletion ρ ∈]0, 1[ , nous dénissons un paramètre de
lissage α . Il est supposé que l'ensemble des paramètres de loi Λ est onvexe. L'algorithme lissé ne
dière du préédent que par son étape de réatualisation :
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3) Caluler κt par la maximisation :
κt ∈ argmax
κ∈Λ
∑
x∈St
lnπ(x;κ) ,
[Réatualisation lissée℄ Poser λt = ακt + (1− α)λt−1.
8.2.2 Appliation au problème de planiation de trajetoires
L'appliation de la méthode de ross-entropie à notre problème de planiation néessite de
dénir une famille de densités (π(., λ)|λ ∈ Λ) de probabilité paramétriques adaptée. Ce qui nous
importe est la dénition de trajetoires admissibles, au sens où elles partent de la position initiale
pour arriver dans la zone ible, en un temps maximal borné, tout en respetant les ontraintes
sur le mouvement. Nous proposons deux méthodes pour dénir les éhantillons de trajetoires
qui onduisent à deux versions de l'algorithme de résolution du problème de planiation. Plus
préisément, on herhe à générer des séquenes d'états ou d'ations de longueur K
 vériant s0 = si (ontrainte initiale) et sK ∈ {s1f , · · · , snff } (ontrainte nale),
 respetant la matrie de ontraintes de mouvement δ(ak−1, ak), ∀k = 1, · · · ,K − 1,
 omposées au maximum de K ≤ Kmax ations élémentaires.
Une fois que nous aurons préisé la loi paramétrique qui servira de moteur de proposition de
trajetoires andidates, la fontionnelle objetif φi, i = 1, 2, 3 sera appliquée après estimation de
la suite des matries d'information Jk. A haque itération de l'algorithme de ross-entropie et à
partir des meilleures trajetoires, nous déterminerons les nouvelles valeurs des paramètres de la loi
paramétrique, en résolvant le problème d'optimisation de l'étape d'atualisation.
8.2.2.1 Algorithme d'optimisation V1
La première méthode permettant de générer des trajetoires onsiste à se doter d'une famille
de matries de densités de probabilité disrètes dénie par Psa = (psa), ave s ∈ {1, ..., ns} et
a ∈ {1, ..., na} qui modélisent la probabilité de hoisir l'ation a dans l'état s. Psa est don une
matrie de taille ns × na ave dans notre as na = 8.
Psa =


p11 p12 · · · p17 p18
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
pns1 pns2 · · · pns7 pns8

 (8.14)
où la sime ligne Ps(.) est une densité de probabilité disrète vériant :
Ps(i) = psi, i = 1, · · · , 8 ave
8∑
i=1
psi = 1.
psi est don la probabilité de hoisir l'ation i lorsque l'on est dans l'état s. Il est possible d'imposer
la nullité de ertains éléments de ette matrie pour tenir ompte de ongurations partiulières de
la arte (obstales, zones interdites...). Par e biais, on pourrait notamment prendre en ompte une
information de type grille d'oupation, omme proposée dans le hapitre sur la génération ontrlée
d'un éhantillon de artes à plusieurs niveaux. Pour résoudre notre problème de planiation, on
est don amené à optimiser les ns × na (ou plus) paramètres (psa) en utilisant l'algorithme de
ross-entropie.
Génération des trajetoires. A haque itération t de l'algorithme de ross-entropie, il est
néessaire de générer un éhantillon de Nt trajetoires
(
τ tj
)
1≤j≤Nt à partir de P
t
sa de longueurs
Ktj ≤ Kmax en repetant les onditions imposées par la matrie δ(., .). Introduisons les notations
suivantes
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j = 0
Tant que (j < Nt)
(1) k = 0, faire s0 = si
• Générer une ation aj0 à partir de la loi de probabilité Ps0(.) et l'appliquer pour atteindre
s = sk+1.
• Faire k = k + 1 et K = 1.
(2) Tant que sk 6∈ Sf faire
• aluler A(s˜, a˜)k,
• i A(s˜, a˜)k 6= ∅,
 générer une ation ak ∈ A(s˜, a˜)k selon la densité P˜sk(.) et l'appliquer pour atteindre
s = sk+1,
 faire k = k + 1 et K = K + 1.
+ si K > Kmax faire j = j si la stratégie est le rejet et retour en (1), sinon aller en (3),
+ sinon retour en (2),
• sinon faire j = j si la stratégie est le rejet et retour en (1), sinon aller en (3).
(3) Sauvegarder τ tj = (si, a
j
0, s
j
1, a
j
1, ..., s
j
K−1, a
j
K−1, sf ) et K
t
j = K.
(4) j = j + 1
• A(s˜, a˜)k = {a|sk = s˜, δ(ak = a, ak−1 = a˜) = 1},
• le veteur ligne P˜s(.) tel que {
p˜s˜a =
ps˜aP
a∈A(s˜,a˜)k ps˜a
∀a ∈ A(s˜, a˜)k
p˜s˜a = 0 sinon.
(8.15)
A(s˜, a˜)k orrespond aux ations admissibles à l'instant k dans l'état sk = s˜, sahant que a˜ a été
hoisi à k− 1 pour atteindre sk et que P˜s˜(.) est la densité normalisée de Ps˜(.) en se restreignant à
A(s˜, a˜)k. Lors de la phase de tirage des trajetoires, à ause des ontraintes de mouvements et la
présene des bords, l'ensemble A(s˜, a˜)k peut être vide ou l'ensemble des états naux inatteignable.
Dans e as, nous adopterons deux stratégies, l'une qui onsiste à rejeter la trajetoire en question,
l'autre qui onsiste à lui aeter un oût défavorable vis-à-vis du problème d'optimisation (oût
égal à −∞). L'algorithme 13 présenté en page 124 dérit le shéma de génération de l'éhantillon
de trajetoires à haque itération.
Remarque. Si la stratégie retenue n'est pas le rejet des trajetoires non admissibles, on risque
de générer essentiellement des trajetoires non informatives au sens où le oût assoié sera plaé à
−∞ pour le problème de maximisation. Dans e as, il onvient d'inlure une étape permettant de
garantir un nombre de trajetoires admissibles soit susamment important.
Une fois obtenu l'éhantillon de trajetoires, l'évaluation du oût de la trajetoire est réalisée en
trois étapes
1) déterminer la séquene équivalente de ommandes en orientation uj0:Kj−1 à partir de τj , j =
1, · · · , Nt,
2) aluler la séquene des matries J0:Kj(u
j
0:Kj−1) à partir de l'un des algorithmes d'estimation
proposés au hapitre 5,
3) aluler le oût en utilisant la fontionnelle φi(τj), i = 1, 2, 3, j = 1, · · · , Nt en fontion de
l'objetif reherhé. Pour des trajetoires non admissibles, le oût est automatiquement po-
sitionné −∞.
Etape de mise à jour de la loi. La mise en oeuvre de l'algorithme de ross-entropie omprend
la phase de mise à jour des paramètres de la loi à partir de laquelle les trajetoires ont été générées.
Cette étape est réalisée en résolvant un problème de minimisation 8.13 et en utilisant les trajetoires
Résolution du problème d'optimisation 125
extrêmes. A partir des Nt trajetoires, une estimation du quantile γt est obtenue en prenant les
meilleures trajetoires selon le seuil ρ spéié.
Soit τj = (si, a
j
0, s
j
1, a
j
1, ..., s
j
k−1, a
j
k−1, ..., sKj ) une trajetoire générée, on a
lnπ(τj ,Psa) =
∑
(s,a)
♯ [τj ∈ χsa] ln psa, (8.16)
où τj ∈ χsa signie que la trajetoire τj ontient une visite dans l'état s où l'ation a est hoisie.
Puisque pour haque état s, la ligne Ps(.) de Psa est une densité de probabilité, le problème
d'optimisation de l'équation (8.13) doit être résolu en respetant la ontrainte suivante : la somme
de haune des lignes de Psa vaut 1. On a don un problème d'optimisation sous ontraintes, que
l'on peut résoudre en utilisant le lagrangien assoié et les multipliateurs de Lagrange (µs){1≤s≤ns}
max
Psa
min
µ1,··· ,µns
1
N
N∑
j=1
δ [φi(τj) ≥ γt] lnπ(τj ,Psa) +
ns∑
s=1
(
µs
(
a=8∑
a=1
psa − 1
))
, (8.17)
Le quantile γt est estimé par analyse des oûts des trajetoires de l'éhantillon. Après diérentiation
par rapport aux paramètres reherhés psa (s ∈ {1, · · · , ns}, a ∈ {1, · · · , 8}), on déduit le système
d'équations suivant :
1
N
N∑
j=1
δ [φi(τj) ≥ γt] ♯ [τj ∈ χsa] = −µs psa, ∀s.
En sommant, relativement à l'indie a et en appliquant la ondition
∑8
a=1 psa = 1, on obtient don
µs = − 1
N
N∑
j=1
δ [φi(τj) ≥ γt] ♯ [τj ∈ χs], (8.18)
et la formule de mise à jour des densités
psa =
∑N
j=1 δ [φi(τj) ≥ γt] · ♯ [τj ∈ χsa]∑N
j=1 δ [φi(τj) ≥ γt] · ♯ [τj ∈ χs]
, (8.19)
où τj ∈ χs signie que la trajetoire τj passe par l'état s. Ce résultat est intuitivement orret ar
il indique que la mise à jour des probabilités est obtenue par la mesure de la fréquene du hoix
d'une ation dans un état parmi les meilleures trajetoires de l'éhantillon.
8.2.2.2 Algorithme d'optimisation V2
L'algorithme préédent s'avère simple, du fait de la famille de loi paramétrique utilisée pour
la génération des hypothèses de trajetoires. En eet, elle déoule diretement de la struture du
modèle des trajetoires employé. Néanmoins, elle peut avoir l'inonvénient de générer de nombreuses
trajetoires qui sont rejetées pare qu'elles ne respetent pas les diérentes ontraintes du modèle.
Dans ette seonde version de l'algorithme de planiation de trajetoires, nous proposons une
approhe à deux niveaux d'optimisation, permettant d'appliquer diretement la méthode de ross-
entropie sur des trajetoires  réellement  admissibles, don sans rejet.
Une famille de densités mieux adaptée. Pour générer des trajetoires réellement admissibles
nous protons du fait que notre problème est quasiment struturé omme un Proessus de Déision
Markovien. A et eet, nous introduisons des matries de oûts Υ = (css′(a)) de passage d'un état
à un état voisin de façon probabiliste. On onsidère don une famille (π(., λ)|λ ∈ Λ) onstruite en
appliquant un modèle probabiliste à haque oût css′ (a) de déplaement entre deux noeuds de la
grille. La loi de probabilité sur css′(a) est pris gaussien et est don déterminée par deux paramètres
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Soit πt−1µ (s, a) et π
t−1
σ (s, a) obtenus par l'algorithme de ross-entropie à l'itération t− 1
j = 0
Tant que (j < Nt),
(1) générer Υj =
{
cj(s, a)
}
ns×na à partir de π
t−1
µ (s, a) et π
t−1
σ (s, a),
(2) résoudre le problème d'optimisation de trajetoire à partir de Υj . On herhe la trajetoire
τ = {s0, · · · , sKτ } vériant s0 = si, sKτ ∈ Sf , Kτ ≤ Kmax, les ontraintes de mouvement
entre deux instants et qui maximise
Kτ−1∑
l=0
cj(sl, al). (8.21)
(3) sauvegarder τj = (si, a
j
0, s
j
1, a
j
1, ..., s
j
k−1, a
j
k−1, · · · , sKj ).
(4) j = j + 1
css′(a) ∼ N (µsa, σ2sa). (8.20)
Le veteur de paramètres λ est par onséquent de taille 2×ns×na et se ompose des moyennes et
éarts-types des oûts assoiés à haque hypothèse de déplaement. On doit tenir ompte de deux
matries
• πµ(s, a) la matrie des moyennes sur les oûts. L'élément en position (s, a) orrespond à µsa.
• πσ(s, a) la matrie des earts-types sur les oûts. L'élément en position (s, a) orrespond à
σsa.
A haque itération, il est possible de tirer plusieurs réalisations de matries de oûts (Υj)1≤j≤Nt
à partir de es deux matries. Chaque matrie de oûts est alors utilisée en entrée d'une proédure
d'optimisation de type programmation dynamique pour proposer un hemin (τj)1≤j≤Nt respetant
les ontraintes de mouvements et les onditions aux limites. Il faut noter que nous avons présenté un
algorithme de programmation dynamique adapté à notre problème dans les setions préédentes.
Cependant, d'autres ritères onstruits à partir des matries de oûts et algorithmes peuvent être
utilisés. Par exemple, des algorithmes de type A* sont possibles. En fait, seule l'obtention d'une
trajetoire admissible est importante à e stade, le but étant de dénir une méthode d'exploration
de l'espae des trajetoires admissibles. Pour haque trajetoire admissible τj ainsi déduite, on
détermine, omme dans le as de l'algorithme préédent, le oût issu de la BCRB. L'algorithme de
génération est dérit dans 14 présenté en page 126 et illustré par le shéma de la gure 8.3.
A haque itération de l'algorithme de ross-entropie, on générère des trajetoires selon ette ap-
prohe. Nous devons maintenant analyser omment mettre à jour les matries πµ(s, a) et πσ(s, a).
Etape de mise à jour de la loi. On a de nouveau un problème d'optimisation à résoudre pour
l'étape de mise à jour. Soit de nouveau τj = (si, a
j
0, s
j
1, a
j
1, ..., s
j
k−1, a
j
k−1, ..., sKj ) une trajetoire
générée selon la proédure préédente. Elle est assoiée à la matrie de oût Υj , On a
lnπ(τj , πµ(s, a), πσ(s, a)) = lnπ(Υ
j , πµ(s, a), πσ(s, a))
∑
(s,a)
lnN (cj(s, a), µsa, σsa), (8.22)
où N (cj(s, a), µsa, σsa) est la valeur de la densité gaussienne de moyenne µsa et de variane σ2sa au
point cj(s, a). On doit don maximiser par rapport aux omposantes de (πµ(s, a), πσ(s, a))
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Fig. 8.3  Shéma de génération de trajetoires à deux niveaux.
max
πµ(s,a),πσ(s,a)
1
N
N∑
j=1
δ [φi(τj) ≥ γt]
∑
(s,a)
lnN (cj(s, a), µsa, σsa).
En onsidérant la ondition de nullité du premier ordre relativement aux variables µsa et σ
2
sa, on
obtient les équations
− 1
N
N∑
j=1
δ [φi(τj) ≥ γt] (c
j(s, a)− µsa)
σ2sa
= 0
− 1
N
N∑
j=1
δ [φi(τj) ≥ γt] ( 1
σsa
− (c
j(s, a)− µsa)2
σ3sa
) = 0.
(8.23)
On en déduit les équations de mise à jour
µsa =
∑N
j=1 δ [φi(τj) ≥ γt] cj(s, a)∑N
j=1 δ [φi(τj) ≥ γt]
σ2sa =
∑N
j=1 δ [φi(τj) ≥ γt] (cj(s, a)− µsa)2∑N
j=1 δ [φi(τj) ≥ γt]
.
(8.24)
On obtient de nouveau un résultat logique : la mise à jour revient à proposer les expressions
empiriques des paramètres des lois normales assoiées à haque oeient de la matrie de oûts
en se restreignant aux trajetoires extrêmes.
8.3 Analyse du omportement sur un problème simple
Dans ette setion, nous analysons le omportement de l'algorithme V1, qui a été implémenté.
On onsidère un problème de plus ourt hemin sur un graphe de taille Nx = Ny = 27. Nous
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reherhons la trajetoire de longueur minimale partant du point (30, 130) et arrivant au point
(30, 130) parmi les trajetoires de longueur au plus égale à K = 60 déplaements élémentaires.
Nous présentons le résultat obtenu ave le jeu de paramètres :
 Ehantillons de 1000 trajetoires dont 200 sont utilisées pour l'apprentissage des paramètres
de la loi (ρ = 0.2).
 20 itérations de l'algorithme,
 un paramètre de lissage α = 0.4 pour la mise à jour des paramètres de la loi à haque
itération.
A l'initialisation, le hoix d'une ation est équiprobable en haun des noeuds de la grille. A partir
de la matrie des probabilités équiprobables, la meilleure trajetoire tirée est représentée en noire
sur la gure 8.4 (a). Après 20 itérations de l'algorithme, la meilleure trajetoire hoisie à partir de
la matrie des probabilités optimisée est traée en vert et orrespond à la trajetoire optimale au
sens du plus ourt hemin. Pour illustrer la onvergene, nous avons présenté sur la gure 8.4 (b),
l'allure de l'estimateur du quantile γt et le oût de la meilleure trajetoire parmi les 1000 générées.
On onstate don une onvergene de es deux paramètres autour de la valeur optimale.
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Fig. 8.4  Comportement de l'algorithme V1 pour le plus ourt hemin.
8.4 Quelques exemples
8.4.1 Des exemples génériques
Nous onsidérons tout d'abord quelques sénarios génériques pour lesquels la arte embarquée
ontient un amer. Nous faisons aussi varier les paramètres de modélisation et de planiation,
omme les aratéristiques du apteur de pereption, la longueur du hemin maximum admissible
Kmax, le niveau et l'orientation de l'erreur sur les amers. Pour l'ensemble des sénarios, nous
avons une zone d'évolution arrée dénie à partir des limites [1 260]× [1 260] et disrétisée par pas
élémentaires en x et y de δx = δy = 10. Nous avons don 279 états. L'objetif est de relier les
points A = (30, 130) et B = (230, 130) en minimisant une des fontionnelles φi alulées à partir
d'une approximation de la borne sur l'erreur d'estimation de Xk, en haque point d'aquisition de
mesures. Pour l'optimisation basée sur la méthode de ross-entropie, nous utilisons une population
de 3000 trajetoires dont 30% servent à la mise à jour des paramètres de la famille de proposition
de trajetoires.
senario 1. Dans e sénario, nous avons un amer dont la position est supposée parfaitement
onnue et plaé au entre de la arte et au dessus de la ligne droite reliant les points de départ
et d'arrivée. Nous disposons d'au plus Kmax = 60 mouvements élémentaires possibles et les va-
riation d'orientation entre deux instants onséutifs sont bornées en absolu par
π
2 . Le apteur est
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omnidiretionnel, ave une distane maximale de détetion d+ = 50 m soit 5 pas élémentaires de
la grille. Sur la gure 8.5, nous présentons les trajetoires proposées par l'algorithme V1 pour les
trois fontionnelles :
 meilleure performane nale (ourbe en bleu yan),
 meilleure performane moyenne (ourbe en bleu foné),
 meilleure performane au sens min max (ourbe en rouge).
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Fig. 8.5  Trajetoires optimales pour le senario 1.
Le ompotement de l'algorithme semble ohérent. Les trajetoires suggérées omportent des
manoeuvres permettant de s'orienter vers l'amer an d'améliorer la performane de loalisation.
On peut noter que les fontionnelles assoiées à la performane nale et minmax imposent des
déplaements qui amènent à se rapproher au plus près de l'amer ontrairement au ritère basé
sur la performane moyenne. Pour illustrer la onvergene de l'algorithme, le traé de l'évolution
du paramètre γt et du oût de la meilleure trajetoire Cmin,t sont représentés sur les gures
8.6 (a) et (b). On peut aussi noter que les trajetoires proposées ont des longueurs relativement
inférieures à la longueur maximale autorisée Kmax = 60. Une expliation possible est la limite
de pereption du apteur. Plus la trajetoire est longue, plus il est problable que le mobile soit
situé dans des zones peu informatives sauf si on s'appuie sur des omportements atypiques, si la
ontrainte sur l'orientation n'est pas violées, permettant de rester à proximité de l'amer (eet bang-
bang, rotation...) le plus longtemps possible. Enn, nous avons reporté sur les gures uniquement
la meilleure trajetoire proposée à la dernière itération de l'algorithme. Cependant, nous avons
remarqué en analysant les dernières itérations que plusieurs trajetoires ave le même niveau de
performane mais des longueurs diérentes ont été tirées. En d'autres termes, l'approhe proposée
ore la possibilité de hoisir parmi un ensemble de solutions, don une faible préditibilité. Cette
propriété peut avoir un intérêt opérationnel dans ertains ontextes.
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e pour le s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senario 2. Nous avons toujours un amer disponible pour la loalisation mais ave une position
inertaine ave une erreur homogène en x et y aratérisée par une variane σ2 = 16 m2. Nous
réalisons l'optimisation ave les trois fontionnelles ave Kmax = 100. Les meilleures trajetoires
proposées après onvergene de l'algorithme sont présentées sur la gure 8.7 (a) (b) et (). Comme
attendu, on note une modiation des trajetoires optimales due à la prise en ompte de l'erreur
de arte.
senario 3. Contrairement au senario préédent, nous onsidérons un modèle de apteur per-
mettant une pereption de l'amer en tout point de l'espae. Le paramètre d+ est pris susamment
grand. Nous onservons d'abord l'amer ave une erreur sur sa position homogène de l'ordre de
σ = 4, puis modions la struture de l'erreur de l'amer ave une ellipse d'inertitudes sur le grand
axe de σ1 = 4 et σ2 = 2 sur le petit axe. On suppose que le grand axe de l'ellipse d'erreur fait un
angle de 45 deg. ave la diretion horizontal. Nous réalisons l'optimisation pour le ritère basé sur
la performane moyenne sur la trajetoire. Les meilleures trajetoires proposées après onvergene
de l'algorithme sont présentées sur la gure 8.8 (a) et (b).
Une erreur non homogène sur la position du mobile impate le hoix de la trajetoire. Sur et
exemple, ela se traduit par une manoeuvre en début de trajetoire à l'opposé des as préédents.
Le mobile s'éloigne an de réduire l'eet de l'inertitude rajoutée par l'erreur de arte. Comme
nous l'avons montré lors du développement de la borne, et eet dépend de la distane à l'amer et
de la diérene d'orientation entre le veteur formé ave l'amer et le grand axe de l'ellipse d'erreur
sur l'amer.
8.4.2 Un sénario plus omplexe
Dans les exemples préédents, nous avons analysé le omportement de l'algorithme d'optimisa-
tion ave une arte omposée d'un unique amer. Nous onsidérons maintenant une onguration
ave plusieurs amers. La qualité géométrique des amers varie en fontion de leur positionnement
dans le plan. Sur la gure 8.9, nous représentons les amers et les ellipses représentatifs de l'erreur
sur leurs positions. Les amers situés sur les bords de la arte (en haut et en bas) sont de meilleures
qualités que eux au entre et prohe du point à atteindre.
Nous reherhons la trajetoire permettent de rejoindre les points (40, 140) et (220, 140) en
utilisant une grille de résolution δx = δy = 20 pour la zone dénie par les limites [1 260]× [1 260].
Le apteur est toujour omnidiretionnel et dispose d'une distane de détetion maximale de d+ = 60
(3 fois la résolution de la grille). Nous onsidérons une optimisation, à partir de l'algorithme V1,
ave une population de trajetoires de taille 10000. Les 40% meilleures trajetoires sont utilisées
pour l'apprentissage de la loi de tirage. Les trajetoires reherhées sont omposées d'au plus 25
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Fig. 8.7  Trajetoires optimales pour le senario 2.
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Fig. 8.8  Trajetoires optimales pour le senario 3.
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Fig. 8.9  Positionnement des amers et ellipses d'erreur.
déplaements élémentaires sur la grille et la variation de déplaement entre deux instants onséutifs
est inférieure à
π
4 . Le oût d'une trajetoire est obtenu à partir du ritère moyen φ1 sur l'erreur
de position. Les solutions proposées par l'algorithme sont présentées sur les gures 8.10 ((a) et
(b)), pour la arte parfaite et 8.11 ((a) et (b)), pour la arte ave erreurs sur les amers. Lorsque
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Fig. 8.10  Trajetoires optimales sans erreurs.
l'inertitude de la arte n'est pas prise en ompte dans la mesure de performane, l'algorithme
propose une trajetoire qui permet d'aquérir un maximum d'information en utilisant le plus grand
nombre de déplaements élémentaires possibles et en eetuant des manoeuvres pour obtenir des
ongurations de triangulation intéressantes. On peut noter que es manoeuvres sont réalisées
autour des amers entraux et prohes du but à atteindre. Quand on onsidère l'inertitude sur les
amers, le omportement est diérent. D'abord, les déplaements sont eetués dès le départ vers
les zones où les amers sont de bonnes qualités (en haut à gauhe). L'autre point est le nombre
relativement restreint de déplaements élémentaires utilisés. La stratégie onsiste don à atteindre
le plus rapidement possible le but nal en s'appuyant sur des mesures provenant des amers les plus
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Fig. 8.11  Trajetoires optimales ave erreurs.
préis.
8.5 Analyse de la onvergene par la théorie des Valeurs Ex-
trêmes
Nous avons proposé une méthode pour la planiation de trajetoires pour la fontionnelle
déduite de la borne de Cramèr-Rao a posteriori en utilisant la méthode de ross-entropie. Si les
solutions proposées pour les diérents exemples onsidérés semblent  bonnes  pour la fontionnelle
onsidérée, nous souhaitons dénir une approhe permettant de mieux appréhender la  qualité 
des solutions. Pour ela, on propose de s'appuyer sur la théorie des valeurs extrêmes pour analyser
le omportement de l'algorithme préédent lorsque l'on s'approhe de la valeur optimale. Nous
donnons tout d'abord un aperçu des prinipaux résultats de la théorie des valeurs extrêmes, puis
nous montrons omment ils peuvent être appliqués pour la aratérisation de la performane de
notre algorithme d'optimisation.
8.5.1 Introdution à la théorie des valeurs extrêmes (TVE)
Les résultats de la théorie des valeurs extrêmes sont très utilisés dans la plupart des problèmes
traitant de la gestion de risques. En eet, dans es situations, on est amené à étudier les propriétés
probabilistes des valeurs extrêmes d'une suite de variables aléatoires pour aider à la prise de dé-
ision. On s'intéresse alors à l'estimation de la queue de la distribution de es variables aléatoires
[Col99℄ [Gar02℄, dont l'éhantillon observé disponible est souvent de trop petite taille pour mettre en
oeuvre les tehniques statistiques lassiques. Nous avons abordé es problématiques d'évènements
rares lors de l'introdution de l'algorithme de ross-entropie. En eet, ontrairement au adre tra-
ditionnel de la statistique, qui s'intéresse à l'analyse des omportements moyens d'un phénomène,
la TVE tente d'apporter des outils pour la ompréhension des réalisations extrêmes, et souvent
plus rares. Elle permet d'extrapoler le omportement de la queue de distribution à partir des plus
grandes données observées. Cette théorie est enore réente et la plupart des résultats développés
portent sur des phénomènes aléatoires aratérisés par des variables à une dimension et faiblement
orrélées. Les as à forte orrélation et multidimensionnel onstituent des axes de reherhe atuels.
Quelques notions introdutives. Considérons X1, X2, · · · , Xn, n ∈ N, un éhantillon repré-
sentatif d'une variable aléatoire X de fontion de répartition inonnue F (x). On suppose de plus
que F (x) est de support ni et de limite droite
ω(F ) = sup {x : F (x) < 1} .
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La TVE s'intéresse à e qui se passe au-delà de l'éhantillon observé. Il existe deux approhes pour
l'analyse du omportement extrême de X . La première herhe à aratériser la loi du maximum
Mn = max(X1, X2, · · · , Xn), qui n'est autre que2 Fn(x). On dénit un équivalent du théorème
entral limite pour la moyenne pour Mn qui dérit les limites possibles pour la la loi du maximum.
On suppose que la loi de X est dans le  domaine d'attration  d'une loi des extrêmes [EK97℄.
En d'autres termes, il existe ξ ∈ R, et des suites (an)n∈N dans R et (bn)n∈N dans R+ tels que
∀x ∈ R lim
n→∞
Fn(an x+ bn) = Hξ(x)
où Hξ est la fontion de répartition de la loi des valeurs extrêmes :
Hξ(x) =
{
exp
(
−(1 + ξ x)− 1ξ
)
pour x ≥ −1ξ , si ξ 6= 0
exp (− exp (−x)) pour x ∈ R, si ξ = 0.
On peut déduire de ette hypothèse que le omportement de la queue de distribution dépend du
paramètre ξ, l'indie des valeurs extrêmes. On dit que la fontion F est dans le domaine d'attration
de Fréhet, de Gumbel ou de Weibull pour respetivement ξ > 0, ξ = 0 et ξ < 0. L'estimation des
paramètres de la loi limite est en pratique diile, ar on ne dispose en général que d'un éhantillon,
et don d'une unique observation du maximum. Une manière de faire est de sinder l'éhantillon
par blos et de réer ainsi de façon superielle des observations du maximum. La seonde méthode
employée pour l'estimation de la queue de distribution utilise une part plus importante des données
observées, en onsidérant la notion d'exès de la variable X par rapport à un réel susamment
 grand  [EK97℄. Soit u un seuil xé susamment grand (u < ω(F )), on note Fu la fontion de
répartition des exès au dessus du seuil u dénie par
Fu(y):=
{
P (X − u ≤ y|X > u), 0 ≤ y ≤ ω(F )− u
0 y < 0.
On peut noter la relation ave la fontion de répartition F
Fu(y) =
F (u+ y)− F (u)
1− F (u)
= P (u < x ≤ u+ y).
(8.25)
L'objetif est d'obtenir une estimation relativement préise de Fu pour mener une analyse sur le
omportement de la variable X lorsqu'elle prend des valeurs importantes. Une grande partie des
résultats de la TVE est basée sur le théorème fondamental suivant.
Théorème 1 Pikands, Balkema et Haan
Si F appartient à l'un des trois domaines d'attration de la loi des valeurs extrêmes, alors il existe
σ(u) > 0 et ξ ∈ R tel que
lim
u→ω(F )
sup
0≤y<ω(F )−u
|Fu(y)−Gξ,σ(y)| = 0,
où Gξ,σ est la distribution de Pareto Généralisée (GPD : Generalised Pareto Distribution) dénie
par :
Gξ,σ(y) =
{
1− (1 + ξσ y)−
1
ξ
si ξ 6= 0
1− ey/σ si ξ = 0 (8.26)
pour 0 ≤ y ≤ ω(F )− u.
Ce théorème permet d'obtenir, sous ertaines onditions sur F , une approximation de la distribution
(et don de la loi) des exès Fu par un modèle paramétrique aratérisé par deux paramètres
prinipaux (ξ, σ) pour toute valeur du seuil u xée
Fu(y) ≈ Gξ,σ(y), u→ ω(F ).
2Pr(Mn ≤ x) = Pr(X1 ≤ x, · · · , Xn ≤ x) = Pr(X1 ≤ x), · · · , P r(Xn ≤ x) = Fn(x)
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8.5.1.1 Estimation des paramètres de la loi des exès et des quantiles extrêmes
On est onfronté à l'estimation du ouple de paramètres (ξ, σ) à partir de l'éhantillon observé
x1, x2, · · · , xn. On onsidère l'estimateur ζˆ , (ξˆ, σˆ) au sens du maximum de vraisemblane. Notons,
Nu le nombre de données observées supérieures au seuil u indiées de la façon suivante (xil)il∈L
ave card(L) = Nu < n et les exès assoiés (yil)il∈L
yil = xil − u, il ∈ L.
Plusieurs méthodes statistiques sont possibles pour l'estimation paramétrique, omme des méthodes
graphiques, elles des moments, ou enore l'exploitation de la vraisemblane. Nous détaillons le as
d'une estimation à partir du maximum de vraisemblane. En supposant l'indépendane entre les
observations, l'expression de la log-vraisemblane pour le modèle GPD est la suivante :
L(ξ, σ) =
∑
il∈L
log
∂Gξ,σ
∂y
(yil).
On doit don résoudre les problèmes de maximisation des fontions non linéaires
L(ξ, σ) =
{
−Nu log σ − (1ξ + 1)
∑
il∈L log
[
1 + ξσ (xil − u)
]
si ξ 6= 0
−Nu log σ − 1σ
∑
il∈L (xil − u) si ξ = 0.
(8.27)
La résolution peut être réalisée à partir de méthodes numériques lassiques d'optimisation non
linéaire. Une fois déterminé l'estimateur ζˆ, l'adéquation du modèle aux données peut être mesurée
en utilisant des outils d'exploration permettant une visualisation du omportement asymptotique
de la loi. A e stade, il est important de faire plusieurs remarques sur le hoix du seuil u, qui reste
une étape déliate.
1. Plus u est grand, plus le nombre Nu d'observations situées au dessus du seuil est petit, et
plus l'extrapolation et la préision de l'estimation se dégradent.
2. Le hoix d'un u trop petit peut invalider le résultat de onvergene vers la loi de Pareto
et fournir une extrapolation de la queue de distribution très éloignée du omportement du
phénomène observé.
Cette étape d'estimation des paramètres de la loi de GPD, qui permet d'extrapoler la queue de la
distribution, est un préalable pour la détermination de ritères d'intérêt pour l'analyse de risque.
En fontion de la nature du problème, l'un des objetifs est l'estimation de quantiles extrêmes
qui orrespondent à des valeurs de la variable qu'il est possible de dépasser ave une très faible
probabilité. Soit p > 0 petit, le quantile assoié est noté xp, (enore appelé Value at Risk (V aRp))
orrespond à la valeur de x vériant
1− p = F (xp). (8.28)
On peut noter qu'en général, plus p est petite, plus xp est grand. Pour les problèmes d'optimi-
sation utilisant des approhes par simulation, on peut souhaiter par onnaître le omportement
de l'algorithme autour de la valeur optimale au sens d'une fontionnelle objetif onsidérée. Le
proessus stohastique lié au problème d'optimisation peut être vu omme un moyen de générer
des observations de la fontionnelle objetif. En utilisant les valeurs importantes fournies par le
simulateur, il est possible d'extrapoler le omportement de l'algorithme lorsque l'on s'approhe de
la solution maximale. Les quantiles extrêmes peuvent don être onsidérés omme des estimateurs
(pour une probabilité donnée) de la valeur optimale à atteindre. L'estimation de ette grandeur et
son intervalle de onane obtenus sur la base d'un éhantillon fourni par le moteur de simulation
apporte des éléments sur la performane du proessus stohastique pour le problème d'optimisa-
tion.
Pour un omportement onforme à la théorie des valeurs extrêmes, l'expression du quantile extrême
d'ordre p se déduit des équations (8.25) et (8.26) pour un seuil xé u (f. annexe E pour les détails
de e alul) :
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xp:=g(ζ) = u+
σ
ξ
[(
n
Nu
p
)−ξ
− 1
]
, (8.29)
et un estimateur peut être diretement obtenu à partir de ζˆ = (ξˆ, σˆ) estimé par le maximum de
vraisemblane
xˆp = u+
σˆ
ξˆ
[(
n
Nu
p
)−ξˆ
− 1
]
. (8.30)
8.5.1.2 Intervalles de onane pour les paramètres estimés
Comme dans tout problème d'estimation en statistique, il est intéressant de disposer d'un
intervalle de onane pour es diérents estimateurs. Une première approhe onsiste à onsidérer
que la distribution des estimateurs ζˆ et g(ζˆ) est une densité normale. L'intervalle de onane
peut alors être alulée à partir d'une approximation de la matrie de ovariane de ζˆ donnée par
l'inverse de matrie d'information de Fisher ou la borne de Cramer-Rao [Sap90℄
V (ζˆ):=(I(ζˆ))−1 = (−H(ζˆ))−1
où H est la matrie Hessienne de la fontionnelle donnée par la log-vraisemblane L(ζ) (f. équa-
tion (8.27)). Ainsi, l'intervalle théorique de onane de probabilité 1 − α (0 < α < 1) pour les
omposantes ζˆi (i ∈ 1, 2) de l'estimée est donné par
CI1(ζˆi) =
[
ζˆi − z1−α/2
√
V (ζˆ)ii, ζˆi + z1−α/2
√
V (ζˆi)ii
]
, (8.31)
où z1−α/2 est le quantile d'ordre 1− α/2 de la loi normale entrée et réduite N (0, 1).
L'intervalle de onane pour xˆp est obtenu à partir de la diérentielle par rapport à la fon-
tion g et la matrie de ovariane de ζˆ
CI1(xˆp) =
[
xˆp − z1−α/2
√
∇ζg(ζˆ)TV (ζˆ)∇ζg(ζˆ), xˆp + z1−α/2
√
∇ζg(ζˆ)TV (ζˆ)∇ζg(ζˆ)
]
. (8.32)
Remarque. Les résultats d'estimation, ainsi que les intervalles de onane préédents, basés
sur le maximum de vraisemblane font l'hypothèse d'une fontion de vraisemblane symétrique
(densité normale). En pratique, le traé de ette fontionnelle pour une des deux omposantes de
ζ xé montre une forte asymétrie lorsque l'autre varie. On risque, par ette méthode, d'obtenir
des estimations relativement faussées des intervalles de onane. Pour ontourner ette diulté,
on utilise plutt une méthode plus robuste à l'asymétrie du prol de vraisemblane [VM88, KG00,
GCL
+
05℄, qui permet, grâe à un algorithme itératif, de déterminer par dihotomie les bornes des
intervalles de onane. Une présentation des grands prinipes de la méthode est proposée en annexe
E. Elle onsiste à analyser des oupes de la surfae L(ξ, σ) obtenue en prenant la diérene des
log-vraisemblanes (don des rapports de vraisemblanes) en un point ζ quelonque et l'estimateur
ζˆ, L(ξ, σ)− L(ξˆ, σˆ).
Considérons le paramètre ξ de ζ. Le prol de vraisemblane est la fontion maxσ L(ξ, σ) de la
variable ξ. L'intervalle de onane pour une probabilité 1− α est donné pour ξ par
CI2(ξˆ) =
{
ξ| − 2
(
max
σ
L(ξ, σ)− L(ξˆ, σˆ)
)
≤ χ21,α
}
,
où χ21,α est le 1− α quantile pour la distribution du χ2 à un degré de liberté. De même, pour σ
CI2(σˆ) =
{
σ| − 2
(
max
ξ
L(ξ, σ)− L(ξˆ, σˆ)
)
≤ χ21,α
}
.
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En e qui onerne le quantile extrême, il est tout d'abord néessaire de faire apparaître de façon
expliite xp dans l'expression de la vraisemblane an d'appliquer ette tehnique. A et eet,
l'équation (8.29) est exploitée pour érire le paramètre σ en fontion de ξ et xp. Cette nouvelle
expression de σ peut être ainsi reportée dans l'expression de la loi GPD (f. équation (8.33))
Gξ,xp(y) =

1−
(
1 +
h
( NNu p)
−ξ−1
i
xp−u y
)− 1
ξ
if ξ 6= 0
1− e− yxp−u if ξ = 0.
(8.33)
De ette nouvelle expression de la loi GPD, on peut dénir une expression de la log-vraisemblane
sous la forme L(ξ, xp), et déduire par la méthode du prol un intervalle de onane pour xˆp
CI2(xˆp) =
{
xp| − 2
[
max
ξ
L(ξ, xp)− L(ξˆ, xˆp)
]
≤ χ21,α
}
.
La gure 8.12 présente un exemple de prol de vraisemblane pour xp et l'intervalle de onane
pour une probablité p = 10−5.
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Fig. 8.12  Un exemple de prol de vraisemblane pour xp et intervalle de onane.
8.5.2 Appliation au problème de planiation de trajetoires
Les deux versions de l'algorithme de planiation de trajetoires proposé inluent une étape
de génération aléatoire de trajetoires avant l'estimation oût lié à la performane de loalisation.
La première s'appuie sur un algorithme d'aeptation/rejet permettant de garder des trajetoires
respetant les ontraintes d'orientations entre deux instants, la seonde omprend un algorithme de
type progammation dynamique permettant en plus, à partir d'une matrie de oûts, de dénir des
trajetoires diretement admissibles au sens de notre problème. Pour obtenir une évaluation de la
qualité de l'optimum fourni par la méthode de ross-entropie, on utilise les méthodes de génération
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pour obtenir un éhantillon de trajetoires à partir duquel on mène une analyse par la théorie des
valeurs extrêmes sur les meilleures d'entre elles.
Considérons un ontexte donné (artographie, ontraintes sur le mouvement, onditions aux li-
mites...) pour l'optimisation. On se donne NTV E trajetoires τj , j = 1, · · · , NTV E générées par le
proessus de simulation et, pour haune d'entre-elles, le oût de la fontion objetif φ(τj), j =
1, · · · , NTV E . Pour un seuil xé u susamment grand, on extrapole la queue de la distribution de
la variable aléatoire assoiée à la fontion objetif à partir des Nu valeurs φ(τj1 ), · · · , φ(τjNu ) au
dessus du seuil. A partir de la loi paramétrique GPD obtenue, il est alors possible d'estimer des
quantiles extrêmes xp pour diérentes probabilités p relativement petites, ave leur intervalle de
onane, par la méthode du prol de vraisemblane. Notons xˆp l'estimateur du quantile extrême
et CI2(xˆp, α):=[xp − δx−,αp , xˆp + δx+,αp ] son intervalle de onane pour un seuil de onane α.
On obtient don une information sur la meilleure solution atteignable ave la probabilité 1− p. En
eet, on peut déduire une estimation
 de la borne qu'il est raisonnablement possible d'atteindre, dont une approximation est donnée
par xˆp + δx
+,α
p ,
 du nombre nˆαp de tirages omplémentaires qu'il est néessaire de produire pour atteindre ette
borne.
De façon approximative, e nombre nˆαp est donné par le nombre moyen de trajetoires observées
dont le oût peut être assoié à xˆp. Une façon de déterminer ette quantité est de retenir les
trajetoires dont le oût se situe dans l'intervalle de onane CI2(xˆp, α)
nˆαp := Pr (x ∈ CIα(xˆp))Nu (8.34)
=
(
Fu
(
xˆp + δx
+,α
p
)− Fu (xˆp − δx−,αp ))Nu.
En outre, on peut herher à déterminer la taille minimale de l'éhantillon de trajetoires au dessus
du seuil permettant de tirer au moins une trajetoire assoiée au quantile extrême onsidéré. Il
sut de vérier la ondition nαp ≥ 1, soit
Nminu ≥
1
Fu (xˆp + δx
sup
p )− Fu
(
xˆp − δxinfp
) .
La présene d'une trajetoire de oût dans l'intervalle de onane de xˆp permet de disposer d'une
approximation de la trajetoire optimale. Il est possible d'eetuer ette analyse pour haque
itération de l'algorithme basé sur la ross-entropie et de omparer la meilleure trajetoire ave
l'estimation des quantiles de plus en plus extrêmes pour évaluer la onvergene. Une autre démarhe
onsiste à générer un nombre très important de trajetoires en une fois, à réaliser l'estimation de
la queue de la distribution et à omparer le positionnement du oût de la trajetoire optimale
fournie par l'algorithme pour mesurer sa performane. Un plaement dans l'intervalle de onane,
voire au delà, donne une ertaine onane dans le omportement de l'algorithme. C'est ette
seonde démarhe que nous avons retenue ompte tenu de la spéiité des méthodes basées sur la
ross-entropie, qui herhe à approher le plus possible le point extrémal.
8.5.3 Appliation sur un senario
Pour illustrer la méthode proposée, nous onsidérons deux sénarios. On onsidère une arte
dénie sur [−4, 54] × [−4, 54]. Nous supposons que la grille est de résolution dx = dy = 4, l'en-
semble des états S est de ardinal Ns = 225. Dans les senarios, l'environnement ne ontient pas
d'obstales.
Senario 1 Dans e senario, il y a 4 amers dans l'environnement. Leurs positions sont données
dans le tableau 8.1. Trois des amers sont loalisés en haut à gauhe, le dernier est au entre.
Pour la dynamique du mobile, on suppose qu'il n'y a pas d'erreur sur les ommandes et que la
matrie de ovariane pour la dynamique est identique à elle sur l'erreur de modélisation. On a
respetivement pour le modèle d'évolution et d'observation
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f0 f1 f2 f3
x 7.2 7.8 22.8 43.1
y 20.4 35.2 42.8 25.8
Tab. 8.1  Coordonnées des amers sénario 1.
P0 = Qk =

1 0 00 1 0
0 0 0.5


, Rk =
(
1 0
0 0.5
)
∀k pour tous les amers,
où les varianes sur la omposant orientation et les mesures d'angles sont exprimés en degrés. Le
système se dépae à vitesse onstante égale à 4m.s−1 et les ommandes en orienation à haque
instant sont à hoisir dans {−π4 , 0, π4 }.
Le apteur disponible permet d'aquérir des mesures à partir d'un amer fj à l'instant tk si{
r− ≤ zkr (j) ≤ r+
|zkβ(j)| ≤ 90 deg.
ave r− = 0.01 m., r+ = 12 m. (3 fois la grille de résolution).
Pour le problème de planiation, nous onsidérons des trajetoires omposées de moins de Tmax =
30 déplaements élémentaires. La position initiale et nale est respetivement X0 = (6; 2; 45) and
Xf = (46; 46). On utilise un éhantillon de trajetoires Nmc = 800 bruitées pour l'estimation de
la BCRP. Pour l'analyse des valeurs extrêmes, nous générons 40000 trajetoires admissibles et
déterminons le oût assoié pour la fontionnelle moyenne φ2. 2% de l'éhantillon est alors utilisées
pour l'inférene et l'estimation des paramètres (ξˆ, σˆ) de la loi, 'est-a-dire les 800 meilleures. Nous
normalisons d'abord l'éhantillon de oûts {φj2}, j ∈ {1, · · · , 40000} et étudions la variable aléatoire
équivalente
cj2 =
φj2 −m[φ2]
σ[φ2]
.
m[φ2] et σ[φ2] sont les moyennes et les varianes estimées à parir de l'éhantillon de oûts. La gure
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Fig. 8.13  Meilleure trajetoire parmi les 40000.
8.13 montre la meilleure trajetoire obtenue. Le oût normalisé pour ette trajetoire est égal à
cmax2 ≈ 0.8815. Nous avons également traé l'histogramme des 800 valeurs extrêmes de c2 sur la
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Fig. 8.14  histogrammme des 800 valeurs extrêmes de c2.
gure 8.14. Le seuil orrespondant au 2% de l'éhantillon est u = 0.8479. Nous avons proédé à
l'estimation du extrême xp et de son intervalle de onane à 95% pour la probabilité p = 2.10
−5.
Nous avons xˆp = 0.8804 et les intervalles de onane par la méthode du prol de vraisemblane
et par propagation sonts respetivement [0.879; 0.8829] et [0.8758; 0.8849]. Nous avons représenté
la fontion 1 − Fu(x) sur la gure 8.15 ave xˆp et les deux intervalles de onanes (prol de
vraisemblane en vert et méthode de propagation en bleu). On peut remarquer que l'intervalle de
onane basé sur la méthode de propagation est plus large et moins préise que elui fourni par
la méthode du prol. La fontion du prol de vraisemblane pour le quantile xp en utilisant la loi
GPD exprimée en fontion de for the (ξ, xp) (f. l'équation 8.33), ainsi que l'intervalle de onane
sont présentés à la gure (8.16).
A partir de l'estimation de F (u), nous avons pu aluler une valeur approximative nˆαp ≈ 2.0325.
Cette valeur est ohérente des observations. En eet, nous avons 2 trajetoires parmi les trajetoires
extrêmes qui ont un oût normilasé dans l'intervalle de onane (f. gure 8.15).
Nous onsidérons maintenant la solution obtenue par appliation de la méthode de ross-entropie.
A haque itération de l'algorithme, on onsidère l'approximation du quantile γ(t) et le oût de la
meilleure trajetoire cmax2 (t). Pour omparer ave les résultats de l'analyse par valeurs extrêmes,
on normalise e oût par la moyenne m[c2] et l'éart-type σ[c2]. Nous utilisons l'algorithme V1
ave 4000 trajetoires à haque itération. Nous séletionnons 10% des trajetoires pour mettre à
jour la loi Psa. La gure 8.17 montre l'évolution des paramètres γ(t) (en rouge) and c
max
2 (t) (en
vert). Le meilleur oût parmi les 40000 trajetoires utilisées pour l'analyse des valeurs extrêmes est
représenté en bleu sur ette gure. La onvergene de l'algorithme est rapide. En eet, les ourbes
γ(t) et cmax2 (t) se stabilisent autour de la vingtième itération. La méthode de ross-entropie propose
pour et exemple des hypothèses de trajetoires ave une meilleure performane que l'éhantillon
utilisé pour l'analyse en valeurs extrêmes. Nous avons représenté la meilleure trajetoire proposée
par la méthode de ross-entropie lors de la dernière itération (f gure 8.18). Le oût normalisé
de ette trajetoire est 0.8903 qui est supérieure à la borne supérieure de l'intervalle de onane
pour la probabilité p = 2−5 qui est 0.8804.
8.6 Conlusions
Nous avons préisé dans e hapitre notre problème de planiation, l'objetif étant de proposer
des hypothèses de trajetoires suseptibles de fournir des performanes de loalisation susantes
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Fig. 8.15  Courbe 1−Gξˆ,σˆ estimée. xˆp (rouge) et intervalles de onane.
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Fig. 8.16  Prol de vraisemblane pour xp (vert). CI
α(xˆp), α = 0.05 (rouge).
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Fig. 8.17  Paramètres de l'algorithme de CE.
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Fig. 8.18  Meilleure trajetoire fournie par l'algorithme V1.
lors de l'exéution des mouvements. Le problème de planiation a été ramené à un problème
d'optimisation sur un graphe ave une prise en ompte de ontraintes sur les branhes entre deux
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instants données par la borne sur la variation d'orientation instantanée. Nous avons vu que les
diérents ritères d'optimisation retenus ne permettaient pas de mettre en oeuvre des méthodes
d'optimisation pour les Proessus de Déision Markovien. Nous avons don proposé une démarhe
basée sur la méthode de ross-entropie pour approher l'ensemble des solutions. Deux versions de
l'algorithme ont été présentées. Elles se distinguent essentiellement par la méthode de génération
des trajetoires andidates pour l'apprentissage des paramètres de la loi paramétrique utilisée pour
approher les solutions. Il faut noter que la seonde intègre deux niveaux d'optimisation imbriqués,
dont le niveau le plus bas est adaptable à volonté dès lors qu'il où il permet d'obtenir un hemin
onnexe dans un graphe ave les ontraintes imposées. Enn, nous avons également herhé à
analyser le niveau de performane de notre approhe en utilisant la théorie des valeurs extrêmes,
qui nous a permis d'extraire des ritères instrutifs sur le omportement des trajetoires.
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Chapitre 9
Cadre ontinu
A l'opposé du problème de planiation abordé dans les hapitres préédents, on s'intéresse
dorénavant uniquement à l'apport de la omposante de la matrie d'information de Fisher assoiée
au proessus d'observation. En d'autres termes, on fait l'hypothèse que la performane du ltrage
est donnée prinipalement par le niveau de vraisemblane des mesures aquises loalement. Par
ailleurs, on aborde la problématique d'optimisation de la performane à partir d'une modélisation
ontinue de la trajetoire de l'état. Ainsi, le gain d'information sera alulé sur une trajetoire
ontinue, et non en des positions disrètes de l'espae d'état. Cette hypothèse est forte et a évi-
demment quelques limites physiques, ar l'aquisition de mesures est eetuée en pratique ave
une fréquene d'éhantillonnage donnée. Néanmoins, on suppose que la fréquene est susamment
élevée pour rendre valide l'approhe que nous présentons. En outre, ela permet de mener les al-
uls susamment loin et de disposer d'interprétations géométriques très intéressantes. Le problème
de planiation qui en déoule se formalise naturellement omme un problème de ommande op-
timale ave des onditions aux limites. Comme souvent, il n'est ependant pas possible d'obtenir
une solution analytique en appliquant le prinipe du maximum pour déterminer les trajetoires
optimales quelonques. On propose par onséquent une simpliation en se plaçant dans un espae
de trajetoires linéaires par moreaux. Cette approximation onduit à la résolution de problèmes
de hoix de hemins dans un graphe sous ontraintes.
9.1 Hypothèses sur le mobile et les mesures
On rappelle les prinipales hypothèses et notations de modélisation retenues. Certains des élé-
ments de e paragraphe ont été en partie présentés dans le hapitre 4. On onsidère un mobile
évoluant dans un environnement disposant d'objets artographiques à partir desquels une repré-
sentation à base d'amers a priori est onstruite. Une phase de pré-traitement permet, à partir de
ette représentation, d'extraire des éléments pontuels,  les amers , qui seront exploités dans un
algorithme de loalisation. Le modèle de dynamique d'évolution de l'état Xt est supposé dérit
par une équation diérentielle stohastique. L'état Xt omprend les omposantes de position 2D
et l'orientation à l'instant t dans un repère global Rg. La ommande est omposée de la vitesse de
déplaement et de la vitesse de rotation instantanées ut =
[
vt φt
]∗
. La dynamique en l'absene
de bruits modélisés par un proessus de diusion est donnée par l'équation suivante :
x˙t = vt cos θt,
y˙t = vt sin θt,
θ˙t = φt.
Le bruit du modèle est un bruit gaussien entré et additif. On suppose également que l'espae
admissible pour les ommandes est aratérisé par un ensemble de la forme
U ∆= {(v, ω) , v− ≤ v ≤ v+ & φmin ≤ φ ≤ φmax} .
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Le mobile dispose de apteurs de mesures et de modules de traitements embarqués. A partir des
informations brutes issues de ses apteurs et des traitements, il déduit un ensemble de mesures
de distane et/ou d'angle relatives par rapport à une partie des NC amers identiés dans la arte
disponible
Ch = {f1, f2, · · · , fNC}.
Comme introduit au hapitre 4, à l'instant t, on se donne les mt mesures relatives de distane et/ou
d'angle par rapport aux amers visibles et séletionnés par le module d'assoiation du proessus de
loalisation. Pour un amer fi assoié à l'une de es mesures, on introduit l'opérateur
δit =
{
1 si fi est utilisé pour la loalisation à t,
0 sinon.
La sous-arte omposée des amers utilisés à l'instant t est don dénie par
Cht =
{
fi1 , fi2 , · · · , fimt , {i1, i2, · · · , imt} ⊂ {1, 2, · · · , Ncarte} :
mt∏
l=1
δilt = 1
}
.
L'équation d'observation est alors donnée par
zt =Ht(Xt, Ct) +Wt,
où les éléments en position 2l et 2l+ 1 de Ht(Xt, Ct) sont les omposantes du veteur de mesures
élémentaires assoiées à l'amer fil
ztil = h(Xt, fil) + w
l
t,
ave
h(Xt, fil) =
{ √
(xt − xil)2 + (yt − yil)2
atan2(
yil−yt
xil−xt )− θt.
Nous supposons des proessus de bruits wlt indépendants et identiquement distribués selon une
densité gaussienne de moyenne nulle et de matrie de ovariane invariantes (wlt ∼ N (0,Σlt)) en
fontion de la position et de l'instant d'aquisition des mesures, 'est-à-dire
∀t, ∀l ∈ {1, . . . ,mt} , Σlt =
(
σ2r 0
0 σ2ϕ
)
.
Au vu de es hypothèses, la densité de probabilité de l'observation sahant l'état ou la vraisemblane
s'exprime don omme suit :
p (zt|Xt) ∝ exp
(
−1
2
mt∑
l=1
∥∥ztil − h(Xt, fil)∥∥2Σlt
)
, (9.1)
où ‖B‖2Σ = B∗Σ−1B, B ∈ R2.
9.2 Borne de Cramèr-Rao assoiée
On peut déduire de l'équation (9.1) l'expression de la matrie d'information de Fisher per-
mettant de dénir la borne inférieure sur la matrie de ovariane de l'erreur d'estimation [VT68℄
pour un estimateur déduit uniquement de l'information apportée par le proessus de mesures. Par
exemple, un estimateur possible est elui qui maximise la vraisemblane pour une mesure obtenue{
Xt − Xˆt
}{
Xt − Xˆt
}∗
 F−1(t),
où F est donnée par
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F =
(
∂Ht(Xt, Ct)
∂Xt
)∗
Σ−1
(
∂Ht(Xt, Ct)
∂Xt
)
,
e qui est équivalent, pour le problème d'estimation onsidéré, à
F =
mt∑
l=1
(
∂h(Xt, fil)
∂Xt
)∗
Σ−1l
(
∂h(Xt, fil)
∂Xt
)
.
Des aluls similaires à eux développés au hapitre 5 permettent de déduire les gradients élémen-
taires
∂h(Xt, fil)
∂Xt
=
(
−cil −sil 0
sil
ρil
− cilρil −1
)
,
qui dépendent de l'argument et du module du veteur déni par le mobile et l'amer fil . On en
déduit don l'expression de F (t)
F (t) =
NC∑
l=1
δit


σ−2d c
2
l + σ
−2
ϕ
s2l
ρ2
l
σ−2d cl sl − σ−2ϕ clρl slρl σ−2ϕ slρl
σ−2d cl sl − σ−2ϕ clρl slρl σ
−2
d s
2
l + σ
−2
ϕ
c2l
ρ2
l
−σ−2ϕ clρl
σ−2ϕ
sl
ρl
−σ−2ϕ clρl σ−2ϕ

 .
En utilisant de nouveau les veteurs de RNC dénis par
 ~c
∆
=
(
δ1t c1 · · · δNCt cNC
)∗
, ~s
∆
=
(
δ1t s1 · · · δNCt sNC
)∗
,
 ~cρ
∆
=
(
δ1t
c1
ρ1
· · · δNCt cNCρNC
)∗
, ~sρ
∆
=
(
δ1t
s1
ρ1
· · · δNCt sNCρNC
)∗
,
on obtient une ériture ondensée tenant ompte de la norme eulidienne sur Rmt de ~c et ~s
F (t) =

 σ−2d ‖~c‖2 + σ−2ϕ ‖~sρ‖2 σ−2d 〈~c, ~s〉 − σ−2ϕ 〈~cρ , ~sρ〉 σ−2ϕ 〈~sρ ,1mt〉σ−2d 〈~c, ~s〉 − σ−2ϕ 〈~cρ , ~sρ〉 σ−2d ‖~s‖2 + σ−2ϕ ‖~cρ‖2 −σ−2ϕ 〈~cρ ,1mt〉
σ−2ϕ 〈~sρ ,1mt〉 −σ−2ϕ 〈~cρ ,1mt〉 σ−2ϕ 〈1mt ,1mt〉

 .
Comme au hapitre 5, on peut obtenir une expression équivalente pour la matrie F (t) en utilisant
les règles de alul matriiel. Nous supposons pour simplier les éritures du détail des aluls que
σd = σϕ = 1 degrés. On peut également réérire la matrie F en fontion d'une matrie G(t)
F (t) = G(t)G(t)∗. (9.2)
La matrie G(t) est onstruite à partir des veteurs lignes des gradients (9.2). Elle est de taille
3× 2NC
G(t) =
G1(t)︷︸︸︷ G2(t)︷︸︸︷
−~c∗ ~sρ∗−~s∗ −~cρ∗
0mt 1mt

 .
Les ensembles disjoints G1(t) et G2(t) sont don dénis par
G1(t) ∆=
{
Gl = −δlt
(
cl sl 0
)∗
, l = 1, · · · , NC
}
, (9.3)
G2(t) ∆=
{
Gl = δ
l
t
( sl
ρl
− clρl −1
)∗
, l = 1, · · · , NC
}
.
Ces deux ensembles orrespondent à l'apport de l'information de distane et d'angle. Les résultats
d'un proessus de ltrage basé uniquement sur l'une de es informations pourront aisément être
déduits des éléments qui seront développés par la suite, en omettant les ontributions des veteurs de
l'un des deux ensembles. On exploitera ette ériture pour déduire une expression de la fontionnelle
qui nous servira de ritère pour l'optimisation des trajetoires.
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Fig. 9.1  JT (t, Ch) pour une arte omposée de 2 amers et un apteur omnidiretionnel.
9.3 Performane instantanée de loalisation
Nous allons dénir et déterminer une mesure de performane instantanée pour le proessus de
loalisation en utilisant une fontionnelle de la matrie d'information de Fisher F (t). Plusieurs opé-
rateurs peuvent être utilisés, omme la trae ou le déterminant. La matrie F (t), et plus préisément
son inverse, permettent d'obtenir une borne inférieure pour la variane de l'erreur d'estimation.
Si on fait l'hypothèse d'une struture gaussienne pour ette erreur, on peut s'intéresser au volume
de l'ellipsoïde de onane pour l'état déni à partir de la matrie F (t)−1. L'analyse spetrale
(valeurs et veteurs propres) de ette matrie fournit également des indiations sur la géométrie de
et ellipsoïde. Sans faire le alul de l'inverse
1
de F (t), on peut aéder à son déterminant. A titre
indiatif, intéressons-nous d'abord à la fontionnelle obtenue à partir de la trae.
9.3.1 Trae de la FIM
Considérons la trae de F obtenue à partir de l'ériture 9.2, elle est diretement donnée par
JT (t, Ch) = tr(F (t)) =
NC∑
l=1
δlt
{
σ−2d c
2
il
+ σ−2ϕ
s2il
ρ2il
+ σ−2d s
2
il
+ σ−2ϕ
c2il
ρ2il
+ σ−2ϕ
}
⇒ JT (t, Ch) =
NC∑
l=1
δlt(σ
−2
d + σ
−2
ϕ ) + σ
−2
ϕ
NC∑
l=1
δlt
1
ρ2l
.
On onstate don que ette mesure d'information dépend uniquement du nombre d'amers vus
et de l'inverse des distanes par rapport au mobile. Par ontre, elle est  sous-informative , dans la
mesure où elle ne fait pas intervenir de façon expliite l'information de mesures d'angles. La gure
(9.1) présente l'allure de ette fontionnelle en fontion de la position du mobile dans l'espae 2D
pour une arte omposée de 2 amers. Le apteur est supposé omnidiretionnel ave une distane
de pereption susamment grande pour que les amers puissent être utilisables quelle que soit la
position d'observation. On onstate eetivement un aroissement de la fontionnelle lorsque l'on
se rapprohe des amers.
1det(A−1) = det−1(A)
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9.3.2 Déterminant de la FIM
Nous allons exploiter l'ériture (9.2) pour obtenir une formulation du déterminant de F (t). On
s'intéresse à la fontion J (t)
J (t, Ch) = det (G(t)G(t)∗). (9.4)
L'expression de J (t, Ch) peut être obtenue en appliquant le résultat d'algèbre suivant :
Proposition 7 (Formule de Binet-Cauhy) Soit A ∈ MR(m,n) et B ∈ MR(n,m), le déter-
minant
det(AB) =
∑
S
det(As) det(Bs).
Dans ette expression, S dérit les diérents sous-ensembles à m éléments de {1, · · · , n}. Pour
haque S, As désigne la matrie de taille m×m dont les olonnes sont elles de A dont les indies
appartiennemt à S. De façon similaire, Bs est la matrie obtenue à partir des lignes de B dont les
indies sont donnés par S.
Appliquons ette propriété au produit matriiel G(t)G(t)∗ en onsidérant A = B∗ = G. G est une
matrie de taille 3 × 2NC , le déterminant de F peut don être alulé en à partir de matries de
taille 3× 3 onstruites à partir des olonnes de G. On en déduit l'expression suivante :
J (t, Ch) =
∑
1≤i<j<r≤2NC
{det(Gi(t), Gj(t), Gr(t))}2 . (9.5)
Chaque déterminant élémentaire peut être obtenu en onsidérant l'ensemble d'appartenane des
veteurs olonnes Gi(t), Gj(t), Gr(t) parmi G1(t) et G2(t) (9.3). En énumérant les diérentes on-
gurations, on tire la proposition 8.
Proposition 8 J (t, Ch) omprend trois termes faisant intervenir les mesures de distanes et
d'angles de pairs ou triplets d'amers simultanément visibles
J (t, Ch) = a1 J1(t, Ch) + a2 J2(t, Ch) + a3 J3(t, Ch) (9.6)
ave a1 = σ
−4
d σ
−2
ϕ , a2 = σ
−2
d σ
−4
ϕ , a3 = σ
−6
ϕ et
J1(t, Ch) =
NC∑
i=1
NC∑
j>i
NC∑
r=1
δitδ
j
t δ
r
t g
(1)
ijr(t),
J2(t, Ch) =
NC∑
i=1
NC∑
j=1
NC∑
r>j
δitδ
j
t δ
r
t g
(2)
ijr(t),
J3(t, Ch) =
NC∑
i=1
NC∑
j>i
NC∑
r>j
δitδ
j
t δ
r
t g
(3)
ijr(t),
où ∀ i, j, r,
g
(1)
ijr(t) = sin
2(βi(t)− βj(t))
g
(2)
ijr(t) =
(
cos(βi(t)− βr(t))
ρr(t)
− cos(βi(t)− βj(t))
ρj(t)
)2
g
(3)
ijr(t) =
(
sin (βi(t)− βr(t))
ρi(t)ρr(t)
+
sin
(
βi(t)− βj(t)
)
ρi(t)ρj(t)
+
sin
(
βj(t)− βr(t)
)
ρj(t)ρr(t)
)2
.
La preuve de ette proposition est obtenue par alul des déterminants d'ordre 3 des ongurations
Gi(t), Gj(t), Gr(t) et en utilisant des propriétés remarquables lassiques de trigonométrie.
Preuve: Considérons les diérents déterminants élémentaires
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as 1 Gi, Gj et Gr ∈ G1, on a de façon évidente
det(Gi(t), Gj(t), Gr(t)) = 0
as 2 Gi, Gj ∈ G1 et Gr ∈ G2, on a don
det(Gi(t), Gj(t), Gr(t)) =
∣∣∣∣∣∣
−ci −cj srρr
−si −sj − crρr
0 0 −1
∣∣∣∣∣∣
En développant par rapport à la dernière ligne, on trouve
det(Gi(t), Gj(t), Gr(t)) = cisj − sicj = sin(βi − βj)
as 3 Gi ∈ G1 et Gj , Gr ∈ G2,
det(Gi(t), Gj(t), Gr(t)) =
∣∣∣∣∣∣
−ci sjρj srρr
−si − cjρj − crρr
0 −1 −1
∣∣∣∣∣∣
On développe de nouveau par rapport à la dernière ligne, e qui donne
det(Gi(t), Gj(t), Gr(t)) = −
(
−ci cr
ρr
− si sr
ρr
)
+
(
−ci cj
ρj
− si sj
ρj
)
⇔ det(Gi(t), Gj(t), Gr(t)) = cos(βi − βr)
ρr
− cos(βi − βj)
ρj
as 4 Gi, Gj et Gr ∈ G2,
det(Gi(t), Gj(t), Gr(t)) =
∣∣∣∣∣∣
si
ρi
sj
ρj
sr
ρr
− ciρi −
cj
ρj
− crρr
1 1 1
∣∣∣∣∣∣
=
(
− sj
ρj
cr
ρr
+
cr
ρr
sj
ρj
)
−
(
− si
ρi
cr
ρr
+
ci
ρi
sr
ρr
)
+
(
− si
ρi
cr
ρr
+
ci
ρi
sr
ρr
)
=
sin (βi − βr)
ρiρr
+
sin
(
βi − βj
)
ρiρj
+
sin
(
βj − βr
)
ρjρr
Remarque : on peut noter la diérene de grandeurs entre les oeients ai, i = 1, 2, 3 des trois
termes dans l'expression (9.4). Il onviendra de pondérer es oeients lors de leur utilisation
dans les problèmes de planiation, an de tenir ompte à la fois des informations de distanes et
d'angles. Cependant, le hoix des oeients de pondération reste un point dur ar il n'existe pas
de règles a priori. La séletion devra ertainement être orientée par les besoins des appliations ou
l'analyse de as.
9.3.3 Analyse et interprétation des omposantes
Il est possible d'interpréter les diérentes omposantes de la mesure de performane instantanée
J (t, Ch). En eet, elles font intervenir des interations entre des ouples ou des triplets d'amers. En
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outre, la première et la dernière omposantes traduisent l'apport de l'information respetivement
des mesures de distanes et d'angles. A l'opposé, le terme entral tient ompte du ouplage des
deux types de mesure.
J1(paires ou triplets d'amers) ⇐⇒ information de distane
J2(paires ou triplets d'amers) ⇐⇒ information de distane et d'angle
J3(triplets d'amers) ⇐⇒ information d'angle
Sur les gures (9.2), (9.3), (9.4), on illustre le omportement de es trois omposantes en fontion
de la répartition des amers dans l'environnement et de la position du mobile. Le apteur est toujours
omnidiretionnel ave des apaités de détetion en distane illimitées. On obtient trois surfaes
orrespondant respetivement aux fontionnelles Ji(t, Ch), i = 1, 2, 3 à partir d'une disrétisation
régulière du plan 2D. On peut noter, pour la fontionnelle J1(t, Ch), les ourbes à gain onstant
1  
1.2
1.4
1.6
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Fig. 9.2  Surfae de J1 (en logarithme) ave une arte de 4 amers (bleus).
matérialisées par des ars formés à partir des amers pris deux à deux ave un maximum sur les
erles. Ce omportement démontre l'importane d'un déplaement sur es erles garantissant un
angle prohe de 90 degrés entre les segments formés par les amers et la position du mobile. Cei est
ohérent d'un point de vue géométrique, pour une estimation basée uniquement sur l'information
de distane. Pour les deux autres omposantes, le omportement est plus omplexe, même si un
rapprohement vers les amers semble être la solution permettant d'améliorer la performane de
loalisation. En outre, on peut noter la diérene de poids entre les omposantes J1 et J3, et J2.
Dans le as d'un apteur fournissant des mesures de distanes et d'angles ave une préision σd =
0.05m et σϕ = 1
◦
(aratéristiques onstruteur typique d'un apteur laser en robotique mobile)
et σϕ = 5
◦
, on obtient respetivement une surfae pour le gain global présentée sur les gures (9.5)
et (9.6). On peut noter le omportement plus lisse dans le as où la préision des mesures d'angles
est dégradée, ave une plus grande ontribution de la métrique assoiée à l'information de distane.
9.4 Conguration géométrique optimale  mobile-amers 
Nous proposons dans e paragraphe d'analyser la onguration  mobile-amers  permettant
d'atteindre le maximum de la fontionnelle. Le raisonnement est uniquement statique et se restreint
à la omposante J1(t, Ch). La prise en ompte de l'ensemble des omposantes de la fontionnelle
semble diile, voire impossible pour une telle analyse. Il faut noter que ei équivaut à se plaer
dans des ongurations où la ondition
σd
ρ ≪ σϕ est vériée. Par exemple, lorsque l'on exploite
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Fig. 9.3  Surfae de J2 (en logarithme) ave une arte de 4 amers (bleus).
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Fig. 9.4  Surfae de J3 (en logarithme) ave une arte de 4 amers (bleus).
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Fig. 9.5  Surfae de J (en logarithme) pour σd = 0.05m et σϕ = 1◦.
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e de J (en logarithme) pour σd = 0.05m et σϕ = 5◦.
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uniquement des amers situés susamment loin du mobile ou des apteurs de distane. On xe pour
e raisonnement les hypothèses suivantes :
1. le mobile est plaé en une position P = (x, y) ave une orientation θ,
2. la zone de pereption du apteur est un seteur déni par une ouverture angulaire ∆m et des
distanes de détetion maximale d+ et minimale d−,
3. on note
−→v− et −→v+ les veteurs unitaires d'origine P et orientés selon les diretions des bords
du ne de pereption,
4. on dispose de n amers (f1, · · · , fn) visibles de l'état (x, y, θ),
5. pour obtenir le positionnement mobile-amers optimal, on suppose qu'il est possible de dépla-
er les amers dans la zone de pereption,
6. on note αi, i = 1, · · · , n les angles formés par −→v− et
−−→
Pfi et don
∀i = 1, · · · , n αi = βi − θ +
∆m
2
. (9.7)
−2 −1 0 1 2 3 4 5 6 7 8 9
−2
−1
0
1
2
3
4
5
6
7
8
9
f1
f2
v− 
V1 
v+ 
V2 
V+ d− 
d+ 
P 
PSfrag replaements
Fig. 9.7  Notations pour l'analyse du positionnement relatif mobile-amers.
On s'intéresse don au problème d'optimisation suivant.
Problème 9.4.1
argmax
β1,··· ,βn
n∑
i=1
n∑
j>i
sin2(βi − βj)
En onsidérant les relations 9.7, il est équivalent de résoudre
Problème 9.4.2
argmax
α1,··· ,αn
1
2
n∑
i=1
n∑
j=1
sin2(αi − αj),
ave les ontraintes
∀i = 1, · · · , n 0 ≤ αi ≤ ∆m.
Nous montrons d'abord que e problème d'optimisation sous ontraintes est équivalent à un pro-
blème géométrique de plaement de veteurs obtenus à partir des veteurs mobile-amers. En eet,
on a la propriété
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Proposition 9 Résoudre le problème 9.4.2 équivaut à déterminer le plaement optimal des veteurs(−→
V1, . . . ,
−→
Vn
)
unitaires d'origine P dans le seteur déni par −→v− et −→V+ qui minimise la norme
du veteur
−→
VT =
∑n
i=1
−→
Vi . Le veteur unitaire
−→
V+ et d'origine P vérie arg
−→v−−→V+ = 2∆m et
∀i, arg−→v−−→Vi = 2αi (f. gure 9.7).
Preuve: La démonstration de ette proposition est basée sur les propriétés trigonométriques
remarquables sin2 a = 12 (1− cos 2a) et cos(a− b) = cos a cos b+ sina sin b. En eet,
J1(t, Ch) = 1
2
n∑
i=1
n∑
j=1
sin2(αi − αj), (9.8)
=
1
4
n∑
i=1
n∑
j=1
(1− cos(2αi − 2αj)),
=
n2
4
− 1
4
n∑
i=1
n∑
j=1
(
cos 2αi cos 2αj + sin 2αi sin 2αj
)
,
=
n2
4
− 1
4
n∑
i=1

cos 2αi n∑
j=1
cos 2αj + sin 2αi
n∑
j=1
sin 2αj

 ,
=
n2
4
− 1
4

 n∑
i=1
cos 2αi
n∑
j=1
cos 2αj +
n∑
i=1
sin 2αi
n∑
j=1
sin 2αj

 ,
=
n2
4
− 1
4
(
n∑
i=1
(cos 2αi)
2 +
n∑
i=1
(sin 2αi)
2
)
,
=
1
4
(n2 − ||
n∑
i=1
−→
Vi ||2) (9.9)
On déduit de ette formulation le résultat annoné. Nous investiguons dans la suite les ongura-
tions de veteurs
(−→
V1, . . . ,
−→
Vn
)
qui permettent d'obtenir un veteur somme
−→
VT de norme minimale.
La solution reherhée dépend des apaités de pereption du apteur, à savoir la valeur de l'ou-
verture angulaire ∆m du ne d'observation.
9.4.1 Zone de pereption ave ∆m ≤ pi2
Lorsque ∆m <
π
2 , on peut déduire la propriété suivante.
Proposition 10 Dans une onguration optimale, les amers sont situés sur les bords du ne de
pereption. i.e, les veteurs
−→
Vi sont olinéaires à
−→v− ou −→V+.
Ce résultat est relativement intuitif ar il indique que les ongurations qui maximisent en moyenne
la performane de loalisation sont elles qui favorisent l'eet de triangulation entre les faiseaux
formés par le mobile et les paires d'amers visibles.
Preuve: Soit
−→
Vi0 , i0 ∈ {1, · · · , n},. On introduit le veteur
−→
Vi0 :=
∑
j 6=i0
~Vj et la mesure d'angle
αi0 = ∠
−→v−−→Vi0 . L'ouverture angulaire étant inférieure à π2 , la diérene d'angle entre
−→
Vi et
−→
Vj , ∀i 6= j
est inférieure à π et le veteur
−→
VT est forément de norme non nulle. On a par ailleurs
||−→VT ||2 = ||−→Vi0 +
−→
Vi0 ||2 = ||
−→
Vi0 ||2 + 2〈
−→
Vi0 |
−→
Vi0 〉+ ||~Vi0 ||2
= 1 + ||~Vi0 ||2 + 2||~Vi0 || cos(αi0 − αi0).
On en déduit don que pour un plaement donné des veteurs {−→Vi , i 6= i0}, la norme du veteur −→VT
est minimale pour
−→
Vi0 qui minimise la quantité cos(αi0 − αi0 ). Le veteur
−→
Vi0 se situe forément
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entre les veteurs
−→v− et −→V+. On en déduit don que −π < −2∆m ≤ αi0−αi0 ≤ 2∆m < π. L'analyse
de la fontion cos sur [−2∆m, 2∆m] ⊂ [−π, π] permet de dire
min
αi0
cos(αi0 − αi0) =
{
cos(αi0 − 2∆m), si |αi0 − 2∆m| > αi0
cos(αi0), si |αi0 − 2∆m| < αi0
'est-à-dire
αi0
∗ =
{
2∆m si |αi0 − 2∆m| > αi0
0 si |αi0 − 2∆m| < αi0
,
e qui montre que
−→
ViO est situé sur l'un des bords du ne formé par
−→v− et −→V+, et don que les amers
sont situés sur les bords de la zone de pereption. Partant de ette assertion, il faut maintenant
déterminer leur répartition sur haun des bords.
Proposition 11 Les ongurations où les amers sont  équirépartis  sur haun des bords de la
zone de pereption sont optimales.
Preuve: Soint n− et n+ les nombres de veteurs
−→
Vi olinéaires à
−→v− et −→V+. On a don n++n− = n.
La norme du veteur
−→
VT est alors
||~VT ||2 = n2− + n2+ + 2n−n+ cos(∠−→v−
−→
V+)
||~VT ||2 = n2− + n2+ + 2n−n+ cos(2∆m)
||~VT ||2 = n2− + (n− n−)2 + 2n−(n− n−) cos(2∆m)
||~VT ||2 = 2(1− a)n2− − 2(1− a)nn− + n2 (9.10)
en posant a = cos(2∆m). La norme est don une fontion quadratique onvexe ar a < 1. Elle
admet un minimum en n− vériant
∂f
∂n−
= 4(1− a)n− − 2(1− a)n = 0
⇔ n− = n
2
.
On doit ependant raisonner selon la parité du nombre d'amers n.
n pair.
Dans e as , on a n− = n+ = n2 et ||~VT ||2 = n
2
2 (1 + cos(2∆m)). Le maximum de la fontionnelle
vaut
J1(t, Ch) = 1
4
(n2 − n
2
2
(1 + cos(2∆m)))
J1(t, Ch) = n
2
4
1− cos(2∆m)
2
J1(t, Ch) = n
2
4
sin2(∆m). (9.11)
n impair.
On suppose que n− = n−12 et n+ =
n+1
2 . On en déduit la valeur de la norme ||~VT ||2 = 1 + (n2 −
1) cos2(∆m). La valeur maximale de la fontionnelle est alors
J1(t, Ch) = 1
4
(n2 − 1− (n2 − 1) cos2(∆m))
J1(t, Ch) = 1
4
(n2 − 1)(1− cos2(∆m))
Conguration géométrique optimale  mobile-amers  157
J1(t, Ch) = n
2 − 1
4
sin2(∆m). (9.12)
On peut généraliser ette propriété pour une valeur de ∆m égale à
π
2 .
9.4.2 Zone de pereption à ouverture angulaire supérieure à
pi
2
Pour des valeurs de ∆m supérieures à
π
2 , le raisonnement est diérent et d'un niveau de om-
plexité diérent selon la parité de n. Lorsque n est pair, on peut eetivement trouver des on-
gurations de plaement qui fournissent un veteur total
−→
VT de norme nulle. Il sut de positionner
les amers pour obtenir une triangulation de
π
2 pour haque paire. Les ongurations
{−→
V1, · · · ,−→Vn
}
suivantes permettent d'atteindre et objetif
∠−→v−−→Vi =
{
αi = α ∈ [0, 2∆m − π] si i ∈
{
1, · · · , n2
}
,
αi + π ∈ [π, 2∆m] si i ∈
{
n
2 , · · · , n
}
.
(9.13)
Lorsque n est impair, l'analyse doit être diérente et il semble plus diile de dénir les ongura-
tions qui annulent la norme de
−→
VT . Cependant, on peut s'intéresser à une famille de ongurations
partiulières. Elle orrespond à des plaements des veteurs permettant de ompenser la somme
d'un sous-ensemble des veteurs par les autres situés de part et d'autre de la bissetrie de
−→v−−→V+
(f. gure 9.8). On onsidère don la répartition des veteurs en deux ensembles :
PSfrag replaements
−→v−
−→
V+
2∆m
−→
Vi
−→
Vj,i
+
−→
Vj,i
−
Fig. 9.8  Famille de veteurs onsidérée.
 les veteurs
−→
Vi , i ∈ I à ompenser
∀ i ∈ I, −→Vi = cos(αi)−→v− + sin(αi)−→v−⊥ (9.14)
 les veteurs
−→
Vj,i
+
et
−→
Vj,i
−, j = 1, · · · , ni, i ∈ I
∃∆m ≥ θi ≥ π
2
,
−→
Vj,i
+ = cos(αi + θi)
−→v− + sin(αi + θi)−→v−⊥
−→
Vj,i
− = cos(αi − θi)−→v− + sin(αi − θi)−→v−⊥. (9.15)
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On en déduit don l'expression du veteur
−→
VT
−→
VT =
∑
i∈I


ni∑
j=1
{−→
Vj,i
+ +
−→
Vj,i
−
}
+
−→
Vi


−→
VT =
∑
i∈I
ni
{
(cos(αi + θi) + cos(αi − θi))−→v− + (sin(αi + θi) + sin(αi − θi))−→v−⊥
}
+cos(αi)
−→v− + sin(αi)−→v−⊥.
En utilisant les relations trigonométriques remarquables cos(p) + cos(q) = 2 cos(p+q2 ) cos(
p−q
2 ) et
sin(p) + sin(q) = 2 sin(p+q2 ) cos(
p−q
2 ), on aboutit à l'expression nale
−→
VT =
∑
i∈I
(1 + 2ni cos(θi))
{
cos(αi)
−→v− + sin(αi)−→v−⊥
}
.
Une ondition susante pour annuler le veteur
−→
VT est de hoisir un plaement de façon à imposer
∀i, 1 + 2ni cos(θi) = 0,
e qui équivaut à déterminer
∀i, θi = − arccos 1
2ni
. (9.16)
On doit ependant tenir ompte de la zone de pereption limitée
∀i, π
2
≤ θi ≤ ∆m. (9.17)
La relation 9.16 montre que plus ni est grand, plus l'angle θi est prohe de
π
2 . On en déduit que
s'il existe ni tel que θi respete la ontrainte 9.17 (− arccos 12ni ≤ ∆m), alors on peut trouver
une onguration optimale qui rend le veteur
−→
VT équivalent au veteur nul. En eet, n étant
impair, il sut de hoisir le veteur
−→
Vi et les 2ni veteurs
−→
Vj,i
+
et
−→
Vj,i
−
ave θi = − arccos 12ni et
de omposer des paires de veteurs opposés ave les autres veteurs, dont le nombre est forément
pair. Par exemple, si ∆m ≥ 2π3 , il sut de onsidérer ni = 1 et de hoisir un triplet de veteurs
espaés de
2π
3 . Si la ontrainte n'est pas satisfaite, les meilleures ongurations dans ette famille
sont elles vériant
ard(I) = 1 , n1 =
n− 1
2
et θ1 = ∆m. (9.18)
La stratégie onsiste don à plaer un amer sur la bissetrie de la zone de pereption et à équiré-
partir les autres sur haun des bords.
9.5 Prise en ompte d'un oût intégral
L'analyse préédente a permis de mieux omprendre l'impat du positionnement relatif entre
les amers et la plateforme sur la première omposante de la mesure d'information liée au proessus
d'estimation à partir de mesures de distane et d'angle. Nous abordons maintenant le problème
d'optimisation de trajetoires sur un horizon temporel ni pour une fontion objetif onstruite à
partir de l'intégrale du déterminant de la matrie d'information de Fisher.
Problème 9.5.1 Soit le mobile dont le mouvement est déni par l'équation diérentielle 9.1. On
herhe à déterminer la trajetoire optimale sur [t0, tf ] ave t0 < tf ≤ T permettant de passer de
l'état initial Xi ∈ D à l'ensemble ible V (Xf ) ⊂ D qui maximise
Ψ([t0, tf ]) =
∫ tf
t0
J (t, Ch)dt + Ψf (V (p˜f ), Xtf ). (9.19)
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Ψf(V (p˜f ), Xtf ) est un oût terminal qui orrespond à une appliation fontion de la distane entre
la zone ible et la position nale atteinte. Par exemple, son expression pourrait être donné par
Ψf(V (p˜f ), Xtf ) ∝
{
exp
(
−||p˜f −Xtf ||2
)
si ||p˜f −Xtf || ≤ Cf , Cf ∈ R+
0 sinon.
(9.20)
9.6 Formalisation du problème de planiation
On aborde la résolution de e problème en onsidérant l'espae des trajetoires onstituées
d'une suite de déplaements élémentaires à orientation et vitesse onstantes. Par onséquent, on
onsidère de nouveau un graphe G(V,E) omposé de |V | noeuds (sq, 1 ≤ q ≤ |V |) et |E| ars
{epq = (sp, sq) ∈ V 2, q ∈ V(p)}. Chaque noeuds est assoié à une position 2D (xsp , ysp) ∈ D. Le
mouvement du mobile sur un ar epq est eetué à vitesse vepq onstante et ave l'orientation xe
θepq . On fait également l'hypothèse suivante sur la vitesse.
Hypothèse 1 La vitesse vepq ∈ R+ le long de l'ar epq est onstante et bornée :
vm ≤ vepq ≤ vM .
La durée du trajet entre les noeuds sp et sq est notée ∆
sq
sp et la longueur de l'ar assoié lpq. On a
don
∆sqsp =
lpq
vepq
.
Sous es hypothèses, une trajetoire admissible τ est équivalente à une liste ordonnée de noeuds à
suivre pour aller du noeud de départ s0 orrespondant à l'état initial Xi à un noeud appartenant
l'ensemble des noeuds Sf inlus dans V (Xf ). Si on note nτ+1 le nombre de noeuds de τ , on introduit
- (sik)k=0,··· ,nτ les noeuds dérivant la trajetoire τ ave si0 = s0 et sinτ+1 ∈ V (p˜f ),
- (v0, · · · , vnτ−1), la séquene de vitesses de déplaement du mobile.
On note tk, k = 0, · · · , nτ le temps de passage au noeud sik . La durée totale du déplaement sur
la trajetoire est don
∆τ =
nτ∑
k=0
∆
sik+1
sik
=
nτ∑
k=0
likik+1
vk
.
La fontion objetif pour une trajetoire est alors donnée par la somme des oûts élémentaires de
haune des portions de déplaement
Ψ([t0, tnτ ]) =
nτ−1∑
k=1
∫ tk+1
tk
J (t, Ch)dt + Ψf (V (p˜f ), Xtnτ ). (9.21)
ave la ontrainte de durée
∆τ =
nτ∑
k=0
likik+1
vk
≤ T − t0
et les ontraintes sur les vitesses
∀k = 0, · · · , nτ − 1, vm ≤ vk ≤ vM .
En substituant la fontionnelle J (t, Ch) par son expression (8), on obtient l'ériture suivante de la
fontion objetif 9.21
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Ψ([t0, tnτ−1]) =
nτ−1∑
k=0
3∑
c=1
ac
∫ tk+1
tk
Jc(t, Ch) dt︸ ︷︷ ︸
Γc(k)
+Ψf(V (p˜f ), Xtnτ−1) (9.22)
Pour évaluer la fontion objetif pour une trajetoire donnée, il onvient don de déterminer l'ex-
pression des grandeurs Γ(c)(k), c = 1, 2, 3, k = 0, · · · , nτ − 1. Nous montrons dans les setions
suivantes qu'il est possible, pour le modèle de zone de pereption onsidéré, de proposer une for-
mulation expliite de es grandeurs.
9.6.1 Segments de visibilité le long d'un ar
Le alul des termes Γ(c)(k), c = 1, 2, 3, k = 0, · · · , nτ dépend des amers visibles lors du dé-
plaement sur les ars empruntés par le mobile. Il faut don déterminer les portions de l'ar sur
lesquelles un amer est visible. La nature et le nombre de es portions sont variables selon le mo-
dèle de pereption du apteur d'aquisition. On onsidère un ar de déplaement délimité par
Ps (xs, ys) et Pa (xa, ya) où le mobile évolue de Ps vers Pa. Nous supposerons que les apaités
de pereption du apteur se traduisent par la dénition d'une zone de ouverture aratérisée par
le triplet (d−, d+,∆) représentant respetivement la distane minimale et maximale de détetion
et la moitié de l'angle de pereption. En fontion des hypothèses retenues pour es paramètres,
la surfae ouverte durant l'évolution se déompose en plusieurs régions. On introduit le repère
loal orthonormé Rl:=(Ps, ~ul, ~vl) assoié à l'ar. Le veteur ~ul est olinéaire au veteur −−−→PaPs et
de même diretion et ~vl est obtenu par une rotation d'angle π/2 de ~ul. Soit fi un amer visible au
ours du mouvement, il est perçu entre deux points P i− (x
i
−, y
i
−) et P
i
+ (x
i
+, y
i
+). Les oordonnées
de es points limites dépendent des paramètres du modèle de pereption mais également du po-
sitionnement relatif de l'amer par rapport au segment de déplaement. Les paragraphes suivants
apportent quelques éléments géométriques permettant de dériver es oordonnées en fontion du
apteur onsidéré.
9.6.1.1 Capteur omnidiretionnel
Si l'on suppose que le mobile dispose d'un apteur de pereption orant la apaité de voir
dans toutes les diretions (on a don ∆ = 180◦), seul l'éloignement des amers est à prendre en
ompte pour le alul de P i− et P
i
+. Nous distinguons deux situations selon le modèle de détetion
en distane.
Le apteur n'a pas de limites en distane (d− = 0, d+ = +∞). Dans ette onguration, la
zone de pereption est l'espae 2D tout entier et le segment de visibilité est équivalent au segment
de déplaement [Ps Pa] en l'absene d'obstales dans l'environnement.
La distane de détetion maximale est bornée (d− = 0, d+ ∈ R+{∞}). La zone vue par
le mobile est alors omposée de trois régions, qui sont respetivement (f. gure 9.9) :
 le retangle Z1 formé par les points S1, S2, S3 et S4 dont les oordonnées dans le repère Rl
sont
S1 = (0, d+), S2 = (l, d+), S3 = (0,−d+), S4 = (l,−d+),
 le demi-disque Z0 de entre Ps et de rayon d+ formé par les points
S1, S3 et S0 = (−d+, 0),
 le demi-disque Z2 de entre Pa et de rayon d+ formé par les points
S2, S4 et S5 = (d+, 0).
Toujours en l'absene d'obstales, la portion du segment où l'amer est visible dépend de sa zone
d'appartenane parmi Z0,Z1 et Z2. Les oordonnées des points limites seront obtenus à partir de
{P1, P2} = C(fi, d+) ∩ (Ps Pa) où C(fi, d+) est le erle de entre fi et de rayon d+. On suppose
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Fig. 9.9  Zone perçue pour un apteur omnidiretionnel et d+ < +∞.
que P1 est situé avant P2 lorsque l'on parourt la droite (Ps Pa) dans le sens du déplaement.
Considérons alors les diérentes possibilités pour la position de l'amer.
1. fi ∈ Z0. Dans e as, P1 est forément situé avant le point Ps et don
P i− = Ps et P
i
+ =
{
P2 si P2 ∈ [Ps Pa[
Pa sinon.
2. fi ∈ Z1. On a le résultat suivant :
P i− =
{
P1 si P1 ∈]Ps Pa]
Ps sinon.
et P i+ =
{
P2 si P2 ∈ [Ps Pa[
Pa sinon.
3. fi ∈ Z3. Dans e as, P2 est forément situé après le point Pa et
P i− =
{
P1 si P1 ∈]Ps Pa]
Ps sinon.
et P i+ = Pa.
9.6.1.2 Capteur à hamp limité
Dans ette onguration apteur, les zones visibles au ours du déplaement sont représentées
par des régions présentées sur la gure 9.10 :
 les parallélogrammes extérieurs Z1 = (S1, S2, S′2, S′1) et Z2 = (S3, S4, S′4, S′3),
 les parallélogrammes intérieurs Z1 = (S′1, S′2, Pa, Ps) et Z2 = (S′3, S′4, Pa, Ps) privés respeti-
vement des portions de disques Z1 et Z2 de entre Ps et de rayon d−,
 la portion de disque Z3 de entre Pa et de rayon d−,
 la portion de ouronne Z3 de entre Pa et de rayons d− et d+.
On suppose enore l'absene d'obstales dans la zone de pereption au ours du déplaement.
Dans le repère loal, les points dénissant la zone visible ont pour oordonnées :
Ps = (0, 0), Pa = (l, 0)
S1 = (d+ c∆, d+ s∆), S2 = (l + d+ c∆, d+ s∆)
S′1 = (d− c∆, d− s∆), S
′
2 = (l + d− c∆, d− s∆)
S3 = (d+ c∆, −d+ s∆), S4 = (l + d+ c∆, −d+ s∆)
S′3 = (d− c∆, −d− s∆), S′4 = (l + d− c∆, −d− s∆)
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Fig. 9.10  Région de détetion lors d'un déplaement sur un ar.
ave c∆ = cos(∆) et s∆ = sin(∆). Raisonnons par rapport à la position de l'amer.
1. fi ∈ Z1 ou fi ∈ Z2
Le point P i− est obtenu en analysant de nouveau l'intersetion de C(fi, d+) ave (Ps Pa). Il
existe deux points d'intersetion notés P1 et P2. On onsidère également le point d'intersetion
entre (D
//
i fi) et [Ps Pa] (f. gure 9.11). On a alors
 P i− ≡ Ps si la distane entre fi et Ps est plus petite que d+, sinon P i− ≡ P1
 P i+ = D
//
i ∩ [Ps Pa].
2. fi ∈ Z1/Z1 ou fi ∈ Z1/Z1
Le raisonnement pour la détermination des oordonnées de P i− est identique au as préédent.
Les oordonnées de P i+ se déduisent de elles de P
i
−. Dans le repère Rl, on a
lxi+ =
lxi− + (d+ − d−).
Si
lxi+ > l alors P
i
+ ≡ Pa.
3. fi ∈ Z3
P i− est déterminé omme préédemment et de façon évidente on a P
i
+ ≡ Pa.
4. fi ∈ Z3
P i− est déterminé omme préédemment et P
i
+ est obtenu à partir de l'intersetion de C(fi, d−)
ave (Ps Pa).
A partir de la onnaissane de P i− et P
i
+, pour tout amer fi, on peut déterminer les portions de
l'ar de déplaements où deux ou trois amers sont simultanément visibles. On note P ij+ et P
ij
− les
positions pour une paire d'amers (fi, fj), et P
ijr
+ et P
ijr
− pour un triplet (fi, fj , fr). Dans le repère
loal Rl, les oordonnées sont obtenues simplement en appliquant les opérations suivantes.
lxijr− = max(
lxi−,
l xj−,
l xr−, ) et
lxijr+ = min(
lxi+,
l xj+,
l xr+),
ave de façon évidente l'ordonnée
lyijr− = 0. Les oordonnées peuvent ensuite être exprimées
dans le repère global Rg par hangement de repère.
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Fig. 9.11  Région de détetion lors d'un déplaement sur un ar.
9.6.2 Calul du oût pour un ar
Soit Γ(c)(k), c = 1, 2, 3 le oût pour haune des omposantes de la fontionnelle pour un
déplaement élémentaire entre les noeuds sik et sik+1 . Sur l'intervalle temporel [tk, tk+1], le mobile
évolue ave une orientation θk et une vitesse vk invariantes. Dans es onditions, en fontion de
la valeur de l'orientation θk, il existe une bijetion entre les oordonnées du mobile et la variable
temporelle. Plus préisément, on peut dénir la relation suivante entre une variation élémentaire
d'une des omposantes dx ou dy de position et une durée élémentaire dt :
dt =
{
dx
vk cos θk
si θk 6=
{
π
2 , −π2
}
ǫ(dy)dy
vk
sinon,
(9.23)
où ǫ(dy) = signe(dy). Les noeuds sik et sik+1 orrespondent aux points de oordonnées (xsik , ysik )
et (xsik+1 , ysik+1 ). Le long de l'ar, on a don également la relation linéaire entre les oordonnées
du mobile :
y = βk + γk x, ∀x ∈
[
xsik , xsik+1
]
si θk 6=
{
π
2 , −π2
}
,
x = xsik = xsik+1 , ysik ≤ y ≤ ysik+1 sinon.
γk et βk dépendent des oordonnées des positions des noeuds et de l'orientation du déplaement.
Plus préisément,
γk =
ysik+1 − ysik
xsik+1 − xsik
= tan (θk) et βk = ysik − γ xsik .
Compte tenu de es hypothèses, on se propose de montrer que la détermination des termes
Γ(c)(k), c = 1, 2, 3 est équivalente au alul d'intégrales de frations rationnelles. En eet, onsidé-
rons un amer fq visible à partir d'une position P (x, y) donnée sur l'ar. On a
ρ2q = pq(u):=aqu
2 + bqu+ cq. (9.24)
pq(u) est un polynme déni sur [xsik , xsik+1 ] ou sur [ysik , ysik+1 ] selon que l'on onsidère
une paramétrisation suivant l'absisse x (θk 6= {π/2, −π/2} ou l'ordonnée y. L'expression de es
oeients pour haun des hangement de variables onsidéré est donnée dans le tableau suivant.
164 hapitre 9
variable aq bq cq
x γ2k + 1 2γk(βk − yq)− 2xq x2q + (βk − yq)2
y 1 −2yq y2q + (xsik − xq)2
Par ailleurs, on peut aussi érire pour un ouple d'amers (fn, fm) vus à partir d'une position
sur l'ar à l'instant t ave les angles βn(t) et βm(t)
cos(βn(t)− βm(t)) =
pnm(u)√
pn(u)pm(u)
, (9.25)
ave pnm(u):=Anmu
2+Bnmu+Cnm un polynme dont les oeients vérient respetivement
pour les déplaements non vertiaux et vertiaux
Anm = γ
2
k + 1
Bnm = γk(2βk − yn − ym)− (xn + xm)
Cnm = xnxm + ynym − βk(yn + ym) + β2k,
et
Anm = 1
Bnm = −(ym + yn)
Cnm = (xsik − xn)(xsik − xm) + ynym.
De même, on a
sin(βn(t)− βm(t)) =
pnm(u)√
pn(u)pm(u)
(9.26)
ave pnm(u):=Bnmu+ Cnm vériant si θk 6= {π/2, −π/2}
Bnm = yn − ym − γk(xn − xm)
Cnm = −βk(xn − xm) + xnym − xmyn
et
Bnm = (xm − xn)
Cnm = xsik (yn − ym) + xnym − xmyn sinon.
Partant de es expressions sous la forme de frations rationnelles, on montre dans les setions
suivantes qu'il est possible de dériver une formulation expliite des omposantes de la fontion oût
,basée sur la matrie d'information de Fisher, pour haque déplaement sur un segment élémentaire
de la trajetoire. Plus préisément, on a la propriété
Proposition 12 Les termes Γ(c)(k), c = 1, 2, 3 se déduisent des primitives de la forme
H(n)(l, e, f, s, u−, u+) =
∫ u+
u−
e u+ f
pnl (u)
dx, n = 1, · · · , 4 (9.27)
ave (e, f, u−, u+) ∈ R4 et l = 1, · · · , NC, l étant l'indie de l'amer fl de la arte.
Les détails des aluls de es intégrales peuvent être trouvés en annexe C. Ainsi, on démontre les
résultats suivants
H(1)(l, e, h, u−, u+) = ν
(1)
l ln
(
pl(u+)
pl(u−)
)
+µ
(1)
l
(
arctan(
2alu+ + bl√
Dl
)− arctan(2alu− + bl√
Dl
)
)
H(2)(l, e, h, u−, u+) =
1
Dl
(
ν
(2,1)
l u+ + ν
(2,2)
l
pl(u+)
− ν
(2,1)
l u− + ν
(2,2)
l
pl(u−)
)
+µ
(2)
l
(
arctan(
2alu+ + bl√
Dl
)− arctan(2alu− + bl√
Dl
)
)
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H(3)(l, e, h, u−, u+) =
1
2Dl
(
ν
(2,1)
l u+ + ν
(2,2)
l
p2l (u+)
− ν
(2,1)
l u− + ν
(2,2)
l
p2l (u−)
)
+
3 ν
(2,1)
l
2D2l
(
2 al u+ + bl
pl(u+)
− 2 a u− + bl
pl(u−)
)
+
3 al µ
(2)
l
Dl
(
arctan(
2alu+ + bl√
Dl
)− arctan(2alu− + bl√
Dl
)
)
H(4)(l, e, h, u−, u+) =
1
3Dl
(
ν
(2,1)
l u+ + ν
(2,2)
l
p3l (u+)
− ν
(2,1)
l u− + ν
(2,2)
l
p3l (u−)
)
+
5 ν
(2,1)
l
6D2l
(
2 al u+ + bl
p2l (u+)
− 2 a u− + bl
p2l (u−)
)
+
5 al ν
(2,1)
l
D3l
(
2 al u+ + bl
pl(u+)
− 2 a u− + bl
pl(u−)
)
+
20 a2l µ
(2)
l
D2l
(
arctan(
2alu+ + bl√
Dl
)− arctan(2alu− + bl√
Dl
)
)
,
ave Dl = 4 al cl − b2l , ν(1)l = e/(2 al), ν(2,1)l = (2 al h − bl e), ν(2,2)l = (bl h − 2 e cl), µ(1)l =
(2 al h − bl e)/(al
√
Dl) et µ
(2)
l = 2 ν
(2,1)
l /D
3
2
l .
Nous onsidérons maintenant haune des omposantes Γ(c)(k) et préisons son expression en fon-
tion des intégrales de la forme H(n)(l, e, h, u−, u+).
9.6.2.1 Expression de Γ(1)(k)
On onsidère l'ensemble des triplets d'amers (fi, fj , fr) simultanément visibles lors du déplae-
ment sur un un ar élémentaire. Il faut noter qu'il est possible d'avoir fi ≡ fr. On s'intéresse au
alul de l'intégrale
Γ(1)(k) =
NC∑
i=1
NC∑
j>i
NC∑
r=1
Γ
(1)
ijr(k) =
NC∑
i=1
NC∑
j>i
NC∑
r=1
∫ tijr+
tijr−
δitδ
j
t δ
r
t g
(1)
ijr(t) dt, (9.28)
ave tijr− et t
ijr
+ sont les temps de passage en P
ijr
− et P
ijr
+ et
g
(1)
ijr(t) = sin
2(βi(t)− βj(t)).
On fait pour l'instant l'hypothèse qu'il n'existe pas d'obstales
2
et que les trois amers sont vus
entre P ijr− et P
ijr
+ sans disontinuités et don δ
i
t = δ
j
t = δ
r
t = 1, ∀t ∈ [tijr− tijr+ ]. En utilisant les
hypothèses de hangement de variables et les notations préédentes (f. équations (9.23) et (9.26)),
on doit déterminer des intégrales de la forme
Γ
(1)
ijr(k) =


1
vk cos(θk)
∫ xijr+
xijr−
p2ij(x)
pi(x)pj(x)
dx si θk 6= {π2 , −π2 },
ǫ(yijr+ −yijr− )
vk
∫ yijr+
yijr−
p2ij(y)
pi(y)pj(y)
dy sinon.
Le alul de es intégrales est obtenu en eetuant au préalable une déomposition en éléments
simples de la fration rationnelle. Une attention partiulière doit être portée à la forme de ette
déomposition en fontion du positionnement relatif de l'ar de déplaement et du segment formé
par le ouple d'amers (fi, fj). En eet, on distingue deux situations possibles.
2
La présene d'obstales va entraîner un déoupage du segment visibilité en sous segments mais on reste onfronté
au même type de alul.
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Déplaement le long de la médiatrie de [fi, fj ]. On a don la relation pj(u) = pi(u), ∀u et
la déomposition est de la forme
p2ij(u)
pi(u)pj(u)
=
e1u+ h1
pi(u)
+
e2u+ h2
p2i (u)
.
Par identiation, on montre que le veteur omposé des oeients de la déomposition est
solution d'un système linéaire d'ordre 4. 0n note χ =
(
e1 h1 e2 h2
)∗
e veteur et M
(1)
ij la
matrie du système.
M
(1)
ij χ
(1) = Bij ,
ave
M
(1)
ij =


ai 0 0 0
bi ai 0 0
ci bi 1 0
0 ci 0 1

 et Bij =


0
B2ij
2BijCij
C2ij

 . (9.29)
On peut remarquer que le paramètre e1 est nul dans ette onguration.
Déplaement en dehors de la médiatrie de [fi, fj ]. La déomposition de la fration ration-
nelle est alors de la forme
p2ij(u)
pi(u)pj(u)
=
e1u+ h1
pi(u)
+
e2u+ h2
pj(u)
.
Le système linéaire permettant de déduire les paramètres de χ(1) est identique ave ependant une
modiation de la matrie
M
(1)
ij =


aj 0 ai 0
bj aj bi ai
cj bj ci bi
0 cj 0 ci

 et Bij est identique au as préédent. (9.30)
En onlusion, on obtient don la propriété suivante :
Proposition 13 Soit (fi, fj, fr) un triplet d'amers simultanément visibles lors du déplaement sur
l'ar e à l'étape k.
a) Si le mobile se déplae sur la médiatrie de [fi, fj],
Γ
(1)
ijr(k) = c
(1)
k
{
H(1)(eij1 , h
ij
1 , x
−
ijr , x
+
ijr) +H
(2)(eij2 , h
ij
2 , x
−
ijr , x
+
ijr), θk 6= {π2 , −π2 },
H(1)(eij1 , h
ij
1 , y
−
ijr , y
+
ijr) +H
(2)(eij2 , h
ij
2 , y
−
ijr, y
+
ijr), θk =
±π
2 .
b) Si le déplaement est en dehors de la médiatrie de [fi, fj ],
Γ
(1)
ijr(k) = c
(1)
k
{
H(1)(eij1 , h
ij
1 , x
−
ijr , x
+
ijr) +H
(1)(eij2 , h
ij
2 , x
−
ijr , x
+
ijr), θk 6= {π2 , −π2 },
H(1)(eij1 , h
ij
1 , y
−
ijr , y
+
ijr) +H
(1)(eij2 , h
ij
2 , y
−
ijr , y
+
ijr), θk =
±π
2 .
Les oeients eij1 , h
ij
1 , l = 1, 2 sont obtenus à partir des systèmes linéaires dont les matries
sont données par les équations(9.29) et (9.30) selon la onguration onsidérée. Le oeient c
(1)
k
est à valeurs dans {1/(vk cos(θk), 1/vk, −1/vk} pour respetivement θk 6= π/2,−π/2, θk = π/2 et
θk = −π/2.
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Remarques Ce résultat amène plusieurs ommentaires. Tout d'abord, le gain d'information est
d'autant plus important que la durée d'intégration est grande. Plus le triplet d'amers est visible
au ours du déplaement, meilleure sera don la performane de loalisation a priori. Ce premier
résultat semble logique. L'autre enseignement onerne l'impat du positionnement relatif du dé-
plaement par rapport au ouple formé par les deux amers dont l'information utile est la mesure de
distane. Les ongurations, ave un déplaement prohe de l'orientation de la médiatrie, semblent
être partiulièrement singulières. Pour une telle onguration, la mesure de distane est aussi plus
impatante ar elle intervient en 1/r2 dans le terme H(2). Sur le graphique de la gure 9.12, nous
présentons l'allure de l'évolution de la omposante Γ
(1)
ijr(k) pour une variation de l'orientation du
segment. Nous avons hoisi trois amers, dont deux sont psotionnés en symétrie par rapport à l'axe
des absisses. On suppose toujours un apteur omnidiretionnel ave une distane de détetion
susamment grande. Le segment de visibilité est don le segment en entier. La gure 9.13 montre
−50 −40 −30 −20 −10 0 10 20 30 40 50
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20
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40
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Ps (0,0) 
Fig. 9.12  Conguration à trois amers et 20 segments d'orientation θ ∈ [0, 2π].
l'évolution de Γ
(1)
ijr(k) en fontion de l'orientation et pour diérentes ongurations (i, j, r). On peut
tout d'abord noter le omportement symétrique de la ourbe lorsque les deux amers en symétrie
partiipent au alul de la fontionnelle ((i, j, r) = (2, 3, 1)). Pour les trois as onsidérés, le oût
assoié à un triplet augmente lorsqu'on se rapprohe des amers et lorsque l'axe de déplaement a
une orientation voisinede elle des médiatries.
9.6.2.2 Expression de Γ(2)(k)
Le alul de Γ(2)(k) fait intervenir des triplets d'amers de la forme (fi, fj , fr) ave éventuellement
fi ≡ fj. Plus préisément,
Γ(2)(k) =
NC∑
i=1
NC∑
j=1
NC∑
r>j
Γ
(2)
ijr(k) =
NC∑
i=1
NC∑
j=1
NC∑
r>j
∫ tijr+
tijr−
δitδ
j
t δ
r
t g
(2)
ijr(t) dt
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Fig. 9.13  Γ
(1)
ijr(k) ((i, j, r) = (1, 2, 1)-rouge, (i, j, r) = (1, 3, 1)-bleu et (i, j, r) = (2, 3, 1)).
ave tijq− et t
ijq
+ les temps de passage en P
ijr
− et P
ijr
+ , qui délimitent la portion de l'ar où les trois
amers sont simultanément visibles et
g
(2)
ijr(t) =
(
cos(βi(t)− βr(t))
ρr(t)
− cos(βi(t)− βj(t))
ρj(t)
)2
.
En développant ette expression, on est amené à onsidérer l'intégration des termes
T1(t) =
cos2(βi(t)− βq(t))
ρ2q(t)
, q = j, r
T2(t) =
cos(βi(t)− βj(t)) cos(βi(t)− βr(t))
ρj(t)ρr(t)
.
En exploitant la relation (9.25), on se ramène à des frations rationnelles de la forme
T iq1 (u) =
p2iq(u)
pi(u)p2q(u)
, q = j, r
T ijr2 (u) =
pir(u)pij(u)
pi(u)pj(u)pr(u)
où piq, q = j, r est un polynme du seond degré. On souhaite maintenant intégrer es expressions.
Il est don néessaire de faire apparaître des fontions de primitives onnues en s'appuyant de
nouveau sur une déomposition en éléments simples. Cette dernière sera enore dépendante de la
position relative de l'ar de déplaement du mobile par rapport aux segments formés par les paires
d'amers pris deux à deux. Énumérons les diérentes ongurations possibles.
Les amers fi et fj sont identiques. On a don deux situations possibles.
C1.1) Le déplaement se fait le long de la médiatrie de [fj , fr], on est dans la onguration
où pi(u) = pj(u) = pr(u).
C1.2) Le déplaement se fait en dehors de la médiatrie de [fj , fr] et don pi(u) = pj(u) 6= pr(u).
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Les amers fi et fj sont distints. Dans e as, on a i < j ou i > j.
C2) Si i < j, on a forément r > j > i, et les trois amers sont distints ave quatre possibilités :
C2.1) le déplaement n'est sur auune des trois médiatries des segments formés par les amers
pris deux à deux et don pi(u) 6= pj(u) 6= pr(u),
C2.2) le déplaement est sur la médiatrie de [fi, fj] et pi(u) = pj(u) 6= pr(u),
C2.3) le déplaement est sur la médiatrie de [fi, fr] et pi(u) = pr(u) 6= pj(u),
C2.4) le déplaement est sur la médiatrie de [fj, fr] et pi(u) 6= pj(u) = pr(u).
C3) Si i > j, on peut avoir r = i et don les ongurations suivantes :
C3.1) fi ≡ fr et le déplaement est sur la médiatrie de [fj , fr] don pi(u) = pj(u) = pr(u),
C3.2) fi ≡ fr et le déplaement n'est pas sur la médiatrie de [fj , fr] don pi(u) = pr(u) 6=
pj(u),
C3.3) fi 6= fr et le déplaement n'est sur auune des trois médiatries don pi(u) 6= pr(u) 6=
pj(u),
C3.4) fi 6= fr et le déplaement est sur la médiatrie de [fj , fr] don pj(u) = pr(u) 6= pi(u),
C3.5) fi 6= fr et le déplaement est sur la médiatrie de [fi, fr] don pi(u) = pr(u) 6= pj(u),
C3.6) fi 6= fr et le déplaement est sur la médiatrie de [fi, fj] don pi(u) = pj(u) 6= pr(u).
En termes de déomposition, on peut regrouper les as en ensembles E0 = {C1.1, C3.1}, E1 =
{C1.2, C2.2, C3.6}, E2 = {C2.3, C3.2, C3.5}, E3 = {C2.1, C3.3}, E4 = {C2.4, C3.4} assoiés à
une unique forme de déomposition. Par ailleurs, les déompositions des ensembles Eq, q = 1, 2, 4
dièrent par permutation des oeients i, j et r.
Primitives pour des omposantes du type T1(u). On s'intéresse à la déomposition de la
fration rationnelle du type
T iq1 (u) =
p2iq(u)
pi(u)p2q(u)
, q = j, r.
En fontion de l'égalité ou l'inégalité des polynmes pi et pq, on obtient des déompositions dié-
rentes.
 Si pi(u) = pq(u), elle est de la forme
T iq1 (u) =
e1u+ h1
pq(u)
+
e2u+ h2
p2q(u)
+
e3u+ h3
p3q(u)
.
Par identiation, on montre que le veteur χ(2) =
(
e1 h1 e2 h2 e3 h3
)∗
est solution
du système linéaire d'ordre 6 :
M
(2)
iq χ
(2) = Biq (9.31)
ave
M
(2)
iq =


a2q 0 0 0 0 0
2aqbq a
2
q 0 0 0 0
2aqcq+b
2
r 2aqbq aq 0 0 0
2bqcq 2aqcq+b
2
q bq aq 0 0
c2q 2bqcq cq bq 1 0
0 c2q 0 cq 0 1

 et Biq =


0
A2iq
2AiqBiq
2AiqCiq +B
2
iq
2BiqCiq
C2iq

 . (9.32)
 Si pi(u) 6= pq(u)
T iq1 (u) =
e1u+ h1
pi(u)
+
e2u+ h2
pq(u)
+
e3u+ h3
p2q(u)
et la matrie du système à résoudre pour déterminer χ(2) est ette fois
M
(2)
iq =


a2q 0 aiaq 0 0 0
2aqbq a
2
q aibq+biaq aiaq 0 0
2aqcq+b
2
q 2aqbq aicq+bibq+aqci aibq+biaq ai 0
2bqcq 2aqcq+b
2
q bicq+bqci aicq+bibq+aqci bi ai
c2q 2bqcq cicq bicq+bqci ci bi
0 c2q 0 cicq 0 ci

 . (9.33)
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Primitives pour les omposantes du type T ijr2 (u). Comme préédemment, nous devons
prendre en ompte le positionnement relatif des amers par rapport au segment de déplaement
pour déterminer la nature de la déomposition en éléments simples.
 Pour les ongurations de l'ensemble E3 où pi(u) 6= pj(u) 6= pr(u), la déomposition est
T ijr2 (u) =
e1x+ h1
pi(u)
+
e2u+ h2
pj(u)
+
e3u+ h3
pr(u)
.
Le veteur χ(2) =
(
e1 h1 e2 h2 e3 h3
)∗
est solution du système linéaire
M
(2)
ijrχ
(2) = Bijr (9.34)
ave une expression de la matrie du système
M
(2)
ijr =
(
Mjr Mir Mij
)
(9.35)
où les sous-matries Mlp, l, p = i, j, r sont de taille 6× 2 et valent
Mlp =


alap 0
albp + blak alap
alcp + blbp + apcl albp + blap
blcp + bpcl alcp + blbp + apcl
clcp blcp + bpcl
0 clcp

 (9.36)
et
Bijr =


0
AijAir
AijBir +AirBij
AijCir +BijBir +AirCij
BijCir +BirCij
CijCir


 Si pi(u) = pj(u) = pr(u), pour l'ensemble des as E0, on obtient une déomposition
T ijr2 (u) =
e1u+ h1
pi(u)
+
e2u+ h2
p2i (u)
+
e3u+ h3
p3i (u)
.
La matrie du système linéaire (9.31) permettant le alul des éléments du veteur χ(2) est
alors donnée par l'expression
M
(2)
ijr =


a2i 0 0 0 0 0
2aibi a
2
i 0 0 0 0
2aici+b
2
i 2aibi ai 0 0 0
2bici 2aici+b
2
i bi ai 0 0
c2i 2bici ci bi 1 0
0 c2i 0 ci 0 1

 . (9.37)
 Pour les ongurations des ensembles de as E1, E2 et E4, on a une relation de la forme
pl(u) = pq(u) 6= pv(u) ave l, q, v = i, j, r. La déomposition de la fration est de la forme
T ijr2 (u) =
e1u+ h1
pl(u)
+
e2u+ h2
p2l (u)
+
e3u+ h3
pv(u)
.
Le système linéaire assoié est
M
(2)
iqvχ
(2) = Bijr, (9.38)
dont la matrie est
M
(2)
lqv =


alav 0 0 0 a
2
l 0
albv+avbl alav 0 0 2albl a
2
l
alcv+avcv+blbv albv+avbl av 0 2alcl+b
2
l 2albl
blcv+bvcl alcv+avcl+blbv bv av 2blcl 2alcl+b
2
l
clcv blcv+bvcl cv bv c
2
l 2blcl
0 clcv 0 cv 0 c
2
l

 . (9.39)
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A partir de es résultats, on peut déduire l'expression de Γ
(2)
ijr(k) pour les diérentes ongurations
listées préédemment. Ainsi, on déduit les propriétés suivantes.
Proposition 14 Soit (fi, fj , fr) un triplet d'amers ave fi ≡ fj , simultanément visibles entre P−ijr
et P+ijr lors du déplaement du mobile le long de l'ar, on a
S1.1) pour un déplaement sur la médiatrie de [fi, fr] (onguration de l'ensemble E0)
Γ
(2)
ijr(k) = c
(2)
k
{ ∑
l=j,r
3∑
n=1
H(n)(l, el,1n , h
l,1
n , x
−
ijr , x
+
ijr)− 2
3∑
n=1
H(n)(i, e2n, h
2
n, x
−
ijr , x
+
ijr)
}
si θk 6= {π
2
,
−π
2
}
Γ
(2)
ijr(k) = c
(2)
k
{ ∑
l=j,r
3∑
n=1
H(n)(l, el,1n , h
l,1
n , y
−
ijr , y
+
ijr)− 2
3∑
n=1
H(n)(i, e2n, h
2
n, y
−
ijr , y
+
ijr)
}
si θk =
±π
2
,
ave (el,1n , h
l,1
n ), n = 1, 2, 3, l = r, j obtenus à partir du système linéaire (9.31) ave l'expression de
la matrie donnée par (9.32). Les paramètres (e2n, h
2
n), n = 1, 2, 3 sont solutions du système (9.34)
dont la matrie est fournie par (9.37). On a également utilisé la notation c
(2)
k = 1/(vk cos(θk)) si
θk 6= {π/2, −π/2} et c(2)k = signe(θk) 1vk pour θk ∈ {π/2, −π/2}.
S1.2) pour un déplaement hors de la médiatrie de [fi, fr](onguration de l'ensemble E1)
Γ
(2)
ijr(k) = c
(2)
k
{
H(1)(i, er,11 , h
r,1
1 , x
−
ijr , x
+
ijr) +H
(1)(r, er,12 , h
r,1
2 , x
−
ijr , x
+
ijr)
+H(2)(r, er,13 , h
r,1
3 , x
−
ijr , x
+
ijr) +
3∑
n=1
H(n)(j, ej,1n , h
j,1
n , x
−
ijr , x
+
ijr)
− 2{ 2∑
n=1
H(n)(i, eijr,2n , h
ijr,2
n , x
−
ijr , x
+
ijr) +H
(1)(r, eijr,23 , h
ijr,2
3 , x
−
ijr , x
+
ijr)}
}}
si θk 6= {π/2, −π/2}
Γ
(2)
ijr(k) = c
(2)
k
{
H(1)(i, er,11 , h
r,1
1 , y
−
ijr , y
+
ijr) +H
(1)(r, er,12 , h
r,1
2 , y
−
ijr , y
+
ijr)
+H(2)(r, er,13 , h
r,1
3 , y
−
ijr , y
+
ijr) +
3∑
n=1
H(n)(j, ej,1n , h
j,1
n , y
−
ijr , y
+
ijr)
− 2{ 2∑
n=1
H(n)(i, eijr,2n , h
ijr,2
n , y
−
ijr , y
+
ijr) +H
(1)(r, eijr,23 , h
ijr,2
3 , y
−
ijr , y
+
ijr)}
}}
si θk = ±π/2.
Les oeients (el,1n , h
l,1
n ), n = 1, 2, 3, l = j, r sont les solutions des systèmes linéaires de la forme
(9.31) dont la matrie est donnée respetivement pour l = j et l = r par les équations (9.32) et
(9.33). Les oeients (eijr,2n , h
ijr,2
n ), n = 1, 2, 3 sont solutions du système (9.34) de matrie (9.39)
en posant (l, q, v) = (i, j, r).
Proposition 15 Soit (fi, fj, fr), ave fi 6= fj et i < j, simultanément visibles entre P−ijr et P+ijr
lors du déplaement du mobile le long de l'ar. On a
S2.1) le déplaement est hors des médiatries des segments formés par les amers
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Γ
(2)
ijr(k) = c
(2)
k
{ ∑
l=j,r
{
H(1)(i, el,11 , h
l,1
1 , x
−
ijr , x
+
ijr) +H
(1)(l, el,12 , h
l,1
2 , x
−
ijr , x
+
ijr)
+H(2)(l, el,13 , h
l,1
3 , x
−
ijr , x
+
ijr)
}
− 2{H(1)(i, eijr,21 , hijr,21 , x−ijr , x+ijr) +H(1)(j, eijr,22 , hijr,22 , x−ijr , x+ijr)
+H(1)(r, eijr,23 , h
ijr,2
3 , x
−
ijr , x
+
ijr)
}}
si θk 6=
{π
2
, −π
2
}
Γ
(2)
ijr(k) = c
(2)
k
{ ∑
l=j,r
{
H(1)(i, el,11 , h
l,1
1 , y
−
ijr , y
+
ijr) +H
(1)(l, el,12 , h
l,1
2 , y
−
ijr, y
+
ijr)
+H(2)(l, el,13 , h
l,1
3 , y
−
ijr , y
+
ijr)
}
− 2{H(1)(i, eijr,21 , hijr,21 , y−ijr, y+ijr) +H(1)(j, eijr,22 , hijr,22 , y−ijr , y+ijr)
+H(1)(r, eijr,23 , h
ijr,2
3 , y
−
ijr , y
+
ijr)
}}
si θk = ±π/2
Les oeients (el,1n , h
l,1
n ), n = 1, 2, 3, l = j, r sont les solutions des systèmes linéaires de la
forme (9.31) dont la matrie est dénie selon (9.33). Les oeients (eijr,2n , h
ijr,2
n ), n = 1, 2, 3 sont
solutions du système (9.34) de matrie (9.35).
S2.2) le déplaement est eetué le long de la médiatrie de [fi, fj ]
On est dans une onguration identique au as C1.2). L'expression de Γ
(2)
ijr(k) est identique à elle
proposée pour le as S1.2).
S2.3) le déplaement est le long de la médiatrie de [fi, fr]
Les amers fj et fr jouent un rle symétrique dans le alul de la fontionnelle. L'expression de
Γ
(2)
ijr(k) se déduit du as préédent par permutation des indies j et r.
S2.4) le déplaement est le long de la médiatrie de [fj, fr]
Γ
(2)
ijr(k) = c
(2)
k
{ ∑
l=j,r
{
H(1)(i, el,11 , h
l,1
1 , x
−
ijr , x
+
ijr) +H
(1)(l, el,12 , h
l,1
2 , x
−
ijr , x
+
ijr)
+H(2)(l, el,13 , h
l,1
3 , x
−
ijr , x
+
ijr)
}
− 2{ 2∑
n=1
H(n)(j, eijr,2n , h
ijr,2
n , x
−
ijr , x
+
ijr) +H
(1)(i, eijr,23 , h
ijr,2
3 , x
−
ijr , x
+
ijr)
}}
si θk /∈
{π
2
, −π
2
}
Γ
(2)
ijr(k) = c
(2)
k
{ ∑
l=j,r
{
H(1)(i, el,11 , h
l,1
1 , y
−
ijr , y
+
ijr) +H
(1)(l, el,12 , h
l,1
2 , y
−
ijr , y
+
ijr)
+H(2)(l, el,13 , h
l,1
3 , y
−
ijr, y
+
ijr)
}
− 2{ 2∑
n=1
H(n)(j, eijr,2n , h
ijr,2
n , y
−
ijr , y
+
ijr) +H
(1)(i, eijr,23 , h
ijr,2
3 , y
−
ijr , y
+
ijr)
}}
si θk = ±π/2
Les oeients (el,1n , h
l,1
n ), n = 1, 2, 3, l = r, j sont obtenus à partir du système linéaire (9.31),
dont les matries sont données par l'équation (9.33) et (eijr,2n , h
ijr,2
n ) à partir du système (9.38)
ave l = j, q = r et v = i et de matrie exprimée selon (9.39).
Proposition 16 Soit (fi, fj, fr), ave fi 6= fj et i > j, simultanément visibles entre P−ijr et P+ijr
lors du déplaement du mobile le long de l'ar, on a
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S3.1) les amers fi et fr sont onfondus et le déplaement est sur la médiatrie de [fj , fr]
On est dans une onguration équivalente au as C1.1) sur le plan de la déomposition des frations
rationnelles. L'expression du oût pour le triplet d'amers est identique à elle dérivée en S1.1) de
la proposition 14.
S3.2) les amers fi et fr sont onfondus et le déplaement est hors de la médiatrie de [fj, fr]
Cette onguration est équivalente au as C1.2) en termes de déomposition des frations ration-
nelles en eetuant une permutation entre les indies j et r. L'expression du oût pour le triplet
d'amers est identique à elle dérivée en S1.2) de la proposition 14 ave une permutation des indies
j et r.
S3.3) les amers fi et fr sont distints et l'ar de déplaement n'est olinéaire à auune des trois
médiatries possibles,
On est dans une onguration équivalente au C2.1) et l'expression du oût est identique à elle
proposée en S2.1) de la proposition 15.
S3.4) les amers fi et fr sont distints et le mobile se déplae sur la médiatrie de [fj , fr]
On est dans une onguration équivalente au C2.4) et l'expression du oût est identique à elle
proposée en S2.4) de la proposition 15.
S3.5) les amers fi et fr sont distints et le mobile se déplae sur la médiatrie de [fi, fr]
On est dans une onguration équivalente au C2.3) et l'expression du oût est identique à elle
proposée en S2.3) de la proposition 15
S3.6) les amers fi et fr sont distints et le mobile se déplae sur la médiatrie de [fi, fj ].
On est dans une onguration équivalente au C2.2) et l'expression du oût est identique à elle
proposée en S2.2) de la proposition 15.
Remarque. Comme pour la omposante Γ(1)(k), les déplaements ave des orientations prohes
des médiatries des segments formés par des amers sont aussi singulières. De même que les ongu-
rations de triplets omposées d'amers identiques (indies i et r). Contrairement au as préédent,
ertaines ongurations font intervenir l'inverse du ube de la distane entre les extrémités du
sous-segment de visibilité et les amers.
9.6.2.3 Calul de Γ(3)(k)
Contrairement aux deux omposantes préédentes, le alul de Γ(3)(k) fait intervenir unique-
ment des triplets d'amers stritement distints. En reprenant l'expression (9.7), on a plus préisé-
ment
Γ(3)(k) =
NC∑
i=1
NC∑
j>i
NC∑
r>j
Γ
(3)
ijr(k) =
NC∑
i=1
NC∑
j>i
NC∑
r>j
∫ tijr+
tijr−
δitδ
j
t δ
r
t g
(3)
ijr(t) dt, (9.40)
ave tijr− et t
ijr
+ les temps de passage en P
ijr
− et P
ijr
+ les positions délimitant la portion de l'ar où
les trois amers sont simultanément visibles, et
g
(3)
ijr(t) =
(
sin(βi − βr)
ρrρi
+
sin(βi − βj)
ρjρi
+
sin(βj − βr)
ρrρj
)2
.
En développant, on se ramène à l'intégration de six termes qui, mis sous forme de frations ration-
nelles en utilisant (9.26), s'expriment omme suit :
T1(u) =
p2ir(u)
p2i (u)p
2
r(u)
, T2(u) =
p2ij(u)
p2i (u)p
2
j(u)
, T3(u) =
p2jr(u)
p2j(u)p
2
r(u)
T4(u) =
pir(u)pij(u)
p2i (u)pj(u)pr(u)
, T5(u) =
pri(u)prj(u)
pi(u)pj(u)p2r(u)
, T6(u) =
pji(u)pjr(u)
pi(u)p2j(u)pr(u)
et don
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g
(3)
ijr(t) ∝
3∑
l=1
Tl(u) + 2T4(u) + 2T5(u)− 2T6(u).
On peut traiter de façon identique les trois premiers termes, ainsi que les trois derniers, qui
dièrent uniquement par la permutation des indies i, j, r. D'un point de vue géométrique, on
trouve quatre ongurations possibles pour le positionnement des amers par rapport au support
de l'ar de déplaement.
C1) Le déplaement se fait le long de la médiatrie de [fi, fj]. On est a fortiori dans une
onguration où pi(u) = pj(u) 6= pr(u).
C2) Le déplaement se fait le long de la médiatrie de [fi, fr] et alors pi(u) = pr(u) 6= pj(u).
C3) Le déplaement se fait le long de la médiatrie de [fj , fr], e qui équivaut à pi(u) 6= pj(u) =
pr(u).
C4) Le déplaement n'est eetué sur auune des trois médiatries, e qui implique pi(u) 6=
pj(u) 6= pr(u).
On peut enore noter que le traitement des trois premiers as C1), C2) et C3) est identique à
une permutation des indies près.
Détermination de T1(u), T2(u), T3(u). On s'intéresse don à l'intégration des termes de la
forme
T1(u) =
p2nm(u)
p2n(u)p
2
m(u)
.
On rappelle que pnm est un polynme de degré 1 de la forme Bnmu+Cnm. Deux as sont à prendre
en ompte pour la déomposition de ette fration rationnelle :
 pn(u) = pm(u) et
T1(u) =
4∑
l=1
el u + hl
pln(u)
(9.41)
 pn(u) 6= pm(u) et
T1(u) =
e1 u + h1
pn(u)
+
e2 u + h2
p2n(u)
+
e3 u + h3
pm(u)
+
e4 u + h4
p2m(u)
. (9.42)
Les éléments (el, hl), i = 1, · · · , 4 sont obtenus par identiation des numérateurs des deux frations
rationnelles, e qui est équivalent à la résolution d'un système d'ordre 8 de veteur inonnu χ(3) =(
e1 h1 e2 h2 e3 h3 e4 h4
)∗
. Les systèmes linéaires à résoudre s'érivent
M (3)nmχ
(3) = Bnm, (9.43)
ave
Bnm =
(
0 0 0 0 B2nm 2BnmCnm C
2
nm
)∗
.
Pour les deux as préédents, on a respetivement l'expression de la matrie M
(3)
nm
M (3)nm =


a3n 0 0 0 0 0 0 0
3a2nbn a
3
n 0 0 0 0 0 0
3a2ncn+3anb
2
n 3a
2
nbn a
2
n 0 0 0 0 0
6anbncn+b
3
n 3a
2
ncn+3anb
2
n 2anbn a
2
n 0 0 0 0
3anc
2
n+3b
2
ncn 6anbncn+b
3
n 2ancn+b
2
n 2anbn an 0 0 0
3bnc
2
n 3anc
2
n+3b
2
ncn 2bncn 2ancn+b
2
n bn an 0 0
c3n 3bnc
2
n c
2
n 2bncn cn bn 1 0
0 c3n 0 c
2
n 0 cn 0 1

 (9.44)
et
M (3)nm =
(
L1nm L
2
m L
1
mn L
2
n
)
(9.45)
Formalisation du problème de planiation 175
où les matries L1nm, L
2
nm sont de taille 8× 2 et valent respetivement
L1nm =


ana
2
m 0
2anambm+a
2
mbn ana
2
m
2anamcm+a
2
mcn+anb
2
m+2ambnbm 2anambm+a
2
mbn
(2anbm+2ambn)cm+2ambmcn+bnb
2
m 2anamcm+a
2
mcn+anb
2
m+2ambnbm
anc
2
m+(2amcn+2bnbm)cm+b
2
mcn (2anbm+2ambn)cm+2ambmcn+bnb
2
m
bnc
2
m+2bmcncm anc
2
m+(2amcn+2bnbm)cm+b
2
mcn
cnc
2
m bnc
2
m+2bmcncm
0 cnc
2
m


et
L2m =


0 0
0 0
a2m 0
2ambm a
2
m
2amcm + b
2
m 2ambm
2bmcm 2amcm + b
2
m
c2m 2bmcm
0 c2m


.
(9.46)
Détermination des termes liés à T4(u), T5(u), T6(u). On onsidère l'intégration des termes
faisant intervenir les informations sur les trois amers
T (u) =
pnm(u)pnl(u)
p2n(u)pm(u)pl(u)
(9.47)
ave (l, n,m) ∈ (i, j, r). La déomposition en éléments simples dépend une fois de plus de la
onguration des amers par rapport au support de l'ar de déplaement. Par ailleurs, on peut
onstater que les indies l et m jouent le même rle dans l'expression de T4(u). On étudie don
uniquement les trois as suivants ave les déompositions assoiées :
 pn(u) = pm(u) 6= pl(u).
T (u) =
3∑
i=1
ei u+ hi
pin(u)
+
e4 u+ h4
pl(u)
 pm(u) = pl(u) 6= pn(u).
T (u) =
2∑
i=1
eiu+ hi
pin(u)
+
e3 u+ h3
pl(u)
+
e4u+ h4
p2l (u)
 pm(u) 6= pl(u) 6= pn(u).
T (u) =
2∑
i=1
ei u+ hi
pin(u)
+
e3 u+ h3
pm(x)
+
e4 u+ h4
pl(u)
Nous préisons les omposantes respetives des systèmes linéaires d'ordre 8 permettant le alul
des oeients (ei, hi), i = 1, · · · , 4 pour les trois hypothèses de déomposition.
M
(3)
nmlχ
(3) = Bnml, (9.48)
ave
Bnml =
(
0 0 0 0 BnmCnl BnmCnl + BnlCnm CnmCnl
)∗
.
Pour le seond as, on dispose de la même déomposition que pour la détermination de T1(u)
présentée en (9.42). La matrie M
(3)
nml se déduit don de l'équation (9.45) en substituant m par l,
i.e.
M
(3)
nml =
(
L1nl L
2
l L
1
ln L
2
n
)
, (9.49)
où les matries L1ln, L
2
l sont données par l'équation (9.46). Pour les deux autres as, en proédant
par identiation, on obtient respetivement les expressions pour la matrie du système,
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M
(3)
nml =
(
L3nl L
4
nl L
5
ln
)
(9.50)
où les matries L3nl, L
4
nl et L
5
nl orrespondent à
L3nl =


(a2nbl+2analbn) a
2
nal
(a2ncl+2analcn+2anbnbl+alb
2
n) (a
2
nbl+2analbn)
2anbncl+(2anbl+2albn)cn+b
2
nbl a
2
ncl+2analcn+2anbnbl+alb
2
n
(2ancn+b
2
n)cl+alc
2
n+2bnblcn 2anbncl+(2anbl+2albn)cn+b
2
nbl
2bncncl+blc
2
n (2ancn+b
2
n)cl+alc
2
n+2bnblcn
c2ncl 2bncncl+blc
2
n

 ,
L4nl =


0 0
0 0
anal 0
anbl+albn anal
ancl+alcn+bnbl anbl+albn
bncl+blcn ancl+alcn+bnbl
cl bl

 , L5nl =


0 0 a3n 0
0 0 3a2nbn a
3
n
0 0 3a2ncn+3anb
2
n 3a
2
nbn
0 0 6anbncn+b
3
n 3a
2
ncn+3anb
2
n
al 0 3anc
2
n+3b
2
ncn 6anbncn+b
3
n
bl al 3bnc
2
n 3anc
2
n+3b
2
ncn
cl bl c
3
n 3bnc
2
n
0 cl 0 c
3
n

 .
(9.51)
Et
M
(3)
nml =
(
L6nml L
7
nml L
8
nm L
9
nm L
9
nl
)
(9.52)
ave
L6nml =


analam
analbm+anambl+alambn
analcm+anamcl+alamcn+(anbl+albn)bm+ambnbl
(anbl+albn)cm+(anbm+ambn)cl+(albm+ambl)cn+bnblbm
(ancl+alcn+bnbl)cm+(amcn+bnbm)cl+blbmcn
(bncl+blcn)cm+bmcncl
cnclcm
0


L7nml =


0
analam
analbm+anambl+alambn
analcm+anamcl+alamcn+(anbl+albn)bm+ambnbl
(anbl+albn)cm+(anbm+ambn)cl+(albm+ambl)cn+bnblbm
(ancl+alcn+bnbl)cm+(amcn+bnbm)cl+blbmcn
(bncl+blcn)cm+bmcncl
cnclcm


L8ml =


0 0
0 0
alam 0
albm+ambl alam
alcm+amcl+blbm albm+ambl
blcm+bmcl alcm+amcl+blbm
clcm blcm+bmcl
0 clcm


L9nl =


a2nal 0
a2nbl+2analbn a
2
nal
a2ncl+2analcn+2anbnbl+alb
2
n a
2
nbl+2analbn
2anbncl+(2anbl+2albn)cn+b
2
nbl a
2
ncl+2analcn+2anbnbl+alb
2
n
(2ancn+b
2
n)cl+alc
2
n+2bnblcn 2anbncl+(2anbl+2albn)cn+b
2
nbl
2bncncl+blc
2
n (2ancn+b
2
n)cl+alc
2
n+2bnblcn
c2ncl 2bncncl+blc
2
n
0 c2ncl

 . (9.53)
Il est maintenant possible de déduire l'expression de Γ
(3)
ijr(k) pour les diérentes ongurations
géométriques  amers-ar de déplaement  possibles. Les résultats sont synthétisés dans les pro-
positions 17 et18 .
Proposition 17 Soit (fi, fj , fr) un triplet d'amers ave r > i > j, (i, j, r) ∈ {1, · · · , NC}, simul-
tanément visibles entre P−ijr et P
+
ijr lors du déplaement du mobile le long de l'ar e entre tk et
tk+1, on a
S1) pour un déplaement sur la médiatrie de [fi, fj ]
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Γ
(3)
ijr(k) = c
(3)
k
{ 2∑
n=1
H(n)(i, eir,1n , h
ir,1
n , u
−
ijr , u
+
ijr) +
2∑
n=1
H(n)(r, eir,1n+2, h
ir,1
n+2, u
−
ijr , u
+
ijr)
+
4∑
n=1
H(n)(i, eij,2n , h
ij,2
n , v
−
ijr , u
+
ijr) +
2∑
n=1
H(n)(j, ejr,1n , h
jr,1
n , u
−
ijr, u
+
ijr)
+
2∑
n=1
H(n)(r, ejr,3n+2, h
jr,3
n+2, u
−
ijr , u
+
ijr) + 2
{ 3∑
n=1
H(n)(i, eijr,4n , h
ijr,4
n , u
−
ijr, u
+
ijr)
+H(1)(r, eijr,44 , h
ijr,4
4 , u
−
ijr, u
+
ijr) +
2∑
n=1
H(n)(r, eijr,5n , h
ijr,5
n , u
−
ijr, u
+
ijr)
+
2∑
n=1
H(n)(j, eijr,5n+2 , h
ijr,5
n+2 , u
−
ijr, u
+
ijr)−
3∑
n=1
H(n)(j, eijr,6n , h
ijr,6
n , u
−
ijr, u
+
ijr)
−H(1)(r, eijr,64 , hijr,64 , u−ijr, u+ijr)
}}
ave u = x si θk 6= {π2 , −π2 } et u = y sinon. Les diérents oeients des déompositions en
éléments simples sont obtenus en résolvant les systèmes linéaires d'ordre 8 donnés aux équations
(9.43) et (9.48) ave :
 pour (eir,1n , h
ir,1
n ), n = 1, · · · , 4, la matrie dénie par l'équation (9.45) en eetuant les sub-
stitutions n = i,m = r,
 pour (eij,2n , h
ij,2
n ), n = 1, · · · , 4, la matrie dénie par l'équation (9.44) en eetuant les sub-
stitutions n = i,m = j,
 pour (ejr,3n , h
jr,3
n ), n = 1, · · · , 4, la matrie dénie par l'équation (9.45) en eetuant les
substitutions n = j,m = r,
 pour (eijr,4n , h
ijr,4
n ), n = 1, · · · , 4, la matrie dénie par l'équation (9.50) en eetuant les
substitutions n = i,m = j, l = r,
 pour (eijr,5n , h
ijr,5
n ), n = 1, · · · , 4, la matrie M dénie par l'équation (9.49) en eetuant les
substitutions n = r,m = i, l = j,
 pour (eijr,6n , h
ijr,6
n ), n = 1, · · · , 4, la matrie M dénie par l'équation (9.50) en eetuant les
substitutions n = j,m = i, l = r.
On a également utilisé c
(3)
k = 1/(vk cos(θk)) si θk 6= ±π/2 et c(3)k = ǫ(θk)/vk pour θk ∈ ±π/2.
S2) pour un déplaement sur la médiatrie de [fi, fr]
Γ
(3)
ijr(k) = c
(3)
k
{ 4∑
n=1
H(n)(i, eir,1n , h
ir,1
n , u
−
ijr , u
+
ijr) +
2∑
n=1
H(n)(i, eij,2n , h
ij,2
n , u
−
ijr, u
+
ijr)
+
2∑
n=1
H(n)(j, eij,2n+2, h
ij,2
n+2, u
−
ijr, u
+
ijr) +
2∑
n=1
H(n)(j, eij,3n , h
ij,3
n , x
−
ijr , x
+
ijr)
+
2∑
n=1
H(n)(r, eij,3n+2, h
ij,3
n+2, u
−
ijr , u
+
ijr) + 2
{ 3∑
n=1
H(n)(i, eijr,4n , h
ijr,4
n , u
−
ijr, u
+
ijr)
+H(1)(j, eijr,44 , h
ijr,4
4 , u
−
ijr, u
+
ijr) +
3∑
n=1
H(n)(r, eijr,5n , h
ijr,5
n , u
−
ijr, u
+
ijr)
+H(1)(j, eijr,54 , h
ijr,5
4 , u
−
ijr, u
+
ijr)−
2∑
n=1
H(n)(j, eijr,6n , h
ijr,6
n , u
−
ijr , u
+
ijr)
−
2∑
n=1
H(n)(r, eijr,6n+2 , h
ijr,6
n+2 , u
−
ijr, u
+
ijr)
}}
.
ave u = x si θk 6= {π2 , −π2 } et u = y sinon. Les paramètres sont obtenus en résolvant les systèmes
linéaires introduits plus haut ave de façon plus préise :
 pour (eir,1n , h
ir,1
n ), n = 1, · · · , 4, la matrie dénie par l'équation (9.44) en eetuant les sub-
stitutions n = i,m = r,
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 pour (eij,2n , h
ij,2
n ), n = 1, · · · , 4, la matrie dénie par l'équation (9.45) en eetuant les sub-
stitutions n = i,m = j,
 pour (ejr,3n , h
jr,3
n ), n = 1, · · · , 4, la matrie dénie par l'équation (9.45) en eetuant les
substitutions n = j,m = r,
 pour (eijr,4n , h
ijr,4
n ), n = 1, · · · , 4, la matrie dénie par l'équation (9.50) en eetuant les
substitutions n = i,m = j, l = r,
 pour (eijr,5n , h
ijr,5
n ), n = 1, · · · , 4, la matrie M dénie par l'équation (9.50) en eetuant les
substitutions n = r,m = i, l = j,
 pour (eijr,6n , h
ijr,6
n ), n = 1, · · · , 4, la matrie M dénie par l'équation (9.49) en eetuant les
substitutions n = j,m = i, l = r.
Proposition 18 Soit (fi, fj , fr), ave fi 6= fj , simultanément visibles entre les positions P−ijr et
P+ijr lors du déplaement du mobile le long de l'ar, on a
S3) pour un déplaement sur la médiatrie de [fj , fr]
Γ
(3)
ijr(k) = c
(3)
k
{ 2∑
n=1
H(n)(i, eir,1n , h
ir,1
n , u
−
ijr , u
+
ijr) +
2∑
n=1
H(n)(r, eir,1n+2, h
ir,1
n+2, u
−
ijr , u
+
ijr)
+
2∑
n=1
H(n)(i, eir,2n , h
ir,2
n , u
−
ijr , u
+
ijr) +
2∑
n=1
H(n)(j, eij,2n+2, h
ij,2
n+2, u
−
ijr , u
+
ijr)
+
4∑
n=1
H(n)(i, eir,3n , h
ir,3
n , u
−
ijr , u
+
ijr) + 2
{ 2∑
n=1
H(n)(i, eijr,4n , h
ijr,4
n , u
−
ijr , u
+
ijr)
+
2∑
n=1
H(n)(r, eijr,4n+2 , h
ijr,4
n+2 , u
−
ijr , u
+
ijr) +
3∑
n=1
H(n)(r, eijr,5n , h
ijr,5
n , u
−
ijr , u
+
ijr)
+H(1)(i, eijr,54 , h
ijr,5
4 , u
−
ijr , u
+
ijr)−
3∑
n=1
H(n)(j, eijr,6n , h
ijr,6
n , u
−
ijr , u
+
ijr)
+H(1)(i, eijr,6n , h
ijr,6
n , u
−
ijr , u
+
ijr)
}}
ave u = x si θk /∈ {π2 , −π2 } et u = y sinon. Les paramètres sont obtenus en résolvant les systèmes
linéaires introduits plus haut ave de façon plus préise :
 pour (eir,1n , h
ir,1
n ), n = 1, · · · , 4, la matrie dénie par l'équation (9.45) en eetuant les sub-
stitutions n = i,m = r,
 pour (eij,2n , h
ij,2
n ), n = 1, · · · , 4, la matrie dénie par l'équation (9.45) en eetuant les sub-
stitutions n = i,m = j,
 pour (ejr,3n , h
jr,3
n ), n = 1, · · · , 4, la matrie dénie par l'équation (9.44) en eetuant les
substitutions n = j,m = r,
 pour (eijr,4n , h
ijr,4
n ), n = 1, · · · , 4, la matrie dénie par l'équation (9.49) en eetuant les
substitutions n = i,m = j, l = r,
 pour (eijr,5n , h
ijr,5
n ), n = 1, · · · , 4, la matrie M dénie par l'équation (9.50) en eetuant les
substitutions n = r,m = j, l = i,
 pour (eijr,6n , h
ijr,6
n ), n = 1, · · · , 4, la matrie M dénie par l'équation (9.50) en eetuant les
substitutions n = j,m = r, l = i.
S4) pour un déplaement eetué hors des trois médiatries des segments formés par les amers,
on a
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Γ
(3)
ijr(k) = c
(3)
k
{ 2∑
n=1
H(n)(i, eir,1n , h
ir,1
n , u
−
ijr, u
+
ijr) +
2∑
n=1
H(n)(r, eir,1n+2, h
ir,1
n+2, u
−
ijr, u
+
ijr)
+
2∑
n=1
H(n)(i, eij,2n , h
ij,2
n , u
−
ijr , u
+
ijr) +
2∑
n=1
H(n)(j, eij,2n+2, h
ij,2
n+2, u
−
ijr , u
+
ijr)
+
2∑
n=1
H(n)(j, ejr,3n , h
jr,3
n , u
−
ijr , u
+
ijr) +
2∑
n=1
H(n)(r, ejr,2n+2, h
jr,3
n+2, u
−
ijr , u
+
ijr)
+ 2
{ 2∑
n=1
H(n)(i, eijr,4n , h
ijr,4
n , u
−
ijr, u
+
ijr) +H
(1)(j, eijr,43 , h
ijr,4
3 , u
−
ijr, u
+
ijr)
+H(1)(r, eijr,44 , h
ijr,4
4 , u
−
ijr , u
+
ijr) +
2∑
n=1
H(n)(r, eijr,5n , h
ijr,5
n , u
−
ijr , u
+
ijr)
+H(1)(i, eijr,53 , h
ijr,5
3 , u
−
ijr, u
+
ijr) +H
(1)(j, eijr,54 , h
ijr,5
4 , u
−
ijr, u
+
ijr)
−
2∑
n=1
H(n)(j, eijr,6n , h
ijr,6
n , u
−
ijr , u
+
ijr)−H(1)(i, eijr,63 , hijr,63 , u−ijr, u+ijr)
−H(1)(r, eijr,64 , hijr,64 , u−ijr , u+ijr)
}}
ave u = x si θk 6= {π2 , −π2 } et u = y sinon. Les paramètres sont obtenus en résolvant les systèmes
linéaires introduits plus haut ave de façon plus préise :
 pour (eir,1n , h
ir,1
n ), n = 1, · · · , 4, la matrie dénie par l'équation (9.45) en eetuant les sub-
stitutions n = i,m = r,
 pour (eij,2n , h
ij,2
n ), n = 1, · · · , 4, la matrie dénie par l'équation (9.45) en eetuant les sub-
stitutions n = i,m = j,
 pour (ejr,3n , h
jr,3
n ), n = 1, · · · , 4, la matrie dénie par l'équation (9.45) en eetuant les
substitutions n = j,m = r,
 pour (eijr,4n , h
ijr,4
n ), n = 1, · · · , 4, la matrie dénie par l'équation (9.52) en eetuant les
substitutions n = i,m = j, l = r,
 pour (eijr,5n , h
ijr,5
n ), n = 1, · · · , 4, la matrie dénie par l'équation (9.52) en eetuant les
substitutions n = r,m = j, l = i,
 pour (eijr,6n , h
ijr,6
n ), n = 1, · · · , 4, la matrie dénie par l'équation (9.52) en eetuant les
substitutions n = j,m = r, l = i.
Et c
(3)
k = 1/(vk cos(θk)) si θk 6= ±π/2 et c(3)k = ǫ(θk)/vk pour θk ∈ ±π/2.
Remarques générales sur la fontion de performane. Les résultats obtenus à partir de
l'intégration des omposantes de la fontion de performane sur un ar élémentaire montrent que
1. l'orientation du mouvement intervient :
 omme un fateur d'éhelle par la multipliation par le rapport 1/ cos(θk) pour les dépla-
ements non vertiaux,
 au niveau des oeients des primitives,
 au niveau du positionnement par rapport à la médiatrie des segments formés par les amers.
2. la longueur de la portion du segment où les amers sont visibles à un impat sur l'intervalle
d'intégration et don sur la mesure de performane,
3. la vitesse intervient omme un élément fateur d'éhelle en 1/vk
Nous avons préisé les modes de aluls des oûts assoiés à haque ar de déplaement du
graphe. Nous montrons maintenant que déterminer le hemin optimal et la séquene de vitesses
utilisées sur haque ar de e hemin est en réalité un problème d'optimisation quadratique à
variables ontinues et disrètes (problème mixte) sous ontraintes. Nous supposerons ensuite que
les vitesses sont onstantes et xées a priori et nous nous intéresserons uniquement aux hoix du
hemin optimal. Des éléments pour la résolution du problème omplet seront présentés au hapitre
11.
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9.7 Un problème quadratique entier mixte
Nous disposons d'un graphe G(V,E) orienté ave des oûts pour haque ar, alulé préédem-
ment. A partirde es éléments, il onvient de trouver les hemins maximaux tout en respetant des
ontraintes sur la vitesse et sur l'orientation. Le hoix d'un hemin du graphe impose de fato le
hoix de la séquene d'orientations. Nous avons vu que la vitesse intervient dans le oût d'un ar
en 1/v, le problème peut être formellement érit de la façon suivante :
max
τ∈P (s0,Bf ),(vi)0≤i≤nτ−1
∑
e∈τ
1
ve
c(e), (9.54)
où c(e) est le oût de l'ar normalisé sans prise en ompte de la vitesse, P (s0, Bf ) est l'ensemble
des hemins onnexes du graphe partant du noeud s0 et arrivant dans l'ensemble des noeuds Bf ,
et qui satisfont les ontraintes ∑
e∈τ
l(e)
ve
≤ ∆m (9.55)
∀e, f(e, succ(e)) = 1 (9.56)
∀e, v− ≤ ve ≤ v+. (9.57)
La ontrainte de l'équation est une ontrainte sur la variation d'orientation entre deux instants
onséutifs 9.56.
On peut également déduire une formulation sous la forme d'un problème d'optimisation d'un ve-
teur de paramètres mixtes (omposantes binaires et réelles) ave une fontion objetif quadratique
et des ontraintes d'égalité linéaires et d'inégalité quadratique ou linéaires. En eet, xons Nm un
nombre maximum de segments possibles susamment grand. Nous introduisons
1. les Nm × |E| variables disrètes
∀(e, k) ∈ E × {0, · · · , Nm − 1}, xe,k =
{
1 si l'ar e est emprunté à l'étape k,
0 sinon,
2. les Nm × |E| variables réelles
∀(e, k) ∈ E × [0, Nm − 1], ∆ke :=
le
vk
.
La ontrainte sur la vitesse est ramenée à une ondition sur les variables de durée
∀(e, k) ∈ E × [0, Nm − 1], ∆−e ≤ ∆ke ≤ ∆+e (9.58)
ave ∆+e = le/v−, ∆
−
e = le/v+ et le ritère sur la longueur maximale de la trajetoire devient
Nm−1∑
k=0
∑
e∈E
∆kexe,k ≤ ∆m (9.59)
3. La fontionnelle à maximiser pour le veteur de paramètres omposé de (xe,k, ∆
k
e) devient
don
Nm−1∑
k=0
∑
e∈E
xe,k
c(e)
vk
:=
Nm−1∑
k=0
∑
e∈E
∆kexe,k c˜(e). (9.60)
en prenant c˜(e) le oût normalisé par la longueur de l'ar.
4. Pour haque noeud s ∈ V , les ensembles
In(s):={e = (s′, s) : s ∈ V }, les ars arrivant en s,
Out(s):={e = (s′, s) : s ∈ V }, les ars partant en s.
On a alors les ontraintes
∀s, ∀k
∑
e∈In(s)
xe,k =
∑
e∈Out(s)
xe,k (9.61)
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5. Les ontraintes aux limites,∑
e∈Out(s0)
xe,0 = 1 (un ar partant de la position initiale) (9.62)
∑
e∈In(sf )
xe,Nm−1 = 1, (un ar arrivant en la position nale). (9.63)
6. Les ontraintes sur le mouvement. On onsidère l'ensemble
∀ e, Π(e):={e′ ∈ E dont le noeud de départ s est le noeud d'arrivée de e
et respetant la ontrainte de variation d'orientation}. (9.64)
La ontrainte du mouvement entre deux instants onséutifs est don exprimée par la ondi-
tion
∀k ∈ [0, Nm − 1], ∀ e, ∀e′ ∈ Π(e), xe,k + xe,k+1 ≤ 1. (9.65)
En dénitive, le veteur de paramètres pour le problème d'optimisation peut être noté Y =(
Y ∗1 Y
∗
2
)∗ ∈ {0, 1}Nm×|E| × RNm×|E| ave
Y1 =
(
x1,0 . . . x1,N−1 · · · x|E|,0 · · · x|E|,N−1
)∗
Y2 =
(
∆01 . . . ∆
0
N−1 · · · ∆|E|0 ∆|E|N−1
)∗
.
(9.66)
La fontionnelle de oût est quadratique de la forme f(Y ) = 12Y
∗AY ave
A =
( ONm |E| INm ⊗ C˜
INm ⊗ C˜ ONm |E|
)
(9.67)
et C˜ = Diag(c˜(1), · · · , c˜(|E|)). Formalisons également les diérentes ontraintes en fontion du
veteur Y :
• La ontrainte sur les vitesses de l'équation (9.58) devient
B1Y − C1 ≤ O2 |E| (9.68)
où B1 est une matrie reuse de taille 2 |E| × (Nm |E|) et C1 ∈ R2 |E| de la forme
B1 =


O2 |E|×Nm |E|
−1 0 · · · 0
1 0 · · · 0
0 −1 0
0 1
−1
1


(9.69)
et C1 =
(
∆−1 −∆+1 · · · ∆−|E| −∆+|E|
)∗
.
• La ontrainte de l'équation (9.59) est une forme quadratique
1
2
Y ∗A1 Y −∆m ≤ 0 (9.70)
ave pour atrie
A1 = 2
(ONm |E| INm |E|
INm |E| ONm |E|
)
.
• La ontrainte de onnexité de la trajetoire donnée par les équations de la forme (9.61) une
égalité linéaire de la forme
B2 Y = O|V |, B2 de taille |V | × (Nm |E|). (9.71)
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• La ontrainte aux limites
B3 Y − C3 = O2, B3 de taille 2× (Nm |E|). (9.72)
• La ontrainte sur le mouvement entre deux instants
B4 Y − C4 ≤ O|V |Nm, B4 de taille (|V |Nm)× (Nm |E|). (9.73)
La matrie B4 est une matrie diagonale omposés de |V | blos.
Il est possible de résoudre e problème par des méthodes de résolution de type séparation et
évaluation (omme les approhes Branh and Bound). Il est aussi possible de réutiliser une méthode
basée sur la ross-entropie pour obtenir une solution approhée. Nous fournirons les bases pour
un algorithme de résolution dans les perspetives de ette thèse. Nous faisons abstration de la
ontrainte sur la séquene de vitesses. L'information est maximale, sur un ar de déplaement,
lorsque la vitesse est minimale. Cela revient à observer les amers aussi longtemps que possible.
Le problème devient don un problème de reherhe de hemin maximal dans un graphe ave
une ontrainte sur la longueur. Nous pouvons trouver une solution, à partir d'un algorithme de
programmation dynamique. Nous reprenons, la formulation proposée dans [PL02℄ qui permet de
prendre en ompte des ontraintes sur la variation instantanée de l'orientation.
9.7.1 Appliation sur un exemple.
Dans et exemple, nous nous intéressons uniquement à la omposante Γ(1) qui tient ompte de
l'information de distane donnée par les paires d'amers. Le senario omprend une dizaine d'amers
répartis sur une zone d'évolution retangulaire de limites [0 200 0 200]. Nous supposerons le graphe
onstruit à partir d'une grille de pas dx = dy = 20. Le graphe admet don 121 noeuds. Le voisinage
d'un noeud est onstitué des 8 plus prohes voisins. Nous reherhons des hemins reliant les points
de la grille situés en (20, 20) et (160, 100). Le sénario est représenté sur la gure 9.14.
−5.0
25.0
55.0
85.0
115.0
145.0
175.0
205.0
−5.0 25.0 55.0 85.0 115.0 145.0 175.0 205.0
carte
Fig. 9.14  Sénario pour l'optimisation de Γ(1).
Nous allons onsidérons deux situations en faisant varier les ontraintes sur la ommande en
orientation. Dans un as, nous supposons que seules des variations d'orientation d'une amplitude
de
π
4 sont admissibles. Dans l'autre, l'amplitude est plus importante et peut atteindre
π
2 . Les
trajetoires admissibles sont omposées de 20 sommets au maximum. Le apteur disponible pour
l'aquisition des mesures est omnidiretionnel ave une distane maximale de détetion de 80m,
soit l'équivalent de quatre fois la résolution de la grille. Les trajetoires optimales obtenues sont
traées sur les gures 9.15 (a) et (b). Les hemins optimaux ont tendane à imposer des mouve-
ments prohes des médiatries formées par les paires d'amers. Ce omportement est visible dans
le as (a) en début et en n de trajetoires. On peut remarquer la portion de trajetoire en forme
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(a) amplitude ≤ pi
4
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(b) amplitude ≤ pi
2
Fig. 9.15  Chemin optimal pour Γ(1).
d'hippodrome autour des amers situés en haut à gauhe avant le ralliement du point nal. Lorsque
la ontrainte la vitesse de rotation est plus souple, l'optimum onsiste à eetuer des plusieurs 
erles  suessifs (trois dans et exemple) au entre de la zone.
9.8 Conlusions du hapitre
Dans e hapitre, nous avons onsidéré que le modèle de dynamique du mobile était ontinu.
Dans e adre, une mesure de performane instantanée J (t, Ch) basée sur le déterminant de la borne
de Cramèr-Rao a été déduite. Elle a fait apparaître trois omposantes prinipales permettant de
omprendre l'apport de haune des soures d'information (distane et angle). Nous avons ensuite
abordé le problème de l'optimisation de la trajetoire pour un ritère intégral de ette mesure de
performane. Plus partiulièrement, nous avons supposé que les trajetoires étaient onstruites à
partir de portions de déplaement à vitesse et orientation onstantes. Pour haque déplaement
élémentaire, il a été possible pour une onguration d'amers donnée de aluler un oût assoié à
la performane de loalisation en se basant sur l'information apportée par le proessus de mesure.
Grâe à des hangements de variables adaptés, nous avons montré que le oût sur les déplaements
élémentaires pouvait être déduit par le alul de primitives de frations rationnelles. Les oeients
de es frations étant dénis à partir des positions des amers et des points délimitant les parties de
l'ar où les amers sont vus simultanément. Pour haune des trois omposantes de la fontionnelle,
une formulation expliite de es intégrales a été proposée. On a notamment noté que le résultat
obtenu est inversement proportionnel à la vitesse de déplaement adoptée sur l'ar et dépend de
l'orientation de l'ar de déplaement par rapport à la médiatrie des segments formés par les paires
d'amers.
Ensuite, nous avons vu que le problème d'optimisation onjointe de la vitesse et de l'orientation était
en réalité un problème d'optimisation à variables mixtes entières et ontinues ave une fontionnelle
quadratique. La résolution des problèmes ave des variables entières est, en général, diile. Nous
avons uniquement traité le problème du hoix de la séquene d'orientations. Une approhe basée
sur la méthode de ross-entropie pour résoudre e problème hiérarhique sera esquissée dans le
hapitre sur les onlusions et perspetives.
Dans le hapitre suivant, nous étendons les résultats au as où la onnaissane de la position des
amers est inertaine. Cela nous permettra alors d'intégrer la planiation une notion de risque liée
à ette inertitude.
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Chapitre 10
Cadre ontinu et inertitude sur les
amers
Dans le hapitre préédent, nous avons formalisé un problème de planiation de trajetoire en
vue de maximiser les apaités de loalisation du mobile sur la base d'une mesure d'information
onstruite à partir du proessus d'observation du système. Au nal, nous nous sommes ramenés
à un problème de reherhe de hemins sur un graphe. Les oûts assoiés aux ars de e graphe
dépendent notamment des ongurations des amers visibles lors du déplaement sur et ar. Nous
n'avons pas tenu ompte de l'éventualité d'une inertitude sur la position des amers dans les
aluls. La prise en ompte de l'erreur de arte impose de onsidérer le oût d'un déplaement
élémentaire omme une variable aléatoire. L'objetif de e hapitre est de répondre prinipalement
à deux questions. Tout d'abord, omment propager ette inertitude en respetant les ontraintes
de pereption du apteur ? Ensuite, une fois formalisée ette notion d'inertitude, omment intégrer
ette information omplémentaire dans le proessus de déision que onstitue l'optimisation des
trajetoires ?
10.1 Inertitude sur le oût de déplaement
Pour préiser notre approhe pour répondre à la première question, nous onsidérons dans ette
setion un ar partiulier epq du graphe G(V,E). On fait les hypothèses suivantes.
• L'ar epq est déni à partir des points 2D de oordonnées (xsp , ysp) et (xsq , ysq),
• le déplaement est eetué ave la vitesse onstante vepq ,
• le déplaement est eetué entre les instants tk et tk+1.
Dans le adre le plus général, nous avons montré que le oût assoié à l'ar omporte trois
omposantes alulées en onsidérant les paires et triplets d'amers visibles au ours du déplaement
c(epq) =
3∑
c=1
acΓ
(c)(epq), (10.1)
ave plus préisément c = 1, 2, 3,
Γ(1)(epq) =
nC∑
i=1
nC∑
j>i
nC∑
r=1
Γ
(1)
ijr(epq),
Γ(2)(epq) =
nC∑
i=1
nC∑
j=1
nC∑
r>j
Γ
(2)
ijr(epq),
Γ(3)(epq) =
nC∑
i=1
nC∑
j>i
nC∑
r>j
Γ
(3)
ijr(epq),
(10.2)
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où les termes Γ
(c)
ijr dépendent de l'ensemble (fi, fj , fr), des propriétés géométriques de l'ar, de
la vitesse et des onditions de pereption (f. hapitre 9). En partiulier, nous avons vu que tous
les termes Γ
(c)
ijr sont inversement proportionnels à la vitesse de déplaement. Par ailleurs, on peut
noter que le alul de haun des termes Γ
(c)
ijr revient au alul d'éléments d'une grille en trois
dimensions où haque point d'indie (i, j, r) orrespond à la valeur de Γ
(c)
ijr . Ainsi, pour c = 1, 2, on
a n2C (nC − 1)/2 éléments à évaluer. On peut adopter l'ériture suivante
∀c = 1, 2, 3, Γ(c)(epq) = 1
vepq
F(epq, C), (10.3)
où F(epq, C) est une fontionnelle relativement omplexe qui dépend des aratéristiques géomé-
triques de l'ar, du apteur et de la arte.
Rappelons les hypothèses sur la artographie. La arte C est omposée de nC amers aratérisés
par leurs positions dans D
C = {f1, f2, · · · , fnC}.
La position de haque amer fj, j = 1, · · · , nC est supposée inertaine ave une matrie de ovariane
Σ (fj) sur ses oordonnées (x
l, yl). Il y a indépendane entre les erreurs sur les positions des amers,
la matrie d'inertitude de la arte C est diagonale ave ΣC = Diag(Σ(f1), · · · ,Σ(fnC)). An de
propager l'inertitude des amers sur Γ(c)(epq), don sur la performane de loalisation, on propose
d'exploiter la transformée inodore ou unsented introduite dans le hapitre 4 sur les tehniques de
ltrage utilisables pour la loalisation. Par e biais, il est possible de déterminer une approximation
de la variane sur le oût pour un déplaement sur epq, que nous noterons σ
2
Γ(c)
(epq). La arte étant
un veteur de dimension 2nC, la transformée unsented néessite de dénir 2 (2nC)+1 sigma-points
équivalents à des veteurs arte C(l). La arte C s'érit sous forme vetorielle
C = (x1 y1 · · · xl yl · · · xnC ynC)∗ .
Les sigma-points C(l) sont donnés par les relations suivantes :
C(0) = C, ω(0)m = λ/((2nC + λ), ω(0)c = ω(0)m + (1 − α2 + β),
C(l) = C(0) +
√
(2nC + λ) Cl, ω(l) = 1/{2(2nC + λ)} l = 1, · · · , 2nC,
C(l) = C(0) −
√
(2nC + λ) Cl−2nC , ω(l) = 1/{2(2nC + λ)} l = 2nC + 1, · · · , 4nC,
ave α, λ = α2(2nC + κ) − 2nC , β et κ les paramètres permettant d'imposer une struture à la
densité a priori sur C, et Cl est le lième veteur olonne de la matrie raine arrée de ΣC obtenue,
par exemple, à partir d'une fatorisation de Cholesky [JU02℄ [JU04℄.
On déduit alors une approximation de la moyenne et de la variane sur le oût en appliquant
les proédures de alul F(epq, C) à haque exemplaire de arte C(l).
Γ
(c)
(epq) =
1
vepq
(
ω(0)m F(epq, C(0)) +
4nC∑
l=1
ω(l) F(epq, C(l))
)
(10.4)
σ2Γ(c)(epq) =
1
v2epq
(
ω(0)c
(
F(epq, C(0))− Γ(c)(epq)
)2
+
4nC∑
l=1
ω(l)
(
F(epq, C(l))− Γ(c)(epq)
)2)
Remarque 1 : La struture diagonale de la matrie ΣC simplie le alul des moments déduits
à l'équation (10.4). En eet, haque terme F(epq, C(l)), l > 0 se alule à partir des aluls réalisés
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pour la détermination de F(epq, C(0)). En eet, la matrie raine arrée de ΣC est aussi diagonale
et vérie √
ΣC = Diag
(√
Σ(f1), · · · ,
√
Σ(fNC)
)
.
Par onséquent, haque élément C(l), l > 0 se déduit de C par une simple modiation des
oordonnées de la position moyenne d'un unique amer. Plus préisément, C(l) est distint de C
pour l'amer d'indie j = 1, · · · , nC tel que l ∈ {2 j, 2 j−1}. Le alul des oûts étant réalisé à partir
des ouples et triplets d'amers perçus, il onvient de modier uniquement les ouples ou triplets
faisant intervenir l'amer fj impaté par la transformée inodore. La struture de grille 3D pour le
alul du oût évoqué plus haut est alors intéressante pour une mise en oeuvre pratique.
Remarque 2 : Nous pouvons aussi noter que la vitesse intervient omme un élément multipli-
ateur au niveau de la moyenne et de la variane. On peut don adopter une ériture équivalente
pour Γ
(c)
(epq) et σ
2
Γ(c)(epq)
Γ
(c)
(epq):=
1
vepq
C(epq) σ
2
Γ(c)(epq):=
1
v2epq
σ2C(epq).
10.2 Dénition d'une fontion de risque
Nous avons montré omment il était possible de propager l'erreur sur la onnaissane de la
arte sur le oût pour un déplaement élémentaire d'une trajetoire. La variane ainsi onstruite
peut être onsidérée omme un paramètre de qualité sur le oût moyen. Pour tout ar e du graphe
G(V,E), nous disposons du ouple (Γ(c)(e), σ2
Γ(c)
(e)). Nous avons vu que es deux quantités font
intervenir la vitesse de déplaement et l'orientation de l'ar. Du point de vue de l'optimisation,
nous avons :
 le hoix de l'orientation en un noeud est lié au hoix de l'ar orrespondant,
 le hoix de la vitesse impate les oûts de l'ar.
Considérons une trajetoire τ omposée de nτ ars (e1, · · · , enτ ). L'estimation du oût moyen pour
ette trajetoire pour la performane de loalisation est alors donnée par
EC {Ψ(τ, C)} =
nτ∑
p=1
1
vep
C(ep).
Sous l'hypothèse d'indépendane entre les oûts des déplaements élémentaires, on déduit éga-
lement une estimation de la variane pour Ψ(τ, C)
VC {Ψ(τ, C)} =
nτ∑
p=1
1
v2ep
σ2C(ep). (10.5)
Le oût d'une trajetoire Ψ(τ, C) étant une variable aléatoire, lorsque nous herhons à détermi-
ner la meilleure trajetoire reliant deux lieux, nous devons, en toute rigueur, résoudre un problème
d'optimisation stohastique. Une manière d'aborder le sujet est don d'intégrer l'inertitude au
travers de l'équivalent d'une fontion de risque r(Ψ(τ, C)) [RS06℄ sous la forme
r(Ψ(τ, C)) = EC {Ψ(τ, C)} − λr DC {Ψ(τ, C)} , (10.6)
où λr > 0 et DC {Ψ(τ, C)} est une fontion de dispersion sur le oût. L'idée sous-jaente est de
séletionner les trajetoires qui permettent d'atteindre un bon niveau de performane moyen tout
en s'assurant d'une faible probabilité de variation autour de ette valeur. Le réglage du paramètre λr
permet de trouver un ompromis entre es deux objetifs qui peuvent, pour ertaines onguration
de artes, être ontraditoires. En eet, le positionnement géométrique relatif des amers inue sur
la performane du ltre de loalisation. Cependant, si on ne tient pas ompte de l'inertitude sur
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la onnaissane de leurs positions, on peut privilégier des mouvements dans des zones où en réalité
les strutures géométriques intéressantes ne sont pas respetées.
PSfrag replaements
après
(a) oût moyen important et forte inertitude
PSfrag replaements
après
(b) oût moyen faible et faible inertitude
Fig. 10.1  Compromis entre performane moyenne et inertitude due aux amers.
Sur le plan théorique, le hoix de DC est important an de garantir que le problème d'optimisa-
tion stohastique ait de bonnes propriétés pour sa résolution [RS06℄,[ADEH99℄. Dans notre as, il
semble naturel d'exploiter une fontion de dispersion onstruite à partir de la variane VC estimée
omme à l'équation (10.5). En dénitive, on abordera les problèmes d'optimisation de trajetoires
pour les fontions de risque
r1(Ψ(τ, C)) =
nτ∑
p=1
1
ve
C(e)− λr
nτ∑
p=1
1
v2e
σ2C(e) (10.7)
et
r2(Ψ(τ, C)) =
nτ∑
p=1
1
ve
C(e)− λr
√√√√ nτ∑
p=1
1
v2e
σ2C(e). (10.8)
Les diultés de résolution des deux problèmes ne sont pas les mêmes. En eet, si nous supposons
l'absene de ontraintes sur la séquene de vitesse, la résolution du problème de planiation
utilisant la fontion r1(Ψ(τ, C)) est possible à partir d'un algorithme de programmation dynamique
ou équivalent. Ce n'est pas le as pour r1(Ψ(τ, C)) à ause de la nonlinéairité due à la raine arrée.
Lorsque l'on envisage d'optimiser également la vitesse, on est fae à un problème d'optimisation
hiérarhique où, une fois séletionnée une hypothèse de trajetoire, il onvient de hoisir la suite
des vitesses par un algorithme de résolution de problème non-linéaire. Les onditions d'optimalité
(onditions de Karush-Khun-Tuker (KKT)) pour les deux fontions ne sont pas du même ordre
en termes de omplexité [BSS06℄.
10.2.1 Reherhe du hemin optimal sans ontraintes de vitesse
Dans le adre le plus général, on s'intéresse à l'optimisation de la séquene de ommandes à
appliquer et don au hoix des orientations et des vitesses. Nous traitons uniquement le hoix de la
séquene d'orientations. Des éléments de réexion pour l'optimisation des vitesses seront présentés
dans le hapitre 11. On supposera don que la vitesse de déplaement sur un ar est onnue et qu'il
n'existe pas de ontraintes globales sur la séquene des vitesses sur une trajetoire. Comme nous
l'avons indiqué préédemment, la struture de graphe adoptée pour formaliser le problème d'opti-
misation de la séquene d'orientations revient à déterminer un hemin dans le graphe vériant les
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ontraintes sur les positions initiale et nale, ainsi que sur les variations instantanées d'orientation.
De façon plus formelle, notre problème est toujours de la forme
maxτ∈P (s0,Bf ) rj(Ψ(τ, C)), j = 1, 2
s.c.
∑
e∈τ
l(e)
ve
≤ ∆m (10.9)
∀ e, fori(e, succ(e)) = 1, (10.10)
où P (s0, Bf) est l'ensemble des hemins onnexes du graphe partant du noeud s0 et arrivant
dans l'ensemble des noeuds de la zone d'arrivée Bf . succ(e) est l'ensemble des suesseurs de l'ar
e, l(e) sa longueur et fori(e, succ(e)) est la fontion permettant de dénir les ontraintes sur la
variation d'orientation entre deux instants.
Les vitesses étant onnues, les oûts moyens et les varianes assoiées sont entièrement déterminés
pour haun des ars du graphe. Lorsque le paramètre de déision λr est xé, la fontion de risque
r1(Ψ(τ, C)) évaluée sur τ est déomposable en risques élémentaires assoiés à haque ar :
r1(e, C):= 1
ve
C(e)− λr 1
v2e
σ2C(e). (10.11)
Il est don possible de résoudre le problème pour r1(Ψ(τ, C)) par une approhe de type pro-
grammation dynamique, omme pour l'optimisation sans prise en ompte de l'erreur sur les amers.
Pour la fontion de risque r2(Ψ(τ, C)), ette déomposition n'est plus possible. Pour résoudre le
problème de planiation, nous utilisons l'approhe basée sur la méthode de ross-entropie [RK04℄
proposée dans le hapitre 8. Nous onsidérons un seuil de risque λr xé et la vitesse onstante à
ve = v, ∀e. On rappelle la méthode de génération de trajetoires admissibles. On se donne une
famille de matries de densités de probabilité disrètes dénie par Pss′ = (pss′ ) (omme dans
la setion 8.2.2.1) pour haque déplaement entre les noeuds (s, s′) ∈ V × V qui modélisent la
probabilité de hoisir l'ar ess′ . Pss′ est, par onséquent, une matrie de taille |V | × |V | ave un
ertain nombre de oeients nuls pour tenir ompte de la notion de voisinage des noeuds et des
ontraintes du adre d'évolution (zones interdites, obstales...). On a en partiulier
Pss′ =


ps1s1 ps1s2 · · · ps1s|V |−1 ps1s|V |
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
s|V |s1 ps|V |s2 · · · ps|V |s|V |−1 ps|V |s|V |

 (10.12)
et ∀s, la ligne notée Ps(.) est une densité de probabilité disrète vériant
pss′ = 0, s
′ 6∈ V(s) et
∑
s′∈V(s)
pss′ = 1.
Pour résoudre notre problème de planiation on est don amené à optimiser les |V |×|V | (au plus)
paramètres (pss′ ) en utilisant l'algorithme de Cross-entropie. La génération d'une trajetoire de
P (s0, Bf ) respetant les onditions dérites par les équations (10.9) et (10.10) se fait en onsidérant
les étapes :
 soit sik le noeud atteint à l'instant k et ek−1 l'ar utilisé pour l'atteindre.
 On note Ek,k−1 l'ensemble des déplaements e possibles à l'instant k respetant la ontrainte
sur les orientations suessives fori(e, succ(ek−1)).
 On onstruit la densité de probabilité disrète P˜sik (.) en restreignant aux noeuds atteignables
à partir des ars de Ek,k−1, la ligne sik de Pss′ , puis en normalisant.
 On eetue un tirage selon P˜sik (.) et on pose sik+1 le noeuds orrespondant au tirage. Lorsque
Ek,k−1 est vide, on proède par rejet ou bien on aete un oût égal à −∞ à la trajetoire.
Considérons une trajetoire τi ainsi générée et respetant l'ensemble des ontraintes. Il est alors
possible de déterminer la valeur de la fontion de risque r2(Ψ(τi, C)), i = 1, · · · , N à partir de
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l'estimation et de la moyenne de la fontion de performane pour le problème de loalisation. A
haque étape de l'algorithme de ross-entropie, étant données les N trajetoires τi, i = 1, · · · , N ,
il est alors possible d'estimer les paramètres du modèle de probabilité pour l'itération suivante sur
la base des meilleures trajetoires aratérisées par le quantile γ
pss′ =
∑N
i=1 δ [r2(Ψ(τi, C)) ≥ γ] · ♯
[
τi ∈ χss′
]
∑N
i=1 δ [r2(Ψ(τi, C)) ≥ γ] · ♯ [τj ∈ χs ]
, (10.13)
où
[
τi ∈ χss′
]
indique que la trajetoire τi ontient l'ar formé par les sommets s et s
′
et
[
τi ∈ χss′
]
que la trajetoire τi passe par le sommet s.
10.3 Appliations sur un exemple
Dans ette setion, nous présentons un exemple de résolution sur un sénario, en ne tenant
ompte que de l'information apportée par l'information de distane au travers des oûts Γ(1). Nous
reprenons l'environnement introduit au hapitre préédent et déni sur [0 200]× [0 200]. Il ontient
une dizaine d'amers ave des inertitudes sur leurs positions variables. Trois zones de qualité sont
onsidérées. La zone la plus dégradée est loalisée en haut à droite. Les amers situés en bas à
droite sont les plus préis. Nous avons représenté les ellipses d'inertitude sur la gure 10.2. On
reherhe toujours des trajetoires, qui permettent de rejoindre le point (160, 100) en partant du
point (20, 20). Le graphe est obtenu à partir d'une disrétisation de l'espae ave une résolution
dx = dy = 20. Le apteur est omnidiretionnel et de distane de détetion maximale égale à 80
(quatre fois la résolution de la grille). Nous imposons des variations suessives d'angle inférieures
à
π
2 et la longueur maximale admissible orrespond à 20 sommets.
−5.0
25.0
55.0
85.0
115.0
145.0
175.0
205.0
−5.0 25.0 55.0 85.0 115.0 145.0175.0 205.0
carte
Fig. 10.2  Ellipses d'erreur sur les amers.
Nous reherhons la trajetoire optimale pour les valeurs de λr égales à 0, 0.01, 1 et 10 pour les
fontions de risque r1. Elles sont obtenues respetivement par la mise en oeuvre de l'algorithme de
programmation dynamique. Les trajetoires optimales sont présentées sur les gures 10.3 (a), (b),
() et (d).
La trajetoire obtenue pour λr = 0 est identique à elle alulée pour la arte supposée parfaite
(f. hapitre préédent). Lorsque l'on fait roître le paramètre λr , on onstate que les stratégies
de mouvement onsistent à se rapproher de la zone où les amers sont les plus préis. On peut
également noter, que pour λr = 0.01, la variation par rapport à la trajetoire, sans prise en ompte
des erreurs sur les amers, se traduit par un léger mouvement vers la zone de qualité intermédiaire
(en haut à gauhe).
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(a) λr = 0
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(b) λr = 0.01
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) λr = 1
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(d) λr = 10
Fig. 10.3  Chemin optimal pour la fontion de risque r1.
10.3.1 Interprétation du paramètre de risque
le paramètre λr est un ritère de déision hoisi par l'utilisateur. Il est possible de lier le hoix du
paramètre λr à une hypothèse de omportement adapté à un ontexte donné. En eet, en fontion
de l'environnement et des onditions d'exéution de la mission, on peut être plus ou moins prêt à
prendre un risque sur l'inertitude sur la performane de loalisation. Par exemple, dans ertaines
onditions, si l'on veut limiter le risque, une performane moyenne faible ave une variane faible
sera préférée à une performane moyenne importante mais ave une inertitude plus élevée. Cette
diérene de omportement peut se traduire par la dénition d'une fontion d'utilité paramétrée
par un paramètre aratéristique du omportement reherhé. On peut montrer, dans le as de r1
et sous l'hypothèse que la fontion de oût d'une trajetoire soit distribuée selon une loi gaussienne,
que le paramètre λr est diretement lié aux aratéristiques de ette fontion d'utilité [BSS06℄.
10.4 Conlusions
Dans e hapitre, nous avons proposé une démarhe permettant de prendre en ompte l'iner-
titude de arte dans la mesure de performane pour la loalisation dans le adre ontinu. Notre
approhe utilise la transformation unsented pour propager l'inertitude de arte sur les oûts
assoiés à haque déplaement élémentaire du graphe. Le problème de planiation est identique
au as sans erreurs sur les amers, mais ave une adaptation de la fontion à optimiser. En eet,
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nous avons introduit des fontions de risques onstruites à partir de la performane moyenne, de
l'inertitude sur elle-i et d'un paramètre de déision. La nature de la fontion de risque a un
impat diret sur la méthode de résolution du problème de planiation. Le hoix du paramètre de
risque permet de dénir des stratégies de déplaement à partir d'un ompromis entre performane
moyenne et niveau d'inertitude.
Chapitre 11
Conlusions et Perspetives
11.1 Synthèse des travaux
11.1.1 D'une arte de géographe à une représentation pour la navigation
Dans le adre de ette thèse sur la problématique de la performane de la loalisation d'un
système autonome muni d'une arte d'amers ave des erreurs, nous avons ommené par une ana-
lyse des soures d'erreurs possibles lors de la onstrution d'une arte vetorielle à la base de la
onstrution des amers. A partir de ette analyse, nous avons proposé une démarhe qui permet,
à partir de la arte vetorielle et en fontion de l'appliation visée, de onstruire une information
artographique à plusieurs ouhes intégrant l'inertitude initiale. Pour e faire, nous nous sommes
appuyés sur des résultats de la théorie des proessus pontuels pour modéliser l'organisation spa-
tiale des objets de la arte. L'idée prinipale repose sur la dénition de relations qui reètent les
propriétés de proximité, en termes de forme ou de positionnement, et d'alignement entre les objets.
Ces relations ont notamment été préisées pour les objets bâtiments et arbres traités dans nos
exemples. A partir de e formalisme des relations, nous avons introduit des paramètres permettant
de synthétiser la onnaissane sur les relations appliquées à une arte. Ces paramètres ont été
rendus aléatoires an de onstruire une loi a priori permettant de représenter des artes autour de
la même struture spatiale moyenne. A partir de ette a priori et de la densité déduite du modèle
de bruit sur la arte vetorielle, nous avons proposé un algorithme pour générer un éhantillon de
artes repésentatif de la struture spatiale et de l'erreur de la arte fournie. Cet algorithme uti-
lise une approhe MCMC pour éhantillonner la loi a posteriori. Les réalisations de la arte ainsi
obtenues sont à la base de la onstrution des diérentes ouhes d'information artographiques
utiles pour les besoins d'un système autonome. Les amers et leurs erreurs formalisées sous la forme
d'une matrie de ovariane sur leurs paramètres de position dans l'environnement onstituent le
premier niveau d'information. Des grilles d'oupation probabilistes et oues qui formalisent la pré-
sene d'obstales dans la zone d'évolution, ont également pu être déduites des exemples de artes
bruitées.
11.1.2 Loalisation et mesures de performane
Après avoir préisé une approhe possible pour la onstrution d'une arte d'amers sur la base
d'une artographie vetorielle bruitée, nous avons présenté le problème de loalisation d'un engin
autonome à partir de mesures fournies par ses apteurs et de la arte. L'état du système est om-
posé de sa position dans l'espae 2D et de son orientation, et les informations observées prises en
ompte sont les distanes et les mesures d'angles par rapport aux amers présents dans son hamp
de pereption. Nous avons rappelé les prinipales tehniques de ltrage qui peuvent être employées
pour résoudre le problème de loalisation, qui est un problème d'estimation de l'état du système
sur la base des mesures reçues et  orrélées  à la arte. Nous tenons à signaler que l'objet de ette
thèse n'était pas de produire un nouvel algorithme de loalisation, problématique déjà bien traitée
dans la littérature, mais de dénir des mesures de performane a priori. Nous avons ensuite abordé
les mesures de performane a priori et tout naturellement, ompte tenu de notre modèle, nous
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nous sommes foalisés sur la borne de Cramèr-Rao. Les fondements théoriques ont été rappelés et
l'appliation aux systèmes dynamiques non-linéaires disrets détaillée. En partiulier, nous avons
présenté la formule réursive, démontrée dans [TMN98℄, qui est un résultat essentiel pour le alul
réursif de la borne de Cramèr-Rao a posteriori.
Nous avons pu alors dériver la borne pour le modèle retenu pour notre système en onsidérant de
primabord que la arte disponible était parfaite. Trois méthodes, qui se distinguent par la manière
d'approximer les espéranes, ont été proposées pour le alul en pratique. L'une utilise la trajetoire
nominale imposée, les autres impliquent un éhantillonnage autour de ette trajetoire nominale
par tirage de Monte-Carlo ou en utilisant la tranformée inodore, ou unsented en anglais. Nous
avons analysé le omportement de es approhes et remarqué que la borne basée sur la transformée
inodore était trop optimiste.
Pour tenir ompte de l'erreur de arte, nous avons étendu la borne initiale en adaptant le modèle
d'observation initial du système grâe à un développement limité des fontionnelles de mesures
autour de la position moyenne des amers. Cette adaptation du modèle s'est traduite par une mo-
diation de la struture de l'erreur sur les mesures de distanes et d'angles. Les algorithmes de
alul de la borne ave erreur sur la arte sont don similaires au as sans erreur mais ave une
prise en ompte de ette erreur supplémentaire, due à la propagation des erreurs sur la position des
amers. Nous avons pu montrer que le niveau et l'orientation, relativement à la position du mobile,
des erreurs sur les amers avaient une inuene sur la mesure de performane.
A partir de es éléments, nous avons proposé diérents ritères de performane basés sur le dé-
terminant de la projetion de la borne sur les paramètres de position du mobile : La performane
nale qui permet de mesurer la performane atteignable en bout de trajetoire, la performane
moyenne et la performane de type minmax.
Le problème de la dénition d'une mesure de performane a également été abordée pour un mo-
dèle d'évolution supposé ontinu. La performane instantanée pour l'état omplet du système a été
déduite de la matrie d'information de Fisher liée au proessus d'observation. Nous avons obtenu,
à partir d'une propriété d'algèbre linéaire lassique, une formulation intéressante du déterminant
de ette matrie. Grâe à e résultat, nous avons pu omprendre l'inuene du positionnement
relatif des amers par rapport au déplaement dans la performane globale de loalisation. Dans e
as, la prise en ompte de l'inertitude sur la position des amers a été possible grâe à l'utilisation
de la transformée inodore appliquée au veteur aléatoire omposé des oordonnées des amers. Une
notion d'inertitude sur la mesure de performane a pu alors être alulée à partir des sigma-points
homogènes à des réalisations de artes représentatives du bruit. Enn, nous avons onstruit à partir
de es éléments une fontion de risque qui tient ompte à la fois du niveau de performane moyen
atteignable et de l'inertitude sur elui-i. L'objetif est de nir un ompromis entre la reherhe
de ongurations géométriques amers-mobile optimales et le niveau d'inertitude sur les amers
utilisés.
11.1.3 Des approhes pour l'optimisation des trajetoires
A partir des fontions de oûts onstruites sur la base de la borne de Cramèr-Rao, nous nous
sommes intéressés au problème d'optimisation de trajetoires entre deux zones prédénies.
Pour la modélisation disrète, nous avons vu qu'il n'était pas possible de résoudre le problème par
des algorithmes de type programmation dynamique. Nous avons don proposé une approhe pour
la résolution qui utilise la méthode de ross-entropie développée par Rubinstein et al. [RK04℄. La
philosophie des algorithmes onsiste à faire onverger une famille paramétrique de densités de pro-
babilité permettant de générer des trajetoires admissibles autour de la trajetoire optimale au sens
de notre fontionnelle de performane. Deux algorithmes ont été délinés. Le premier s'appuie sur
un méanisme de rejet des trajetoires qui violent les ontraintes du problème alors que le seond,
grâe à deux niveaux d'optimisation, permet de générer diretement de  bonnes  trajetoires.
Nous avons essentiellement analysé le omportement de la première méthode. An d'appréier la
onvergene de notre méthode de planiation, nous avons utilisé les résultats de la théorie des
valeurs extrêmes, qui permettent d'extrapoler le omportements de la queue d'une densité sous
ertaines onditions. Sur la base d'un éhantillon de trajetoires susamment grand, nous avons
obtenu des estimateurs des quantiles extrêmes, ave leurs intervalles de onane, dans le but de
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les omparer au oût des trajetoires optimales trouvées par notre algorithme.
Pour le adre ontinu, les oûts des trajetoires ont été dénis à partir des oûts des déplae-
ment élémentaires entre deux noeuds d'un graphe. Nous avons vu que la performane était liée à
l'ar de déplaement hoisi mais aussi à la vitesse utilisée sur et ar. Lorsque l'on s'intéresse uni-
quement à l'optimisation de la séquene d'orientation sans ontrainte sur les vitesses, le problème
peut être résolu par une approhe de type programmation dynamique pour la fontion de risque
basée sur la variane. Pour la fontion de risque ave l'éart-type sur le oût d'une trajetoire, nous
avons dus exploiter une approhe basée sur la ross-entropie pour obtenir des trajetoires prohes
de l'optimum.
11.2 Pour aller plus loin
11.2.1 Une mesure de performane plus omplète
Le problème de loalisation onsidéré dans ette thèse faisait l'hypothèse d'une mise en orres-
pondane ou assoiation parfaite entre les mesures aquises par le apteur et les amers disponibles.
En pratique, les onditions de pereption peuvent être à l'origine de diultés sur e point. Par
exemple, lorsque des amers sont vus sous des angles très prohes, des ambiguïtés peuvent appa-
raître. Sur la base d'une modélisation de la performane du proessus d'assoiation, il est alors
possible de dénir une borne de Cramèr-Rao qui intègre e phénomène. Une première piste onsis-
terait à dénir un modèle de mauvaise assoiation entre deux amers en fontion de leur proximité
relativement à la position du mobile. La dérivation de la borne sur l'erreur d'estimation se rappro-
herait des développements réalisés pour les problèmes de pistage multi-ibles. Une autre voie serait
de dénir une loi de probabilité sur les matries d'assoiation modélisant la mise en orrespondane
des mesures et des amers. Une telle matrie n'est omposée que de 1 et de 0. Il n'est don pas
possible de aluler diretement la borne de Cramèr-Rao qui néessite des densités régulières. Une
façon de ontourner ette diulté est de régulariser la densité en introduisant une variable ǫ > 0,
puis d'eetuer un passage à la limite en supposant les onditions de ontinuité vériées. Une autre
approhe serait de onsidérer non plus la borne de Cramèr-Rao mais la borne de Weiss-Weinstein,
par exemple, qui est moins ontraignante sur les propriétés à vérier par les densités de probabilité.
11.2.2 Vers des mesures de performane pour la artographie en ligne
Dans nos travaux, nous avons fait l'hypothèse que la artographie était disponible a priori et
qu'elle n'évoluait pas au ours du temps. En robotique, on est souvent plaé dans le as inverse où
la arte est onstruite ou enrihie en ligne. On parle de problèmes de loalisation et artographie
simultanée, ou SLAM en anglais. L'état du système n'est plus restreint à elui du mobile, mais
augmenté des paramètres modélisant la artographie. En outre, la onstrution se faisant en même
temps que la déouverte du lieu, la dimension de l'état évolue au ours du temps. Nous ne voyons
pas de limites majeures des aluls de bornes présentés pour tenir ompte de l'évolution de la
artographie. La diérene essentielle sera la dénition d'une borne de dimension variable.
11.2.3 Optimisation onjointe de l'orientation et de la vitesse
Pour les raisonnements dans le adre ontinu, nous avons résolu le problème de planiation en
se restreignant à l'optimisation de la ommande en orientation. Lorsque l'on s'intéresse aussi à la
dénition de la séquene des vitesses sous ontraintes, le problème est plus omplexe. En eet, il
est néessaire de déoupler le problème en deux phases
1. une pour le hoix d'une trajetoire admissible,
2. une autre pour le hoix de la suite de vitesses.
On est don fae à un problème d'optimisation par nature hiérarhique. Nous suggérons quelques
piste pour une solution basée sur la méthode de ross-entropie.
Le premier étage de séletion d'une trajetoire est réalisée, en supposant la vitesse onstante et
onnue, à partir des algorithmes V1 et V2 proposés pour la génération de trajetoire. Une fois
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déterminée la trajetoire, il onvient dans un seond temps de hoisir la séquene de vitesses opti-
male. L'optimisation de la séquene de vitesses est un problème non-linéaire sous ontraintes pour
la fontion de risque r1, et en partiulier quadratique pour r2. Il faut noter qu'il n'est pas exlu de
se trouver sur une proposition de trajetoire où la ontrainte de vitesse est violée. On lui aete
alors diretement une valeur de oût pénalisante. Dans le as ontraire, on détermine la valeur de
la fontion de risque en onsidérant la séquene optimale de vitesses fournie par un algorithme de
résolution de problème d'optimisation non-linéaire sous ontraintes.
Préisions omment ette résolution est réalisée en pratique pour une trajetoire donnée, en res-
petant les ontraintes de temps maximal et de vitesse bornée. Soit une trajetoire τ dénie par la
séquene d'ars (e1, · · · , enτ ), on doit résoudre les problèmes d'optimisation
max
(vep )0≤p≤nτ
fj(ve1 , · · · , venτ ) j = 1, 2
s.c.
nτ∑
p=1
l(ep)
vep
≤ ∆m
∀ p, v− ≤ vei ≤ v+,
(11.1)
ave
f1(ve1 , · · · , venτ ) :=
nτ∑
p=1
1
vep
C˜(ep)− λr
nτ∑
p=1
1
v2ep
σ2
C˜
(ep)
f2(ve1 , · · · , venτ ) :=
nτ∑
p=1
1
vep
C˜(ep)− λr
√√√√ nτ∑
p=1
1
v2ep
σ2
C˜
(ep)
Il est possible de résoudre le problème équivalent en onsidérant omme variable l'inverse des
vitesses. On peut remarquer que l'ensemble admissible pour les vitesses déni par les ontraintes
(pavé de R
nτ
et ontrainte linéaire) est un ensemble onvexe. La fontionnelle f1(ve1 , · · · , venτ )
est onave ar on s'intéresse à des trajetoires où au moins un des ars à un oût non nul. Un
optimum loal est don un optimum global. La fontionnelle f2(ve1 , · · · , venτ ) est non-linéaire. Pour
résoudre, il onvient de s'intéresser aux solutions des systèmes d'équations issues de la formulation
des onditions de Karush-Kuhn-Tuker (KKT) [BSS06℄.
11.2.4 Amélioration sur mesure de la qualité de la arte
Dans les diérents développements, nous avons onsidéré le hoix de la stratégie de déplaement
omme le paramètre de déision. Dans le as du modèle disret, la trajetoire est hoisie en fontion
de la performane qui intègre la onnaissane sur le modèle du mobile, les erreurs du apteur et
l'inertitude sur la onnaissane des amers. Pour le modèle ontinue, un ritère de risque a été
introduit et a permis une séletion traduisant un ompromis entre performane de loalisation
et inertitude sur le niveau de performane. Maintenant, nous pouvons supposer que le déideur
dispose d'une liberté supplémentaire qui onsiste, une fois la trajetoire optimale obtenue par les
approhes préédentes et pour une qualité de arte donnée, à améliorer la préision d'un nombre ni
d'amers de la arte. Une onséquene possible est la possibilité de réduire le temps de parours de
la trajetoire, en adaptant les vitesses, qui peut avoir un intérêt (disrétion...). On s'intéresse don
à la problématique qui onsiste à optimiser sous ontraintes des moyens permettant d'améliorer
une sous-partie de la arte. A titre d'exemple, ette amélioration peut-être réalisée en employant un
moyen de mesure omplémentaire d'un niveau de préision supérieur disponible sur la plate-forme
ou des moyens d'autres plates-formes déployés sur zone avant ou pendant la mission. On peut
envisager par exemple des moyens atifs, souvent onsommateurs en ressoures et qui imposent
des stratégies d'emploi parimonieuses. L'objetif est don de dénir une arte  sur mesure 
pour une hypothèse de trajetoire. Nous présentons quelques éléments pour la formalisation et la
résolution de e problème pour la modélisation dans le adre ontinu. Une approhe similaire est
possible pour la mesure de performane dénie dans le adre disret.
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Les apaités d'amélioration. Le niveau d'inertitude sur la arte est modélisé par la donnée
de la matrie de ovariane sur les positions des amers. La apaité d'amélioration peut onsister
à ontrater les matries de ovarianes initiales des amers. Pour haque amer fj , j = 1, · · · , nC,
on note Σ0(fj) et Σ
a(fj) la matrie de ovariane avant et après amélioration. On introduit la
variable disrète δaj ∈ {0, 1} qui modélise l'ation d'amélioration de l'amer j. A l'issue du proessus
de déision pour l'amélioration de la arte, on a don
Σa(fj) =
{
qΣ0(fj), ave 0 < q ≤ 1 si δaj = 1,
Σ0(fj) si δ
a
j = 0.
(11.2)
On peut également faire les hypothèses suivantes :
1. le oeient de ontration q prend des valeurs disrètes. On note Q l'ensemble des nQ valeurs
possibles. On notera de façon formelle q = 0 lorsqu'il n'y a pas d'amélioration.
2. L'amélioration est loalement homogène. On introduit don une segmentation de la zone
d'évolution D et na zones Da suseptibles d'être améliorées. Tous les amers ontenus dans
une même zone Da reçoivent le même niveau d'amélioration.
3. Le oût d'une amélioration est fontion de la zone Da et du taux de ontration appliquée.
On note P (Da, q) ∈ R+ le oût en ressoures assoié ave P (Da, q) = 0 lorsque la zone ne
fait pas l'objet d'une amélioration.
4. Les ressoures employées pour l'amélioration sont limitées. On introduit don le oût maximal
Pm disponible et pour une stratégie d'amélioration (Da, qa), a = 1, · · ·na.
na∑
j=1
P (Da, qa) ≤ Pm. (11.3)
Impats de l'amélioration de la arte. Considérons une trajetoire τ omposée de nτ dépla-
ements élémentaires réalisés à vitesse et orientation onstantes. La mesure de risque assoiée à
ette trajetoire est obtenue à partir de la moyenne et de la variane du oût élémentaire basé sur la
matrie d'information de Fisher sur les moreaux de trajetoires. Ces deux moments ont été estimés
en onsidérant une transformation inodore sur le veteur de position des amers. L'amélioration de
l'inertitude sur la donnée artographique modie l'estimation de es deux paramètres.
Proposition d'une solution. La méthode de ross-entropie fournit un adre pour la résolution
de e problème. Il sut de dénir une famille de probabilités permettant de tirer na zones parmi
les nQ. L'approhe la plus simple onsiste à assoier à haque paramètre de déision δ
a
j une densité
de probabilité permettant de modéliser la probabilité d'être dans l'état 1 ou 0. Sur la base de ette
famille de lois, il est alors possible de proposer des ongurations de zones améliorées. Les oûts
élémentaires sur la trajetoire peuvent don être de nouveau alulés et la séquene de vitesses
optimisée pour dénir le oût de performane global pour la trajetoire et don de la onguration
améliorée sous-jaente. Par itération de l'algorithme, il est alors possible de tendre vers une aetion
des eorts d'amélioration de la arte.
11.2.5 Vers la replaniation en ligne
Pour le modèle disret, nous avons abordé le problème de planiation de la trajetoire hors-
ligne de la position initiale à la zone ible. La trajetoire ainsi onstruite peut être vue omme
une planiation avant mission. En ours de mission, il est possible de dénir une approhe de
planiation en ligne sur un horizon temporel xé T en utilisant les mêmes algorithmes. Il onvient
néanmoins de prendre en ompte, à haque phase de replaniation à tk, les modiations suivantes
 l'état initial à onsidérer est l'état estimé Xˆk par le ltre embarqué,
 la matrie d'information de Fisher Jk est égale à l'inverse de matrie de ovariane sur l'erreur
d'estimation Pˆk également fournie par le proessus de ltrage.
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Annexe A
Modèles assoiés à la dynamique du
système
A.1 Modèle d'inertitude sur les ommandes appliquées
L'appliation de la ommande à haque instant introduit un bruit de déplaement et de rotation.
On suppose que la ommande réellement exéutée est une version bruitée de la ommande imposée
uok
vk = v
o
k + ω
v
k (A.1)
φk = φ
o
k + ω
φ
k (A.2)
Les paramètres ωvk et ω
φ
k onstituent les bruits sur les entrées qui peuvent être probabilistes de loi
onnue ou déterministes et inonnues mais bornées d'amplitudes onnues. La méthode d'estima-
tion utilisée pour la loalisation est fortement dépendante de la nature et de la struture de es
grandeurs. Si l'on fait l'hypothèse d'inertitude de faibles amplitudes, on peut eetuer un déve-
loppement limité au premier ordre au voisinage de la ommande uok. En développant les aluls sur
haune des omposantes de l'état Xk, il vient
xk+1 = xk + (v
o
k + ω
v
k) cos(θk + φ
o
k + ω
φ
k )δtk (A.3)
yk+1 = yk + (v
o
k + ω
v
k) sin(θk + φ
o
k + ω
φ
k )δtk (A.4)
Si les bruits sont relativement faibles, les approximations suivantes peuvent être utilisées
cos(ωvk) ≈ 1 et sin(ωφk ) ≈ ωφk (A.5)
et en utilisant les relations trigonométriques remarquables
cos(θk + φ
o
k + ω
φ
k ) ≈ cos(θk + φok)− sin(θk + φok)ωφk (A.6)
sin(θk + φ
o
k + ω
φ
k ) ≈ cos(θk + φok)ωφk + sin(θk + φok) (A.7)
En introduisant les relations (A.6) et (A.7) dans l'équation de dynamique et en simpliant les
termes d'ordre supérieur, on obtient pour les paramètres de position
xk+1 = xk + v
o
k cos(θk + φ
o
k)δtk + cos(θk + φ
o
k)δtkω
v
k − v
o
k sin(θk + φ
o
k)δtkω
φ
k
yk+1 = yk + v
o
k sin(θk + φ
o
k)δtk + sin(θk + φ
o
k)δtkω
v
k + v
o
k cos(θk + φ
o
k)δtkω
φ
k
L'équation de prédition peut s'érire au nal omme suit
Xk+1 = Xk +B(θk, u
o
k) +G(θk, u
o
k)ωk
ave
B(θk, u
o
k)) =

vok cos(θk + φok)δtkvok sin(θk + φok)δtk
φok

 ,
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et
G(θk, u
o
k) =

cos(θk + φok)δtk −vok sin(θk + φok)δtksin(θk + φok)δtk vok sin(θk + φok)δtk
0 1

 =

H1k
e∗


où
H1k =
(
cos(θk + φ
o
k)δtk −vok sin(θk + φok)δtk
sin(θk + φ
o
k)δtk v
o
k sin(θk + φ
o
k)δtk
)
, e =
(
0
1
)
.
Dans le as probabiliste, l'équation de dynamique fait don apparaître un veteur de bruit gaussien
additif de matrie de ovariane donnée par
Quk = Ew {G(θk, uok)WkWk∗G(θk, uok)∗} . (A.8)
aveWk est le veteur dont les omposantes sont les bruits sur les ommandes [ω
v
k, ω
φ
k ]
∗
. En notant
σ2v et σ
2
φ les varianes respetives sur la omposante en vitesse de déplaement et orientation,
l'expression de Qk peut être déduite. De façon plus préise, on a
Quk = G(θk, u
o
k)Ew {WkWk∗}G(θk, uok)∗ =
(
H1k
e∗
)
Cu
(
H1∗k e
)
(A.9)
où
Cu =
(
σ2v 0
0 σ2φ
)
.
Les règles de alul matriiel permettent d'érire
Quk =
(
H1kCuH
1∗
k H
1
kCue∗
eCuH
1∗
k eCue∗
)
e qui est équivalent à
Quk =
(
Qxyk Dθk
D∗θk σ
2
φ
)
où la matrie Qxyk projetion de l'inertitude sur le sous espae dénie par les omposantes du ve-
teur assoiée à la position et le veteur olonne Dθk traduisant la orrélation entre es omposantes
et l'orientation. On peut montrer que
Qxyk = R∗θk+φok
(
δt2kσ
2
v 0
0 δt2kv
o
k
2σ2φ
)
Rθk+φok . (A.10)
Rθk+φok est la matrie de rotation d'angle θk + φok et
Dθk = σ
2
φv
o
kδtk
(− sin(θk + φok)
cos(θk + φ
o
k)
)
= σ2φv
o
kδtkCθk (A.11)
Annexe B
Quelques éléments de alul pour la
BCRB
B.1 Dérivation de la formule de Slepian-Bang
Nous nous intéressons à la dérivation de la matrie d'information de Fisher dans la adre
l'estimation d'un veteur aléatoire de paramètres de loi gaussienne. Pour e faire nous sommes
amenés à onsidérer les propriétés du déterminant et de sa diérentielle. Nous supponsons don
donnée un veteur aléatoire X sur un espae probabilisé à valeur dans Rn de densité de la forme :
pθ(x) =
1
(2π)
n
2
1√
det(Γθ)
exp
{
−1
2
(x− h(θ))∗Γ−1θ (x− h(θ))
}
(B.1)
où θ est un veteur de Rm et h(θ) une fontion vetorielle de Rm dans Rn. On s'intéresse
au alul de la matrie d'information de Fisher dénie à partir de l'espérane du laplaien du
logarithme de la densité de probabilité de la quantité
lθ(x) = − ln(pθ(x)) = c1 + 1
2
ln(det(Γθ))︸ ︷︷ ︸
(1)
+
1
2
(x− h(θ))∗Γ−1θ (x− h(θ))︸ ︷︷ ︸
(2)
, (B.2)
'est-à-dire EX|θ∆θθlθ(x). Notons la fontionnelle fd(M) = ln(det(M)) de S
+
sur R
+
. Sa dérivée
en M d'ordre 1 et 2, le long de la diretion dénie par B ∈ S est donnée par
f ′d(M ;B) = −tr(M−1B) (B.3)
f ′′d (M ;B) = tr(M
−1BM−1) (B.4)
et le gradient en M , f ′d(M) = −M−1. Par ailleurs, on a pour toute matrie A(η) et B(η) dont
les oeients sont des fontions du paramètre réel η, et pour toute appliation f
∂f(A(η))
∂η
= f ′
(
A(η);
∂A(η)
∂η
)
,
∂tr(A(η))
∂η
= tr
(
∂A(η)
∂η
)
(B.5)
∂A(η)B(η)
∂η
=
∂A(η)
∂η
B(η) +A(η)
∂B(η)
∂η
(B.6)
et si A(η) est en plus non singulière
∂A−1(η)
∂η
= −A−1(η)∂A(η)
∂η
A−1(η).
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dans le adre le plus général la matrie Γθ a ses oeients qui dépendent des omposantes du
veteurs θ, on déduit pour le terme (1) de l'équation (B.2) et des propriétés préédentes :
∀i = 1, · · · ,m ∂fd(Γθ)
∂θi
= −tr
(
Γ−1θ
∂Γθ
∂θi
)
et don
∀i, j = 1, · · · , n ∂
2fd(Γθ)
∂θj∂θi
= −tr
(
∂Γ−1θ
∂θj
∂Γθ
∂θi
+ Γ−1θ
∂2Γθ
∂θj∂θi
)
= tr
(
Γ−1θ
∂Γθ
∂θj
Γ−1θ
∂Γθ
∂θi
− Γ−1θ
∂2Γθ
∂θj∂θi
)
= tr
(
Γ−1θ
∂Γθ
∂θj
Γ−1θ
∂Γθ
∂θi
)
− tr
(
Γ−1θ
∂2Γθ
∂θj∂θi
)
Considérons le terme (2) de B.2 et déterminons Ex|θ ∂
2
∂θj∂θi
(x − h(θ))∗Γ−1θ (x− h(θ)). On a
∂2
∂θj∂θi
(x − h(θ))∗Γ−1θ (x− h(θ)) =
∂
∂θj
{
(x − h(θ))∗ ∂Γ
−1
θ
∂θi
(x − h(θ))
}
− 2 ∂
∂θj
{
∂h(θ)
∂θj
Γ−1θ (x− h(θ))
}
= (x− h(θ))∗ ∂
2Γ−1θ
∂θj∂θi
(x− h(θ)) − 2 ∂
2h(θ)
∂θj∂θi
Γ−1θ (x − h(θ))︸ ︷︷ ︸
(∗)
− 2 ∂h(θ)
∂θj
∂Γ−1θ
∂θi
Γ−1θ (x− h(θ))︸ ︷︷ ︸
(∗∗)
+2
∂h(θ)
∂θj
Γ−1θ
∂h(θ)
∂θi
− 2 ∂h(θ)
∂θi
∂Γ−1θ
∂θi
(x− (θ))︸ ︷︷ ︸
(∗∗∗)
(B.7)
En onsidérant l'espérane, les termes (∗), (∗∗) et (∗ ∗ ∗) ont une ontribution nulle ar on obtient
des quantités liées à la moyenne du veteur aléatoire X −h(θ) qui, par hypothèse de modélisation,
est nulle. Pour obtenir la relation reherhée, il onvient de montrer que
Ex|θ
{
(x − h(θ))∗ ∂
2Γ−1θ
∂θj∂θi
(x− h(θ))
}
= tr
(
Γ−1θ
∂2Γθ
∂θj∂θi
)
On s'intéresse don au alul de l'expérane d'une forme quadratique d'un veteur gaussien. Nous
utilisons le lemme démontré dans [Mag86℄.
Lemme 2 Soit X un veteur de dimension n distribué selon la loi normale N (µX ,Σ). On suppose
disponible une matrie T inversible telle que Σ = T T ∗. Soit A une matrie symétrique de taille
n × n. Alors les umulants κ1, κ2, · · · de la variable quadratique x∗Ax s'expriment de la façon
suivante
κj = E
{
(X∗AX)j
}
= 2j−1(j − 1)!
(
tr(T ∗AT )j + jµ∗XT
∗−1(T ∗AT )jT−1µX
)
(B.8)
En partiulier pour j = 1, nous avons le résultat E {(X∗AX)} = tr(T ∗AT )+ µ∗XAµX . La démons-
tration de e lemme s'appuie sur une transformation linéaire dite de Mahalanobis de la variable X
en utilisant la matrie Σ−
1
2
. Cette transformation permet d'obtenir un veteur gaussien entré et
réduit. Le résultat nal est alors obtenu en utilisant le lien entre la fontion aratéristique et les
moments d'une variable aléatoire.
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B.2 Éléments pour la détermination de D11k
Le alul de D11k fait intervenir la formule de Slepian− Bang ave un alul de la dérivée de
la matrie de ovariane Qk par rapport à haune des omposantes de l'état du système. Cette
dernière ne dépend que de la omposante θk dérivant son orientation, on s'intéresse au terme
tr
(
Q−1k
dQk
dθk
Q−1k
dQk
dθk
)
.
Nous allons tout d'abord déterminer les matries qui interviennent dans ette relation, en partiulier
la dérivée par rapport à l'orientation de la matrie de ovariane
dQk
dθk
=
dQuk
dθk
+
dQmk
dθk
=
dQuk
dθk
.
En utilisant l'expression de Quk
dQuk
dθk
=
(
dQxy
k
dθk
σφbk
dCθk
dθk
σφbk
dC∗θk
dθk
0
)
ave dCθk/dθk = −
(
cθk+φk sθk+φk
)∗
et
dQxyk
dθk
=
d
dθk
{R∗θk+φkDiag(a2k, b2k)Rθk+φk}
=
dR∗θk+φk
dθk
Diag(a2k, b2k)Rθk+φk︸ ︷︷ ︸
(1)
+R∗θk+φkDiag
(
a2k, b
2
k
)dRθk+φk
dθk︸ ︷︷ ︸
(2)
.
(B.9)
Les dérivées des matries de la relation préédente s'obtiennent en onsidérant les dérivées des
fontions trigonométriques
dR∗θk+φk
dθk
=
(−sθk+φk −cθk+φk
cθk+φk −sθk+φk
)
(B.10)
On peut alors déterminer l'expression de la matrie (1)
dR∗θk+φk
dθk
Diag(a2k, b2k)Rθk+φk =
(−sθk+φk −cθk+φk
cθk+φk −sθk+φk
)
Diag(a2k, b2k)
(
cθk+φk sθk+φk
−sθk+φk cθk+φk
)
=
(
(b2k − a2k) cθk+φksθk+φk −(a2ks2θk+φk + b2kc2θk+φk)
(a2kc
2
θk+φk
+ b2ks
2
θk+φk
) −(b2k − a2k) cθk+φksθk+φk
)
et de même on a pour (2)
R∗θk+φkDiag
(
a2k, b
2
k
)dRθk+φk
dθk
=
(
(b2k − a2k) cθk+φksθk+φk (a2kc2θk+φk + b2ks2θk+φk)−(a2ks2θk+φk + b2kc2θk+φk) −(b2k − a2k) cθk+φksθk+φk
)
.
Ce qui entraîne au nal
dQxyk
dθk
=
(
2 (b2k − a2k)cθk+φksθk+φk −(b2k − a2k)(c2θk+φk − s2θk+φk)−(b2k − a2k)(c2θk+φk − s2θk+φk) −2 (b2k − a2k)cθk+φksθk+φk
)
= qk
(
s2(θk+φk) −c2(θk+φk)
−c2(θk+φk) −s2(θk+φk)
)
= qkNk
(B.11)
en posant qk = (b
2
k − a2k). Introduisons le veteur G∗θ
k
=
dCθ
k
dθk
= − (cθk+φk sθk+φk)∗. en outre, on
peut noter que les veteurs Gθ
k
et Cθ
k
sont de norme unitaire et orthogonaux.
On peut obtenir une ériture remarquable pour la matrie Nk, à partir des veteurs Cθ
k
et Gθ
k
.
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Nk = Cθ
k
G∗θ
k
+Gθ
k
C∗θ
k
. (B.12)
Remarque : De ette nouvelle expression de Nk et de la propriété d'orthogonalité, nous pou-
vons déduire les relations suivantes impliquant la matrie Nk et les veteurs Cθ
k
etGθ
k
.
NkGθ
k
= (Cθ
k
G∗θ
k
+Gθ
k
C∗θ
k
)Gθ
k
= Cθ
k
||Gθ
k
||2
On en déduit don que
NkGθ
k
= Cθ
k
. (B.13)
De même, on a
NkCθ
k
= (Cθ
k
G∗θ
k
+Gθ
k
C∗θ
k
)Cθ
k
= Gθ
k
||Cθ
k
||2
Ce qui équivaut à
NkCθ
k
= Gθ
k
. (B.14)
Enn, onsidérons le produit de la matrie Nk par elle même. On a
NkNk = (Cθ
k
G∗θ
k
+Gθ
k
C∗θ
k
).(Cθ
k
G∗θ
k
+Gθ
k
C∗θ
k
)
= Cθ
k
||Gθ
k
||2C∗θ
k
+Gθ
k
||Cθ
k
||2G∗θ
k
= Cθ
k
C∗θ
k
+Gθ
k
G∗θ
k
=
(
s2(θk+φk) −c(θk+φk)s(θk+φk)
−c(θk+φk)s(θk+φk) c2(θk+φk)
)
+
(
c2(θk+φk) c(θk+φk)s(θk+φk)
c(θk+φk)s(θk+φk) s
2
(θk+φk)
)
(B.15)
Cela équivaut à la relation
NkNk = I2. (B.16)
Ces trois propriétés seront utiles dans les aluls qui vont suivre et qui serviront à la détermination
de la borne de Cramèr-Rao a posteriori pour notre problème de loalisation.
B.2.1 Calul de Q−1k
Nous aurons besoin également du alul de l'inverse de la matrie de ovariane de l'erreur
de prédition Qk. Pour la déterminer, on exploite le lemme d'inversion matriielle relativement
lassique et aussi appelé lemme de Shur :
Lemme 3 Soient A une matrie inversible de taille m ×m et les matries B, C et D de tailles
respetives n−m× n−m, n−m×m et m× n−m, n > m, alors(
A D
C B
)−1
=
(
A−1 +A−1D∆−1CA−1 −A−1D∆−1
−∆−1CA−1 ∆−1
)
où ∆ = B − CA−1D.
Appliquons e lemme à notre matrie qui se déompose par blos de la façon suivante
Qk =
(
σ2kI2 +Qxyk σφbkCθk
σφbkC
∗
θ
k
σ2θk + σ
2
φ
)
. (B.17)
Dans l'expression préédente, on a posé σk = σδtk et σθk = σθδtk. Déterminons tout d'abord
l'inverse du blo supérieur gauhe de taille 2× 2.
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Inverse de σ2kI2 +Qxyk
A = σ2kI2 +Qxyk =
(
σ2k + a
2
k c
2
θk+φk
+ b2ks
2
θk+φk
(a2k − b2k) cθk+φksθk+φk
(a2k − b2k) cθk+φksθk+φk σ2k + a2k s2θk+φk + b2kc2θk+φk
)
.
Le déterminant de ette matrie est donnée par l'expression suivante.
dk = (a
2
kc
2
θk+φk
+ b2ks
2
θk+φk
+ σ2k)(a
2
ks
2
θk+φk
+ b2kc
2
θk+φk
+ σ2k)− (a2k − b2k)2c2θk+φks2θk+φk
= a2kb
2
k(s
4
θk+φk + c
4
θk+φk + 2c
2
θk+φks
2
θk+φk) + σ
2
k(a
2
k + b
2
k)(c
2
θk+φk + s
2
θk+φk) + σ
4
k
= a2kb
2
k(s
2
θk+φk + c
2
θk+φk)
2 + σ2k(a
2
k + b
2
k) + σ
4
k
= a2kb
2
k + σ
2
k(a
2
k + b
2
k) + σ
4
k
soit
dk = (a
2
k + σ
2)(b2k + σ
2
k). (B.18)
On en déduit l'expression de l'inverse de A
A−1 =
1
dk
(
σ2 + a2k s
2
θk+φk
+ b2kc
2
θk+φk
−(a2k − b2k) cθk+φksθk+φk
−(a2k − b2k) cθk+φksθk+φk σ2 + a2k c2θk+φk + b2ks2θk+φk
)
=
1
dk
{
σ2kI2 +Mk
}
.
(B.19)
en posant
Mk =
(
a2k s
2
θk+φk
+ b2kc
2
θk+φk
−(a2k − b2k) cθk+φksθk+φk
−(a2k − b2k) cθk+φksθk+φk a2k c2θk+φk + b2ks2θk+φk
)
. (B.20)
On peut adopter plusieurs éritures pour la matrie Mk. Tout d'abord, elle s'exprime en fontion
de la matrie de rotation d'angle θk + φk +
π
2
Mk = R∗θk+φk+pi2Diag
(
a2k, b
2
k
)Rθk+φk+pi2 .
Une autre formulation peut être obtenue en onsidérant les veteurs orthogonaux Gθ
k
et Cθ
k
:
Mk = a
2
k
(
s2θk+φk −cθk+φksθk+φk−cθk+φksθk+φk c2θk+φk
)
+ b2k
(
c2θk+φk cθk+φksθk+φk
cθk+φksθk+φk s
2
θk+φk
)
Les veteurs Gθ
k
et Cθ
k
sont unitaires, e qui donne
Mk = a
2
k CθkC
∗
θk
+ b2kGθkG
∗
θ
k
. (B.21)
De ette ériture et de la relation d'orthogonalité entre Gθ
k
et Cθ
k
, on déduit de façon immédiate
les propriétés suivantes
MkCθk = a
2
kCθkC
∗
θk
Cθk = a
2
k||Cθk ||2Cθk
soit
MkCθk = a
2
kCθk . (B.22)
De même, on montre diretement
MkGθ
k
= b2kGθk (B.23)
et M∗k = Mk.
Considérons les autres omposantes matriielles impliquées dans l'appliation du lemme d'inver-
sion. Dans notre as, la matrie B est une onstante et vaut B = σ2φ + σ
2
θk
et les matries C et D
sont des veteurs vériant D = C∗ = σφbkCθk .
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La matrie ∆. Dans le as onsidéré ii ∆ est un nombre réel. Nous allons le préiser en utili-
sant l'expression de A−1 en fontion de la matrieMk, que le veteur Cθ
k
est unitaire et la relation
dérivée préédemment à l'équation (B.22). On a don
∆ = (σ2φ + σ
2
θk
)− σ
2
φb
2
k
dk
C∗θk
{
σ2kI2 +Mk
}
Cθk = (σ
2
φ + σ
2
θk
)− σ
2
φb
2
k
dk
(
σ2kC
∗
θk
Cθk + C
∗
θk
MkCθk
)
= (σ2φ + σ
2
θk)−
σ2φb
2
k
dk
(
σ2k||Cθk ||2 + C∗θka2kCθk
)
= (σ2φ + σ
2
θk)−
σ2φb
2
k
dk
(
σ2k||Cθk ||2 + a2k||Cθk ||2
)
= (σ2φ + σ
2
θk)−
1σ2φb
2
k
dk
(
σ2k + a
2
k
) ||Cθk ||2 = (σ2φ + σ2θk)− σ2φb2kdk (σ2k + a2k)
= (σ2φ + σ
2
θk
)− σ
2
φb
2
k
dk
(σ2k + a
2
k)
En substituant dk par son expression (a
2
k + σ
2)(b2k + σ
2
k) obtenue à l'équation (B.18), on arrive à
la relation
∆ =
(σ2k + b
2
k)σ
2
θk
+ σ2kσ
2
φ
(σ2k + b
2
k)
(B.24)
Remarque. La valeur obtenue est ohérente ave l'analyse du omportement du système lorsque
l'on onsidère que les erreurs sur l'appliation des ommandes sont nulles. En et, dans ette on-
guration, bk = σφ = 0, et don ∆ = σ
2
θk
qui se restreint uniquement à l'inertitude sur induite sur
l'orientation par la modélisation adoptée.
La matrie A−1 +A−1D∆−1CA−1. De même, nous utilisons les résultats démontrés préédem-
ment. ∆ étant une onstante, en substituant les matries par leurs expressions respetives, on
obtient
A−1 + A−1D∆−1CA−1 =
1
dk
{
σ2kI2 +Mk
}
+∆−1
σ2φb
2
k
dk
{
σ2kI2 +Mk
}
CθkC
∗
θk
1
dk
{
σ2kI2 +Mk
}
=
1
dk
{
σ2kI2 +Mk
}
+
σ2φb
2
k
∆d2k
{
σ2kCθkC
∗
θk +MkCθkC
∗
θk
} {
σ2kI2 +Mk
}
=
1
dk
{
σ2kI2 +Mk
}
+
σ2φb
2
k(σ
2
k + a
2
k)
∆d2k
CθkC
∗
θk
{
σ2kI2 +Mk
}
=
1
dk
{
σ2kI2 +Mk
}
+
σ2φb
2
k(σ
2
k + a
2
k)
∆d2k
{
σ2kCθkC
∗
θk + CθkC
∗
θkMk
}
=
1
dk
{
σ2kI2 +Mk
}
+
σ2φb
2
k(σ
2
k + a
2
k)
∆d2k
{
σ2kCθkC
∗
θk + Cθk(MkCθk)
∗}
=
1
dk
{
σ2kI2 +Mk
}
+
σ2φb
2
k(σ
2
k + a
2
k)
2
∆d2k
CθkC
∗
θk
=
1
dk
{
σ2kI2 +Mk
}
+
σ2φb
2
k
∆(σ2k + b
2
k)
2
CθkC
∗
θk
en utilisant l'expression du déterminant donnée à l'équation (B.18). En outre, on a ∆(σ2k + b
2
k)
2 =
(σ2k + b
2
k)((σ
2
k + b
2
k)σ
2
θk
+ σ2kσ
2
φ). Il est alors possible d'érire ette matrie en fontion des veteurs
orthogonaux Cθk et Gθk à partir de l'équation (B.21) préisant Mk.
A−1 +A−1D∆−1CA−1 = α(0)k I2 + α(1)k CθkC∗θk + α(2)k GθkG∗θk (B.25)
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Dans la suite, nous utiliserons la notation Lk pour ette matrie. Les oeients α
(i)
k , i = 0, 1, 2
sont dénis au niveau de l'aquation B.26
α
(0)
k =
σ2k
dk
=
σ2k
(a2k + σ
2
k)(b
2
k + σ
2
k)
,
α
(1)
k =
a2k
(a2k + σ
2
k)(b
2
k + σ
2
k)
+
b2kσ
2
φ
(σ2k + b
2
k)((σ
2
k + b
2
k)σ
2
θk
+ σ2kσ
2
φ)
,
α
(2)
k =
b2k
dk
=
b2k
(a2k + σ
2
k)(b
2
k + σ
2
k)
(B.26)
Remarque : A nouveau, si nous supposons l'appliation des ommandes exemptes d'erreur, 'est-
à-dire que ak = bk = σφ = 0, on a α
(1)
k = α
(2)
k = 0 et α
(0)
k = σ
−2
k . On retrouve bien l'inverse de la
matrie ovariane sur le modèle mais restreinte aux omposantes de position.
La matrie −A−1D∆−1.
−A−1D∆−1 = −σφbk
dk
{
σ2kI2 +Mk
}
Cθk∆
−1
= −σφbk
∆dk
{
σ2kCθk +MkCθk
}
= −σφbk
∆dk
{
σ2kCθk + a
2
kCθk
}
= −σφbk(σ
2
k + a
2
k)
∆dk
Cθk .
En substituant les diérentes quantités ∆ et dk par leur expression respetive, on déduit
−A−1D∆−1 = − σφbk
(σ2k + b
2
k)σ
2
θk
+ σ2kσ
2
φ
Cθk :=− α(3)k Cθk . (B.27)
La matrie −∆−1CA−1. Elle est obtenue par transposition de −A−1D∆−1
−∆−1CA−1 = −α(3)k C∗θk (B.28)
B.2.2 Calul de tr
(
Q−1k dQk/dθkQ
−1
k dQk/dθk
)
Dans la setion préédente, nous avons montré que l'inverse de la matrie de ovaraine de
l'équation de prédition avait une ériture équivalente à
Q−1k =
(
Lk Hk
H∗k αk
)
(B.29)
ave l'expression des matries blos
Lk = α
(0)
k I2 + α(1)k CθkC∗θk + α
(2)
k GθkG
∗
θ
k
, Hk = −α(3)k Cθk ,
αk =
(σ2k + b
2
k)
(σ2k + b
2
k)σ
2
θk
+ σ2kσ
2
φ
, α
(0)
k =
σ2k
(a2k + σ
2
k)(b
2
k + σ
2
k)
,
α
(1)
k =
a2k
(a2k + σ
2
k)(b
2
k + σ
2
k)
+
b2kσ
2
φ
(σ2k + b
2
k)((σ
2
k + b
2
k)σ
2
θk
+ σ2kσ
2
φ)
,
α
(2)
k =
b2k
(a2k + σ
2
k)(b
2
k + σ
2
k)
, α
(3)
k =
σφbk
(σ2k + b
2
k)σ
2
θk
+ σ2kσ
2
φ
.
(B.30)
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On peut déduire plusieurs relation entre es oeients qui seront utilement exploitées par la suite.
α
(0)
k + α
(2)
k =
1
σ2k + a
2
k
α
(0)
k + α
(1)
k =
1
σ2k + b
2
k
+
σφbk
σ2k + b
2
k
α
(3)
k
α
(2)
k + α
(1)
k =
qk
(σ2k + b
2
k)(σ
2
k + a
2
k)
− σφbk
σ2k + b
2
k
α
(3)
k
σφbkαk = (σ
2
k + b
2
k)α
(3)
k
(B.31)
On rappelle également que
dQk
dθk
=
(
qkNk σφbkGθk
σφbkG
∗
θ
k
0
)
En appliquant les propriétés de alul matriiel par blos, l'expression de la trae devient
tr
(
Q−1k
dQk
dθk
Q−1k
dQk
dθk
)
= tr
((
qkLkNk + σφbkHkG
∗
θ
k
)2
+
(
σφbkLkGθk
) (
H∗kqkNk + αkσφbkG
∗
θ
k
))
+
(
H∗kqkNk + αkσφbkG
∗
θ
k
) (
σφbkLkGθk
)
+ σ2φb
2
k
(
H∗kGθk
)2
= tr
((
qkLkNk + σφbkHkG
∗
θ
k
)2)
+ tr
((
σφbkLkGθk
)(
qkH
∗
kNk + αkσφbkG
∗
θ
k
))
+
(
qkH
∗
kNk + αkσφbkG
∗
θ
k
) (
σφbkLkGθk
)
+ σ2φb
2
k
(
H∗kGθk
)2
Nous avons montré que le veteur Hk est olinéaire à Cθ
k
, il est don orthogonal à Gθ
k
. De plus,
en développant les produits, l'équation préédente est équivalente à
tr
(
Q−1k
dQk
dθk
Q−1k
dQk
dθk
)
= tr
((
qkLkNk + σφbkHkG
∗
θ
k
)2)
+ qkσφbktr
(
LkGθ
k
H∗kNk
)
+ αkσ
2
φb
2
ktr
(
LkGθ
k
G∗θ
k
)
+ qkσφbkH
∗
kNkLkGθk
+ αkσ
2
φb
2
kG
∗
θ
k
LkGθ
k
(B.32)
Détaillons le alul des termes impliqués dans ette relation.
La matrie LkGθ
k
.
Reprenons la formulation de Lk en fontion des veteurs Cθ
k
et Gθ
k
. On a, en utilisant l'or-
thogonalité de es deux veteurs.
LkGθ
k
=
(
α
(0)
k I2 + α(1)k CθkC∗θk + α(2)k GθkG∗θk
)
Gθ
k
= α
(0)
k Gθk + α
(2)
k Gθk ||Gθk ||2.
or ||Gθ
k
||2 = 1, e qui amène
LkGθ
k
= (α
(0)
k + α
(2)
k )Gθk .
De même, on peut déliner la relation LkCθ
k
= (α
(0)
k + α
(1)
k )Cθk . On peut déduire de e résultat
que
tr
(
LkGθ
k
G∗θ
k
)
= (α
(0)
k + α
(2)
k )tr
(
Gθ
k
G∗θ
k
)
= (α
(0)
k + α
(2)
k )||Gθk ||2 = (α
(0)
k + α
(2)
k )
et que
G∗θ
k
LkGθ
k
= (α
(0)
k + α
(2)
k )G
∗
θ
k
Gθ
k
= (α
(0)
k + α
(2)
k )||Gθk ||2 = (α
(0)
k + α
(2)
k ).
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Ave en plus la relation NkGθ
k
= Cθ
k
, il est alors possible de déduire l'expression du terme
H∗kNkLkGθk
H∗kNkLkGθk = (α
(0)
k + α
(2)
k )H
∗
kNkGθk
= (α
(0)
k + α
(2)
k )H
∗
kCθk
= −α(3)k (α(0)k + α(2)k )||Cθk ||2
= −α(3)k (α(0)k + α(2)k )
Ce qui donne en dénitive
H∗kNkLkGθk = −α
(3)
k (α
(0)
k + α
(2)
k ). (B.33)
Le terme tr
(
LkGθ
k
H∗kNk
)
équivaut à (α
(0)
k + α
(2)
k )tr
(
Gθ
k
H∗kNk
)
. En utilisant les propriétés de
l'opérateur trae, il vient
tr
(
Gθ
k
H∗kNk
)
= tr
(
NkGθ
k
H∗k
)
= tr
(
Cθ
k
H∗k
)
= H∗kCθk = −α
(3)
k C
∗
θ
k
Cθ
k
.
On se ramène au alul du terme B.33 et don
tr
(
LkGθ
k
H∗kNk
)
= −α(3)k (α(0)k + α(2)k ). (B.34)
Il reste à déterminer le terme tr
((
qkLkNk + σφbkHkG
∗
θ
k
)2)
qui se déompose en trois parties
q2ktr
(
(LkNk)
2
)
, 2qkσφbktr
(
LkNkHkG
∗
θ
k
)
et σ2φb
2
ktr
(
HkG
∗
θ
k
HkG
∗
θ
k
)
. La dernière omposante pro-
portionnelle à tr
(
HkG
∗
θ
k
HkG
∗
θ
k
)
fait apparaître le produit salaire H∗kGθk . Or Hk et Gθk sont
orthogonaux, on en déduit don
tr
(
HkG
∗
θ
k
HkG
∗
θ
k
)
= 0. (B.35)
Pour le terme intermédiaire, en utilisant l'expression de Hk et la relation NkCθ
k
= Gθ
k
, il peut
être déliné omme suit
tr
(
LkNkHkG
∗
θ
k
)
= −α(3)k tr
(
LkNkCθ
k
G∗θ
k
)
= −α(3)k tr
(
LkGθ
k
G∗θ
k
)
.
En utilisant le alul de tr
(
Gθ
k
G∗θ
k
)
présenté plus haut, on a
⇔ tr
(
LkNkHkG
∗
θ
k
)
= −α(3)k (α(0)k + α(2)k ). (B.36)
Enn, intéressons-nous au terme tr(LkNkLkNk) = tr(NkLkNkLk). On utilise ii la propriété de
ommutativité de la trae et l'expression de Lk fontion des veteurs Cθk , Gθk et de la matrie
identité I2. On a d'abord
NkLk = Nk
(
α
(0)
k I2 + α(1)k CθkC∗θk + α
(2)
k GθkG
∗
θ
k
)
= α
(0)
k Nk + α
(1)
k NkCθkC
∗
θk
+ α
(2)
k NkGθkG
∗
θ
k
= α
(0)
k Nk + α
(1)
k GθkC
∗
θk
+ α
(2)
k CθkG
∗
θ
k
= (α
(0)
k + α
(1)
k )GθkC
∗
θk + (α
(0)
k + α
(2)
k )CθkG
∗
θ
k
(B.37)
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d'où
NkLkNkLk =
(
(α
(0)
k + α
(1)
k )GθkC
∗
θk + (α
(0)
k + α
(2)
k )CθkG
∗
θ
k
)
(
(α
(0)
k + α
(1)
k )GθkC
∗
θk
+ (α
(0)
k + α
(2)
k )CθkG
∗
θ
k
)
= (α
(0)
k + α
(1)
k )
2Gθ
k
C∗θ
k
Gθ
k
C∗θ
k
+ (α
(0)
k + α
(1)
k )(α
(0)
k + α
(2)
k )(GθkC
∗
θ
k
Cθ
k
G∗θ
k
+ Cθ
k
G∗θ
k
Gθ
k
C∗θ
k
) + (α
(0)
k + α
(2)
k )
2Gθ
k
C∗θ
k
Cθ
k
G∗θ
k
En utilisant le fait que les veteurs Gθ
k
sont unitaires et orthogonaux, ela permet de déduire
NkLkNkLk = (α
(0)
k + α
(1)
k )
2Gθ
k
0C∗θ
k
+ (α
(0)
k + α
(1)
k )(α
(0)
k + α
(2)
k )(Gθk 1G
∗
θ
k
+ Cθ
k
1C∗θ
k
)
+ (α
(0)
k + α
(2)
k )
2Gθ
k
0G∗θ
k
= (α
(0)
k + α
(1)
k )(α
(0)
k + α
(2)
k )(GθkG
∗
θ
k
+ Cθ
k
C∗θ
k
).
On en déduite don
tr(NkLkNkLk) = (α
(0)
k + α
(1)
k )(α
(0)
k + α
(2)
k )tr(GθkG
∗
θ
k
+ Cθ
k
C∗θ
k
)
= (α
(0)
k + α
(1)
k )(α
(0)
k + α
(2)
k )tr(GθkG
∗
θ
k
) + tr(Cθ
k
C∗θ
k
)
= (α
(0)
k + α
(1)
k )(α
(0)
k + α
(2)
k )(||Gθk ||2 + ||Cθk ||2).
(B.38)
On obtient don l'expression suivante
tr(NkLkNkLk) = 2(α
(0)
k + α
(1)
k )(α
(0)
k + α
(2)
k ). (B.39)
Au nal, l'expression de la trae reherhée est une fontionnelle qui dépend des paramètres d'in-
ertitudes sur les ommandes et sur le modèle de dynamique et aussi des ommandes appliquées à
l'instant k.
tr
(
Q−1k
dQk
dθk
Q−1k
dQk
dθk
)
= 2 q2k(α
(0)
k + α
(1)
k )(α
(0)
k + α
(2)
k )
2
(
α
(0)
k + α
(2)
k
)
σφbk
(
αkσφbk − 2qkα(3)k
)
Nous pouvons enore simplier ette expression en remarquant à partir des relations préisées à
l'équation (B.31)
αkσφbk − 2qkα(3)k = (σ2k + b2k)α(3)k − 2qkα(3)k = (σ2k + b2k − 2qk)α(3)k .
On en déduite don l'expression en fontion des paramètres bk, σk, σφ et α
(0)
k i = 0, 1, 2, 3
g1k = tr
(
Q−1k
dQk
dθk
Q−1k
dQk
dθk
)
= 2
(
α
(0)
k + α
(2)
k
)(
q2k(α
(0)
k + α
(1)
k ) + σφbk(σ
2
k + b
2
k − 2qk)α(3)k
)
(B.40)
On peut obtenir une expression qui ne dépend que des paramètres ak, bk, σk, σφ et α
(3)
k . En
eet, reprenons les relations déduites à l'équation (B.31) et subtituons les termes α
(0)
k + α
(2)
k et
α
(0)
k + α
(1)
k dans l'équation préédente. On a,
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g1k = 2
1
σ2k + a
2
k
(
q2k(
1
σ2k + b
2
k
+
σφbk
σ2k + b
2
k
α
(3)
k ) + σφbk(σ
2
k + b
2
k − 2qk)α(3)k
)
= 2
1
σ2k + a
2
k
(
q2k
σ2k + b
2
k
+
q2k + (σ
2
k + b
2
k)(σ
2
k + b
2
k − 2qk)
σ2k + b
2
k
σφbkα
(3)
k
)
= 2
1
(σ2k + a
2
k)(σ
2
k + b
2
k)
(
q2k + (q
2
k + (σ
2
k + b
2
k)(σ
2
k + b
2
k − 2qk))σφbkα(3)k
)
= 2
1
(σ2k + a
2
k)(σ
2
k + b
2
k)
(
q2k + (q
2
k + (σ
2
k + b
2
k)
2 − 2qk(σ2k + b2k))σφbkα(3)k
)
= 2
1
(σ2k + a
2
k)(σ
2
k + b
2
k)
(
q2k + (qk − (σ2k + b2k))2)σφbkα(3)k
)
En remplaçant qk par son expression b
2
k − a2k, on arrive à l'expression suivante
g1k = 2
(b2k − a2k)2 +
(
σ2k + a
2
k
)2
σφbkα
(3)
k
(σ2k + a
2
k)(σ
2
k + b
2
k)
(B.41)
B.3 Eléments pour le alul de D22k
Considérons un amer fl et supposons le mobile dans l'état Xk+1 à l'instant tk+1. La variane
sur la mesure de distane assoiée issue de fl dans le as du modèle M1 est
σdk+1,l = σd d (Xk+1, fl)
γ , γ ≥ 1.
Nous devons préiser les dérivées de l'éart-type et de la variane par rapport aux variables de
position et d'angle.
Dérivées de σdk+1,l
∂σdk+1,l
∂xk+1
= σd
∂
(
(xk+1 − xl)2 + (xk+1 − xl)2
) γ
2
∂xk+1
= γ (xk+1 − xl)σd
(
(xk+1 − xl)2 + (xk+1 − xl)2
) γ
2−1
= γ
(xk+1 − xl)
((xk+1 − xl)2 + (xk+1 − xl)2)σd
(
(xk+1 − xl)2 + (xk+1 − xl)2
) γ
2
On reonnaît la omposante suivant l'axe des absisses du veteur formé par le mobile et l'amer.
En utilisant la notation ∆xlk+1 = xl − xk+1, on en déduit par substitution
∂σdk+1,l
∂xk+1
= −γ ∆x
l
k+1
ρk+1il
2 σd
(
(xk+1 − xl)2 + (xk+1 − xl)2
) γ
2
= −γ ∆x
l
k+1
ρk+1il
2 σdk+1,l
De même, on a pour la omposante yk+1
∂σdk+1,l
∂yk+1
= −γ ∆y
l
k+1
ρk+1il
2 σdk+1,l.
On peut maintenant déduire les dérivées partielles du seond ordre. On a, pour la omposante
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xk+1,
∂2σdk+1,l
∂2xk+1
= −γ
(
− 1
ρk+1il
2σdk+1,l + 2
∆xlk+1∆x
l
k+1
ρk+1il
4 σdk+1,l − γ
∆xlk+1
ρk+1il
2
∆xlk+1
ρk+1il
2 σdk+1,l
)
.
=
γ
ρk+1il
2
(
1 + (γ − 2)∆x
l
k+1
2
ρk+1il
2
)
σdk+1,l
et de même
∂2σdk+1,l
∂2yk+1
=
γ
ρk+1il
2
(
1 + (γ − 2)∆y
l
k+1
2
ρk+1il
2
)
σdk+1,l.
Pour la dérivée roisée, on a
∂2σdk+1,l
∂yk+1∂xk+1
= −γ
(
2
∆xlk+1∆y
l
k+1
ρk+1il
4 σdk+1,l − γ
∆xlk+1
ρk+1il
2
∆ylk+1
ρk+1il
2 σdk+1,l
)
.
=
γ
ρk+1il
2 (γ − 2)
∆xlk+1
ρk+1il
2
∆ylk+1
ρk+1il
2 σdk+1,l.
Dérivées de σ2dk+1,l
∂σ2dk+1,l
∂xk+1
= σ2d
∂
(
(xk+1 − xl)2 + (xk+1 − xl)2
)γ
∂xk+1
= 2γ (xk+1 − xl)σ2d
(
(xk+1 − xl)2 + (xk+1 − xl)2
)γ−1
= 2γ
(xk+1 − xl)
((xk+1 − xl)2 + (xk+1 − xl)2)σ
2
d
(
(xk+1 − xl)2 + (xk+1 − xl)2
)γ
En utilisant la notation ∆xlk+1 = xl − xk+1, on en déduit
∂σ2dk+1,l
∂xk+1
= −2γ ∆x
l
k+1
ρk+1il
2 σ
2
d
(
(xk+1 − xl)2 + (xk+1 − xl)2
)γ
= −2γ ∆x
l
k+1
ρk+1il
2 σ
2
dk+1,l
De même, on a pour la omposante yk+1
∂σ2dk+1,l
∂yk+1
= −2γ ∆y
l
k+1
ρk+1il
2 σ
2
dk+1,l
.
Annexe C
Détails du alul de J1, J2 et J3
La détermination des oûts J1, J2 et J3 néessite de déterminer les primitives de frations
rationnelles de la forme Le alul des diérents termes néessite don la détermination d'intégrales
de la forme : (n ∈ {1, 2, 3}, l ∈ {i, j, k}) :
H(n)(l, u, v, x−, x+) =
∫ x+
x−
ux+ v
(alx2 + blx+ cl)n
dx (C.1)
C.1 Intégration
Pour déterminer es grandeurs, on exploite la propriété d'intégration par parties et les primitives
suivantes :
∫ x+
x−
dx
ax2 + bx+ c
=
2√
D
(
arctan
(
2 a x+ + b√
D
)
− arctan
(
2 a x− + b√
D
))
=
2√
D
arctan
2
√
Da(x+ − x−)
D + (2ax+ + b)(2ax− + b))
(C.2)
en utilisant la propriété remarquable arctanα− arctanβ = arctan α−β1+αβ
∀n,
∫ x+
x−
dx
(ax2 + bx+ c)n+1
=
1
nD
(
2 a x+ + b
(ax2+ + bx+ + c)
n
− 2 a x− + b
(ax2− + bx− + c)n
)
+
2 (2n− 1) a
nD
∫ x+
x−
dx
(ax2 + bx+ c)n
(C.3)
∫ x+
x−
xdx
ax2 + bx+ c
=
1
2 a
ln
(
ax2+ + bx+ + c
ax2− + bx− + c
)
− b
2 a
∫ x+
x−
dx
ax2 + bx+ c
(C.4)
et
∀n,
∫ x+
x−
xdx
(ax2 + bx+ c)n+1
=
−1
nD
(
2 c + bx+
(ax2+ + bx+ + c)
n
− 2 c + bx−
(ax2− + bx− + c)n
)
− b (2n− 1)
nD
∫ x+
x−
dx
(ax2 + bx+ c)n
(C.5)
ave D = 4ac− b2.
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Pour n=1 On obtient en s'appuyant sur les propriétés préédentes, en notant Dl = 4alcl − b2l
H(1)(l, u, v, x−, x+) = u
∫ x+
x−
xdx
alx2 + blx+ cl
+ v
∫ x+
x−
1
alx2 + blx+ cl
dx
=
u
2 al
ln
(
alx
2
+ + blx+ + cl
alx2− + blx− + cl
)
+
(
v − bl u
2 al
)∫ x+
x−
dx
alx2 + blx+ cl
=
u
2 al
ln
(
pl(x+)
pl(x−)
)
+
2√
Dl
(
v − bl u
2 al
)
arctan
2
√
Dlal(x+ − x−)
Dl + (2alx+ + bl)(2alx− + bl))
=
u
2 al
ln
(
pl(x+)
pl(x−)
)
+
2 alv − blu
al
√
Dl
arctan
2
√
Dlal(x+ − x−)
Dl + (2alx+ + bl)(2alx− + bl))
(C.6)
Ce qui équivaut à
H(1)(l, u, v, x−, x+) = ν
(1)
l ln
(
pl(x+)
pl(x−)
)
+ µ
(1)
l arctan
2
√
Dlal(x+ − x−)
Dl + (2alx+ + bl)(2alx− + bl)
. (C.7)
ave ν
(1)
l :=
u
2 al
et µ
(1)
l :=
2 al v− bl u
al
√
Dl
.
Pour n=2 On a
H(2)(l, u, v, x−, x+) = u
∫ x+
x−
xdx
(alx2 + blx+ cl)2
+ v
∫ x+
x−
1
(alx2 + blx+ cl)2
dx
=
−u
Dl
(
2 cl + blx+
pl(x+)
− 2 cl + blx−
pl(x−)
)
− u bl
Dl
∫ x+
x−
dx
(alx2 + blx+ cl)
+ v
∫ x+
x−
1
(alx2 + blx+ cl)2
dx
=
−u
Dl
(
2 cl + blx+
pl(x+)
− 2 cl + blx−
pl(x−)
)
− 2 u bl
D
3
2
l
arctan
2
√
Dlal(x+ − x−)
Dl + (2alx+ + bl)(2alx− + bl)
+ v
∫ x+
x−
1
(alx2 + blx+ cl)2
dx
(C.8)
or ∫ x+
x−
dx
(alx2 + blx+ cl)2
=
1
Dl
(
2 al x+ + bl
(alx2+ + blx+ + cl)
− 2 a x− + bl
(alx2− + blx− + cl)
)
+
2 al
Dl
∫ x+
x−
dx
(alx2 + blx+ cl)
=
1
Dl
(
2 al x+ + bl
(alx2+ + blx+ + cl)
− 2 a x− + bl
(alx2− + blx− + cl)
)
+
4 al
D
3
2
l
arctan
2
√
Dlal(x+ − x−)
Dl + (2alx+ + bl)(2alx− + bl)
=
1
Dl
(
2 al x+ + bl
pl(x+)
− 2 a x− + bl
pl(x−)
)
+
4 al
D
3
2
l
arctan
2
√
Dlal(x+ − x−)
Dl + (2alx+ + bl)(2alx− + bl)
(C.9)
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on en déduit don
H(2)(l, u, v, x−, x+) =
−u
Dl
(
2 cl + blx+
pl(x+)
− 2 cl + blx−
pl(x−)
)
− 2 u bl
D
3
2
l
arctan
2
√
Dlal(x+ − x−)
Dl + (2alx+ + bl)(2alx− + bl)
+ v
1
Dl
(
2 al x+ + bl
pl(x+)
− 2 a x− + bl
pl(x−)
)
+ v
(
4 al
D
3
2
l
arctan
2
√
Dlal(x+ − x−)
Dl + (2alx+ + bl)(2alx− + bl)
)
=
1
Dl
(
(2alv − blu)x+ + (blv − 2ucl)
pl(x+)
− (2alv − blu)x− + (blv − 2ucl)
pl(x−)
)
+
2 (2alv − blu)
D
3
2
l
arctan
2
√
Dlal(x+ − x−)
Dl + (2alx+ + bl)(2alx− + bl)
=
1
Dl
(
ν
(2,1)
l x+ + ν
(2,2)
l
pl(x+)
− ν
(2,1)
l x− + ν
(2,2)
l
pl(x−)
)
+ µ
(2)
l arctan
2
√
Dlal(x+ − x−)
Dl + (2alx+ + bl)(2alx− + bl)
(C.10)
ave ν
(2,1)
l = (2 al v − bl u), ν(2,2)l = (bl v − 2 u cl) et µ(2)l = 2 ν
(2,1)
l
D
3
2
l
.
Pour n=3 On a
H(3)(l, u, v, x−, x+) = u
∫ x+
x−
xdx
(alx2 + blx+ cl)3
+ v
∫ x+
x−
dx
(alx2 + blx+ cl)3
(C.11)
Le premier terme se déompose omme suit en utilisant également C.9 :
∫ x+
x−
xdx
(alx2 + blx+ cl)3
=
−1
2Dl
(
2 cl + blx+
p2l (x+)
− 2 cl + blx−
p2l (x−)
)
− 3 bl
2Dl
∫ x+
x−
dx
(alx2 + blx+ cl)2
=
−1
2Dl
(
2 cl + blx+
p2l (x+)
− 2 cl + blx−
p2l (x−)
)
− 3 bl
2D2l
(
2 al x+ + bl
pl(x+)
− 2 a x− + bl
pl(x−)
)
− 3 bl
2Dl
(
4 al
D
3
2
l
arctan
2
√
Dlal(x+ − x−)
Dl + (2alx+ + bl)(2alx− + bl)
)
=
−1
2Dl
(
2 cl + blx+
p2l (x+)
− 2 cl + blx−
p2l (x−)
)
− 3 bl
2D2l
(
2 al x+ + bl
pl(x+)
− 2 a x− + bl
pl(x−)
)
− 6 blal
D
5
2
l
arctan
2
√
Dlal(x+ − x−)
Dl + (2alx+ + bl)(2alx− + bl)
(C.12)
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Le seond terme se déduit également à partir de C.9∫ x+
x−
dx
(alx2 + blx+ cl)3
=
1
2Dl
(
2 al x+ + bl
p2l (x+)
− 2 a x− + bl
p2l (x−)
)
+
3 al
Dl
∫ x+
x−
dx
(alx2 + blx+ cl)2
=
1
2Dl
(
2 al x+ + bl
p2l (x+)
− 2 a x− + bl
p2l (x−)
)
+
3 al
D2l
(
2 al x+ + bl
pl(x+)
− 2 a x− + bl
pl(x−)
)
+
12 a2l
D
5
2
l
arctan
2
√
Dlal(x+ − x−)
Dl + (2alx+ + bl)(2alx− + bl)
(C.13)
Ce qui donne au nal
H(3)(l, u, v, x−, x+) =
1
2Dl
(
ν
(2,1)
l x+ + ν
(2,2)
l
p2l (x+)
− ν
(2,1)
l x− + ν
(2,2)
l
p2l (x−)
)
+
3 ν
(2,1)
l
2 d2l
(
2 al x+ + bl
pl(x+)
− 2 a x− + bl
pl(x−)
)
+
3 al µ
(2)
l
Dl
arctan
2
√
Dlal(x+ − x−)
Dl + (2alx+ + bl)(2alx− + bl)
(C.14)
Pour n=4 On a
H(4)(l, u, v, x−, x+) = u
∫ x+
x−
xdx
(alx2 + blx+ cl)4
+ v
∫ x+
x−
dx
(alx2 + blx+ cl)4
(C.15)
par intégration par partie et en utilisant C.13∫ x+
x−
xdx
(alx2 + blx+ cl)4
=
−1
3Dl
(
2 cl + blx+
p3l (x+)
− 2 cl + blx−
p3l (x−)
)
− 5 bl
3Dl
∫ x+
x−
dx
(alx2 + blx+ cl)3
=
−1
3Dl
(
2 cl + blx+
p3l (x+)
− 2 cl + blx−
p3l (x−)
)
− 5 bl
6D2l
(
2 al x+ + bl
p2l (x+)
− 2 a x− + bl
p2l (x−)
)
− 5 blal
D3l
(
2 al x+ + bl
pl(x+)
− 2 a x− + bl
pl(x−)
)
− 20 bla
2
l
D
7
2
l
arctan
2
√
Dlal(x+ − x−)
Dl + (2alx+ + bl)(2alx− + bl)
(C.16)
de même,∫ x+
x−
dx
(alx2 + blx+ cl)4
=
1
3Dl
(
2 al x+ + bl
p3l (x+)
− 2 a x− + bl
p3l (x−)
)
+
10 al
3Dl
∫ x+
x−
dx
(alx2 + blx+ cl)3
=
1
3Dl
(
2 al x+ + bl
p3l (x+)
− 2 a x− + bl
p3l (x−)
)
+
5 al
3D2l
(
2 al x+ + bl
p2l (x+)
− 2 a x− + bl
p2l (x−)
)
+
10 a2l
D3l
(
2 al x+ + bl
pl(x+)
− 2 a x− + bl
pl(x−)
)
+
40 a3l
D
7
2
l
arctan
2
√
Dlal(x+ − x−)
Dl + (2alx+ + bl)(2alx− + bl)
(C.17)
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Ce qui donne
H(4)(l, u, v, x−, x+) =
1
3Dl
(
ν
(2,1)
l x+ + ν
(2,2)
l
p3l (x+)
− ν
(2,1)
l x− + ν
(2,2)
l
p3l (x−)
)
+
5 ν
(2,1)
l
6D2l
(
2 al x+ + bl
p2l (x+)
− 2 a x− + bl
p2l (x−)
)
+
5 al ν
(2,1)
l
D3l
(
2 al x+ + bl
pl(x+)
− 2 a x− + bl
pl(x−)
)
+
20 a2l µ
(2)
l
D2l
arctan
2
√
Dlal(x+ − x−)
Dl + (2alx+ + bl)(2alx− + bl)
(C.18)
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Annexe D
Dérivation laplaien
D.1 Eléments introdutifs
Considérons la fontionnelle fd(M) = ln(det(M)) dénie sur S
+
et à valeurs dans R+. La
dérivée en M d'ordre 1 et 2, le long de la diretion dénie par une matrie B ∈ S est donnée par
f ′d(M ;B) = −tr(M−1B) (D.1)
f ′′d (M ;B) = tr(M
−1BM−1) (D.2)
et le gradient en M , f ′d(M) = −M−1.
Etant données des matrie A(η) et B(η) dont les oeients sont des fontions du paramètre réel
η, et pour toute appliation f dénie sur l'espae des matries assoiée, on a
∂f(A(η))
∂η
= f ′
(
A(η);
∂A(η)
∂η
)
,
∂tr(A(η))
∂η
= tr
(
∂A(η)
∂η
)
(D.3)
∂A(η)B(η)
∂η
=
∂A(η)
∂η
B(η) +A(η)
∂B(η)
∂η
(D.4)
et si A(η) est en plus non singulière
∂A−1(η)
∂η
= −A−1(η)∂A(η)
∂η
A−1(η). (D.5)
Intéressons nous aux dérivées par rapport à un paramètre η de l'appliation fd appliquée à une
matrie A(X). En utilisant les propriétés préédentes,
∂fd(A(η))
∂η
= −tr
(
A(η)−1
∂A(η)
∂η
)
et don
∂2fd(A(η))
∂2η
= −tr
(
∂A(η)
−1
∂η
∂A(η)
∂η
+A(η)−1
∂2A(η)
∂2η
)
= tr
(
A(η)−1
∂A(η)
∂η
A(η)−1
∂A(η)
∂η
−A(η)−1 ∂
2A(η)
∂2η
)
= tr
(
A(η)−1
∂A(η)
∂η
A(η)−1
∂A(η)
∂η
)
− tr
(
A(η)−1
∂2A(η)
∂2η
)
(D.6)
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Lorsque la matrie A dépend de deux paramètres η:=(η1, η2), on a
∂2fd(A(η))
∂η1∂η2
= −tr
(
∂A(η)
−1
∂η2
∂A(η)
∂η1
+ A(η)−1
∂2A(η)
∂η2∂η1
)
= tr
(
A(η)−1
∂A(η)
∂η2
A(η)−1
∂A(η)
∂η1
−A(η)−1 ∂
2A(η)
∂η2∂η1
)
= tr
(
A(η)−1
∂A(η)
∂η2
A(η)−1
∂A(η)
∂η1
)
− tr
(
A(η)−1
∂2A(η)
∂η2∂η1
)
(D.7)
Quelques rappels sur les dérivées vetorielles
Soit x ∈ Rn et f une appliation de Rn dans R. Le gradient de f(x) par rapport à x est dé-
ni par le veteur de dimention n vériant
∇x f(x):=


∂f(x)
∂x1
.
.
.
∂f(x)
∂xn

 (D.8)
De même, pour une fontion g(x, y) de Rn ×Rp dans R, on dénit le Laplaien omme la matrie
de taille n× p suivante :
∆xy :=∇y(∇∗xg(x, y)) =


∂2f(x)
∂y1∂x1
· · · ∂2f(x)∂y1∂xp
.
.
.
∂2f(x)
∂yp∂x1
· · · ∂2f(x)∂yp∂xp

 (D.9)
Annexe E
Intervalles de onane par la
méthode du prol de Vraisemblane
Ce hapitre en anglais est extrait de l'artile :
F. Celeste, F. Dambreville, J. P. Le Cadre. Evaluation of a robot learning and planning via Extreme
Value Theory, dans les ates de 10
th
International Conferene on Information Fusion, 9-12 Juillet
2007.
E.1 Derivation of the Value-at-Risk expression
Let X the random random variable of CDF F (x) and X1, · · · , XN a sample drawn from F .
From equation (8.25) F (x) an be written as a funtion of Fu(y)
F (x) = (1 − F (u))Fu(x− u) + F (u)
From the Pikands theorem, Fu an be replaed by the GPD distribution for u enough large.
Moreover F (u) an be estimated by (N−Nu)N where Nu is the number of observation whih exeed
the threshold u. We an dedue that
F (x) =
Nu
N
(
1−
(
1 +
ξ
σ
(x− u)
)− 1
ξ
)
+
(N −Nu)
N
whih nally gives
F (x) = 1− Nu
N
(
1 +
ξ
σ
(x− u)
)− 1
ξ
As xp is dened as 1− p = F (xp), it an be easily derived from the above equation
xp = u+
σ
ξ
((
N
Nu
p
)−ξ
− 1
)
E.2 Prole likelihood Condene intervals
The prole-likelihood approah for ondene intervals alulation is as follows. Let γˆ be the
Maximum Likelihood Estimate (MLE) of a parameter vetor γ = (γ1, · · · , γd) ∈ Γ ⊂ Rd and L(.)
the log-likelihood funtion, it means :
γˆ = argmax
γ∈Γ
L(γ)
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To determine ondene interval for γˆ, the log-likelihood funtion is onsidered as a funtion of
eah omponent u = γi by assuming the others as nuisane parameters and maximizing over
Γi(u) = {γ ∈ Γ|γi = u} :
fi(u) = max
γ∈Γi(u)
L(γ)
fi is alled the prole likelihood funtion related to omponent γi. It an be shown [CH74℄ that a
1− α ondene interval of γi is given by :
CI(γi) =
{
u| − 2 [fi(u)− L(γˆ)] ≤ χ21,α
}
where χ21,α is 1−α quantile of the χ2 distribution with 1 degree of freedom. Pratially, the bounds
of the ondene interval is given by nding the root of the (nonlinear) funtion [VM88℄ :
Fi(u) = fi(u)− (L(γˆ)− 1
2
χ21,α)
Liste des publiations
Ce hapitre liste les diérentes publiations produites dans le adre de la thèse.
Chapitre d'ouvrage
F. Dambreville, F. Celeste et C. Simonin, Modélisation probabiliste de politiques et leurs opti-
misations pour la planiation de apteurs. Chapitre de l'ouvrage Optimisation en traitement du
signal et de l'image, du Traité Information Commande, Communiation (IC2) sous la diretion
de P. Siarry - Hermes Siene.- Février 2007
Version anglaise: Optimization in Signal and Image Proessing  ISTE/J. Wiley.
F. Dambreville, F. Celeste, J. Dezert, F. Smarandahe, Chapitre dans Advanes and Applia-
tions of DSmT for Information Fusion Nro 3 : Probabilisti PCR6 fusion rule, Dr Jean Dezert and
Pr Florentin Smarandahe editors, Amerian Researh Press, Rehoboth, 2009 (à paraître).
Conférenes internationales ave omité de releture
F. Celeste, F. Dambreville, J. P. Le Cadre. Optimized trajetories for mobile robot loalization
with map unertainty, 15
th
symposium on system identiation (SYSID 2009), 6-8 juillet 2009.
N. Broguière, F. Celeste, F. Dambreville, Optimal Team Deision : a Cross-Entropi Coordina-
tion Approah, FUSION 2008, Cologne, Allemagne, Juillet 2008.
F. Celeste, F. Dambreville, J. P. Le Cadre. Path planning for multiple features based loalization,
dans les ates de l'International Conferene in Control Automation and Robotis (ICINCO), 11-15
mai 2008.
A. Kirhner, F. Dambreville, F. Celeste, J. Dezert (ONERA), F. Smarandahe. Appliation of
probabilisti PCR5 Fusion for Multisensor Target Traking, dans les ates de 10th International
Conferene on Information Fusion, 9-12 Juillet 2007.
F. Celeste, F. Dambreville, J. P. Le Cadre. Evaluation of a robot learning and planning via
Extreme Value Theory, dans les ates de 10
th
International Conferene on Information Fusion,
9-12 Juillet 2007.
F. Celeste, F. Dambreville, J. P. Le Cadre. Optimal path planning using ross entropy, dans les
ates de la 9
th
International Conférene on Information Fusion, 10-13 Juillet 2006.
F. Celeste, F. Dambreville, J. P. Le Cadre. A ross entropy based approah to determine optimal
strategies. dans les ates de la IEEE International Workshop on Mahine Learning for Signal
Proessing, 6-8 sept. 2006.
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ations
Présidene de onférene et de session
- Co-président de la session  Appliations  de onférene IFAC - SYStem IDentiation
(SYSID), 2009.
 Membre du omité sientique de laInternational Conferene on Humans Operating Un-
manned systems (HUMOUS), 2008
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Résumé : Des avanées importantes ont été réalisées dans le domaine de la robotique mobile.
L'usage roissant des robots terrestres et des drones de petite taille, n'est possible que par l'apport
de apaités d'autonomie de mouvement dans l'environnement d'évolution. La problématique de la
loalisation du système, par la mise en orrespondane de mesures issues des apteurs embarqués
ave des primitives ontenues dans une arte, est primordiale. Ce proessus, qui s'appuie sur la
mise en oeuvre de tehniques de fusion, a été très étudié. Dans ette thèse, nous proposons de
dénir des méthodes de planiation du mouvement d'un mobile, ave pour objetif de garantir une
performane de loalisation à partir d'une arte inertaine donnée a priori, et e lors de l'exéution.
Une méthode de génération ontrlée de réalisations de artes bruitées, exploitant la théorie des
proessus pontuels, est d'abord présentée. Cette base de artes permet de onstruire des artes
multiniveaux pour la loalisation. Le ritère d'optimisation est déni à partir de fontionnelles
de la borne de Cramèr-Rao a posteriori, qui tient ompte de l'inertitude sur la dynamique du
mobile et sur la artographie. Nous proposons diérentes approhes, basées sur la méthode de
Cross-Entropie pour obtenir des stratégies de déplaement ave des modèles de dynamique disret
et ontinu. La qualité des solutions optimales fournies par es approhes heuristiques est analysée
en utilisant des résultats de la Théorie des Valeurs Extrêmes. Enn, nous esquissons une démarhe
pour l'amélioration iblée des artes sous ontrainte de ressoures an d'améliorer la performane
de loalisation.
Mots lefs : robotique, loalisation, proessus pontuel, Borne de Cramèr-Rao a Posteriori,
planiation, méthode de Cross-Entropie, Théorie des Valeurs Extrêmes.
Abstrat : Important improvements have been done in robotis. More and more mobile robots
and small unmanned aerial vehiles are planned to be used in dierent appliations due to their
ability to move autonomously in their environment. The loalisation task through the mathing
between measurements provided from embedded sensors and features given in a map is essential.
This proess whih is based on data fusion tehniques has been well studied. In this thesis, our
main goal is to dene a methodology for o-line path planning, in order to guarantee the best
performane of loalization of the robot during motion exeution. This performane takes into
aount the unertainty of the system dynami and the unertainty of the given environment map
representation. First of all, we introdue a way to generate random outomes of the unertain map
from a model of errors using the point proess theory and produe a multi-level unertain map for
loalization. Then, the riterion for the planning is built from the Posterior Cramèr-Rao Bound
for the estimation of the system dynami and the map unertainty. Both disrete and ontinuous
system dynami models are onsidered. The planning problem is solved via heuristi approahes
based on the ross-entropy method. The analysis of the performane of the derived paths solution
is then made using the results of the extreme value theory. At the end, some ideas are introdued
to demonstrate that the map quality an be improved under resoures onstraints regarding the
loalization performane riterion.
Keywords : Robotis, Loalization, point proess, Posterior Cramèr-Rao Bound, planning, The
Cross Entropy method, Extreme Values Theory
