On the delsarte inequalities  by Ashikhmin, Alexey & Simonis, Juriaan
On the Delsarte Inequalities 
Alexey Ashikhmin and Juriaan Simonis 
De& University of Technology 
Faculty of Technical Mathematics and Informatics 
Department of Pure Mathematics 
Mekelweg 4 
2600 GA De@, the Netherlands 
Submitted by Richard A. Brualdi 
ABSTRACT 
Two new proofs of the Delsarte inequalities for unrestricted codes over an 
arbitrary alphabet are presented. These inequalities are strengthened for the case that 
the size of the code is not divisible by the alphabet size. 0 1998 Elsevier Science 
Inc. 
1. THE DELSARTE INEQUALITIES 
Let F be a finite set of size y > 1. We identify the direct product F” of 
n copies of F with the set Fs of all mappings of the coordinate index set 
s := {1,2,..., n} into F. This will be convenient later on, when we consider 
arbitrary subsets of S. The set F ’ is a metric space with respect to the 
Hamming distance 
d(x, y) :=I{i E S~X~ z yi}l. 
We shall call this metric space a q-ary Hamming space of length n. 
DEFINITION 1. A code %?’ in FS is a multiset consisting of elements of 
FS. (A multiset is an unordered list, with repetitions allowed.) 
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REMARK 1. Most authors use the term “code” for subsets of FS. But our 
extension will turn out to be very useful in some of the proofs. 
DEFINITION 2. The distance distribution of 59 is the sequence 
A,(g), A,@‘),...> A,(g)> 
with 
Ai := i[{(r, y)]r, y E ‘Zand d(x, y) = i}l. 
The Delsarte inequalities are a set of linear inequalities in the Ai( The 
coefficients involved are the so-called Krawtchouk numbers. 
DEFINITION 3. The q-ary Krawtchouk numbers are the integers 
K,(j; q) := e (-l)“(q - yi j 
i=O (i)( ::Ii,i. 
THEOREM 1 (The Delsarte inequalities; cf. 141). The co&s Z in FS 
satisfy the n + 1 inequalities 
2 K,(j; q&t@") a 0, a = 0, l,..., n. 
j=O 
Since K,(j; q) = 1 for j = 0, 1, . . . , n, the first inequality can be replaced 
by the (obvious) equality 
i A@‘) = ]I%‘]. 
_j = 0 
The Delsarte inequalities are the basis of the linear programming bound for 
the maximum size of codes that satify certain conditions on the weight 
distribution. A nice survey paper is [5]. 
The main goal of our paper is to present two new proofs of these 
important inequalities. A common feature is the absence of any presupposed 
algebraic structure on the alphabet. The techniques involved may prove to be 
appropriate for solving other problems in coding theory. Another new result 
of the paper is a strengthening of the Delsarte inequalities for the case that 
the size of the code is not divisible by the alphabet size. 
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2. KNOWN PROOFS OF THE DELSARTE INEQUALITIES 
Delsarte proved his result within the context of the theory of association 
schemes. The metric space FS is an association scheme. Let Q be its second 
eigenmatrix, and let a be the row vector 
a := (A,(e), A,(e),...> A,(g)). 
Then the components of the vector aQ are nonnegative (Theorem 3.3 in [4]), 
and the entries of Q are the Krawtchouk numbers (Section 4.1 in [4]). The 
latter fact is proved using a group structure on the set F and an isomorphism 
of F into its character group F*. 
Introductory texts like [7] usually simplify the proof above by avoiding any 
reference to association schemes and taking advantage of the particularly 
simple structure of the Hamming scheme. Yet these proofs need the intro- 
duction of a group structure on F and the fact that the sum of the values of a 
character over a group F is either 1 F 1 or 0. 
A third approach uses a generalized Plotkin type argument which runs as 
follows. The zeroth Delsarte inequality follows from 
2 Aj(LF) = I%‘\, 
j=O 
and the first Delsarte inequality 
t [(9 - l)n - 4j] Ai(‘Z) > 0 
j=O 
can be derived by a combinatorial argument which usually is applied to derive 
the Plotkin bound. Now, using an identification F = Z for each (Y > 1 one 
can create a new (and much longer) code ga such t X at the first Delsarte 
inequality for ea yields the cx th Delsarte inequality for %‘. This approach is 
described in [6]. 
All proofs known to the authors use some algebra to derive a purely 
combinatorial result. Since this fact may block generalizations, for instance in 
the direction of linear programming bounds for generalized weights of 
unrestricted codes, a purely combinatorial proof might be of interest. 
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3. BINARY HAMMING SPACES IN A q-ARY HAMMING SPACE 
Let F be an alphabet of size q, and let S be a set of n positions. For any 
choice of n two-element subsets 
BiE :) ( 1 i E s, 
the product 
is a subspace of the q-ary Hamming space Fs which is isometric to the 
binary Hamming spaces of length n. 
EXAMPLE 1. T&e F := {O, 1,2), S := {1,2), B, := IO, 11, and Bs := 
{1,2}. Then 
00 
01 
02 
10 
FS = 11 and 8= 
12 
20 
21 
22 
DEFINITION 4. 
( 1 
n 
Note that the size of a is equal to l . 
We give two characterizations of the elements of 8. They are not 
relevant for the proof of the main result, but may turn out to be useful in 
other contexts. 
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PROPOSITION 1. A nonempty subset ~3 E FS is isometric to a binary 
Hamming space of length n if and only if 9 E B. 
Proof. The “if’ part is obvious. Suppose that 9 is isometric to a binary 
Hamming space of length n. Let a be any element of g, and let b be the 
(unique) element of B with d(a, b) = n. Then for all x E D we have 
d(a, x) + d( b, x) = n. 
This equality implies that for all i E S either xi = a, or xi = hi. U 
PROPOSITION 2. A nonempty subset 9 c F” is an element of 8 if and 
only if 9 is distance invariant and 
for iES. 
Proof. The “only if’ part is clear. As to the “if’ part, choose an element 
a EL-B, and let b be the element of B with d(a, b) = n. So a, z hi for 
i E S. The total number of coordinates in _c& is equal to n 2”. The number of 
coordinates in 9 that are equal to the corresponding coordinate of a is equal 
to 
C(n - i)(y) = i2n. 
i 
Likewise the number of coordinates in 9 that are equal to the corresponding 
coordinate of b is equal to (n/2)2”. So 
??
REMARK 2. The following example shows that the condition of distance 
invariance is necessary: Take F := (0, 1,2}, n := 2, and 53 := (00, 11,21,01}. 
Then A,(g) = A,(g) = 1 and A,(B) = 2, but 9 G B. 
REMARK 3. In general, we could, for arbitrary r, consider sets of the 
form 
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One might be tempted to conjecture that each distance invariant subset 
9 E FS with 
Ai = (r - l)i i=O,l,..., n, 
is an element of 8,. However, the following example shows that this is not 
true. Take F := (1,2, . . . ,12}, and let 9 E F2 be the code consisting of the 
36 words 
12 22 32 41 51 61 71 81 91 101 111 121 
13 23 33 43 53 63 72 82 92 102 112 122 
14 24 34 44 54 64 74 84 94 103 113 123 
Then 9 is a distance invariant code with 
Ai = (6 - l)j ;), i = 0,1,2, 
but 9 e 8s. Another counterexample to the conjecture has been communi- 
cated to the authors by E. M. Gabidulin. 
Back to the binary case. In a binary Hamming space, the relation 
x’h Y e d( r, y) = 0 (mod 2) 
is an equivalence relation. There are exactly two equivalence classes, which 
have the same size. So for each 9 E ‘L!? , we define {_@a, gi} to be the 
partition induced by the equivalence relation 
x- Y e d(r, y) = O(mod2) 
on 9. 
EXAMPLE 2 (Continuation of Example 1). The two equivalence classes in 
J% are the subsets {Ol, 12) and (02, ll}. 
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4. RESTRICTIONS OF CODES 
Let Z be a subset of S of size (Y. For any x E F”, we denote by x1 the 
restriction of r to I. More generally, if % is a code in FS, then %‘1 is the 
code in Fz consisting of the restrictions cz, c E ‘22’. Note that I%, 1 = I%‘/. 
Observe that the multiset gz generally will have multiple elements even if G? 
is a set. So here we can take advantage of our more general definition of a 
code. 
The weight distribution of a code and those of its restrictions to sets of a 
given size are linked by a simple equation. 
PROPOSITION 3.
Aj(@?) = c Ai(‘iFz). 
IE 
(“) 
a 
(1) 
Proof. The support supp(c, c’> of a pair (c, c’) E %? X ‘37 is defined to 
be the subset of S consisting of the indices u E S for which c, f c’,. So 
d(c, c’) = Isupp( c, c’>l. Suppose that the pair (c, c’) E g X %!7 contributes to 
1%’ Ai( i.e. that Isupp( c, c’>l = j. The restricted pair (cz, c;) contributes to 
l%Y Ai if and only if the intersection Z n supp(c, c’> has size i. There are 
exactly 
subsets Z E ’ 
( 1 ff 
for which this holds. Summing over all pairs (c, c’> E g X 
%F’, we obtain 
IgIAj(g) = C lelAi(gz)* 
IE a 
(“) 
??
5. A NEW PROOF OF THE DELSARTE INEQUALITIES 
LEMMA 1. Let F, Z befinite sets of size 9, (Y respectively, and let %’ be a 
code in F ‘. Then 
e (-1)“(9 - I)“-‘lg:I~~(g) = C (le nsol - g nql)*. 
i=O DsEKF’) 
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Then 
and 
Changing the order of summation in the right hand side of this identity and 
expanding the squares, we obtain 
C (E f-w01 - I@ n8,1)2 = C c A(c, c’, B)> 
with 
A(c,c’,~) = ~(c,~,,)~(c’,~~) + ~(c>~@(c’>~~) 
- qc, .so)6(c’, La-,) - qc, gJqc’> go>. 
If (c, c’} CJ~, the value of A(c, c’, ~3) is 0. If not, it is equal to (- lY’c2C’). 
Moreover, the number of binary Hamming spaces ~2 G F’ that contain a 
futed pair {c, c’) is equal to (4 - 1) - a &GC’) Hence . 
C (1% n.qJ - Is2 n811)2 = 2 ( -l)i(q - l)*-“IgIAi(g)* ??
Beb(F’) i=O 
THEOREM 2. Let F, S be finite sets of size q, n respectively. Then the 
codes ‘37 in Fs satisfy the n + 1 identities 
I@lj$oK.(j: q&@‘) = c C (Igz n.sol - Ez n9.,1)‘. (2) 
IE S 
( 1 
0eWF’) 
a 
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Proof. Apply Lemma 1 to the codes I??~, Z E 
205 
(Note that IgI I = 1271 for all subsets Z c S.) Substitution of the resulting 
expression for Ai in the identity (1) yields 
Finally, recall Definition 3: 
K,(j; 9) := 5 (-ly(q - l)a-i 
i=O 
(j(: 1:). 
??
COROLLARY 1. Since the right hand side of Equation (2) is a sum of 
squares, we immediately have the Dekarte inequalities: 
5 K,(j; q)Aj(g) a 0. 
j=o 
REMARK 4. For a given cr, we have 
2 K,(j; 9) Ai@‘:) = 0 
j=o 
if and only if for all cx-subsets I C_ S and for all binary Hamming spaces 
9 c F’ the equality 
holds. 
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6. ANOTHER PROOF 
In this section, we present a proof of the Delsarte inequalities that is 
closely related to the fact that the Hamming scheme of length n is the 
Kronecker product of n Hamming schemes of length 1. Cf. [4, p. 181 or [3, 
Section 5.1.21. 
Let F be a finite set of size 9, and let [w F be the real vector space of the 
9-tuples indexed by F. 
DEFINITION 5. The quadratic form Q on [WF is defined by 
Q(E) := C 6(x, y)t,ty, 
with 
6(x, Y) := “, l othetise 
i  
if x=y, 
EXAMPLE 3. If F := (0, 1,2], then the matrix of Q with respect to the 
standard basis of Iw F is 
PROPOSITION 4. 
Proof. The result immediately follows from the fact that the eigenvalues 
of Q are nonnegative. In fact, they are equal to 0 (with multiplicity 1) and 9 
(with multiplicity 9 - 1). A second proof runs as follows: 
For each set 
B := {U,D} E F 
i 1 2 ’ 
we define a quadratic form R, on [w F by 
R,(S) := (‘5-u - toy. 
ON THE DELSARTE INEQUALITIES 207 
Then 
Q= c R,. . (3) 
BE 
F 
( 1 2 
EXAMPLE 4. The matrix in the preceding example can be written as 
[:; 1: II] 
=[-a -; #_i ; -;I+[! _p -p]. 
Now, let 1 be a finite set of size IY. We consider the vector space 
[W@) g @)I IWF. 
DEFINITION 6. The quadratic form Q’ on [WCF’) is defined by 
Q’(5) := C C ‘(xj> yj)5x5y = 2 (~l>~(q - l)ami C &t!y* 
*, yeF’jE1 i=O d(x, y)=i 
We can identify Q’ with the o-fold tensor product az Q on the space 
Bz RF. The matrix of Q’ with respect to the standard basis of RCF’) is the 
a-fold Kronecker product of the standard matrix of Q. 
EXAMPLE 5. If F := {O, 1,2}, Z := {1,2}, the matrix of Q’ is 
[ -1 2 -1 2 
-1 @2 
-1 
2 1 
4 -2 -2 -2 1 1 -2 1 1 
-2 4 -2 1 -2 1 1 -2 1 
-2 -2 4 1 1 -2 1 1 -2 
-2 1 1 4 -2 -2 -2 1 1 
1 -2 1 -2 4 -2 1 -2 1 
1 1 -2 -2 -2 4 1 1 -2 
-2 1 1 -2 1 1 4 -2 -2 
1 -2 1 1 -2 1 -2 4 -2 
1 1 -2 1 1 -2 -2 -2 4 
(The rows and columns are parametrized by Fz in lexicographical order.) 
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REMARK 5. With a binary Hamming space 9 := lYIi E I Bi we can associ- 
ate the quadratic form 
R, := 631 R,, (4) 
iEl 
on [W(F’). Then (3) implies that 
EXAMPLE 6 (Continuation of the preceding example.) Take B, := (0, l}, 
B, := {l, 2}, and 9 := B, X B,. Then, again using the matrix notation, we 
have 
and 
0 0 00 0 0 0 0 0 
0 1 -1 0 -1 1 0 0 0 
0 -1 10 1 0 -1 0 0 
000000 0 0 0 
R,= 0 -1 1 0 1 -1 0 0 0 
0 1 -1 0 -1 1 0 0 0 
000000 0 0 0 
000000 0 0 0 
000000 0 0 0 
This is one of the nine matrices that sum to the matrix of Q’. 
PROPOSITION 5. 
Q’(E) > 0 ford 4 E [WcF’). 
Proof. The eigenvalues of the tensor product of (Y copies of a quadratic 
form Q are all possible products of LY eigenvalues of Q. ??
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Now we consider codes in F’. 
DEFINITION 7. The characteristic vector of a code ‘8’ in F’ is the 
element X~ of R(F’) defined by 
(xv), :=I{c E S+:Ic =x)1. 
LEMMA 2. Let F, I be finite sets of size y, (Y respectively, and let F: be a 
code in F’. Then 
igo( -l)‘(q - l)a-tIgIAi(e) = Q’( XW). 
Proof. The right hand side is equal to 
i+i(Y - lri c (XF),( x& 
d(x, y)=i 
and 
c ( x~F),( xgjy =I{(x, y)lr, y E gad 4x, y) = i}I 
d(r, y)=i 
= 153’lAi(%‘). ??
REMARK 6. In view of Equation (5), we can rewrite this result in the 
form 
f (-l)‘(q - l)“-“lSF’lAi(e) = c R,( xg). 
i=O s3EWF9 
THEOREM 3. Let F, S be finite sets of size q, n respectively. Then the 
codes %’ in Fs satisfy the n + 1 identities 
Proof. Simply repeat the argument in the proof of Theorem 2, replacing 
Lemma 1 by 2. ??
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COROLLARY 2. Since the right hand side of Equation (6) is a nonnegative 
integer, we again obtain the Delsarte inequalities 
5 K,(j; q) Aj(g7) 2 0. 
j=O 
7. THE CONNECTION BETWEEN THE PROOFS 
Let F, I be finite sets of size q, cx respectively, and let % be a code in 
F ‘. From Lemma 1 and Lemma 6, we know that 
Our aim is to understand why 
RB( X& = (B faol - Ig fql)‘. 
In the proof of Proposition 4, we have seen that 
&3(S) = (6” - SoI2 
for B := {u, v}. So R, is the square of a linearform on the vector space [WF. 
This linear form is determined by R, up to sign. To avoid ambiguity, we 
choose an arbitrary fured ordering of the set F and define 
i 
5, - 5” 
~“,“G) := 5” _ 6” 
if u <v, 
if u>v. 
Now, if Bi := (ui, vi}, i E I, and 9 := l-Ii E z Bi, we observe that 
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So R, is the square of the linear form 
on R(F’). The elements u, u E F’ have Hamming distance (Y. They com- 
pletely determine the binary Hamming space 8. Conversely, for any two 
elements X, y E F’ with d(x, y) = a! we have 
EXAMPLE 7 
notation for the 
and 
i.e. 
(Continuation of Example 6). Using the obvious vector 
linear forms, we have 
1 0.1 = [I, -LO], 4, = [OJ, -I], 
1 oi,iz= [O,I,-I,O,-I,I,O,O,O], 
&,,i,( s> = 50, - 502 - 511 + 512. 
All entries of I, “, 
-1. In fact, (I,,,,,‘= 
being products of 0, 1, and - 1, are equal to 0, 1, or 
(- l)d'".X). so 
0 if and only if x @9, and if x ~9, then (Z,,,,), = 
actually is the partition {&%a, 9i) of the binary Hamming space g that we 
defined at the end of Section 3. 
COROLLARY3. 
whence 
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Let us index the binary Hamming spaces 9 E %3(F’) by assigning to 
each 9 a unique pair (x, y) E F * X F ‘. Remember that we have fKed an 
ordering of F. This ordering induces on F’ the partial ordering 
x<y = xi < yi for all i E 1. 
Now observe that each binary Hamming space 9 contains exactly one pair of 
elements X, y with x < y. Hence we can write 
So Lemma 2 takes the form 
j~o(-l)i(s - 1)“~‘I%%(%) = C [E,,,( xv)]2. (7) 
X<Y 
8. THE SIZE OF THE RIGHT HAND SIDE 
In this section, we continue to use the notation of the preceding one. 
Obviously, the right hand side of Equation (7) is equal to zero if and only if 
4, y( X8) = 6 
for all x, y E F’ with x < y. But the next proposition shows that, for 4 > 2, 
these qa 
0 2 
conditions are dependent. Consider the vector space 
V := span{Z,,,lu, o E F and u # v} c (RF)*. 
Its dimension is q - 1. In fact, for any fKed u E F, the set 
is a basis for V. Since the dimension of the tensor product of vector spaces is 
the ,product of the dimensions of these vector spaces, we immediately have 
the 
PROPOSITION 6. The vector space 
V’ := span(Z,,Yl x, y E Fz and d( x, y) = CX} c ( [WcF’))* 
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has dimension (q - 1)“. Indeed, if we fix an aribtray element x E F’, then 
(1, YI y E F’ and d( x, y) = a) 
is a basis of VI, 
COROLLARY 4. The right hand side of Equation (7) is equal to zero if and 
only if, for any fixed x E F’, 
for all y E F’ with d(x, y) = (Y. 
Now we turn to cases when we can predict that the right hand side of 
Equation (7) is unequal to zero. We want to generalize a result in [l], where 
it is shown that for q = 2 and (%? f 0 (mod 2) the Delsarte inequalities are 
strict inequalities. 
PROPOSITION 7. Zf I’S?1 f 0 (mod q), then for any x E F’ a y E F’ with 
d(r, y) = (Y exists such that Z,, y( x0) z 0. 
Proof. Note that 
c I,,,( xv) = c (-ly’“,-)(q - l)a-d(x,-)( x0); 
d(r. y)=a ZEFI 
= c (xglz (modg) 
ZEF’ 
and that 
This result can be considerably improved. 
LEMMA 3. Consider the list 
parametrized by the set J := {(u, u) E F X F 1 u < u}. Zf one of its elements 
is nonzero, at least q - 1 are nonzero. 
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Proof. A number I,, “( 5 ) is zero if and only if 5, = 5,. If more then 
i 1 9 -(9-I) 2 
of the numbers I,, “( 5 > are zero, then all of them are zero. (This corresponds 
to the fact that the edge connectivity of the complete graph K, is equal to 
9 - 1.1 W 
E 
PRPOSITION 8. Zf IFI f 0 (mod 91, then at least (9 - 1)” pairs (x, y) 
F’ x F’ with x < y exist such that 1,. Y( xg) # 0. 
Proof. Identify 
J’ := {(x, y) E F’ x F’I x 4 y} 
with the Cartesian product l-I,] under the mapping 
can be viewed as an array of size 
(z) X(i) X*.-X (i) (atimes). 
Each “line” parallel to the “coordinate axes” is a list of the type described in 
Lemma 3. From Proposition 7, we known that at least one entry of L’ is 
nonzero. So an induction argument shows that L’ has at least (9 - 1)” 
nonzero entries. (This is the same kind of argument as in the standard proof 
that the minimum distance of a product code is the product of the minimum 
distances of its factors; cf. [2, Theorem 10.1.21.) ??
LEMMA 4. Let dj E RF be a vector with nonnegative integer entries, and 
let k be the residue of N == C, E F 5, module 9. Then 
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Proof. Let a, b E F be elements such that 5, > &,. Consider the vector 
q E RF defined by 
if f~a, 
if t=b, 
otherwise. 
Then c, E Fs = N and 
= (5, - 5bj2 - (5, - 56 - 2)” 
+ c (5, - ‘5)” - (‘&I - 5, - 1)” 
t#a, b 
+ c (56 - 6,)” - ( 5b - 5, + II2 
t+a, b 
= 4( 5, - ,$ - 1) + c 2( 5/l - 6J - 1) 
t+a.b 
> 0. 
Continuing this procedure, we eventually wind up with a vector s E RF such 
that 
and for which n - k entries are equal to 1 N/q] and k entries are equal to 
1 N/q] + 1. Now observe that 
c [~“,“(~>I’ = k(q - k). 
U<U 
??
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PROPOSITION 9. Let k be the residue of )%?‘I modulo 9. Then 
c [~~,,( xo)]z 2 k(9 - kH9 - w-l* 
X-,-Y 
(8) 
Proof. We use the notation of Proposition 8, and consider the array 
[CL Y(xdz](x; y)E,l* 
All entries are nonnegative integers, and their sum is the left hand side of the 
inequality (8). By Lemma 3, each nonzero “line” parallel to the “coordinate 
axes” has at least 9 - 1 nonzero entries, and, by Lemma 4, their sum is not 
smaller than k(9 - k). N ow an induction argument perfectly similar to that 
in Proposition 8 finishes the proof. ??
From the proposition we infer the following strengthening of the Delsarte 
inequalities. 
THEOREM 4. Let F, S be finite sets of size 9, n respectively, let g be a 
code in FS, and let k be the residue of I%?1 module 9. Then 
I~~j~OKcx(i; 9)Aj(@7) 2 kc9 - k)(9 - l)“-‘(E) 
f or (Y = l,...,n. 
Proof. Apply Proposition 9 to all restrictions 
and add the inequalities. Using Equation (7), we obtain 
j5(-4(9 - l)a-i 7 IjglA@I) > k(9 - k)(9 - I)“-‘( “a). 
1s E 
The left hand side can be transformed into 
n 
1gl C ‘a(j; q)Aj(g) 
j=o 
in the same way as in Theorem 2. ??
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