Abstract -In this paper, we introduce an auto-regressive moving average (ARMA) lattice model for speech modeling. The speech characteristics are modeled and expressed in the form of lattice reflection coefficients for classification. SelfOrganization Map (SOM) is used to build codebooks for classification and recognition of the lattice reflection coeffrcients. Experimental results based on an isolated word speech database of 10 wordshames indicate that the ARMA lattice model achieves superior recognition performance as compared to those of the conventional auto-regressive (AR) model.
I. INTRODUCTION
In speech analysis, close modeling of speech characteristics is important. Conventional LPC analysis uses an all-pole AR model to model speech with considerable success. However, in case of phonemes that introduce zeros, for example, nasal sound, there is much room for improvement in the AR type of modeling techniques. In a pole-zero model, poles correspond to the vocal tract resonance and zeros correspond to such effects as coarticulation and coupling between the vocal tract and nasal cavity. This leads to the idea of pole-zero modeling of speech. In the early attempts to derive a pole-zero model, many methods were developed based on an all-pole model. Modifications were made to avoid increasing computation burden, so the parameters for the zeros somehow can be obtained easily from the known parameters of the poles [l] . Meanwhile, a new acoustic model was developed taking into account the nasal tract as well as the oral tract and led to a lossless pole-zero modeling of speech [2] . Due to the continual increase in CPU speed of personal computers, computations that were or have been too complex to realize in real-time are or will be able to be realized in real time. This led to our renewal interest to examine the ARMA lattice model [3] that we have developed earlier for pole-zero modeling of speech.
II. RECOGNITION SYSTEM
Parametric representation is the front-end processor in our speech recognition system that includes two major parts, preprocessing and ARMA lattice analysis. The preprocessing part starts with the digitization and 16-bit quantization of an input voice samples at 8 kHz. This is carried out by the sound card in a PC. The resulting discrete voice samples are then preprocessed for endpoint detection, pre-emphasis, frame blocking, and windowing. In the frame blocking, the preemphasized speech signal is blocked into frames of N (=240) samples, with adjacent frames being separated by M (=HO) samples. Pattern recognition processes consist of training and testing. Pattern training converts representative voice patterns into reference patterns for use in the pattern similarity decision. Clustering training using the Self-organization Map [4] was adopted in which a number of samples of each voices are trained to create one reference voice. The lattice reflection coefficients of each frame from the ARMA lattice analysis are used as input in the training. Codebooks are designed to minimize the distortion between input voices and reference voices. Suppose we have W codebooks for W (=lo) utterance voices. After computing the distortion between the input utterance and all reference codebooks, the utterance is then recognized as the one that has minimum distortion. The index of that reference codebook will be output as the final recognition result.
III. ARMA LATTICE MODEL
In the ARMA modeling problem, we are given an input sequence {x(n)} and an output sequence {y(n)} and we would like to find a linear time varying ARMA filter, whose output {y'(n)} is as close as possible to {y(n)}. In speech applications, the systems we are trymg to model are slowly varying in time so that the ARMA filter coefficients may be considered to be constant over any interval of length L. In this case, the modeling problem at time n may be formulated as follows. At each time i within the interval [n-L+1, n], an ARMA model with constant coefficients generates an output according to the difference equation:
Our goal then is to determine the set of filter coefficients that minimize the mean square error over the interval [n-L+ 1, n] as:
The ARMA lattice algorithm developed in [3] exhibits a high degree of simplicity and regularity in computational architecture and was introduced in speech modeling in this study. To obtain order update recursions for the lattice model, two basic modules To build an ARMA lattice model, we always start from one of the starting blocks. Other regular order update blocks are then connected according to the rules of error fields compatibility. Fig.  1 shows the microstructure of the ARMA lattice model. Basically, An ARMA lattice model of any order can be obtained as long as the inputs and outputs of adjacent blocks are compatible. For example, starting from 1 -a so the next block's inputs must be in the same format of the I-AR's outputs. That is to say, either AR-MA or AR-AR can follow the I-AR block. If the second block is AR-MA, then the third block must be MA-AR or MA-MA. In Fig. 1 , we note that for any @, q)thorder ARMA lattice filter, there could be more than one way to build it. They could involve different types of blocks and have different block sequences. Among all kinds of possible connections, there is one special arrangement that we call minimal. Fig. 2 shows the minimal ARMA lattice model.
IV.EXE'EIUMENTS
The pre-recorded database that we used for the experiment is specially designed for our isolated word speech recognition application. It is a collection of speech recordings, which is accessible in computer readable form (wave format). The database consists of 10 isolated English words and names that include "Call, Hangup,-No, Yes, Halima, Hari, John, Tracy; Walter, and Wayne". Each wordname is repeated 10 times by each speaker. There are 10 speakers, 5 females and 5 males; voices were recorded under normal laboratory environment. Two kinds of experiments were designed to test the recognition system: speaker-dependent test and speaker-independent test. There are 100 samples from 10 different speakers. For speaker-dependent tests, the samples of each word were divided into two sessions. Session 1 contained 60 samples from 10 different speakers (6 samples per speaker) and session 2 took the remaining 40 samples, they were non-overlapping sessions. In the experiments, the session 1 was used as training data, whereas the session 2 was used for testing. Since the training data and testing data come from the same 10 speakers, the tests then are said to be speakerdependent. For speaker-independent tests, we divided the database into two sessions in another way. This time, for each word the session 1 consisted of 60 samples from 6 different speakers (10 samples per speaker) and the session 2 took the remaining 40 samples from the remaining 4 speakers. The training was then done on the session 1 and testing was done on the session 2. Since we use other speakers' voices to test the pretrained system, this is called speaker-independent. For the linear predictive (LP) analysis, the auto-correlation method was used to get the 12* order AR model coefficients. The ARMA lattice 1187 method discussed was used to calculate the 13 reflection coefficients of the ARMA (6,6) lattice model. The codebooks for each word were then generated from the session 1. In the experiments, the codebook sizes were chosen to be 16,32 and 64 for comparison. Once the codebooks had been generated, the recognition results were then obtained from the session 2. Table I1 summaries the experimental results for speakerdependent tests. For both the ARMA lattice model and the AR model, three sets of results are obtained for codebook sizes of 16, 32 and 64. From the table, we can see that in both the ARMA and AR methods, the recognition rates improved by increasing the codebook size. The AR models are more sensitive to the changes of the codebook size due to relatively larger variations in LP coefficients. In the AR model, comparing the results obtained from codebook sizes of 16 and 32, the longer utterance voices, e.g. halima, hangup, Walter, which contain more phonetic information, are able to benefit more from increasing codebook size than other short utterance voices. Similar situations apply to the ARMA model except for the voice hangup, the results shows no large difference between codebook sues of 16 and 32. This is because this voice is distinct in its nasal pronunciation as compared with other voices, so it is easier to be recognized. Although the longer utterances generally obtain significant improvements on recognition rates when the codebook size is increased from 16 to 32, similar improvements generally can not be obtained as the codebook size increases from 32 to 64.
V. RESULTS
Comparing the ARMA and AR model for the same codebook size of 64, the ARMA lattice model achieves remarkably better recognition performances especially for the voices with nasal sound like no, john, Wayne. The superiority of the ARMA lattice method is apparently. It is also interesting to note that the longer utterances, e.g., hangup, halima and Walter, tend to be much easier to be recognized due to their rich and distinct phonetic contents. On the other hand, shorter utterances tend to be easier to be buried by other utterances with similar voice properties. Table 111 summarizes the results on the speaker-independent experiments. In general, similar results as the speaker-dependent case are obtained, except the recognition rates are lower due to the testing on different speakers. In speech recognition, the speaker variability is typically modeled using statistical technique applied to a large amount of data. To properly train a codebook, the training data should span the range as broad as possible on different speakers, including ranges in age, accent, gender, speaking rate, levels and other variables. This is to ensure the system's applicability to a wide range of speakers.
Although all the speaker-independent cases have lower recognition rates as compared to the speaker-dependent ones, the degradations in the ARMA lattice model are not as much as those in the AR model. This implies that the features extraction ability of the ARMA lattice model is more effectively than that of the AR model. To a certain extent, the ARMA lattice representation is able to emphasize perceptually important speaker-independent features while de-emphasizing speaker-dependent features of voices.
For comparisons, we also include the results of the 13* order AR model and the 13* order AR lattice model. Table IV summarizes the overall recognition rates for a codebook size 64.
From the results, no improvement is obtained for the speakerindependent recognition rate when the AR order is increased from 12 to 13. The 13* order AR lattice model has 0.25% improvement on the recognition rate over those of the non-lattice AR models. Once again, the ARMA lattice model shows its superiority on the recognition rates as compared to those of the other AR models.
VI. CONCLUSIONS
In this paper, an ARMA lattice model and the SOM are used, respectively, for feature extraction and classification in isolated word speech recognition of 10 worddnames. With the same codebook size, the ARMA (6,6) lattice model consistently achieves higher recognition rates than those of a 1 1 order AR model. For a codebook size of 64, the differences are 1 1.75% and 19.25% respectively, for the speaker-dependent and speakerindependent cases. The differences are especially obvious for those voices with nasal sound like no, john, Wayne. This demonstrates the superior capability of the ARMA lattice model in modeling voices with zero properties. The ARMA lattice model also consistently achieves the highest recognition rates. For a codebook sue of 64, the recognition rates of the ARMA lattice model are 95.5% and. 89.5% respectively, for the speakerdependent and speaker-independent cases. The recognition rates obtained by the 13* order AR model and the 13* order AR lattice model are at most 0.5% and 0.25% respectively, higher than those of the 12'h order AR model for the speaker-dependent and speaker-independent cases. These are nowhere close to the recognition rates of the ARMA lattice model. 
