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ABSTRACT 
van den Berg, F., van den Bosch, F., and Paveley, N. D. 2013.  
Optimal fungicide application timings for disease control are also an 
effective anti-resistance strategy: A case study for Zymoseptoria  
tritici (Mycosphaerella graminicola) on wheat. Phytopathology 103: 
1209-1219. 
Strategies to slow fungicide resistance evolution often advocate early 
“prophylactic” fungicide application and avoidance of “curative” treat-
ments where possible. There is little evidence to support such guidance. 
Fungicide applications are usually timed to maximize the efficiency of 
disease control during the yield-forming period. This article reports 
mathematical modeling to explore whether earlier timings might be more 
beneficial for fungicide resistance management compared with the 
timings that are optimal for efficacy. There are two key timings for fungi-
cide treatment of winter wheat in the United Kingdom: full emergence of 
leaf three (counting down the canopy) and full emergence of the flag leaf 
(leaf 1). These timings (referred to as T1 and T2, respectively) maximize 
disease control on the upper leaves of the crop canopy that are crucial to 
yield. A differential equation model was developed to track the dynamics 
of leaf emergence and senescence, epidemic growth, fungicide efficacy, 
and selection for a resistant strain. The model represented Zymoseptoria 
tritici on wheat treated twice at varying spray timings. At all fungicide 
doses tested, moving one or both of the two sprays earlier than the normal 
T1 and T2 timings reduced selection but also reduced efficacy. Despite 
these opposing effects, at a fungicide dose just sufficient to obtain 
effective control, the T1 and T2 timings optimized fungicide effective life 
(the number of years that effective control can be maintained). At a higher 
dose, earlier spray timings maximized effective life but caused some 
reduction in efficacy, whereas the T1 and T2 timings maximized efficacy 
but resulted in an effective life 1 year shorter than the maximum 
achievable. 
Additional keywords: healthy area duration, leaf blotch, selection ratio. 
 
Guidance to growers on fungicide resistance management 
usually advocates that treatments should be applied earlier in epi-
demic development, rather than later. The specific wording used 
depends on the particular pathogen and fungicide mode of action 
to which the guidelines apply but the general principle is con-
sistent. Examples include “SDHI [succinate dehydrogenase 
inhibitor] fungicides should be used preventively or at the early 
stage of disease development” (www.FRAC.info) and “Monitor 
crops regularly for disease and treat before infection becomes 
well established” (3). 
Brent and Hollomon (5) pointed out that there was no under-
pinning experimental evidence for such assertions; a position 
confirmed subsequently at a workshop reported by Zlof and 
Sunley (41). However, Brent and Hollomon (5) described two 
hypotheses which could provide a rationale for such recommen-
dations. The first relates specifically to where a systemic fungi-
cide is mixed with a multi-site-acting “protectant” fungicide, 
which is only effective against spores arriving on the plant after 
treatment. When treatment is applied to existing infections, the 
systemic component is effectively acting alone and the anti-resis-
tance benefit of the mixture (15) may be lost. The second, more 
widely applicable hypothesis compared waiting until a threshold 
population appears before treating against applying fungicide 
prophylactically to keep populations permanently low, the asser-
tion being that the opportunity for selection could be lower with 
the latter approach. In this article, we use a modeling approach to 
develop and critically test the second hypothesis. 
Some development of the hypothesis is required to define the 
processes to be modeled. There are two phases of fungicide resis-
tance evolution, both of which could be affected by timing of 
treatment. During the initial emergence phase, the resistant strain 
has to arise through mutation and invasion. During the subsequent 
selection phase, the resistant strain is present in the pathogen 
population and the fraction of the pathogen population carrying 
the resistance increases due to the selection pressure caused by 
the fungicide (36). 
During the emergence phase, the absolute number of mutant 
fungicide-resistant spores occurring per time unit in a fungal 
population is the product of the number of spores produced in the 
population per time unit and the mutation probability. Thus, 
population size is a key component in the number of fungi- 
cide resistance mutations occurring per time unit, suggesting that 
keeping population size low could be advantageous. However, 
there is a counteracting mechanism, because the mutant type has 
to build up a population in an environment occupied by the 
sensitive type. If the density of the sensitive type is higher, it is 
less likely that the mutant will increase greatly in numbers, 
because more of the host tissue is occupied by the sensitive type 
(36). Stochastic modeling approaches are being developed 
currently by the authors to address the effects of anti-resistance 
strategies on the emergence phase. This article focusses on the 
selection phase. 
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The strength of selection is quantified as the rate of change in 
the proportion of the pathogen population consisting of the 
fungicide-resistant strain. Because selection is about change of 
proportions, it is inherently independent of population size. 
However, selection is driven by the rate of change of population 
size; specifically, by the difference in the relative growth rate (r) 
of the sensitive and resistant populations. The work reported here 
tested the possibility that fungicide timing could affect selection 
through effects on epidemic dynamics rather than through popu-
lation size per se. 
We used the model reported by Hobbelen et al. (14) as a 
starting point for the work. That article describes a modeling 
analysis in which various fungicide mixture treatments were 
compared for their effect on selection when applied at fixed spray 
timings against Zymoseptoria tritici comb. nov. (Septoria tritici 
leaf blotch; previously known as Mycosphaerella graminicola) on 
winter wheat (Triticum aestivum). To allow a realistic represen-
tation of the effect of varying spray timing, two main changes 
were made to the model. The first change resulted from field 
experiments reported by Paveley et al. (28), which showed that 
changing spray timing has different effects on epidemic progress 
on each of the layers of culm leaves which form the wheat 
canopy. Hence, for example, for the uppermost leaf layer (the flag 
leaf), the highest dose efficiency (reduction in area under the 
disease progress curve caused by any given fungicide dose) is 
achieved by a spray timing close to or shortly after full flag leaf 
emergence. Spray applications prior to full emergence of that 
layer are less effective because they do not deposit directly onto 
the leaf surface. Spray timings later in leaf life are less effective 
because more of the infections on that leaf layer are either already 
infectious or are too far into their latent period to be prevented 
from becoming infectious. Furthermore, after the first spray 
application, any newly emerging leaf tissues are completely un-
protected until the next spray application. This is likely to have 
large consequences for both disease control and selection. There-
fore, when addressing spray timing-related questions, it seems 
important to model the area development for individual leaves. 
Therefore, leaf emergence and senescence and epidemic dynam-
ics were represented for each leaf layer in the model described 
here in order to represent these treatment timing effects. The 
second change to the model was to subdivide the latent period 
into age classes, so that the effect of systemic fungicide appli-
cation on latent infections could be constrained to those cohorts 
of lesions which were in the early part of their latent period at the 
time of application (27). 
Fungicide treatment advice for the control of foliar pathogens 
of wheat in the United Kingdom centers around two key spray 
timings. The first treatment is applied when leaf 3 (counting down 
the canopy from the flag leaf [leaf 1]) is fully emerged (typically 
at approximately growth stage [GS] 32) (8) and the second when 
the flag leaf is fully emerged. These two treatments—termed T1 
and T2, respectively, by crop managers—optimize dose efficiency 
for disease control on the upper three leaf layers of the crop 
canopy that are critical to yield formation (27). 
Hence, a key question arises, which relates back to the original 
hypothesis from Brent and Hollomon (5): is it a good anti-resis-
tance strategy to apply fungicide treatments earlier than might 
otherwise be dictated by the need to achieve the best dose effi-
ciency? Here, we explore this question for the subset of possible 
treatment options where two treatments are applied and spray 
timings are varied from the normal T1 and T2 spray timings. 
Cases where additional treatments are applied (for example, 
adding an earlier treatment and, thus, also changing the number of 
applications) will be described elsewhere. 
THEORY AND APPROACHES 
Model development. A differential equation model was de-
veloped from the model reported by Hobbelen et al. (15), because 
this is currently the only fungicide resistance model that has been 
tested against field data. The crop canopy in that model was 
represented as a single unit. Here, we subdivide the canopy into 
leaf layers, following the approach developed by Audsley et al. 
(4) and Milne et al. (24,25). 
Crop growth. The decimal code system for measuring wheat 
development using the prefix GS, denoting the growth stage used 
in this article, is described by Chang et al. (8). The total leaf area 
index, A, of an individual leaf layer with leaf number n is a 
function of thermal time t, and is described by a monomolecular 
equation (34), reaching a maximum value of Amax_n. Leaf growth 
results in an increase in the leaf’s healthy area index (HAI) but is 
followed by a period of exponential decline due to leaf senes-
cence, σn(t), with a mean senescence rate, s, resulting in a decline 
in HAI. It is assumed that pathogen infection only affects HAI 
and not the growth and eventual size of the leaves and, therefore, 
it is essential to track the total area and HAI separately. In the 
absence of disease, the rate of change of the HAI of leaf n, ܪሶ n, is 
thus given by 
݀ܪ௡
݀ݐ = ߛ൫ܣ୫ୟ୶ _௡ − ܣ௡൯ − ߪ௡(ݐ)ܪ௡ (1) 
with	
ە
۔
ۓ ݀ܣ௡݀ݐ = ߛ൫ܣ୫ୟ୶_௡ − ܣ௡൯
ߪ௡(ݐ) = ቊ
0,			ݐ < ௦ܶ௘௡௘_௡
݁௦(௧ି்೏೐ೌ೟೓_೙), ௦ܶ௘௡௘_௡ ≤ ݐ < ௗܶ௘௔௧௛_௡
  
whereby γ is the leaf expansion rate, leaves are counted down-
ward from the flag leaf (leaf 1), and Tsene_n and Tdeath_n are the time 
of senescence onset and leaf death, respectively, for leaf number 
n. A representation of leaf growth in the absence of disease is 
shown in Figure 1. 
Fig. 1. Healthy area index (HAI) growth for A, individual leaf layers and B,
the top five leaves combined in the absence of disease. 
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For a fixed period of time, Textension_n, after the onset of emer-
gence of a new leaf, no stem extension takes place, which means 
that the newly emerging leaf remains at the same height as the 
previously fully emerged leaf layer. During this period of close 
proximity between the two leaf layers, close contact and dew run-
off result in a relatively increased spore transfer (23). However, 
the emergence of culm leaves 1 to 4 occurs concurrently with 
stem extension, so that each newly emerged leaf grows away over 
the internode distance hL (4,23). 
Disease dynamics. The Z. tritici population modeled consists of 
two strains: strain S is sensitive to the fungicide applied and strain 
R is resistant to the fungicide. Infection by a pathogen spore 
results in a strain-specific latent leaf area, L1j, with j = {S,R}. The 
model includes multiple latent compartments, such that the rate of 
leaving the latent class is dependent on the time the lesion has 
already spent in it, resulting in a realistic distribution of the latent 
period (Fig. 2) (9). To ensure that the mean latent period matches 
the observed mean latent period of Z. tritici, 1/δj, the transition 
rate within and between the latent compartments, δj, is scaled by 
the total number of latent compartments, m (Fig. 2) (9). Latent 
lesions of strain j that leave the last latent compartment result in 
infectious leaf area, Ij, which remains infectious for a period of 
1/µ°C days. Z. tritici is a necrotrophic pathogen, which means 
that, when lesions become infectious, the leaf tissue is killed. 
Therefore, leaf senescence does not contribute to lesion death and 
infectious leaf area does not contribute to HAI. 
For Z. tritici, the predominant initial source of inoculum initiat-
ing the epidemic consists of ascospores landing on the rosette 
leaves. The resultant lesions on the rosette leaves are subsequently 
the main source of inoculum for culm leaves 5 to 1 (30). Lesions 
on the rosette leaves stop sporulating at the end of their infectious 
period; therefore, the inoculum contribution from the rosette 
leaves relies on the availability of susceptible tissues. When the 
rosette leaves start to senesce, the inoculum contribution by the 
rosette leaves starts to decline. However, because lesions appear a 
latent period later and keep sporulating on dead tissues over the 
infectious period, the decline in the lesion density on the rosette 
leaves will only become apparent a latent period plus an infec-
tious period after the onset of senescence of the rosette leaves. 
The inoculum contribution from the lower leaves to the epidemic 
on the top five leaves is thus modeled as  
ܺ(ݐ) = ൜ ܺ଴,										ݐ < ௜ܶ௡௢௖_ௗ௘௖௟௜௡௘ܺ଴݁ିట(௧ି்೔೙೚೎_೏೐೎೗೔೙೐), ௜ܶ௡௢௖_ௗ௘௖௟௜௡௘ ≤ ݐ < ௜ܶ௡௢௖_ௗ௘௔௧௛ 
with	߰ = ݁ఠ(௧ି்೔೙೚೎_೏೐ೌ೟೓) 
(2) 
Here, ω represents the lesion loss rate and is assumed to be 
equal to the leaf senescence rate, X0 is the average initial density 
of infectious lesions on the lower leaves, and Tinoc_decline and 
Tinoc_death are the times at which the inoculum density on the 
rosette leaves starts to decline and has been reduced to zero, re-
spectively. Note that the spores on the rosette leaves are bio-
logically the same as those on the upper leaves and have the same 
infection abilities but, because the lesions on the rosette leaves are 
the source of inoculum initiating the infection on the other leaf 
layers, they need to be tracked separately. However, the total 
inoculum pressure is determined by summing the sporulating 
lesion density on the rosette leaves and the sporulating lesion 
density on all the other plant leaves (see equation 5). Although 
substantial Z. tritici infection is common on the leaf lamina of 
wheat, substantial infection on stems and ears is rare and, hence, 
we ignore the stems and ears in this study. 
At the start of a growing season, a fraction, θ, of the external 
primary inoculum is resistant. The fraction of external primary 
inoculum that is resistant is assumed to be equal to the fraction of 
spores and, hence, the fraction of infectious lesion tissue that is 
resistant at the end of the previous growing season; that is 
 
(3) 
where −nSI  and −nRI  denote the infectious tissue densities at the 
end of the previous growing season. It is assumed that this 
translates to a fraction, θ, of resistant infectious lesions on the 
lower leaves at the start of the growing season. In the first grow-
ing season, θ = θ0.  
The transmission of the pathogen is modeled by three terms: (i) 
compound parameter, ρ, which incorporates spore production, 
infection efficiency of the spores, and the probability that the 
spores stay within the crop canopy (the majority of spores are 
washed or blown out of the canopy or into the soil); (ii) 
probability Ph,n, that a spore originating from leaf h reaches leaf n; 
and (iii) probability Hn/An, defining whether, when a spore lands 
on a leaf, it lands on a healthy site. The probability Ph,n that spores 
reach a target leaf decreases exponentially with the distance of the 
inoculum source (29), whereby the distance between the source 
and target leaf, πh,n, is calculated from the average height of the 
individual leaf layers such that 
௛ܲ,௡ = ൜݁
ିఙ೏೚ೢ೙గ೓,೙,								݊ < ℎ
݁ିఙೠ೛గ೓,೙,													݊ ≥ ℎ (4) 
and where σdown and σup are measures for the ease of downward 
and upward spread, respectively. A spore can only land at one 
location and, therefore, the sum of probabilities of landing at 
different leaves can never exceed 1. 
Thus, the leaf layer specific tissue dynamics can be sum-
marized by 
 
ௗ஺೙
ௗ௧ = ߛ൫ܣ௠௔௫೙ − ܣ௡൯  
ௗு೙
ௗ௧ = ߛ൫ܣ௠௔௫೙ − ܣ௡൯ − ߩௌ ቀ
ு೙
஺೙ቁ ൫ ௢ܲ,௡(1 − ߠ)ܺ + ∑ ௛ܲ,௡ܫௌ೓
ସ௛ୀଵ ൯ −
					ߩோ ቀு೙஺೙ቁ ൫ ௢ܲ,௡ߠܺ + ∑ ௛ܲ,௡ܫோ೓
ସ௛ୀଵ ൯ − ߪ௡(ݐ)ܪ௡  
ௗ௅భೄ೙
ௗ௧ = ߩௌ ቀ
ு೙
஺೙ቁ ൫ ௢ܲ,௡(1 − ߠ)ܺ + ∑ ௛ܲ,௡ܫௌ೓
ସ௛ୀଵ ൯ − ݉ߜௌܮଵௌ೙ −
					ߪ௡(ݐ)ܮଵௌ೙   
ௗ௅భೄ೙
ௗ௧ = ݉ߜௌܮ(௜ିଵ)ௌ೙ − ݉ߜௌܮ௜ௌ೙ − ߪ௡(ݐ)ܮ௜ௌ೙																				(2 ≤ ݅ ≤ ݉)  
ௗ௅భೃ೙
ௗ௧ = ߩோ ቀ
ு೙
஺೙ቁ ൫ ௢ܲ,௡ߠܺ + ∑ ௛ܲ,௡ܫோ೓
ସ௛ୀଵ ൯ − ݉ߜோܮଵோ೙ − ߪ௡(ݐ)ܮଵோ೙   
ௗ௅೔ೃ೙
ௗ௧ = ݉ߜோܮ(௜ିଵ)ோ೙ − ݉ߜோܮ௜ோ೙ − ߪ௡(ݐ)ܮ௜ோ೙																		(2 ≤ ݅ ≤ ݉)  
ௗூೄ೙
ௗ௧ = ݉ߜௌܮ௠ௌ೙ − ߤܫௌ೙   
ௗூೃ೙
ௗ௧ = ݉ߜோܮ௠ோ೙ − ߤܫோ೙   
A schematic overview of the disease dynamics on a single leaf 
layer is shown in Figure 3 and an example of the predicted 
disease dynamics on leaves 1 to 4, compared against observed 
disease dynamics, is shown in Figure 4. 
Fungicide dynamics. Fungicide effects were parameterized to 
represent the quinone outside inhibitor (QoI) pyraclostrobin 
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(BASF), which has both protectant and eradicant action. The 
protectant effect is modeled by a proportional reduction in the 
infection efficiency, which can be modeled by a reduction in 
compound parameter ρj, and the eradicant effect is modeled by a 
proportional increase in the latent period, 1/δj. However, the 
eradicant action of systemic fungicides is generally only effective 
during the early part of the latent phase (27,28) and, hence, we 
assume that only lesions that are in the first half of their latent 
period are affected by the eradicant action of the fungicide. The 
proportional changes in latent period and the compound param-
eter due to the application of a fungicide are calculated every 
degree-day for each leaf layer according to the fungicide’s dose 
response curves, leading to 
    ߩ௝(ݐ) = ߩ ൬1 − ߙఘ,௠௔௫ ቀ1 − ݁ି఑ഐೕௗ(௧)ቁ൰ (5) 
ߜ௝(ݐ) = ൝ߜ ൬1 − ߙఋ,௠௔௫ ቀ1 − ݁
ି఑ഃೕௗ(௧)ቁ൰ ,									in	ܮሶ ௜	with ݅ ≤ ݉/2
ߜ,																																															 																	in	ܮሶ ௜	with ݅ ≤ ݉/2
 
with αρmax and αδmax as the maximum reduction in the target 
parameter, κρj and κδj as the shape parameters of the dose re-
sponse curves for strain j, and d(t) as the effective daily fungicide 
dose. 
By analogy with Milne et al. (25), the fungicide dose Dn 
arriving at leaf n depends on total dose sprayed, D0, the prob-
ability of being intercepted by leaf n, and the probability of not 
being intercepted by any of the leaves above leaf n, such that 
ܦ௡ = ܦ଴൫1 − ݁ିఛ஺೙൫௧ೞ೛ೝೌ೤൯൯݁ିఛ ∑ ஺ೕ൫௧ೞ೛ೝೌ೤൯
೙షభೕసభ
 (6) 
whereby τ is a measure for the average projection area of the 
leaves and stem onto a horizontal surface. From the time of ap-
plication, the applied active substance of the fungicide will decay 
over time, resulting in an effective daily dose concentration d(t) 
on leaf n of  
݀(ݐ) = ܦ௡ܣ௡ ݁
ିఔ൫௧ି௧ೞ೛ೝೌ೤൯
 (7) 
with υ as the decay rate of the active substance. It is assumed that 
the fungicide also affects the susceptible population on the rosette 
leaves, whereby the reduction of the susceptible population due to 
a spray application is directly related to the dose of the fungicide, 
and the density of the susceptible population recovers according 
to the decay rate of the fungicide. It is further assumed that the 
effect of the spray event on the actual density of the infectious 
lesions on the rosette leaves is delayed by a latent period. This is 
modeled by  
ܺ(ݐ) =
ە
ۖ
۔
ۖ
ۓ(1 − ߟ)ܺ଴ ቆ1 − ߙ௑,௠௔௫ ൬1 − ݁ି௞೉ௗቀ௧ି
ଵ
ఋቁ൰ቇ + ߟܺ଴, ݐ < ௜ܶ௡௢௖_ௗ௘௖௟௜௡௘
(1 − ߟ)ܺ଴ ቆ1 − ߙ௑,௠௔௫ ൬1 − ݁ି௞೉ௗቀ௧ି
ଵ
ఋቁ൰ቇ ݁ିట൫௧ି்೔೙೚೎_೏೐೎೗೔೙೐൯											
+ߟܺ଴݁ିట(௧ି்೔೙೚೎_೏೐೎೗೔೙೐),			 ௜ܶ௡௢௖_ௗ௘௖௟௜௡௘ ≤ ݐ < ௜ܶ௡௢௖_ௗ௘௔௧௛
 
(8) 
where η is the fraction of infectious lesions on the rosette leaves 
that is of the resistant strain (note: at the start of the growing 
 
Fig. 3. Schematic overview of the dynamics for leaf “n”. Leaf growth at rate γ results in both an increased leaf size, An, and an increased healthy area index (HAI), 
Hn, whereas senescence at rate σ(t) results in a decreased HAI. Infection by spores of the sensitive and resistant pathogen strain results in latent tissues, LS and LR, 
respectively, which after an average latent period of 1/mδS and 1/mδR result in sporulating tissues IS and IR, which continue to sporulate over their infectious period 
of 1/µ. Infections occur with a transmission rate that depends on (i) compound parameter, ρ, which incorporates spore production, infection efficiency of the 
spores, and the probability that the spores stay within the crop canopy; (ii) probability Ph,n that a spore originating from leaf h reaches leaf n (whereby Pn,n
represents internal infection); and (iii) probability Hn/An, defining whether, when a spore lands on a leaf, it lands on a healthy site. Parameters that are affected by
the fungicide applications are presented in white. Note that the fungicide only affects the first half of the latent period of the sensitive strain. 
Fig. 2. Percentage of pathogen individuals that still reside in the latent class as
a function of time. Mean latent period is 244 degree-days, with a standard
deviation of 77 degree-days, whereby individuals enter the first latent
compartment at t = 0. 
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season, η = θ), αX,max is the maximum density reduction of the 
susceptible inoculum on the rosette leaves due to a spray event, 
and kX is the dose-response parameter for the rosette leaves. 
Spraying the lower leaves results in a temporary decline of the 
susceptible population on these leaves, which causes an increase 
in the fraction of resistance of the inoculum from the rosette 
leaves. Note that, because X(t) represents the infectious lesions on 
the rosette leaves, the effect that spray applications at time ts has 
on X(t) and, hence, η is only evident a latent period after the spray 
application (i.e., at time ts + δ). The new fraction can be 
calculated from 
 
(9) 
where superscripts – and + refer to an infinitesimal small time 
step before or after the time of the spray application, respectively. 
The fraction of resistance then remains constant until the next 
spray event. 
Measure of success of resistance management. As outlined in 
the review by van den Bosch and Gilligan (35), the criteria used 
to evaluate a fungicide resistance strategy can affect model pre-
dictions and, thus, has to be chosen with care. Although an 
evaluation criterion such as the takeover time (time from intro-
duction of the fungicide until the fraction of the pathogen popu-
lation that is resistant to the fungicide has exceeded a threshold 
value) has the advantage of often being directly measured in 
fungicide resistance experiments, it is not related to yield. 
However, the primary objective of using fungicides is to maintain 
yield. Therefore, we use an evaluation criterion which takes into 
account both selection for fungicide resistance and yield. This 
evaluation criterion is referred to as the fungicide’s effective life, 
and is defined as the number of consecutive growing seasons that 
the fungicide is able to keep the disease-induced healthy area 
duration (HAD) (37) loss below a predefined threshold value, 
representing effective control. The healthy area is defined as the 
green leaf area available for photosynthesis. For Z. tritici, the 
healthy area includes tissues containing latent lesions. The HAD 
is calculated as the total area under the healthy and latent leaf area 
index curves for leaves 1 to 3 during the grain filling period (i.e.,  
t = [2150 to 2900] because the HAD for leaves 1 to 3 during grain 
filling is related to the achieved winter-wheat yield) (7,37). The 
HAD loss is then calculated as the difference between the HAD 
for leaves 1 to 3 during the grain filling period (i.e., t = [2150 to 
2900] in the absence and presence of disease). The threshold 
HAD loss was set at 5%. 
The selection ratio is calculated each year, where the selection 
ratio is defined as the proportional increase in the frequency of 
the resistant strain on the top five leaves during one full growing 
season. 
Parameter estimation and model testing. The parameters 
used in the model describe wheat plants and pathogen epidemics 
under standard U.K. conditions (temperature, light, water, and 
nutrients). Under field conditions, certain key wheat development 
stages, such as leaf emergence and anthesis, have been shown to 
be closely related to the cumulative growing degree-days (the 
cumulative average temperature [in °C] of each day over a time 
period) the plant has experienced (2,38). The disease dynamics 
closely follow the host dynamics, with marked increases in 
growth at higher temperatures (2,26), and spray timings are often 
described in terms of these clearly defined crop development 
stages. Hence, we model all dynamics in degree-days, whereby 
daily measurements were converted to degree-day measurements 
by adopting a base temperature of 0°C and the growing season 
average temperature at Cambridge in the United Kingdom (which 
represents a major wheat-growing region) during 1984 to 2003 of 
15.2°C (Met Office, United Kingdom) (i.e., one calendar day 
equals 15.2 degree-day). The model parameters and the estimates 
of their values are summarized in Tables 1 and 2. 
Crop parameters. Wheat leaves emerge a phyllochron apart, 
whereby a phyllochron (P) is 122 degree-days long (2). Published 
data on leaf emergence often refer to full leaf emergence rather 
than the onset of emergence (2), which is the measure used in the 
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Fig. 4. Leaf layer specific disease progress curves for Septoria tritici leaf blotch. A to D, Leaves 4 to 1, respectively. Individual points represent the disease 
severity (percentage), averaged over all data points within a 100-degree-day interval, with their associated standard errors (33) (see main text for further details).
An observation of leaf 3 emergence was used to ensure that the canopy emergence was similar for all individual epidemics. Lines represent the epidemic progress 
in percentage disease severity as estimated by the model for the default parameters, as presented in Table 2. 
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model simulations. Milne et al. (24) derived the time between the 
start of leaf emergence and full emergence as 2ln(3)/γ, with γ the 
constant leaf growth rate of 0.034 degree-days–1. Given that the 
flag leaf has fully emerged at GS39 (i.e., Tem_1 = 1,700 ) (2), both 
the onset and full emergence of the other leaves can then be 
calculated (Table 1). 
The full emergence of the flag leaf at GS39 occurs 3P before 
anthesis at GS61 (6,17). At anthesis, all leaves have emerged and 
contribute 85% of the plant’s maximum total green area index, 
leading to a maximum HAI of 5.9 (2). Leaves 1 to 5 have a total 
HAI of 4.2, leaving a HAI of 1.7 for leaves 6 and below. The leaf-
layer-specific maximum HAIs, Amax_n, are subsequently calculated 
according to the leaf’s average actual size (24), resulting in HAIs 
of 0.59 to 1.05 (Table 1). 
The lag period between full leaf emergence and the onset of 
senescence is said to vary between 4P and 9P and to depend on 
leaf size (20). Assuming that the largest leaf (leaf 2) has a lag 
period of 9P (i.e., 1,098 degree-days), the onset of necrosis of leaf 
2 is found to occur at t = 2,676 degree-days. The lag periods and, 
hence, the onset of necrosis of the other leaves can be calculated 
according to their maximum HAI, leading to lag periods of 8P, 
9P, 7P, 6P, 5P, and 4P for leaves 1 to 6, respectively. 
Senescence is assumed to occur with a mean rate, s, which was 
found to be s = 0.05 by Milne et al. (24), with leaf death 
occurring ≈2,897, 2,900, 2,508, 2,240, 1,959, and 1,678 degree-
days for leaves 1 to 6, respectively. This closely matches the 
observation that, at the end of grain filling (GS87), senescence is 
complete and all leaves have died (i.e., TGS87 = 2,900 ≈ Tdeath_1) 
(2). A representation of leaf growth in the absence of disease is 
given in Figure 1. 
It is assumed that new leaves (leaves 1 to 4 only) remain at the 
same height as the previously emerged leaf until it is fully 
emerged itself, after which it moves away as a result of stem 
extension at a rate of 1 cm per 10 degree-days until it reaches  
its maximum height, which is located 10 cm above the previ- 
ously emerged leaf layer (4). This leads to a total stem extension 
period, Textension, of 100 degree-days and an internode height, hL, of 
10 cm. 
Disease parameters. Hobbelen et al. (15) estimated the initial 
area index for the infectious lesions on the rosette leaves (leaves 6 
and below) to be X0 = 0.011. When the rosette leaves start to 
senesce, the inoculum contribution by the rosette leaves will start 
to decline. However, because lesions appear a latent period later 
and keep sporulating on dead tissues over the infectious period, 
TABLE 2. Summary of the leaf layer independent model parametersa  
Parameter Definition Default value Units 
Crop parameters    
γ Leaf lamina growth rate 0.034 Degree-days–1 
Amax
 
Maximum GAI of leaves 1 to 5 combined 4.2 m2 green leaf area per m2 ground area 
(dimensionless; index) 
s Mean leaf lamina senescence rate 0.05 Degree-days–1 
Disease parameters    
1/δ Latent period 244 Degree-days 
1/µ Infectious period 456 Degree-days 
X0 Initial density of infectious lesions on the lower leaves 0.011 m2 infectious lamina area per m2 
ground area (dimensionless; index) 
ω Lesion loss rate for the lower leaves 0.05 Degree-days–1 
θ0 Fraction of initial inoculum that is resistant in the first growing season 0.00001 Dimensionless 
ρ Compound parameter incl. infection efficiency and spore production 0.009 Degree-days–1 
σup Rate of change in reduction of spore dispersal over the distance upward from 
the leaf of origin 
 
0.1 
 
Dimensionless 
σdown Rate of change in reduction of spore dispersal over the distance downward from 
the leaf of origin 
 
0.01 
 
Dimensionless 
hL Inter-node height 10 cm 
Textension Stem extension period 100 Degree-days 
m Number of latent compartments 10 Dimensionless 
Fungicide parameters    
αρ,max; αδ,max Maximum reduction of the compound parameter and the rate of leaving the 
latent class 
 
077 
 
Dimensionless 
kρs; kδs Dose response shape parameters for the sensitive strain 400 Dimensionless 
kρR; kδR Dose response shape parameters for the resistant strain 0 Dimensionless 
D0 Fungicide dose applied per spray event [0,1] Fraction of label dose (dimensionless) 
τ Measure for average projection area of the leaves and stem onto a horizontal 
surface 
 
0.77 
 
Dimensionless 
υ Decay rate of active substance 0.011 Degree-days–1 
αX,max Maximum density reduction of the susceptible inoculum on the rosette leaves 0.77 Dimensionless 
kX
 
Dose response shape parameter for the lesions on the rosette leaves 6.5 Dimensionless 
a All timings and rates, represented by t, are given in degree-days. GAI = green area index. The phrase “lower leaves: refers to the leaf 6 and below, situated in the
canopy below the leaves that are modeled separately. For detailed parameter derivation and literature sources, please refer to the main text. 
TABLE 1. Summary of the leaf layer specific crop growth parametersa  
 
Leaf number (n) 
Onset of leaf  
emergence (Tini_n) 
Leaf fully  
emerged (Tem_n) 
Senescence  
onset (Tsene_n) 
Leaf death  
(Tdeath_n) 
Maximum  
GAI (Amax_n) 
1 1,635 1,700 (GS39) 2,676 2,897 (≈GS87) 0.95 
2 1,513 1,578 2,676 2,900 (GS87) 1.05 
3 1,391 1,456 (GS32) 2,310 2,508 0.85 
4 1,269 1,334 2,066 (GS61) 2,240 0.75 
5 1,147 1,212 1,822 1,959 0.59 
X (1,025) (1,090) (1,578) (1,678) 1.70 (0.43) 
a All timings are given in degree-days whereas the green area index (GAI) has dimensionless index units of square meters of leaf area per square meters of ground 
area. GS = growth stage. Leaves are counted downward from the flag leaf (leaf 1); leaf X = leaf 6 and below. 
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the decline in the lesion density on the rosette leaves will only 
become apparent a latent period plus an infectious period after the 
onset of senescence of the rosette leaves (i.e., Tinoculum_decline = 
Tsene_6 + 1/δj + 1/µ = 2,278 degree-days (2). Assuming an average 
leaf senescence rate similar to the upper leaves, i.e. 0.05 degree-
days–1, the rate with which the area of infectious lesions on the 
lower leaves decreases is given by ω = 0.05, leading to 
Tinoculum_death = 2,378 degree-days. 
Under outdoor conditions and at an average temperature of 
15.2°C, the latent period of Z. tritici was found to be roughly 
equal to 2 phyllochrons (i.e., 244 degree-days) (22). The 
infectious period of the lesions can be derived from the 
experiments performed by Eyal (10) and was found to be 30 days 
(i.e., 456 degree-days). Shaw (29) showed that, for natural rainfall 
events, the rate at which splash coverage declined with height was 
approximately –0.1, leading to σup = 0.1. 
There is no published information regarding compound param-
eter, ρ; the relative ease of downward spread, σdown; and the num-
ber of latent compartments, m. Cuniffe et al. (9) showed that 
splitting the latent period into 10 compartments results in a 
smooth and realistic distribution of the latent period; hence, we 
chose m = 10. The remaining two parameters were estimated by 
visually fitting the disease dynamics on the top three leaves to 
data observed on ‘Riband’ as presented by Audsley et al. (4), 
under the assumption that dispersal in rain droplets is more 
efficient downward than upward (i.e., σdown < σup). During this 
fitting process, all parameters were kept to their default values 
while ρ was altered for a range of σdown values, after which the 
combination resulting in the model tracking the epidemic pro-
gress across the top three leaf layer in the most consistent manner 
was determined, leading to σdown and ρ = 0.007. The article by 
Audsley et al. (4) provides a relatively high number of disease 
severity observations for each of the top three leaves, which 
means that the model dynamics for an individual epidemic can be 
fitted relatively accurately and ensures that the epidemic tracks 
across the subsequent leaves in an appropriate manner. However, 
this case represents a relatively mild epidemic and, thus, we 
adjust compound ρ, which represent the strength of the epidemic, 
according to a larger data set of disease severity observations 
(33), such that the modeled leaf layer specific severities represent 
an intermediate epidemic (Fig. 4). This data set contained leaf 
layer specific disease severity observations for 24 site/year/culti-
var combinations, including seven sites, 10 susceptible cultivars 
with Septoria leaf blotch resistance ratings ≤5, and four experi-
mental years. Epidemics with a maximum disease severity ≤5% 
were excluded from the analysis and average disease severities 
were calculated over 100 degree-day intervals, with observations 
of leaf 3 emergence (usually at ≈GS32) used to ensure that the 
canopy emergence was similar for all individual epidemics. 
During this second fitting process, all parameters except ρ were 
kept at their default value, after which ρ was varied until the leaf-
specific disease progress curves as estimated by the model tracked 
through the largest number of data points (within their standard 
error range). The resulting ρ value of 0.009 was subsequently set 
as the default parameter values for all further simulations. 
Fungicide parameters. The fungicide parameters were based on 
the QoI fungicide pyraclostrobin. The half-life of pyraclostrobin 
is 3 to 11 days (11,12,40). To allow comparison with the work 
from Hobbelen et al. (13), the default half-life was set to 4.1 days, 
leading to a fungicide decay rate, υ, of 0.011 degree-days–1. 
Parameter τ represents the leaf inclination angle. For wheat, 
Hosoi et al. (16) reported a leaf angle of ≈50°, from which the 
average fractional projection area onto a horizontal surface can be 
calculated to be cos(40°), leading to τ = 0.77. Although pyra-
clostrobin has been shown to have some effect on the resistant 
strain (19), for simplicity we assume that this effect is negligible 
and, therefore, the dose response curve parameters of the resistant 
strain (i.e., kρR and kδR) are set to zero. The maximum density 
reduction of the susceptible lesions on the rosette leaves, αmax,ρ, 
and the dose-response parameter, kX, were calculated directly 
from the dose-response curve parameter estimates provided by 
Lockley and Clark (21), leading to αX,max = 0.77 and κX = 6.5. 
Assuming that the fungicide affects the upper leaves in the same 
manner as the rosette leaves, we assume that the maximum 
reduction in the latent period and compound parameter is 
proportionally equal to the maximum reduction in lesion density 
on the rosette leaves (i.e., αmax,ρ = αmax,δ = 0.77) ߙ௠௔௫,ఘ =
ߙ௠௔௫,ఋ = 0.77. Lockley and Clark (21) found that pyraclostrobin 
is equally effective as a protectant or an eradicant with regards to 
the control of Septoria tritici leaf blotch, such that kρS = kδS. 
Traditionally, dose-response curves describe the relatκionship 
between the disease severity at a certain time after spraying and 
the applied fungicide dose (21). Therefore, these dose-response 
curves are different from those in our model, which describe the 
instantaneous relationship between fungicide dose and the param-
eter values of individual pathogen life-cycle components. Thus, it 
was essential to convert the traditional disease severity dose-
response curves into dose-response curves for pathogen life-cycle 
components. Hereto, we used data for Septoria blotch severities 
on leaves of winter wheat as a function of the fungicide dose, 
averaged across several sites and years in the United Kingdom 
and a number of wheat cultivars (21). Because pyraclostrobin 
only affects the sensitive strain, we only used dose-response data 
for the year 2001, when resistance against pyraclostrobin was at a 
Fig. 5. Effect of spray timing on area under the disease progress curve
(AUDPC) on the flag leaf as predicted by the model for different spray doses
and timings. The dose is presented as a fraction of the label dose and the
AUDPC is calculated as the percent leaf area affected by infectious and dead
lesions accumulated from the onset of flag leaf emergence until the onset of
flag leaf senescence. 
Fig. 6. Percent healthy area duration loss due to disease for the top three 
leaves of the canopy for different spray timings. Arrows represent the full 
emergence of leaves 3 to 1, respectively. 
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very low frequency. Disease severities were assessed on leaves 3 
and 4 (or 1 and 2) 3 weeks (or 6 weeks) after a single spray at 
GS32. The average of these observed disease severities was used 
as an estimate of the disease severity on the upper leaves. The 
dose-response curve parameters of pryraclostrobin were then 
adjusted until the model’s predicted average decrease in severity 
with an increased dose closely matched the field observations. 
Note that, in the model, we also assessed the disease severities on 
leaves 3 and 4 (or 1 and 2) 3 weeks (or 6 weeks) after a single 
spray at GS32. This led to the approximation kρS = kδS = 400. 
RESULTS 
Disease progress and spray timings. The area under the 
disease progress curve dose-response versus spray timing surfaces 
for individual leaves as predicted by the model show the expected 
u-shaped pattern, revealing a clear optimal spray time window 
(Fig. 5) (25,28,39). Moreover, Jarroudi et al. (18) suggest that the 
strongest risk to a crop occurs from infections arising between the 
emergence of leaf 2 and the flag leaf and roughly two latent 
periods before these leaves would naturally start to senesce. This 
would suggest that the loss of HAD for the upper three leaves has 
a minimum for spray timings between 1,578 and 2,188 degree 
days. The model prediction for the HAD loss of the top three 
leaves due to different spray timings confirms the finding of 
Jarroudi et al. (18) that the strongest risk occurs shortly after the 
full emergence of L2 and L1 (Fig. 6). This also suggests that the 
model can accurately represent the effect of varying dose and 
spray timings on the HAD of the crop. 
HAD loss, selection, and effective life. First, consider the case 
of applying the fungicide twice at 0.3 times the label dose at 
timings relative to both the default T1 time (t = 1,456 degree-
days; T1 timing shift = 0 days) and the default T2 time (t = 1,700 
degree-days; T2 timing shift = 0 days). When the T1 spray is 
applied earlier, this generally leads to reduced disease control on 
the upper three leaves and, when the T1 spray is brought forward 
by >11 days, disease control is insufficient, leading to the HAD 
loss threshold to be exceeded from the first growing season (Fig. 
7D), resulting in an effective life of 0 years (Fig. 7A). The same is 
true when the T2 spray is applied >10 days earlier than its default 
timing. However, earlier T1 and T2 applications are also associ-
ated with a reduced selection ratio (Fig. 7G). The interplay be-
tween disease control and the selection ratio results in the highest 
effective life of 6 years being achieved by spray timing combi-
nations around the default spray timings (Fig. 7A), which lead to 
HAD losses close to the predefined acceptable loss threshold and 
intermediate selection ratios (Fig. 7D and G). 
These dynamics are affected by the total fungicide dose applied. 
At half or three-quarters of the label dose, the HAD losses on the 
upper three leaves are again smallest when both applications are 
later than the default timings (Fig. 7E and F) and the selection 
ratios are smallest when spray timings are brought forward from 
the default timings by >11 days (Fig. 7H and I). At higher doses, 
however, the optimal effective life values are shifted to earlier 
spray timings (Fig. 7B and C). The results suggest that, at higher 
doses, bringing forward the T1 spray by >11 days can increase 
the fungicide effective life by 1 year. A reduction in the fungi- 
cide dose applied at both spray applications also increases the 
 
Fig. 7. Effect of shifting the default T1 and T2 spray timings earlier (–ve values) or later (+ve values) for pyraclostrobin applied at either the full label dose or an
adjusted dose (see graph titles for details) on A to C, fungicide effective life in number of years; D to F, percentage healthy area duration (HAD) loss in year 1; 
and G to I, selection ratio at the end of year 1. For ease of interpretation, the timing shifts are given in days rather than degree-days. The default T1 spray occurs at 
the emergence of leaf 3 (i.e., (t = 1,456 degree-days; T1 timing shift = 0 days) and the default T2 spray occurs at the full emergence of the flag leaf (i.e., t = 1,700 
degree-days; T2 timing shift = 0 days). 
Vol. 103, No. 12, 2013 1217 
range of spray timings over which the fungicide effective life is 
maximized. 
The effects of changes in the balance of fungicide dose applied 
at each of the two sprays is described in Figure 8; however, in this 
case, with both applications at their default T1 and T2 timings. 
This figure clearly reveals that the optimal effective life is achieved 
for dose applications that are just sufficient to keep the HAD loss 
below the predefined threshold of 5%. Spraying a lower dose 
leads to insufficient disease control from the first growing season 
and, hence, an effective life of 0 years, whereas spraying more 
than required leads to a rapid increase in the selection ratio, with a 
resulting decrease in effective life. 
DISCUSSION 
The current recommendation in the United Kingdom is to base 
fungicide programs around the T1 and T2 timings at the full 
emergence of leaf 3 (GS32) and the full emergence of the flag 
leaf (GS39). These timings generally optimize disease control 
(1,27,28). However, treatment strategies that lead to increased 
disease control may have the associated disadvantage of increas-
ing selection for fungicide resistance (36). This suggests that 
spray timings that optimize disease control might not optimize 
fungicide effective life. Despite spray timings that are good for 
disease control having an adverse effect on the selection ratio, we 
found that, providing that the applied fungicide dose is sufficient 
to keep the HAD loss just below the predefined threshold, the T1 
and T2 timings optimize fungicide effective life and, therefore, 
represent an effective anti-resistance strategy. Our findings are 
discussed in detail in the next paragraphs. 
Criteria to evaluate anti-resistance strategies have previously 
been based solely on minimizing the selection ratio (35). Early 
sprays generally resulted in a low selection ratio which, in accor-
dance with the current resistance management guidance, suggests 
that early sprays are optimal from a resistance management point 
of view (3). However, earlier sprays were also associated with 
higher HAD losses on the upper leaves. As previously pointed out 
by van den Bosch and Gilligan (35), the fungicide’s effective life 
and, hence, effective anti-resistance strategies are determined by 
the interplay between HAD loss and the selection ratio rather than 
the selection ratio alone. 
Although the doses studied within this article lie within the 
range typically used in practice, the results show that only in the 
case of applying 0.3 times the label dose at both spray appli-
cations, which was sufficient to keep the HAD loss <5%, were the 
spray timings that were optimal for efficacy also optimal with 
respect to resistance management. When fungicides were applied 
at a higher dose, some additional disease control was achieved but 
at the cost of an increase in selection ratio. te Beest et al. (32) 
showed that it is economically rational to apply a higher fungicide 
dose than the dose required to minimize the total costs associated 
with disease (cost of fungicide inputs plus costs of disease-
induced yield loss) in an average season. This is because of the 
uncertainty about future disease severity at the time of fungicide 
treatment decisions, and the high yield losses which result from 
fungicide treatment appropriate to an average season being 
applied in seasons when severe disease subsequently develops. 
Our analysis shows that the use of higher doses in order to be risk 
averse causes some reduction in effective life. In practice, this 
reduction may be the least-worst alternative, because applying the 
higher dose earlier to reduce selection results in reduced efficacy, 
thus defeating the purpose of applying a higher dose. Also, earlier 
“prophylactic” treatments may turn out to be unnecessary. Selec-
tion is largely independent of pathogen population size, whereas 
the economic benefit from treatment is dependent on population 
size. Hence, a prophylactic fungicide application which turns out 
to be not justified will have a deleterious effect on selection 
without a counteracting economic benefit. 
Paveley et al. (28) showed that, for individual leaf layers, 
optimal disease control is achieved by sprays applied at or close 
to the full emergence of that leaf. Similar trends can be detected 
in our model study, which shows that optimal effective lives are 
also achieved by sprays applied at or close to the full emergence 
of an individual leaf. Thus, such spray timings appear to be in 
accordance with the resistance management advice that states that 
fungicides should be used in a preventive manner (3). However, 
care needs to be taken in interpreting what is intended by advo-
cating “preventative” treatment and the avoidance of “curative” 
treatments. The distinction is reasonably clear for pathosystems 
where fungicides are applied before or during the arrival of initial 
inoculum (e.g., for the control of Phytophthora infestans late 
blight in potato) but less clear for winter-sown crops, where initial 
inoculum for most pathogens arrives in the autumn (by asco-
spores or from a “green bridge”) but fungicide treatments do not 
commence until the following spring. In such cases, whenever a 
treatment is applied, it will be preventive on the cohort of lesions 
which result from infections occurring after treatment (most 
commonly on the leaf layer which has just emerged) but curative 
on the cohort of lesions which are in the latent phase at that time 
(most commonly on the leaf layer below that which has just 
emerged). Where the intention of the guidance is that treatments 
should be applied earlier rather than later, there can be a conflict 
with efficacy. In the case of winter wheat, control needs to be 
timed to protect the top three leaf layers in order to maximize 
interception of photosynthetically active radiation (PAR) by green 
Fig. 8. Effect of T1 and T2 dose as a fraction of the label dose on A, fungicide 
effective life; B, healthy area duration (HAD) loss in year 1; and C, selection 
ratio at the end of year 1. Sprays are applied at the default T1 and T2 timings 
of 1,456 and 1,700 degree-days, respectively. 
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lamina during grain filling (HGCA, 2008). Earlier timings shift 
the emphasis of control to earlier emerging leaves further down 
the canopy, which receive less PAR. 
The associations between treatment effects and treatment 
timings are, to an extent, overemphasized in the model output, 
because the model assumes that all leaves within a given leaf 
layer are identical and emerge at the same time. In reality, there 
would be a population distribution of leaf emergence times. The 
inclusion of such variability would smooth both the accumulated 
healthy area curve and the relationship between HAD loss and 
spray timing. As a consequence, the slight valleys and ridges in 
the effective life results across a range of spray timings are un-
likely to occur in reality. Although the inclusion of such vari-
ability might lead to minor quantitative changes, the conclusions 
are unlikely to be affected. 
Differences in cultivars, fertilization levels, and so on can be 
represented by changes in individual (or a set of) crop growth 
parameters in the model. Such changes are likely to have a quanti-
tative effect but the qualitative trends are likely to remain un-
changed. Some of the epidemic parameters might also vary within 
and across seasons due to variability in a range of environmental 
factors such as rainfall. However, the fact that the model can 
accurately be extrapolated from a close fit to an individual epi-
demic to an average epidemic by changing suggests that the 
average qualitative results are likely to be unaffected by this 
variability. Further model runs also revealed that the main con-
clusions are not affected by changes to the fungicide parameters, 
such as τ, αmax, kρS = kδS, αX,max, and kX (results not shown). 
Finally, the current model assumes that the frequency of resis-
tance does not change between seasons but, if there is a cost of 
resistance, this might affect the ability of the resistant spores to 
survive between seasons. The model can easily be extended to 
explore this possibility if such data were to become available. 
However, how the model results change for a completely different 
host–pathogen system is much harder to judge and should be 
tested in further model studies. For example, powdery mildew is, 
unlike Septoria, mainly spread by air, which results in a much 
more homogenous spore spread across the canopy, resulting in an 
increased disease pressure on the top leaves, an increased need for 
disease control on these leaves, and, hence, an increased selection 
for fungicide resistance. 
In the model, lesions on the rosette leaves are assumed to be the 
predominant initial source of infection initiating the epidemic 
and, for simplicity, the leaf growth and epidemic dynamics of the 
rosette leaves were modeled with less biological realism than 
those of the upper five leaves. This might have affected the results 
and conclusions. In order to test the sensitivity of the findings to 
the modeling of the rosette leaves, we switched off the effect of 
fungicide applications on the lesion densities on the rosette leaves 
and, hence, on resistance selection on the rosette leaves (achieved 
by defining αX,max = 0). The results were qualitatively unchanged, 
suggesting that (i) the predominant selection occurs on the upper 
leaves that are targeted most effectively by fungicide treatment 
and (ii) a more complex form of representing leaf dynamics is 
probably unnecessary. 
The initial fraction of resistance, θ0, was set to a low value (that 
would not be readily detectable by resistance monitoring in the 
field) to test the maximum beneficial effect that could be obtained 
by different resistance management strategies being implemented 
at or shortly after the introduction of a new mode of action. In-
creased initial fractions of resistance (as might result from resis-
tance management commencing at a later stage) resulted in 
smaller benefits to effective life. 
Our key conclusion from simulations of two-spray programs 
was that the T1 and T2 timings that optimize disease control also 
maximize the fungicide’s effective life.. This does not necessarily 
mean that a two-spray program is optimal. In a following article, 
we will study the effective life of spray programs with different 
numbers of application. Although the results suggest that an 
increased fungicide use due to risk averseness is likely to lead to a 
reduction in effective life, the need to make alterations to spray 
application timings due to variability in weather conditions seems 
to be best dealt with under reduced-dose applications because 
reduced application doses go paired with an increased range of 
spray timings for which effective life is maximized. Given the 
economic losses due to fungicide resistance and the vast amount 
of resources invested in the development of new fungicides, the 
work presented in this study is of immediate practical relevance. 
However, to achieve a more complete overview over which con-
trol strategies are most sustainable, the methods described in this 
article could be merged with the methods described by te Beest et 
al. (31), which account for economic risk due to variability in 
disease severity, in future projects. 
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