This paper introduces a kernel adaptive filter using the stochastic gradient on temporal differences, kernel TD(λ ), to estimate the state-action value function Q in reinforcement learning. Kernel methods are powerful for solving nonlinear problems, but the growing computational complexity and memory size limit their applicability on practical scenarios. To overcome this, the quantization approach introduced in [1] is applied. To help understand the behavior and illustrate the role of the parameters, we apply the algorithm on a 2-dimentional spatial navigation task. Eligibility traces are commonly applied in TD learning to improve data efficiency, so the relations of eligibility trace λ and step size and filter size are observed. Moreover, kernel TD (0) is applied to neural decoding of an 8 target center-out reaching task performed by a monkey. Results show the method can effectively learn the brain-state action mapping for this task.
INTRODUCTION
In last two decades kernel methods have been subject of growing interest within the machine learning community. One of the major appeals of kernel methods is the ability to handle nonlinear operations on the data by indirectly computing an underlying nonlinear mapping to a representation space (Reproducing Kernel Hilbert Spaces (RKHS)) where linear operations can be carried out. These linear solutions correspond to universal approximation in the input space, and many of the related optimization problems can be posed as convex (no local minima) with algorithms that are still reasonably easy to compute (using the kernel trick [2] ).
The introduction of the support vector machine algorithm for pattern recognition [3] rekindled the interest on kernel methods, and nowadays, kernel methods have become standard tools for supervised and unsupervised learning problems [4, 5, 6] . This increasing popularity has also motivated recent attempts to apply kernel methods to reinforcement learning (RL) [7, 8, 9, 10, 11, 12] . Previous work demonstrated the advantage of kernel based applications in reinforcement learning. A kernel approach to TD (0) learning employing Gaussian processes and kernel recursive least squares are introduced in [9] , and the extended model for eligibility traces, the kernel based leastsquares TD( λ ) learning, is presented in [10] . However, previous work did not develop the stochastic gradient versions for TD( λ ) learning.
Recent work has demonstrated the usefulness of kernel methods in solving nonlinear adaptive filtering problems [13] where even purely stochastic approximation such as kernel least mean squares (KLMS) can perform well with low computational complexity [6] . Although, the standard setting for kernel adaptive filtering algorithms differs from RL, elements such as the adaptive gain on an error term can be well exploited in solving RL problems as we shall see below. Despite of the advantages of using kernel methods, this approach is not widely followed in reinforcement learning community because of the high computational cost that comes from the inherent growing structure. Overcoming this limitation has become an active research topic [1, 14, 15] . In our work, we adopt the quantization approach introduced in [1] to make kernel RL feasible.
In this paper, we propose a learning approach for RL using kernels, trained with the least mean square (LMS) algorithm and TD learning called kernel Temporal Difference (TD)( λ ) for estimation of Q function. Our algorithm shares many features with the KLMS presented in [6] except that the error is obtained using the temporal difference framework, i.e. the difference of consecutive outputs is used as the error.
To test the efficacy of the proposed method, the performance on a 2-dimensional spatial navigation task is observed. The experiment is also aimed at understanding the behavior and illustrating the role of the algorithm parameters. To understand this model fully, especially the relation of eligibility trace ( λ ) and step size and filter size, experimental evaluation of different configurations in the parameter set were observed. In addition, we test the algorithm in a signal processing application for brain machine interfaces; namely, kernel TD (0) is applied to neural decoding of an 8 target center-out reaching task performed by a monkey. Experimental results show the method's can effectively learn the brain-state action mapping for this task.
KERNEL TEMPORAL DIFFERENCE (λ )

Reproducing kernel and the kernel LMS algorithm
Here, we provide a brief review of the main concepts behind kernel methods and a short derivation of the kernel least mean square (KLMS) algorithm.
Let X be a set. For a positive definite function : 
(1) The KLMS algorithm attempts to minimize the risk functional
on the space H defined by the kernel κ . Using (1), we can rewrite
By differentiating the empirical risk ( ) J f with respect to f and approximating the sum by the current difference (stochastic gradient), we can derive the following update rule: 
Kernel temporal difference (TD) (λ )
As in [16] , consider the multistep prediction problem in supervised learning, for which we have the observed input sequence (1) , (2), , ( ) x x x m and desired d . Then, a system will produce a sequence of predictions based on the observed sequence. Notice that, in general, the predicted output is a function of all previous inputs: 
where ( ) 
That is,
generalizing for λ yields:
This approach will be called Kernel TD( λ ).
Q-learning via kernel temporal difference (λ )
Off-policy RL using Q-learning [17] updates the state-action value function Q as follows:
to maximize the expected reward,
So, we can set the desired output as the cumulative reward. For the optimal trained system, the output will equal the desired response, and the following relation will be satisfied:
where, γ is discount-rate parameter with range [0,1], r is a reward value. Therefore, based on TD error ( ( 1) ( 1)) ( ) r i y i y i γ + + + − , the generalized update for Qlearning via Kernel TD( λ ) has the form,
Notice that unlike the case of kernel LMS, the current estimate of the error propagates to the weights corresponding to the last i input points. In the case of 0 λ = , the contribution of each observed input to the update equation becomes ( )
which in the case of single updates yields
Here, for discrete actions ( ( )) ( ( ), )
n Q x i Q x i a n = = and ( ) k I i is an indicator vector with the same size as the number of outputs which has only the k th value as 1 based on the selected action unit k at time i based on ε-greedy approach 1, -th action is chosen ( ) 0, otherwise.
Therefore, only the weight corresponding to the winning action gets updated. Also, ( )
Recall, that the reward n r corresponds to the action selected by the current policy with input ( ) x i because it is assumed that this action causes the next input state ( 1) x i + . The initial error is set to zero, and the first input vector is assigned as the first unit's center. The number of units (kernel evaluations) increase as new training data arrives, and each added unit is centered at the previous inputs (1), (2), , ( 1) x x x i− . Each output component represents the possible action directions. Based on the outputs (Q-value), one action which has the maximum value is selected by ε-greedy method [17] , and only the weights connected to selected action unit get updated.
Quantization approach
The quantization approach introduced in [1] is a simple yet effective approximation heuristic that limits the growing structure of the filter by adding units in a selective fashion. Once a new state input ( ) x i arrives, its distances to each existing unit ( 1) C i − are calculated
If the minimum distance ( ( ), ( 1)) dist x i C i − is smaller than the quantization size U ε , the new input state ( ) x i is absorbed by the closest existing unit to it, and hence no new unit is added to the structure. In this case, unit centers remain the same ( ) ( 1) C i C i = − , but the connection weights to the closest unit are updated.
EXPERIMENTS AND RESULTS
Two dimensional spatial navigation task
In this example, we have 2-dimensional state-space that corresponds to a square of 20 unit side-length. The goal is navigate from any position on the square to a target located within the square. In our experiments, one target is located at the center of the square (10,10) and any approximations within a 2 unit radius are considered successful. A fixed set of 25 points distributed in lattice configuration are taken as initial seeds for random initial states. Each initial state corresponds to drawing randomly one of these 25 points with equal probability. The location of the selected point is further perturbed with Gaussian noise with unit variance. To navigate through the state space, we can choose to move 3 units of length in one of the 8 possible directions allowed. The maximum number of steps per trial is limited to 20.
The agent gets a reward +0.6 every time it reaches the goal and a new trial starts. Otherwise, a punishment value of -0.6 is given. Exploration rate of 0.05 and discount factor 0.9 γ = are used. The kernel employed is Gaussian To assess the performance of the algorithm, we count the cumulated reward within a group of 25 trials, that is, every 25 trials, we calculate the success rate of the learned mapping as 25 ) are observed. The stepsize η mainly affects the speed of learning, and within the stability limits, larger stepsizes provide faster convergence. However, due to the effect of eligibility trace λ , the stability limits suggested in [13] must be adjusted accordingly: (17) is not satisfied.
The relation between final filter size versus stepsize and eligibility trace rate is also observed (Figure 2 ).
Since each trial allows maximum number of 20 steps, the largest final filter size is 2500. However, with a good adaptive system, the final filter size can be reduced. The final filter size matches with the success rates. High success rates mean that a system has learnt the state-action mapping, whereas a system that has not adapted to new environment, keeps exploring the space.
Both average success rate and final filter size show that stepsize 0.9 η = and eligibility trace 0 λ = have the best performance, and with the selected values, the success rates approach to over 95% after 100 trials. From Figure 3 , we can observe how learning is accomplished. At the beginning, the system explores more the spatial space based on the reward information and trajectories looks rather erratic. Once the system starts learning, actions corresponding to states near target point toward the reward zone, and as time goes by this area becomes larger and larger until it covers the whole state space.
Here, we show how the quantization approach presented [1] can be employed to ameliorate the limitations imposed by growing filter sizes. For a fixed set of 125 inputs, we consider quantization sizes U ε : 40, 30, 20, 10, 5, 2, and 1. Figure 4 shows the effect of different quantization sizes on the final performance. Notice that the minimum size for stable performance of the filter is reached around approximately 60 units. Therefore, the quantization size 5 U ε = can be selected, and the maximum success rate is still being achieved (see Figure 5 ).
Eight target center-out reaching task
Neural decoding to find an optimal functional mapping between neural states and action directions is implemented with reinforcement learning. In this RLBMI framework, an agent learns how to transfer the neural states into actions based on predefined reward values from the environment. The agent must interpret the subject's brain activity correctly to facilitate the rewards [18, 19] . A female bonnet macaque is trained for a center-out reaching task allowing 8 action directions. After about 80% success rate, microelectrode arrays are implanted in motor cortex (M1). In this implementation, only the successful trials are used for neural decoding (total number of 178 trials) with 185 units obtained from 96 channels. The neural decoding aims at 8 targets with allowing 8 possible action directions. Every trial starts at the center point, and the system learns to reach one assigned target per trial. The distance from the center to a target is 4cm with target radius of 0.8~1cm ( Figure 6 ).
The neural states are represented by the firing rates of 185 units over a 100ms window and their past 6 values, creating a 7 dimensional time embedding per channel; this amounts to an input state vector of 1295 dimensions. After input states are preprocessed by normalizing their dynamic range between -1 and 1, they are input to the system. Eight output units represent the possible action-direction, and the actions are selected according to the ε-greedy method [17] . Here, tests are carried out for a single-step reaching task towards the assigned target. So, after the single-step update of the cursor position, the reward is measured based on the Hamming distance to the target. Once the distance reaches the target, the agent earns a reward (+0.6), otherwise it receives punishment (-0.6) [20] .
Based on the selected action with exploration rate 0.01 and the reward value, the system is adapted by Kernel TD( λ ) with discount rate 0.9 γ = . In our case, eligibility trace 0 λ = is specially considered since our experiment performs single step updates per trial. Here, stepsize 0.5 η = is selected based on [13] and Gaussian kernel is used. Without any mechanism to control the filter size, the filter structure can grow up to 1780 units with 10 epochs. Quantization approach is used to observe the effect of filter size. Intuitively, there is an intrinsic relation between quantization size ε U and kernel size h . Consequently, based on the distribution of squared distance between pairs of input states, various kernel sizes ( 0.5,1,1.5, 2, 3, 5, 7 h = ) and quantization sizes ( 1, 110, 120, 130 ε = U ) are tested. The corresponding success rates for final filter sizes of 178, 133, 87, and 32 are obtained (see Figure 7) .
Since all the parameters are fixed over these 50 experiments, the narrow error bars show the effect of the random action selection for exploration. Here, it is noticeable that distinctly from traditionally TD learning such as neural nets, this kernel approach does not heavily depend on initialization. With a final filter size of 178 (solid black line) the success rates are superior to any other sizes all over the different kernel sizes. Especially for small kernel sizes ( 2 h ≤ ), above 96% of success rates are observed. It supports the feature of kernel methods that more information of data improves the performance. In addition, even with reduction of the state information (dashed gray line), the system still produces acceptable success rates with kernel sizes from 0.5 to 2 (around 90%).
To obtain generalization, kernel size 2 h = is selected since it allows largest kernel size and reduced filter size with good neural state to action mapping (around 90%). In the case of kernel size 2 h = with final filter size of 178, the system reaches to 100% success rate after 6 epochs with maximum variance of 4%. To observe the learning process, the predicted Q-values are displayed after each trial, and for each epoch, success rates are calculated (i.e. 1 epoch containing 178 trials). Based on the neural states, the system generates corresponding Q-values, and in general, as shown in Figure 8 , the maximum Q-values match with target index even with reduced filter sizes.
CONCLUSIONS AND FUTURE WORK
We introduced a novel approach using stochastic gradient approximation (LMS) using the TD framework for the approximation of state-action value function Q in RL, kernel TD( λ ).The algorithm was applied to a 2 dimensional spatial navigation task, and relations between the eligibility trace, stepsize and filter size were observed. The experiments showed how the parameter λ bounds the set of allowable stepsizes and the close relation between learning and final filter size. In addition, it was show how the quantization approach can be successfully applied to control the filter size. Results of the algorithm to solve an 8 target center-out reaching task performed by a monkey showed that the method is still feasible and performs well in a more realistic scenario. As future work, we propose to introduce a more systematical approach to optimal parameter selection, as well as more experiments that involve other capacity control methods.
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