Abstract. We provide an explicit integral representation for L-functions of pairs (F, g) where F is a holomorphic genus 2 Siegel newform and g a holomorphic elliptic newform, both of squarefree levels and of equal weights. When F, g have level one, this was earlier known by the work of Furusawa. The extension is not straightforward. Our methods involve precise double-coset and volume computations as well as an explicit formula for the Bessel model for GSp(4) in the Steinberg case; the latter is possibly of independent interest. As an application, we prove an algebraicity result for a critical value of L(s, F × g). This is in the spirit of known results on critical values of triple product L-functions, also of degree 8, though there are significant differences.
Introduction
L-functions for automorphic forms on reductive groups are objects of considerable number theoretic interest. They codify the relationship between arithmetic and analytic objects and enable us to investigate properties that are otherwise not easily accessible. One of the tools that has been successfully used to study L-functions and their special values is the method of integral representations; this is sometimes called the Rankin-Selberg method after Rankin and Selberg's fundamental work in this direction. Often, sharper and more explicit results are obtained when one restricts attention to holomorphic forms. The papers [5] , [6] , [10] treating the triple-product L-function, are good examples, and in fact, provided an inspiration for this work.
Let π = ⊗π v , σ = ⊗σ v be irreducible, cuspidal automorphic representations of GSp 4 (A), GL 2 (A) respectively, where A denotes the ring of adeles over Q. In this paper we are interested in the degree eight L-function L(s, π × σ). Furusawa [3] discovered an integral representation for this L-function; however, he computed the local zeta integral only in the case when π p , σ p are both unramified. For several applications, this is not enough. To give an example, suppose F = Sym 3 (E 1 ) is a holomorphic Siegel cusp form that arises as the symmetric cube of an elliptic curve E 1 over Q (as worked out by Ramakrishnan-Shahidi in [21] ) and g is an holomorphic elliptic cusp form associated to another elliptic curve E 2 over Q. Then neither F nor g can be of full level (since there exists no elliptic curve over Q that is unramified everywhere). Furthermore, the local components of the representations associated to F and g at all ramified places are Steinberg. So, if we wish to study L(s, F × g) in this case, we would need to evaluate the local zeta integral when one or both of the local representations is Steinberg.
In order to state the results of this paper, we first recall the integral representation of [3] in detail.
Fix automorphic representations π, σ as above with trivial central characters. For a quadratic extension L/Q, consider the unitary group GU (2, 2) = GU (2, 2; L). Let P be the maximal parabolic of GU (2, 2) with a non-abelian unipotent radical. Note that GL 1 (L) × GL 2 (Q) embeds naturally inside a Levi component of P (Q). So, given a Hecke character Λ of L, we can use σ and Λ to construct an automorphic representation Π of P (A) and thus an induced representation I(Π, s) = Ind GU (2,2)(A) P (A) (Π × δ s P ). In the usual manner we then define an Eisenstein series E(g, s; f ) on GU (2, 2)(A) for an analytic section f ∈ I(Π, s).
For an vector Φ in the space of π and an analytic section f ∈ I(Π, s) consider the global integral E(g, s; f )Φ(g)dg.
(We refer the reader to the beginning of section 2 for our normalization of the measure dg.)
In [3] , Furusawa proves the following results:
(a) For suitable choices of L, Λ and f , Z(s) is Eulerian, that is
where for each place v of Q, Z v (s) is an explicit local zeta integral. (b) Let p be a finite prime such that π p and σ p are both unramified. Then
where C(s) is an explicit normalizing factor.
We now state the main local result of this paper. For the more precise version, see the Theorems 5.3.1, 6.3.1, 7.3.1.
Theorem A. Let p be a finite prime which is inert in L.
( As already noted, the simplest case where both local representations are unramified was proved in [3] . However the methods employed for that case are not sufficient to deal with the above three cases. The explicit evaluation of the local zeta integral involves several steps. First of all, we need to perform certain technical volume and double-coset computations. These computations -easy in the unramified case -are tedious and challenging for the remaining cases and are carried out in Section 3. Secondly, it is necessary to suitably choose the sections of the Eisenstein series at the bad places to insure that the local zeta integrals do not vanish. Thirdly, and perhaps most crucially, the local computations require an explicit knowledge of the local Whittaker and Bessel functions. The formulae for the Whittaker model are well known in all cases; the same, however, is not true for the Bessel model. In fact, the only case where the local Bessel model for a finite place was computed before this work was when π p is unramified [2, 26] . However, that does not suffice for the two cases when we have π p Steinberg. As a preparation for the calculations in these cases, we find, in Section 4, an explicit formula for the Bessel function for π p when it is Steinberg. This is perhaps of independent interest.
Putting together our local computations we get an integral representation for a pair (F, g) of global newforms as described next.
For a square-free integer M let B(M ) denote the congruence subgroup of Sp(4, Z) defined by
We say that a holomorphic Siegel cusp form of genus 2 is a newform of level M if:
(a) It lies in the orthogonal complement of the space of oldforms for B(M ) as defined by Schmidt [24] . (b) It is an eigenform for the Hecke algebra at all primes not dividing M . (c) It is an eigenform for the Atkin-Lehner operator at all primes dividing M .
For a square-free integer N , we call a holomorphic elliptic cusp form a newform of level N if it is a newform with respect to the group Γ 0 (N ) in the usual sense. Now, fix odd, square-free positive integers M , N and let F be a genus 2 Siegel newform of level M and g an elliptic newform of level N . We assume that F and g have the same even integral weight l and have trivial central characters. Furthermore we make the following (mild) assumption about F : Suppose Let Φ denote the adelization of F . The representation of GSp(4)(A) generated by Φ may not be irreducible, but we know [24] that all its irreducible components are isomorphic. Let us denote any of these components by π. Also, we know that g generates an irreducible representation σ of GL 2 (A). We prove (see Theorem 8.5.1 for the full statement) the following result:
Theorem B. Let F, g, π, σ be as defined above. Then, for a suitable choice of Λ, f , the global integral defined in (0.0.1) satisfies
Using the above integral representation, one can prove a certain special value result. Before stating that, we make some general remarks. If L(s) is an arithmetically defined (or motivic) L-series, it is interesting to study its value at certain critical points s = m. For these critical points, the standard conjectures predict that L(m) is the product of a suitable transcendental number Ω and an algebraic number A(m). Moreover, it is expected that the same Ω works for L χ (m) where χ is a Dirichlet character of appropriate parity.
As a consequence of Theorem B, we get, using standard algebraicity results related to Siegel modular forms and Eisenstein series [4, 7, 17] , the following special value result. This fits into the framework of the conjectures mentioned above.
Theorem C. Suppose F, g are as defined above and moreover have totally real algebraic Fourier coefficients. Then, assuming l > 6, we have
where denotes the Petersson inner product.
We should note that Theorem C was previously proved in the basic case M = 1, N = 1 by Furusawa [3] and (independently) by Bernhard Heim [11] , who used a different integral representation. Subsequently, Böcherer and Heim were able to treat the case of different weights [1] . After this paper had been essentially completed, it was brought to the attention of the author that Pitale and Schmidt [20] have independently, and around the same time as this paper, evaluated the local Furusawa integral Z p (s) in the case when π p is unramified but σ p is Steinberg. This allows them to prove analogues of Theorem B and Theorem C in the case M = 1, N ≥ 1 square-free. They also compute the Archimedean integral for a larger family of Archimedean representations σ ∞ .
However, all the works mentioned above only consider the case when F is of full level, i.e. M = 1. This paper, to our best knowledge, is the first that gives an integral representation or proves any special value result for L(s, F × g) when M > 1.
It is of interest to find, in addition, a reciprocity law relating to the above special value, that is, the equivariance of the action of Aut(C) on the quantity defined in (0.0.3). Unfortunately, not enough is known about the corresponding action on the Fourier coefficients of our Eisenstein series to resolve this question here. In a sequel to this paper [23] , we will use a certain pullback formula to get a modified integral representation for our L-function that involves a well-understood Siegel Eisenstein series on GU (3, 3) . This will enable us to answer the Aut(C) equivariance and related questions. We say a little more about these techniques in the final section of this paper. The referee has pointed out that this way of formulating the integral representation in terms of pullbacks from GU (3, 3) has been anticipated by the experts.
The details of some routine calculations have been omitted from this paper for the sake of brevity; the reader who wishes to see them can take a look at the longer version of this paper available online [22] .
Notation.
• The symbols Z, Z ≥0 , Q, R, C, Z p and Q p have the usual meanings. A denotes the ring of adeles of Q. For a complex number z, e(z) denotes e 2πiz .
• For any commutative ring R and positive integer n, M n (R) denotes the ring of n by n matrices with entries in R and GL n (R) denotes the group of invertible matrices in M n (R). If A ∈ M n (R), we let A T denote its transpose. We use R × to denote GL 1 (R).
• Denote by J n the 2n by 2n matrix given by
We use J to denote J 2 .
• For a positive integer n define the group GSp(2n) by
for any commutative ring R. Define Sp(2n) to be the subgroup of GSp(2n) consisting of elements g 1 ∈ GSp(2n) with µ n (g 1 ) = 1.
The letter G will always stand for the group GSp(4) and G 1 for the group Sp(4).
• For a commutative ring R we denote by I(2n, R) the Borel subgroup of GSp(2n, R) consisting of the set of matrices that look like
where A is lower-triangular and λ ∈ R × . Denote by B the Borel subgroup of G defined by B = I(4) and U the subgroup of G consisting of matrices that look like
• For a quadratic extension L of Q define
where g denotes the conjugate of g. Denote the algebraic group GU (2, 2; L) by G.
• Define
The same definition works for g ∈ G(R), Z ∈ H 2 .
• For v be a finite place of
• For a positive integer N the subgroups Γ 0 (N ) and Γ 0 (N ) of SL 2 (Z) are defined by
For p a finite place of Q, their local analogues Γ 0,p (resp. Γ 0 p ) are defined by
The local Iwahori subgroup I p is defined to be the subgroup of K p = G(Z p ) consisting of those elements of K p that when reduced mod p lie in the Borel subgroup of G(F p ). Precisely,
We recall the definition of the Bessel model of Novodvorsky and Piatetski-Shapiro [19] following the exposition of Furusawa [3] .
Let S ∈ M 2 (Q) be a symmetric matrix. We let disc(S) = −4 det(S) and put d =
We define a subgroup T = T S of GL 2 by
It is not hard to verify that
We can consider T as a subgroup of G via
Let us denote by U the subgroup of G defined by
Let R be the subgroup of G defined by R = T U .
Let ψ be a non trivial character of A/Q. We define the character θ = θ S on U (A) by θ(u(X)) = ψ(tr(S(X))). Let Λ be a character of T (A)/T (Q) such that Λ|A × = 1. Via (1.1.1) we can think of Λ as a character of
Denote by Λ ⊗ θ the character of R(A) defined by (Λ⊗ θ)(tu) = Λ(t)θ(u) for t ∈ T (A) and u ∈ U (A).
Let π be an automorphic cuspidal representation of G(A) with trivial central character and V π be its space of automorphic forms.
Then for Φ ∈ V π , we define a function B Φ on G(A) by
The C -vector space of function on G(A) spanned by {B Φ |Φ ∈ V π } is called the global Bessel space of type (S, Λ, ψ) for π. We say that π has a global Bessel model of type (S, Λ, ψ), if the global Bessel space has positive dimension, that is if there exists Φ ∈ V π such that B Φ = 0. In Sections 1-7 of this paper, we assume that: (1.1.
5)
There exists S, Λ, ψ such that π has a global Bessel model of type (S, Λ, ψ).
Eisenstein series.
We briefly recall the definition of the Eisenstein series used by Furusawa in [3] . Let P be the maximal parabolic subgroup of G consisting of the elements in G that look like     * * * * 0 * * * 0 * * * 0 * * *     . We have the Levi decomposition 2) where the groups M, N, M (1) , M (2) are as defined in [3] .
Precisely,
We also write
Let σ be an irreducible automorphic cuspidal representation of GL 2 (A) with central character
we extend σ to an automorphic representation Π of M (A). We regard Π as a representation of P (A) by extending it trivially on N (A). Let δ P denote the modulus character of P . If p = m 1 m 2 n ∈ P (A) with m i ∈ M i (A)(i = 1, 2) and n ∈ N (A),
where || denoted the modulus function on A. Then for s ∈ C, we form the family of induced automorphic representations of G(A)
where the induction is normalized. Let f (g, s) be an entire section in I(Π, s) viewed concretely as a complex-valued function on G(A) which is left N (A)-invariant and such that for each fixed g ∈ G(A), the function m → f (mg, s) is a cusp form on M (A) for the automorphic representation Π ⊗ δ s P . Finally we form the Eisenstein series E(g, s) = E(g, s; f ) by
This series converges absolutely (and uniformly in compact subsets) for Re(s) > 1/2, has a meromorphic extension to the entire plane and satisfies a functional equation (see [15, 3] ).
2. The Rankin-Selberg integral 2.1. The global integral. Before defining our fundamental global integral, let us clarify our normalization on G(Q)Z G (A)\G(A). We may factor G(A) as a restricted direct product ′ G v where v runs over all places of Q. 
A Sp 4 (R) invariant measure on H 2 is given by dh = (det Y ) −3 dXdY . It can be easily checked that under the above isomorphism, we have dg = 1 2 dh. The main object of study in this paper is the following global integral of RankinSelberg type
where Φ ∈ V π and f ∈ I(Π, s). Z(s) converges absolutely away from the poles of the Eisenstein series.
Let Θ = Θ S be the following element of G(Q)
The 'basic identity' proved by Furusawa in [3] is that
where for g ∈ G(A) we have
and B Φ is the Bessel model of type (S, Λ, ψ) defined in section 1. 
By the uniqueness of the Whittaker and the Bessel models, we have 
where
2.3. The unramified case. The local integral is evaluated in [3] in the unramified case. We recall the result here. Suppose that the characters ω π , ω σ , χ 0 are trivial. Now let q be a finite prime of Q such that (a) The local components π q , σ q and Λ q are all unramified.
Since σ q is spherical, it is the spherical principal series representation induced from unramified characters α q , β q of Q × q . Suppose M 0 is the maximal torus (the group of diagonal matrices) inside G and P 0 the Borel subgroup containing M 0 as Levi component. π q is a spherical principal series representation, so there exists an unramified character γ q of M 0 (Q q ) such that π q = Ind M0(Qq) P0(Qq) γ q , (where we extend γ q to P 0 trivially). We define characters
Now let f q ( , s) be the unique normalized K q − spherical vector in I q (Π q , s) and Φ q be the unique normalized K q − spherical vector in π q . Let W q , B q be the coresponding vectors in the local Whittaker and Bessel spaces. The following result is proved in [3] .
where,
3. Strategy for computing the p-adic integral 3.1. Assumptions. Throughout this section we fix an odd prime
The fact that p is inert in L implies that if w, z are elements of Z p then w + zξ ∈ (T (Q p ) ∩ K p ) if and only if at least one of w, z is an unit.
Moreover the additional assumption S ∈ M 2 (Z p ) forces that a, c are units in Z p .
3.2.
An explicit set of coset representatives. Recall the Iwahori subgroup I p . It will be useful to describe a set of coset representatives of K p /I p . But first some definitions. Let Y be the set {0, 1, .., p − 1}. Let V = Y ∪ {∞} where ∞ is just a convenient formal symbol.
In particular, the definitions U x , Z y make sense for x ∈ Y 3 , y ∈ V . Now we define the following three classes of matrices. We call them matrices of class A, class B and class D respectively.
Let S be the set obtained by taking the union of the class A, class B and class D matrices, precisely S = {A
Proof. Let us first verify that S has the right cardinality. Clearly the cardinality of K p /I p is the same as the cardinality of
. On the other hand B has the Levi-decomposition
2 (p 2 + 1) which is the same as the cardinality of S. So it is enough to show that no two matrices in S lie in the same coset. For a 2×2 matrix H with coefficients in Z p , we may reduce H mod p and consider the F p -rank of the resulting matrix; we denote this quantity by r p (H). It is easy to see that if the matrix
Observe now that if A is of class A, then r p (A 3 ) = 2 ; for A of class B, r p (A 3 ) < 2 and r p (A 1 ) = 2; while for A of class D we have r p (A 3 ) < 2, r p (A 1 ) < 2. This proves that elements of S of different classes cannot lie in the same coset. Now we consider distinct elements of S of the same class, and show that they too must lie in different cosets.
For
So if the above matrix belongs to I p , we must have y 1 = y 2 , n 1 = n 2 . That leads to q 1 = q 2 , and finally by looking at the bottom row we conclude r 1 = r 2 .
This covers the case of class A and class B matrices in S whose y-component is not equal to ∞.
and if the above matrix lies in I p we must have x 1 = x 2 . Thus we have completed the proof for class A and class B matrices. To complete the proof of the lemma we need to show that no two class D matrices are in the same coset. The calculations for that case are similar to those above and are therefore omitted; the reader can find them in the longer version of this paper available online [22] .
3.3.
Reducing the integral to a sum. By [3, p. 201]) we have the following disjoint union
We wish to compute
By (3.3.1) and (3.3.2) we have
For m ≥ 0 we define the subset T m of S by
Also, we use the notation
Proof. Define two elements f and g in K p to be (l, m)-equivalent if there exists r ∈ R(Q p ) and k ∈ I p such that rh(l, m)f k = h(l, m)g. Furthermore observe that if two elements of K p are congruent mod p then they are in the same I p -coset and therefore are trivially (l, m)-equivalent.
The proposition can be restated as saying that any s ∈ S is (l, m)-equivalent to exactly one of the elements t with t ∈ T m . This will follow from the following nine claims. Indeed Claims 1, 2 imply that any class A matrix is (l, m)-equivalent to one of t 7 , t 8 (and when m = 0, t 7 alone suffices). On the other hand claims 3,4,5,6,7 tell us that any class B matrix is (l, m)-equivalent to one of the t i , 1 ≤ i ≤ 6 (and that just t 1 , t 2 , t 5 suffice if m = 0). Also claim 8 says that any class D matrix is also (l, m)-equivalent to one of the above. Since the class A, class B and class D matrix exhaust S, this shows that any element of S is (l, m)-equivalent to some element of T m ; in other words we do have the union stated in Proposition 3.3.1. Finally claim 9 completes the argument by implying that the union is indeed disjoint.
As for the proofs of the claims themselves, they are just routine computations. We only prove Claims 1 and 2 here; the computations for the other cases are similar. The reader can find them all the in the longer version of this paper available online [22] . As mentioned already, the proofs of the other claims are similar and hence omitted.
3.4.
In which we calculate a certain volume. For any t ∈ K p we define the volume I l,m t as follows.
In this subsection we shall explicitly compute the volume I l,m t . By Proposition 3.3.1, it is enough to do this for t ∈ T m . The next two propositions state the results and the rest of the section is devoted to proving them. 
Remark. That the volume I l,m t is finite can be viewed either as a corollary of the above propositions, or as a consequence of the fact that vol(R(
For each t ∈ T m define the subgroup G t of K p by
where U (Z p ) is the subgroup of K p consisting of matrices that look like
And finally, define
Proof. Since tI p = y∈Gt\Ip tG t y = y∈Gt\Ip G 1 t ty, the only thing to prove is that the union in the statement of the lemma is indeed disjoint.
So suppose that y 1 , y 2 are two coset representatives of G t \I p and rh(l, m)
By the above lemma it follows that
where we have normalized U(Zp)GL2(Zp)\Kp dx = 1.
On the other hand,
For each t ∈ T m let us define
We use the same normalization of Haar measures as in [3] , namely we have
We summarize the computations above in the form of a lemma. 
Proof. This follows from equation (3.4.4) .
By exactly the same arguments as in [3, p. 202-203] , we see that
p (resp. Γ 0,p ) be the subgroup of GL 2 (Z p ) consisting of matrices that become lower-triangular (resp. upper-triangular) when reduced modp. 
Proof. We will prove this directly using (3.4.2) and the definition of A ti . First observe that the cardinality of
. Recall also that the images of Γ 0 p and Γ 0,p have cardinality
We have
By inspection, this belongs to I p if and only if
Thus we have proved the lemma for the case t 1 . The proofs of the assertions regarding t i , 2 ≤ i ≤ 8 are similar to the above and will be omitted. The reader who wishes to see those details can find them in the longer version available online [22] . Let t be such that H t = Γ 0 p . Then by working through the definitions, we see that
On the other hand if t is such that H t = Γ 0,p , then we see that 
Note that in the above formula we mildly abuse notation and use Θ to really mean its natural inclusion in G(Q p ). We will continue to do this in the future for notational economy. • unramified representations of GSp 4 (Q p ) [26] ,
• unramified representations (the Casselman-Shalika like formula) [2] , Formulas for the archimedean Bessel functions have been established in the following cases:
• class-one representations on Sp 4 (R) [18] , • large discrete series and P J -principal series of Sp 4 (R) [16] ,
• principal series of Sp 4 (R) [13] . In this section we give an explicit formula for the Bessel function for an unramified quadratic twist of the Steinberg representation of GSp 4 (Q p ). By [24] this is precisely the representation corresponding to a local newform for the Iwahori subgroup.
Throughout this section we let p be an odd prime that is inert in L. We suppose that the local component (ω π ) p is trivial, the conductor of ψ p is Z p and
Because p is inert, L p is a quadratic extension of Q p and we may write elements of L p in the form a
We assume that Λ p is trivial on the elements of T (Z p
Finally, assume that the local representation π p is an unramified twist of the Steinberg representation. This is representation IVa in [24, Table 1 
Then by Novodvorsky and Piatetski-Shapiro [19] , there exists a unique subspace B(π p ) of B such that the right regular representation of G(Q p ) on B(π p ) is isomorphic to π p . Let B p be the unique I p -fixed vector in B(π p ) such that B p (1 4 ) = 1. Therefore
Our goal is to explicitly compute B p . By Proposition 3.3.1 and (4.2.1) it is enough to compute the values B p (h(l, m)t i ) for l ∈ Z, m ∈ Z ≥0 , t i ∈ T m .
Let us fix some notation. Recall the matrices t i which were defined in Subsection 3.3. Also we will frequently use other notation from Section 3. We now define 
Proof. First note that U (0,0,p) t i ≡ t i (mod p), hence they are in the same coset of K p /I p . Hence
Since the conductor of ψ p is Z p and c is a unit, it follows that B p (h(l, m)t i ) = 0 for l < −1. This completes the proof of (a) and (c).
It follows that B p (h(l, m)Z y ) = 0 for l < 0. This completes the proof of (d).
Next, we have
It follows that 
To get more information, we have to use the fact that the local Iwahori-Hecke algebra acts on B p in a precise manner.
4.3.
Hecke operators and the results. Henceforth we always assume that l ≥ −1, m ≥ 0. In particular, all equations that are stated without qualification will be understood to hold in the above range. We know that π p is either St GSp(4) or ξ 0 St GSp(4) where ξ 0 is the non-trivial unramified quadratic character. Put w p = −1 in the former case and w p = 1 in the latter. Put Let t ∈ G(Q p ). By [24] , we know the following: Next, check that 
The above equation, along with our normalization tells us that
Also, using (4.3.11),(4.3.12) and (4.3.14) we get 
In the case m = 0, Proposition 3.3.1, proof of Claim 7, tells us that 1 b
, along with the earlier equations that specify the inderdependence of various quantities, determine all the values B p (h(l, m)t i ). For convenience, we compactly state the facts proven above above as two propositions. We only state it for l ≥ 0 since that is the only case needed for our later applications. The values for l = −1 can be easily gleaned from these and the above equations.
. Then the following hold:
. Then the following hold: We now fix such a choice. As in the unramified case from section 1, we let B p be the unique normalized K p -vector in the local Bessel space. Sugano [26] has computed the function B p explicitly.
We now define W p . Let U p be the subgroup of K p defined by
It is not hard to see that I(Π p , s) has U p -fixed vectors. Now let W p be the unique U p -fixed vector in the local Whittaker space with the following properties:
• W p (e, s) = 1, • W p (g, s) = 0 if g does not belong to P (Q p ) U p Concretely we have the following description of W p ( s). We know that σ p = Sp ⊗ τ where Sp denotes the special (Steinberg) representation and τ is a (possibly trivial) unramified quadratic character. We put a p = τ (p), thus a p = ±1 is the eigenvalue of the local Hecke operator T (p).
Let
Let us use the following notation: For a b c d ∈ GU (1, 1) we let 
Before we begin the proof, we need a lemma.
Lemma 5.3.2. We have the following formulae for
Proof. We have
First consider the case m > 0. We can check that Θh(l, m)t i / ∈ P (Q p ) U p if i ∈ {2, 4, 6, 8}. For the remaining t i (i.e. i ∈ {1, 3, 5, 7}) we have the following decompositions:
Part (a) of the lemma now follows from the above decompositions and equations(5.2.1)-(5.2.7).
Let us now look at m = 0. Once again, check that Θh(l, 0) 
We first look at the terms corresponding to m > 0. 
Hence (6.3.2) reduces to
Define C(y) = l≥0 B p (h(l, 0))y l . We are interested in the quantity
Sugano, in [26, p. 544] , has computed C(y) explicitly. He proves that
Plugging in these values in (5.3.3) we get the desired result.
6. The case Steinberg π p , Steinberg σ p 6.1. Assumptions. Suppose that the characters ω π , ω σ , χ 0 are trivial. Let p = 2 be a finite prime of Q such that
(c) π p is the Steinberg representation (or its twist by the unique non-trivial unramified quadratic character).
(d) σ p is the Steinberg representation (or its twist by the unique non-trivial unramified quadratic character). (e) The conductor of ψ p is Z p .
Remark. π p corresponds to a local newform for the Iwahori subgroup I p (see [24] ). Also, as in the previous section, σ p corresponds to the local newform for the Iwahori subgroup Γ 0 (p) of GL 2 (Q p ).
6.2. Description of B p and W p . Let Φ p be the unique normalized local newform for the Iwahori subgroup I p , as defined by Schmidt [24] . Let w p be the local AtkinLehner eigenvalue for π p ; this equals −1 when π p is the Steinberg representation and equals 1 when π p is the unramified quadratic twist of the Steinberg representation. We let B p be the normalized vector that corresponds to Φ p in the Bessel space. Section 4 was devoted to the computation of the values
We also identify L p with T (Q p ) and ξ with √ −d/2. We now define W p . By Assumption (b) above, we have Λ p is trivial on the elements of T (Q p ) of the form
, where I(F p ) is the subgroup of G(F p ) defined in the beginning of this paper. Let W p ( , s) be the unique vector in I(Π p , s) with the following properties:
Concretely we have the following description of W p ( , s) : We know that σ p = Sp ⊗ τ where Sp denotes the special (Steinberg) representation and τ is a (possibly trivial) unramified quadratic character. We put a p = τ (p), thus a p = ±1 is the eigenvalue of the local Hecke operator T (p).
Let W ′ p be the unique function on GL 2 (Q p ) such that
6.3. The results. We now state and prove the main theorem of this section. 
Lemma 6.3.2. We have the following formulae for
From now on we assume m > 0.
We can check that Θh(l, m)t i / ∈ P (Q p )I ′ p if i ∈ {1, 2, 7, 8}. For the remaining t i (i.e. i ∈ {3, 4, 5, 6}) we have the decompositions:
The lemma now follows from the above decompositions and equations (6.2.1)-(6.2.7).
Proof of Theorem 6.3.1. By (3.5.1) we have 
Hence (6.3.2) implies
This completes the proof.
Remark. We might equally well have chosen W p to be the simpler vector supported only on 1 (rather than on 1 and s 1 ). Indeed, all the results in this paper will remain valid with that choice. The reason we include s 1 in the support of the section is because this definition will be necessary for our future work [23] .
7. The case Steinberg π p , unramified σ p 7.1. Assumptions. Suppose that the characters ω π , ω σ , χ 0 are trivial. Let p = 2 be a finite prime of Q such that
(c) π p is the Steinberg representation (or its twist by the unique non-trivial unramified quadratic character) while σ p is unramified.
Remark. π p corresponds to a local newform for the Iwahori subgroup I p (see [24] ).
7.2. Description of B p and W p . Let Φ p be the unique normalized local newform for the Iwahori subgroup I p , as defined by Schmidt [24] . Let w p be the local AtkinLehner eigenvalue for π p ; this equals −1 when π p is the Steinberg representation and equals 1 when π p is the unramified quadratic twist of the Steinberg representation. We let B p be the normalized vector that corresponds to Φ p in the Bessel space. Section 4 was devoted to the computation of the values
We now define W p . Take the canonical map r : K p → G(F p ) and define I ′ p = r −1 (I(F p )), where I(F p ) is the subgroup of G(F p ) defined in the beginning of this paper.
Let W p ( , s) be the unique vector in I(Π p , s) with the following properties:
Concretely we have the following description of W p ( , s). Suppose σ p is the principal series representation induced from the unramified characters α, β of Q
7.3. The results. We now state and prove the main theorem of this section. 
Before we begin the proof, we need a lemma. Proof of Theorem 7.3.1. We have 
This completes the proof of the theorem.
Remark. We might equally well have chosen W p to be the simpler vector supported only on Θ (rather than on Θ and 1). The only reason we include 1 in the support of the section is because this definition will be necessary for our future work [23] .
8. The global integral and some results 8.1. Classical Siegel modular forms and newforms for the minimal congruence subgroup. For M a positive integer define the following global parahoric subgroups.
When M = 1 each of the above groups is simply Sp(4, Z). For M > 1, the groups are all distinct. If Γ ′ is equal to one of the above groups, or (more generally) is any congruence subgroup, we define S k (Γ ′ ) to be the space of Siegel cusp forms of degree 2 and weight k with respect to the group Γ ′ . More precisely, let
and vanishes at the cusps. It is well-known that f has a Fourier expansion
where e(z) = exp(2πiz) and S runs through all symmetric semi-integral positivedefinite matrices of size two. Now let M be a square-free positive integer. For any decomposition M = M 1 M 2 into coprime integers we define, following Schmidt [24] , the subspace of oldforms S k (B(M ))
old to be the sum of the spaces
For each prime p not dividing M there is the local Hecke algebra H p of operators on S k (B(M )) and for each prime q dividing M we have the Atkin-Lehner involution η q also acting on S k (B(M )). For details, the reader may refer to [24] .
By a newform for the minimal congruence subgroup B(M ), we mean an element f ∈ S k (B(M )) with the following properties Let N be an odd square-free positive integer and g be a normalized newform of weight l for Γ 0 (N ). g has a Fourier expansion
with b(1) = 1. It is then well known that the b(n) are all totally real algebraic numbers.
We make the following assumption:
where γ ∈ G(Q), h ∞ ∈ G(R) + and
Because we do not have strong multiplicity one for G we can only say that the representation of G(A) generated by Φ is a multiple of an irreducible representation π. However that is enough for our purposes.
We know that π = ⊗π v where
Next, we define a function Ψ on GL 2 (A) by
, and
Let σ be the automorphic representation of GL 2 (A) generated by Ψ. We know that σ = ⊗σ v where
8.3. Description of our Bessel model. In order to use our results from the previous sections, we need to associate a Bessel model to π (or more accurately, we associate it to π). This involves making a choice of (S, Λ, ψ). This subsection is devoted to doing that.
Let ψ = v ψ v be a character of A such that
• The conductor of ψ p is Z p for all (finite) primes p,
where d is the integer defined in (8.2.1). First we deal with the case M = 1. In this case, our choice of S and Λ is identical to [3] . To recall, put
where t j ∈ p<∞ T (Q p ) and h(−d) is the class number of L.
Then, any primitive semi-integral two by two positive definite matrix with discriminant equal to −d is SL 2 (Z)-equivalent to some S j . So, by our assumption, we can choose Λ a character of
Thus, we have specified a choice of S and Λ for M = 1.
In the rest of this subsection, unless otherwise mentioned, assume M > 1. Suppose p is a prime dividing M . We can identify L p with elements a As in section 1.1 we define the matrix ξ = ξ S and the group T = T S . We have
where t j ∈ p<∞ T (Q P ) and
2 , our two definitions for Γ 0 L,p agree, so there is no ambiguity.
Let M = p 1 p 2 ...p r be its decomposition into distinct primes. For each 1 ≤ i ≤ r we choose coset representatives u
We write an r-tuple (k 1 , .., k r ) in short as k. Let X denote the cartesian product of the r sets
Then it is easy to see that as k varies over X the elements u e k form a set of coset representatives of
Let T (Z) denote the (finite) group of units in the ring of integers Z L of L. Let t(d) denote the cardinality of the group T (Z)/{±1}. We know that,
Choose a set of elements r 1 , r 2 , ..r t(d) in T (Z) such that they form distinct representatives in T (Z)/{±1}. Let r i denote the image of r i in T × M . We have
This immediately gives us the fundamental coset decomposition:
Also from (8.3.3) and (8.3.4) we immediately get another coset decomposition:
But we know that an alternate set of coset representatives in the above equation is given by the elements u e k . It follows that for any 1
there exists a unique k ∈ X such that u Hence 0 = a(T ) = a(g T S j,k g) = a(S j,k ), using the fact that the image of g T in Sp 4 (Z) falls in B(M ) and F is a modular form for B(M ). Moreover for any such Λ we have Λ p non-trivial on T (Z p ) for each prime p|M .
Proof. By Lemma 8.3.3 we can find S j,k such that a(S j,k ) = 0. Hence using (8.3.5) we know that a character Λ satisfying the condition listed in the proposition exists.
Let Λ be such a character and p i a fixed prime dividing M . We will show that Λ pi is not the trivial character on T (Z pi ).
For any 1 ≤ j ≤ h(−d) and k ∈ X we can write t j u e k = γ j, e k m j, e k κ j, e k , where γ j, e k ∈ GL 2 (Q), m j, e k ∈ GL + 2 (R) and κ j,k ∈ (Π p<∞,p∤M GL 2 (Z p ) · Π p|M Γ 0 p . We put S j, e k = det(γ j, e k ) −1 γ T j, e k Sγ j,k
Suppose Λ pi is trivial on T (Z pi ). We claim that (8.3.7)
1≤j≤h(−d) e k∈X Λ(t j u e k ) −1 a(S j, e k ) = 0.
Suppose we fix k 1 , k 2 , .., k i−1 , k i+1 , ..k r . For 1 ≤ y ≤ p i + 1, let k y ∈ X be the r-tuple obtained by putting k i = y. Then, by essentially the same argument as in Lemma 8.3.2 we see that γ In particular, this implies, by [24, 3.3.3] , that y a(S j, e k y ) = 0, and therefore, because Λ pi is trivial on T (Z pi ), we must have y Λ(t j u e k y ) −1 a(S j, e k y ) = 0. It follows, by breaking up 
. Such an element exists by our comment after (8.3.6). Suppose we write r l = r l r l,f r l,∞ where r l,f ∈ Π p∤M T (Z p ) and r l,∞ ∈ T (R) Then, using (8.3.8) we have t j u e k(k,l) = r l t j x k r −1 l,∞ k with k ∈ (Π p<∞,p∤M GL 2 (Z p )·Π p|M Γ 0 p . In other words we can take γ j, e k(k,l) = r l γ j,k . But then a(S j, e k(k,l) ) = a(S j,k ). Also from (8.3.8) it is clear that Λ −1 (t j u e k(k,l) ) = Λ −1 (t j x k ). On the other hand if we let k, l vary over all elements in the range 1 ≤ k ≤ g(M )/t(d), 1 ≤ l ≤ t(d), the corresponding k(k, l) vary over all k ∈ X. As a result we conclude that (8.3.9) 1≤j≤h(−d) e k∈X Λ(t j u e k ) −1 a(S j, e k ) = t(d)
But we have already shown that if Λ pi is trivial on T (Z pi ) then 1≤j≤h(−d) e k∈X Λ(t j u e k ) −1 a(S j, e k ) = 0.
The proof follows.
From now on, fix a character Λ satisfying the above proposition. Consider 
1
, if d ≡ 3 (mod 4).
He computes Z ∞ (s) for the case d ≡ 0 (mod 4) and uses it to deduce the other case via a simple change of variables, using On the other hand, we can verify that Putting the above equations together, and using the fact that | det(J(k, i))| −2 = 1, we get the statement of the lemma. In [23] , the approach sketched in this section will be fleshed out and the special value properties of the L-function investigated in more detail.
