Introduction
Mixed mode data collection has been gaining popularity in survey research internationally. A number of developments working in parallel have contributed to this change in survey practice: (1) the need to find alternatives to traditional telephone surveys, due to the rapid increase in 'mobile only' households (Carley-Baxter et al. 2010; Blumberg and Luke 2013) ; (2) a widely reported decline in response rates (Brick and Williams 2013; De Leeuw and De Heer 2002) ; (3) an increase in costs associated with mitigating nonresponse (Massey and Tourangeau 2013) combined with cuts in research budgets; and (4) advances in information and communication technologies increasing the opportunities for more cost-and time-efficient Internet-based data collection (Groves 2011) . Mixed mode surveys that use different methods to administer questionnaires to different sample members (De Leeuw 2005; Dillman et al. 2009 ) have been adopted partly by necessity in response to these developments, prompting a need for research into their efficacy, and their impact on data quality.
Given these motivating factors, two common aims of mixed mode surveys are to reduce selection errors due to inadequate frame coverage and nonresponse in a single mode survey, and to reduce financial and/or time-related data collection costs. However, even if these aims are met, there is a risk that the potential benefits of mixing modes may be offset by a reduction in the accuracy of the estimates produced, due to compounding influences of the different modes used on the Total Survey Error (TSE). Differential measurement errors across modes in particular (and the need to adjust for them to improve the comparability of measurements), pose a significant risk to data quality that survey designers should take into consideration when weighing the decision about whether to mix modes and how to optimally design mixed mode surveys . To date, however, few studies have provided evidence as to the relative contribution to the TSE of error from different sources in different modes, and how this changes as a result of mixing modes.
In this article we compare the error properties of estimates produced by single and mixed mode surveys, and investigate the effect of mixing modes on survey errors given a fixed budget. To this end, we use data from a methodological experiment (Roberts et al. 2016) designed to compare the effectiveness of single and mixed mode data collection strategies for cross-sectional surveys with medium-length questionnaires (a completion time of around 30 minutes). We compare three survey designs: (1) a single mode mail survey; (2) a sequential mixed mode web plus mail survey; and (3) a combined concurrent and sequential mixed mode telephone (CATI) plus mail survey. To evaluate the impact of these design choices on the estimates produced, we calculate the mean squared error (MSE) of a range of variables from the questionnaire based on data available at the end of different phases of fieldwork (before and after the mode switch Designs 2 and 3). Specifically, we address the following research questions (RQs):
RQ1: Which survey design offers the lowest overall total error across a range of sociodemographic and target variables? RQ2: What is the relative contribution to the MSE of error from different sources in each of the survey designs? RQ3: How does the relative contribution of error from different sources vary as a function of combining modes? For example, do gains in response rates after mode switches translate into reductions in selection error, and to what extent is this offset or outweighed by increased measurement error?
TSE and the Design of Mixed Mode Surveys
Survey design decisions are frequently taken from the perspective of the TSE paradigm, where the goal is to maximise the quality of the data collected, within the constraints imposed by the available budget (Biemer 2010) . According to this approach, it has been argued that given equal budget and time constraints across different survey design options, researchers should opt for the design generating the lowest survey error across a range of variables (Biemer 2010; Biemer and Lyberg 2003) . TSE is defined as the sum of errors from all possible sources that contribute to the difference between the value of an estimate based on the sample responding to a survey and the "true" value for the target population. Survey errors are sometimes categorised into non-observational errors (including sampling, coverage, nonresponse, and adjustment error), which affect the accuracy of inferences from the achieved sample to the population due to a failure to observe the entire population or an adequately representative sample of it; and observational errors (including specification, measurement, and data processing error), which affect the accuracy of inferences from responses given to the questionnaire to the true respondent characteristics of interest Tourangeau 2017) .
A major determinant of the TSE of estimates is the choice of data collection mode, which can influence the amount of non-observational and observational errors emanating from different sources. Notably, the choice of mode can affect (1) coverage error, by determining whether a population member has a chance of being selected to participate in a survey (e.g., if the sample design depends on a list of incomplete information needed to implement the survey in a particular mode (Carley-Baxter et al. 2010) ; (2) nonresponse error, because selected sample members may not have the possibility to participate in the chosen survey mode, or may be more or less willing to participate depending on the mode offered (Klausch et al. 2015a ); (3) measurement error, because mode characteristics can influence how respondents come up with their answers to survey questions and the answers they give (Dillman et al. 2014; De Leeuw 2005) ; and (4) processing error, because, for example, noncomputerised methods of data entry and coding are more vulnerable to human error, or because interviewers may be less accurate in recording the responses given by respondents than the latter would be themselves ). Furthermore, because data collection modes vary in terms of their associated fixed and variable costs (interviewer-administered modes being most expensive), mode choice partly determines the amount of (5) sampling error in statistics, because under a fixed budget constraint, a survey designer could afford to survey different sized samples using different modes (Vannieuwenhuyze 2014) . This means that if the same survey were conducted using different modes of data collection the accuracy of the estimates produced would vary as a function of the amount of TSE produced by the chosen mode, and the composition of that error on each estimate would vary also (Tourangeau 2017) .
The motivations for mixing modes hinge on the possibility to compensate for the error or cost disadvantages of one mode with the error or cost advantages of another (De Leeuw 2005) . Mixed mode surveys typically involve combining modes in one of two different ways depending on the priorities of a given survey design. In "concurrent" mixed mode designs, sample members are either offered a choice between different ways of completing the survey, or particular population subgroups are targeted in a different mode to the remainder of the sample, in the hope that a preferred or more accessible mode may encourage participation (Olson et al. 2012) . In "sequential" mixed mode designs, the survey starts in one mode, and alternative modes are offered to nonrespondents at later stages of the fieldwork. In both types of design, the hope is that a more representative subset of sample members will participate as a result of combining modes, thereby reducing selection errors associated with noncoverage or nonresponse below what they would be if only one mode were used. Furthermore, by encouraging sampled units in sequential designs with a higher propensity to respond to participate via lower-cost modes (such as web or mail), overall costs may also be reduced and larger sample sizes (and hence, lower sampling errors) may be achieved (Hochstim 1967; Siemiatycki 1979; Lynn 2013; Vannieuwenhuyze 2014; Wagner et al. 2014) .
As well as producing differentially selective samples, the fact that modes have unique measurement properties that can affect respondents' answers is well established. These are due to various method-related characteristics (e.g., the presence/absence of an interviewer, the use of visual vs. aural stimuli) interacting with question and respondent characteristics (De Leeuw 2005; Couper 2011 ) to produce differences in data quality, such as in the prevalence of response effects associated with satisficing (e.g., Chang and Krosnick 2009; Holbrook et al. 2003) , or in the level of underreporting of socially undesirable behaviours and attitudes (Holbrook et al. 2003) . Some face-to-face surveys explicitly incorporate mode switches (for all respondents) for modules of potentially "sensitive" questions which respondents answer more honestly in self-administered modes (De Leeuw 2005) . However, where modes are mixed between respondents, two concerns arise with respect to measurement (and other observational) errors. First, differential measurement errors associated with each mode will be compounded in estimates, and the total contribution to the TSE from this error source may increase as a result. To the extent that any increase in measurement error offsets or outweighs any reduction in selection error achieved by mixing modes (leading to a net increase in TSE), advantages that could have been gained with a mixed mode design will be negated. Second, differential measurement errors will be confounded with selection errors in estimates, such that even if they do not cause an increase in the TSE (or even its measurement error component, if errors from different modes work in opposite directions -Tourangeau 2017), they will limit the possibility of making valid comparisons between subgroups surveyed in different modes .
Current recommendations for survey designers considering a mixed mode survey design are to address the twin risks of compounded and confounded errors at both the planning and analysis stage De Leeuw and Berzelak 2017) . To minimise the risk of differential measurement errors and enhance comparability across modes, for example, researchers can either opt for a unified mode construction approach to questionnaire design (Dillman et al. 2014) , which maximises measurement equivalence by minimising differences in the way questions are asked in different modes Tourangeau 2017) or an optimal design (or "best practices") approach (ibid.), which allows variation in how questions are asked in different modes to ensure estimates are obtained with the lowest possible measurement error in each mode. While the latter may be most effective at keeping the TSE of estimates from mixed mode surveys to a minimum (ibid.), to enhance comparability across groups interviewed in different modes, it is recommended to use the unified mode strategy combined with a mixed mode survey design that simultaneously enables the isolation of mode-related measurement errors from selection errors, so that persistent differences in measurement may be corrected for statistically at the analysis stage ).
Estimating the Effect of Mixing Modes on Survey Errors and Available Evidence
To evaluate the effects of different survey design features on data quality, and to make an informed choice between competing (single or mixed mode) survey designs, researchers ideally need to be able to quantify and compare the different components of the TSE likely to affect the accuracy of the estimates produced. For this purpose, Biemer (2010) advocates the estimation of the MSE. MSE is an estimate-specific measure summarising how the statistic is affected by all possible sources of observational and non-observational errors, which may manifest as variance or bias in the estimate. To calculate the MSE, it is necessary to decompose the TSE into its separate components and estimate the relative contribution to the total made by each. The problem is that in practice this is rarely feasible for researchers, as it requires "an estimate of the parameter that is essentially error free" (Biemer 2010, 826) . For example, to assess measurement bias, external records can be used to assess the accuracy of respondents' self-reports (e.g., Olson 2006; Kreuter et al. 2008; Sakshaug et al. 2010; Tourangeau et al. 2010) . To assess nonresponse bias, these auxiliary data are needed for both respondents and nonrespondents (e.g., Klausch et al. 2015a; Kreuter et al. 2010; Kappelhof 2013 ). As such data are rarely available to researchers, the potential utility of the MSE as a metric for evaluating the effects of different survey design features or for comparing whole survey systems (Biemer 1988) has not been fully exploited.
Because in a mixed mode survey, measurement and nonresponse biases are confounded, to calculate the MSE of estimates the errors associated with each mode must be decomposed separately . Disentangling the error components makes it possible to identify and quantify both the compounded and confounded effects of mixed mode surveys on estimates and compare them with those produced by alternative survey designs. Furthermore, as mentioned, it is a necessary step for developing suitable adjustment methods to correct for persistent measurement differences between modes so that the benefits of mixed mode surveys aimed at reducing selection error may be maximised . Different approaches to the problem of how to disentangle confounded mode effects on selection and measurement errors have been proposed Tourangeau 2017; Vannieuwenhuyze and Loosveldt 2012) . Each approach depends on the availability of auxiliary data, which may already be available to researchers -such as register data (Klausch et al. 2015a) , or data from the recruitment wave of a longitudinal survey ) -or (more likely) need to be collected separately . The latter could include a randomised mode experiment embedded in a mixed mode design (De Leeuw et al. 2008 ), a single mode follow-up of a random sample of respondents (Klausch et al. 2014; Schouten et al. 2013 ), or a new or existing single mode survey (ideally) conducted alongside the mixed mode survey that can serve as a benchmark Vannieuwenhuyze and Loosveldt 2012) . With such data available, it is possible to estimate the effect of mode on selection (e.g., by predicting response propensity in one mode compared to another), and then estimate the effect of mode on measurement while controlling for the selection effect (see Hox et al. (2017) for a description of alternative techniques).
The specific data requirements for disentangling mode effects in mixed mode surveys (and estimating MSEs) has meant that despite a large and often unwieldy literature on measurement differences, relatively few studies have been able to adequately deal with the confounding problem (ibid.). As a result, the available evidence as to the effects of mixing modes on different error sources, as well as on the TSE, remains somewhat inconclusive. In relation to selection errors, for example, several studies have analysed response rates and sample composition as proxies, and have confirmed that both can improve in mixed mode designs compared to single mode designs, depending on which modes are combined and how (e.g., Dillman et al. 2014; Eva et al. 2010; Fowler et al. 2002; Greene et al. 2008; Link and Mokdad 2006; Millar and Dillman 2011; Lynn 2013; Klausch et al. 2015a) . However, few studies have attempted to estimate the magnitude of selection errors before and after switching modes, while controlling for measurement differences. One recent study using a combination of data from population registers, a single mode benchmark, and a re-interview design (Klausch et al. 2015a ) observed an increase in response rates as a result of mixing modes sequentially (a face-to-face follow-up of web, mail and CATI surveys), but found no consistent reduction in selection errors present in estimates from the starting modes. Selection error was, however, reduced for some estimates from the mixed mode surveys as a result of bringing it closer in line with the selection error of the single mode (face-to-face) benchmark (ibid.).
In relation to measurement errors, research using appropriate methods to control for selection effects (e.g., Kreuter et al. 2008; Chang and Krosnick 2009; Heerwegh and Loosveldt 2011, Gordoni et al. 2012; Klausch et al. 2013) has found that differences between modes do persist once efforts to control for selection errors have been applied, particularly between self-and interviewer-administered modes . However, these studies have focused mainly on between-mode comparisons rather than on the cumulative effects on measurement error of combining data from different modes. Similarly, efforts to compute the MSE of survey estimates (e.g., Groves and Magilavy 1984; Peytchev et al. 2009 ) have tended to focus on single mode scenarios, even where mixed mode data were available (Kreuter et al. 2010; Olson 2006) . These studies confirm that the MSE varies considerably by estimate, and changes as a result of efforts to reduce nonresponse. Meanwhile, the one study (to our knowledge) that has considered the relative difference in the MSE for a mixed mode design compared to alternative single mode benchmarks (Vannieuwenhuyze 2014) , did not consider the effects of mode mixing on the separate components of MSE across multiple variables. The present study, therefore, addresses this gap in the literature.
Data and Methods

Data
Our analysis uses data from a mode experiment conducted in the French-speaking region of Switzerland during Autumn/Winter 2012-2013 (see Roberts et al. 2016 for details), designed to investigate errors and costs associated with conducting surveys with different combinations of data collection modes (including CATI, web, and mail). The experiment was embedded within a survey on personal and social wellbeing. The population for the study was adults aged 15 years and over, registered as resident in French-speaking municipalities. The research was able to benefit from a simple random sample of eligible individuals supplied by the Swiss Federal Statistical Office (SFSO), drawn from their sampling frame based on population registers maintained by municipalities, which offers very high coverage of the (legally) resident population in Switzerland (Lipps et al. 2015) , and also provides auxiliary sociodemographic data about the sample (described below). From the gross sample supplied, smaller random samples were drawn and randomly assigned to the experimental treatment groups, which varied according to the starting mode they were assigned to and subsequent procedures used to reduce nonresponse. The different treatments provide opportunities to compare different types of single and mixed mode survey design.
In the present study, we compare three survey designs: Design 1, a single mode mail survey, Design 2, a sequential mixed mode web plus mail survey, and Design 3, a combined concurrent and sequential mixed mode survey, consisting of a CATI plus mail follow-up of sample units for which publicly listed (in the Swisscom directory) fixed line telephone numbers were available and supplied by the SFSO with the sample (no additional procedures were used to obtain unlisted numbers to reduce the noncoverage rate), and a mail survey of sample members for whom telephone numbers were not supplied. The three designs are shown in Figure 1 . Consists of 500 sample units with known telephone numbers and 500 units without known telephone numbers.
2
Consists of 600 sample units with known telephone numbers and 500 sample units without known telephone numbers.
3
The 500 units in the mail condition of Design 3 are the same 500 sample units without a (known) telephone number used in Design 1.
4 NRFU respondents are only considered for the purpose of estimating bias in the target variables.
Mainly for practical and budgetary reasons, the sample sizes in the original experiment differed between the treatment groups. In addition, the samples included an overrepresentation of units without a known telephone number. The purpose of this was to facilitate an analysis of coverage error in CATI surveys and the characteristics of units without publicly listed fixed line telephone numbers. The proportion of the gross sample supplied by the SFSO for which listed fixed line telephone numbers were unavailable was 41.2% (the noncoverage rate if the frame were used for a CATI survey and no additional efforts were made to find unlisted numbers). Design 1 included 1,000 cases (500 with telephone numbers and 500 without); Design 2 included 2,000 cases (1,000 with telephone numbers and 1,000 without); and Design 3 included 1,100 cases (600 with telephone numbers and 500 without). Note that the latter 500 cases without telephone numbers analysed in Design 3 are the same 500 cases without telephone numbers analysed in Design 1. We use design weights in all our analyses to adjust for differential inclusion probabilities for units with and without known telephone numbers in each of the survey designs (the weights for the cases without telephone numbers in Designs 1 and 2 were, therefore, equal before poststratification weighting -see below).
Sample members in each survey design were sent a pre-notification letter to inform that they had been selected for the study and would shortly be contacted either by a telephone interviewer (Design 3), or by mail (Designs 1 and 2) with further instructions on how to participate. All sample members received an unconditional incentive of ten Swiss Francs (USD 10) in cash, which for the CATI group in Design 3 was included with the prenotification, and for the other groups was sent in the second letter, together with the paper questionnaire (for the mail groups in Designs 1 and 3) or the URL and login details (for Design 2). A reminder/thank you postcard was sent to all sample members (including respondents) assigned to web and mail mode one week later. In Design 3 (CATI group), interviewers made up to 50 contact attempts over the course of a three-week period, with instructions to vary the days of the week and timing of calls to limit noncontacts. At the end of the CATI fieldwork, and two weeks after the postcard reminder in the mail and web groups, all nonrespondents in all three surveys were sent a reminder letter together with the paper questionnaire. One month following the end of the fieldwork period, nonrespondents from all surveys (except for office refusals and cases where addresses were found to be invalid) were additionally sent a reduced length "nonresponse follow-up" (NRFU) questionnaire by mail, the data from which we make use of here in our analysis of errors in target variables (described later).
For the purpose of our analyses, we distinguish two main phases of fieldwork in Designs 1 and 2, Phase 1 consisting of all mailings up to and including the postcard reminder, and Phase 2 consisting of the mailing of a reminder questionnaire and the NRFU questionnaire. For Design 3, we distinguish three phases, to assess the effect of adding the concurrent mail survey of sample units with no known telephone number independently of the CATI survey of sample units with known telephone numbers. Thus, in Design 3, Phase 1 refers to the CATI fieldwork, Phase 2 refers to the concurrent mail survey (equivalent to Phase 1 in Design 1), and Phase 3 refers to the mailing of the reminder questionnaire and the NRFU questionnaire to nonrespondents in both the phone and no-phone groups (see Figure 1 ).
The questionnaire for the survey included around 125 items, with mean CATI and web administration times of 25 minutes. About one third of the questions were measures of wellbeing. Another third were sociodemographic measures, and the remainder were questions on society in general. Data collection was carried out by the survey agency, M.I.S. Trend SA. Fieldwork started on the 22 November 2012, and was completed by 8 March 2013.
Analytic Approach
Our analysis is in two parts. First, we compare estimates from each of the survey designs for a range of variables to benchmark estimates to assess the total absolute error (RQ1), using two different approaches depending on the benchmark data available. We start by looking at estimates of sociodemographic characteristics of the sample, comparing selfreported characteristics with auxiliary data from the sampling frame to assess the total error in each. Then, we extend our analysis by looking at a set of target substantive variables from the questionnaire, using Design 1 as a benchmark against which to compare estimates from Designs 2 and 3, while applying poststratification weights based on auxiliary data from the sampling frame (specifically, the weighting model includes the variables age, marital status, country of birth, household size, and urbanisation).
To identify which survey design offers the lowest overall total error across a range of sociodemographic and target variables, we calculate two summary statistics of the absolute error: a) Cramer's V (following the approach used by Klausch et al. 2015a) , and b) the MSE (as described below). Cramer's V provides a measure of the degree of correspondence between the survey data and the benchmark data. Based on Pearson's x 2 statistic, it summarises the strength of the absolute deviations from independence (no selection error) for all categories of a nominal variable and determines whether there is a significant difference between the expected frequencies (provided by the benchmark) and the observed frequencies (provided by the survey) across one or more categories. Cramer's V renders the x 2 statistic comparable across a variety of variables by scaling it to the interval of 0 and 1, which additionally provides a way of interpreting the effect size, which further facilitates comparisons (ibid., 951). The values 0.10 -0.30 indicate small absolute error, 0.30-0.50 indicate moderate absolute error, and values of 0.50 -1.00 indicate large absolute error (ibid.). We calculate the V statistic for a) the sociodemographic variables from the register; and b) target questionnaire variables. We also compute the average of the error estimates for the two sets of variables. This allows us to examine the overall systematic effect of the different modes and mode combinations in each survey design on TSE for the two types of variable, and avoid some of the difficulties of interpreting inconsistent findings across variables, which are typically attributable to variable content, rather than the design of the survey (or some interaction between the two) (ibid., 952). We used Rao-Scott chi-square tests, which is a design-adjusted version of Pearson's chi-square, and is suitable for selection probability weighted data (Rao and Scott 1987) .
In the second part of our analysis, we estimate the following principal components of the total error of both the register and target variables: sampling variance, and noncoverage, nonresponse, and measurement bias, and use these components to calculate the MSE for each variable for each of the three survey designs, and to assess the relative contribution to the MSE of error from different sources (RQ2). Finally, to assess the effect of mixing modes on the relative contribution to the total bias of each bias component (RQ3), we consider the relative contribution to the total bias made by selection and measurement bias following each fieldwork phase (Designs 2 and 3 only). We describe the procedures we use for estimating the bias in detail in the next section.
Components of MSE Analysed
Biemer and Lyberg (2003, 59) identify six major components of MSE, each of which poses to varying degrees a risk of variable and systematic error in survey estimates, including 1) specification error, 2) frame (coverage) error, 3) nonresponse error, 4) measurement error, 5) data processing error, and 6) sampling error. We do not consider all of these error types here, but, as mentioned, restrict ourselves to an analysis of sampling variance, and noncoverage (for a CATI survey based on listed, fixed line numbers), nonresponse, and measurement bias. We compute MSE as the sum of the sampling variance under each survey design and the square of the bias, using different procedures to estimate the bias for the sociodemographic and substantive variables. Specification, frame and nonresponse error are generally considered to pose low risk of variable error (ibid.), and for this reason we do not consider their contribution to the variance. Furthermore, as sampling error is considered to pose a low risk of systematic error (ibid.), we focus on the variable error component. We do not consider specification errors, as these were the same across all the survey designs (and are assumed to be small as most of the survey questions had been extensively pretested and fielded in two rounds of the European Social Survey). Neither do we separately consider data processing errors, which may have affected the quality of the data from the mail survey (which were entered manually), and are subsumed here within the estimates for measurement bias. Note that Groves and his colleagues (2009) additionally identify adjustment error as a separate contributor to nonobservational errors in the TSE, while Biemer and Lyberg (2003) include adjustment error as part of post-survey data processing errors more generally (see also Biemer 2010). We do not estimate the error from the weighting adjustments we use here (design and poststratification weights), but it is important to note that part of our measurement and nonresponse error estimates for all three designs may be attributable to adjustment error (along with the other processing errors mentioned).
As we do not have repeated measurements to allow us to decompose the measurement error into bias and variance, we focus on measurement bias. Some of the substantive variables we analyse might be considered sensitive (e.g., measures of subjective wellbeing, measures of attitudes towards immigration), so the extent to which they are affected by social desirability bias might be expected to vary between interviewer-and self-administered modes (Holbrook et al. 2003) . For sociodemographic variables, measurement error is more likely to take the form of classification errors (Biemer 2010) and is expected to be minimal. However, discrepancies between the register data and self-reports may also appear if somebody other than the named individual in the sample responded to the survey, which is more likely to occur in the web and mail groups, or due to data input errors. Both these error types are subsumed in the estimates of measurement bias.
To recap, we focus on the following components of MSE: noncoverage bias (B NC ) (in Design 3 only), nonresponse bias (B NR ), measurement bias (B MEAS ), and sampling variance (Var SAMP ). These components of bias are summed and squared to produce the total bias component of the MSE, then added to the sampling variance to obtain an estimate of the MSE, as follows:
Given that bias from different sources varies by mode of data collection, we calculate the bias separately for each of the modes in the survey design and combine them additively, to see whether they compound or offset one another. Thus, MSE is decomposed further for the mixed mode survey designs, as follows:
Design 2:
Design 3:
Calculating Bias
For the sociodemographic variables, the calculation of bias is made possible by comparing different estimates derived from the sampling frame and survey data. These include:
(1) the sample register estimate, which is the estimate based on the register data for each of the random samples randomly assigned to the three survey designs; (2) the respondents' register estimate, which is the estimate for the responding sample in each survey based on the register data; and (3) the self-report estimate, which is the estimate for the responding sample based on answers to the survey questions. For each one, we use design weights to correct for differential inclusion probabilities based on the availability of telephone numbers on the frame for sample members. For Design 3, we additionally compute (4) the register coverage estimate (for the CATI group only), which is the estimate based on the register data for the sample with known telephone numbers. We produce estimates based on the (cumulative) sample responding following each phase of fieldwork. On the basis of these estimates, we compute bias for the sociodemographic variables as follows:
1. Total bias ¼ self-report estimate -sample register estimate 2. Noncoverage bias ¼ register coverage estimate -sample register estimate 3. Nonresponse bias ¼ respondents' register estimate -sample register estimate (or register coverage estimate for Design 3, Phase 1) 4. Measurement bias ¼ self-report estimate -respondents' register estimate
For the target variables, we calculate total bias by comparing estimates based on selfreports with estimates from the single mode mail benchmark survey (Design 1). To decompose the measurement error from the selection error, we use a "MM calibration approach" (Vannieuwenhuyze and Loosveldt 2012, 87) , in which we attempt to control for selection effects in the different survey designs to render the samples as comparable as possible to the benchmark survey, so that any remaining differences may be assumed to be caused by measurement effects (ibid.). Specifically, we apply poststratification weights based on auxiliary (sociodemographic) data from the sampling frame. The poststratification weights are used to adjust the response samples to the distribution of the auxiliary variables on the sample frame, after which we derive adjusted and unadjusted estimates based on the sample responding after each phase of fieldwork (as for the sociodemographic variables). Peytchev and his colleagues (2011) describe this approach as suitable for the given purpose. However, it should be noted (as previously mentioned) that the adjustment procedures used are themselves not free from error, and the effectiveness of such weighting procedures is limited by the availability of suitable auxiliary data . Thus, the bias we observe from both measurement and nonresponse in the target variables may partly be due to this limitation of the methods we use (a limitation we discuss further in Section 4).
The poststratification weights were computed by multiplying the design weight by the inverse response propensity score. Response propensity scores were estimated by a logistic regression equation including the following covariates: age, marital status, country of birth, household size, and urbanisation. In addition, the interaction terms age * marital status, marital status * country of birth, and marital status * urbanisation were added to improve model fit. Propensity scores were calculated separately for each of the survey designs and for sample members with and without telephone numbers.
For this part of our analysis, we restrict ourselves to target variables that were additionally included in the reduced-length NRFU questionnaire used in the original mode experiment. This allows us to add data from the NRFU respondents to compute the unadjusted self-report estimates before applying poststratification weighting, and thereby, reduce variation in the nonresponse adjustment weights and adjustment error. The motivation is to try to obtain the 'best possible' estimate from each survey design, with the least possible nonresponse bias, to compare against the benchmark. Note that it was not possible to use the same procedure to analyse the sociodemographic variables, as not all were included as questions in the NRFU questionnaire, nor was this necessary given the availability of register data. This means that the number of observations available in Designs 2 and 3 for the analysis of the target variables was slightly larger than for the sociodemographic variables and that the bias and variance estimates differ accordingly. Similarly, the poststratification weights used to analyse the target variables were slightly different to those used to analyse the sociodemographic variables. In any case, the number of NRFU respondents in all three designs was small -in Design 1 it was 50, in Design 2 it was 61, and the number in Design 3 was 64.
Total bias for the target variables is calculated by subtracting the unadjusted estimates from Designs 2 and 3 from the adjusted estimate from Design 1. Nonresponse bias is calculated by subtracting the unadjusted estimate from the adjusted estimate from each design. Measurement bias is calculated by subtracting the nonresponse bias from the total bias. Additionally, noncoverage bias is estimated for Design 3 by subtracting the Design 1 adjusted estimate for the sample with telephone numbers from the Design 1 adjusted estimate for the full Design 1 sample. Note an additional limitation of our procedures is that we do not adjust for measurement (and/or processing) errors in our estimates of selection errors in the target variables.
Comparing Sampling Variance Across Survey Designs
The surveys under consideration have different sample sizes and different costs associated with them. The sample size being one of the major factors that influences the sampling variance, we needed a criterion to standardize the (responding) sample sizes across the survey designs. As a criterion, we chose the total cost to obtain the responding sample. Therefore, we computed the net sample size given a fixed budget constraint -in this case, USD 100,000. To do this, we make use of the cost data provided in Table 1 (which are based on calculations made by the fieldwork agency based on the budget agreed with the client for the fieldwork contract -i.e., they do not represent the actual costs to the survey agency). First we subtracted the fixed costs of each survey design from the budget (for the mixed mode surveys we added the fixed costs of the mail survey to the fixed costs for the starting mode for each design), and divided the remaining budget by the variable costs per sample member, which for respondents varied depending on which phase of the survey they responded in. This makes it possible to adjust the variance component of the MSE estimates to render them comparable across the three surveys. Based on the assumption that the bias component of the MSE would be unaffected by the size of the starting sample, and that the response rates achieved under a given design in the present study would not Notes.
1
Does not include the fixed costs of the mail survey, which were added to the fixed costs for Designs 2 and 3 to compute the net sample size for the adjusted sampling variance.
2
Assumes nonrespondents receive maximum contacts under given survey design (not the case for office refusals). Variable costs for NRFU respondents were USD 1.80 higher, but NRFU respondents were not included in the calculation of the costs per randomly drawn sample member and net sample size. change in a larger scale study, this allows us to compare the MSE of the different survey designs.
All survey estimates and their standard errors were calculated using design-weighted data with the "proc surveyfreq" and "proc surveymeans" procedures in SAS 9.3. These procedures rely on the Tailor Series Method to estimate the size of the sampling error in case of complex sampling designs (in this case, the oversampling of people without publicly listed telephone numbers).
Variables Analysed
The sociodemographic variables for which both self-report and register data were available were: respondent sex, age in years, marital status (single, married, widowed, divorced), country of birth (Switzerland, bordering countries, non-bordering countries), household size (number of persons), and availability of a fixed line telephone number for the sample member (listed in the Swisscom directory, unlisted, no fixed-line number available). Note that no self-report for this latter variable was available for the CATI group in Design 3 as all respondents were interviewed on their listed, fixed line telephone number.
The target variables analysed were: social trust, life satisfaction, happiness, frequency of feeling stressed in the past month, frequency of feeling depressed in the past week, selfrated health, interest in politics, support for immigration, and self-evaluation of income adequacy. Full details of question wording are available as supplemental material online (available at: http://dx.doi.org/10.1515/JOS-2017-0016)
Results
The results are presented as follows. First we address the question of which survey design offers the lowest overall total error (RQ1) by presenting estimates of the total error in the sociodemographic and target variables (Cramer's V) and the MSE. Then, we look at the relative contribution of different sources of error to the MSE in each of the survey designs (RQ2). Finally, we address the question of how the relative contribution to the Total Bias (TB) of bias from different sources changes as a function of mixing modes (RQ3). This allows us to assess the extent to which any reductions in Selection Bias (SEB) are offset by increased Measurement Bias (MEB). Before proceeding to the research questions, we first present the response rates for each of the survey designs.
Response Rates
Response rates, calculated as the number of completed interviews divided by the sample size (all sample members were considered eligible), were very similar across the three survey designs (see Table 2 for both unweighted and inclusion-probability weighted response rates). Design 1 obtained an overall (weighted) response rate of 66.2% (57.4% following Phase 1). Design 2 obtained a (weighted) response rate of 44.7% following Phase 1 (web), and 64.9% following Phase 2 (mail). In Design 3, the (weighted) response rate following Phase 1 (CATI) was 35.7% of the total Design 3 sample. Following Phase 2 (concurrent mail phase), the response rate was 56.8%, and following Phase 3 (sequential mail phase), it was 66.2%.
Absolute Error
Overall, the absolute error in the sociodemographic variables was small, as indicated by values of Cramer's V (shown in Table 3 ) only exceeding 0.10 for one variable in the web phase of Design 2 (age), and for two variables in Design 3 (country of birth in the CATI phase, and having a registered fixed line telephone number in all three phases). Due to space limitations, we do not describe the nature of the errors here. Interested readers can refer to Tables A1 and A2 (sociodemographic variables) and A3 and A4 (target variables) in the supplemental material online to interpret the effects (available at: http://dx.doi.org/ 10.1515/JOS-2017-0016). This latter variable had the largest absolute error in Phase 1 of the CATI survey (0.402, which can be interpreted as a moderate effect size), reflecting the noncoverage error present in Phase 1 of Design 3. At the end of all three phases, the absolute error on this variable was reduced to 0.153. Mixing modes in Design 2 was similarly effective for reducing the absolute error on age. Although the absolute errors were generally small, the chi-square tests revealed significant differences between estimates based on self-reports and estimates based on register data for three of the sociodemographic variables in all three survey designs, which persisted after all phases of fieldwork: country of birth, household size (though only at the ten per cent level in survey 1), and having a listed fixed line telephone number.
In the target variables (shown in the lower half of Table 2), the absolute error was generally even smaller than that for the sociodemographic variables, never exceeding 0.10 for Designs 1 and 2, and only just doing so for three variables in the CATI phase of Design Notes. 1 Phase 2/3 and total response rates do not include respondents to the NRFU questionnaire, data from whom are used in the estimation of bias in the target variables. The number responding to the NRFU in each design were: Design 1 (n ¼ 50), Design 2 (n ¼ 61), and Design 3 (n ¼ 64). Table 3 . Absolute error on sociodemographic variables from the sampling register and key target variables (Cramer's V). 3 (income evaluation, life satisfaction, and happiness). Following all three phases of Design 3, the values for Cramer's V for these variables were reduced to below 0.10. The chi-square tests revealed that following all phases in Design 2, a statistically significant difference (at the five per cent level) compared to the benchmark remained on only one variable: income evaluation. Following all phases in Design 3, estimates for three variables were statistically significantly different from those in the mail survey: the proportion in good health, the proportion satisfied with their life, and the proportion feeling stressed. Summarising across both sets of variables, Design 1 had the lowest absolute error on both the sociodemographics and the target variables, followed by Design 2 and then Design 3. This pattern of results is depicted in Figure 2 , which shows the empirical distribution of the Cramer's V values for each design across the two sets of variables shown in Table 3 in the form of boxplots, where the mean values are represented by diamonds, and the median values by the bars. For the sociodemographic variables (lefthand side of Figure 2 ), the median values for Cramer's V are quite similar for all three survey designs, but the mean value is lowest in Design 1 and highest in Design 3. The interquartile ranges of the V statistics for Designs 1 and 2 are more similar, while it is wider for Design 3, and the full range of values for Designs 2 and 3 is wider than for Design 1, indicating stronger variance across the variables. Turning to the target variables (right-hand side of Figure 2) , we see a similar pattern, though the absolute error, as noted, is lower overall than for the sociodemographics. Estimates based on Design 3 vary most from the benchmark, as reflected in a slightly higher median value for the V statistics, the higher mean value, and the larger range of values overall.
Mean Squared Error
The MSE estimates for the three survey designs, which are displayed in Table 4 , along with the TB and the Sampling Variance (SV), mirror the above findings. On average, the adjusted MSE, which is based on the net sample size obtainable under a fixed budget of USD 100,000, is highest for Design 3 on both types of variable though largest for the sociodemographic measures than for the target variables (32.71 for the demographics and 15.51 for the target variables). Design 1 has the lowest average MSE on both types of Table 3 ) measuring absolute deviations from the benchmarks for the three survey designs: (a) sociodemographics; (b) target variables. Although overall the total error was lowest in Design 1 and highest in Design 3, the magnitude of the MSE values was estimate specific, and varied by survey design (the full MSE and component errors for all categories of the variables in Table 4, are available  online in Tables A5, A6 , and A7 in the supplemental material available at: http://dx.doi. org/10.1515/JOS-2017-0016). Notably, despite having the lowest overall total error, Design 1 had the highest MSEs of all three surveys for three of the sociodemographic variables: the proportion of men, people who are married, and the people living in singleperson households. Design 2 had the highest MSEs for estimates of the proportion in the youngest and oldest age groups, and of people born in Switzerland, while Design 3 had the highest MSE only for the estimate of the proportion with a listed fixed line telephone number. For the target variables, Design 2 also had the highest MSE for the estimates of the proportion interested in politics and the proportion finding it difficult to live on their present income. However, on the remainder, the MSEs were highest in Design 3.
Components of MSE
Next, to address RQ2, we consider the relative contribution of different sources of errorSampling variance (SV) and Total bias (TB) -to the MSE in each of the survey designs (also shown in Table 4 ). Sampling variance (SV) is highest in Design 3, due to the higher fixed and variable costs of telephone interviewing, and hence the lower net sample size affordable with a fixed budget of USD 100,000 (see Table 1 ). SV was very similar for the other two survey designs: despite the higher fixed costs of the mixed mode design (almost twice those of the mail survey), the lower variable costs associated with web mean that similar sample sizes are achievable when the budget constraint is imposed. The sampling variances for Design 1 and Design 2 ranged from 0.41 to 1.01 and 0.43 to 1.06, respectively. This means that the sampling errors of estimated percentages would range from^0.64% to^1.00% for Design 1 and from^0.66% to^1.03% for survey 2. For Design 3, the sampling variance ranged between 1.08 and 2.54, rendering the margin of sampling error higher as well -between^1.04% and^1.60%. Thus, precision is considerably lower in Design 3 compared to Designs 1 and 2.
For the target variables, as with the MSE and Cramer's V estimates, the total (absolute) bias was largest on average in Design 3 (3.21 percentage points), and lowest in Design 1 (1.0 percentage point compared to 2.07 in Design 2 -see Table 4 ). By comparison, the differences between the surveys on the sociodemographic variables were only minimal and across the estimates presented in Table 4 , the average bias was actually lowest in Design 3 (2.31 percentage points compared to 2.64 in Design 1 and 2.86 in Design 2). Note, however, that across estimates for all categories of the variables we analysed, Design 3 had the largest average biases on both the sociodemographic variables and the target variables (tables available in the supplemental material online at http://dx.doi.org/ 10.1515/JOS-2017-0016). As for the MSE, the size of the total bias varied by estimate and by survey. The absolute biases for the sociodemographics estimates shown in Table 4 ranged from 0.39 (% aged 15 -24 years) to 6.28 (% born in Switzerland) percentage points in Design 1; from 0.08 (% married) to 8.20 (% born in Switzerland) in Design 2; and from 0.58 (% aged 65 plus) to 12.48 (% with a listed phone number). On the target variables, the absolute biases in Design 1 ranged from 0.33 (% depressed) to 1.77 (% on low income); from 0.19 (% anti-immigration) to 4.89 (% on low income) in Design 2; and in Design 3, from 0.24 (% interested in politics) to 5.54 (% happy). The largest biases were distributed between the three survey designs following exactly the same pattern as the MSEs. Thus, the overall differences observed in the MSEs are not explained by the differences in the SVs, but rather, by the contribution made by total bias.
Decomposition of Bias
To assess the relative contribution to the total bias made by non-coverage (NCB), nonresponse (NRB) and measurement biases (MEB), we can consider both the relative (absolute) size of the errors, as well as their direction -that is whether the biases have an additive or compensatory effect on the total. Before considering the effect of mixing modes on the contribution to the total of bias from different sources (RQ3), we first compare the composition of biases in estimates at the end of Phase 1 in Designs 2 (web) and 3 (CATI) to the total Design 1 (mail) bias estimates (RQ2).
Sociodemographic Variables
As with the total bias, the relative contribution to the total from the different sources of bias varied by estimate and survey design, and a different pattern of findings was evident for the sociodemographic variables compared to the target variables. Across the three modes used in Phase 1 of each design, NRB (together with NCB in Design 3) made a larger contribution than MEB to the total bias in the sociodemographic estimates, with only three exceptions (the percentage aged 15 -24 in Design 1; and in Design 2, the percentage married and the percentage with a listed telephone number). For some variables the different sources of bias combined additively to increase the overall positive or negative bias. This was the case for three out of the seven of the sociodemographic estimates in Design 1 (% male, % married, and % in a single-person household), six of the estimates in Design 2 (all except the % males); while three of the estimates in Design 3 (% aged 15-24, % aged 65, and % with a listed phone number) had positive biases composed of positive, additive contributions from NCB, NRB, and MEB (second half of Table 5 ). In the remainder, the different sources of bias worked in opposite directions. In Design 1, this pattern occurred for three of the estimates (% married, % born in Switzerland, and % with a listed phone number). In each case, positive NRB was offset by a smaller, negative MEB. In Design 2, only one estimate (% male) had opposing biases -large positive NRB was offset by an almost negligible negative MEB. In Design 3, for two estimates (% married and % born in Switzerland), the positive total bias was composed of a positive SEB offset slightly by a negative MEB; for another estimate (% living in a single person household), the negative total bias was composed of a negative SEB barely offset by a negligible positive MEB; while for another (% male), the negative total bias was composed of a small positive NCB, a larger negative NRB and a smaller negative MEB. These findings provide a clear indication that the choice of data collection mode affects the composition of errors in estimates, and in particular -as would be expected -the relative contribution to the total made by selection errors.
Target Variables
While the total bias in the sociodemographic variables mainly stemmed from SEB, in the target variables, MEB made a more important contribution, illustrating the potential for different modes to also produce different measurements, especially on subjective measures (though it should be borne in mind, as previously mentioned, that some part of the estimated contribution of MEB may in fact be SEB that is not adequately controlled for by the poststratification weighting). In Design 2 (web only), the contribution from the MEB exceeded the contribution from NRB on all nine of the estimates. In Design 3 (CATI only), the pattern was more mixed due to the additional contribution to bias made by the NCB. Here, the MEB contribution was larger than that of the combined SEB on five of the nine variables. In both Designs 2 and 3, the biases had an additive effect on the total on four of the nine variables (in both surveys, these were: % low income (underestimated compared to the mail benchmark survey), % satisfied with life, and % happy (both overestimated compared to the benchmark); plus % in good health in Design 2, and % trusting others in Design 3 (again, both overestimated compared to the benchmark).
In the remaining target variables, the biases worked in opposite directions. For example, in Design 2, NRB resulted in an underrepresentation of people interested in politics (by 1.61 percentage points), however, a positive MEB (of 4.43%) on this variable (respondents by web overreporting their interest in politics relative to the mail survey) overrode the effects of the other bias. In Design 3, the opposite pattern was observed. The NCB and NRB resulted in an overrepresentation of people interested in politics (of 5.78%), and this was offset by a negative MEB (of 21.27% respondents in CATI slightly underreporting their interest in politics relative to the mail survey). For the remaining four target variables in Design 2, the MEB made a much larger opposite contribution than the NRB to the total bias, such that the compensatory effect of the two was only minimal. In Design 3, however, two other target variables had substantial biases made up of different sources working in opposite directions. These were the percentage in good health, where a negative SEB (mainly from NCB) was overridden by a large positive MEB (overreporting of good health in CATI compared to mail); and the percentage reporting feeling stressed, where the positive SEB was counteracted by a large negative MEB (underreporting of stress in CATI compared with the mail survey).
Effect of Mixing Modes on Bias Components
Finally, we consider the effect of mixing modes on the composition of biases (RQ3). Our primary interest is in whether mixing modes helps to reduce the SEB associated with the starting modes, whether any reduction in SEB is offset by increases in MEB, and the relative contribution made by both sources to changes in the TB. In sum, we find that TB is almost uniformly reduced as a result of mixing modes in the combinations considered in this study. SEB is reduced for most of the sociodemographic estimates in both designs as a result of mixing modes, but for the target variable estimates, the positive effect of adding the mail mode differs by survey design, reducing NRB on more variables in Design 3 than in Design 2 (where the NRB in some estimates actually increased). The effect of mixing modes on the MEB varies by estimate type. For the sociodemographic variables, the MEB generally increased, while for the target variables it decreased. However, increases in MEB rarely outweighed reductions in the SEB. In the following, we consider in detail the effect of mixing web and mail modes in a sequential design (Design 2), before considering the effects of mixing CATI and mail both concurrently and sequentially (Design 3).
3.6.1. Design 2: Web Plus Mail
Comparing estimates of bias across Phases 1 and 2 of Design 2 (shown in the top-right half of Table 5 ), we find that TB was reduced as a result of mixing modes on all but two estimates. These include the proportion with a fixed line telephone number (where TB increased from 2.99% to 4.22%); and the proportion reporting that they trust other people (where TB increased from 2 1.72% to 2 2.62%). The size of the NRB was reduced on five out of seven of the sociodemographic variables (the two exceptions are the % with a listed phone number, where the positive NRB increased, and the % married, where a negligible under-estimate became a slightly larger over-estimate), but on only four of the nine target variables (% in good health, % anti-immigration, % on low income, and % trusting others). In the remaining target variables, the NRB either increased in the same direction (as was the case for the measures of life satisfaction and happiness); or in the opposite direction (as was the case for the measures of stress and depression, where small positive NRBs became slightly larger negative NRBs; and interest in politics, where an underrepresentation of people interested in politics in the web phase was converted to a greater overrepresentation of this group following the mail phase).
MEB in the sociodemographic estimates produced by Design 2 increased on five of the seven variables. On the remaining two, there was a negligible reduction in MEB on the estimate of the proportion born in Switzerland (from 1.90 to 1.80 percentage points), and a slightly larger reduction on the estimate of the proportion living in a single-person household (from 2 1.04 to 0.07 percentage points). On the three sociodemographic estimates where NRB went down and MEB went up after Phase 2 (% male, % aged 15-24 and % aged 65þ ), the size of the increase in MEB did not outweigh that of the decrease in NRB. By contrast, MEB was reduced as a result of mixing modes on seven out of nine of the target variable estimates produced by Design 2. The two exceptions were the proportion (under-) reporting that they trust others (which increased from 2 1.98 to 2 2.62), and the proportion reporting feeling depressed (where the total bias was negligible anyway). For all target variables, the change in the MEB was greater in magnitude than the change in the NRB, but the reduction in MEB for most target variables which resulted from switching to the benchmark mode meant that, ultimately, only one estimate (% trusting others) saw an increase in MEB, which offset the reduction in NRB and contributed to an increase in TB (note however, that even in this instance, the size of the NRB was only 0.26 at Phase 1, and 0.00 at Phase 2).
Design 3: Combined Concurrent and Sequential CATI Plus Mail
Comparing estimates of bias across the three phases of Design 3 (shown in the bottomright half of Table 5 ), we find that between Phases 1 and 2, TB was reduced on six out of seven sociodemographic estimates (the exception being the proportion of males where TB increases from 2 1.95 to 2 3.84); and on eight out of nine target variable estimates (the exception being the proportion with anti-immigration attitudes, where there was an increase in TB from 2 0.83 to 0.92). We assume that the addition of Phase 2 (the concurrent mail phase) eliminates the NCB, so we compare the combined magnitude of the SEB (NCB plus NRB) in Phase 1 with the NRB in Phase 2 to draw conclusions about the effects of concurrent mode mixing on SEB. Correspondingly, we find that SEB is reduced on all but one sociodemographic variables (% male, where SEB increases from 2 1.68 to 2 2.23 percentage points), and on all but two of the target variables (% with antiimmigration attitudes, where SEB increases from 2 0.40 to 1.00 per cent). Nevertheless, the elimination of the NCB following Phase 2 is met with a net increase in the estimated NRB for five out of the seven sociodemographic estimates, and six of the nine target variables. The addition of Phase 3 (mail follow-up of nonrespondents) sees further increases in NRB for six estimates (for the sociodemographic estimates, there are small increases in the NRB for the proportion aged 15 -24 (from 2 0.09 to 0.84), and the proportion born in Switzerland (from 5.63 to 5.73), but the remainder benefit from the mail follow-up and reduce in size.
As in Design 2, MEB increased between Phases 1 and 2 on five out seven of the sociodemographic estimates (the two exceptions were the proportion married, where the MEB decreased from 2 1.92 to 2 1.04; and the proportion born in Switzerland, where MEB decreased from 2 3.23 to 0.63). By contrast, MEB decreased for eight out of nine of the target variables, as a result of introducing the benchmark mode (although note that this positive effect is over-estimated here as the same cases are considered in both Design 3 and the benchmark). The one exception was the estimate of the proportion feeling depressed, where total bias was negligible anyway (0.26). Following Phase 3, there was relatively little change in MEB. It only exceeded 0.60 percentage points for one estimatethe proportion with a listed phone number. Here, the TB following Phase 3 remained high (12.48), resulting from an overrepresentation of people with listed numbers in the responding sample (by 3.49), and a strong tendency among respondents to overreport (8.99) that their phone number was listed in the directory. Change in MEB between Phases 2 and 3 was similarly small for the target variables. Here only three variables saw an increase in MEB (% interested in politics, % with anti-immigration attitudes, and % depressed). In all cases, the increase was small (not exceeding 0.42 percentage points), and only exceeded the reduction in NRB observed for the same variables between Phases 2 and 3 for one variable (% depressed, where TB was still only 0.92 following Phase 3).
Discussion and Conclusion
A frequently cited motivation for mixing modes of data collection is to try to raise response rates, and thereby reduce selection errors associated with noncoverage and nonresponse. A concern often raised in relation to this is that reductions in selection error may be offset by an increase in measurement error, causing a net increase in the MSE of survey estimates. In this study, we were able to benefit from auxiliary data from population registers that formed the basis of the sampling frame in order to address these concerns in comparisons between a single mode mail survey (Design 1), a sequential mixed mode web plus mail survey (Design 2), and a combined concurrent and sequential CATI plus mail survey (Design 3). We used these data to decompose the TSE into its component sources and calculate the MSE of estimates produced to draw conclusions about the effect of mixing modes on overall accuracy, and on the relative contribution to accuracy of the individual sources of error. Specifically, we sought to identify which of the three designs offered the lowest overall total error across a range of sociodemographic and target questionnaire variables (RQ1); what was the relative contribution to the MSE of error from different sources (RQ2), and how mixing modes affected the composition of errors across different estimates (RQ3).
As with other studies that have investigated TSE in survey estimates (e.g., Groves and Magilavy 1984; Olson 2006; Peytchev et al. 2009 ), we found considerable variation across estimates and across survey designs. On average, MSE was lowest in the single mode mail survey (in part due to the decision to effectively "discount" the measurement error by using this survey as the benchmark for the target variables), and highest in the CATI plus mail design (RQ1). Nevertheless, while the largest MSEs for most of the target variables were observed in the CATI plus mail design, for the different sociodemographic estimates the largest MSEs were divided between all three designs. We found differences in the relative contribution of each error source by type of variable and by survey design (as well as some estimate-specific patterns) (RQ2). Bias on sociodemographic variables was generally the result of selection error; in the target variables, measurement error was generally dominant, which is perhaps not surprising as subjective measures are often more susceptible to response biases (although of course, the true value of these variables is unknown).
Overall, total bias on the estimates analysed was reduced as a result of mixing modes, with few exceptions, providing clear evidence that the TSE does not necessarily increase as a result of mixing modes (RQ3), however, mixing modes did not always have the predicted effect on the separate sources of bias. Indeed, the effect of mixing modes on the bias components varied by survey design and type of variable. Mixing web and mail had the effect of reducing NRB in most of the sociodemographic variables as intended, but increased it in over half of the target variables. Meanwhile, mixing CATI and mail concurrently effectively decreased the overall combined selection error from NCB and NRB in most of the sociodemographic and target variables, and the addition of the sequential mail follow-up led to further reductions in NRB in over half the variables. However, the elimination in the NCB in estimates was actually accompanied by an increase in NRB on a majority of both types of variable following the concurrent mail phase, and further increases occurred for six of the variables following the sequential mail phase, meaning that three estimates ended up with larger NRBs following all three phases than they had after Phase 1. In contrast, mixing modes (in both the web plus mail and CATI plus mail designs) generally had the effect of increasing MEB in the sociodemographic variables, but decreasing it in the target variables (though in both designs there were, again, some exceptions to this pattern).
The higher MSEs in the CATI plus mail survey were in part attributable to the higher sampling variances due to smaller sample sizes, which in turn, were the result of the higher combined fixed costs of mixing CATI and mail surveys, and the higher variable costs per sample member. However, the interpretation of the relative contribution of bias and variance to MSE and of its magnitude is obscured somewhat by the fact that larger errors are weighted more heavily than smaller ones as a result of the squaring of bias terms. A further difficulty is that it is not clear what the threshold for MSE should be for researchers to conclude that the TSE is severe. For these reasons, Cramer's V may be preferred over MSE as an overall estimate of the total error (in categorical variables), because of the possibility of interpreting the size of the effects. Based on the V statistics, we conclude that the error in this study was generally small (and consistent with the results of Klausch et al. (2015a) , slightly smaller on the target variables than on the sociodemographic variables), but the overall conclusions drawn from these two indicators regarding the relative quality of the three surveys were ultimately not different.
Our findings largely mirror those of other studies. Response rates were remarkably similar in all three designs, but in the mixed mode surveys, this was only possible as a result of switching modes. Increases in response rates in the mixed mode surveys did correspond to overall reductions in bias, but as mixing modes affected the composition of errors from different sources this could have implications for the comparability of the data across population subgroups. As others have found (e.g., Millar and Dillman 2011) , the single mode mail survey fared well compared to the mixed mode surveys. However, this conclusion is not independent of the decision to use it as the benchmark. In fact, in the sociodemographic variables it was evident that deviations from the register-based estimates could not only be attributed to selection errors, but also to measurement bias (which as acknowledged previously could have included error from other sources). For this reason, we should hesitate to conclude that the mail mode per se offers better accuracy than the other modes. Indeed, sampling variances in the mail survey were very similar to those of the web plus mail design, and with a larger budget, further gains in precision (e.g., for subgroup analyses) would likely be possible in such a design due to its lower variable costs (Vannieuwenhuyze 2014 ). This could potentially offset the disadvantage of greater measurement bias in the mail mode (especially if combined with efforts to minimise processing errors and ideally, to correct for measurement differences between the modes). With these considerations in mind, our findings contribute to the mounting evidence that survey designs that combine web and mail offer a number of cost and error advantages over designs combining interviewer-and self-administered methods (Dillman et al. 2014) .
Our analysis of target variables from the questionnaire employed a calibration method that relied on auxiliary data from the sampling frame to 'correct' the selection errors observed on these variables. This method may be suboptimal as a way of disentangling mode-related selection and measurement effects (Vannieuwenhuyze and Loosveldt 2012; Schouten et al. 2013; Klausch et al. 2015b; Hox et al. 2017) , and so our estimates of bias from different sources are dependent on the nonresponse weighting adjustment and, therefore, are themselves not error free. It is highly likely that despite the random assignment of sample members to survey designs, selection into a particular mode was non-random with respect to variables for which no exogenous auxiliary data are available. Furthermore, there is evidence that using the kinds of sociodemographic variables used here for poststratification weighting may not succeed in correcting for selection errors if they are uncorrelated with the target variables (Peytcheva and Groves 2009 ). This may limit the accuracy of our bias estimates for the target variables, but it is not uncommon for methodologists to construct weights based on sociodemographic variables, so our methods at least reflect common survey practice. Furthermore, it is relatively rare to have access to auxiliary data of the kind we were able to make use of, and the possibility to make use of them in this way makes an important contribution to the relatively sparse literature comparing TSE in mixed mode survey designs to single mode designs.
Given that our choice of benchmark mode affects our conclusions with respect to the accuracy of the target variables, it would be of interest to consider an alternative mode as a benchmark. Given the interest among large-scale survey programmes in finding out how lower cost mixed mode surveys compare with single mode face-to-face surveys, a useful extension of our analysis would be to use the 2012 Swiss European Social Survey (ESS) as the comparison survey, as the fieldwork was carried out at the same time as the mode experiment reported here, and the questionnaire carried many of the same questions. However, comparisons would likely be compromised by the fact that the questionnaire for the mode experiment was considerably shorter than that of the ESS, and the order of questions was not identical. Furthermore, the response rate for the ESS was lower than that for the mail survey conducted as part of this study, which could mean the responding sample is less representative of the population. A mail survey comparison offered certain other advantages for the present study. For one, some of the questions were relatively sensitive, for which self-administered modes generally provide superior measures (Kreuter et al. 2008) . For another, interviewer-administered surveys can suffer from interviewer-related effects other than social desirability bias (and in face-to-face surveys these are confounded with clustering in the sample design). Another promising alternative could be to use a hybrid mixed mode benchmark (Klausch et al. 2015b) , for example, combining the measurement quality of the web survey with the selection error of the mail survey, but it is not clear this would offer any advantages. Smith (2011, 465) has argued that the lack of available measures of true population values for most survey variables represents a major limitation of the TSE perspective. He argues for a refinement that emphasises 'total survey measurement variation' and takes into account the inherent challenges and potential for error involved in making comparisons across studies. Likewise, Biemer (2010) has argued that the emphasis on accuracy in the TSE paradigm may undermine other more pertinent criteria on which to select between competing survey designs. Following the TSE approach, useful extensions to the present study would be to try to deconstruct the complex interactions between different error sources, as these have generally received little attention, particularly in comparisons across studies (Smith 2011, 474) , and to explore in more detail the conditions under which errors from different sources offset one another or serve to cancel each other out. At the same time, however, researchers should be conscious of the possible limits of the TSE paradigm in the current survey climate.
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