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Abstract
The Hodgkin-Huxley model, created in 1952, was one of the first models in
computational neuroscience and remains the best studied neuronal model to
date. Although many other models have a more detailed system description
than the Hodgkin-Huxley model, it nonetheless gives an accurate account of
various high-level neuronal behaviours.
The fields of computational neuroscience and Systems Biology have
developed as separate disciplines for a long time and only fairly recently has the
neurosciences started to incorporate methods from Systems Biology. Metabolic
Control Analysis (MCA), a Systems Biology tool, has not been used in the
neurosciences. This study aims to further bring these two fields together, by
testing the feasibility of an MCA approach to analyse the Hodgkin-Huxley
model.
In MCA it is not the parameters of the system that are perturbed, as in
the more traditional sensitivity analysis, but the system processes, allowing the
formulation of summation and connectivity theorems. In order to determine
if MCA can be performed on the Hodgkin-Huxley model, we identified all
the discernable model processes of the neuronal system. We performed MCA
and quantified the control of the model processes on various high-level time
invariant system observables, e.g. the action potential (AP) peak, firing
threshold, propagation speed and firing frequency. From this analysis we
identified patterns in process control, e.g. the processes that would cause
an increase in sodium current, would also cause the AP threshold to lower
(decrease its negative value) and the AP peak, propagation speed and firing
frequency to increase. Using experimental inhibitor titrations from literature
we calculated the control of the sodium channel on AP characteristics and
compared it with control coeﬃcients derived from our model simulation.
Additionally, we performed MCA on the model’s time-dependent state
variables during an AP. This revealed an intricate linking of the system
variables via the membrane potential. We developed a method to quantify
ii
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the contribution of the individual feedback loops in the system. We could
thus calculate the percentage contribution of the sodium, potassium and leak
currents leading to the observed global change after a system perturbation.
Lastly, we compared ion channel mutations to our model simulations and
showed how MCA can be useful in identifying targets to counter the eﬀect of
these mutations.
In this thesis we extended the framework of MCA to neuronal systems and
have successfully applied the analysis framework to quantify the contribution
of the system processes to the model behaviour.
Samevatting
Die Hodgkin-Huxley-model, wat in 1952 ontwikkel is, was een van die eerste
modelle in rekenaarmagtige neurowetenskap en is vandag steeds een van die
bes-bestudeerde neuronmodelle. Hoewel daar vele modelle bestaan met ’n
meer uitvoerige sisteembeskrywing as die Hodgkin-Huxley-model gee dié model
nietemin ’n akkurate beskrywing van verskeie hoëvlak-sisteemverskynsels.
Die twee velde van sisteembiologie en neurowetenskap het lank as onafhan-
klike dissiplines ontwikkel en slegs betreklik onlangs het die veld van neurowe-
tenskap begin om metodes van sisteembiologie te benut. ’n Sisteembiologie-
metode genaamd metaboliese kontrole-analise (MKA) is tot dusver nog nie in
die neurowetenskap gebruik nie. Hierdie studie het gepoog om die twee velde
nader aan mekaar te bring deurdat die toepasbaarheid van die MKA-raamwerk
op die Hodgkin-Huxley-model getoets word.
In MKA is dit nie die parameters van die sisteem wat geperturbeer
word soos in die meer tradisionele sensitiwiteitsanalise nie, maar die sisteem-
prosesse. Dit laat die formulering van sommasie- en konnektiwiteitsteoremas
toe. Om die toepasbaarheid van die MKA-raamwerk op die Hodgkin-Huxley-
model te toets, is al die onderskeibare modelprosesse van die neurale sisteem
geïdentifiseer. Ons het MKA toegepas en die kontrole van die model-prosesse
op verskeie hoëvlak, tydsonafhanklike waarneembare sisteemvlak-eienskappe,
soos die aksiepotensiaal-kruin, aksiepotensiaal-drempel, voortplantingspoed en
aksiepotensiaal-frekwensie, gekwantifiseer. Vanuit hierdie analise kon daar
patrone in die proseskontrole geïdentifiseer word, naamlik dat die prosesse
wat ’n toename in die natriumstroom veroorsaak, ook sal lei tot ’n afname
in die aksiepotensiaal-drempel (die negatiewe waarde verminder) en tot ’n
toename in die aksiepotensiaal-kruin, voortplantingspoed en aksiepotensiaal-
frekwensie. Deur gebruik te maak van eksperimentele stremmer-titrasies vanuit
die literatuur kon die kontrole van die natriumkanaal op die aksiepotensiaal-
eienskappe bereken en vergelyk word met die kontrole-koëﬃsiënte vanuit die
modelsimulasie.
iv
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Ons het ook MKA op die model se tydsafhanklike veranderlikes deur die
verloop van die aksiepotensiaal uitgevoer. Die analise het getoon dat die
sisteemveranderlikes ingewikkeld verbind is via die membraanpotensiaal. Ons
het ’n metode ontwikkel om die bydrae van die individuele terugvoerlusse
in die sisteem te kwantifiseer. Die persentasie-bydrae van die natrium-,
kalium- en lekstrome wat tot die waarneembare globale verandering ná ’n
sisteemperturbasie lei, kon dus bepaal word.
Laastens het ons ioonkanaalmutasies met ons modelsimulasies vergelyk en
getoon hoe MKA nuttig kan wees in die identifisering van teikens om die eﬀek
van hierdie mutasies teen te werk.
In hierdie tesis het ons die raamwerk van MKA uitgebrei na neurale
sisteme en die analise-raamwerk suksesvol toegepas om die bydrae van die
sisteemprosesse tot die modelgedrag te kwantifiseer.
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Chapter 1
General introduction
Centuries ago humans started to ponder the root of their intelligence,
emotions and existence. In about 400 B.C. Hippocrates already discussed
epilepsy as a disturbance of the brain, earning neuroscience its place as
one of the oldest sciences today. Although not based on scientific evidence
then, many hypotheses of the great minds have since been proven. An
enormous array of significant discoveries has been made in neuroscience to date,
both experimentally and theoretically, leading to vast diﬀerentiation in the
field; neuropsychology, neuroanatomy, neurophysiology, neuropharmacology
and computational neuroscience to name but a few.
In computational neuroscience, many neurological phenomena have been
accurately described by complex models, from the behaviour of multi-neuron
systems to more abstract phenomena such as consciousness. Andrew Hodgkin
and Alan Huxley were at the forefront of computational neuroscience 58 years
ago with their voltage clamped model describing the firing characteristics of
the neuronal axon1. They made a valuable contribution to our quantitative
understanding of the action potential (AP) in neuronal signalling, especially
since the existence of membrane channels that are responsible for transferring
ions across a cell membrane, was unknown. Their work was the foundation of
a mechanism that is now well characterised and researched.
In the last few years, the vast diversity of biological systems and advances
in technology (i.e. in the omics fields) has led to the isolation, identification
and characterization of a great many, largely qualitatively described, biological
components. This includes the array of ionic channels found in neuronal
membranes. A plethora of mutations in genes coding for voltage-gated ion
1
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channels has been identified aﬀecting electrically excitable tissues such as
brain, heart and skeletal muscle2,3. It is, however, the interactions of these
components that elucidate the functional behaviour of biological systems. This
is the task that the field of Systems Biology (SB) faces. Interestingly, SB and
the field of computational neuroscience have managed to remain separate for a
long time, even though the first initiatives in SB were led by neuroscientists4.
De Schutter5 indicated some reasons for this and reports that these two fields
can learn from each other. Only recently have the two fields started to overlap,
with Kotaleski and Blackwell6 reporting the use of systems biology approaches
in the computational neurosciences.
The importance of the use of models to accurately describe biological sys-
tem behaviour has long been recognised. In computational SB, the interaction
of components is mostly analysed numerically using kinetic computer models.
Kinetic models allow us not only to arrive at a quantitative description of the
system, but also to test hypotheses and gain understanding of the system.
These models are either built in a “bottom-up” approach by using the wealth
of available experimental data of biological components, or in a “top-down”
approach built from observed systems behaviour, on which the model is fitted7.
Interestingly, it is not immediately clear how to classify the approach that
Hodgkin and Huxley (HH) used to construct their model. Is it a bottom-up
approach since they measured the ionic conductance changes to construct their
model, or is it a top-down approach since they did not use the specific kinetic
characteristics of the ion channels? This question will be addressed in more
detail in chapter 4, after an in-depth analysis of the model in chapter 3.
Many biological systems exhibit simple dynamic behaviour and will reach
steady-state if they are kept in a constant environment. For the quantitative
analysis of such steady-state systems, a mathematical framework called
metabolic control analysis (MCA) exists8–10. This framework has often been
applied to metabolic systems where it has addressed important issues like rate-
limiting steps, and diﬀerences between regulation and control. Importantly for
SB studies, the framework makes it possible to relate systemic properties to
the characteristics of its components. This SB tool which allows us to quantify
the component contribution in describing system behaviour has, however, not
yet been used in the field of computational neuroscience, particularly in the
observed properties of the AP.
Therefore, in this thesis: “Control Analysis of the Action Potential
and its Propagation in the Hodgkin-Huxley Model”, the applicability of
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MCA for the analysis of the AP will be tested by first applying the
recently developed extension of MCA for dynamic systems to the HH-model
and subsequently addressing the question: What are the qualitative and
quantitative contributions of the components of the HH-model in describing
the high-level behaviour of the AP?
We start with background information in Chapter 2 on topics of importance
to the work presented in this thesis.
Chapter 3 will show the results of our analysis, comparing model simulation
to experimental perturbations of model components (i.e. inhibitor titrations),
taken from literature. We also show the contribution of the ionic currents in
bringing about the observed global change after a system perturbation.
In Chapter 4 we will also discuss our simulation results, again compared
to experimental results from literature, in terms of higher-level neuronal
behaviour; in particular the mechanisms associated with epilepsy.
Chapter 2
Background
2.1 Introduction
This chapter will give an overview of the status of the topics covered in this
thesis, moving from a general description of the topic towards a more focussed
part that has a direct link to the work. We will start with SB, giving a general
description of the nature and challenges of SB, the nature and reconstruction
of networks and metabolic engineering. This is followed by the introduction
of a SB tool, namely MCA which is referred to both in terms of steady-state
systems and dynamic systems. Then a brief discussion of neurobiology and
neuroscience including why they have remained separate from SB for so long
is presented. This is followed by a general introduction to computer modelling,
including some model types and areas of modelling to illustrate the diversity
of modelling approaches. There will then be specific focus on neuroscience in
terms of the biology and the modelling of neuronal signalling, with emphasis on
the HH-model. The final section in this review will focus on the mechanisms
behind abnormal behaviour of the AP and how this is thought to lead to
associated pathologies like epilepsy.
As humans, we are fully aware of the important role that the nervous
system plays in our body. The central nervous system consists of the brain
and the spinal cord, while the peripheral nervous system consists of sensory
neurons and nerves connecting clusters of ganglia to each other and to the
central nervous system. Whether we are awake or asleep, this system is
constantly working, providing us with crucial support by performing the
necessary functions. It does this through a network of interconnected neurons,
including peripheral motor nerves that control our actions. The brain controls
4
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the organs and systems of the body, either by activating muscles or by causing
secretion of chemicals such as hormones. Neurons communicate with each
other through signals, called APs. Mutations or changes in the neurons in
our nervous system can lead to a range of pathologies, of which epilepsy is
one example. A large part of the functioning of the brain is still a mystery
to us and although some pathological mechanisms have been characterised to
result in a change in neuronal signalling, many of these mechanisms are still
unknown.
With advances in genome sequencing, the full range of components in
biological systems can be identified. Eﬀectively, this means that all possible
components can be characterised, which has interesting implications for the
modelling approach and SB: component information can be used to construct
a model from component characteristics, which should make it possible to give
a complete and accurate description/prediction of high-level system behaviour.
2.2 Systems Biology
2.2.1 An overview
Biologists have always tried to improve their understanding of organisms
by gaining knowledge about (or insight into) how organisms function, via
investigating progressively smaller details (components) of those organisms. A
diﬀerent trend started to appear where they searched for emergent properties
by studying the interaction of these components. Although this approach
might have been new to biology at the time, it was not to scientists in other
fields of research. In 1948, the founding father of cybernetics, Norbert Weiner,
already considered technical and biological systems as objects for the same
scientific approach11. One of the first numerical simulations in biology was
of a neuronal model describing a cellular function emerging from interactions
between components. This model was constructed in 1952 by Alan Hodgkin
and Andrew Huxley1, which, being one of the first numerical simulations in
biology, is now seen as the beginning of computational SB12. In 1966, the
formal study of SB as a distinct discipline was launched by systems theorists
Mihajlo Mesarovic13 and Ludwig von Bertalanﬀy14.
It was around that time and soon after that other attempts were made,
though still under the name of cybernetics, keeping the idea of the study
of component interaction alive. An example is biochemical systems theory
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(BST). BST is a mathematical modelling framework for biochemical systems
developed in the late 1960s by Michael Savageau and others, based on ODEs in
which biochemical processes are represented using power-law expansions in the
variables of the system15,16. BST is similar in formalism to MCA (Section 2.3),
but with diﬀerent objectives. In BST the analysis is made in terms of variables
and it is a more general approach overall, whereas in MCA the analysis focuses
on the processes. MCA is more appropriately used in studying enzyme kinetics
to address questions such as: to what extend does a reaction control the steady
state flux?8,9
It has been a long-standing goal of biological sciences to reach a system-
level understanding of biological phenomena. The 1980s saw the thriving of
molecular biology as well as scepticism about theoretical biology. As far as
molecular biology was concerned, only phenomenological analysis was possible,
which made a system-level understanding somewhat unattainable. This caused
the quantitative modelling of biological processes to become less popular.
However, the birth of functional genomics in the 1990s meant that large
quantities of data became available. With the completion of genome projects
and an increase in the amount of data available from genomics, transcriptomics
and proteomics, increased computing power, developments in measurement
precision and the understanding of gene regulation, it became possible for
system-level analysis to be grounded on understanding at a molecular-level17,
which led to more realistic models. In 2000 SB emerged as a field in its own
right.
SB was henceforth a biology-based interdisciplinary science that uses
a holistic perspective and focuses on the study of complex interactions
between components of biological systems. More specifically, it involves the
reconstruction of dynamic systems from the quantitative properties of their
elementary building blocks. One aim of SB is to overcome the deficiencies
of current models by creating fully dynamical models. The way to deal with
these deficiencies can generally be divided into two approaches (see Section
2.5.1 also). One group of researchers prefers to supplement them through an
integration of data from diﬀerent levels and sources18 (bottom-up approach),
the other to shift the focus from the elementary components of biological
processes to systems of elementary components19,20 (top-down approach).
Both approaches bring together scientists from a variety of disciplines,
such as biology, systems theory, computer science, physics, chemistry and
interdisciplinary areas of applied science like the development of measurement
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instruments.
2.2.2 The challenges
Requirements for a system-level understanding
Although a system consists of identifiable, tangible matter like genes, proteins
and other molecules, the higher-level system behaviour might seem less
tangible at first glance. This is why a system-level understanding is somewhat
vague and hard to define. Nonetheless, there are four important phases that
will lead us to a system-level understanding.
First, the structure of the system must be known. Although it is still a
static view of the system, it is an important first step. Structure is divided into
both physical and interaction structure. Interaction structures include gene
regulatory networks and biochemical networks that identify how components
interact within and between cells. Physically, details of a specific region of a
cell or overall structure of a cell are important as they may impose constraints
on possible interactions. The network interactions have to be known both
qualitatively and quantitatively. Secondly, the system dynamics of these
interactions must be well characterised. Third, methods to control the system
must be explored. An understanding of control of the system via the intrinsic
dynamics of the cell enables us to design drug compounds according to specific
molecular targets. Lastly, as an end result, one would have a rational tool for
constructing a designed and modified system.
The cell is constantly bombarded with changes in its immediate envir-
onment. The ability of the cell to deal with these changes by employing a
range of strategies is referred to as robustness. As robustness is a system-level
property, the abovementioned phases that lead to a system-level understanding
are imperative to give us insight into the mechanisms underlying robustness.
Also, the specific aspect of the system, the function to be maintained, and
type of perturbation that the system is robust against must be well-defined in
order for us to make solid arguments regarding the strategies employed by the
cell.
Robustness
Robustness is a fundamental feature that is observed across a range of species
and biological systems. It is a property of the system that allows it to
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maintain a specific function despite perturbations, like a change in temperature
or nutrient availability. Robustness is, amongst others, responsible for bac-
terial chemotaxis21–23 and tumour resistance against therapies24,25. Because
robustness seems to be present everywhere, there may be a universal basis
of principles for it which may lead to opportunities for finding cures for
complicated diseases such as cancer and diabetes. Robustness is a system-level
property and cannot be observed by merely examining the system components.
Also, diseases may be the result of trade-oﬀs between robustness and fragility.
Thus it comes as no surprise that one of the themes in SB is to understand
robustness in biological systems, its trade-oﬀs and the underlying principles26.
Across biological systems there are common mechanisms that are re-
sponsible for system robustness. They include extensive system control
in the form of negative feedback loops which ensure that even dynamic
systems remain constant (of which bacterial chemotaxis is an example21–23),
modularity which isolates a perturbation from the rest of the system27–30, and
alternative mechanisms which increase tolerance against component failure by
providing alternative methods to maintain a function of the system despite the
perturbation, of which phenotypic plasticity is an example31,32.
Apart from the abovementioned requirements, the ensuing model construc-
tion and analysis of the system produces its own stumbling blocks, for example
the standardisation of model representation.
A standardised platform for Systems Biology
For eﬀective theoretical analysis, a useful standardized platform for model
representation is needed. To this end, standardisation techniques, such as
Systems Biology Mark-up Language (SBML), Systems Biology Graphical
Notation (SBGN) and Minimum Information Requested In the Annotation
of biochemical Models (MIRIAM), were developed and play an important role
in the software platform of SB. These technologies will briefly be mentioned
below. Note that the standards mentioned here are not a complete list, but
are rather intended to serve as example of what is available.
SBML, SBGN and MIRIAM As stated, SBML (http://www.sbml.org/)
was designed to enable standardised representation of models and facilitates
the exchange of models among software tools that comply with these stand-
ards33. SBML is a tool-neutral, computer-readable format for representing
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models of biochemical reaction networks, which makes it applicable to
metabolic networks, cell signalling pathways, genomic regulatory networks,
and other modelling problems in SB33. This project started in 1999 and is
widely supported by the SB community. SBML is based on XML, which is
a standard medium for representing and transporting data that is extensively
used on the Internet, as well as in computational biology and bioinformatics.
The fact that SBML is tool-independent, makes model transportability, reuse,
publication, and survival possible34.
Another standardisation eﬀort, SBGN (http://www.sbgn.org/), is a solidly
defined system that is aimed at the formation of standard graphical represent-
ations of molecular interaction networks35.
Many of the published models in biology are not made available or are
insuﬃciently characterised for reuse. As a result, a set of rules for curating
quantitative models of biological systems have been created. These rules,
collectively termed MIRIAM, define procedures for encoding and annotating
models that are represented in machine-readable form36.
Model repositories The standardised models are encoded and stored in
public databases, such as EcoCyc37, the CellML repository∗, JWS Online38,
RegulonDB39 and BioModels database36,40. The BioModels database, for
instance, developed through an international collaboration between the SBML
team (US/UK/Japan), EMBL-EBI (UK), DOQCS (IN) the Keck Graduate
Institute (US), Systems Biology Institute (Japan), and JWS Online (South
Africa), provides access to published peer-reviewed quantitative biological
models.
2.2.3 Reconstruction of networks
As mentioned previously, the development in genome sequencing and other
experimental technologies makes it possible to reconstruct complex networks
of interacting cellular components at a system-wide level41–44. A goal of SB
is to develop theoretical models with which to describe and predict cellular
behaviour at a whole-system level.
The macroscopic structures of the biological networks, which are uncovered
by analysis of a network as a whole, can identify system-level principles/rules
governing the organization of interacting cellular components. Although these
∗http://www.cellml.org/examples/repository/
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Figure 2.1: Processes to reconstruct metabolic networks. The high-throughput
method (indicated by the solid arrows) allows the direct reconstruction of
an organism-specific metabolic network from genome or enzyme databases.
Additionally, new enzymes or reactions from biological experiments or
literature (indicated by the dashed arrows) can be added, obtaining high-
quality metabolic networks. The scheme was taken from Introduction to
Systems Biology by Ma et al. (2007)45.
structural properties still give only a static picture of the whole system, they
can serve as a basis for analysing the dynamic behaviour of the network
(e.g., information and material flows), which is the next necessary and more
demanding step in network analysis45.
In this section, there will be a brief focus on network reconstruction,
specifically in metabolic networks and transcriptional regulatory networks.
Genome-based reconstruction
Organisms have diﬀering enzyme pathways in their metabolic networks which
influence their metabolic ability to take up substrates or produce metabolic
products. However, fully sequenced genomes and gene function annotation
methods based on sequence similarity allow us to reconstruct metabolic
networks which are organism-specific and are based on the genome alone46–48.
The method to reconstruct a metabolic network is illustrated in Fig. 2.1. It
is thus possible to use the genome sequence of a newly sequenced organism
directly to construct a list of enzymes included in its metabolic network,
without having to do many biochemical experiments to study the metabolic
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enzymes45.
High-quality reconstruction
The above mentioned (high-throughput) reconstruction method is necessary
for the comparative analysis of large-scale networks, as it allows the network
reconstruction of many organisms simultaneously. However, there is a trade-
oﬀ between high productivity and high quality. Networks constructed in a
high-throughput manner are at risk of not being complete. This is due to a
couple of reasons:
1. Non-enzyme-catalysed reactions exist that occur spontaneously in a
metabolic network - they have to be added to this network to avoid
missing links in the network.
2. The functions of a large part of the genes in a genome are not known;
many experimentally determined enzymes (which catalyse reactions) are
not found in any fully sequenced genomes. This is reflected in the KEGG
database, where half of the enzymes are not coded by any gene45.
There are also discrepancies between the networks in diﬀerent databases, like
KEGG, ExPASy and EcoCyc37, for even the best-studied organisms like E.
coli. This is why human curation of these networks is needed as well as
literature surveys to verify and correct gene-enzyme relationship data. These
network quality improvement processes are, however, time-consuming, hence
high quality metabolic networks are only available for a small number of
organisms, like E. coli and S. cerevisiae 41,49–51.
Transcriptionally regulated network reconstruction
Although a metabolic network of an organism represents a picture of the
possible reactions in it, this picture is static, while in reality not all of these
reactions occur in the cell at the same time. The enzymes in a pathway for
specific substrate uptake, for example, are only induced when the substrate
is present. In prokaryotes enzyme induction is mainly controlled by the
transcriptionally regulated network (TRN). These network interactions are
between transcription factors and target genes. As transcription factors
activate or repress gene expression, it would be useful to reconstruct the
TRN to obtain a better understanding of the dynamic regulation of metabolic
networks. However, the reconstruction of a genome-scale TRN is not as easy
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a task as the sequence similarity–based, high-throughput metabolic network
reconstruction52. Again, genome-scale TRNs are only available for well-studied
organisms. Several databases have been developed which store and manage the
curated regulatory interaction information from literature. RegulonDB39 is a
major database for the E. coli regulatory network, DBTBS53 for B. subtilis and
Prodocir54 for prokaryotes. TRANSFAC55 contains information on eukaryotic,
though mainly yeast, transcription factors and their genomic binding sites.
Because the information in each database is often not very complete, it is
useful to integrate the information from diﬀerent databases to acquire more
complete networks.
An integrated network
Not only is gene expression under transcriptional regulation (which ultimately
controls the metabolic fluxes), but the eﬀect of transcription factors on
genes can be modulated by the concentration of certain metabolites which
can bind to them. Consequently, in order to improve our understanding of
metabolic regulation in a cell, integration of the diﬀerent possible interactions
seems necessary to obtain the whole picture. Various studies on the
integration of cellular interactions for network structure or functional analysis
have been published56,57. As an example, Ma et al.42,58,59 are in the
process of constructing networks of all the available interactions in E.
coli, including transcriptional regulation (between transcription factors and
their target genes), metabolic reactions (between metabolites), metabolite-
protein interaction (between metabolites and transcriptional factors) and
protein-protein interactions (including signal transduction). This allows novel
conclusions which cannot be revealed through individual network analysis
alone45.
2.2.4 Metabolic engineering
Cells require substrates to supply them with free energy, create precursor
metabolites needed to fuel cellular processes and ultimately, for growth and
maintenance. The substrates are converted through reactions catalysed by
enzymes. Collectively these processes are known as metabolism. The arrival
of the post-genomic era and genome sequencing has made the identification
of the elements of the cellular inventory possible. It has allowed us to answer
questions such as which genes are in the genome, which proteins they encode for
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and what their functions are. It has also led to the development of large-scale
analytical techniques allowing us to quantify the metabolic state (metabolic
fluxes) in a cell at a given time. When the cellular inventory is viewed as a
network of interacting genes, proteins and reactions, it is possible to break
down the cellular complexity and represent the cell as a simplified system
that can be used to relate genotype and phenotype. It is this integration of
structural networks with quantified molecular and metabolic elements that has
been termed SB20,60,61. SB is used as a framework to develop models and tools
to explore the emergent properties and capabilities of microbial systems, to
explore hidden regulatory mechanisms and to design superior strategies for
producing microbial cell factories with desired phenotypes62.
Data analysis
The exploration of these complex systems persistently involves the analysis of
data. There are, however, a number of data analysis techniques and predictive
tools available which help facilitate this process. Again, the methods discussed
here are only an example of what is available.
Classical methods Due to intrinsic biological variability, fold change cannot
be used as an indicator of significance of diﬀerential mRNA or protein
expression. An alternative would be to run biological replicates and to
apply statistical test to identify significant changes63,64. For a simultaneous
comparison between two datasets, tests often used are analysis of variance
(ANNOVA) or multivariate analysis of variance.
Principal component analysis (PCA) is a method for reducing dimension-
ality which allows us to visualise high-dimensional data in a low-dimensional
space. PCA breaks the high-dimensional space down into a space of n
dimensions, where n refers to the number of principal components. This
allows the projection of omics-data onto a plane so that the variables, like
mRNA transcripts, can be located close to each other62.
Clustering is the most prevalent method for grouping profiles of “omics”
data. Using gene expression data as example, clustering would group genes
based on their similarity profile65. Genes sharing a common profile will cluster
together and are further treated as such. Clustering is therefore also seen as a
way of reducing dimensionality62.
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Integration is the key Clustering and PCA are essentially data driven by
searching for hidden correlations in the data, using data alone. The premise
behind these methods is that co-regulated genes show similar expression
patterns. It is, however, assumed that there may be an all-all interaction
amongst genes being analysed, making these data-driven methods sensitive
to noise in the data as there is a high degree of freedom. As a result,
weak, biologically significant correlations may be overshadowed by strong,
biologically insignificant, correlations. A way to overcome this is to reduce the
degree of freedom during data analysis. This can be done by the integration
of “omics” data with known biological interactions that occur in the cell, like
protein-protein interaction networks or metabolic networks.
Thus, if we want to know how the flux control is exerted at diﬀerent levels
of cellular regulation we have to understand the principles and architecture of
the regulatory machinery at its diﬀerent levels. There are several integrative
techniques, of which two will briefly be mentioned. Ideker et al.66 introduced an
integrative approach where the search for highly transcriptionally co-regulated
sub-networks in molecular interaction networks is aimed at uncovering modules
of cellular transcriptional regulation resulting from a genetic or environmental
perturbation. A similar approach was used by Patil and Nielsen67 in which
they used the integration of gene expression data of the metabolic network to
uncover transcriptional regulation of metabolism. In this case, the metabolic
network was represented as a graph where enzymes are connected if they
share common metabolites. Thus the resulting high-scoring sub-network
corresponds to the most highly correlated (and connected) enzymes reflecting,
at a transcriptional level, the propagation eﬀects of a genetic or environmental
perturbation on metabolism.
2.3 Traditional MCA and MCA for dynamic
systems
MCA8–10 is a mathematical framework that has as one of its motivations a
quantification of how the system variables (such as flux through a metabolic
pathway or metabolite concentrations) change in response to parameter
variations (such as enzyme concentrations). Traditionally, control coeﬃcients
express how these variables are dependent upon the parameters. Control
coeﬃcients are thus defined as the % change in a steady-state variable, x,
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upon a 1 % perturbation in the activity of an independent process, vi 68. In
general
Cxvi =
∂ ln x
∂ ln vi
=
∂x
x
/
∂vi
vi
. (2.1)
An important property of control coeﬃcients is that, for any flux, the control
coeﬃcients of all the processes within the system sum to one (the flux-control
summation property) and, for any concentration, the control coeﬃcients of
all the processes within the system sum to zero (the concentration-control
summation property). This is expressed mathematically as
n￿
i=1
CJi = 1, (2.2)
n￿
i=1
Csi = 0. (2.3)
In agreement with the summation theorems, the notion of a rate-limiting step
in metabolism is replaced with one which describes the control on a system
property to be shared between the processes in a system. In addition to
control coeﬃcients, elasticity coeﬃcients quantify to what extent the rate of an
independent process in a system is changed immediately upon a change of any
molecular species or parameter that aﬀects that process directly. Parameter
elasticity coeﬃcients can operationally be defined as the % change in a reaction
rate, vi, upon a 1 % perturbation of a parameter, p, for the isolated reaction
and is expressed as
εvip =
∂ ln vi
∂ ln p
=
∂vi
vi
/
∂p
p
.
A further relation of the elasticity coeﬃcient and control coeﬃcient where
the kinetic properties of individual reactions and the system properties of a
pathway can be expressed, is known as the response coeﬃcient. Through the
response coeﬃcient it is possible to describe the eﬀect that a change in a
parameter of a reaction, p, has on a steady state variable of the system, x.
Response coeﬃcients are mathematically expressed as
Rxp = C
x
vi .ε
vi
p =
∂ ln x
∂ ln vi
.
∂ ln vi
∂ ln p
= (
∂x
x
/
∂vi
vi
).(
∂vi
vi
/
∂p
p
) =
∂x
x
/
∂p
p
. (2.4)
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MCA is mostly used to analyse time-invariant properties of steady-state sys-
tems. Traditional MCA could not be used to analyse dynamic systems, where
temporary or permanent variations of metabolic fluxes and concentrations are
significant (this also entails that the connectivity theorem is only valid to
describe steady-state systems and is not defined for dynamic systems).
One of the first extensions to traditional MCA to allow the description of
dynamic systems, was to introduce a time-dependent control coeﬃcient, which
would enable MCA to describe dynamical systems69. This formulation could,
however, not be generalised to all dynamic systems as the magnitude of time-
dependent control coeﬃcients, describing autonomously oscillating systems,
diverge as time progresses70,71. Also, extensions to standard MCA proposed
by Heinrich and Reder72 cannot be generalised to all dynamic systems as the
concentrations of metabolites are not necessarily in the vicinity of a steady
state70,71. Acerenza and Kacser73,74 analysed the control properties of time-
invariant variables with dimensions of time (for example relaxation time and
period of oscillation) and deduced summation theorems for them.
Until recently, it has not been possible to quantify the control that each
reaction step of a dynamic system plays in regulating fluxes and metabolite
concentrations. Nonetheless, Conradie et al.75 showed how time-dependent
flux and concentration control coeﬃcients can be determined for dynamic
systems, when the time domain is treated as percentage progression through
any arbitrary fixed interval of time. They also showed that steady-state flux
and concentration control summation theorems hold for dynamic systems75.
2.4 Neurobiology and neuroscience
The term neurobiology is often used interchangeably with neuroscience,
although the former refers to the biology of the nervous system and the
latter to the entire science of the nervous system. Neuroscience is currently
an interdisciplinary science that involves other disciplines such as psychology,
statistics, physics and medicine. A range of diﬀerent approaches thus exists to
study the structural, functional, molecular, computational and medical aspects
of the nervous system.
Recent theoretical advances in neuroscience have been aided by the
use of computational modelling of neuronal networks. Theoretical and
computational neuroscience, in which the HH-model originated, is but one of
the many branches of neuroscience and links the diverse field of neuroscience
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with computer science. Computational neuroscience uses computational
approaches to investigate the properties of nervous systems at diﬀerent levels
of detail, for instance focussing on the description of functional and biologically
realistic neurons and neural networks and their physiology and dynamics76,77.
Apart from the computer simulation of numerical models, the experimental
verification of these models is also of importance78.
2.4.1 Neuroscience meets Systems Biology
Since one of the main focus points of this thesis is MCA and its use in our
analysis of a neuronal model, it seems relevant to focus on the relationship
between computational neuroscience and SB.
Despite the fact that one of the early initiatives in SB was lead by
neuroscientists4, the field of SB seems to have gone its own way in terms
of development. There are a few possible reasons as to why the fields have
grown apart, one of which perhaps lies in the diﬀerence in the respective
cultures with regard to data driven modelling: where SB is faced with a data-
rich environment and the challenge is to separate the important from the less
important rather than to infer the unknown, neuroscience is usually faced with
incomplete data and a lot of guesswork has to be done. There also seems to
be a diﬀerence in interest among the two groups: systems biologists often
think of computational neuroscience work as being too specialized, while in
turn, computational neuroscientists seem to have little interest in molecules
and genes5.
Be that as it may, the two fields have a lot to oﬀer each other. Neuroscience
is a more mature field than SB and thus has more experience in some
specialised topics79, for instance a strong acquaintance with simulator software
development for multi-scale modelling. However, since neuroscience specific
programs, like the Human Brain Project80 were brought to an end, it seems
that there will be increasing pressure on those computational neuroscientists
modelling at cellular levels, to cross over to the world of SB. In the past few
years, there were some software developments that combine computational
neuroscience and systems biology techniques, but this integration has only
started recently.
According to De Schutter5 it is unsure whether this will happen in the
future, but it is fair to say that the two fields could and should learn from
each other. In Chapter 4, we will focus on using our model predictions
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(from Chapter 3) to see how MCA can be helpful in understanding abnormal
behaviour of the AP, brought about by mutations in neuronal membrane
channels. This is already a step in the right direction, as we are using a SB tool
(MCA) to improve our understanding of a system described by a computational
neuroscience model (the HH-model). Let us, however, first introduce the field
of modelling, specifically the construction approach, mathematical modelling
and areas of modelling.
2.5 Modelling and model construction
The concept of modelling has existed for a long time and is used in various
fields, but usually with more or less the same outcome in mind - that of
facilitating the understanding or prediction of a system or certain system
behaviour. The emergent properties of biological systems are excellent
examples of behaviour brought about through the complex interplay of simpler,
integrated components. Traditionally, reductive methods were used in the
study of biological systems, in which quantities of data were gathered by
category, i.e. concentration over time in response to a certain stimulus.
Computers are critical to the analysis and modelling of data. The eventual goal
is to model, accurately and in real-time, a system’s response to environmental
and internal stimuli, for example a model of a cancer cell in order to find
weaknesses in its signalling pathways, or modelling of ion channel mutations
to see the eﬀects on neuronal signalling and even on a beating heart.
The mathematical model is probably the most widely used type of model
because it can take many forms, including but not limited to dynamical
systems, statistical models, diﬀerential equations, or game theory models.
Also, these and other types of models can overlap, resulting in a model that
includes a variety of abstract structures. They can thus be used not only
in the natural sciences (i.e. physics, biology, earth science, meteorology)
and engineering, but in the social sciences as well (i.e. as psychology,
sociology, political science and economics), although mathematical models are
used most comprehensively by physicists, computer scientists, economists and
engineers81.
Various fields in the biological sciences, from ecology and epidemiology to
medical fields like virology and neurology, rely on models to test hypotheses
through model prediction. But first, an important aspect that has to be
considered carefully is what approach to take in constructing the model. In
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this section, two diﬀerent approaches to construct a model will be mentioned,
follwed by a discussion on mathematical modelling, after which the focus will
be on some examples of modelling in biology with a specific focus on the
neurosciences.
2.5.1 Construction approach
A model consists of low-level components acting together to display high-
level system behaviour. When constructing a mathematical model of a
biological system, generally two diﬀerent approaches exist: that of “top-
down” and “bottom-up”. The bottom-up approach uses detailed information
(experimental data) about the components and their interactions. This
information is used to inspect the mechanism through which system behaviour
or a property emerges. Therefore these models do not attempt to fit the model
on system behaviour, but they can be used to make predictions about the
behaviour of the system. In contrast, the top-down approach uses measured
or observed details of the system behaviour to construct the model. What
approach is taken thus depends on the type of data available as well as the
purpose of the model. In the bottom-up approach, system behaviour is used
only for model validation7. The wealth of available genomic data makes the
bottom-up approach extremely feasible by allowing the use of component data
in model construction. Some models are constructed using a combination of
bottom-up and top-down approaches.
2.5.2 Mathematical modelling
As mentioned above, the preference of what type of model is to be created lies
in the data available, the components being studied and the desired outcome
of the model. A diverse spectrum of modelling approaches exists that range
from more abstract, such as models that include protein interaction graphs, to
highly concrete, like models containing diﬀerential equations.
In 1974 Pieter Eykhoﬀ defined a mathematical model as a representation
of the essential aspects of a system presenting knowledge of that system in a
usable form82. A mathematical model uses mathematical language to describe
a system by a set of variables and a set of equations that establish relationships
between the variables. The actual model is the set of functions that describe
the relations between the diﬀerent variables.
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Sets of coupled ordinary diﬀerential equations (ODEs), describing a rate of
change of a certain variable in the system, can eﬀectively represent chemical
reactions. These models oﬀer a quantitative description of the system, allow
us to test hypotheses and provide a deeper understanding of the system. Some
biological systems display relatively simple dynamic behaviour and will reach a
steady-state in a constant environment. Partial diﬀerential equations (PDEs)
add the ability to represent spatial gradients83, and stochastic methods make
it possible to analyse systems in which the number of molecules is small84.
With networks of diﬀerential equations it is possible to model the temporal
and spatial dynamics of biochemical processes in considerable detail. This
makes it possible to predict network dynamics under diﬀering conditions
by studying the chemical mechanism. It is, however, important to specify
the patterns of interaction among the species in the ODE- and PDE-based
models in advance. Also, model output is strongly dependent on the values of
parameters, usually the initial protein concentrations and rate constants. It
is a computationally intensive task to estimate the parameters and it requires
substantial data. ODE modelling becomes more and more challenging as the
networks get larger, which is why models attempting to capture real biological
data are currently limited to a few dozen components85.
The mathematical framework, MCA (Section 2.3), exists for the quantit-
ative analysis of such a system. Fortunately this framework is not limited to
metabolic systems and also allows us to relate high-level systemic properties
to low-level components or processes.
2.5.3 Areas of modelling
Within the spectrum of modelling methods currently being applied to cellular
biochemistry, kinetic models (example of mathematical models) involving
diﬀerential equations, bear the closest relationship to underlying biochemical
rate laws. One of the most challenging tasks for SB and mathematical biology
is certainly the creation of a complete cellular model, which will involve
computer simulations of a range of subsystems including metabolism (networks
of enzymes and metabolites), signal transduction pathways and gene regulatory
networks, in order to analyse the complex connections of all the cellular
processes.
Hence, there are many specialised fields each dedicated to solving a part of
the puzzle. An example would be that of protein structure prediction, which
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is the prediction of the three-dimensional (tertiary) structure of a protein from
its amino acid sequence (primary structure). Some scientists view it as one of
the most important goals pursued by bioinformatics and theoretical chemistry
as protein structure prediction is very important in medicine (i.e. drug design)
and biotechnology (i.e. design of novel enzymes).
A great deal of biological modelling has in one way or another, directly or
indirectly, the advancement of human health and quality of life as one of its
primary goals. Our immune system remains key in this fight, which is why
there is a growing number of simulations of the immune system86,87. Recently,
researchers simulated and tested major portions of the body’s immune reaction
to the type A influenza virus. Their tests were met with great success
and have many implications for the design of treatment and also to plan
ahead for future pandemics. This new global model was built from existing,
smaller mathematical models, capturing countless interactions between virtual
immune cells and viruses86. These types of models are used to understand how
our immune systems respond to infections, such as the type A influenza virus.
Using this model, the researchers performed sensitivity analysis in order to
compare the contribution of individual immune cells in the process of fighting
the influenza virus. This model can also bring insight into our thinking
regarding the working of the immune system87. The predicted outcomes of
this model simulation is an excellent example of the importance and power of
SB.
Ecological modelling
The field of ecology is thought of as a relatively new science as it emerged
as a discipline around the second half of the 20th century and then became
popular in the 1960s because of a general concern for the environment88.
Ecological principles have developed steadily and interlinked with other
biological disciplines. Of the earliest ecological models were developed by
Alfred J. Lotka89 (1925) and Vito Volterra. Lotka used two first-order,
non-linear, diﬀerential equations to describe the interactive dynamics of
biological systems consisting of two species, a predator and its prey. Volterra
independently investigated Lotka’s equations in 1926 with statistical analysis
of fish catches in the Adriatic90. These equations describe the growth of the
two species over time.
Ecological modeling is focussed on the mathematical representation of
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ecosystems. These models usually focus on simplifying intricate food-webs by
breaking them down into their major components, quantifying the components
as numbers of organisms, biomass or a concentration of a key nutrient
chemical element, like nitrogen or carbon. As a development of theoretical
ecology, ecosystem models see to the characterization of the major dynamics of
ecosystems in order to gain understanding of these systems as well as the ability
to predict their behaviour. Due to extreme complexity, in terms of the number
of species and interactions, the system being studied is usually simplified down
to a number of components. These components can be, for instance, a species
of interest or a broader category, like heterotrophs or autotrophs. Additionally,
in biogeochemistry, models might include non-living resources like nutrients
being used by the “living” components of the model.
Extensions of ecological modelling
The social ecological model is an interesting part of ecological modelling.
Although there are several adaptations of this model, the first and most
prominent one was created by Urie Bronfenbrenner in 197791. Ecological
Systems Theory, divides factors into four levels, namely macro-, exo-, meso-
and micro-, describing influences respectively as either intercultural, com-
munity, organizational, and interpersonal or individual. Traditionally only
micro, considering individual behaviour, or macro levels, considering cultural
or media influences, were distinguished. Bronfenbrenner’s perspective included
the person, environment as well as the interaction of the two, which is
responsible for constant development and evolution of the two components.
However, he then realized that instead of the environment directly aﬀecting the
person, there were layers between these components, impacting the next level.
Bronfenbrenner (1979)92 believed the individual, organization, community
and culture to be nester factors, each one operating within the next larger
sphere. Although Bronfenbrenner developed the ecological systems theory,
Amos H. Hawley (1950) performed significant research in this field prior to
Bronfenbrenner93.
An interesting application of ecological modeling is modelling the economy
on biology, i.e. considering growth, change, death, evolution, survival of
the fittest, complex inter-relationships and non-linear relationships. This
application to the economy is possible as businesses operate in a complex
environment that contains an interlinked set of determinants. This can be
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illustrated by the co-evolution of companies as they are influenced by, and
influence, banks, suppliers, customers, investors, competitors etc. James
Moore suggested that the business environment should be viewed as a business
ecosystem, both sustaining and threatening the company in such a way that
if the company is not well matched to its environment, it will not survive.
Alternatively, if a company has a competitive advantage, it will thrive and
possibly come to dominate their industry. These companies are referred to as
category killers94.
Computational neuroscience modelling
Computational neuroscience is defined as the study of brain function in terms
of the information processing properties of structures that make up the nervous
system95. Computational models aim to capture features of these structures on
multiple scales, including membrane currents, protein and chemical coupling,
network oscillations, columnar and topographic architectures, learning and
memory etc. It is then possible to use these models to make predictions and
test hypotheses using biological or psychological experiments. Computational
neuroscience is an interdisciplinary science linking the diverse fields of neuros-
cience, cognitive science and psychology with mathematics, physics, electrical
engineering and computer science.
Historically, the roots of the field can be traced back to the work of Louis
Lapicque, Hodgkin and Huxley, Hubel & Wiesel, and David Marr, to name
but a few. The popular integrate-and-fire model of the neuron was created
by Lapicque96 and is used extensively in cellular and neural network studies,
including mathematical neuroscience, because of its simplicity97. About 40
years later, HH developed the voltage clamp method and created the first
biophysical model of the AP1. Hubel & Wiesel discovered that neurons in
the primary visual cortex have oriented receptive fields and are organized
in columns98. Also, David Marr described interactions between neurons,
particularly how functional groups of neurons interact, store, process, and
transmit information99–101.
Research in computational neuroscience can be roughly divided into
several categories. Most computational neuroscientists work closely together
with experimentalists, analysing new data and synthesising new models that
describe biological phenomena. Intuitively, the simplest category is that of
modelling a single neuron. Nonetheless, even single neurons have complex
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biophysical characteristics. HH’s original model considered only two voltage-
sensitive currents, that of the fast-acting Na current and the inward-rectifying
potassium current. We now know that there is a wide range of voltage-
sensitive currents. The implication of these diﬀering channel dynamics is
an important topic of computational neuroscience102 and there is a large
body of literature regarding the interaction of diﬀering currents with neuronal
geometric properties103. Some models also describe biochemical pathways on
a small scale, like synaptic clefts.
This leads to the formation of neuronal systems compromising more than
one neuron and the category of axonal development, formation and how
the axons are guided to their proper position. From molecular biology
we know that the nervous system releases chemical signals, such as growth
factors and hormones, which modulate and influence growth and development
of neuronal connections. Although studies regarding the formation and
patterning of synaptic connections are yet to deliver promising results, there is
one hypothesis that has gained some attention - the minimal wiring hypothesis,
postulating that axonal and dendritic formation minimises resource allocation
while still maintaining maximal information storage104.
Considering sensory processing, early theoretical models are credited to
Horace Barlow who postulated that early sensory systems, somewhat similar
to the minimal wiring hypothesis, eﬃciently encoded information by using the
minimal number of spikes105. This hypothesis has since been supported both
experimentally and computationally. Currently, research in this field is divided
into biophysical modelling of subsystems and the more theoretical modelling
of perception. Current models of perception suggests that the brain processes
and functions by integrating diﬀerent sensory information and utilizing some
form of Bayesian inference† in order to generate our perception of the physical
world.
Earlier models of memory are primarily based on the postulates of Hebbian
learning, introduced by Donald Hebb in 1949106, which states that persistent
stimulation of the postsynaptic cell by the presynaptic cell will increase
synaptic eﬃcacy. In biological systems the associative rather that content-
addressable style of memory is used and biological models have been developed
to describe these properties107. These attempts are, however, focussed on
medium- and long-term memory formation, as localised in the hippocampus.
†Bayesian inference is statistical inference that uses observations to update or infer the
probability that an hypothesis may be true.
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Working memory models rely on network-oscillation and persistent-activity
theories and have been built to capture features of the prefrontal cortex
in context-related memory108. Neurophysiological memory is constantly
maintained and changed, posing a problem for modelling as unstable synapses
are easy to train but prone to stochastic disruption. On the other hand,
stable synapses forget less easily, but they are also harder to unite. A recent
computational hypothesis, involving cascades of plasticity109, allow synapses
to function at multiple time scales. Stereochemically detailed models of the
acetylcholine receptor-based synapse with the Monte Carlo method have been
built, working on a microsecond time scale110. In the next few years it is
likely that computational tools will greatly contribute to our understanding
of how synapses function and change in relation to external stimulus. In fact,
Kotaleski and Blackwell6 have reported some of these recent advances by using
systems biology approaches in modelling the molecular mechanisms of synaptic
plasticity.
There are many software packages that allow rapid and systematic
in silico modelling of realistic neurons. Various software packages and
simulation tools are used, such as Emergent111 and Genesis112 for general
neuronal simulation, NEST113 and NEURON114 for simulation of large
neuronal systems, Neuroconstruct for the development of biologically realistic
3D networks115, neuroscience related Python tools such as pyNN116 and
Neurospaces117, a simulation system that uses industry-related software
engineering principles. Blue Brain, a project founded by Henry Markram,
aims to construct a biophysically detailed simulation of a cortical column on
the Blue Gene supercomputer118.
2.6 Neuronal signalling and modelling of the
action potential
When a combination of graded potentials from neighbouring neurons push a
neuron membrane potential above the threshold (-55mV), an AP is triggered
at the triggering zone on the axon hillock. This part of the neuron has a lower
threshold due to an abundance of sodium channels making it more sensitive
to changes in membrane potential. The AP is then conducted along the axon
to the axon terminals where the signal is passed to eﬀectors or other neurons.
Signal conduction in the axon occurs as a result of its membrane properties,
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in particular sodium and potassium membrane channels. The resting mem-
brane potential of -60 mV (some cells have a slightly more negative resting
potential) is largely due to the semi-permeable cell membrane which traps
larger anions in the intracellular fluid (ICF), causing the inside of the cell to
be negatively charged relative to the outside. Sodium is concentrated in the
extracellular fluid (ECF) while potassium is concentrated in the ICF. Thus,
if sodium and potassium channels were to open, sodium will diﬀuse into the
cell and potassium out of the cell. When an AP is triggered by a stimulus,
there is a depolarisation of the membrane which causes the voltage-gated
sodium channels to open. The influx of sodium causes further depolarisation.
When the membrane potential reaches 0 mV, the sodium influx is no longer
caused by electrical potential (attraction of opposite charges), but because of a
higher sodium concentration in the ECF. The still rising membrane potential,
peaking at +30 mV, now causes the sodium channels to close, while the
potassium channels are slowly opened. The repolarisation phase of the AP is
characterised by an eﬄux of potassium ions down its electrochemical gradient,
decreasing the membrane potential causing hyperpolarisation due to slow-
closing potassium channels. Permeability of the membrane is now returned
to its resting state while the extra eﬄux of potassium moves back into the cell,
repolarising the membrane potential to the resting state of −60mV . Lastly,
ionic distributions are quickly restored (by sodium-potassium anti-porters) to
the balance observed in the resting state.
In the early 1950’s, HH were at the forefront of experiments that led to
the characterisation of this signalling mechanism. Intuitively, they began their
research using a single neuron. Since their research, various experiments on
neurons have led to even more detailed characterisation, including that of
neural networks. Advances in neurobiology therefore led to the creation of
computer models which enabled researchers to explain neuronal behaviour and
make further predictions. Neuroscience is now an interdisciplinary science and
includes many diﬀerent approaches to study various aspects of the nervous
system. The increasing use of computer models in these studies has been and
continues to be of immeasurable value, also to make predictions. The earliest
model to describe neuron behaviour was the HH-model which described the
properties of a single neuron with great accuracy. In the rest of this section,
we will first present the HH-model and its formal description, then focus on
analyses and modifications to the model, ending with motivating our choice of
model to use in this analysis.
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2.6.1 The Hodgkin-Huxley model
The mathematical model constructed by HH explains the AP and its propaga-
tion along the axon of a neuronal cell. This model is an example of a
kinetic model which describes a cellular function emerging from the interaction
between molecular components, using nonlinear diﬀerential equations. Being
one of the first numerical simulations in biology to be published, the con-
struction of this model is regarded by some as the beginning of computational
SB79. The following part will focus on how HH built this model, specifically
on their experimental design, parameter estimation, the formal equations and
the model outcome.
Model construction and description
HH performed a series of experiments that allowed them to measure the time
and voltage dependence of the sodium and potassium conductances. In their
experiments they used the squid giant axon, which has a diameter of half a
millimeter, making it suitable for experimental research. They employed a few
experimental methods in order to obtain the conductances. These methods
include a space clamp, where a long, thin electrode is inserted in the axon
which keeps the membrane potential equal along the whole axon. This allowed
them to view the axon as a small patch of membrane considering that a supra
threshold stimulus would then result in the whole membrane participating in
one membrane AP. Crucial to this method is the voltage clamp, consisting of
two electrodes. The one electrode applies a constant current in order to keep
the membrane potential clamped to a specified value. The second measures
the change in membrane potential and modulates the applied current in order
to keep it clamped at that the specified value. They were thus able to measure
change in ion conductances as the ion concentrations in the bulk fluid changed
upon depolarisation of the clamped axon1.
With these measurements, they determined the properties of the excitable
axonal membrane and did so with remarkable accuracy. From their research,
they constructed a set of four diﬀerential equations and a few supporting
functions, which will now be explained. The main equation (Eq. 2.5) describes
the membrane as a non-linear electric circuit:
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Im(t) = Cm
dV
dt
+ G¯Kn(t)
4 [EK − V (t)] + G¯Nam(t)3h(t) [ENa − V (t)]
+ G¯leak [Eleak − V (t)]− Iext(t). (2.5)
Eqs 2.6-2.8 describe the ion channels
dn
dt
= fnV (t) [1− n(t)]− qnV (t)n(t), (2.6)
dm
dt
= fmV (t) [1−m(t)]− qmV (t)m(t), (2.7)
dh
dt
= fhV (t) [1− h(t)]− qhV (t)h(t). (2.8)
The activity of the respective channel is dependent on the state of the channel,
which is described by gating particles - for potassium (n) and sodium (m -
activating and h - inactivating) which are functions of the membrane potential.
The state of the each channel is determined by two rate constants (voltage
dependent functions), f and q, which can be compared respectively to the
phosphorylation (via kinases) and dephosphorilation (via phosphatases) of an
enzyme. Eqs 2.9-2.14 describe two rate constants for each of the respective
gating particles
fn = 0.01(V + 10)/(exp
V + 10
10
− 1), (2.9)
qn = 0.125 exp(V/80), (2.10)
fm = 0.1(V + 25)/(exp
V + 25
10
− 1), (2.11)
qm = 4 exp(V/18), (2.12)
fh = 0.07 exp(V/20), (2.13)
qh = 1/(exp
V + 30
10
+ 1). (2.14)
For reference, the first term of each of the gating particle equations (Eqs 2.6-
2.8) will be referred to as rate constants αn, αm and αh respectively, while the
second term of each equation will be referred to as rate constants βn, βm and
βh respectively.
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Figure 2.2: The HH circuit diagram superimposed on a biological axon
membrane.
Rate constants α and β describe the “movement” of the gating particles
from one side of the membrane to the other; for instance αm, βh and αn would
drive the gating particles (m, h and n) to the intracellular (ICF) side. When
the gating particles are located at the cytosolic side (ICF - Fig. 2.2) of the
membrane, they are functional, and at the extracellular side (ECF - Fig. 2.2),
they are inactive.
When they constructed the model, HH did not know of the existence of
membrane channels that allow the flow of ions across the membrane, eﬀectively
bringing about the AP. Interestingly, their equations of the mechanistic
description of the sodium and potassium channel gating particles coincide with
the number of respective biological channel subunits (see Eqs 2.20 and 2.21).
The HH-model is a biophysical model and as such an electrical equivalent
can be constructed to describe the membrane and all its properties. The
resulting circuit is shown in Fig. 2.2.
A capacitor (Cm) accounts for the membrane’s ability to store charge.
Resistors describe the ion channels that are embedded in the membrane and
the batteries represent the electrochemical forces that influence the current
due to imbalanced ion concentrations on the inside (ICF) and outside (ECF)
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of the cell (Fig. 2.2).
The total membrane current is thus the sum of the ionic currents and the
capacitive current:
Im = Iionic + Cm
dV
dt
. (2.15)
The model considers three ionic currents: sodium and potassium, which are
voltage-gated and time dependent, and a leak conductance that is independent
of the membrane potential (Fig. 2.2)
Iionic = INa + IK + Ileak. (2.16)
Both types of current are linearly dependent on the membrane potential as
described by Ohm’s law I = V/R. Considering the electrical circuit is based
on biological components, resistance is rather referred to as conductance G =
1/R. The potential the ions experience is expressed by two terms: the driving
potential V (t) and the reversal (equilibrium) potential Ek at which the net
current of that ion across the membrane is zero (the ionic current due to the
electric field cancels the current due to the concentration diﬀerences across the
membrane). Ek is given by the Nernst equation. The ionic current of a species
k is given by
Iionic = Gk(Ek − V ). (2.17)
Since Iionic is the sum of individual currents, it leads to
Iionic = GK(EK − V ) +GNa(ENa − V ) +Gleak(Eleak − V ). (2.18)
The ion channels represented by these ionic currents are gated by a selectivity
filter (a part of the ion channel where protein loops reach into the opening
and narrow it considerably). This filter controls the flow of ions through
the channel. Individual loops (or gates) can be in either a permissive or
non-permissive state. Only when all gates of an individual channel are
permissive, the channel is open and a current can pass through. HH defined
the probability for a gate to be found in its permissive state to depend
on the membrane potential, therefore incorporating the voltage dependent
conductance. Conductance is proportional to the number of open channels
which are in turn proportional to the number of permissive gates. The
conductance of channels for ion type k is therefore proportional to the product
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of probabilities pi of gate type i
Gk = G¯k ￿
￿
i
pi (2.19)
bearing the maximal possible conductance. This leads to specific equations for
potassium and sodium conductance
GK = G¯Kp
4
n = G¯Kn
4, (2.20)
GNa = G¯Nap
3
mph = G¯Nam
3h (2.21)
and finally
Im(t) = Cm
dV
dt
+ G¯Kn(t)
4 [EK − V (t)] + G¯Nam(t)3h(t) [ENa − V (t)]
+ G¯leak [Eleak − V (t)] . (2.22)
In the case of the propagated AP, Eq. 2.5 can be related to a PDE. Eqs 2.6-
2.8 remain unchanged. The PDE describing the HH-model AP propagation
requires the incorporation of a factor (K) consisting of the radius of the axon
a, the specific resistance of the axoplasm R2 and the capacity Cm per unit area
of membrane1 (refer to Fig. 2.2). This leads to the following relation of the
membrane current density
I =
a
2R2
￿ ∂
2V
∂x2
, (2.23)
with
K =
a
2R2Cm
(2.24)
and thus
K
∂2V
∂x2
+
∂V
∂t
=
1
Cm
￿−G¯Kn(x, t)4 [EK − V (x, t)]
−G¯Nam(x, t)3h(x, t) [ENa − V (x, t)]
−G¯leak [Eleak − V (x, t)] + Iext(x, t)
￿
. (2.25)
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Eq. 2.5 (ODE) is therefore transformed into Eq. 2.25 (PDE). The HH-model
was reconstructed using Mathematica from the original publication1. Apart
from an accurate description of the firing properties of the AP, their model
accurately describes the AP shape as well as the propagation velocity of
the travelling AP wave. The propagation speed as described by the model
corresponds well with experimental values and thus also served as model
validation.
Historical perspective
The HH-model was created 58 years ago, hence many extensions of neuronal
models have been created since. Over the last half a century, diﬀerent analyses
have been done on diﬀerent versions of the HH-model (original or modified)
and in diﬀerent systems (single as well as multiple neuron), both experimental
and model simulation, and in neuronal tissue from diﬀering animals. As the
original HH-model describes the characteristics of a single neuron, we will
keep our focus on single neuron studies. As there are a multitude of studies on
neuronal models and the HH-model especially, the studies that we have found
have been divided into categories of type of study, as indicated below.
Some of the models more directly related to the HH-model include the
Fitzhugh-Nagumo119,120, Morris-Lecar121 and Hindmarsh-Rose122 models, that
consist of reduced equations. Many models, including the HH-model123,124,
have been extended to include stochasticity in their description. These
single neuron models (with stochastic behaviour incorporated) are used in
numerical studies125, studies to determine the eﬀect of toxins/inhibitors126,127,
studies to determine the workings of a specific neuronal mechanism128 and
in studies that compare, for instance, a specific behaviour of two diﬀering
types of models128,129. There are also a few models, mostly based on the HH-
model, that describe the characteristics of the AP, but with a mathematically
reduced set of equations. These are used in bifurcation studies130–132, studies
to determine a specific mechanism133 as well as in studies using singular
perturbation theory130.
In the following part, studies that used other neuron types in their analyses
will be mentioned first, followed by studies that used the squid axon with
modified equations, followed by studies that used the squid axon with the
original model parameters.
Many studies utilized other neuron types and hence models with modified
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parameters and/or equations from the original HH-model. Consisting of exper-
imental and/or simulation studies, their analysis type includes the mechanism
responsible for specific behaviour, for instance, how eﬃciently sodium entry is
coupled to depolarisation134, the eﬀect of high sodium concentration on AP
characteristics135, the mechanisms that mediate depolarization-induced spike
activity in pancreatic cells136 and the influence of ion dynamics on excitability
and seizures132 among others137–139; comparing the ionic working of the HH-
model to that of a mammalian retinal ganglion cell model140; toxin/inhibitor
studies to determine the eﬀects of local anaesthetics in single, myelinated frog
sciatic nerve axons141, to determine the binding characteristics of a toxin to the
membrane of rabbit cervical vagus nerve142; and using sensitivity analysis to
examine the contribution that neuronal response dynamics have on functional
properties of the system139,143.
Models of the single squid axon with modified parameters/equations have
been studied in terms of bifurcation analysis144; sensitivity analysis of the
strength-duration relationship to changes in sodium channel parameters145;
the use of toxins/inhibitors to determine the eﬀect on AP firing frequency
and possible targets in disorders in neuropsychiatry or cardiology146, or
the eﬀect on AP characteristics such as height, propagation speed and the
eﬀect on channel dynamics147; determining the kinetics of ion channels
to determine whether channel densities and transition rates are optimized
for signal sensitivity and propagation speed148, or a reparameterised HH-
model to compare more accurately to the experimental AP velocity and also
optimisation of channel density149 and determining the metabolic cost of the
AP and its propagation, comparing the original and a reparameterised model
so as to identify a possible easily evolvable parameter to lead to more eﬀective
use of energy150.
And finally, the following analyses have been done on a single squid axon
with original parameters:
• numerical examination of the eﬀect on neuronal spiking by applying the
weak periodic perturbation to the HH ion channels to influence chaotic
behaviour151 and
• analyzing the non-linear dynamics of the model and present some
modifications in the equations152
• bifurcation analyses153–158
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• mechanistic analysis to determine the neuron response when stimulated
by a sequence of high-frequency conductance pulses159 and
• exploring the controllability of switching between spike generation and
spike annihilation158
• comparing macroscopic membrane currents of the HH equations to
discrete microscopic stochastic ion channels populations128
• exploring the eﬀect of toxin TTX on squid axon membrane (sodium)
channels in terms of kinetic binding properties and how it aﬀects the AP
properties like amplitude, propagation velocity and frequency160–163
• metabolic energy cost determination to investigate whether the inactiv-
ation properties of sodium channels show evidence of being optimised in
terms of energy expenditure in the propagation of APs164.
Since our study involves MCA and hence the eﬀect of component perturbation,
as opposed to sensitivity analysis for instance, the HH studies can be narrowed
further to perturbations of components. Experimentally, there have been
a number of toxin/inhibitor studies performed on the squid giant axon as
well as other neurons, as mentioned above. Of those performed on the squid
axon, a study by Culquhoun and Ritchie (1972)162 stands out as they used
the sodium channel inhibitor, TTX, to determine its eﬀect on properties of
the AP. As TTX exerts its inhibiting eﬀect on the sodium current solely
though the sodium conductance, which can be seen as the total number of
functioning sodium channels, it functions as a perturbation of the sodium
channel. Considering model simulation, Shapiro and Lenherr (1972)165 studied
the eﬀect of perturbations in sodium and potassium channel conductance
and activation kinetics on the firing frequency of the AP. Although these
theoretical studies report both the qualitative and quantitative eﬀect of a single
component perturbation on some AP characteristics, they do not account for
all the components of the system and thus cannot use summation theorems in
their analysis. To the best of our knowledge, MCA has not been performed on
a neuronal model making our analysis of the HH-model novel.
Why HH when other models exist
In its mathematical description, the HH-model distinguishes between biological
components. This allows us, through the use of MCA, to determine the
CHAPTER 2. BACKGROUND 35
amount of control that each component has on the emergent behaviour of
the system. As mentioned above, since the HH-model is an older and
relatively simple model, it comes as no surprise that numerous, much newer
models, have subsequently been constructed. These models have either a
more accurate description of the modelled behaviour or incorporate more
complex phenomena, or a combination of both. Where the HH-model
complements our method of analysis, we encountered databases such as
ModelDB (http://senselab.med.yale.edu/)166, which contain models describing
the behaviour of various types of neurons, both single neurons and networks,
which do not. Our criteria “exclude” neuronal networks and mathematically
complex descriptions because our analysis methodology requires a model that
mathematically distinguishes biological components (see Section 2.3). There
are, however, a few single neuron models that compare to and have been largely
deduced from the HH-model, which will briefly be discussed.
In 1961 FitzHugh and Nagumo constructed a simplified version of the HH-
model by isolating the mathematical properties of excitation and propagation
from the electrochemical properties of sodium and potassium ion flow119. Their
model, however, was not clearly derived from biology, making the biological
components mathematically indistinguishable120. A few years later, in 1981,
Morris and Lecar combined the HH and FitzHugh-Nagumo models into a
voltage-gated Ca channel model with a delayed-rectifier potassium channel121.
Their model contained no sodium channel description and no distinguishable
gating characteristics like the HH-model. Still later, Hindmarsh and Rose
(1984) constructed a model by distinguishing between fast and slow ion
channels: sodium and potassium are both included in the fast channels
which resulted in a lack of mathematical distinction between the sodium and
potassium currents122.
Although it might be possible to analyse abovementioned, more complex
models, our work serves as an illustration of the type of analysis that can
be done on neuronal systems. Not only does the distinction of biological
components in the HH-model allow us to relate to experimental perturbations
of components, we also saw it appropriate to illustrate our analysis approach
on one of the most well-known models in neurology.
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2.7 Channelopathies
As mentioned in the beginning of this chapter, our nervous system provides
crucial support to our everyday life. It does so via constant neuronal signalling
back and forth between organ systems. That is why the correct functioning of
the neurons that transfer these signals, is of great importance. Mutations in the
components of the neuron, particularly the ion channels, can, however, occur.
This can lead to changes in signalling, which in turn, can lead to pathological
neuronal behaviour, such as epilepsy. These changes in ion channels that
result in such pathological behaviour, are known as channelopathies2,167. Many
mutations behind pathological behaviour have been characterised. In general,
if a mutation leads to an increase in AP firing frequency (increase in neuronal
hyper-excitability), it will result in epileptic behaviour. In this section, some
of the characterised mechanisms behind a specific type of epilepsy will be
mentioned, which will also serve to pave the way for a more detailed discussion
(in Chapter 4) regarding how these mechanisms compare to our analysis
results.
Since the discovery of the first human epilepsy-associated ion channel
gene mutation more than a decade ago, mutations in at least 25 diﬀerent
genes implicated in channel structure have been discovered. Some of these
mutations are situated in the voltage-gated sodium2,3,168,169 and potassium
channels170–173. Significant advances have been made in our understanding of
the molecular deficits caused by these mutations. The link between molecular
deficit and clinical phenotype, however, still seems to elude us174. Reid et al.
(2009) compiled data describing genes and their associated epilepsy syndrome
as well as semi-quantitative estimates of associating the epileptic phenotype
to the gene174. The KCNQ2/3 and SCN2A gene mutations will briefly be
discussed below.
Benign familial neonatal infantile syndrome (BFNIS) has been shown to
cause convulsions in newborns170–173. A mutation implicated in BFNIS is
located in the genes coding for the muscarinic-regulated potassium current
(M current, not to be confused with the sodium gating particle) that
activates and deactivates potassium conductance173. This current was first
described in peripheral neurons175 and subsequently in the CNS176 and is a
widespread regulator of neuronal excitability. According to Rundfeldt and
Netzer (2000)177 and Main et al. (2000)178, potassium conductance in the
neuron is mediated by KCNQ2/KCNQ3 potassium channels. The mediation
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of potassium conductance is necessary in order to limit repetitive firing179–181.
A specific mutation (R214W) in the voltage-sensing S4 domain of KCNQ2
subunits of this channel, causes an arginine to tryptophan substitution182.
This results in a moderate loss of function (reduction in potassium current)
which decreases the AP threshold183 causing a decrease in seizure threshold
leading to hyperexcitability. This mechanism leads to BFNIS.
Considering the sodium channel, two mutations (among others), in the
α unit of a sodium channel (SCN2A), L1563V and L1330F, have also been
linked to BFNIS168,169. Scalmani et al (2006)184 reported diﬀering mechanisms
for four of these mutations. Experimentally, it was found that the L1563V
mutation causes a negative shift of the curve of voltage dependence of
activation, thus enhancing activation. The L1330F mutation, however, caused
a positive shift of the voltage dependence of the inactivation curve, reducing
inactivation. Even though there is heterogeneity in the way the ion channel
properties are modified, it is thought that all SCN2A mutations result in a gain
in channel function and an increased sub-threshold sodium current (reducing
firing threshold), leading to neuronal hyper-excitability (increased AP firing
frequency)184.
The detail of our model predictions corresponding with the experimental
work, as compiled by Reid et al.174, will be discussed in Chapter 4.
Chapter 3
Results∗
3.1 Introduction
Axons carry information across the nervous system in the form of APs. The
early work by HH has been instrumental for our mechanistic and quantitative
understanding of the AP1. In their experimental work on the squid giant-
axon they determined the time and voltage dependence of the Na and K
conductances, via measurements of ion concentration changes in the bulk fluid.
As a result, in their model (HH-model) a single Na and K conductance is
described, but it is representative for the complex kinetic characteristics found
in the neuronal axon. The HH-model uses both ODEs and PDEs to describe
various high-level behaviour of the AP and it predicts propagation properties
of the AP with great accuracy despite its simplistic nature.
The combination of experiment, theory and modelling used by HH is a good
example of a SB study. The authors fitted kinetic parameters to experimental
data of the systems processes (ion-channels), to predict systems properties
(propagation of AP). Despite the importance of the HH-model and it having
been analysed in many studies, it is not known to what extent the diﬀerent
processes in the system contribute to the system’s behaviour. Such an analysis,
which would be typical for a SB study, has not been done for the HH-model.
A number of reasons for the limited overlap between SB and computational
neuroscience studies have been indicated in De Schutter (2008)5. We here aim
at narrowing that gap by using a SB method (MCA) to analyse one of the
best studied models in neuroscience and test whether this method leads to
∗The work presented in this chapter is intended for publication, and will therefore have
some overlap with Chapters 2 and 4.
38
CHAPTER 3. RESULTS 39
additional insight into the system. In addition we show how control analysis
can be applied to wave propagation (i.e. propagation of the AP).
MCA, independently formulated by Kacser and Burns (1973)8 and Heinrich
and Rapoport (1974)9 is a rigorous quantitative framework that defines control
of the reaction steps within a biological network on system properties of that
network, e.g. the control of flux in a metabolic pathway by the enzymes
in the pathway. The framework has mostly been applied to steady-state
(non-transient) systems, but the theory and methods have been extended
to include dynamic systems75. The framework should not be confused with
a more traditional sensitivity analysis, where all parameters are perturbed.
In MCA not the parameters of the system, but the processes of the system
are perturbed. This leads to the formulation of summation and connectivity
theorems (non-existent in sensitivity analysis) in which relations between the
control coeﬃcients (system properties) and elasticity coeﬃcients (processes
properties) are expressed. MCA has been extended to dynamic systems69,73,74
and summation theorems have been derived for such systems75. It has,
however, not been possible to derive connectivity theorems for dynamic
systems.
Since this study is the first to report on MCA for a neuronal system, we
start with explaining how such an analysis can be performed on characteristics
of the AP and its propagation, using the HH-model. The summation theorems
for the systems properties are given and the analysis results are compared
to experimental perturbations (inhibitor studies) of some of the systems
processes, followed by a description of the mechanistic working of the system
upon a process perturbation.
3.2 Results
3.2.1 MCA of the AP properties in the HH-model
MCA is usually applied to steady-state systems such as metabolic pathways,
for which the contribution of the enzymes in the pathway to the control of the
steady-state flux and metabolite concentrations can be quantified. In addition,
MCA has also been applied to the frequency and amplitude (i.e. stationary
behaviour) of oscillatory systems and most recently to transient behaviour, for
instance in signal transduction pathways. For our MCA of the AP, we start
with the MCA analysis of time invariant system observables, e.g. AP peak and
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propagation speed, and link this to experimental perturbations of the system.
We will then show the analysis of the model’s state variables during an AP
and end with an analysis of the feedback loop contribution to the progression
control of a process on a system variable in an attempt to illustrate how a
perturbation in a system process aﬀects the system.
In the HH-model the total membrane current is split into four processes:
Na, K and Leak currents and an external input (stimulus). The currents
through the ion channels are dependent on their conductivity (G¯K , G¯Na,
G¯Leak), which can be interpreted as the total concentration of a respective
channel that is present in the axon membrane. In addition, the activity of
the channels is dependent on their “state”, which is defined by gating particles
(n, m and h, for K channel activation, Na channel activation and Na channel
inhibition respectively).
The state of the each channel is determined by two rate constants (voltage
dependent functions), f and q, which can be compared respectively to the
phosphorylation (via kinases) and dephosphorilation (via phosphatases) of an
enzyme. However, we viewed the rate constants and the respective parts of the
gating particle equations as similar and termed them α and β rate constants
although they refer to a function (See Section 3.4.3).
The gating particles can be located at the cytosolic side of the membrane
(where they are functional) or at the extracellular side (where they are
inactive). Thus, for each of the gating particles an α and β rate constant
describes the movement of the gating particles from the extracellular to the
cytosolic side of the membrane (αn, αm, βh) and vice versa (βn, βm, αh). Thus,
an increase in G¯Na, αm or αh, which respectively leads to an increase in the Na
channels, an increase in the Na activating and a decrease in the Na inhibitory
particles, leads to an increase in the current through the Na channel.
These ten processes (three conductivities, six rate constants for transport
of gating particles and the stimulus) define all the catalytic steps in the HH-
model and are used for the MCA of this model. As an illustration, in Fig. 3.1
the eﬀect of a 10% decrease of the Na conductivity is shown to decrease the
AP amplitude and the firing frequency. With MCA such an eﬀect can be
quantified with a control coeﬃcient as the percentage change in AP or firing
frequency upon a 1% change in channel activity.
Although the HH-model was originally formulated as a PDE it is usually
simulated in terms of ODEs. Under assumption of a constant form of the
AP, the PDE that describes the propagating AP can be translated (using the
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Figure 3.1: Simulation result for the HH-model after a 10 mV stimulus for 4 ms
(a) and a continuous 25 mV stimulus (b). The solid line shows the simulation
result for the original model parameters, while the dotted line indicates the
result after a 10% perturbation of the Na channel. In the graph it is indicated
how the control coeﬃcients on AP height and frequency were calculated. This
large a perturbation is intended for the graphical illustration only and small
perturbations were used for the calculation of control coeﬃcients. For more
detail on the MCA calculations, see Section 3.4.5.
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Figure 3.2: Propagation of the AP and the eﬀect of Na channel inhibition in the
PDE formulation of the HH-model. After an initial stimulus (15mV for 3ms)
an AP is generated (membrane potential on z-axis) which propagates with
time (x-axis) along the axon (distance on y-axis). The simulation describes
the system at 18.5◦C resulting in a propagation speed of 19.55 m/s (top graph).
The eﬀect of a 20% (middle graph) and 40% (lower graph) inhibition of the
Na channel on the propagation of the AP is shown.
cable equation) into a set of ODEs. We have here simulated the HH-model
in its original PDE form for the analysis of the propagation speed of the AP.
Similarly as for the AP peak and the firing frequency we can analyse the eﬀect
of a perturbation on the propagation speed of the AP. In Fig. 3.2 we show the
simulation result for the PDE formulation of the HH-model, and the eﬀect of
a 20% and 40% blocking of the Na channel. For its MCA we used the PDE
version of the HH-model for the analysis of the propagation speed and the
ODE version for the analysis of the other system characteristics.
The control coeﬃcients for the threshold, AP peak, propagation speed and
firing frequency are listed in Table 3.1. The analysis shows that perturbation of
any process leading to an increase in Na current (i.e. G¯Na, αm, αh) amplifies the
AP (i.e. lowers the threshold, increases the AP peak, the propagation speed
and firing frequency). The opposite holds for the K channel. The control
coeﬃcients do not only describe the qualitative behaviour but quantify the
eﬀect of the perturbation. Thus, whereas the Na channels amplify the AP
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Table 3.1: Control coeﬃcients of the system processes on the threshold,
AP peak, AP propagation speed and frequency. The process K-factor is
included only in the propagation speed as the PDE model was used for this
simulation. Control is distributed across the system processes such that the
control coeﬃcients sum up to either 0 or 1.
Nr Process Threshold AP peak Propagation speed Firing Frequency
1 K-factor - - 0.500 -
2 G¯Na -2.201 0.915 0.324 0.492
3 G¯K 2.401 -0.650 -0.056 -0.623
4 G¯Leak 0.055 -0.160 -0.035 -0.022
5 Ext. input -0.731 0.030 0.000 0.304
6 αn 7.648 -1.696 -0.145 -1.554
7 βn -6.999 1.204 0.092 2.003
8 αm -6.078 1.726 0.586 1.491
9 βm 5.767 -1.265 -0.158 -1.333
10 αh -0.670 0.490 0.131 0.291
11 βh 0.809 -0.594 -0.239 -0.048￿
0.001 0.000 1.000 1.001
signal, it can be seen from the table that the α and β rate constants that
eﬀect the state of the channel (a function of the gating particles) have higher
control coeﬃcients than the concentration of the channel (G¯Na). Specifically,
rate constants for them and n gating particles have high control, which reflects
the third and fourth order of these particles in the model description of the
total current (see Eq. 3.6 in Section 3.4.3).
The last and most distinctive aspect of the control coeﬃcients as defined
in MCA lies in their inter-relation; from the summation theorems for the
control coeﬃcients it can be seen that the control on the systems properties
are necessarily distributed over the system. There is not a single “rate-limiting
step” or “master-controller”, but the control is distributed over the system,
such that the control coeﬃcients sum up to either 0 or 1. The summation
theorems for the AP peak, threshold, firing frequency and propagation speed
can be summarised as:
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10￿
i=1
CAP heighti = 0, (3.1)
10￿
i=1
Cthresholdi = 0, (3.2)
10￿
i=1
Cfiring frequencyi = 1, (3.3)
11￿
i=1
Cpropagation speedi = 1. (3.4)
These summation theorems distinguish MCA from a sensitivity analysis. The
summation theorems show that when all system processes are perturbed
equally, this will leave the AP height and threshold unchanged (i.e. sum up
to 0, comparable to amount/concentration related quantities), while the firing
frequency will change in proportion to the perturbation, i.e. a 10% change in
all processes will lead to a 10% increase in firing frequency (i.e. sum up to 1,
comparable to rate- or flux-related quantities). This is because a simultaneous
perturbation of all the processes, say an increase, would have the eﬀect of
speeding up or scaling the whole simulation which would change a property
that has a time component in its description accordingly. The summation
theorems for oscillatory frequency and amplitude have already been derived
for other systems and our summation results correspond with earlier MCA
studies on frequency and amplitude (AP height)70,73,185–187.
The diﬀerence between the analysis methods lies in the definition of system
process, which in MCA terms would be a catalytic step (for instance an enzyme
activity), while in a sensitivity analysis all model parameters are perturbed.
This is important as it makes MCA more than a tool for model analysis
but gives a direct link to experimentation, where often systems processes are
perturbed, for instance via inhibitor titration experiments.
3.2.2 Experimental MCA; inhibitor titration of Na
channel
Certain neurotoxins, such as tetrodotoxin (TTX), block the Na channels of
the axon, thereby preventing it from firing. Takata et al.188 and Hille189 have
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suggested that the m and h parameters are not aﬀected by TTX and that
the eﬀect of the toxin is solely on the G¯Na. Inhibitor titrations have been
published for the isolated Na channels161 where the proportion of free channels
(Pf ) as a function of the TTX concentration was determined. In another set
of experiments, similar TTX titrations were made and the eﬀect on the AP
peak and propagation were measured162.
From these data sets the percentage inhibition of the Na channel and
its eﬀect on AP peak and propagation can be calculated. To obtain
the physiological relevant conditions one needs to estimate the eﬀects of
perturbations at zero inhibitor concentrations (i.e. limTTX→0). The eﬀect
of TTX on system property Y, via its inhibition of the Na channel can be
described by
RYTTX = ￿
Pf
TTX · CYPf . (3.5)
This equation describes the percentage change in property Y upon a 1%
change in TTX concentration (RYTTX), as the multiplication of the inhibitory
eﬀect of TTX on the Na channel (￿PfTTX) and the control of Y by the Na channel
(CYPf ). From the data sets plotted in Figs 3.3a, 3.3b and 3.3c respectively
the unscaled parameter elasticity ∂(Pf )/∂(TTX), and response coeﬃcients
∂(prop.speed)/∂(TTX) and ∂(APpeak)/∂(TTX) can be obtained at zero
TTX. From these the control coeﬃcient of the Na channel on the respective
properties can be calculated by taking the ratio of the response and elasticity
coeﬃcients (Eq. 3.5). In this way we calculated the control coeﬃcient for the
Na channel on the AP peak and AP propagation speed to be 0.1 for both
characteristics. This control coeﬃcient is much lower than the coeﬃcient that
was obtained from the HH-model analysis (i.e. 0.9 and 0.3 respectively for the
control of AP peak and AP propagation - Table 3.1. See Section 3.3 for further
discussion).
3.2.3 MCA as model analysis tool
Thus far we focused on MCA of characteristics of the AP in the HH-model
and its link to experimentation. Specifically for larger models, MCA can
be an important tool for model analysis. In addition to quantifying the
contribution of each of the processes to the model behaviour it can also help
in understanding the role of the processes. This is most clearly illustrated for
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Figure 3.3: The eﬀect of the addition of Tetrodotoxin on the proportion of
free Na channels (pf ), AP propagation speed and the AP height (peak). The
degree of Na channel blocking (a) is more pronounced compared to the AP
propagation speed slowing (b) or decrease in AP height (c), as the speed and
height are dependent on more than the Na channels alone. In the model the
eﬀect of TTX is depicted by decreasing G¯Na. Data shown in (a) was taken
from161 and data shown in (b) and (c) taken from162.
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steady-state systems, where the control coeﬃcients can be expressed in terms of
elasticity coeﬃcients, thereby making it possible to relate system properties to
characteristics of the isolated processes. For dynamic systems such an analysis
has not been made, but MCA can still be an important tool for the analysis
of models for such systems. The approach that we follow here, progression
control analysis, has been developed in our group and was illustrated for an
oscillatory and a transient system75. Recently we used the approach for a
control analysis of the restriction point in the eukaryotic cell cycle190. For the
analysis the control coeﬃcients for each process are determined at fixed points
in the progression of the signal and in this way the summation theorems still
hold. The control coeﬃcients for the variables of the HH-model during the
progression through the AP are shown in Fig. 3.4 for n, m and h and in Fig. 3.5
for the membrane potential (V ). The values for the control coeﬃcients vary
strongly during the action potential with a switch in sign at the peak of the
respective variable. The control coeﬃcients have large values, reflecting the
high responsiveness of the system: at time points where the variables change
rapidly the control values are large. The summation theorems hold at each
time point, i.e. the sum of the control coeﬃcients for each variable add up
to zero. The distribution of the process control coeﬃcient profiles† is similar
for the V , m, and n variables while the control profile distribution for the h
variable is inversed. The control profiles are also somewhat similar in shape as
the m, h and V variables have two distinctive peaks. This might seem strange
as the variables are not directly linked to one another. In metabolic pathways
the intermediates of the pathway are linked via mass transfer through chemical
reactions, but that is not the case in the HH-model; in principle m, n and h
could be independent. On closer inspection of the rate equations, however, it
becomes evident that the α and β rate constants for m, n and h are functions
of the membrane potential. Thus, each perturbation leading to a change in
membrane potential will indirectly change m, n and h. In turn, these changes
in m, n and h aﬀect the ion channel conductivity and thereby the ion currents
and the membrane potential. This loop structure, where an initial perturbation
of the membrane potential leads to a further perturbation of the membrane
potential, forms the basis for the generation of the AP.
The intricate linking of all variables to the membrane potential via feedback
†Process control coeﬃcient profile refers to the shape of the graph as represented by the
dynamic control coeﬃcients determined throughout a percentage progression (see Fig. 3.4 as
example).
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Figure 3.4: Progression control profiles of the model processes on system
variables n (3.4a),m (3.4b) and h (3.4c). The respective variables are indicated
by the dashed lines and have been scaled by a factor of 20 for the sake of visual
clarity. Control coeﬃcients are shown for each process at points throughout
the progression of the respective variable (comparable to the progression of the
AP). Legend of the model processes are as indicated in Fig. 3.5.
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Figure 3.5: Progression control profile of the model processes on system
variable V . The variable V is indicated by the dashed line and has an oﬀset
of +77mV. The voltage oﬀset was chosen to maintain V at a positive value
to avoid artificial divergences due to the formalism of MCA in the calculation
of the control coeﬃcients. Control coeﬃcients are shown for each process at
points throughout the progression of the AP.
loops, makes it complicated to unravel the contribution of the individual
processes to the system behaviour. Nonetheless, such an analysis is possible
through model simulation. We demonstrate the mechanism of feedback via V
on the control profile of αn on n. The control profile of αn on n indicates an
overall negative control, which is counterintuitive since the model description
indicates that an increase in αn increases n. In overview, the eﬀect of an
increase in αn, increases n and the K current, causing a decrease in V .
This initial decrease in V feeds back to the rate constants of all the gating
particles aﬀecting their currents which in turn again aﬀects the V and αn
(as our example investigates the eﬀect of αn). If we want to understand
this counterintuitive control, we have to unravel the contributions of the
feedback loops. In order to do this, we need to analyse the system as a
hierarchical network, where local systems (termed components) for n, m and
h are connected via V , analysing the system on five consecutive levels. The
simulation results in Fig. 3.6 show the relative contribution of the diﬀerent
component feedback loops in determining the global eﬀect of αn on n.
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First, the local eﬀect of the perturbation is determined at a clamped voltage
(Voltage Clamped) so as to result in the direct eﬀect of αn on n only. In the
next analysis, the K current decreases the V which feeds back to and decreases
αn and increases βn; this eﬀect is reflected in the diﬀerence in the voltage
clamped and K current (n) component control profiles, as the K current (n)
profile causes the eﬀect on n to be decreased by the feedback eﬀect. The
next analysis considers the Na current (m) component, which decreases in
response to the initial decrease in V , in turn further decreasing (via a decrease
in V ) the eﬀect of αn on n. This eﬀect is reflected in the large negative
component, decreasing the eﬀect of αn on n even more. Next, the Na current
(h) is considered. The initial decrease in V results in an increase in Na current
(h) component (￿βhV ￿ 0), increasing (via an increase in V ) the eﬀect of αn on
n. This is reflected in the large positive component indicating an increase in
the eﬀect of αn on n. Lastly, the remaining contribution to the control profile
of αn on n is from the positive component of the Leak current. These four
current components, including the local eﬀect of αn on n, added together give
the total Combined currents eﬀect of αn on n (Fig. 3.6).
We have here indicated a way through which we can determine the
contribution/importance of the individual feedback loop components of the
HH-model in causing the observed systems behaviour.
3.3 Discussion
The mechanism behind the AP generation and propagation is well known:
the involvement of Na and K ion channels underlying the shifts in Na and
K ion concentrations which are responsible for the behaviour and shape of
the AP is well understood. Through the years, these and other channels
(such as calcium) have been characterised and a multitude of channel families
identified. The great variety in ion channel types in diﬀering types of neurons,
implies a range of channel kinetics underlying observed neuronal behaviour.
The AP characteristics of the HH-model and analyses done on this model, are a
representation of the channel dynamics of the squid axon. Many modifications
have been made to the original HH-model in order to describe more complex
neuronal behaviour. The HH-model is one of the most well-known and well-
studied models in neuroscience. Despite this, the relative contributions of
the model processes to the system behaviour have not been quantified. The
mathematical framework we used for this analysis is MCA, which entails the
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perturbation of system processes. The HH-model is well suited for the use
of MCA as the model is divided into distinct biological processes, which
can be perturbed. The combination of model and analysis tool deepened
our mechanistic understanding of the model and the mechanisms behind the
observed neuronal behaviour by allowing us to determine, both qualitatively
and quantitatively, the role of the processes in the observed neuronal behaviour.
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Figure 3.6: Relative feedback loop contribution to the progression profile of
Cnαn . The contribution of specific components (as indicated in the legend)
were determined through model simulation. In each case, (except for the
Voltage clamped component), the eﬀect of the V feedback on Cnαn of the
specified component only, was determined. A negative component contributes
to decrease the profile of Cnαn , whereas a positive component has a positive
contribution to the profile. The combined eﬀect of the loops are shown as
Combined currents. The inset is a magnification of the vertical axis to show
the relatively small Voltage Clamped, K current (n) and Combined currents
components.
In our analysis we determined on which of the AP properties MCA can
be performed and quantified the control of the model processes on the AP
height, threshold, firing frequency and propagation speed for which the control
coeﬃcients summed up to either 0 or 1. From the steady-state analysis
of the AP properties, we could identify patterns in process controls. For
instance, any process that would cause an increase in Na current (i.e. G¯Na, αm,
αh), would also cause the AP threshold to lower, and the peak, propagation
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speed and firing frequency to increase, in general, amplifying the AP. The
opposite pattern could be seen for the K channel. The strength of MCA,
when compared to traditional approaches such as sensitivity analysis, lies in
process perturbation: in MCA the processes of the system are perturbed. This
makes it possible to link the perturbation of model processes with experimental
perturbation. For instance, it has been shown experimentally that TTX
increases the neuronal firing threshold by reducing the number of working Na
channels188,189 and has a significant eﬀect on the neuronal firing pattern191.
This corresponds with our model analysis as the CC of the Na current on the
threshold and firing frequency indicates that a decrease in Na current causes
the threshold to increase and firing frequency to decrease (Table 3.1). As
the control coeﬃcients indicate (Table 3.1), it is not only the qualification of
process controls but also the quantification that makes MCA powerful.
We were able to express relations between the system properties (CCs) and
process properties (elasticity coeﬃcients). We used these relations, together
with inhibitor titrations (taken from literature), to calculate the control of
the Na channel on AP height and propagation speed and compared it with
our model simulation. Although the control coeﬃcients calculated from the
experiments (CAP peak
G¯Na
and Cpropagation speed
G¯Na
) do not compare very well with
those from the model simulation, they are still qualitatively the same. The
quantitative discrepancy is perhaps not too surprising, since the HH-model is a
core model and does not have a very detailed system description. Even more so,
the tissue that was used to determine the response coeﬃcients (Rpropagation speedTTX
and RAP heightTTX ), was the rabbit desheathed vagus nerve as opposed to the
squid giant axon and might account for the quantitative diﬀerence in control
coeﬃcients.
Apart from quantifying the controls on steady-state system properties, we
also determined the dynamic control profiles of each system process on the
variables in the system; n, m, h and V . The dynamic profiles were very
similar suggesting that the seemingly distinct variables (n, m and h) are in
fact linked. This proves to be the case as the α and β rate constants, directly
aﬀecting the m, n and h variables, are all functions of the membrane potential.
As an example of elucidating the role by the diﬀerent feedback mechanisms, we
used the high, counterintuitive negative control of αn on n. We determined the
relative contribution of the diﬀerent feedback loops via V which are responsible
for the observed resultant behaviour upon a process perturbation, as per our
example, the perturbation eﬀect of αn on n (Fig. 3.6).
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Apart from the loop contribution illustrated in Fig. 3.6, we also determined
the contribution as a percentage of the global eﬀect of αn on n. In order
to take into account the total eﬀect of the loop throughout the progression
profile, we used the integral of the specific components as it gives a more
accurate account of the total eﬀect of αn on n for the specific loop. We used
the integral for the complete system (the Combined currents) as the reference
value and normalised this to 100%. Note that this integral has a negative value:
the overall eﬀect of increasing αn on n is negative, a counterintuitive eﬀect.
Subsequently we expressed the contribution of each of the loops relative to this
reference value. The Voltage Clamped component has a contribution of -132%
of the Combined currents, indicating that αn has an overall positive eﬀect on
n in the Voltage Clamped system. Considering the K current (n) component,
it has a contribution of 84% of the Combined currents. This suggests that
the overall positive eﬀect of αn on n for the local Voltage Clamped system is
changed to a negative eﬀect if the feedback loop of V is added to the system.
The next component, Na current (m), has a large contribution of 3404% of
the Combined currents. This component would serve to decrease the eﬀect
of αn on n to a great extent. Considering the Na current (h) component,
it has a contribution of -1841% of the Combined currents and thus has the
opposite eﬀect of the Na current (m) component. Similarly, the Leak current
component has the opposite eﬀect of the Na current (m) component, with a
contribution of -1415% of the Combined currents. Together, the Na current
(m) and Leak current components largely cancel the eﬀect of the Na current
(m) component. It is evident that where the relatively large components would
cause a dramatic change in the eﬀect of αn on n, they cancel each other out
to a great extent so that most of the observed global eﬀect is brought about
by the K current feedback.
To the best of our knowledge, our method of model analysis resulting in
the qualitative and quantitative prediction of neuronal behaviour upon process
perturbation of the original HH-model has not been done. Through dynamic
progression control analysis we could elicit a deeper understanding of the HH-
model system and consequently determine the relative contribution of the
feedback loops to the eﬀect of a perturbation in the system. In addition, our
work provides a form of integration between the fields of SB and neuroscience
by using a SB tool (MCA) to analyse the processes controlling high-level
neuronal behaviour and gain further understanding of the HH-model.
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3.4 Methods
3.4.1 Action potential
Much of our understanding of the ionic mechanisms responsible for the
initiation and propagation of the AP comes from studies on the squid giant
axon by A. L. Hodgkin and A. F. Huxley in 1952. HH derived a set of
diﬀerential equations with which they were able to model the properties of
the AP with remarkable accuracy (Figs 3.1 and 3.2)1.
3.4.2 Extended models
Currently many models exist that incorporate many biological processes
in order to present the most accurate description of biological phenomena
possible. For neuronal models this might include a diverse array of Na and K
channel families or Ca channels or describe more complex neuronal signalling
through the use of branched systems.
3.4.3 The Hodgkin-Huxley model
Despite its simplistic nature, the HH-model (created in 1952) provides a fairly
accurate description of the AP and AP propagation and is still widely used
as a more simplistic model to describe neuronal behaviour. To establish the
HH-model, they used certain key experimental methods including a space and
voltage clamp1. They also measured individual ionic currents and determined
which ions were involved in the phases of the AP. Clamping the voltage
allowed them to measure ionic currents quantitatively. Their model is an
empirical approach to the kinetic description of excitable membranes and
accurately predicts the properties of APs. The HH-model mainly consists
of four diﬀerential equations. The main equation (Eq. 3.6) describes the
membrane as a non-linear electric circuit with I the total membrane current
consisting of the capacitive current and the ionic currents. Eqs 3.7-3.9 describe
the ion channels
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Im(t) = Cm
dV
dt
+ G¯Kn(t)
4 [EK − V (t)] + G¯Nam(t)3h(t) [ENa − V (t)]
+ G¯leak [ELeak − V (t)]− Iext(t), (3.6)
dn
dt
= fnV (t) [1− n(t)]− qnV (t) n(t), (3.7)
dm
dt
= fmV (t) [1−m(t)]− qmV (t)m(t), (3.8)
dh
dt
= fhV (t) [1− h(t)]− qhV (t) h(t), (3.9)
with a gating particle describing the K conductance (n) and two (m - activating
and h - inactivating) for Na. The Nernst equation incorporating the reversal
potentials is temperature dependent, thus rendering the voltage dependent
rate constant functions, f and q, temperature dependent. The constants have
been determined at a temperature of 6.3 ◦C and must be scaled with a Q10 of
3 for other temperatures1. Eqs 3.10-3.15 describe two rate constants for each
of the respective gating particles
fn = 0.01(V + 10)/(exp
V + 10
10
− 1), (3.10)
qn = 0.125 exp(V/80), (3.11)
fm = 0.1(V + 25)/(exp
V + 25
10
− 1), (3.12)
qm = 4 exp(V/18), (3.13)
fh = 0.07 exp(V/20), (3.14)
qh = 1/(exp
V + 30
10
+ 1). (3.15)
For reference, the first term of each of the gating particle equations (Eqs 3.7-
3.9) will be referred to as rate constants αn, αm and αh respectively, while the
second term of each equation will be referred to as rate constants βn, βm and
βh respectively.
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3.4.4 The propagating action potential
In the case of the propagated AP, Eq. 3.6 can be related to a partial diﬀerential
equation (PDE). Eqs 3.7, 3.8 and 3.9 remain unchanged. The PDE describing
the HH-model AP propagation requires the incorporation of a factor (K)
consisting of the radius of the axon a = 238 µ, the specific resistance of
the axoplasm R2 = 35.4 Ω cm and the capacity per unit area of membrane
Cm = 1 µFcm−2. This leads to the following relation of the membrane current
density:
I =
a
2R2
∂2V
∂x2
, (3.16)
with
K =
a
2R2Cm
(3.17)
and thus
K
∂2V
∂x2
+
∂V
∂t
=
1
Cm
￿−G¯Kn(x, t)4 [EK − V (x, t)]
−G¯Nam(x, t)3h(x, t) [ENa − V (x, t)]
−G¯leak [Eleak − V (x, t)] + Iext(x, t)
￿
. (3.18)
Eq. 3.6 is thus transformed into Eq. 3.18 (PDE). The HH-model was recon-
structed from the original publication1 using Mathematica 7.0.
3.4.5 Metabolic Control Analysis
In general
Cxvi =
￿
δx
x
￿
/
￿
δvi
vi
￿
. (3.19)
In our model vi refers to the system processes, consisting of the K-factor, Na
current, K current, Leak current, External input, αn, βn, αm, βm, αh and βh.
The system properties, referred to as x in Eq. 3.19, include the AP height,
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firing threshold, propagation speed and firing frequency. In turn, the value of
every system property was determined each time by making an up and down
perturbation in the system process to calculate the control coeﬃcient for the
specific system process, before continuing to the next process. For example, for
the AP height, we perturbed all ten processes to obtain the control coeﬃcient
for that specific process on the AP height:
CAP peak
G¯Na
; CAP peak
G¯K
; CAP peak
G¯Leak
etc.
and in the same manner for the firing threshold:
CthresholdG¯Na ; C
threshold
G¯K
; CthresholdG¯Leak etc.
The perturbation size was 0.01% in every case. Thus, it is possible to determine
the contribution that each system process has on a specific system property.
When all the steps of a system are simultaneously and equally perturbed,
the combined eﬀect of all the changes in system processes on the system
properties can be written as the sum of the individual eﬀects caused by each
change in a system process. This change in eﬀect can either sum to one or
zero. It is thus evident that the respective system processes share the control
of a system property and that some processes increase a property while others
decrease it. The summation theorems also prove that as conditions change in
the system, the distribution of control between the processes will vary within
the confines of the summation property.
In a steady-state system the flux control coeﬃcients of all the steps of a
metabolic system sum to one and is called the summation property of flux-
control coeﬃcients. This can be generalised as
n￿
i=1
CJi = 1, (3.20)
where n denotes the number of enzymes in the system. With respect to
a steady-state concentration, the control coeﬃcients of all the steps of a
metabolic system sum to zero and is called the summation property of
concentration-control coeﬃcients. It is generalised as
n￿
i=1
Csi = 0. (3.21)
Chapter 4
General discussion
In this thesis the following questions were addressed: 1) Can we apply MCA
to the AP and its propagation in the HH-model and if this is possible, 2) what
are the qualitative and quantitative contributions of the components of the
HH-model in describing the high-level behaviour of the AP?
This chapter will serve as a general discussion and refer to some of the
topics discussed throughout the thesis. We start with our approach to MCA
of the HH-model, whereafter the link to experimental perturbation and the
elucidation of the intricate mechanism of the HH-model is discussed. Following
this, whether the HH-model was constructed from a top-down or a bottom-up
approach will be addressed. Some ion channel mutations (channelopathies)
are then described and compared to model simulation. Lastly, MCA will be
used to identify possible drug targets to counter these mutations.
Firstly, to determine if the HH-model lends itself to MCA, we identified all
the discernable model components describing the neuronal system (see Section
3.2.1). While the respective ion channel currents were easily distinguishable,
we were unsure as to the division of the gating particle equations. The particles,
m, n and h do not have a mechanistic interpretation, but determine the
state of the ion channels. Such a state can be compared to for instance a
phosphorylation state of an enzyme and as such the f and q rate constants
could be related to kinases/dephosphatases. However, we termed the two
parts of the gating particle equations α and β rate constants and view them
as processes, leading to a total of ten components (six α’s and β’s, three ion
channels and the external stimulus). By perturbing all ten components equally,
we tested whether the summation theorems held for the system, thus defined.
Via the simulations the following theorems were obtained:
￿10
i=1C
AP peak
i = 0,
58
CHAPTER 4. GENERAL DISCUSSION 59
￿10
i=1C
threshold
i = 0,
￿10
i=1C
firing frequency
i = 1 and
￿11
i=1C
propagation speed
i = 1. The
results of this analysis, as discussed in Chapter 3, indicate that we can apply
MCA and we successfully quantified the control of the model components on
the following system properties: AP height, threshold, propagation speed and
firing frequency.
This also allowed our analysis to be extended to experimental work as
distinctive components are used in experimental perturbations. Through the
use of experimental inhibitor titrations from literature, we could calculate the
control of the sodium channel on AP characteristics and compare it with
control coeﬃcients derived from our model simulation. We also determined
the dynamic control profiles of the model components on the system variables.
The similar control profiles of the system variables led to further investigation,
resulting in the identification and quantification of diﬀerent feedback loops
via the membrane potential when eﬀecting a component perturbation. The
linking of all the system variables to one another via the membrane potential
is indicative of the intricate feedback loops in the HH-model (and the biological
system).
A model can be constructed using a bottom-up or top-down approach or
even a combination of both, as is often the case. In their experiments, HH used
the voltage clamp technique to measure changes in ionic conductance and
identified both ionic species responsible for the mechanism behind the AP,
namely sodium and potassium. With these measurements they constructed
their model, which could reproduce the observed behaviour of the AP. This
would indicate that they used a bottom-up approach. In addition, they could
validate their model with the observed behaviour of the AP, which their
model reproduced. At the time, however, membrane ion channels were not
known to exist; HH were not able to use the specific kinetic characteristics
of the ion channels, but rather only observed the changes in conductance,
i.e. constructing the model equations by fitting them onto the observed ionic
conductances. Thus one can argue that it was a top-down approach to model
construction. Top-down approaches usually coincide with a hypothesised
mechanism of the action of the system if the exact mechanism is not known. In
this case, HH hypothesised a mechanism of ion channel gating. Interestingly,
their equations of the mechanistic description of the sodium and potassium
channel gating particles coincide with the number of respective biological
channel subunits (see Eqs 2.20 and 2.21). We propose that it comes down
to a matter of perspective, depending on the definition of component data
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and observed model behaviour; we are inclined to believe that observed
conductance changes and high-level behaviour (such as AP propagation speed)
are further removed from one another than (unknown) channel characteristics
and the related observed conductance changes. Therefore, although we might
see the HH-model as a combination of approaches, we believe it to be
constructed more from a bottom-up approach, as opposed to top-down. In
general, it is becoming more feasible to construct models using a bottom-up
approach, as a wealth of component data has become available in the last
couple of years due to advances in measurement technology, for instance.
In neuroscience, these advances mean that many of the mechanisms behind
the so-called channelopathies that lead to pathological behaviour of the AP,
such as epilepsy, have been characterised in literature. It has been shown that
one of the general mechanisms responsible for this behaviour is a decrease in
firing threshold resulting in an increase in firing frequency.
Considering the Na channel mutations, an increase in Na channel activation
and a decrease in Na channel inactivation specifically lead to a decrease in
threshold. From the MCA results, our model predicts that an increase in
Na activation (increase in αm) will decrease the firing threshold (Cthresholdαh =
−6.078; Table 3.1). On the other hand, a decrease in Na inactivation (increase
in αh) will decrease the firing threshold (Cthresholdαm = −0.670; Table 3.1). Both
these predictions correspond with experimental results of the mutations as
discussed in Chapter 2 (Section 2.7)184.
Considering the K channel mutation, it has been shown that a reduction
in K current leads to the decrease in firing threshold and consequent increase
in firing frequency. Once again, our model indicates a decrease in K current
would result in a decrease in threshold (CthresholdG¯K = 2.401; Table 3.1), i.e. also
corresponding with experimental results183.
Shifting focus to the firing frequency, our model predictions of the Na
activation particle on the firing frequency, shows an increase in activation
leading to an increase in frequency (C frequencyαm = 1.491; Table 3.1). Also, a
decrease in Na inactivation (increase in αh) leads to an increase in frequency
(C frequencyαh = 0.291; Table 3.1), corresponding with experimental results
184.
Considering the K channel, a decrease in K conductance will lead to an increase
in firing frequency (C frequency
G¯K
= −0.623; Table 3.1) and is also experimentally
supported (Section 2.7)172,173. All our simulation results correspond well with
the changes caused by the mentioned mutations.
Given that the physiological eﬀect of mutations is known, together with our
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quantification of the biological neuronal component control on AP behaviour,
we went a step further to pinpoint drug targets. Considering the SCN2A
(L1563V) mutation as example, the control profile of the firing frequency
suggests various possible targets that could counteract the change caused by
the mutation. In view of the physiological result of the mutation (increase
in firing frequency), an intuitive counter-target would be one that has a
high control on the frequency, such as a decrease in Na current through the
Na channel or an increase in K current through the K channel (Table 3.1).
Pharmacological studies confirm that drugs such as Lignocaine and Phenytoin
act by blocking the Na current and are eﬀective anti-epileptic drugs (AEDs)192.
Considering the KCNQ2/3 mutation, the control profile of the firing frequency
suggests an intuitive counter-action to the increase in frequency to be an
increase in K current through the K channel, or a decrease in Na current
through the Na channel. K channel openers, like Retigabine, have been shown
to be an eﬀective agent in increasing K current through the channel and
is an eﬀective AED in treating benign familial neonatal infantile syndrome
(BFNIS)193–195.
As an illustration of the results of the mutations and subsequent treatment
with AEDs, AP firing frequency profiles were simulated for the L1563V and
R21W mutations (results not shown). When a continuous stimulus of 12mV
is introduced, a normal (unperturbed) AP firing frequency of 0.1903Hz is
produced. When mimicking the L1563V mutation (inserting a linear multiplier
in the equation which describes the Na activation) causing an increase in Na
activation (for instance 10% increase), there is a 14.91% increase in firing
frequency (increased to 0.2187Hz). Countering these eﬀects by perturbing an
identified “drug target”, would require a 26.37% decrease in G¯Na resulting in a
12.98% decrease in frequency, returning to 0.1903 Hz. Also, when mimicking
the R214W mutation (inserting a linear multiplier in the term describing the K
conductance) causing a decrease in K conductance, (again 10% decrease), there
is a 6.23% increase in firing frequency (increased to 0.2021Hz). Perturbing the
counter “drug target” to counter this eﬀect would require a 9.41% increase in
G¯K) resulting in a 5.86% decrease in frequency, returning to a normal frequency
of 0.1903 Hz. Apart from the qualitative aspects, the power of our analysis
lies in the quantitative prediction of these drug targets to counter the eﬀects
of toxins or mutations. If one were to determine the extent of inhibition of
one of the components, for instance via an inhibition titration (as reported for
TTX inhibition of G¯Na), one could calculate the concentration of drug that
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would be needed to counter a specific disease pattern.
We performed MCA on the AP and its properties and compared the
control of the Na channel on the AP peak and propagation speed of our
model simulation to that of experimental work. We used dynamic progression
control analysis to elicit a deeper understanding of the HH-model system and
consequently quantified the relative contribution of the feedback loops to the
eﬀect of a perturbation in the system. Through our model analyses, we have
managed to bring the two separate fields of computational neuroscience and
SB closer together by using MCA, a SB tool to analyse one of the oldest and
most widely used models in neuroscience.
Lastly, in terms of future work, this analysis approach can be applied to
any model that lends itself to MCA (as discussed in this thesis). Naturally, if
this analysis were to be performed on a model with a more detailed biological
description, the quantitative predictions would be even more valuable than
that obtained from the HH model. A more detailed neuronal model coupled
with the quantitative framework of MCA could be especially important to
counter a specific disease pattern or toxin.
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