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Abstract
Let p denote a prime, and K a ﬁeld of characteristic prime to p and containing the pth
roots of unity. For p equal to 3 and 5, the author ﬁnds a scheme Tp and a family of genus
one curves over Tp such that any genus one curve deﬁned over the ﬁeld K of index p whose
Jacobian elliptic curve E has E[p](K) = E[p](K) is isomorphic to a curve lying over a K-
point of Tp . The author then relates the explicit presentation of such families to the program
of descent on elliptic curves.
© 2005 Published by Elsevier Inc.
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1. Introduction
In [14], the author proved that the existence of models of certain genus one curves
is equivalent to the triviality of a norm symbol. As a natural next step, one can start
with a trivial norm symbol and ﬁnd a corresponding explicit model. In this paper we
in fact ﬁnd families of genus one curves which live over the “generic trivial norm
symbol;” as we will see, this is in some sense as close as we can come to ﬁnding a
moduli space for genus one curves with ﬁxed index and ﬁxed Jacobian.
Such models can be used in performing n-descent for an elliptic curves E deﬁned
over a ﬁeld K which has E[n](K) = E[n](K). In particular, this paper gives families
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of genus one curves for special cases when n = 3 and 5; also included are explicit
versions of another related map used in descent.
A few remarks are warranted. First, 2-descent over Q is completely known and
implemented for the computer even without assuming rationality of 2-torsion points;
see John Cremona’s “mwrank” program and [5], based on the methods explained in [2].
For complete 2-descent over a general number ﬁeld see [19]. An algorithmic method
for performing part of p-descent with no rationality assumption and which generalises
to some higher genus cases can be found in [21] and is discussed further below. Even
with the above references in mind, there is still work to be done; loosely speaking,
when there is nontrivial 2-torsion in I, 2-descent is not effective, but 3-descent may
be, if the 3-torsion of I is trivial. Therefore it is useful to have two primes completely
understood, or maybe more if possible.
When descent was originally developed, it was intended that one would perform
prime power descent for a ﬁxed prime; thus the natural choice after 2-descent is 4-
descent. In [3], it is explained how to see if a 2-covering can be lifted to a 4-covering,
by showing how to compute the Cassels–Tate pairing. However, it is not easy to do
in practice and when it shows that a lift is possible it does not deal with the practical
questions concerning explicit models for the resulting 4-coverings and ﬁnding rational
points on them. For an account of the state of 4-descent through 1996, see [12].
Currently, Womack and Cremona [6] are extending results from Womack’s thesis [22]
to work out a deﬁnitive theory of minimal models for locally soluble 4-coverings.
Womack’s thesis has been implemented in Magma 2.11, and, when combined with
appropriate reduction techniques and Noam Elkies’ LLL/p-adic point search techniques
[8], provides a feasible way to search for rational points on the locally soluble 4-
coverings.
A genus one curve of order dividing a positive integer n always has a line bundle
of degree n2, so an embedding (by a full linear series) in Pn2−1. The theorem in [14]
explains when such a curve has in fact a line bundle of degree n, in other words an
embedding (by a full linear series) in Pn−1. When n = 3 this is the difference between
cubic curves in P2 and intersections of quadrics in P8, which is computationally
signiﬁcant. When n = 5 the difference is even more stark. Since all elements of
Selmer groups of elliptic curves have these smaller degree line bundles, the curves we
ﬁnd are sufﬁcient to perform n-descent.
Next, we know that no elliptic curve has full 3 or 5 torsion over Q, by the Galois
equivariance of the Weil pairing. Therefore the models we develop in this paper for
performing 3-descent and 5-descent only apply over larger number ﬁelds. However it
is still an interesting question to perform descent in this case in order to determine, on
the one hand, the Mordell–Weil rank over a ﬁnite extension of Q, thus bounding the
Q-rank, and on the other hand, the size of I over a ﬁnite extension of Q, although
this does not bound the size of I[n] over Q.
In [21], there is an algorithm which, given the Weierstrass equation for an elliptic
curve, locates the p-torsion of its Selmer group (for a prime number p) as a subgroup
of an arithmetic object over the baseﬁeld. There are many cases where just computing
the size of the Selmer-group, together with a naive search for generators on the elliptic
curve, sufﬁces for ﬁnding a maximal independent set of points on elliptic curves. In
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that situation, one usually still says that the Mordell–Weil rank has been successfully
determined using a “descent”. In these situations, one does not need models of the
homogeneous spaces. In fact, for higher-dimensional abelian varieties, this is the only
technique that is applicable to any generality.
However, the algorithm in [21] does not give models for the corresponding curves, a
key ingredient in descent when the naive approach outlined above fails. To some extent,
this paper complements that approach: we do not attempt to locate the Selmer group
per se (although the period–index obstruction is one that, as was mentioned above, is
trivial for Selmer elements), but we do give models for all curves sitting inside an
analogous arithmetic object. Collaborative work is currently in progress [7] to utilise
the results of [21] and, to some extent, to generalise the techniques we use here, to
explicitly perform 3-descent on E (in Weierstrass form) without any assumptions of
rationality of the 3-torsion points of E.
Finally, just ﬁnding a model of the homogeneous space is probably not going to
aid in ﬁnding rational points, unless one is able to “reduce” the model, i.e., ﬁnd an
isomorphic model with small coefﬁcients. A relevant reduction theory is also being
worked out in [7] at least for cubics.
2. Modeling genus one curves: sampling spaces
For elliptic curves, as well as for curves of higher genus, the usual moduli space
constructions rely on the existence of a standard model of the curve in a ﬁxed projective
space. By contrast, not all curves of genus one over K have a smooth model in P2K ,
or, in fact, in projective space of any given dimension. The smallest integer n such that
a genus one curve C has a line bundle of degree n (and so can be embedded normally
in Pn−1K if n3) is called the index of C. If we ﬁx a number ﬁeld K and vary C, the
index is unbounded [16].
2.1. Models
Let K be a ﬁeld, and denote by GK its absolute Galois group. Fix an elliptic curve
E over K and an integer n2.
Deﬁnition 1. With respect to the data (E, n) as above, deﬁne the category C(E,n) as
follows. An object of C(E,n) is a pair (C,L) where C is a smooth genus one curve over
K whose Jacobian elliptic curve J (C) is isomorphic to E, and where L is a degree
n line bundle on C, i.e. an element in Picn(C)(K). A morphism between two objects
(C1,L1) and (C2,L2) of C(E,n) is a K-isomorphism from C1 to C2 which pulls back
L2 to L1.
Remark. We distinguish between the functor Picn(C) (taking a K-scheme S to the set
of degree n line bundles over C ×K S) with its corresponding coarse moduli scheme
Picn(C): a K-point of Picn(C) corresponds not to an actual degree n line bundle over
C but rather to a GK -equivariant (degree n) divisor class. The difference between
372 C. O’Neil / Journal of Number Theory 112 (2005) 369–385
these two notions is of essential importance and will be more thoroughly examined in
Section 3.
Given a pair (C,L) as above, ﬁx a basis for (L, C). With respect to this basis
there exists a vector space V of equations Fi in Pn−1 and an injective map of K-group
schemes  : E[n] → PGLn so that the equations Fi cut out the locus of the map
C → P((L, C))Pn−1 and such that the for T ∈ E[n](K), (T ) ∈ PGLn(K) gives
the automorphism “translation-by-T” on C as a subvariety of Pn−1. In particular, the
image of E[n] in PGLn ﬁxes the variety deﬁned by the Fi .
Example. When n = 3, the vector space V is just 1-dimensional, generated by a cubic
equation for the curve C, and in this case the “translation-by-T” for a three-torsion
point T is given by an element of PGLn(K(T )). For n4, V is n(n−2)2 -dimensional
and consists of quadrics (an easy generalisation of [10, Proposition IV.2.1]).
Deﬁnition 2. With notation as above, a model of the pair (C,L) is the pair (V , ).
Remark 3. A model for (C,L) depends on the choice of basis for (L, C). Therefore
the “space of models” for the pair (C,L) is a GLn-torsor over the category C(E,n).
Now let C be the category of schemes of ﬁnite type over K. For any scheme S of C,
we can deﬁne the category C(E,n)(S) of pairs (C → S,L) where C → S is a projective
ﬂat morphism whose ﬁbers are smooth genus one curves and L is an invertible sheaf
on C of degree n and whose morphisms are isomorphisms compatible with the line
bundles. From [13, Remark A, p. 126], we see that we automatically get a closed
immersion of C into P(∗(L)) over S. Moreover, when S is a ﬁeld or the spectrum
of a local ring, P(∗(L)) is isomorphic to Pn−1S once we have chosen a basis of the
module of global sections of the sheaf L.
The association H : S 
→ C(E,n)(S) is a functor of groupoids. We will actually be
working with a slightly coarser concept, arising from the period–index obstruction map.
This map, denoted by Ob, will be studied in Section 3. In anticipation, we have the
following deﬁnition:
Deﬁnition 4. Deﬁne HOb to be 0(H), which sends the scheme S ∈ C to equiva-
lence classes of objects (C → S,L) of C(E,n)(S), where two objects are in the same
equivalence class when there is a morphism in C(E,n)(S) between them.
Our goal is to ﬁnd an efﬁcient family of models living over the functor HOb. To
this end we introduce the notion of sampling spaces.
2.2. Sampling spaces
Deﬁnition 5. An arithmetic object is a functor from C to the category of sets.
For example, any scheme X ∈ C gives rise to its functor of points. This associated
functor will also be denoted by X. A natural transformation of functors is the natural
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analog to a morphism of schemes; indeed if we are given X, Y ∈ C and a morphism
f : X → Y, then their associated functors will have a natural transformation, also
denoted by f.
Deﬁnition 6. A sampling space for an arithmetic object H is a pair (T ,) where
T ∈ C and  is a natural transformation from the functor associated to T to H which is
required to be surjective on L-points whenever L is a ﬁnite extension of K. In particular
this implies that the map T (K)→ H(K) is surjective.
When an arithmetic object H is a representable functor, then its sampling space
can be taken to be the corresponding ﬁne moduli scheme. However, if H is not rep-
resentable, sampling spaces are an alternative to coarse moduli schemes that trade
efﬁciency for completeness. Sampling spaces live above our functor (i.e. map to H)
and lose no arithmetic information. By contrast, coarse moduli schemes live below
their functors and do lose arithmetic information. The difference between the dimen-
sion of a sampling space for H and the dimension of a coarse moduli scheme for
H, if both exist, can be viewed as an arithmetic “bloating factor,” i.e. the number
of extra parameters that one needs to, say, program a computer to completely list
all arithmetic objects of a given type. A good example is given by the functor E ll
which associates to S ∈ C the elliptic curves over S up to isomorphism. The coarse
moduli scheme for E ll is the j-line, a curve. However, to actually list all elliptic
curves over Q (up to isomorphism), one needs both the j-invariant and a separate
parameter to take into account all the quadratic twists of a ﬁxed elliptic curve. It
is not hard to see that this forces any sampling space for E ll to have dimension at
least 2. For more on sampling spaces, see [15].
Remark 7. A sampling space for an arithmetic object H comes endowed with a “tau-
tological object,” (e.g. if H = HOb, a genus one curve over T and a line bundle). To
obtain this tautological object, we take the identity map on the sampling space T to
(IdT ), which will be an element in H(T ).
With the above discussion in mind, our goal is to explicitly ﬁnd an efﬁcient sampling
space (and its tautological object) for HOb with respect to the data (E, n) over the base
ﬁeld K. The dimension of our sampling space T will roughly determine the efﬁciency
of a computer package that would search through curves in the tautological object
over T .
3. The period–index problem
Let K be a ﬁeld, n an integer prime to the characteristic of K, and E an elliptic
curve over K. Denote by GK the absolute Galois group of K. We have a well-known
exact sequence
1 → E(K)/nE(K)→ H 1(K,E[n])→ H 1(K,E)[n] → 1.
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By Theorem 3.6 of [18, p. 291], the group H 1(K,E) in the above sequence para-
meterizes principal homogeneous spaces of the elliptic curve E. We typically denote
a principal homogeneous space by C. The period of C is the exact order of C as an
element of H 1(K,E). Equivalently, the period of C is the smallest positive integer
n so that there exists a K-rational point on PicnC(K). The index of C is the smallest
integer d so there is a K-rational divisor of degree d on C. Equivalently, the index
is the smallest degree of a ﬁeld extension L over K so that C(L) = ∅. The classical
period–index question is to determine when the period equals the index. This question
can be generalised to abelian varieties (see [11]). In [14], this question was slightly
reﬁned. Instead of asking whether a given homogeneous space C has its period equal
to its index, one lifts C to a diagram involving C (see below) and asks whether the
diagram has period equal to index. A given C therefore may lift in different ways and
give different answers. Finally, the classical period–index problem can be restated, is
there a lift of C which has period equal to index?
By Proposition 2.2 of [14, p. 3], the middle group H 1(K,E[n]) parameterizes dia-
grams C → S where C is a period n principal homogeneous spaces of the elliptic curve
E as above, and where S is a Brauer-Severi variety of dimension n−1. These diagrams
are twists of a ﬁxed “base diagram” E → Pn−1, given by the divisor n · OE. In the
above exact sequence, the map from the middle group to the right group is the forget-
ful map sending C → S to C. There is also another forgetful map, namely the map
sending C → S to S, which is a quadratic map from H 1(K,E[n]) to H 1(K,PGLn) =
H 2(K,Gm) and is called the period–index obstruction map, or Ob. The obstruction is
trivial exactly when S is isomorphic over K to Pn−1, and in this case we say that the
diagram C → S has its period equal to its index.
Assume now that there exists an GK -equivariant isomorphism E[n]Z/nZ×Z/nZ,
which induces (via the Weil pairing) H 1(K,E[n])K∗/K∗n ×K∗/K∗n. The period–
index obstruction for an element (a, b) ∈ H 1(K,E[n]) can be identiﬁed [14, Proposition
3.4, p. 6] as the “norm symbol” or the generalised Hilbert symbol (a, b)Hilb,n. This
symbol is trivial exactly when b is in the image of the norm map from the ﬁeld K()
to K, where  is chosen such that n = a.
4. A sampling space for HOb for any odd n when A = Z/nZ× Z/nZ
Let K be a ﬁeld whose characteristic is prime to n. Assume we have a ﬁxed primitive
nth root of unity  ∈ K. Fix An = Z/nZ×Z/nZ with the pairing en((a, b), (c, d)) =
ad−bc. Note that an elliptic curve whose n-torsion is isomorphic to An corresponds
to a point of the modular curve X(n), so in some sense we are working over X(n).
However, it is enough to ﬁx one elliptic curve E with n : AnE[n].
Deﬁne the K-algebra Ka = K[x]/(xn − a). Deﬁne as usual the trace and norm
maps T r : Ka → K and N : K∗a → K∗. It is not hard to see that the norm symbol
(a, b)Hilb,n is trivial exactly when b is in the image of the norm map from the algebra
Ka to K. Deﬁne the scheme
Tn = Proj(K[a, a−1,0,1, . . . ,n−1,N()−1]).
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Here N() denotes the norm of the element  =∑n−1i=0 ixi ∈ Ka. This is a polynomial,
homogeneous of degree n in the i , depending on a but not on a choice of nth root
of a. Thus a K-point of Spec(K[a, a−1,0,1, . . . ,n−1,N()−1]) is a choice of an
invertible element a and an invertible element  ∈ Ka. We can view this as a graded
ring, where we endow each i with weight 1 and a with weight 0. A K-point of Tn
will then be an invertible element a and an invertible element  ∈ Ka modulo K∗. It
is not hard to see that for any scheme S of ﬁnite type over K we have a functorial map
T (S)→ H 1
e´t
(S,n × n) which is trivial after composing with the obstruction map to
H 2(S,Gm). Thus we have proved the following theorem:
Theorem 8. A sampling space for HOb with respect to the data (E	, n,An, n) over
the base ﬁeld K is given by Tn, a scheme of dimension n over K.
The remainder of this paper will be devoted to explicitly computing the tautological
genus one curve families lying over T3 and T5.
5. The tautological family over T3
Let K be a ﬁeld of characteristic prime to 3. Assume there exists a primitive third root
of unity  ∈ K∗. Deﬁne the elliptic curve E	 given by the cubic X3+Y 3+Z3+	XYZ
with origin OE	 = (1;−1; 0). Here we ﬁx A3 = Z/3Z × Z/3Z with the pairing
e((a, b), (c, d)) = ad−bc and we ﬁx 3 to take (1, 0) to the point (1;−; 0) and to
take (0, 1) to the point (0; 1;−1). The curve E	 is the universal elliptic curve over
X(3). Now let E be any elliptic curve over the ﬁeld K such that E[3](K) = E[3](K).
The curve E is then isomorphic to the elliptic curve E	 for some 	 ∈ K. We will
choose such a 	 and the cubic E	 will serve as our “base diagram.”
We want to explicitly deﬁne the (tautological) genus one curve family lying over T3.
We start with a pair (a,) ∈ K∗ ×K∗a . Write  = 0+1x+2x2, for i ∈ K. Deﬁne
b ∈ K∗ to be the image of  under the norm map N. Let u = /
(), where 
 is
a linear K-action of Ka taking x to 3x. Note that u only depends on the class of 
modulo the action of Gm,K. Finally, deﬁne
Ma,n =


0 1 0 . . . 0
0 0 1 . . . 0
...
...
...
...
0 0 0 . . . 1
a 0 0 . . . 0

 and Dn =


1 0 0 . . . 0
0 n 0 . . . 0
...
...
...
...
0 0 0 . . . 0
a 0 0 . . . n−1n

 .
Theorem 9. The curve C(a,) is given by
(T r(u)+ 	) (a2X3 + aY 3 + Z3)+ 3 T r(u) (aX2Z + aY 2X + Z2Y )
+3 T r(2u) (aX2Y + Y 2Z + Z2X) + 3 (2a T r(u)− 	a)XYZ = 0.
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Proof. By results in [13], the “base diagram” E → P2 induces an injective group
scheme morphism E[n] → PGL3; that is, the action on E of translation by a 3-torsion
point T ∈ E[3](K) can be represented as an element of PGL3(K). Next, if C is
represented in H 1(G,E[3]) by the pair (a, b) which depends on a chosen basis 〈S, T 〉
then the determinants of the matrices representing “translation by S” and “translation
by T” are a and b, respectively. Moreover the Weil pairing is given by the commutator
of lifts to GL3(K). In fact the period–index obstruction for the pair (a, b) can be
identiﬁed with the cyclic algebra 〈x, y|x3 = a, y3 = b, xyx−1y−1 = 〉. This algebra
is trivial in the Brauer group exactly when it can be embedded in GL3(K). Such an
embedding will give us the map  from Deﬁnition 2.
With that in mind, deﬁne (S) = MS to be the matrix Ma,3 and (T ) = MT to be
the matrix D3 [0I + 1MS + 2M2S ], if  = 0 + 1+ 22. We will search for the
model for C ↔ (a,) by ﬁnding cubics which are invariant under the image of . The
determinant of MS is a, the determinant of MT is b, and the commutator [MS,MT ]
is I. A cubic which is invariant under the action of MS but with no ﬁxed points must
be of the form
F = A (a2X3 + aY 3 + Z3)+ B (aX2Z + aY 2X + Z2Y )
+C (aX2Y + Y 2Z + Z2X) + 3DXYZ = 0.
This is because MS acts linearly on the 10-dimensional space of cubics. There are
three eigenspaces of dimensions 3, 3, and 4, and the ﬁrst two have zeroes at the ﬁxed
points of MS , whereas the last eigenspace does not and is generated by the above four
cubics.
On the other hand we also insist that F be invariant under the action of MT . To ease
computations we introduce the following notation: ﬁx eigenvectors vi = (1, i , 22 i )
of MS, for some  ∈ Ka such that 3 = a. Then MSvi = ivi . The four coefﬁcients
A,B,C, and D are linear combinations of F(v0), F (v1), F (v2), and T (v0, v1, v2),
where T is the trilinear form associated to F, as follows:


F(v0)
F (v1)
F (v2)
T (v0, v1, v2)

 =


3a2 3a5/3 3a4/3 3a
3a2 3a5/32 3a4/3 3a
3a2 3a5/3 3a4/32 3a
18a2 0 0 −9a




A
B
C
D

 .
Now it is easy to see how MT acts on the F(vi):
FMT (vi) = F(MT vi) = F(D [0I + 1MS + 2M2S ]vi)
= F(D (0 + 1i + 222 i )vi) = F(
i ()Dvi) = 
i ()3F(vi+1).
Similarly,
T MT (v0, v1, v2) = T (v1,
()v2,
2()v0) = b T (v0, v1, v2).
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The fact that F is invariant under the action of MT is equivalent to the projective
point P = (F (v0);F(v1);F(v2); T (v0, v1, v2)) being ﬁxed by MT . We have seen that
MT (P ) = (3F(v1);
()3F(v2);
2()3F(v0); b T (v0, v1, v2)). For some  = 0 we
have F(v1) = 3F(v0) and F(v2) =

2()3
 F(v0). Moreover, the Jacobian of the above
curve is (see [13]):
X3 + Y 3 +
2∏
i=0
F(vi)Z
3 + T (v0, v1, v2)XYZ = 0,
in other words
X3 + Y 3 + F(v0)
3
2()3
3
Z3 + T (v0, v1, v2)XYZ = 0;
setting F(v0) = 
2() (note that F(v0) = 0 because F has no ﬁxed points under the
action of MS) and renaming T (v0, v1, v2) = 	, the Jacobian is exactly E. Note that

(F (vi)) = F(
(vi)) = F(vi+1), so F(v1) = 
() and F(v2) = 

2()

() . To ﬁnish the
proof, we need to invert the above matrix to ﬁnd the coefﬁcients A,B,C, and D in
terms of the F(vi)′s and T :


A
B
C
D

 = 127a2


1 1 1 1
3 3 32 0
32 322 32 0
2a 2a 2a −a




F(v0)
F (v1)
F (v2)
T (v0, v1, v2)

 .
We can ignore the factor of 127a2 , since we are working projectively. Then A =
F(v0) + F(v1) + F(v2) + T (v0, v1, v2) = 
2() + 
() + 

2()
 + 	 = T r(u) + 	, and
similarly for the other coefﬁcients. 
6. The tautological family over T5
Let K be a ﬁeld. Assume char(K) = 5. Fix a primitive ﬁfth root of unity  ∈ K∗.
Deﬁne E	 to be the elliptic curve given by the equations 	x2i +	2xi−2xi+2−xi−1xi+1 =
0 for i between 0 and 4 and whose origin is given by OE = (	;−1; 1;−	; 0). Now we
ﬁx A5 = Z/5Z×Z/5Z with the pairing e((a, b), (c, d)) = ad−bc and we ﬁx 5 to take
(1, 0) to the point (	;−; 2;−	3; 0) and to take (0, 1) to the point (0; 	;−1; 1; 	).
The curve E	 is the universal elliptic curve over X(5). Now let E be any elliptic curve
over the ﬁeld K such that E[5](K) = E[5](K). The curve E is then isomorphic to the
elliptic curve E	 for some 	 ∈ K. We will choose such a 	 and the above model for
E	 will serve as our “base diagram.”
378 C. O’Neil / Journal of Number Theory 112 (2005) 369–385
We want to explicitly deﬁne the (tautological) genus one curve family lying over
T5. We start with a pair (a,) ∈ K∗ ×K∗a . Write  =
∑4
i=0 ixi , for i ∈ K. Deﬁne
b ∈ K∗ to be the image of  under the norm map N. Deﬁne u to be the point of
/
(), where 
 is a linear K-action of Ka taking x to x. Note that u only depends
on the class of  modulo the action of Gm,K.
Our ﬁrst goal is to ﬁnd a model for the curve C(a,) (see Deﬁnition 2). As in
the case n = 3 we will ﬁx  as follows: (S) = MS = Ma,5 and (T ) = MT =
D5 ·
(∑4
i=0 
iMis
)
. As before we will search for the model for C ↔ (a,) by ﬁnding
the vector space Va, of quadrics which is invariant under the image of . Note this
vector space will give us our model (in other words, the model only depends on ,
not on V); modifying a diagram C → Pn−1 by an element of PGLn(K) has the effect
of conjugating MS and MT . Since the group generated by MS and MT (a twist of the
Heisenberg group) is its own centraliser, there is no non-trivial modiﬁcation.
Our goal in this section is to determine Va,.
Deﬁnition 10. Deﬁne, for i = 0, . . . , 4, vi to be points in A5K such that MSvi = ivi .
In particular we see that 
(vi) = vi+1.
Deﬁnition 11. Deﬁne the action of a matrix M on a function f to be such that fM(x) =
f (Mx). Then fM1M2 = (fM1)M2 .
Lemma 12. With notation as above, we can choose a quadric Q ∈ Va, such that
Q(v0) = Q(v1) and such that 〈QMiS 〉i=0...4 forms a basis of Va,. Moreover, such a Q
is unique up to K-scaling. Therefore to determine Va, it sufﬁces to determine Q.
Remark. We are actually taking a ﬁxed quadric Q (not deﬁned up to a scalar), since
we need to make sense of the nonzero quantities Q(v0) and Q(v1).
Proof of Lemma 12. We can span Va, by translates of any K-rational quadric Q by
the action of powers of MS since the eigenvalues of MS acting on the space of quadrics
are the ﬁfth roots of a2, not deﬁned over K. Note that Q(vi) = 0 for all i since if
so we would have QMiS (vi) = Q(MiSvi) = 0 as well, in other words we would have a
point on C ﬁxed by MS, namely the projectivization of vi . Next, note that QMiS (v0) =
Q(MiSv0) = Q(iv0) = 2iQ(v0). Therefore if we replace Q by the quadric Q′ =∑4
i=0 aiQM
i
S , for ai ∈ K, then Q′(v0) = ∑4i=0 aiQMiS (v0) = (∑4i=0 ai2i)Q(v0),
and likewise Q′(v1) =∑4i=0 aiQMiS (v1) = (∑4i=0 ai2i2i)Q(v1). So in order to have
Q′(v0) = Q′(v1), we need to ﬁnd a =∑4i=0 ai2i so that Q(v0)/Q(v1) = 
(a)/a. This
is possible by Hilbert’s Theorem 90, since Q(v0)/Q(v1) = Q(v0)/
(Q(v0)) is in the
kernel of the norm map. Next, Q′ and its translates under MS also generate Va,. The
K-rational quadric Q′ is nonzero since its value at v0 is nonzero; by the above comment
its translates by powers of MS span Va,. Finally, such a Q′ is unique up to an element
of K, since if we had both Q and Q′ such that Q(v0)/Q(v1) = Q′(v0)/Q′(v1) = 1,
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we could write Q′ = ∑4i=0 aiQMiS for ai ∈ K to get Q′(v0)/Q′(v1) = a/
(a) ·
Q(v0)/Q(v1), i.e. we would have a = 
(a), or in other words a ∈ K. 
Our newly deﬁned goal is to ﬁnd Q as in Lemma 12. We will choose a matrix M
by which to modify Q as in Lemma 12 so that the coefﬁcients of QM are easy to
manipulate. Deﬁne M = (v0v1v2v3v4), a 5× 5 matrix deﬁned over K(). Then
QM(x) = Q(Mx) = Q
( 4∑
i=0
vixi
)
=
4∑
i=0
Q(vi) x
2
i +
∑
0 i<j4
B(vi, vj ) xixj ,
where B(w, v) = Q(w + v)−Q(w)−Q(v).
Deﬁne M ′S = M−1MSM and M ′T = M−1MTM. Then we have (QM)M
′
S = (QMS )M
and (QM)M ′T = (QMT )M. A calculation shows us M ′S = D5 and M ′T = M−11,5 ·
diag(,
(),
2(),
3(),
4()).
Next, note that by assumption MT ﬁxes Va,. Moreover, since MT is deﬁned over
K, the image of Q under the action by MT is again deﬁned over K. Thus there exists
i ∈ K such that QMT =
∑4
i=0 iQM
i
S . Acting on that equation by M we get (here let
Q′ = QM):
Q′M ′T =
4∑
i=0
iQ
′(M ′S)i .
Since we know the M ′T and M ′S explicitly, we can compute the left and right sides of
this equation and compare them.
Q′M ′T (x) =
4∑
i=0
Q(vi)
i−1()2 x2i−1 +
∑
0 i<j4
B(vi, vj )
i−1()
j−1() xi−1xj−1
and
Q′(M ′S)i (x) = 2i

 4∑
j=0
Q(vj ) 
2ji x2j +
∑
0 j<k4
B(vj , vk) 
ji+ki xj xk

 .
Proposition 13. For every i = 0, . . . , 4, Q(vi) = Q(v0), B(vi+1, vi−1) = B(v1, v4) ·∏i
j=1 
j−1
(
2

()
4()
)
, and B(vi+2, vi−2) = B(v2, v3) ·∏ij=1 
j−1 ( 2
2()
3()
)
.
Proof. We compare the coefﬁcient of x20 on both sides of the above equation. On the
left, we get Q(v1)2. On the right we get
∑4
i=0 i2iQ(v0). Deﬁne  =
∑4
i=0 i2i ,
then we have Q(v1)2 = Q(v0). On the other hand we have chosen Q as in Lemma
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12 so that Q(v0) = Q(v1) = 0. Therefore  = 2. We can determine the rest of the
Q(vi)
′s now since 1 = 
(Q(v1)
Q(v0)
) = Q(v2)
Q(v1)
etc. so all of the Q(vi)’s are equal to Q(v0).
Next, compare the coefﬁcients of x1x4: on the left we get B(v2, v0)
()
4() and
on the right we get
∑4
i=0 i2iB(v1, v4). In other words we have
B(v2,v0)
B(v1,v4)
= 2
()
4() .
Acting by 
 on both sides gives B(v3,v1)
B(v2,v0)
= 

(
2

()
4()
)
, so B(v3,v1)
B(v1,v4)
= 2
()
4() ·


(
2

()
4()
)
. We continue in this way. Similarly, comparing coefﬁcients of x2x3 on
both sides we get B(v3,v4)
B(v2,v3)
= 2
2()
3() and we ﬁnish by acting on both sides by 
 and
solving for B(vi+2,vi−2)
B(v2,v3)
. 
Now we have only to determine the three unknowns Q(v0), B(v1, v4), and B(v2, v3);
moreover, since we are actually working projectively, we only need to know two of
them, or more precisely it is adequate to know the ratios Q(v0)
B(v1,v4)
and Q(v0)
B(v2,v3)
. Recall
that E	 is the elliptic curve given by the equations 	x2i + 	2xi−2xi+2 − xi−1xi+1 for i
between 0 and 4 and whose origin is given by OE = (	;−1; 1;−	; 0).
Theorem 14. The Jacobian of Ca, is E	, where
	 = − Q(v0)
B(v2, v3)

3()
4()

()
.
Proof. By [13, Theorem 4.2, p. 37] the Jacobian of Ca, is given as EA given by the
quadratic equations x20 −x2x3+x1x4 = 0, x21 −x0x2+Ax3x4 = 0, x22 −x1x3−Ax0x4 =
0, x23 − x0x1 − x2x4 = 0, and Ax24 + x1x2 − x0x3 = 0 for a parameter
A =
4∏
i=0
Q(vi)
B(vi, vi+1)
.
Remark. This corrects a minus sign error in that paper, namely the coefﬁcient of x24
in the last equation above.
A calculation using Proposition 13 shows that the above A in this case is the ﬁfth
power of Q(v0)
B(v2,v3)

3()
4()

() . Finally, when A is a perfect ﬁfth power, say of −	, the
K-rational map diag(1,−	, 	,−1, 	−2) maps EA to E	. 
Lemma 15.
Q(v0)2
B(v1, v4)B(v2, v3)
= − 
2
()

3()
4(2)
.
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Proof. This follows from Lemma 4.3 of [13, p. 139] and using Proposition 13. Loosely
speaking, this is a condition on the intersection of ﬁve quadrics to form a smooth genus
one curve; note that ﬁve quadrics in general position do not intersect. 
Corollary 16.
B(v1, v4)
Q(v0)
= 	 · 

4()

.
We now have all of the coefﬁcients of Q′ in terms of Q(v0). We can divide out by
this non-zero term to get
Proposition 17. Let u1 = 
4() and u2 = 

3()
4()

() . Then Q
′ is given by
4∑
i=0
x2i + 	
4∑
i=0
xixi+2 · 
i+1u1 − 	−1
4∑
i=0
xixi+1 · 
i+3u2.
Finally, since Q′ = QM, we can recover Q as Q′M−1 . A calculation shows:
Theorem 18. Write
Q =
∑
0 i j4
aij xixj .
Then the aij are given as follows. For i = j we have
aii = T r
(
1
2i
)
+ 	 T r
( u1
2i
)
− 	−1 T r
( u2
2i
)
and for i = j we have
aij = T r
(
2
i+j
)
+ 	 T r
(
(i−j + j−i ) u1
i+j
)
− 	−1 T r
(
(2i−2j + 2j−2i ) u2
i+j
)
.
Remark. The question of solving “norm equations,” that is, developing an algorithm to
ﬁnd  as in the above theorem, has been studied extensively by Simon [20], discussed
in [4, Algorithm 7.5.15, p. 383], and implemented in Pari (website to be found at
http://pari.math.u-bordeaux.fr/).
7. Application: descent
Now let K be a number ﬁeld. We will brieﬂy introduce the theory of descent. For
a basic explanation and some examples, see [18, Chapter 10]. For more advanced
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approaches, see [5,21]. The basic exact sequence in elliptic curve descent theory is a
modiﬁcation of the above sequence (see [18, p. 297]):
1 → E(K)/nE(K)→ Seln(E)→I(E)[n] → 1.
Here I(E)[n] is the kernel of the natural map
H 1(GK,E(K))[n] →
∏
v
H 1(GKv , E(Kv))[n],
where the v range over all primes (including inﬁnite primes) of K.
A crucial fact that we will take advantage of is that the elements of Seln(E), which
a priori correspond to diagrams C → S, always have SKPn−1; in other words
elements of I(E) always have trivial period–index obstruction (for a proof see the
Remark [14, p. 3]).
The goal of descent is traditionally to measure the size of the left-most group of the
above diagrams, namely E(K)/nE(K). A direct attack using computers can often ﬁnd
points of this set but cannot prove that we have all of them. Thus we indirectly bound
this set by bounding the middle set and by (hopefully) knowing the size of the right-
most set. The program of descent can be split into two parts: ﬁrst, to determine the
image of elements of E(K)/nE(K) in the middle group Seln(E) via the left-hand map
above, and second, given an element x of the middle group, i.e. a diagram C → Pn−1,
to write down the equations of this open immersion. We have already performed the
second part. The remainder of this section will be devoted to explicitly computing the
ﬁrst map for each of the cases n = 3 and 5 where E[n](K) = E[n](K).
We will ﬁnd a pair of rational functions (fS,n, fT ,n) on E which when evaluated at
a point of E(K) gives its image in H 1(G,E[n])K∗/K∗n ×K∗/K∗n. By Corollary
1.1 in [18], the functions fS,n and fT,n satisfy div(fS,n) = n · (S) − n · (OE) and
div(fT,n) = n · (T ) − n · (OE) respectively; moreover, they can be chosen to satisfy
fS,n ◦ [n] = gnS,n and fT,n ◦ [n] = gnT,n for some rational functions gS,n and gT,n.
Lemma 19. The expansions of fS,n and fT,n with respect to a local parameter at
OE can be chosen to have leading coefﬁcients which are perfect nth powers, i.e. so
fS,n = atn + · · · and fT,n = btn + · · · where both a and b are perfect nth powers and
where t ∈ OE,OE is a parameter in the local ring at OE. Here “· · ·” refers to “higher
order terms.”
Proof. First we prove that locally the expansions look like:
fS,n = a
tn
+ · · · , gS,n = c
t
+ · · · , and t ◦ [m] = d · t + · · · .
The ﬁrst is because we know fS,n has a pole of order n at OE, the second because
gS,n has a simple pole at OE; in fact div(gS,n) =∑mPi=S(Pi)−∑mQi=O(Qi), and
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since the characteristic of K does not divide n, we get only one copy of OE on the
right. Finally, t ◦ [m] has a simple zero at OE since [m]OE = OE and [m] is étale
when char(K)  |n. We know that fT,n ◦ [n] = gnT,n, and a quick calculation shows this
is equivalent to a being a perfect nth power. 
We will use the above lemma in both cases n = 3 and n = 5.
Proposition 20. fS,3 = (	3 + 27) 3
2X+3Y−	Z
3X+3Y−	Z and fT,3 = (	2 − 3	+ 9) 3X−	Y+3Z3X+3Y−	Z .
Proof. By Lemma 19, we want then to compute the expansion of 3
2X+3Y−	Z
3X+3Y−	Z at the
origin OE = (1;−1; 0). Here we can work in afﬁne coordinates by setting X = 1,
since this is true locally. Then F : 1 + Y 3 + Z3 + 	YZ = 0. Moreover, since OE
takes on a non-zero value at the hyperplane at S, we can just evaluate there to get
(32X+3Y−	Z)|OE = 32−3. Note that 2− =
√−3, so 32−3 = (−√−3)3 is
a cube in K. So in fact we can completely ignore this term. We are left with 13X+3Y−	Z
which has a triple zero at OE. In other words
3+ 3Y − 	ZaZ3 + · · · ,
where  signiﬁes that we are working in OE,OE . Multiply the above by the function
Y, a nonzero function at OE, to get 3Y +3Y 2−	YZaYZ3+· · · ; since −	YZ1+
Y 3 + Z3 (we are working modulo F) we substitute to get
1+ 3Y + 3Y 2 + Y 3 + Z3 = (1+ Y )3 + Z3aYZ3 + · · · .
The function 1 + Y has a zero at OE, so it is an alternative parameter for the local
ring OE,OE : 1+YbZ+· · · but we already have the tangent line equation which tells
us that 3(1+ Y )	Z + · · · , i.e. b = 	/3. Replace (1+ Y )3 above now by (	/3)Z3:
Z3(1+ (	/3)3)aYZ3.
Evaluate at Y = −1 to get a = −(1+(	/3)3). Our original constant then is 1/a, which
modulo cubes is seen to be 1
27+	3 . Finally, to normalize we want the function fS,3 to
have a leading coefﬁcient which is 1. In other words, we need to multiply the ratio of
the two hyperplanes by the constant 27+	3. For fT,3, we are already almost done- the
only difference is the value of the numerator at the origin: (3X−	Y +3Z)|OE = 3+	.
The leading coefﬁcient then is 3+	
27+	3 =
1
	2−3	+9 . 
Similarly, we can take fS,5 to be a scalar multiple of the quotient of the hypertangent
plane at S by the hypertangent plane at OE, since both S and OE are hyperﬂex points
(to see this, note that E is a degree 5 curve in P4K and that the hyperplane x0 = 0 goes
through the points i · S for i between 0 and 4, which means that the divisor giving
the embedding E → P4 is linearly equivalent to (OE) + (S) + (2S) + (3S) + (4S) ≡
5 · (OE) ≡ 5 · (S)).
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Proposition 21. The hypertangent plane at the origin of E is given by
HOE : x0 + (x1 + x4)+ (x2 + x3),
where  = 	10 − 14	5 − 1, = −5	2(1+ 2	5), and  = 5	3(	5 − 2).
Proof. An easy calculation (in Maple for example) veriﬁes that the above hyperplane
intersects E only at OE. In order to ﬁnd the above, we computed a local param-
eterization of the curve E in the local ring OE,OE using the equations for E and
Maple. 
To ﬁnish ﬁnding the equations fS,5 and fT,5, we simply ﬁnd the hypertangent planes
at S and T (these are translates of HOE by the 5-torsion matrices D5 and M1,5) and
evaluate them at OE. We then scale HS/HOE by the appropriate function of 	 so that
its leading coefﬁcient in the expansion at OE is a perfect ﬁfth power:
Proposition 22. The hypertangent planes at S and at T are given by
HS : x0 + (x14 + x4)+ (x23 + x32)
and
HT : x4 + (x0 + x3)+ (x1 + x2).
The rational functions fS,5 and fT,5 are given by
fS,5 = [(	
2 + 	− 1)(	4 − 3	3 + 4	2 − 2	+ 1)(	4 + 2	3 + 4	2 + 3	+ 1)]2
5 	 (− 4) (	5 − 2)
HS
HOE
;
fT,5 = 	
2(	4 − 3	3 + 4	2 − 2	+ 1)2(	4 + 2	3 + 4	2 + 3	+ 1)
(	2 + 	− 1)
HT
HOE
.
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