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Abstract 
This paper presents a particle swarm optimizer for production of endurance time excitation 
functions. These excitations are intensifying acceleration time histories that are used as input 
motions in endurance time method. The accuracy of the endurance time methods heavily 
depends on the accuracy of endurance time excitations. Unconstrained nonlinear optimization is 
employed to simulate these excitations. Particle swarm optimization method as an evolutionary 
algorithm is examined in this paper to achieve a more accurate endurance time excitation 
function, where optimal parameters of the particle swarm optimization are first determined using 
a parametric study on the involved variables. The proposed method is verified and compared 
with the trust-region reflective method as a classical optimization method and imperialist 
competitive algorithm as a recently developed evolutionary method. Results show that the 
proposed method leads to more accurate endurance time excitations.  
 
Key words: endurance time method; particle swarm optimization; dynamic analysis; discrete 
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1 Introduction 
Endurance Time (ET) method is a dynamic analysis in which structures are subjected to 
intensifying acceleration time histories [1], offering seismic demand prediction of structures in 
terms of the correlation between engineering demand parameters and intensity measures. The 
primary advantage of the endurance time (ET) method over the conventional time history 
analysis, which makes use of recorded ground motions, is that a considerable reduction in the 
required computational time is secured once ET is employed. This feature facilitates the 
nonlinear time history analysis assessment for practical use in engineering offices. The ET 
method has been extensively used in different areas of earthquake engineering, such as those 
related to the seismic assessment, performance based design, and probabilistic based earthquake 
engineering [2, 3, 4]. 
In the ET method, structures are subjected to intensifying acceleration time histories 
which are also called as the endurance time excitation functions (ETEF). The more accurate the 
ETEFs are, the more reliable the ET method's outputs will be. ETEFs are artificial acceleration 
time histories that are generated mathematically. ETEFs are intensified with time while they 
preserve their compatibility with recorded ground motions. It is expected that the analytical 
results of the ET method at each intensity measure be matched with the results obtained by the 
incremental dynamic analysis [5].  
Having more accurate ETEFs is demanded in the successful implementation of the ET 
method, emphasizing the importance and efficiency of the methods used to simulate ETEFs. 
Several researches have been aimed to increase the efficiency of the simulation methods for 
ETEFs. In the simulation procedure, the objective is to minimize the discrepancy between 
ETEFs and real ground motions. Thus, equations are expressed in order to account for the 
discrepancies of ETEFs and real ground motions. Analytical solution for the mentioned 
equations does not exist because the number of equations is considerably more than the number 
of variables. As a result, an optimization procedure is adopted to solve the equations. In the 
optimization context, these equations are expressed in term of objective functions.  
As mentioned before, simulating ETEFs is an optimization problem that intends to 
minimize a predefined objective function. The dynamic nature and high number of optimization 
variables differentiate this problem from other conventional optimization problems. These two 
issues lead to the presence of many local optima in the problem. Consequently, solving this 
problem requires a method that appropriately deals with the mentioned difficulties.   
In the field of simulating ETEFs, the number of studies that focused on the development 
of appropriate objective functions and optimization spaces is appreciably more than those studies 
attempted to improve the employed solution methods. The study by Mashayekhi et al. [6] that 
modified the objective function for simulating ETEFs to include cumulative absolute velocity 
(CAV), and the study by Mashayekhi et al. [7] that developed hysteretic energy (HE) compatible 
objective functions are examples of the studies aimed to improve objective functions of ETEFs. 
Given the fact that motion duration can have a significant influence on the structural responses 
[11], these above-mentioned studies tried to improve objective functions of ETEFs by including 
two prominent duration-related parameters—the CAV and EH—for such simulations. On the 
other hand, the study by Mashayekhi et al. [12] that examined discrete wavelet transform in 
simulating ETEFs or ground motion adjustment [13], and the study by Mashayekhi et al. [14] 
that investigated increasing sine function optimization space in simulating ETEFs are examples 
of those studies that tried for improve optimization space.  
In contrast to local optimizers such as classical methods that find optimal solutions in the 
vicinity of starting points, global optimizers such as evolutionary algorithms search the whole 
optimization space regardless of the initially selected starting points. Although using 
evolutionary algorithms seem to be justifiable than the classical methods due to the fact that they 
do not get trapped in local optima, existing ETEFs are yet generated by classical optimization 
methods. Besides, simulating ETEFs by classical optimization methods is not straightforward 
and requires several trials and errors to find the best potential solution because optimization 
results are very sensitive to initial points. So, this issue complicates the simulation process of 
ETEFs. On the other hand, a high number of optimization variables and the complexity of 
ETEFs objective functions are obstacles to employ evolutionary algorithms in simulating ETEFs. 
In this case, these issues have to be perfectly addressed when using evolutionary algorithms in 
simulating ETEFs.    
Recently, many evolutionary algorithms which are based on computer simulation of the 
natural process have become more attractive. These algorithms have been widely used in 
different engineering practice. In this case, Mashayekhi et al. [15] employed the imperialist 
competitive algorithm (ICA) in simulating ETEFs. Although ICA proposed by Atashpaz-
Garagari [16] has been used to simulate endurance time excitations, other developed 
evolutionary algorithms have not been examined to check out whether or not they generate more 
accurate ETEFs. The Particle Swarm Optimization (PSO) is another technique motivated by the 
social behaviors of bird flocking and fish schooling [17]. Compared to other evolutionary 
algorithms such as ICA, the PSO has fewer parameters and easy to implement for a simulation-
based investigation. It is worth to add that evolutionary algorithms have several parameters that 
should be specified in advance, where finding optimal parameters of these evolutionary 
algorithms for a simulation-based investigation is a separate optimization problem. Thus, this 
procedure could be more complicated if the employed evolutionary algorithm has a large number 
of parameters.   
This paper presents a PSO-based algorithm to simulate ETEFs. Various parameters of 
PSO are first examined to find the optimal parameters. Then the proposed method for simulating 
ETEFs is applied to a case study. The accuracy of newly generated ETEFs is examined by 
comparing their dynamic characteristics with the targets. Additionally, the obtained results of the 
proposed method are compared with two algorithms that have already been employed for 
simulating ETEFs—namely trust-region reflective and PSO-based method. The trust-region 
reflective is a gradient-based mathematical algorithm by which existing ETEFs have been 
generated. The ICA is an evolutionary algorithm that has been recently employed for simulating 
ETEFs. The accuracy and the required computational time of the proposed method are compared 
with the mentioned algorithm, the ICA-based method. 
2 Simulation of Endurance Time Excitation Functions 
The aim of simulating ETEFs is to find a set of decision variables that make the 
minimum differences with targets. This can be expressed as 
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where {x} is the set of decision variables which are wavelet coefficients of ETEFs, n is the 
number of wavelet coefficients which are considered, and FETEF{x} is the objective function 
itself.  
This study uses the Discrete Wavelet Transform to represent ETEFs. In fact, decision 
variables are wavelet coefficients. In contrast to the Fourier Analysis, which uses sinusoidal 
waves as tools for decomposition, wavelet transform utilizes scaled and translated versions of the 
scaling function ϕ(t) and wavelet function ψ(t). Different scaled versions cover different 
frequency resolutions, and different translated versions represent different time positions. So, 
signals for simulating ETEFs are represented in the discrete wavelet transform space. 
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Here aj.k are specified by the optimization process for ETEFs simulation. ,j k  is a translated and 
scaled version of mother wavelet function. In Equation (1), a signal consisting of 2
M
 data points, 
where M is an integer, is considered. Discrete wavelet transform requires 2
M
 wavelet coefficients 
to fully describe this signal. DWT decomposes a signal into M+1 levels, where levels are 
denoted by i and numbered as i = -1, 0, 1,. . . , M-1 [18]. In this equation, signals over time 
duration maxt  are sampled at N equally spaced time-sequenced t s; N is an integer to power of 2. 
In this study, the first eight levels are considered, therefore, decision variables reduce to 512. For 
more information regarding the decision variables definition, all readers are referred to the work 
conducted by Mashayekhi et al. [12]. 
  ETEFs objective functions computes discrepancies between dynamic characteristics of 
ETEFs and targets. Dynamic characteristics of ETEFs are supposed to increase with time 
through a specified profile; meanwhile, they are compatible with the dynamic characteristics of a 
suite of ground motions. Subscript ―T‖ in dynamic characteristic notations denotes target. For 
example, SaT(t,T) denotes ETEFs target acceleration response spectra, which is computed 
according to Equation (2): 
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where Sa
target
(T) is the target acceleration response spectra at the target time and g(t) is the 
intensifying profile, which controls the shape of increasing acceleration response spectra in time. 
A linear profile is used for the case study taken in this research; however, the explained 
procedure is not limited to this increasing profile type.  
Sa(t,T) is the acceleration response spectra produced by ETEFs at time t and period T. 
Acceleration response spectra of ETEFs are evaluated using 
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where  (τ) is the relative acceleration response of a single degree of freedom (SDOF) system 
with a natural period T and damping ratio of 5% under the ETEFs, and ag(τ) is the acceleration 
time history of ETEFs.  
In simulation of linear ETEFs, acceleration response spectra consistency is solely 
considered in the objective function. The objective function given by Equation (4) integrates 
acceleration response spectra residuals over all periods and times.  That is,  
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where tmax is the duration of ETEFs, and Tmin and Tmax are minimum and maximum considered 
natural periods in the simulation process. 
 In this study, ETEFs are simulated based on design spectra prescribed by the ASCE07 
standard [19]. In the target acceleration response spectra, parameters Ss and S1 are computed for 
Tehran according to Mirzaee and Estekanchi [20]. Ss and S1 are short period and long period 
spectral response acceleration parameters, respectively.  
Note that discretization is required for solving such objective functions and in fact the 
type of discretization used may impact the results. Given that the time durations s are sampled at 
n points tj (j=1:n) and the natural periods are sampled at m points Ti (i=1:m), after discretization 
is applied, the double integrals in the objective function given by Equation (4) converts to double 
summations.  That is,  
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In this study, 120 natural periods with a logarithmic distribution between 0.02 second and 
5 seconds are opted. The logarithmic distribution produces more data in the low period region, 
where fluctuation of acceleration response spectra is considerably higher than that in the high 
period region.  Time t is sampled at 2048 points with equal intervals of 0.01 second. 
3 Particle swarm optimizer (PSO) 
The PSO has been inspired by the social behavior of birds [21], and it is a population-
based optimization. Its population is called a swarm and each individual is called a particle. Each 
particle is a potential solution to the optimization problem. Each particle flies through 
optimization space to search for optima. Particles possess three general attributes: 1) A current 
position that represents a potential solution, 2) A current velocity that controls its fly speed and 
direction, 3) An objective function value that determines its merit. Particles exchange 
information about their position, velocity, and the objective function value and thus increasing 
the probability of migration to regions with low objective function values. Joint cooperation 
between particles is the distinguishing feature of the PSO framework.  
The PSO starts with a swarm consisting of a number of particles, which are randomly 
generated in the search space of the objective function. Particles fly through the search space by 
the help of their velocities. Velocities that determine particles flying direction are obtained for 
each particle based on its previous best position and the characteristics of a particle with the best 
position in the whole swarm. The best position of the swarm is the corresponding position of a 
particle that has the minimum objective function value among all particles in the swarm. This 
strategy for calculating velocities increases the probability of migration of the particles to regions 
with the low objective function. Particle positions are changed after each flight and the 
corresponding objective function value of the particles are evaluated for updated positions. A 
schematic flight of a particle in the PSO is shown in Figure 1. 
For particle i, in each iteration, the previous position of the particle is changed according 
to the following equations: 
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where Subscript k indicates a pseudo-time increment; k
iV  and 
k
iX  represent the current position 
and the velocity of the i-th particle; k
iP  is the best previous position of the i-th particle at time k 
(called pbest), and 
k
gP  is the best global position of the swarm at time k (called gbest); 1r  and 2r  
are two uniform random sequences generated uniformly between 0 and 1;    and    are constants 
in PSO algorithm;  is the inertia weight used to discount previous velocity of the particle 
preserved. A larger inertia weight makes the global exploration easier while a smaller inertia 
weight tends to facilitate local exploration and fine-tune the current search area [20]. By using the 
linearly decreasing inertia weight, the PSO lacks global search ability at the end of run even when the 
global search ability is required to jump out of the local minimum in some cases. In this study, two 
alternatives for inertia weight tuning are considered. First, a constant value is assigned to inertia 
weight for the entire iterations within the algorithm. Second, inertia weight is decreased with a 
recursive linear function as expressed below: 
   1k k      (7) 
where   is a damping factor. The initial value of inertia weight is set to one. Different values for 
damping factors are examined in this study.  
 
 
Figure 1. The schematic illustration of a flight in the PSO 
4 Constraint handling method 
  
ETEFs simulating problem is, in general, an unconstrained nonlinear optimization problem. In 
this paper, a lower and upper bound on variables are prescribed to increase the performance of 
the algorithm. Limiting the search space removes unwanted particles from the swarm, and 
therefore, improves the efficiency of the algorithm. Unwanted particles refer to those particles 
that have a very low chance and potentiality to become a solution for the problem. Defining 
upper and lower bounds for variable implies that inequality constraints according to Equation (8) 
are considered and no equality constraint is included in the problem. 
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where ,minix  and ,maxix  are lower and upper bounds of the decision variable ix . The above 
equation has two inequality constraints. It can be deduced that the total constraint number of an 
ETEFs simulating problem is as twice the number of decision variables.  
However, some experimental results indicate that this technique (the penalty function) 
reduces the efficiency of the PSO because it returns the infeasible particles to their previous best 
positions (pbest), through which a search mechanism from reaching out to a global minimum 
would be prevented and inactivated [22]. One more drawback of using penalty functions is that 
they require additional tuning parameters. There is another constraint handling method called 
―fly-back‖ that can be employed in such a PSO-based optimization problem. In this method, 
when a particle flies to outside of the feasible region, it flies back to previous position.  
In this paper, a new approach inspired by the method of fly-back is used to handle the 
constraints. In the proposed method, if a particle does not comply with variable bounds, that 
particle flies back to the previous position and then flies to a new position by using a new 
random number. It is also checked whether the new position is an infeasible region or not. The 
key advantage of the proposed method is its simplicity and that it does not need any further 
tuning parameter. The main difference between the proposed technique and the fly-back method 
is that fly-back method searches for a new position for the violated particle at the next iteration 
but the proposed method carries out the search at the current iteration with a new random 
number. 
 
 
 
Figure 2. The illustration of the proposed constraint handling in the PSO 
 
5 Algorithm 
 
In this section, the implementation outline of the proposed PSO-based simulating ETEFs 
procedure is presented. The pseudo-code of the algorithm is as follows. 
Step 1: Generating initial swarm 
Similar to other evolutionary algorithms, the PSO starts with an initial population called 
"swarm." Each swarm involves several particles which are identified by a set of decision 
variables.  That is, 
 
var2
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where Nvar is the dimension of the optimization problem. 
Primary locations of particles are determined by assigning a set of values to each decision 
variable. The type of assigning these initial particles must ensure that these particles cover the 
entire search space. In order to satisfy the mentioned condition, two issues must be carefully 
considered. First, enough number of particles must be opted. Second, type of random number 
generation must be selected in a way that each possible value for the optimum solution is 
created.  
As a result of ETEFs dynamic nature, decision variables of an ETEF simulation problem 
are highly correlated. In order to consider this correlation in generation of the initial swarm, the 
method developed by [15] is employed. It is worth mentioning that this method is not limited to 
this problem and it can be applied to other problems. A brief description of this method is 
presented here. 
This initializing method starts with a set of simulated ETEFs, where it artificially 
generates initial particles based on statistics of existing ETEFs. It should be mentioned that none 
of the simulated ETEFs are used as initial particles and only their statistics are employed for 
generating initial swarms. Moreover, existing ETEFs are not optimized based on the objective 
function of this study and their objective functions widely differ from the one being employed 
here.  
 
Step 2: Evaluating objective function values of the particles 
          Generated particles in step 01 are expected to cover the entire optimization space, each of 
which lie in different positions. The objective function values of the particles are evaluated. 
Objective function value shows the merit of a particle. 
 
Step 3: Sorting the swarm and calculating the best particle 
         The best particle that has the minimum objective function value is identified here. The best 
particle is employed for updating positions of the other particles. In other words, particles share 
their information by using the best particle.   
  
Step 4: Moving particles toward new positions 
         The positions of the particles are changed according to Equation (6). All changes are 
accepted unless the new position lies outside the variable ranges [xmin, xmax].  If this condition 
happens for a particle, Equation (6) with a new random number is reiterated. This procedure is 
repeated until the new position is acceptable.     
 
Step 5: Updating the best particle 
         The best particle of new population is found and compared with the best particle found in 
previous stages. If the former has a less objective function value than the latter, it is considered 
as the best particle; otherwise, the present best particle is not replaced with a new one. 
 
Step 6: Terminating criteria control 
There are several terminating criteria, which can be adopted to control the termination 
point of the algorithm. For example, when the amount of improvement in the best result is 
reached, the algorithm is stopped. In the current implementation, the number of iterations is 
checked and if it reaches a pre-specified value, the searching process is stopped. The best particle 
obtained until each stage is used as the indicator for evaluating the terminating criteria.  
A summary of the PSO algorithm which is implemented in this study is depicted in 
Figure 3.    
 
 
 
Figure 3. The PSO algorithm for generating ETEFs  
  
6 Parameter tuning of the PSO 
 In this section, the proposed method is applied to simulate new ETEFs. It is required to find 
optimal values for the parameters of the PSO, i.e., w, c1 and c2. In order to find the optimal values 
for the parameters in simulating ETEFs, 28 optimization scenarios are defined in this section. For 
these scenarios, constriction coefficient approach (CCA) is also included. In this approach 
developed by  Clerc and Kennedy [23], constriction factor is used to guaranty convergence of the 
particle swarm optimization. The velocity of CCA is expressed as follow: 
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where K is a constant multiplier computed as follow: 
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   The convergence characteristic of the system is controlled by φ. In CCA, φ must be greater 
than 4 to ensure convergence. When the CCA is used, φ is set to 4.1 (i.e.           ) and 
constant multiplier K is thus 0.729. This leads to the previous velocity being multiplied by 0.729 
and the terms        
    
   and           
    being multiplied by                   . In 
contrast to other evolutionary computation methods, the CCA is based on the mathematical 
theory. For each scenario, the PSO algorithm is executed and the best cost is evaluated.  
Characteristics of these scenarios are provided in Table 1. 
The results of the mentioned optimization scenarios are also provided in Table 1, where 
the associated cost function values are provided at the right side of the table. The mean value and 
the standard deviation of minimum objective function values are 1966.13 and 1134.85, 
respectively.  
      Table 1 shows great variability in cost functions, which emphasizes the necessity of 
determining the best parameter values of the PSO for simulating ETEFs. The calculated mean 
and standard deviation of the cost functions are 1966.13 and 1134.88, respectively. The COV of 
costs of simulated ETEFs is about 58%, which is relatively high. The influences of different 
parameters are discussed in the subsequent sections. A combination of the parameters, including 
ω=0.8,                                       leads to more accurate simulated 
ETEFs in all cases. In this case, the above-mentioned combination of parameters can deliver an 
objective function of 737.62 and 787.83 for the number of population (    ) of 400 and 800, 
respectively. So, a population size of 400 is selected hereafter for the simulation of ETEFs. 
Optimal PSO parameter values for simulating ETEFs are provided in Table 2. The number of 
considered values for finding the optimum value is also presented.  
 
 
 
 
 
 
Table 1. Parameters of defined scenarios 
Scenario ID      
Restriction 
factors 
  p  1c  2c  
Minimum Objective 
Function Values 
ET_PS01 400 1 1 1 2 2 4079.26 
ET_PS02 400 1 1 0.99 2 2 2177.84 
ET_PS03 400 1 0.8 1 2 2 4023.87 
ET_PS04 400 1 0.8 0.99 2 2 1747.42 
ET_PS05 400 1 1 1 1 1 3446.56 
ET_PS06 400 1 1 0.99 1 1            1407.08 
ET_PS07 400 1 0.8 1 1 1            737.62 
ET_PS08 400 1 0.8 0.99 1 1            1280.56 
ET_PS09 400 1 1 1 0.5 0.5 3332.59 
ET_PS10 400 1 1 0.99 0.5 0.5 1752.80 
ET_PS11 400 1 0.8 1 0.5 0.5 857.42 
ET_PS12 400 1 0.8 0.99 0.5 0.5 1722.08 
ET_PS13 800 1 1 1 2 2 3704.65 
ET_PS14 800 1 1 0.99 2 2 1596.35 
ET_PS15 800 1 0.8 1 2 2  3734.29 
ET_PS16 800 1 0.8 0.99 2 2            1804.74 
ET_PS17 800 1 1 1 1 1            3662.53 
ET_PS18 800 1 1 0.99 1 1 1198.36 
ET_PS19 800 1 0.8 1 1 1 787.83 
ET_PS20 800 1 0.8 0.99 1 1 1213.02 
ET_PS21 800 1 1 1 0.5 0.5 2867.24 
ET_PS22 800 1 1 0.99 0.5 0.5 1566.26 
ET_PS23 800 1 0.8 1 0.5 0.5 872.95 
ET_PS24 800 1 0.8 0.99 0.5 0.5 1755.70 
ET_PS25 400 CCA Eq. (11) 1 2.05 2.05 848.16 
ET_PS26 400 CCA Eq. (11) 0.99 2.05 2.05             1113.96 
ET_PS27 800 CCA Eq. (11) 1 2.05 2.05             784.68 
ET_PS28 800 CCA Eq. (11) 0.99 2.05 2.05 976.06 
 
 
Table 2. Optimal parameters of PSO for simulating ETEFs 
Parameter Optimum Value 
Number of Considered            
                  Values 
popn  
400 2 
Restriction Factor 1 1 and  CCA 
  0.8 2 
p  1 2 
1c  
1 4 
2c  1 4 
   
7 Numerical results 
In this section, comparison is drawn between acceleration spectra of simulated ETEF by 
using PSO with targets. The acceleration time history of an ETEF simulated by the PSO method 
is shown in Figure 4. This ETEF is hereafter denoted by ETEF-PSO. 
 
Figure 4. Acceleration time history of ETEF-PSO  
Acceleration spectra of ETEF-PSO are compared with targets at t=5sec, 10sec, 15sec, and 
20sec in Figure 5. The time variation of the acceleration response spectra is also compared with 
targets for different periods of T=0.05sec, 0.8 sec, 2.0 sec, and 3.0 sec in Figure 6. These figures 
show outstanding correspondence between the simulated ETEF and targets; a correspondence 
that highlights the efficiency of the proposed method in simulating ETEFs. 
 Figure 5. Acceleration response spectra of simulated linear ETEF-PSO vs. targets at (a)t-5sec, (b) 
t=10sec, (c) t=15sec, and (d) t=20sec.  
 
Figure 6. Time variation of acceleration response spectra of simulated linear ETEF-PSO vs. targets 
for different natural periods of (a)T=0.05sec, (b) T=0.8sec, (c) T=2.0sec, and (d) T=3.0sec.  
8 Comparison of the proposed method with conventional simulating approaches 
          In this section, results of the proposed algorithm (the PSO-based ETEFs) are compared 
with results of the trust-region reflective optimization framework along with the imperialist 
competitive algorithm. Six ETEFs are simulated by the PSO method using the optimal parameter 
values listed in Table 2, where the corresponding results are also provided in Table 3.  
 
Table 3. Results of simulated ETEFs by using the PSO with optimal parameters. 
Run 
Number 
Minimum Objective Function  Computational Time (sec)  Number of Function Evaluations 
Values Mean 
Standard 
Deviation 
 Values Mean 
Standard 
Deviation 
 Values Mean 
Standard 
Deviation 
1 795.80 
804.66 23.62 
 307055 
320764 32661 
 6000400 
6000400 0 
2 808.07  325894  6000400 
3 795.45  307502  6000400 
4 768.39  271996  6000400 
5 831.31  350039  6000400 
6 828.95  362098  6000400 
 
Based on the information reflected in Table 3, it can be seen that the simulation of ETEFs 
by the PSO using optimal parameter values leads to 59% improvement and about 98% decrease 
in standard deviation of cost function values. Using optimal parameter values of PSO decreases 
the mean value of minimum objective function from 1966.13 to 804.62. Furthermore, using 
optimal parameter values decreases the standard deviation from 1134.88 to 23.62. It is obvious 
that a higher standard deviation of cost function values requires a larger number of PSO runs to 
achieve an acceptable ETEF. Both these mentioned facts prove the necessity of using optimal 
parameter values in simulating of PSO-based ETEFs. 
      The trust-region algorithm is the current approach for simulating ETEFs. This 
algorithm is a classic optimization method. It is implemented in the Matlab by the command 
―lsqnonlin‖. In this study, this algorithm is used to simulate 6 ETEFs by using 6 different initial 
random motions. The results are summarized in Table 4. Minimum objective function values, 
computational time and number of function evaluations are provided in this table. The mean and 
standard deviation of minimum objective function values are 929 and 70, respectively. The mean 
and standard deviation of computational time are, respectively, 15443 sec and 372 sec. These 
values are used to compare the efficiency of trust-region algorithm and PSO in the following 
section.  
 
 
 
 
 
Table 4. Results of simulated ETEFs by using trust-region reflective algorithm 
  
          The PSO is also compared with the imperialist competitive algorithm (ICA) which has 
been recently used for ETEFs simulating, where ICA is a population based evolutionary 
algorithm inspired by social-political behaviors. Similar to other evolutionary algorithms, ICA 
starts with a random initial population of candidate solutions. Each candidate solution is called a 
country, and the countries are categorized into colony and imperialist states that collectively 
form empires. Imperialist competitions among these empires are the basis of the ICA. During 
this competition, weak empires collapse and powerful ones take their colonies. Imperialist 
competition leads to the powerful imperialist or the optimum points. For the comparison 
purposes, using the optimal parameters reported in [15], ICA is used to simulate 6 ETEFs by 
using 6 different initial random motions. 
Table 5 compares the performance of trust-region reflective as a classical method with ICA 
and the PSO method in simulating ETEFs. It can be seen that the ETEFs simulated by ICA and 
PSO are about 11% and 14% more accurate than those simulated by conventional approaches, 
respectively. In addition, standard deviation of ETEFs simulated by ICA and PSO is about 65% 
less than that generated by trust-region reflective algorithm. In other words, sensitivity of ETEFs 
accuracy to initial motions is decreased in ICA and PSO as compared to the trust-region 
reflective algorithm. However, ICA and the PSO require more than 50 times larger number of 
function evaluations in the trust-region reflective algorithm. But in terms of analysis time, the 
results indicated in Table 6 show that PSO is a rather faster algorithm if we compare it with ICA. 
The average analysis time required by the PSO is more than half of the value essential by ICA.  
  
 
 
 
 
 
 
 
Random 
Initial 
Motion 
Minimum Objective 
Function 
Computational Time 
(sec) 
Number of Function Evaluations 
Values Values Values 
X1 971.83 
1013.62 
981.95 
832.914 
896.77 
879.51 
15053 
16036 
15738 
15261 
15188 
15387 
103626 
103626 
103626 
103626 
103626 
103626 
X2 
X3 
X4 
X5 
X6 
Table 5. Trust-region reflective vs. ICA and PSO in simulating ETEFs 
Value Trust-region reflective ICA PSO 
Best Minimum Objective 
Function 
    832.91 805.4 768.39 
Average Minimum 
Objective Function 
929 832 804.66 
Worst Minimum 
Objective Function 
1013.62 869.43 831.31 
Standard Deviation of 
Minimum Objective 
Function 
70 25 23.62 
Average Analysis Time 
(hour) 
4 202 89 
Average Number of 
Function Evaluations 
              103626 6596363 6000400 
 
9 Conclusions 
 
Endurance Time (ET) method is a dynamic analysis in which structural seismic 
assessment is performed with a low computational demand as compared to conventional time 
history analysis. The ET method exposes structures to intensifying acceleration time histories, 
which are also known as Endurance Time Excitation Functions (ETEFs). In fact, the ETEF is the 
core of the ET method. ETEFs are generated such that their dynamic characteristics are 
compatible with recorded ground motions. Unconstrained nonlinear optimization is used to 
generate ETEFs. This problem contains a large number of highly correlated optimization 
variables. In this paper, a PSO-based algorithm was proposed to deal with two expected 
difficulties. First, discrete wavelet transform was used to reduce optimization variables. And 
then, regarding the high correlation of decision variables, a method that employed a covariance 
matrix of variables was developed to generate an initial population. Statistical comparison 
between the proposed method and the existing approach was performed.  The proposed method 
was then applied to an example for simulating ETEFs. The main conclusions are listed below:  
 The procedure for evaluating the optimal parameter values of the PSO algorithm for simulating 
ETEFs were presented. Accuracy of simulated ETEFs by using these optimal parameters showed 
that they could be conveniently used for simulating new ETEFs.        
 Results showed that ETEFs simulated by the PSO with optimal parameter values were about 59% 
more accurate than ETEFs simulated by the PSO with arbitrary parameter values. Moreover, 
optimal parameter values led to 98% decrease in the standard deviation of cost functions of 
simulated ETEFs. 
 Dynamic characteristics of the newly simulated ETEFs were compared with targets. These 
comparisons showed good agreement between the ETEFs and the targets, showing the efficiency 
of the proposed method. 
  Comparison between the PSO and trust-region reflective algorithm showed 14% higher accuracy 
level and about 65% less standard deviation in the ETEFs simulated by the PSO algorithm. 
However, simulating ETEFs by the PSO required more than 22 times longer computational time 
than by the trust-region reflective algorithm.  
 Comparison between the PSO and imperialist competitive algorithm showed 4% higher accuracy 
level and 6% less standard deviation in the ETEFs simulated by the PSO algorithm. However, 
simulating ETEFs by the imperialist competitive algorithm required 2.27 times longer 
computational time than by the PSO. 
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Nomenclature  
 
ag(τ) acceleration time history of an Endurance Time excitation 
ck wavelet coefficients 
COV coefficient of variation 
ET endurance time method 
ETEF endurance time excitation function 
FETEF objective functions of simulating endurance time excitations 
g(t) intensifying profile 
ICA imperialist competitive algorithm 
m sample number of periods 
n sample amount of time 
npop population size 
Nvar dimension of optimization problem 
PSO particle swarm optimization 
S1 long-period spectral response acceleration parameter 
Sa(t,T) acceleration spectra produced by Endurance Time excitations at time t     
and period T 
SaT(t,T) target acceleration spectra 
Sa
target
(T) target acceleration spectra 
SS short-period spectral response acceleration parameter 
T period 
t time 
Tmax maximum period considered in the simulation process 
tmax duration of endurance time excitations 
Tmin minimum period considered in the simulation process 
xi optimization variable 
 (τ) acceleration response of single degree of freedom systems 
xi,max  upper bound of optimization variables 
xi,min lower bound of optimization variables 
ξ a recursive linear function for inertia weight in PSO 
ϕ(t)  scaling function 
ψ(t) mother wavelet function 
k  a pseudo-time increment in PSO 
k
iV  current position of the i-th particle 
k
iX   
velocity of the i-th particle 
k
iP   
the best previous position of the i-th particle at time k 
k
gP   
the best global position of the swarm at time k 
1r , 2r   
two uniform random sequences generated uniformly between 0 and 1 
  
 
inertia weight used to discount previous velocity of the particle 
  ,    Constant factors in PSO algorithm 
K a constant multiplier in constriction coefficient approach  
CCA constriction coefficient approach 
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