In this paper, we simultaneously determine the optimal sensor precision and the observer gain, which achieves the specified accuracy in the state estimates. Along with the unknown observer gain, the formulation parameterizes the scaling of the exogenous inputs that correspond to the sensor noise. Reciprocal of this scaling is defined as the sensor precision, and sparseness is achieved by minimizing the l1 norm of the precision vector. The optimization is performed with constraints guaranteeing specified accuracy in state estimates, which are defined in terms of H2 or H∞ norms of the error dynamics. The results presented in this paper are applied to the linearized longitudinal model of an F-16 aircraft.
I. INTRODUCTION
The conventional observer design deals with the problem of determining observer gain for a system, given the set of sensors with pre-specified precision, to achieve the desired performance index. Here the precision is related to the accuracy of the sensors, and can be quantified by 1/ n(t) 2 , where n(t) is the sensor noise. Often in control system design the sensors are pre-selected and the performance of control and estimation algorithms are limited by this choice. Therefore, it may be possible that unnecessarily accurate sensors are included in the system, for a required accuracy. Or if more performance is desired, it is unclear which sensors to improve, or even where to add new sensors. For large-scale systems, this question becomes difficult and non trivial. We address this problem in the context of state-estimation for LTI (linear time invariant ) systems.
In this paper, we consider the problem of selecting a sparse set of sensors and simultaneously determining the minimum required precision, for observer design for LTI systems. The problem is formulated in H 2 /H ∞ optimal estimation framework, and posed as a convex optimization problem. This problem is not new and considerable amount of work exists in the literature [1] - [14] .
In [1] , authors formulated the sensor selection problem as a Boolean convex optimization problem and relaxed it by allowing parameters to vary continuously between 0 and 1. A parameter is set to zero if it comes out to be less than a prespecified value while maximizing the confidence ellipsoid of This work was supported by the National Science Foundation (grant number: 1762825). 1 the unbiased estimate. A framework for simultaneous sensor and actuator selection while ensuring stability in terms of Boolean variables was proposed in [2] .
The formulations presented in [3] , [4] , [9] augment the cost function with sparsity-promoting penalty on the columns of observer gain matrix (rows of controller gain matrix) to get a sparse set of sensors (actuators), and solve the optimization problem with a customized algorithm. Works in [6] - [8] , and [10] considered minimal sensor selection for discrete time systems in Kalman filtering and H 2 optimal framework respectively. A discussion on system level approach to control/sensing architecture design with sparsity constraints can be found in [13] , [14] .
Aforementioned papers [1]- [5] , [7] , [10] assume that the precision of sensors is known or fixed. On the other hand, the framework proposed in [11] treats the sensor and actuator precision as design variables to be determined, while guaranteeing the optimal controller performance. The work in [11] was extended for models with parametric uncertainty in [12] .
Motivated by [11] , in this paper, we focus on the optimal observer design while simultaneously determining the minimum sensor precision required to realize the observer. The optimal precision for sensors is determined by minimizing sparsity-promoting 1-norm of the precision vector. We discuss the observer design in the context of both H 2 and H ∞ optimal frameworks, whereas existing works [3] , [4] , [10] - [12] restrict themselves to the H 2 optimal framework only.
The organization of the paper is as follows. We formulate the problem of sparse H 2 /H ∞ observer design in §II. The solution to sparse observer design problem is presented in §III as Theorems 1 and 2, which are main theoretical results of the paper. In §IV, we consider an F-16 longitudinal aircraft model to demonstrate the application of the results presented in this paper. §V presents the concluding remarks.
II. PROBLEM FORMULATION
Notation: The set of real numbers is denoted by R. Matrices are denoted by bold capital letters e.g. A, B u , M 11 , etc., and A T denotes the transpose of A. The symmetric matrix A + A T is denoted by sym (A). We use the notation A > 0 to denote symmetric positive definite matrices, and A < 0 to denote symmetric negative definite matrices. For a given positive integer n, I n denotes the identity matrix of dimension n. A matrix of appropriate dimension with all elements zero is denoted by 0. Vectors are denoted by bold lower case letters e.g. x, y, etc. For any r ∈ R, x r arXiv:2003.10887v1 [eess.SY] 24 Mar 2020 denotes the vector with elements of x raised to the power r. A diagonal matrix with elements of x as its diagonal entries is denoted by diag(x).
Consider the following LTI systeṁ
where, x ∈ R nx , y ∈ R ny , z ∈ R nz are respectively the state vector, the vector of measured outputs, and the output vector of interest. The vector of control inputs is denoted as u ∈ R nu , and w ∈ R nw is the vector of disturbance signals partitioned as
where, d ∈ R n d is the process noise, and n ∈ R ny is the sensor noise. The real matrices A, B u , B w , C y , C z , D u , and D w are system matrices of appropriate dimensions. Let us consider the full-order state observer for the system (1) given byẋ
where,x ∈ R nx is the estimate of the state vector,ẑ ∈ R nz is the estimate of the output vector of interest, and the L ∈ R nx×ny is the observer gain. Let us define the error vectors as
Therefore, from equations (1) and (2), the observation error system can be written aṡ
The objective is to determine the gain matrix L ∈ R nx×ny such that (A + LC y ) is stable, and the effect of w on ε is minimal. The matrices B w and D w in (3) can be partitioned as
The process is assumed to be independent of sensor noise, i.e. B v = 0, and individual sensor channels are independent of each other, i.e. D v = I ny . Now, we define the scaled disturbance signalw(t) as
such that,
where, S d ∈ R n d ×n d , S n ∈ R ny×ny are constant diagonal scaling matrices with nonnegative elements. The plant (P ) and estimator (E) system given by equations (1) and (3) with scaled disturbance signal is shown in fig. (1). 1 . The plant and estimator system.
Combining equations (3), (4) and (5) yieldṡ
Therefore, the transfer function of the system (7) is given by
where, s is the complex variable. We are interested in determining the sparse set of sensors and associated minimum precision to design the full state observer, such that the effect ofw on ε is minimal. Since S n multiplies the sensor channels directly, larger S n translates to the sensor noise with larger n(t) 2 . It follows from (6) that κ is directly related to the sensor precision. Therefore, sparse set of sensors can be obtained by determining a sparse κ.
The sparse H 2 observer design problem for a given attenuation level γ > 0, is then stated as: determine sparse κ, and L such that Gw →ε (s) 2 < γ.
Similarly, the sparse H ∞ observer design problem for a given γ > 0 is:
In the text to follow, we formally present the solution to the observer design problems (9) and (10) as theorems.
The following theorem solves the H 2 optimal observer design problem with sparse sensing.
Theorem 1: The solution of sparse H 2 observer design problem (9) is determined by solving the following optimization problem. min Y ,Q>0,X>0,β>0 β 1 such that
The solution is given by κ = β 1/2 , and L = X −1 Y . Proof: The condition Gw →ε (s) 2 < γ in (9) is equivalent to the existence of a symmetric matrix P > 0 such that [15] A
Pre-and post-multiplying (12a) by P −1 gives
Let us substitute X := P −1 , and Y := XL in the previous equation to get
Using the definitions of B w and D w from (7a), and defining (13) can be written as
Then using Schur complement lemma, and equation (6), the previous inequality becomes
Let us substitute β := κ 2 to get
Now consider the inequality (12b), which is equivalent to
for a matrix Q > 0. Again using Schur complement lemma, and substituting P −1 = X, we get
The set of inequalities given by (14) and (15) define the LMI feasibility conditions for the problem (9) . However, we are interested in determining the sparsest vector κ, which can be achieved by minimizing β 0 . However, minimization of · 0 is a non-convex problem. Instead, we minimize β 1 , which is the obvious convex relaxation of β 0 . Therefore, solution to the problem (9) is given by solving the optimization problem min Y ,Q>0,X>0,β>0 β 1 subject to (14) , (15) .
We next present the result for solving the H ∞ optimal observer design problem with sparse sensing.
Theorem 2: The solution of sparse H ∞ observer design problem (10) is determined by solving the following optimization problem. min Y ,X>0,β>0 β 1 such that
The solution is given by κ = γ −1/2 β 1/2 , and L = X −1 Y . Proof: The condition Gw →ε (s) ∞ < γ in (10) is equivalent to the existence of a symmetric matrix X > 0 such that [16] 
Using Schur complement lemma, it can be written as
Using the definitions of B w and D w from (7a), and defining
and
the inequality (17) becomes
where,
Using (6), and Schur complement lemma again, we get
Define X := γ −1 X, and Y := X L,
Then pre-and post-multiply (18) by F and F T respectively, i.e.
We can substitute β = γκ 2 to get
Clearly, inequality (20) is equivalent to the one in (16) . Similar to Theorem 1, the solution to sparse H ∞ observer is determined by minimizing β 1 subject to (20) , which concludes the proof.
In general, solving (11) or (16) does not result in exactly sparse β, i.e. some elements of β would be relatively small but not exactly zero. However, iterative techniques with weighted 1-norm minimization [17] , [18] can be employed to ensure that the elements of β are close to zero or within machine precision.
The results presented in Theorems 1 and 2 are derived for a given value of γ. In practice, we are also concerned with determining the minimum level of attenuation γ. This can be done easily by augmenting the cost function as
where c ≥ 0 is a known weighting constant. Needless to say, any linear constraints in terms of β, e.g. upper bounds, can be easily incorporated in the optimization problem. The control inputs, exogenous signals, and outputs of a plant are generally multiplied by weighting matrices for normalization. Such system with normalizing weights can be written aṡ
where,ũ,w,z are normalized control inputs, exogenous signals, and outputs of interest respectively, and W u , W w , and W z are the corresponding weighting matrices. It is clear that the results of Theorems 1 and 2 can be used for a system given by (22) with augmented system matricesB u ,B w ,D u , D w , andC z . Next, we consider an example to demonstrate the application of results presented in this section.
IV. EXAMPLE
Let us consider the longitudinal model of an F-16 aircraft [19] . The states of the system are defined as velocity V (f t/s), angle of attack α(rad), pitch angle θ(rad), and pitch rate q(rad/s). The engine thrust force F (lb) and elevator angle δ e (deg) are the control inputs.
On board sensors measure body accelerationu (f t/s 2 ) along roll axis, body accelerationẇ (f t/s 2 ) along yaw axis, angle of attack α(rad), pitch rate q(rad/s), and dynamic pressureq := ρV 2 /2 (lb/f t 2 ), where ρ is the atmospheric density.
Therefore, the vectors of states x, controls u, and measured outputs y, are defined as
The dynamics equations and outputs are non-linear functions of the states and control variables. The linearized model is obtained at an equilibrium or trim point for steady-level flight condition, with trim velocity V * = 1000 f t/s, and at an altitude of 10, 000 f t. The state and control vectors at the trim point are
System matrices for the linearized model, and weighting matrices are given in the appendix. We assume that the process noise enters the linearized plant due to fluctuations in the elevator setting. Therefore, B d = B u [0 1] T . We also assume that C z = I 4 , i.e. we are interested in estimating all four states. The objective here is to determine the sparsest set of sensors and their precision, and observer gain L, which can estimate all four states with minimal effect due to process and sensor noise. To this end, we utilize the results from Theorems 1 and 2. Since we are interested in determining scaling for sensors only, we set constant S d = 1. The optimization problems (11) and (16) for an augmented system given by (22) are solved using the solver SDPT3 [20] with CVX [21] as a parser. The optimization problems are solved for different values of γ = 1, 0.1, 0.01, with no bounds on β. The scaling multipliers, κ, of different sensors obtained for H 2 and H ∞ sparse observer design are shown in fig.(2) and fig.(3) respectively. The precision parameter κ associated withu, α, and q sensors is zero in all cases. Thus, it implies that, to design the H 2 /H ∞ observer for the plant under consideration, we needẇ andq sensors only. In other words, we can remove theu, α, and q sensors. As one would expect, it can be observed from fig.(2) and fig.(3) that the minimum required precision for sensors increases as the specified value of γ is decreased.
Next, we consider the augmented cost function defined in (21) , with upper bound on κ. Lets assume that the upper bound is
, and the inequality is elementwise. Such a constraint on κ may arise due to real world limitations, e.g. maximum possible precision with which a sensor can be manufactured. Therefore, constraint in terms of β, which is the optimization parameter, can be written as 5), we observe that κ is non-zero forẇ andq sensors. Clearly, as more weightage is given to minimizing γ in the optimization problem, κ foru sensor also becomes non-zero, thus reducing the sparseness of κ. 
V. CONCLUSION
In this paper, we considered the problem of H 2 /H ∞ observer design using sparse set of sensors for LTI systems. We showed that the sparse observer can be determined by solving 1-norm minimization problem subject to linear matrix inequalities. The precision of sensor is treated as an optimization variable, thus allowing us to determine the minimum required precision to realize the observer, which guarantees the required accuracy in the state-estimates.
As an example, sparse H 2 /H ∞ observer was designed for a linearized plant obtained for an F-16 aircraft at different specified attenuation levels γ. We showed that the upper bounds on precision of sensors can be easily incorporated in the optimization problem, and the minimum possible attenuation level γ can also be determined by augmenting the cost function. W v = diag(2, 2, 0.5π/180, 0.5π/180, 5), W d = 0.5
W v W z = diag(1/100, 180/5π, 180/5π, 180/2π)
