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Abstract—Data centers have been highlighted as a major energy consumer and there has been an increasing trend towards the
consolidation of smaller data centers into larger facilities. Yet, small data centers exist for a variety of reasons and account for a
significant portion of the total number of servers. Frequent refreshes of IT hardware have emerged as a trend in hyper-scale data
centers but little attention has been paid to how these savings can be achieved in smaller facilities. This work provides a
comprehensive framework for the energy saving opportunities while determining when a return on investment can be achieved to
enable small data center operators to create credible business cases for hardware refreshes. Various data center deployment
scenarios are used as case studies (based on real-life datasets) to validate the proposed concepts. Our results show that a return on
investment can be achieved for organizations with small data center in less than two years and that these organizations can save more
than three times their annual electricity cost over five years.
Index Terms—Data centers, energy efficiency, hardware refresh rate, environmental impact.
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1 INTRODUCTION
DATA centers and the services they provide support aconsiderable portion of applications which are used
by the world population every day. The digital economy is
executed upon the infrastructure of data centers which con-
tain servers as well as facilities for connectivity hubs, power
distribution and physical security. The digital economy is
entering a new age with an explosion in data, fed by the
growth of paradigms such as the Internet of Things, Cloud,
and Smart Cities, paired with improved connectivity (5G is
beginning its rollout). This has resulted in an extraordinary
increase in the demand for new applications as well as the
infrastructure to support them.
New challenges have emerged as a result of these de-
mands. Data centers have been highlighted as a significant
consumer of electricity worldwide and the environmental
impact of this also been considered [1]. The energy con-
sumption of data centers in Western Europe was estimated
to be 86 TWh in 2013 (3% of annual electricity consumption
of Western Europe) and was projected to increase to 104
TWh by 2020 [2]. This trend has not been predicted in every
part of the world [3].
Over the last decade, considerable work has been done
to propose methods for reducing the energy consumption of
data centers at the hyper-scale [4], [5], [6] but little attention
has been paid to the energy consumption of smaller data
centers. Small data centers are defined as data centers where
servers are housed in small areas of less than 1,000 square
foot and approximately 40% of servers in the US are housed
 J. Doyle was with the School of Electrical Engineering and Computer
Science, Queen Mary University of London, London E1 4NS, United
Kingdom.
E-mail: j.doyle@qmul.ac.uk
 R. Bashroush was with the School of Architecture, Computing, & Engi-
neering,University of East London, London E16 2RD, United Kingdom.
in these data centers [7]. While there are other definitions of
small data centers [8] they tend to be focused on supporting
specific paradigms such as edge computing and their preva-
lence worldwide cannot be easily determined. Considerable
energy savings as well as a corresponding reduction in the
environmental impact of these facilities can be achieved.
Over the last decade with the emergence of metrics such as
the Power Usage Effectiveness (PUE - the ratio of the total
facility load divided by the IT load) [9], tangible progress
has been made in increasing the effectiveness of the data
center cooling and power infrastructure, with PUE values
of near 1.01 reported in some cases [10]. PUE in small data
centers is typically high due to economies of scale and the
level of investment required to achieve a lower PUE [11].
Lowering PUE, however, is not the only path to reducing the
overall energy consumption of a data center. By examining
the frequency of useful workload processing and using this
to appropriately provision server resources during hard-
ware refreshes energy savings can be achieved without large
investments [12]. In this study, we scope hardware refreshes
to the replacement of entire servers rather than upgrading
components of the server or the related power provisioning
system. Circular economy based analysis (remanufacturing,
reconfiguration, component refresh, etc.) is the subject of a
separate study. Utilization in data centers is typically low,
with data centers reported as ranging from 6% to 12% [13]
so the consolidation of workloads onto a smaller number of
servers can also be used to reduce operational expenditure.
Thus, the power provisioning system is likely to be sufficient
for the needs of the new servers. In addition, the lifetime of
power systems is typically five times that of servers [14].
Thus, its replacement is unlikely to offer a quick ROI and it
is not considered in this work.
Part of the reason that the energy efficiency of small data
centers lags behind hyper-scale data centers is that invest-
2ment is limited. Thus, it is difficult to convince organization
management teams to authorize hardware refreshes without
a concrete business plan which indicates when an ROI will
be achieved. This work provides a framework which orga-
nizations with small data centers can use to calculate when
an ROI will be achieved if a hardware refresh is executed. In
this work, three case studies based upon data from organi-
zations currently operating small data centers are discussed.
Data on the server population of the organizations as well
as details on supporting equipment is presented and used
to validate the calculations on how quickly an ROI can
be achieved as well as the savings that can be achieved
over five years. We make three contributions, which are
summarized below:
 We present a framework for determining when a
small organization will achieve an ROI after a hard-
ware refresh including details such as the deploy-
ment cost and the downtime cost.
 We detail the hardware profiles of three organiza-
tions with small data centers as well as the utilization
levels. We analyze these details to provide insights
into how the hardware profiles of small data centers
differ from hyper-scale data centers.
 We examine how quickly a hardware refresh will
result in an ROI for these organizations. Our results
show that an ROI can be achieved in less than two
years and can save over three times their current
annual electricity cost after five years.
The next section discusses related work. Section 3 describes
the methodology used to calculate energy savings due to
hardware refresh, factoring in the reduction of energy costs
due to improved server efficiency, the age of the servers
and the cost of electricity. In Section 4, additional factors
to the cost of procurement are discussed as they can delay
the ROI after a hardware refresh. The case studies for the
three organizations with small data centers are discussed in
section 5. Section 6 highlights the study limitations. Section
7 concludes the work.
2 RELATED WORK
2.1 Server Refresh Cycles
Recently, there have been a number of works on hardware
refreshes in data centers. Bashroush presents a comprehen-
sive framework for examining how long it takes a hardware
refresh to reduce the environmental impact of a data center
as well as detailing the life cycle impact assessment of hard-
ware refresh scenarios [15]. Wang et al. examine the failures
rates of various hardware components in data centers and
how this relates to the life cycle of these components [16].
They also examine the effectiveness of repairs and show
that in a significant number of cases repeated failures occur.
Alter et al. investigate the failure characteristics of 30,000
SSD failures in a Google data center over the course of six
years and how this relates to the life cycle of the drives [17].
These works, however, focus on larger data centers while
our work focuses on the savings which can be made at more
modest installations.
2.2 Modular Data Center Design
There have been numerous works on the design of modular
data centers which are small data centers contained in ship-
ping containers and small data centers which support edge
computing. Vishwanath et al. present a model for the perfor-
mance, reliability and cost of modular data center solutions
[18]. Nikolaou et al. investigate the total cost of ownership
(TCO) of micro-datacenters at the edge and demonstrate
that the edge based solution can have a significantly lower
TCO when compared to a cloud based solution [19]. Qouneh
et al. examine the cooling costs of container-based data
centers and show that considerable savings can be made
when compared to raised floor data centers [20]. Khalid et al.
examine steady-state energy and exergy destruction models
for modular data centers to demonstrate that augmenting
direct expansion cooling in modular data centers can result
in significant energy savings in hot and arid climates [21].
These solutions, however, only consider specific scenarios
such as edge computing or attempts to lower maintenance
costs via modular data centers. In our work, we have ana-
lyzed more general small data centers in small organizations
[7] to demonstrate that ROIs can be achieved in relatively
short periods for this part of the data center market.
2.3 Energy Efficiency in Data Centers
There has been considerable research in reducing the energy
consumption of data centers. This can be achieved through
various means. Firstly, load balancing can be utilized to
direct load to data centers which use more renewable en-
ergy. Lagana` et al. propose using a hierarchical management
architecture to effectively utilize renewable energy [22]. Guo
et al. propose using an algorithm based upon Lyapunov op-
timization to reduce the energy consumption of colocation
data centers while load balancing to minimize interference
on active workloads [23].
Secondly, consolidation can be used to reduce the num-
ber of physical machines which host virtual machines and
containers operating in a data center. Qiu et al. propose
using a probabilistic demand allocation problem to mini-
mize the number of physical servers required to service a
workload without violating service level agreements [24].
Farahnakian et al. propose using a regression-based model
to approximate future CPU and memory usage to improve
the performance of consolidation using a vector bin-packing
algorithm. Xu et al. propose selectively deactivating contain-
ers when a data center is overloaded to reduce the number
of under utilized physical servers in data centers [25].
Finally, the energy efficiency of variations of the cloud
computing paradigm such as fog computing has been exam-
ined. Xiao et al. propose a system where fog nodes cooperate
to achieve the optimal performance of the trade-off between
service response time and energy consumption [26]. Wang
et al. propose an energy aware data collection algorithms
to reduce the energy consumption in the Internet of Things
platforms by reducing redundant data collection [27].
3 BACKGROUND
In this section we discuss the methodology used to identify
the point at which an ROI is achieved. This is similar to the
3methodology used in [15]. This analysis, however, investi-
gates the point at which monetary savings are achieved via
a hardware refresh while the analysis in [15] examines the
point at which energy savings are achieved. To identify the
optimal time interval (if it exists) for hardware refresh rates,
consider Figure 1 below. The diagram shows the cumulative
cost of two scenarios. The first scenario (blue line) shows
the energy cost of existing hardware. The second scenario
(orange line) shows the cost of replacing the hardware and
the cumulative cost of refreshed hardware at a point n in
time.
In this scenario, the embodied cost (cost of purchasing
and installing the hardware) of current hardware (in $),
introduced at time t = 0, is designated as Ece ; and the
annual usage cost (in $) as Ecu. Similarly, for the refreshed
hardware, introduced at time t = n, Ere and E
r
u represent
the embodied and annual usage cost, respectively. Hard-
ware disposal cost (end of life) is very small compared
to embodied and usage cost (see section 6) and was not
included in the model. Additionally, when the hardware is
recycled or redeployed, disposal cost is considered a net
saving. The point of intersection between the two scenar-
ios (represented as n +  in Figure 1) is calculated. The
intersection point, if it exists, represents the point in time
where the refreshed hardware and existing hardware would
have the same cumulative cost. Beyond that point, savings
will be accrued from a reduction in energy consumption
(compared to no hardware refresh). To find the intersection
point, the equations of the two scenario lines need to be
calculated. For current hardware, the cumulative energy line
(blue) passes through two points with coordinates (0; Ece)
and (1; Ece + E
c
u) as shown in Figure 1. Accordingly, the
equation of the line can be calculated as:
Ec(t) = Ecut+ E
c
e (1)
where Ec(t) is the cumulative cost (in $) for the current
hardware at a point in time t  0.
Similarly, we calculate the equation of the refreshed
hardware cumulative energy line (orange), which passes
through the two points (n;Ece+E
r
e +nE
c
u) and (n+1; E
c
e+
Ere + nE
c
u + E
r
u), to be:
Er(t) = Erut+ n(E
c
u   Eru) + Ece + E(e)r (2)
where Er(t) is the cumulative energy consumption for
the refreshed hardware (in $) at a point in time t  n, and n
is the refreshed hardware introduction time (in years). Given
the above two equations (1) & (2), the intersection point of
the two lines can be calculated by setting Ec(t) = Er(t),
which gives:
Erut+ n(E
c
u   Eru) + Ece + Ere = Ecut+ Ece (3)
solving for t, the intersection payback time,  , is found to
be:
 = n+
Ere
Ecu   Eru
(4)
Expressing the intersection time  in terms of n (refreshed
hardware introduction time):
 = n+  (5)
where  is the time interval after which efficiency is
achieved by the newly refreshed hardware (payback time).
Then, replacing (5) in (4) produces:
 =
Ere
Ecu   Eru
(6)
Equation (6) shows the length of time needed to start
reducing overall costs after a hardware refresh (factoring in
embodied cost). The first observation in (6) is that it makes
no reference to the embodied cost of existing hardware Ece .
Thus, deciding on an optimal hardware refresh rate does
not require knowledge of the cost of existing hardware as
currently widely believed. Indeed, this is referred to as the
sunk cost fallacy in behavioral economics [28]. Similarly,
savings,  , due to hardware refresh can be calculated based
on the difference between Ec(t) and Er(t) over a time
period    , from equations (1) and (2), as:
 = E
r(t)  Ec(t) = (Ecu   Eru)(   n)  Ere (7)
As with equation (6), equation (7) shows that energy savings
are also independent of the embodied energy of current
hardware Ece .
One of the key variables in this equation Ecr can be
calculated using the cost of replacing the servers. This is
depicted in equation (8) where i is an index for the replace-
ment servers, si is the cost of the replacement servers and I
is the number of servers being replaced.
Ere =
IX
i=0
si (8)
The difference in energy consumption (Ecu   Eru) can be
estimated based upon the age and power rating of the server
as well as the the cost of electricity.
(Ecu   Eru) =
IX
i=0
airipili (9)
This is depicted in equation (9) where ai is the age of
the server, pi is the power rating of the server, li is the
cost of supplying electricity to the server and ri is the
performance per watt improvement slope based upon chip
improvements. This was found to be 0.03048 as shown in
Section 5.1.
 = (   n)
IX
i=0
airipili  
IX
i=0
si (10)
Using equations (8,9) we can reformat  in more concrete
terms. This is depicted in equation (10)
 = (   n)
IX
i=0
airipili  
IX
i=0
(si + di) (11)
There are also additional costs which are discussed in the
next section which will affect the calculations of  which
can be incorporated into the equation. This is depicted in
equation 11 where di is additional costs associated with the
server’s replacement such as deployment costs.
4Fig. 1: Cumulative energy consumption of existing hardware vs refreshed hardware
4 COST OF PROCUREMENT
In order to determine the optimal time to replace servers, it
is important to factor all aspects of server procurement into
cost calculations. Beyond the cost of the hardware it is also
important to consider the following:
 Deployment cost (Erd). This includes the physical de-
ployment of the server as well as the costs associated
with server, network and storage configuration. Data
center power and cooling must also be considered as
well as other system administration tasks.
 Downtime cost (Ero ). This includes the costs associ-
ated with planned and unplanned downtime. This
calculation includes the cost of restoring services, lost
employee productivity and lost revenue.
 Business Administration (Erb ). This includes the la-
bor cost associated with creating orders, obtaining
purchase approvals, negotiating vendor contracts
and tracking the procurement process.
The deployment cost varies considerably as it depends on
the hourly labor cost as well as the data center design.
It is, however, closely related to the hardware cost (Erh)
as the time required to install and configure hardware is
dependent on how much hardware is being installed and
configured. Previous case studies have found that the de-
ployment cost ranges from 4% to 14% of the hardware cost
[29]. Thus, in our analysis, we assume that the deployment
cost is 10% of the hardware cost (Erd = 0:1E
r
h).
The Downtime cost also varies considerably as it de-
pends on how much downtime is required for the in-
stallation and configuration of the servers. Previous case
studies have found that the downtime for the installation of
between fifty and a hundred servers can range from twelve
hours to no downtime at all [29]. This will depend on the
data center design. For example, if the hardware is being
installed in a new data center with the current installation
set to be decommissioned when the new data center comes
online, there will be no downtime. The cost of downtime
is dependent on the labor costs associated with fixing the
problem and the revenue that is lost while the service is
down [30]. As an accurate estimate is not possible without
knowing the revenue of the service, we do not consider this
cost in our analysis. It can, however, be a significant cost
which will be considered in future work.
Business administration costs are also difficult to calcu-
late. Labor is usually the largest cost in small data centers
[31]. It is difficult, however, to determine how much of this
cost is associated with business administration for procure-
ment. Thus, we assume a conservative estimate that the
business administration cost is the same as the deployment
cost (Erb = E
r
d = 0:1E
r
h). It may be considerably more
than this but a more accurate measure of this cost will be
considered in future work.
5 CASE STUDIES
In this section, various case studies representing real-life
data center scenarios are evaluated. In this section, we
present data on the computational capacity and energy
usage of three organizations with small data centers. A
small data center is defined as data centers where servers
are housed in small areas of less than 1,000 square foot [7].
They can also be classified by the number of servers with
a small data center classified as having less than twenty
five servers [7]. As significantly more than 25 servers can be
housed in 1,000 square foot if racks are used we have chosen
to use this definition as it accurately reflects the data centers
studied. While the individual energy consumption of these
data centers is small, approximately 40% of servers in the US
are housed in these data centers [7]. Thus, improvements in
energy efficiency in these data centers will have a profound
effect on the overall energy consumption of data centers. We
also present information on the energy usage of supporting
hardware such as CRAC units and UPS. We then examine
5the cost of updating their hardware, the corresponding
energy consumption reduction from utilizing more modern
server designs and finally the time required for the savings
from the energy consumption reduction to exceed the cost
of updating the servers.
5.1 Hardware Profile
The hardware profile of three small organizations is de-
picted in Table 1. A number of interesting conclusions can
be drawn from these profiles. Firstly, the hardware is quite
heterogeneous. There are seventeen server types among the
one hundred and thirty two servers deployed in the three
data centers and only one server type is used in more
than one data center. This trend has been found to occur
in larger cloud organizations [32]. One of the proposed
causes of this heterogeneity is asynchronous upgrades fur-
ther exacerbating the inherent diversity of computational
requirements found in organizations [33]. Asynchronous
upgrades are a particular problem in small organizations as
budgets are frequently limited and full hardware refreshes
are not possible without a significant business case.
Secondly, the utilization rates of the servers which range
from 20% to 40% are above the average CPU utilization
levels in data centers reported as ranging from 6% to 12%
[13]. They are, however, still sufficiently low that the orga-
nizations could benefit from consolidation [3]. Thirdly, the
energy proportionality [34] of the servers varies hugely. This
is to be expected due to the heterogeneity of the hardware.
More modern servers use less power to complete the same
computations. The performance per watt of similar Intel
Core i7 processors is depicted in Table 2. From the table,
we can see that the performance per watt has gradually
increased since 2011. This is further depicted in Figure 2.
It should be noted that there is not enough data to infer
a specific rate for the growth of performance per watt.
The data, however, is sufficient to illustrate the increased
performance per watt which has resulted from increased
transistor density. It should also be noted that the Intel
Core i7 brand includes lower power and ultra low power
processors which are deliberately underclocked to reduce
their power consumption. These processors, however, are
rarely used in data center servers as they are mostly used
to increase battery life in mobile devices. Finally, recent
work has shown that other processor designs such as ARM
use less power than Intel architectures and this can also
affect the energy proportionality of the servers [35]. These
processors, however, also tend to be used solely in mobile
devices.
Finally, we can see that the servers in these data centers
are quite old. The age is an estimate based upon the date
when this data was collated in 2017 and the release date
of the server type. We can, however, conclude that the
servers are considerably older than those found in larger
cloud providers where the life cycle of a server is typically
3-5 years [36]. The average age of the servers in these
organizations is 9 years. Even assuming an error in the age
estimate of 2 years they are considerably older than the max-
imum age of servers found in large cloud providers. This
illustrates that small organizations are particularly suitable
for hardware refreshes to reduce energy consumption for
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Fig. 2: Performance per watt for core i7 Intel Processor.
two reasons. Firstly, as the life cycle of a server is extended
beyond what is typical in other organizations greater energy
savings can be made as the data center will be operating
with reduced energy consumption for a longer time before
another hardware refresh is required. Secondly, greater con-
solidation of servers is possible as newer processors will
be considerably more powerful allowing a single server to
perform the work of several older servers.
5.2 Supporting Hardware Profile
In addition to energy savings which can be made by consol-
idating the number of servers operating, further savings can
be made by considering the supporting hardware. This can
also be consolidated to reflect the lower power consumption
of the servers. The supporting hardware profile of the three
organizations is depicted in Table 3. A number of interesting
conclusions can be drawn from these profiles. Firstly, the
supporting hardware is quite heterogeneous. While there
are not as many different types due to the lower overall
number of supporting devices there are four different com-
puter room air conditioner (CRAC) types of the twenty four
CRACs used and there are six different uninterrupted power
supply (UPS) designs of the forty four UPSs used. This
will occur partly for the same reason it occurs in servers,
namely, asynchronous updates [33]. Another reason for this
is the deployment of the UPS system. It is common to
utilize two UPS devices to power servers to make servers
more resilient to the failure of a UPS [38]. Based upon the
supporting devices’ power rating and the sum of the power
ratings of the servers it appears that Organization 1 has
taken this approach. It appears, however, that Organization
2 has taken the simpler approach of connecting all servers
in the data center to a single UPS. Thus, this design strategy
requires a UPS with a high power rating which further
exacerbates the heterogeneity.
Secondly, if we compare the power rating of the CRAC
devices, UPS devices and servers we can see that in the ma-
jority of cases that these organizations are over provisioned
with cooling and UPS devices. This is depicted in Figure 3.
For UPS devices this can partially be explained by typical
UPS deployments to make servers resilient in the event of
6Quantity Server Type 100% utilized
Power Rating
Idle Power Rat-
ing
Utilization (0-1) Idle Power/100%
utilized Power
Rating as
Percentage
Estimated Age
of Server(years)
11 Server Type 1 301 125 0.2 41.5% 7
17 Server Type 2 258 172 0.4 68.3% 12
8 Server Type 3 258 172 0.4 68.3% 12
(a) Hardware Profile of Organization 1
Quantity Server Type 100% utilized
Power Rating
Idle Power Rat-
ing
Utilization (0-1) Idle Power/100%
utilized Power
Rating as
Percentage
Estimated Age
of Server(years)
13 Server Type 4 237 75.6 0.4 31.9% 8
7 Server Type 5 258 172 0.4 68.3% 11
14 Server Type 6 244 143 0.4 58.6% 11
10 Server Type 7 117 75 0.4 64.1% 7
3 Server Type 8 258 172 0.4 68.3% 12
5 Server Type 9 258 172 0.4 68.3% 9
2 Server Type 10 258 172 0.4 68.3% 15
6 Server Type 11 258 172 0.4 68.3% 4
4 Server Type 12 258 172 0.4 68.3% 1
(b) Hardware Profile of Organization 2
Quantity Server Type 100% utilized
Power Rating
Idle Power Rat-
ing
Utilization (0-1) Idle Power/100%
utilized Power
Rating as
Percentage
Estimated Age
of Server(years)
10 Server Type 4 237 75.6 0.3 31.9% 8
6 Server Type 13 263 53.3 0.3 20.3% 5
6 Server Type 14 117 75 0.4 64.1% 7
2 Server Type 15 117 75 0.4 64.1% 5
5 Server Type 16 276 157 0.4 56.8% 11
3 Server Type 17 266 56.9 0.4 21.4% 7
(c) Hardware Profile of Organization 3
TABLE 1: Hardware Profile of Organizations.
Year of Release Processor Type Thermal Design Power
(W)
GFLOPs GFLOPs per Watt
2011 i7-2600 95 32.52 0.3423
2012 i7-3770 77 29.29 0.3804
2013 i7-4770 84 31.57 0.3758
2015 i7-6700 65 31.42 0.4834
2017 i7-7700 65 34.14 0.5252
2018 i7-8700 65 92.07 1.4165
TABLE 2: Performance per watt for core i7 Intel Processor. The figures for GFLOPs are taken from [37]
Quantity Device Type Power Rating Efficiency Utilization (0-1)
7 CRAC Type 1 5500 1 1
5 CRAC Type 2 5500 1 1
8 UPS Type 1 2700 0.93 0.5
4 UPS Type 2 4200 0.93 0.5
7 UPS Type 3 1920 0.93 0.5
9 UPS Type 4 700 0.93 0.5
(a) Supporting Hardware Profile of Organization 1
Quantity Device Type Power Rating Efficiency Utilization (0-1)
8 CRAC Type 3 7100 1 1
4 UPS Type 5 12000 0.93 0.5
(b) Supporting Hardware Profile of Organization 2
Quantity Device Type Power Rating Efficiency Utilization (0-1)
4 CRAC Type 4 2800 1 1
3 UPS Type 1 2700 0.93 0.5
5 UPS Type 3 1920 0.93 0.5
4 UPS Type 6 8000 0.93 0.5
(c) Supporting Hardware Profile of Organization 3
TABLE 3: Supporting Hardware Profile of Organizations.
7Quantity Server Type Unit Cost (e) Total Cost(e)
11 Server Type 1 Replacement 5021 55231
17 Server Type 2 Replacement 2308 39236
8 Server Type 3 Replacement 1429 11432
(a) Replacement Hardware Cost Organization 1
Quantity Server Type Unit Cost (e) Total Cost(e)
13 Server Type 4 Replacement 2241 29133
7 Server Type 5 Replacement 2325 16275
14 Server Type 6 Replacement 897 12558
10 Server Type 7 Replacement 1142 11420
3 Server Type 8 Replacement 1670 5010
5 Server Type 9 Replacement 2308 11540
2 Server Type 10 Replacement 2308 4616
6 Server Type 11 Replacement 825 4950
4 Server Type 12 Replacement 2325 9300
(b) Replacement Hardware Cost for Organization 2
Quantity Server Type Unit Cost (e) Total Cost(e)
10 Server Type 4 Replacement 2241 22410
6 Server Type 13 Replacement 1386 8316
6 Server Type 14 Replacement 897 5382
2 Server Type 15 Replacement 1142 2284
5 Server Type 16 Replacement 1429 7145
3 Server Type 17 Replacement 1429 4287
(c) Replacement Hardware Cost for Organization 3
TABLE 4: Replacement Hardware Cost for Organizations
Organization Hardware Refresh Cost (e) Deployment Cost (e) Business Administration
Cost(e)
Total Cost (e)
1 105,899 10,590 10,590 127,079
2 104,802 10,480 10,480 125,762
3 49,824 4,982 4,982 59,788
TABLE 5: Refresh Costs for organizations
simultaneous UPS and power failure [38]. With cooling, it
may also be partially explained by a resilient data center
design. The design of the data center may specify that it
should continue to function in the event of a single CRAC
failure. The power required by a CRAC can be calculated
using the following formula:
C =
Q
COP (Tsup)
+ Pfan
Where Q is the amount of power the servers consume, Tsup
the temperature of the air that the CRAC units supply, Pfan
the power required by the fans of the CRAC units and COP
is the coefficient of performance (COP), that is the ratio of
heat removed to work necessary to remove the heat, is a
function of the temperature of the air being supplied by the
CRAC unit. The COP of a typical chilled-water CRAC is
given by the formula below [39]:
0:0068T 2sup + 0:0008Tsup + 0:458
Assuming a typical supply temperature of 15 (Tsup =
15) this yields a COP of 2 indicating that the power rating
of the CRAC unit should be half of the server power rating
with some additional power requirements for powering
the fans and a margin of safety. It should not, however,
significantly exceed the server power rating as is the case
in Organizations 1 and 2. This can be seen in Figure 3. In
the case of Organization 1, the cooling power rating is more
than six times the power rating of the servers. This is consid-
erably more than necessary even assuming cooling device
redundancy. We can also see from Table 3 that the individual
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Fig. 3: Comparison of the server power rating, Cooling
Power Rating and UPS Power Rating at different organi-
zations.
power rating of CRAC Type 1 is significantly higher than
is necessary. We can also see from Table 3 that utilization
of the CRAC units is 100% indicating the CRAC units are
over utilized. This indicates that greater consolidation of
servers is possible by both reducing the overall power rating
of CRAC units and setting the utilization level of CRAC
units at an appropriate level. If we assume that the data
center design implements cooling device resilience, CRAC
units with a power rating equal to the sum of the power
rating of servers in the data center should be sufficient to
cool the servers assuming a design with adequate airflow.
8Quantity Server Type Unit Cost (e) Total Cost(e)
7 Server Type 1 Replacement 5021 35147
13 Server Type 2 Replacement 2308 30004
4 Server Type 3 Replacement 1429 5716
(a) Equal Computation Replacement Hardware Cost Organization 1
Quantity Server Type Unit Cost (e) Total Cost(e)
10 Server Type 4 Replacement 2241 22410
4 Server Type 5 Replacement 2325 9300
12 Server Type 6 Replacement 897 10764
7 Server Type 7 Replacement 1142 7994
1 Server Type 8 Replacement 1670 1670
2 Server Type 9 Replacement 2308 4616
1 Server Type 10 Replacement 2308 2308
4 Server Type 11 Replacement 825 3300
1 Server Type 12 Replacement 2325 2325
(b) Equal Computation Replacement Hardware Cost for Organization 2
Quantity Server Type Unit Cost (e) Total Cost(e)
8 Server Type 4 Replacement 2241 17928
4 Server Type 13 Replacement 1386 5544
4 Server Type 14 Replacement 897 3588
1 Server Type 15 Replacement 1142 1142
3 Server Type 16 Replacement 1429 4287
1 Server Type 17 Replacement 1429 1429
(c) Equal Computation Replacement Hardware Cost for Organization 3
TABLE 6: Equal Computation Replacement Hardware Cost for Organizations
Organization Hardware Refresh Cost (e) Deployment Cost (e) Business Administration
Cost(e)
Total Cost (e)
1 70,867 7,087 7,087 85,041
2 64,687 6,469 6,469 77,625
3 33,918 3,392 3,392 40,702
TABLE 7: Equal Computation Refresh Costs for organizations
If we examine Figure 3 we can see that the cooling power
rating of Organization 3 is at approximately the correct level.
In Organization 3 the UPS power rating is more than seven
times the power rating of the servers indicating that the
organization is over provisioned with UPS devices. It should
be noted that this power rating refers to the maximum load
which can be drawn from the UPS. Another important factor
in UPS systems is their energy storage capacity which in
conjunction with the load will determine how long the data
center will operate in the event of a power failure. In this
study, we exclude storage capacity as the optimal choice
will depend on the transition time from main power to
backup generators which can vary significantly depending
on the data center. In large data centers, it is typically ten to
fifteen seconds [40] but this requires systems and expertise
not readily available in smaller organizations. This data
was not available for the data centers studied and so is
excluded. If we examine Table 3, however, we can see that
the utilization level of the UPS devices is 50%. If we assume
that a typical UPS deployment is used for redundancy and
this is taken into account, then the power rating of the UPS
devices is approximately at the correct level. It is, however,
possible for savings to be made by purchasing smaller, less
expensive UPS devices. This will reduce the time necessary
for hardware refreshes to result in overall cost savings for
the organization.
Finally, based upon the efficiency of the UPS devices
they were purchases at a similar time. Advances in UPS
technology [41] have improved the efficiency of UPS. The
efficiency of a UPS is also dependent on the loading of
the UPS and an efficiency of 93% given a 50% workload
indicates that relatively modern UPS devices are being used
in these data centers. It is possible, however, to improve
the energy savings by increasing the utilization of a more
modern UPS. By using a more modern UPS an efficiency
of 98% can be achieved [41]. This will also reduce the time
necessary for hardware refreshes to result in an overall cost
savings for the organization.
5.3 Cost of Updating Hardware
In order to determine the cost of updating hardware, we
examine the cost of replacing each server type with its most
recent version. The cost for each organization is depicted
in Table 4. When selecting the replacement model of each
server type the most recent generation of the server type
was selected where possible. In cases where the series of the
server had been discontinued the closest equivalent from
the current server ranges of the manufacturer was selected.
When determining the cost of the server the price is taken
directly from the manufacturer’s website where possible. In
cases where this is not possible the price is the average
of the at least three re-sellers of the server. It should be
noted, however, that considerable economies of scale can be
achieved when purchasing servers [42] so these costs should
be considered conservative estimates. Finally, each server
type has several configurations and the closest configuration
to the original is server is used to determine the replacement
cost.
When examining Table 4 it is interesting to note that
low-end servers are mostly used in these organizations. The
9Quantity Server Type Unit Cost (e) Total Cost(e)
5 Server Type 1 Replacement 5021 25105
12 Server Type 2 Replacement 2308 27696
3 Server Type 3 Replacement 1429 4287
(a) High Utilization Replacement Hardware Cost Organization 1
Quantity Server Type Unit Cost (e) Total Cost(e)
8 Server Type 4 Replacement 2241 17928
2 Server Type 5 Replacement 2325 4650
11 Server Type 6 Replacement 897 9867
6 Server Type 7 Replacement 1142 6852
1 Server Type 8 Replacement 1670 1670
1 Server Type 9 Replacement 2308 2308
1 Server Type 10 Replacement 2308 2308
3 Server Type 11 Replacement 825 2475
1 Server Type 12 Replacement 2325 2325
(b) High Utilization Replacement Hardware Cost for Organization 2
Quantity Server Type Unit Cost (e) Total Cost(e)
7 Server Type 4 Replacement 2241 15687
3 Server Type 13 Replacement 1386 4158
3 Server Type 14 Replacement 897 2691
1 Server Type 15 Replacement 1142 1142
2 Server Type 16 Replacement 1429 2858
1 Server Type 17 Replacement 1429 1429
(c) High Utilization Replacement Hardware Cost for Organization 3
TABLE 8: High Utilization Replacement Hardware Cost for Organizations
Organization Hardware Refresh Cost (e) Deployment Cost (e) Business Administration
Cost(e)
Total Cost (e)
1 57,088 5,709 5,709 68,506
2 50,383 5,038 5,038 60,459
3 27,965 2,797 2,797 33,559
TABLE 9: High Utilization Refresh Costs for organizations
average replacement server cost for organization 1 is e2,942.
The average replacement server cost for organization 2 is
e1,638. The average replacement server cost for organiza-
tion 3 is e1,557. The average replacement server cost across
all three organizations is e1,974. This is considerably less
than the figure used for calculating the cost of a cloud
in the seminal work by Greenberg et al. [14]. This is in
line with the preferred building blocks of low end servers
used in warehouse scale computing [40]. It should be noted
that the average replacement server cost for organization
1 is approximately double that of the other organizations.
This difference is largely due to the use of servers from a
relatively niche manufacturer for specialized tasks.
The total cost for replacing the servers in each organi-
zation is a considerable amount given their relative funding
levels. The total cost for replacing the servers in organization
1 is e127,079. The total cost for replacing the servers in
organization 2 is e125,762. The total cost for replacing the
servers in organization 3 is e59,788. The breakdown of
the hardware refresh cost, deployment cost and business
administration cost is depicted in Table 5. This cost, how-
ever, can be significantly reduced. These costs assume that
each server is replaced with a modern version of its type.
Figure 2 shows that the performance per watt has increased
significantly since 2011. Thus, even if we ignore the value for
2018 as an outlier 65% of the servers can provide the same
computing resources as the servers currently operating in
the organizations. This percentage is simply calculated by
comparing the performance per watt of 2011 which is 0.3423
with the performance per watt of 2017 which is 0.5252.
If servers are replaced in a proportional fashion where
the total number of servers being replaced is calculated as
65% of the number of servers operating in the organizations
rounding up so that there will be 65% or more servers op-
erating in the organization after the refresh. Servers which
are not replaced are decided based upon two rules. Firstly,
if there are more than one of the server types operating in
the organization then the number of servers of this type is
reduced by one. If this would remove too many servers, the
most expensive server is removed. Secondly, if the number
of servers removed is still not equal to the total number
required to achieve 65% then the most expensive server
type of the remaining types is removed. This methodology
is used as it maintains the heterogeneous server mixture
which is needed for diverse workloads while reducing the
expense of refreshing the hardware as much as possible.
The server types utilized in each organization are depicted
in Table 6. If this methodology is used the total cost for
replacing the servers in organization one is e85,041, the total
cost for replacing the servers in organization two is e77,625
and the total cost for replacing the servers in organization
three is e40,702. The breakdown of the hardware refresh
cost, deployment cost and business administration cost is
depicted in Table 7. This represents an average reduction in
the cost of refreshing the hardware of 34.4%. In addition, it
will further reduce the energy consumption of the organi-
zations after the hardware refresh. This will reduce the time
until the payback point is reached where the savings from
reduced energy consumption is greater than the cost of the
hardware refresh.
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Fig. 4: Yearly energy consumption of servers of organiza-
tions with different configurations.
Hardware refresh costs can be further reduced by con-
sidering best practice utilization levels. While the server
utilization levels are considerably higher than the average
CPU utilization levels in data centers reported as ranging
from 6% to 12% [13] they are still lower than the best
practice representation of the utilization level of 50%1 [3].
By reducing the total number of servers by 20% of the equal
computation refresh scenario the utilization levels can be in-
creased from 40% to 50%. Using the same methodology, the
expense of refreshing the hardware can be further reduced.
The server types utilized in each organization are depicted
in Table 8. If this methodology is used the total cost for
replacing the servers in organization one is e68,506, the total
cost for replacing the servers in organization two is e60,459
and the total cost for replacing the servers in organization
three is e33,559. The breakdown of the hardware refresh
cost, deployment cost and business administration cost is
depicted in Table 9. This represents an average reduction
in the cost of refreshing the hardware of 47.3%. This will
also reduce the time until the payback point is reached in a
similar fashion to the previous scenario.
5.4 Energy Savings
To determine the energy savings which can be made by
updating the hardware we need to examine the current en-
ergy consumption of the organizations. Figure 4 depicts the
electricity cost for the three server configurations discussed
in the previous section at each organization. In the original
configuration, the servers are simply upgraded to their
latest version and the number of servers is maintained. In
the equal computation configuration, the computational re-
sources available are maintained and the number of servers
shrinks accordingly due to the improved performance of the
processors. In the high utilization configuration, the number
of servers further shrinks from the equal computation con-
figuration to increase the utilization of the servers from 40%
to 50%. It should be noted that the price of electricity varies
slightly between each organization. The price of electricity
for organization one is 0.12209195e/kWh. The price of
electricity for organization two is 0.12541e/kWh and the
1. The actual utilization level recommendation is 55% but 5% is
needed to account for consolidation overhead.
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Fig. 5: Yearly energy consumption of organizations with
different configurations.
price of electricity for organization three is 0.1314e/kWh.
The prices, however, are quite similar and do not substan-
tially affect the operating cost of the servers and supporting
equipment.
From Figure 4 we can see that although the overall cost
of energy consumed by servers in a year varies somewhat
between the three organizations, the relative reduction in
the energy cost when the different configurations are used
are broadly similar. The reduction of energy cost when the
equal computation configuration is used instead of the origi-
nal configuration ranges from 35.1% to 37.2%. The reduction
of the energy cost when the high utilization configuration is
used instead of the original configuration ranges from 43.7%
to 49%. Both configurations represent significant savings,
but further savings can be achieved by modifying the uti-
lization levels of supporting equipment in particular cooling
equipment.
Figure 5 depicts the electricity cost of the servers, cooling
equipment and UPS equipment for the three server config-
urations discussed in the previous section at each organi-
zation. In this figure, the original configuration represents
a configuration where the servers are simply upgraded and
the utilization levels of the supporting cooling equipment
are maintained at the reported level. The equal compu-
tation configuration represents a configuration where the
computational resources available are maintained and the
number of servers shrinks accordingly due to the improved
performance of the processors. In addition, the utilization
of the cooling equipment is set to be 20% higher than the
energy consumption of the servers. This is a somewhat
conservative level as the cooling costs can be lower than
the energy consumption of the servers if a sufficiently high
supply temperature is utilized. Indeed, the general trend
in recent years has been a gradual increase in the recom-
mended allowable temperature [43]. For example, if we take
the maximum allowable temperature described in [43] of
45C and use the formula for describing the power required
for a CRAC we find that power required by a CRAC is 7%
of the power that the servers consume if the power required
by the fans are excluded. Using such a high supply temper-
ature, however, requires a specific architecture and careful
management and hence, our conservative estimate represent
a reasonable compromise between energy consumption and
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Fig. 6: Return on Investment for organization one under
different scenarios.
preventing faults in hardware. For the high utilization con-
figuration, the number of servers further shrinks from the
equal computation configuration to increase the utilization
of the servers from 40% to 50%.
From Figure 5 we can see that the savings which can
be made when considering supporting equipment are very
large, even with a relatively conservative estimate of the
cooling energy required. In organization one, the reduction
in energy cost when the equal computation configuration
is used instead of the original configuration is 86.4%. For
organization two the reduction is 78.1%. In organization
one, the reduction in energy cost when the high utilization
configuration is used is 88.6%. In organization two the
reduction in energy cost when the high utilization config-
uration is used is 82.4%. It should be noted that a general
reduction in the overall cooling costs is responsible for a
large portion of this cost reduction. We can see from Figure
3 that organization three has cooling energy costs which are
more closely related to the server energy costs and this is
reflected in the energy cost reduction in organization three.
In organization three the reduction in energy cost when
the equal computation configuration is used instead of the
original configuration is 65.2% and the reduction in energy
cost when the high utilization configuration is used is 72.7%.
These are, however, very significant savings and it should
be noted that further savings can be made by increasing
the supply temperature of cooling equipment to reduce the
utilization levels of the cooling equipment.
5.5 Return on Investment
To determine the time required to achieve an ROI for the
equal computation and high utilization configuration we
plot energy savings over a five year period and include the
initial investment (II) for the two configurations so that the
time required to achieve an ROI is clearly visible. This is
depicted in Figures 6, 7 and 8. From Figures 6 and 7 we can
see that organizations one and two achieve an ROI in less
than two years. In addition, with the high utilization con-
figuration organization one has saved over e285,000 after
five years while organization two has saved over e245,000.
In both cases, this is over three times their current annual
electricity cost and thus, represents a significant saving for
both organizations.
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In organization three the savings are more modest. In
the high utilization configuration, it takes slightly less than
three years to achieve an ROI and after five years organi-
zation three has saved over e38,000. While the savings are
more modest in absolute terms this is still approximately
two times their current annual electricity cost. In general,
the lifetime of a server is approximately three years [14]. If
the high utilization configuration is used, this represents an
ROI for the organization. Considering the age of the servers
depicted in Table 1, however, the lifetime of a server in small
organizations is likely to be significantly longer than three
years. Thus, the examination of the energy savings for five
years could be considered a conservative estimate and show
that significant savings can be made in this time period.
6 STUDY LIMITATIONS
This work exhibits a number of limitations as with any
research which are discussed in this section along with
measures designed for their mitigation.
Firstly, the energy savings depicted in the previous
section depend on the specific power consumption of the
replacement servers suggested for the organizations. One
of the main limitations is that without instrumentation of
the servers it is difficult to accurately determine the exact
power consumption of the server. While the figures obtained
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in Table 1 were obtained via instrumentation and are thus,
accurate it is likely that newer servers will consume less
power due to improved processor design and the general
trend depicted in Figure 2. It is difficult, however, to specify
this saving accurately without instrumentation. In order to
address this limitation, we use the power ratings of the
servers currently used by the organizations. We can safely,
assume, that the power consumption will not increase and
our results can be considered somewhat conservative. It is
also interesting to note that all the results show a linear
relationship between savings in operational expenditure
and time. Previous work has shown that the relationship
between the efficiency of servers and the power of the
servers is non-linear [44]. If we used power measurements
from instrumentation of the new server models, we would
likely see this non-linear relationship in our figures.
Secondly, the energy savings which can be attained by re-
ducing the cooling energy supplied to the machines relative
to the energy consumption of the server is dependent on the
architecture of the room where the servers are housed. For
example, if aisle containment [45] is utilized this allows a
much higher supply temperature to servers as the danger of
thermal “hot-spots” is considerably less. In order to address
this limitation, we assume a utilization level for cooling
equipment which is significantly less than the theoretical
maximum. Further savings may be possible if the servers
are housed in a facility with modern thermal management
systems but this cannot be stated definitively. It should be
noted that “hot-spots” are more likely due to the higher
power density of the new servers so the current cooling
structure may not be sufficient. This will be explored in
future work.
Thirdly, it is also possible to save energy by replacing
network and storage equipment. Similar trends to those
found in servers where the performance per watt has been
steadily increasing in recent years can be found for both of
these devices [3]. While data on these devices was available
it was found that the savings offered by replacing these
devices were significantly less than the savings achieved
by replacing servers. As the savings offered by servers are
not substantially affected by the inclusion of a storage and
network refresh, we have focused our attention on a server
refresh only. Further savings, however, are possible.
Finally, new EcoDesign legislation for servers and online
storage devices requires servers to reduce their idle power.
In many cases, next generation servers do not have as much
computational power as the previous generation as a result
of different chip designs which prioritize a lower idle power
[15]. Performance per watt, however, is still increasing as
indicated by the results of this work. We have assumed
that the price of the processor will remain proportional to
its computational power and endeavored to select replace-
ment servers which have sufficient computational power
to support workload consolidation without performance
impairment.
7 CONCLUSION
This work provides a new perspective on the energy con-
sumption of small data centers and savings that can be
achieved with relatively little investment. The work demon-
strates that reducing the server population and thereby con-
solidating workloads can decrease energy costs sufficiently
that an ROI after a hardware refresh can be achieved in
as little as two years and that organizations can save over
three times their annual electricity cost after five years.
Additionally, the work demonstrates that consolidation of
workloads onto a smaller number of more powerful servers
can reduce the energy consumption of data centers. In future
work we aim to examine how some of the limitations of
our study affect the results. In particular, we would like to
instrument the new proposed servers as significant savings
may be achieved due to the improved power design. We
also aim to examine how the replacement of network and
storage devices can achieve an ROI. While the savings of-
fered by replacing these devices are not as substantial as the
savings achieved by replacing servers they are nevertheless
significant and merit further research.
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