The question whether the preparation process of foreshocks and mainshocks is di erent from other earthquakes is of great interest with regard to earthquake predictability. We show that the most conspicuous properties of earthquake clustering can be explained without assuming any di erences in the initiation processes. In particular, the Gutenberg-Richter law as well as the Omori law for foreshock and aftershock sequences can be reproduced by model simulations with the simple assumption that all subsequent events are initiated in the same manner at the edges of the recently ruptured area. In this way, the empirically observed b and p values are reproduced naturally without any parameter tuning as well as their di erences with regard to foreshock and aftershock activity. These properties are shown to result from the shrinking of the loaded fault region with time. In the model, foreshocks occur in extended and almost compact fault segments whereas aftershocks are mostly restricted to recesses left unruptured by the mainshock. Our investigations lead to the conclusion that the spatial e ects rather than the temporal e ects of the initiation mechanism are decisive for earthquake clustering. 
Introduction
A current issue of seismology is whether the processes that occur prior to and in the initial stages of foreshock and mainshock rupture can be distinguished from other earthquakes Vidale et al., 2001] . The answer of this question would have important implications with regard to the possibility of earthquake predictions. Because of the complexity of this eld, we address a more speci c question in this paper: Which conclusions can be drawn in this respect from the seismicity patterns conserved in earthquake catalogs?
The occurrence of earthquakes is complex, but not random, neither in the energy release, nor in its spatiotemporal correlations. On one hand this is documented by the patterns of clustering in space and time. Almost all earthquakes are found to trigger aftershocks with a temporal decaying probability. In particular, the occurrence rate of aftershocks R can be well described by the modi ed Omori law R (c + 4t) ?p (1) where 4t indicates the time after the mainshock and c is a small constant taking values from 0.01 days to over 1 day with a median of about 0.3 days . The observed values of the power law exponent p are close to 1. The same law, if 4t indicates the time before the mainshock, has been found to describe the foreshock occurrence. This power law behavior has been observed for the much less frequent foreshocks by stacking foreshock activity correlated with di erent mainshocks Kagan and Knopo , 1978; Jones and Molnar, 1979] . Likewise the temporal clustering, also the frequency-size distribution of earthquakes is well-de ned over a wide range of magnitudes by a speci c law, namely the Gutenberg-Richter law Gutenberg and Richter, 1956] log 10 N = a ? bM (2) where N de nes the number of events with magnitude greater than M, and a and b are constants. This relation can be expressed by a power law also for the source size S log 10 N = S ?B
with B b Kanamori and Anderson, 1975; Purcaru and Berckhemer, 1978] . The observed b-values for regional seismicity are close to 1.
However, the Richter b value as well as the Omori p value vary signi cantly within earthquake clusters.
The p-value describing the temporal increase of foreshock activity is signi cantly smaller than the exponent of the aftershock decay Maeda, 1999] . Furthermore, the b-value of foreshocks and mainshocks has been often found to be much smaller than the b-value of aftershocks Suyehiro et al., 1964; Papazachos, 1975; Knopo , 2000] , which is also in agreement with the variation of acoustic emissions in fracture experiments Scholz, 1968; Sammonds et al., 1992; Lei et al., 2000] . It is unknown so far, whether these statistical di erences between foreshocks and aftershocks result directly from di erences in their initiation processes Vidale et al., 2001] .
The Gutenberg-Richter law (Eqs. 2 and 3) points to a critical state of the stress eld Main, 1996; Sornette, 2000] . Such critical states self-organizes naturally by repeated earthquakes and tectonic forcing in simulations of the earthquake evolutionary process Burridge and Knopo , 1967; Bak and Tang, 1989; Olami et al., 1992; Sornette et al., 1994; Hainzl et al., 1999; Hainzl et al., 2000b] . Whether the fault system remains always near the critical point or uctuates back and towards this state depends on the assumptions about dissipation and healing properties Hainzl and Z oller, 2001] . However, the assumption of a critical stress state is not su cient to understand the spatio-temporal clustering of earthquakes. Several additional mechanisms have been proposed to underly the earthquake clustering, though their real relevance is unknown so far. In particular, a rate-and statedependent friction law Dieterich, 1994] , pore uid ows Nur and Booker, 1972; Yamashita, 1999] , and stress corrosion cracking Shaw, 1993; Main, 2000] are proposed on the basis of theoretical considerations. Under some restrictions, the nonlinear temporal laws of the proposed mechanism can explain the occurrence of aftershocks according to the Omori law. On the other hand, we have found in previous work Hainzl et al., 1999] that the introduction of visco-elastic coupling in a fault model can reproduce earthquake clustering as well. However, the underlying reasons for these numerical ndings have not been fully understood so far.
In this paper, we will show in detail that the spatial rather than the temporal e ects of the triggering mechanisms seem to be crucial for the characteristics of the above mentioned earthquake clustering. For this purpose, we study sequences of earthquakes successively unloading initially pre-stressed fault patches of nite size. Our cellular automaton model introduced in Sec. 2 mainly bases on the assumption that the earthquakes within a cluster are triggered at the edges of the rupture area of precursory events. The temporal component of the postseismical e ect is chosen as simple as possible, namely state-independent and purely linear. In Sec. 2, we show that simulations based on these simple assumptions already reproduce the empirical observations. The implications and conclusions which can be drawn from our results are discussed in Sec. 4.
Model

Assumptions
Our simulations of earthquake ruptures are based on the following assumptions: (i) Ruptures occur at highly stressed fault patches of nite size; (ii) the coseismic evolution is dominated by frictional behavior and elastic interactions; (iii) a ruptured area remains aseismic (unloaded) within the time scale of the ongoing earthquake clustering, and (iv) in response to ruptures, the strength and stress in the rock surrounding the ruptured area is altered postseismically which may result in triggered earthquakes nucleating at the edge of the rupture area.
Several empirical observations seem to justify this simpli ed picture of the complex processes taking place in fault regions: Assumption (i) is supported -rstly -by the validity of the Gutenberg-Richter law (Eqs. 2 and 3) which indicates that earthquakes occur mostly in highly stressed fault patches where ruptures can grow up to all sizes limited only by the fault segment size Geller et al., 1997; Hainzl and Z oller, 2001] . Secondly, the time-to-failure analysis of natural seismicity has recovered an underlying critical point behavior Bufe and Varnes, 1993; Jaum e and Sykes, 1999; Z oller et al., 2001] ; and thirdly, in a whole class of models simulating the seismic cycle, the stress eld self-organizes into a critical stress state (e.g. Burridge and Knopo , 1967; Olami et al., 1992; Main, 1996; Dahmen et al., 1998; Hainzl and Z oller, 2001] ). The assumption (ii) is justi ed by the observation that earthquakes occur mostly on preexisting faults, that is, they are a frictional rather than a fracture phenomenon Scholz, 1998 ]. Assumptions (iii) and (iv) are supported by the observation that, within earthquake clusters, subsequent events occur next to the rupture area of previous events, in particular, aftershocks are concentrated preferable at the edges of the mainshock rupture area and the epicenter of the mainshock is situated mostly in the immediate vicinity of the foreshocks Mendoza and Hartzell, 1988; Ogata et al., 1995] . The time scales of individual ruptures (minutes), earthquake clusters (weeks), and recurrence times of large earthquakes (hundreds to thousands of years) are well separated leading to the conclusion that the mechanism responsible for earthquake clustering is di erent from that of rupture evolution (elastic interactions) and that of reloading (tectonic plate movement) Scholz, 1994] . The temporal characteristics of the triggering mechanism will depend on the real underlying process. Different processes have been proposed, e.g. pore uid ows Nur and Booker, 1972; Yamashita, 1999] or stress corrosion Shaw, 1993 , Main, 2000 , however, it is not known if one or more of these processes are really underlying the earthquake clustering. Thus, for our investigations, we assume the simplest case, that is, a state-independent linear change of the strength, respectively stress, with time.
Algorithm
We implement our model in the form of a continuous cellular automaton by de ning a two-dimensional L L array of blocks (i,j), where i; j are integers, 1 i; j L. To account for complex boundary conditions, we produce within this L L array a seismic active patch of L 2 =2 sites which is embedded in an aseismic region. The procedure which we use to produce fault geometries of variable geometry is described in the appendix. We characterize the complexity of the fault geometry by the fractal dimension D 0 of the border line. In Figure 1 one example is shown for each of the three di erent degrees of fault complexity analyzed in this paper.
The evolution of ruptures within the active fault region is described by the cellular automaton version Olami et al., 1992] of the two-dimensional springblock model originally proposed by Burridge and Knopo Burridge and Knopo , 1967] : Stick-slip motion is assumed within the seismic region, where the friction law adopts the Mohr-Coulomb law with a static failure threshold F . If the stress on a block (k,l) exceeds the static failure threshold, (k,l) F , sliding is initiated at this block. The moving block slips to the zero-force position and the stress 4 (k,l) is partially distributed to the four nearest neighbors (k ; l ). The stresses of the nearest neighbors lying within the fault patch are set according to the rule (k ; l ) ! (k ; l ) + g 4 4 ;
but the stress transfered to boundary elements is lost.
4
The stress of the sliding site is reset to
and this site is set to the aseismic state, that is, it becomes a new boundary element. The coupling constant g depends on the assumed elastic properties and can vary in the range of 0 g 1. Additionally, g
de nes the degree of stress conservation within the fault plane, where g=1 refers to the conservative case which is a unrealistic limit case because of the elastic coupling to the tectonic plate. The rede ned stress on the adjacent blocks (k ; l ) may lead to an instability, i.e., (k ; l ) F (k ; l ), in one or more blocks of the unruptured fault zone. In this case, a chain reaction starts and the stresses at all unstable blocks are distributed according to Eqs. (4)- (5) possibly leading to further instabilities, and so on, until the earthquake is terminated, i.e., until (i,j)< F (i,j) for all blocks (i,j).
In most models of the earthquake evolutionary process, which aim at simulating mainshock occurrence, the earthquake ruptures are initiated on account of the regional stress increase due to the tectonic plate motion. In these models, the e ect of previous earthquakes is restricted to static stress changes. Such model versions (e.g. Bak and Tang, 1989; Olami et al., 1992] ) cannot reproduce the empirically observed earthquake clustering. However, we are interested in earthquake clustering rather than in modeling the whole seismic cycle. Thus we neglect tectonic loading, because it is not relevant on the time scale being typical for earthquake clusters, whereas we consider postseismic processes. That means that the synthetic ruptures do not only lead in adjacent fault regions to a static increase of the Coulomb failure stress, or failure function Beeler et al., 2000] , respectively, but also to a further transient increase of the failure function due to pore uid ows, afterslip, and/or stress corrosion. In particular, we assume that the postseismic e ect is mainly localized at the edge of the rupture zone. Thus, in our simulations, we assume that the strength of blocks bordering on the rupture area decreases linearly with time which is a rst approximation to sub-critical crack growth and stress corrosion Lee and Sornette, 2000 ]. We have also tested the alternative approach, where a stress increase instead of a strength decrease is assumed. We nd that our results do not depend on this speci cation of the way how the failure function increases postseismically. Therefore we restrict the presentation of the algorithm to the rst case: Immediately after an earthquake, the threshold values start to decrease linearly with time until the minimum (1-) F is reached. The parameter 2 0,1] de nes the strength of the decrease. When the threshold value at one block equals the local stress level, the next earthquake is initiated and is determined again according to the Eqs. (4)- (5). Thus, earthquake sequences are simulated which unload most parts of the fault segment. The time scale is given by the unloading time T 0 which de nes the rate of postseismic strength decrease -F =T 0 . This time scale is assumed to be much larger than that of individual earthquakes ruptures; that is, the duration of each earthquake is set to be instantaneous. The earthquake sequence is terminated when the whole seismic region is unloaded, or if the stresses of all blocks bordered on the ruptured area are less than (1-) F . The data stored for each sequence consist of the occurrence times in units of T 0 , the coordinates of the epicenters and the spatial sizes of all initiated earthquakes.
The ingredients of this model, namely stress distribution combined with linear strength decrease, are similar to that recently introduced by Lee and Sornette 2000] in order to simulate aftershock sequences. However, the mechanism of earthquake triggering is completely di erent: Lee and Sornette 2000 ] assume a simultaneous strength decrease all over the fault and instantaneous recovering of the original strength value after sliding (i.e. an e ective hardening) within ruptured areas. By contrast, our model assumes strength decreases spatially localized at the edge of rupture areas, whereas the rupture areas themselves remain aseismic (no healing on the timescales investigated).
Numerical Simulations
We have analyzed fault surfaces of size 128 128 produced according to the description in the appendix. For each surface, the initial stress values are randomly distributed in the interval 0 , F ], where the mean stress level h i=( 0 + F )/2 is set to the critical value. This value de nes the minimal stress level, where earthquakes can occur which rupture almost the whole fault segment at once. It is identical to that found in a previous work for the case of a stress concentration factor =1 Hainzl and Z oller, 2001] . While all subsequent earthquakes are triggered by previous events, the rst earthquake has to be initiated explicitly. We do this by picking one block by chance and setting its stress value to F . Furthermore, we set all threshold values F arbitrarily to 1 5 at the beginning. Three free parameters are left which have to be xed for our simulations: the fault roughness D 0 , the coupling constant g, and the strength of the postseismic e ect . However, by exploring the three dimensional parameter space, we have found that the main characteristics, namely the GutenbergRichter law and the (inverse) Omori law with its bvalue and p-value change due to the mainshock occurrence, are reproduced independently of the parameter values. In Sec. 3.3, the robustness of our results with respect to the choice of the parameters and the initial stress state is discussed in more detail.
We simulate many earthquake sequences in di erent realizations of fault surfaces with a certain D 0 .
To characterize our simulations, we use the following notation: The largest event of each sequence is called the mainshock, whereas all events occurring before, respectively after the mainshock are de ned as foreshocks or aftershocks, respectively. One typical example for such a simulated earthquake sequence is shown in Figure 2 . Although di erent earthquake sequences can di er very much in the details of their spatiotemporal rupture histories, we nd that all of them share the same universal features: The mainshock is preceded by only few, if any foreshocks and followed by much more aftershocks. Furthermore, the rate of aftershocks decreases with time, whereas the foreshock activity, if several foreshocks occur, tends to increase until the mainshock occurrence time. These results are in agreement with real earthquake sequences Scholz, 1994] , and also with acoustic emissions in laboratory fracture experiments -apart from the fact that the number of acoustic foreshock emissions is found to be larger than the number of aftershocks Sammonds et al., 1992] .
In terms of our model, the observed characteristics can be understood by the following considerations: The probability for triggering aftershocks increases with the number of unbroken blocks bordering on the already ruptured fault patch. In an in nite twodimensional fault plane, this number would increase further and further in response to successive events increasing the ruptured area, and consequently, the seismic activity would accelerate. This is the reason for the observed accelerating foreshock activity. However, for real, i.e. nite fault sizes, the mainshock will rupture the main part of the fault which leads to a drastic change of the situation. On the one hand, the probability for subsequent events is suddenly and signi cantly increased due the sharp rise of the area e ected by the postseismic strength decrease. Thus a jump of the seismic rate takes place. On the other hand, the nite size of the fault becomes now signi cant. In general, the fault area which is left unbroken by the mainshock will consist of many disconnected small patches. Each of these patches will rupture at once or by a secondary, much shorter earthquake sequence. Each aftershock leads to a reduction of the number of those unruptured islands, respectively their sizes. Thus, on average, the rate of aftershocks will decrease with time. Note that a small gradual increase of the aftershock zone size occurs as a consequence of our triggering mechanism. In practice, however, this migration of activity is not easily seen in the resulting aftershock sequences (see e.g. Figure 2 ). The reason is the complex geometry of the rupture area as well as of the border between seismic and aseismic regions. The aftershocks occurring mostly on islands within the rupture zone and on recesses in the border area.
In the following, we want to characterize the earthquake sequences occurring in nite fault sizes in more detail. At rst, we examine the frequency-size distribution of the events in dependence of their occurrence time. In the second part, the averaged temporal characteristics of foreshocks and aftershocks are analyzed.
Frequency-Size Distribution
In a previous paper Hainzl and Z oller, 2001 ], we have shown that earthquakes, which are initiated in an in nite two-dimensional critical loaded stress eld, have a size-distribution reproducing the GutenbergRichter law (Eqs. 2 and 3). However, in comparison to empirical observations, the exponent b has been found to be unrealistic small, namely b 0.2, independently of the model parameters. Now, in the case that a sequence of earthquakes successively rupturing a nite fault segment, the results change, because the earthquakes are initiated in fault patches of nite extension limiting the maximum rupture size. In addition, the fault patch sizes depend on the rupture history, in particular, they are shrinking with time.
In the rst step, we analyze the size-distribution of the earthquakes successively triggered in our simulations independently of their occurrence times. Then in a second step, we compare the size-distributions of foreshocks and aftershocks.
The overall frequency-size distribution, which is shown in Figure 3 in an incremental form, is found to reproduce very well the Gutenberg-Richter law (Eq. 3). In contrast to the earthquakes occurring in in nite two-dimensional fault planes, the b-value ( 0.9) is now in good agreement with the empirical observed value for the cumulative distribution scattering around 0.9 Turcotte, 1997] . This value is found independently of the model parameters g, and the fault geometry refering to the universality of the underlying critical point physics Bruce and Wallace, 1989] . Note that the size of the segment which breaks successively by the delayed rupture propagation is set in our investigations. If healing and reloading of the fault system is taken into account, the distribution of fault segment sizes and consequently also the b-value will depend on the coupling constants g ]. The overall frequency-size distribution is built up by the superposition of distributions with cuto s corresponding to the patch sizes in the stress eld. Thus the macroscopic b-value of the overall population is a direct consequence of the fragmentation of the stress eld due to precursory events. Now, in the second step, we compare foreshocks with aftershocks regarding their size-distributions. We nd that both distributions reproduce the GutenbergRichter law, however, they di er signi cantly with regard to the b-value. Foreshocks can be characterized by a much smaller exponent, b 0.6, compared to aftershocks, b 1. This is illustrated in Figure 4 . Again, we can explain this result by the di erent patterns of the stress eld before and after the mainshock, repectively. Whereas aftershocks occur in a fragmentary stress eld being composed of small patches and recesses, foreshocks and mainshocks are initiated in a more extended and compact fault segment feeling almost nothing from the nite size of the fault. The increasing relevance of nite size e ects with time explains the larger b-value for aftershocks compared to foreshocks and mainshocks. A further reason might be the slight tendency that failures occur at weaker blocks with time. However, if we trigger each earthquake in the sequence with the same stress drop, we nd the same results. Consequently, this explanation is of minor importance for our observations which are in good agreement with real seismicity and laboratory experiments. Detailed observations of earthquake catalogs have shown that foreshock sequences and mainshocks are characterized, on average, by a smaller b value than aftershocks or other earthquakes Suyehiro et al., 1964; Papazachos, 1975; Knopo , 2000] . Furthermore, acoustic emissions from rock fracturing show an analogous jump of the b-value irrespectively of pore uid content and pressure variations Scholz, 1968; Sammonds et al., 1992] . Previously, the b-value change has been explained to be the result of the stress drop from a high to a low level owing to the mainshock Scholz, 1968; Scholz, 1994] . Our simulations suggest that another explanation could be the fragmentation of the stress eld due to the precursory earthquakes. Foreshocks as well as aftershocks occur at the same local stress and strength conditions, only di ering in the size and geometry of the fault patch where they are initiated. However, both interpretation are equivalent in a macroscopic point of view, if only the mean stress, that is, the stress spatially averaged over the total (broken and unbroken parts of the) fault, is considered.
Temporal Clustering
To extract the general characteristics of temporal clustering, we determine the averaged occurrence rate formed by stacking many simulated earthquake sequences relative to the mainshock. In particular, we divide the time in bins of length and calculate the number of earthquakes have occurred in all sequences within each time bin. To obtain the average rate, we normalize each value by and the number of sequences spanning this time bin.
In Figure 5 , the averaged seismic activity is illustrated for an intermediate complexity of the fault geometry. The phenomena which we have already observed for individual sequences become now clear: The seismic activity is increasing further and further until the mainshock occurs. Then, the mainshock leads to a pronounced jump of the activity level and to a reversal of the temporal trend, that is, the seismic activity is now decreasing with a rate slowing down with time. To check whether or not our simulations reproduce the Omori law (Eq. 1), we redraw the temporal behavior in a double logarithmic plot. This is shown in Figure 6 for three di erent values of D 0 lightening up two important results: Firstly, the increase of foreshock activity as well as the decrease of aftershock activity can both be described approximately by power laws, where the exponent describing the foreshock increase is found to be signi cantly smaller than that of the aftershocks. Secondly, the exponents depend on the fractal dimension D 0 , whereas the results are almost insensitive to the other model parameters (see Sec. 3.3). In particular, the exponents are negatively correlated with D 0 . However, the dependence is weak leading only to a variation of the p-value in the vicinity of 1.
These results are in good agreement with the following empirical observations: the validity of the Omori law (Eq. 1) for the foreshock increase and the aftershock decay, respectively; the empirical p-values for aftershocks are lying in the same range, namely between 0.9 and 1.5 Utsu et al., 1995] ; the p-values for foreshocks are found to be smaller than the p-values of the correspondent aftershock sequences Maeda, 1999] ; and the empirical p-values are also found to be negatively correlated to the estimated fractal dimension D 0 of fault systems Nanjo et al., 1998; Nanjo and Nagahama, 2000] . The only di erence is that the empirical observed exponents for foreshocks are mostly in the range from 0.7 to 1.3 Utsu et al., 1995] and thus generally higher than in our simulations. This di erence is manifested also in the smaller gap between the exponents for foreshocks and aftershocks for real seismicity (4p 0. 2 Maeda, 1999] ) in comparison to our simulation (4p 0.5). However, this apparent inconsistency results probably from the incomplete identi cation of the earthquake clusters for real earthquake catalogs and the short and varying lengths of the triggered sequences. Especially for larger time gaps to the mainshock, foreshocks and aftershocks cannot be distinguished from background seismicity. Furthermore, the variations of time intervals cannot be considered in real earthquake catalogs, because the begin and end of such sequences are not well-de ned. Both causes are more important for the less frequent foreshocks than for the dominant aftershock activity and lead to an overestimation of the growing rate of the real foreshock activity Ny enegger and Frohlich, 1998 ]. By contrast, we have completely extracted all synthetic foreshocks and we have taken the variable length explicitely into account by averaging at each time bin only over sequences spanning this time. To con rm our results, we normalize the time scale of each aftershock, respectively foreshock sequence to the unit time interval, before we stack the di erent sequences together. We nd that this representation of our simulations leads to the same results.
The exponents of our simulated foreshock activity, 0:4 p 0:7, are compatible with previous reports on accelerated precursory activity found by time-to-failure analysis of natural seismicity Bufe and Varnes, 1993; Jaum e and Sykes, 1999] . The cumulative activity is observed to increase with decreasing time distance t to the mainshock according to A ? Bt m with 0 < m < 1 and constants A, B > 0. The exponent m = 1 ? p is found typically in the interval 0.2 m 0: 6 Bowman et al., 1998 ].
Another way to characterize the temporal behavior of earthquake clusters is to study the waiting time distribution. The waiting times are de ned as the time intervals between successive earthquakes within the sequences. For D 0 =1.25, this distribution is shown in Figure 7 for foreshocks and aftershocks separately. Again, the numerical results can be t well by power laws, which is in good agreement with empirical ndings Ito, 1995] . Although the waiting time distribution is not completely independent of the Omori law, it gives further evidence for the property of scale invariance, especially with regard to the di erence between foreshocks and aftershocks. Again the exponent is found to be smaller for foreshocks than for aftershocks.
Robustness of the Results
Now, we discuss the robustness of our results with respect to the model parameters and the initial stress eld in more detail. We have found that the frequency-size distributions and the temporal behavior are independent of the parameter g characterizing the rupture propagation. Only the initial stress level, i.e. the critical state, depends on this parameter Hainzl and Z oller, 2001] . Additional investigations of more sophisticated rupture rules have supported our conclusions that the rupture behavior seems to be of minor importance for our results. In particular, we have analyzed model algorithms with more realistic stress concentrations at the rupture front (see Hainzl and Z oller, 2001] ). These modi cations do not change the characteristics of the earthquake sequences. Our results have also been checked with respect to the parameter describing the amount of postseismic strength decrease. Most results remain unchanged, only the absolute number of events and the length of the earthquake sequences depend sligthly on : the larger is, the more earthquakes are triggered on average. Finally, the in uence of the spatial fault structure characterized by D 0 has been already discussed in the last section: The p-value is negative correlated to D 0 , whereas the b-value does not change signi cantly.
A purely linear postseismic time-dependence of the failure function is only, if at all, a rst order approximation to reality. For example, thermal activation would lead locally to an exponential form (e.g. see Lawn, 1993] ). Deviations from linearity will modulate the interevent times and, as a consequence, will probably result in changes of the p-values. However, the mechanism described in this paper is mainly based on spatial e ects and on universal critical point physics. Thus the main results can be expected to remain qualitatively independent of non-linearities which is supported by previous investigations of percolation models Main, 1999] .
Furthermore, we have examined the in uence of the initial stress state on the synthetic earthquake clustering. For the simulations shown above, the stress level has been set to the critical state which is the minimum level where the largest events span the whole system. For moderate variations of this initial stress state, we nd no changes of our results. In particular, for overstressed (supercritical) faults, the results are almost robust, although runaway events can now occur. Such events can be stopped -after growing over a critical size -only at the (aseismic) boundaries in contrast to events occurring in critical or subcritical stress states which are controlled by inherent heterogeneities of the stress eld. However, also the stress concentration at the rupture front of runaway events is not enough to rupture all recesses in the fractal boundary region. Analogously to the case of a critical stress state, the postseismic strength decrease leads to successive rupturing of the untouched fault parts and the aftershocks remain distributed according to the Omori law also in the supercritical case. The pvalue does not change, whereas the probability for the occurrence of foreshocks becomes much smaller in the case of overstressed faults. By contrast, in the case of a subcritical stress state, the earthquake ruptures are stopped due to inherent stress eld heterogeneities and the main part of the fault is ruptured by a whole sequence of earthquakes of comparable size, rather than by an individual mainshock at once. As a result, the transition between the increase of seismic activity at the beginning and the decrease at the end of a sequence is much smoother and none of the events within an earthquake sequence is dominating now. In this case, our simulations are visually similar to empirically observed earthquake swarms which cannot be described by the Omori law nor by any other law so far. Thus a comparison of our simulations with earthquake swarms is much more complicated and beyond the scope of this paper. It is an interesting question for future studies whether swarm activity can be explained by a delayed rupture propagation in subcritical stress elds.
In summary, we nd that our results shown in Sec. 2 and 3 are robust with respect to variations of the earthquake mechanism and can be expected for a whole range of stress states.
Summary and Conclusions
Our aim is to understand the relevant mechanisms which are responsible for earthquake clustering. For this purpose, we have analyzed earthquake populations initiated in critical stressed fault segments. Such critical states of the stress eld are expected for earthquakes on account of theoretical and empirical investigations: Critical stress states have been found to evolve naturally in models simulating the seismic cycle (e.g. Burridge and Knopo , 1967; Olami et al., 1992; Main, 1996; Dahmen et al., 1998; Hainzl and Z oller, 2001] ) and in real fault systems which has been recovered by means of the time-to-failure analysis Bufe and Varnes, 1993; Bowman et al., 1998; Jaum e and Sykes, 1999; Z oller et al., 2001] . On the other hand, the mechanisms being responsible for the observed spatio-temporal clustering of earthquake are not clear so far. In previous investigations Hainzl et al., 1999 Hainzl et al., , 2000a , we have found that postseismic viscoelastic relaxation can explain the observations, however, also other triggering mechanisms, such as state and rate dependent friction Dieterich, 1994] , or stress corrosion cracking Shaw, 1993; Main, 2000] , have been proposed on account of theoretical considerations basing on the nonlinear temporal response of the system due to stress jumps. Although all of these processes will probably occur in real fault systems, it is so far unknown which of them are more relevant. To test our hypothesis that only some basic assumptions are necessary to explain the empirical observations, we have investigated a very simple triggering mechanism: the postseismic e ect is linear in time and concentrates only on the edge of the ruptured area.
Our simulations are in good agreement with empirical observations. Apart from the reproduction of the Gutenberg-Richter law and the Omori law as such, also their di erences regarding foreshocks and aftershocks are reproduced. Furthermore, the simulations show the observed negative correlation between the Omori p-value and the fractal dimension of the fault system D 0 . In our model, these characteristics result from the successive shrinking of the loaded fault area size with the continuation of the earthquake sequence. It was neither necessary to introduce any nonlinearity in the temporal initiation process, nor to assume any di erence in the nucleation of foreshocks and aftershocks. Although the temporal characteristics of the processes in real fault systems will be more complex, maybe nonlinear, this probably plays only a minor role for the explanation of the most conspicuous properties of spatiotemporal earthquake clusters.
Thus our investigations lead to two main conclusions: Firstly, the observation of the Gutenberg-Richter law as well as the Omori law with its empirical exponents alone do not permit to discriminate between several possible mechanisms, because e.g. pore uid ows, stress corrosion, or afterslip are probably all -in a rst approximation -compatible with our basic assumptions. For a discrimination, other observations are needed. Secondly, the inspected empirical observations, especially the di erences in the b and p values, do not refer to any di erences between the initiation process of foreshocks and that of other events.
Appendix: Production of Fault Surfaces
The fault surfaces with complex geometry are produced in the following way: At rst we generate surfaces with a fractal distribution of strength according to the detailed description in Turcotte, 1997] . That is, the Fourier transform of a L L-matrix of random numbers h nm with a Gaussian probability distribution supplies a matrix of complex Fourier coe cients H st corresponding to radial numbers R given by: r = p s 2 + t 2 (6) The mean power spectral density for each radial wavenumber k r is then ltered according to
The inverse Fourier transform then generates the fractal strength eld, where the fractal dimension of this eld D is determined by the parameter , namely D = (7 ? )=2.
The fault geometries which are analyzed in this paper result from such strength elds by de ning blocks with a strength less, respectively larger than the mean strength level as seismic active, respectively aseismic. To characterize the complexity of such surfaces, we calculate the fractal box-counting dimension D 0 of the border line separating the seismic active from the aseismic region. The three di erent types of surfaces studied in this paper have been produced with a dimension of the strength eld D=1.8, 2.4, respectively 2.8 yielding D 0 =1.1, 1.25, respectively 1.4 for the bor- Figure 3. The probability of observing an event with source size S as a function of S in earthquake sequences rupturing critical loaded faults (here: =0.2 and g=0.8). Independently of the fault geometry D 0 , the distribution can be described very well by a power law S ?(b+1) with b=0.9. foreshocks aftershocks Figure 7 . The probability density of observing a waiting time t between two successive foreshocks and aftershocks, respectively. The plot results from a simulation of 10
