Abstract: With the development of Web 2.0, many studies have tried to analyze tourist behavior utilizing user-generated contents. The primary purpose of this study is to propose a topic-based sentiment analysis approach, including a polarity classification and an emotion classification. We use the Latent Dirichlet Allocation model to extract topics from online travel review data and analyze the sentiments and emotions for each topic with our proposed approach. The top frequent words are extracted for each topic from online reviews on Ctrip.com. By comparing the relative importance of each topic, we conclude that many tourists prefer to provide "suggestion" reviews. In particular, we propose a new approach to classify the emotions of online reviews at the topic level utilizing an emotion lexicon, focusing on specific emotions to analyze customer complaints. The results reveal that attraction "management" obtains most complaints. These findings may provide useful insights for the development of attractions and the measurement of online destination image. Our proposed method can be used to analyze reviews from many online platforms and domains.
Introduction
The advent of Web 2.0 and the explosive growth of social media have produced huge amounts of data in the form of user-generated unstructured reviews. People have become accustomed to freely expressing their sentiments and emotions over different online platforms (e.g., Amazon, TripAdvisor, and Yelp), which provides us with credible and informative data (e.g., product features) [1, 2] . Online reviews are important in decision making both for individuals and organizations [3] . They also have a significant effect on sales [1, 4] . For instance, Spool [5] estimated that online Amazon reviews contributed to $2.7 billion in income annually through the promotion of helpful reviews, collected by investigating the question "Was this review helpful to you?".
Social media plays an important role as an information source for travelers [6] . User-generated content (UGC) for travel refers to all online travel-related reviews, including attraction, hotel, and restaurant reviews [6] [7] [8] . In these reviews, people do many things (e.g., share personal experiences and evaluate services). As such, a new representation form has emerged to express travelers' collective beliefs, knowledge, ideas, and feelings about a destination (e.g., the evaluation of local culture, transportation, food, or infrastructure) [8] , called the destination image [9] . Analyzing and better understanding UGC data appear to be particularly necessary and important. However, manipulating vast amounts of data is intractable without the help of computers.
In recent years, an emerging stream of research became important: topic-based or aspect-based sentiment analysis [10] [11] [12] , which refers to the process of identifying product topics for an online store (e.g., product features) and classifying the corresponding sentiments for each topic [13] . The topic-based sentiment analysis approach was also applied to extract tourism-related topics (e.g., hotel services and prices) using online reviews [14] [15] [16] . Previous topic-based sentiment analysis studies fall into two categories: topic extraction using topic modeling [14] [15] [16] [17] and polarity classification at the topic level [12, 13] . Topic extraction is the process of extracting topics that have been evaluated, while polarity classification at the topic level classifies the sentiments in each topic into positive, negative, or neutral [18] .
Existing polarity classification methods at the topic level [10, 13, 14] have focused on using entire reviews. Instead of using entire reviews, we propose to use the reviews related to one or two topics. We assign the reviews to topics according to an employed threshold value. When processing a large volume of data, our proposed method is more efficient to analyze sentiments over topics than prior methods.
Few studies have conducted emotion classifications at the topic level. Compared to simple topic extraction and polarity classifications, we propose a new emotion classification method at the topic level. This method is based on an emotion lexicon, with the objective of classifying the sentiments into specific emotions (e.g., anger, joy, sadness, and disgust). Our analysis focuses on the negative sentiments of the online traveler reviewers, because negative sentiments are considered stronger than positive sentiments [19, 20] . We analyze tourist complaints from negative sentiments and specific emotions by using a topic-based sentiment analysis method.
This study aims to propose a topic-based sentiment analysis (i.e., polarity classification and emotion classification) method, which assigns the reviews that are focused on one or two topics to the extracted specific topics. In this study, we perform our proposed method using online travel reviews, with the objective of addressing the following research questions: (1) Which topic receives the most attention from tourists? Identifying the topics discussed in online tourism portals is important for both potential tourists and attraction managers. We attempt to explore the latent topics hidden in tourist reviews using a Latent Dirichlet Allocation (LDA) model [21] ; (2) What emotions do tourists express in each topic? We propose an extension of the topic-based sentiment analysis, which allows us to perform emotion classification at the topic level using an emotion lexicon. Identifying the emotions that tourists have experienced enables us to better understand UGC. Compared to polarity classification, emotion classification at the topic level can more specifically reflect customer satisfaction through several emotions (e.g., joy, disgust, trust, and sadness).
The rest of this paper is organized as follows. Section 2 introduces sentiment analysis and the related works that analyze tourist reviews using text mining techniques. Section 3 introduces our proposed method, including the data collection process, topic extraction process, and topic-based sentiment analysis method. Section 4 analyses the results. Section 5 presents our contributions and discusses future research.
Related Work

Sentiment Analysis
Sentiment analysis is a popular topic among recent research investigations [13, 22, 23] . Sentiment analysis, also known as opinion mining, involves analyzing sentiments and emotions from text using text-mining techniques [24] . Many previous studies have focused on subjectivity or polarity classification issues. Subjectivity classification refers to classifying one document as subjective or objective. Polarity classification refers to classifying one document as positive or negative using sentiment analysis. Subjective sentiment is a regular or comparative sentiment given in a subjective statement (e.g., I think this phone is good), while an objective sentiment expresses factual information that implies positive or negative sentiments (e.g., I bought the phone yesterday, but it does not work now) [18] .
Two approaches are widely used in sentiment analysis: machine learning and lexicon-based semantic orientation. Most studies used the machine-learning approach, owing to its high performance. Various machine-learning techniques (e.g., support vector machines [23] , neural networks [25] , and naive Bayes [26] ) are applied in this field. This approach works by building a classifier on the training data and then evaluating the test data. This method can fine-tune the performance, but suffers from the disadvantage of less generalizability, which means that it cannot ensure the performance in a new dataset using the trained model.
As mentioned previously, polarity classification is based on the classification of sentiment words as positive or negative, whereas emotion classification is based on the process of classifying sentiment words into several emotional categories. To gain a general understanding of the sentiments found in a large amount of documents, these sentiments must be classified into emotions according to a typology (e.g., Pleasure-Arousal-Dominance model [27] , Plutchik's eight basic emotional categories (i.e., anger, fear, sadness, disgust, surprise, anticipation, trust, and joy) [28] ). Emotions can generally summarize a reviewer's feelings more generally than detailed sentiment words. Hence, many studies focus on emotion classification based on machine learning approaches [29] [30] [31] [32] or rule-based approaches [33] [34] [35] and demonstrate the importance of emotion classification [32] .
According to learning granularity (i.e., learning unit: document, sentence, topic), sentiment analysis can be divided into three types of analyses: document-, sentence-, and topic-based sentiment analysis. Many studies focus on the document-or sentence-based sentiment analysis [13, 22, 23, 36, 37] , which refers to the process that extracts sentiments from text at the document or sentence level. However, neither the document-level nor the sentence-level sentiment analyses identifies sentiment topics [18] . For instance, it refers to two topics, namely, "product" and "service" in the sentence of the bracket (The product is good, but the service is bad). When the document-or sentence-based sentiment analysis is employed, it is not easy to justify which topic ("product" or "service") the sentiments ("good" or "bad") belong to. Hence, many researchers have begun to conduct topic-based sentiment analyses [10] [11] [12] 14] .
Studies on Tourist Reviews Using Text Mining Techniques
Many prior studies have focused on analyzing online travel reviews using text mining techniques. There are three general techniques currently available: content analysis, document-based, and topic-based sentiment analysis (Table 1) . In this section, we present the state of the art techniques on the application of text mining techniques for online travel reviews. With the tremendous growth of Web 2.0, online travel reviews are being applied to many fields (e.g., the exploitation of information value, the prediction of review helpfulness, and the extraction of review topics).
Content analysis.
Recently, an increasing number of studies have focused on the content analysis of online reviews, which refers to the process of quantifying unstructured text data. Content analysis is widely used to extract content features from the text. Choi et al. [38] identified the destination image representations by extracting frequently used words for five sub-categories of 81 websites, respectively. Levy et al. [39] applied content analysis to explore hotel complaints, which were extracted and then analyzed by hotel and reviewer characteristics. Ariyasriwatana and Quiroga [40] explored expressions of deliciousness from restaurant reviews based on content analysis and then categorized them into eight primary dimensions. Liu and Park [41] extracted four text readability features from review contents using content analysis, and the results showed that two of the four features had a statistically significant and positive effect on review helpfulness. Document-based sentiment analysis. Some prior studies focused on using sentiment analysis to assess the polarity (positive or negative) of each review by automatically using machine learning techniques [36, 37] . Others made polarity classifications based on a lexicon [42] . Hu et al. [43] identified the top sentences from hotel reviews after calculating the sentence importance and the similarity between sentences. Hu and Chen [44] extracted positive and negative sentiments from each review and used them to predict review helpfulness. Topic-based sentiment analysis. As described in Section 2.1, due to the disadvantages of document-or sentence-based sentiment analysis, some of these studies are devoted to topic-based sentiment analysis. Pearce and Wu [17] tried to extract the tourism topics of an iconic site in China by analyzing the online reviews written by international tourists. Cenni and Goethals [46] investigated whether there existed a divergence between negative hotel reviews written in different languages using a cross-linguistic analysis method. Guo et al. [16] identified key topics using LDA, uncovering 19 controllable topics by mining 266,544 online reviews from 25,670 hotels located in 16 countries. Xiang et al. [15] measured review data quality using linguistic characteristics; semantic features; and sentiment, rating, and usefulness features. They utilized these features to predict review helpfulness. However, a relatively limited number of these studies focused on sentiment analysis at the topic level. Marrese-Taylor et al. [14] proposed an extension of Liu's topic-based sentiment analysis approach and applied it to the tourism domain. Their study proposed new, more complex NLP-based rules for subjective and sentiment classification tasks at the topic level. The results demonstrated the effectiveness of their proposed approach in sentiment orientation classification. Farhadloo et al. [45] proposed a topic-based sentiment analysis method for modeling customer satisfaction using a Bayesian approach.
There exist advantages and disadvantages for the three techniques (i.e., content, document-based and topic-based sentiment analysis). Content analysis helps to analyze the text by using quantitative or Sustainability 2017, 9, 1765 5 of 18 qualitative features, but it relies on subjective judgments, to some extent [38] . Moreover, computerized content analysis suffers from the limitation of the user-defined dictionary size and applicability [47] . In addition, content analysis cannot be applied to in-depth analyses, such as polarity and emotion classifications. Document-based sentiment analysis is efficient in analyzing sentiments from text, benefiting from the assumption that each document has only one single sentiment target. As mentioned in Section 2.1, document-based sentiment analysis suffers from the difficulties of identifying a sentiment target, which only classifies the entire document as positive (subjective) or negative (objective) [18] . Topic-based sentiment analysis overcomes such disadvantages to extract topics automatically or analyze sentiments at the topic level.
Methodology
Research Framework
The research framework of this study is illustrated in Figure 1 . We conduct this study using three phases, namely, preprocessing, topic extraction, and topic-based sentiment analysis.
In Phase I, we collect and document online travel review data. Because languages like Chinese do not delimit the words in a sentence, we need to segment the words to extract the useful ones. After the segmentation, we eliminate the "stop words" according to a HowNet stop-word list [48] . After the preprocessing is complete, each document is saved as a "bag of words". sentiment analysis approach and applied it to the tourism domain. Their study proposed new, more complex NLP-based rules for subjective and sentiment classification tasks at the topic level. The results demonstrated the effectiveness of their proposed approach in sentiment orientation classification. Farhadloo et al. [45] proposed a topic-based sentiment analysis method for modeling customer satisfaction using a Bayesian approach.
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Methodology
Research Framework
In Phase I, we collect and document online travel review data. Because languages like Chinese do not delimit the words in a sentence, we need to segment the words to extract the useful ones. After the segmentation, we eliminate the "stop words" according to a HowNet stop-word list [48] . After the preprocessing is complete, each document is saved as a "bag of words". In Phase II, after applying the processed data to the LDA model, we obtain the probability-based word-topic matrix and the document-topic matrix, used for topic summarization and topic-based sentiment analysis, respectively. We investigate the destination image based on topic summarization using a word-topic matrix. For each latent topic, we extract the top 15 words. A topic naming process is conducted by grouping the meanings of the distinctive extracted words In Phase II, after applying the processed data to the LDA model, we obtain the probability-based word-topic matrix and the document-topic matrix, used for topic summarization and topic-based sentiment analysis, respectively. We investigate the destination image based on topic summarization using a word-topic matrix. For each latent topic, we extract the top 15 words. A topic naming process is conducted by grouping the meanings of the distinctive extracted words for each topic. We also present the topic salience by summing up the relative weights of the top 15 words, which helps to understand which topics tourists prefer to talk about. The different results are presented by fine tuning the number of topics (K). We select one appropriate topic number (K) by calculating the Kullback-Leibler (KL) divergence from the specified set to perform further analyses. In Phase III, investigating and understanding sentiments and emotions is an important task. To investigate tourist complaints, we propose a new topic-based sentiment analysis, which helps to extract sentiments and emotions using the reviews that are focused on one or two topics. Regarding the document-topic matrix, we assign the reviews which are focused on one or two topics to the specific topics according to a defined threshold value. We initially perform a polarity classification using the selected reviews for each topic. We focus on negative sentiments rather than the polarity classification itself. The polarity classification at the topic level helps us to better understand the status of the tourist complaints for each topic. To provide a more comprehensive and in-depth investigation, we propose a lexicon-based emotion classification approach at the topic level to analyze tourist emotions towards specified topics. In other words, polarity classification is based on binary classification (e.g., positive or negative), while emotion classification (e.g., anger, joy, sadness, and trust) is based on multiple classification. Through comparing the emotions between topics, we can easily understand the tourist complaints and make a decision about the priority of urgent issues.
Data Collection
In this study, we use the online reviews of the top 10 domestic tourist attractions in China in 2015, which were crawled from Ctrip (www.ctrip.com) using Bazhuayu (bazhuayu.com) in September 2016. The posted date of each review was between September 2015 and August 2016, to guarantee that there were no big changes at each attraction. Ctrip is a provider of travel services, including accommodation reservations, transportation ticketing, packaged tours, travel information, and corporate travel management, in China. It is also one of the biggest tourist review sites in China, with ratings by 250 million users. For each of the top 10 tourist attractions, we randomly collect 100 positive (four or five stars) and 100 negative (one or two stars) reviews according to the ratings.
A total of 2000 reviews are obtained and saved as .txt files. As depicted in Table 2 , we present the summary statistics for the word count of each review. The average number of words is 86. The average number of words for positive reviews and negative reviews is 87 and 85 words, respectively. In this study, each review is assumed to be a mixture of several latent topics. In addition, we present one positive review and one negative review as examples in Figure 2 , wherein the review content has been translated into English. We find that it may refer to several topics simultaneously in one review. For example, in the positive review, it refers to price, accommodation, and people.
Because Chinese is written in a standard form without spaces between words, we need to split the texts into a sequence of words according to some word segmentation standard or user-defined lexicon. We select the HowNet word list [48] as the basic segmentation lexicon. HowNet is online common-sense knowledge based on Chinese and English. In particular, 37,367 Sogou Internet catchphrases and 2902 travel terms are added to the lexicon during the segmentation stage to improve the performance of the text segmentation. The Sogou Pinyin method is a popular Chinese Pinyin input-method editor developed by Sohu.com, Inc. (Beijing, China). In the preprocessing stage, we remove the punctuation, numbers, and names (e.g., tourist attraction names, location names). A Chinese stop-word list is also implemented in this study to remove the stop words. Figure 2. Examples of reviews on Ctrip.com.
Topic Extraction
Blei et al. [21] developed the LDA model, a generative probabilistic model, to collect discrete text data. The LDA model is a three-level (documents-topics-words) hierarchical Bayesian model based on unsupervised learning, which refers to the analysis used to draw inferences from unlabeled datasets (i.e., datasets without an output variable). The basic idea is that each document is assumed to be a random mixture of several underlying topics in which each topic is characterized by a probability distribution over different words. The order of the words can be neglected. LDA is widely used to extract the latent topic information from vast amounts of documents.
Let us assume that we have a corpus with a collection of documents denoted by The LDA model trades off two goals in the learning process. The first goal is the allocation of words to different topics in each document. The second goal is the assignment of high probability to a few terms in each topic. However, these goals are at odds with each other. Putting a document in a single topic makes the second goal difficult. Putting very few words in each topic makes the first goal difficult. Trading off these goals leads to finding groups of tightly co-occurring words.
In the LDA model, the generative process for each document in corpus D is described as follows: Figure 2 . Examples of reviews on Ctrip.com.
Let us assume that we have a corpus with a collection of documents denoted by D = 
Let The LDA model trades off two goals in the learning process. The first goal is the allocation of words to different topics in each document. The second goal is the assignment of high probability to a few terms in each topic. However, these goals are at odds with each other. Putting a document in a single topic makes the second goal difficult. Putting very few words in each topic makes the first goal difficult. Trading off these goals leads to finding groups of tightly co-occurring words.
In the LDA model, the generative process for each document in corpus D is described as follows: The LDA model trades off two goals in the learning process. The first goal is the allocation of words to different topics in each document. The second goal is the assignment of high probability to a few terms in each topic. However, these goals are at odds with each other. Putting a document in a single topic makes the second goal difficult. Putting very few words in each topic makes the first goal difficult. Trading off these goals leads to finding groups of tightly co-occurring words. In the LDA model, the generative process for each document in corpus D is described as follows:
Choose a word w Nd from p(w Nd |z Nd , β), a multinomial probability conditioned on topic z Nd .
We have parameters α and β, where α denotes the hyper-parameter of the Dirichlet prior for the topic distribution and β denotes the hyper-parameter of the Dirichlet prior for the word distribution. α represents the topic generative probability, and β represents the word generative probability. Both document-topic distribution θ and topic-word distribution ϕ follow a multinomial distribution. Because the Dirichlet distribution is a conjugate prior of a multinomial distribution, the problem of statistical inference is simplified using the Dirichlet priors [18] . The joint distribution of θ, z, and w is expressed as follows:
where
p(w|α,β) in Equation (3) denotes the weight (probability value) of each extracted word.
In this study, we conduct two different analyses to answer the two research questions described in Section 1. LDA analyzes the importance of each topic utilizing an LDA model. The LDA is implemented in the R programming language. An R package, namely, jiebaR, is used for the Chinese text segmentation. This package supports four types of segmentation modes: maximum probability, hidden Markov model, query segment, and mix segment. The maximum probability segmentation model is employed as the segmentation algorithm in this study. For the LDA model, the lda package is applied to build the LDA model. To fine-tune the performance, different topic numbers, K, are tested in the LDA model. For the parameters, K is set to {3, 4, 5}, α is set to 50/K, and β is set to 0.01 [10] . The Gibbs sampling method is applied to approximate the inference. The number of latent topics is assumed to be known and fixed.
For a better understanding, we present a visualization of the entire process of LDA in Figure 4 . The word-topic matrix, one output of LDA, represents the co-occurrence probability of one word and one latent topic. For each topic, we use the word-topic matrix to present the top 15 words and to present the corresponding weight of each word. The weights of each word reflect the relative importance of each topic. Accordingly, the total of these weights reflects the relative importance of each topic.
After running the LDA model, we select one appropriate topic number from this set of Ks by calculating the average Kullback-Leibler (KL) divergence between any two topics. The KL divergence (i.e., KL distance) is used to calculate the non-symmetric difference or dissimilarity between two probability distributions. Given the word probability distribution P for Topic 1 and Q for Topic 2, the KL divergence between Topics 1 and 2 is defined as:
where |V| is the total size of the vocabulary. Because of the non-symmetric difference, the KL distance between the two topics is calculated as In this study, we select the appropriate topic number K with the maximum average KL distance between topics. For example, when the topic number K is set to three, the average KL distance between any two of the three topics is defined as
A greater average KL distance means less relevance between any two topics and, hence, a better performance of the classification.
As for topic naming, there are two approaches: one is based on the naming process that manually summarizes the meaning of the extracted top words [11, 15, 16, [50] [51] [52] . The other approach is based on the naming process that automatically generates the topic meaning based on supervised learning and a word-list [53] (Table 3) . However, a comprehensive word-list does not exist in many domains. Therefore, combined with the tourism domain knowledge, we employ the first approach to manually name a topic. More specifically, because there exists some identical words and synonyms among the topics, the topic name is given and supported by five distinctive meaningful words at least in each topic. Table 3 . Related works on topic naming method.
Topic Naming Method
Study Topics are named manually by summarizing the meaning of frequent words or assigning a topic from the predefined topics 
Topic-Based Sentiment Analysis
The document-topic matrix, another output of LDA, represents the co-occurrence probability of one document and one latent topic. For the polarity and emotion classification, we assign the reviews that are focused on one or two topics to the specific topics according to a threshold value, which is dependent on the distribution of document-topic probabilities. The assignment process is conducted after the topic extraction.
With regard to the topic-based sentiment analysis, we adopt a sentiment lexicon, the Dalian University of Technology Sentiment Dictionary (DUTSD), developed by Xu et al. [54] . The In this study, we select the appropriate topic number K with the maximum average KL distance between topics. For example, when the topic number K is set to three, the average KL distance between any two of the three topics is defined as
Topic Naming Method Study
Topics are named manually by summarizing the meaning of frequent words or assigning a topic from the predefined topics 
Topic-Based Sentiment Analysis
With regard to the topic-based sentiment analysis, we adopt a sentiment lexicon, the Dalian University of Technology Sentiment Dictionary (DUTSD), developed by Xu et al. [54] . The effectiveness of the DUTSD has been demonstrated in many studies [55, 56] . The DUTSD provides a list of seven basic emotions: joy, trust, anger, sadness, fear, disgust, and surprise.
In this study, for the polarity and emotion classification, we employ a negative and an emotion ratio respectively to compare the topics. For topic i, the negative ratio is calculated as the proportion of negative sentiments (num_neg_sentiment i ) in the total sentiments (num_total_sentiment i ):
For topic i and emotion j, the emotion ratio is calculated as the proportion of sentiments in the total sentiments.
Results
Topic Extraction
Tables 4-6 list the general descriptions of the generated keywords and the relative weights when K = 3, 4, 5. We select one appropriate topic number (K) by calculating the KL distance. Table 7 presents the average KL distance between any two topics under the different topic numbers. This distance obtains the maximum value, 7.7199, when the topic number is set at four. A greater average KL distance means less similarity between any two topics, and, hence, a better performance of the classification is obtained. As such, we select K = 4 as the appropriate value in the set {3, 4, 5}.
In this study, we conduct a naming process to summarize the meanings of each topic. According to the results, we summarize the topic meaning based on four topics, namely, "management", "scenery", "price", and "suggestion". The four topics are selected based on categorizing the extracted words, when the topic number equals 3, 4, or 5, which are not based on the topics (i.e., dimensions) used in the previous studies. This study prefers to use the data-driven topics. For each topic, the topic meaning is generated by summarizing the meaning of the extracted words. Because there exists some identical words and synonyms among topics, the topic name is given and supported by five distinctive meaningful words at least in each topic. 1 Here, we present the original output of the LDA model according to [51] .
To gain a better understanding of topic naming process, we presented one example in Table 8 . For instance, after topic extraction using the LDA model, we obtained the top 15 extracted words in Topic 1. We then selected five distinctive words at least, and named the topic according to these distinctive words. In Topic 1, "cableway" and "cable car" refers to the attraction infrastructure; "queue" and "hour" refers to the queuing time; and "service" refers to the attraction service. In general, we named Topic 1 "Management". It includes the attraction infrastructure, queuing time, and service.
We named the extracted four topics. "Management" refers to attraction facility management, attraction services, queuing time arrangement, and attraction capacity. "Scenery" refers to natural resources (e.g., mountain, river, forest, grassland, valley, lake, and island). "Price" refers to the attraction ticket price, local price level, transportation fees, and extra fees. "Suggestion" refers to the reviewers' travel experience, recommended scenery, time schedule, routes, and some thoughtful cautions. In general, this study covers the majority of topics that are measured in previous studies, namely, natural resources, attractions, transportation, price, and infrastructure [7, 8, 57, 58] .
As for the appropriate topic number K = 4 (Table 5) , we can distinctly define each topic by summarizing the corresponding top 15 words. The four topics include "management", "scenery", "price", and "suggestion". As shown in Table 5 , the total weights of each topic represent the relative importance of each topic. The weight (probability value) of each extracted word denotes the proportion of the extracted word frequency within each topic out of the total word number. The relative weight of each topic is calculated as the sum of the relative weights of its top 15 words. The results show that "suggestion" is the most important factor influencing the destination image. Many tourists tend to share their experience, time schedule, attraction recommendation, and route selection. We find that "management" is the second most important factor. The results indicate that tourists care about attraction management, infrastructure, queuing time, and service. "Price" ranks third; it is not difficult to conclude that most people are sensitive to price. We also find that fewer descriptions focus on "scenery". 1 Here, we present the original output of the LDA model according to [51] . Table 7 . Average KL distance between any two topics.
Topic Number K 3 4 5
Average KL distance between topics 7.6899 7.7199 7.2895 
Topic-Based Sentiment Analysis
For the extracted topics, we conduct a topic-based polarity classification and emotion classification analyses of the tourist complaints. To this end, we select reviews with relatively distinctive topics based on the document-topic matrix generated by the LDA model. As shown in Figure 5 , because some reviews are focused on specific topics and the corresponding document-topic probabilities are above 0.3, we employ 0.3 as the threshold value that helps to discriminate whether a review belongs to the topic or not. The topics of "management", "scenery", "price", and "suggestion" correspond to 248, 221, 170, and 145 reviews, respectively. We obtain a data set with 784 records (i.e., 767 reviews) for the topic-based sentiment analysis, where 17 reviews belong to two topics simultaneously. After excluding the non-matching reviews, the topics of "management", "scenery", "price", and "suggestion" are allocated to 184, 211, 154, and 123 reviews, respectively. Considering that the number of reviews is imbalanced, we evaluate the performance of each topic by using the negative sentiment ratio (neg_ratio t i ) and the emotion ratio (emotion_ratio t i ,e j ).
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As depicted in Figure 6 , "management" has the highest negative sentiment ratio (46%). Combining the extracted words in Table 5 , we conclude that tourists have many complaints about attraction management components (e.g., infrastructure, queuing time, and service). "Price" also obtains a relatively high negative sentiment ratio (28%), but the ratio is lower than the "management" ratio. Consistent with the results of topic extraction, we find that people are sensitive to prices (e.g., ticket costs and extra fees). Because all our selected attractions are 5A-class attractions, the fewest number of people express negative sentiments (8%) about the scenery. As expected, "suggestion" has a relatively lower negative sentiment ratio (13%) across all topics. One explanation is that people have fewer negative sentiments when they volunteer to write about their experience, time schedule, attraction recommendations, and route selection. As depicted in Figure 6 , "management" has the highest negative sentiment ratio (46%). Combining the extracted words in Table 5 , we conclude that tourists have many complaints about attraction management components (e.g., infrastructure, queuing time, and service). "Price" also obtains a relatively high negative sentiment ratio (28%), but the ratio is lower than the "management" ratio. Consistent with the results of topic extraction, we find that people are sensitive to prices (e.g., ticket costs and extra fees). Because all our selected attractions are 5A-class attractions, the fewest number of people express negative sentiments (8%) about the scenery. As expected, "suggestion" has a relatively lower negative sentiment ratio (13%) across all topics. One explanation is that people have fewer negative sentiments when they volunteer to write about their experience, time schedule, attraction recommendations, and route selection.
As depicted in Figure 6 , "management" has the highest negative sentiment ratio (46%). Combining the extracted words in Table 5 , we conclude that tourists have many complaints about attraction management components (e.g., infrastructure, queuing time, and service). "Price" also obtains a relatively high negative sentiment ratio (28%), but the ratio is lower than the "management" ratio. Consistent with the results of topic extraction, we find that people are sensitive to prices (e.g., ticket costs and extra fees). Because all our selected attractions are 5A-class attractions, the fewest number of people express negative sentiments (8%) about the scenery. As expected, "suggestion" has a relatively lower negative sentiment ratio (13%) across all topics. One explanation is that people have fewer negative sentiments when they volunteer to write about their experience, time schedule, attraction recommendations, and route selection. As for the emotion classification, we remove three of these emotions (anger, fear, and surprise) that occur less frequently, as they cannot be used to make a comparison across topics. For instance, when accounting the three removed emotions into the total emotions, their emotion ratios for the four topics are as follows: surprise (0.3%, 2.3%, 0.5% and, 0.5%), fear (3.7%, 1.1%, 2.9%, and 2.4%), and anger (1.4%, 0.3%, 0.4%, and 0.0%). Considering these emotions in a concrete tourism situation, "joy" refers to the enjoyment of the trip; "trust" refers to love for the scenery or praise for attractions, people, or services; "sadness" refers to regret or disappointment in the trip; and "disgust" refers to criticism, displeasure, or complaints about the attraction management, service, price, or scenery. Emotion classification is an extension of polarity classification. Comparing the results of the emotion classification, there exists a similar pattern across the four emotions for each topic, where "trust" obtains the most sentiments, and "sadness" obtains the fewest sentiments. As shown in Figure 7 , "scenery" has the highest emotion ratio for "trust" (71%), which indicates that the beauty of the scenery is approved by many people. Conversely, "management" has the lowest emotion ratio for "trust" (45%), which means that some people dislike the attraction management.
The emotion lexicon defined the related words for each emotion. Combined with the extracted words in each topic and the distinct definition of each emotion in the emotion lexicon, we evaluated each topic according to its emotion ratio. For instance, because the results showed that "management" obtained the largest "disgust" ratio, combing with its distinctive words (i.e., "queue", "cableway", "hour", "service", and "cable car"), we interpreted that more people expressed their complaints on attraction management. Consistent with the result of the polarity classification, "management" has the maximum emotion ratio for "disgust" (36%). This is followed by "price", with an emotion ratio of 24%. This result is consistent with the results of topic extraction, in which many people express complaints about "management" and "price". Interestingly, the fewest people express "sadness" emotions (e.g., regret, disappointment), with regard to the "scenery" (3%). However, "suggestion" has a slightly higher emotion ratio for "sadness" (10%) than the other topics. When tourists write reviews with suggestions, they also express their disappointment or regret in the trip.
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As for the emotion classification, we remove three of these emotions (anger, fear, and surprise) that occur less frequently, as they cannot be used to make a comparison across topics. For instance, when accounting the three removed emotions into the total emotions, their emotion ratios for the four topics are as follows: surprise (0.3%, 2.3%, 0.5% and, 0.5%), fear (3.7%, 1.1%, 2.9%, and 2.4%), and anger (1.4%, 0.3%, 0.4%, and 0.0%). Considering these emotions in a concrete tourism situation, "joy" refers to the enjoyment of the trip; "trust" refers to love for the scenery or praise for attractions, people, or services; "sadness" refers to regret or disappointment in the trip; and "disgust" refers to criticism, displeasure, or complaints about the attraction management, service, price, or scenery. Emotion classification is an extension of polarity classification. Comparing the results of the emotion classification, there exists a similar pattern across the four emotions for each topic, where "trust" obtains the most sentiments, and "sadness" obtains the fewest sentiments. As shown in Figure 7 , "scenery" has the highest emotion ratio for "trust" (71%), which indicates that the beauty of the scenery is approved by many people. Conversely, "management" has the lowest emotion ratio for "trust" (45%), which means that some people dislike the attraction management.
The emotion lexicon defined the related words for each emotion. Combined with the extracted words in each topic and the distinct definition of each emotion in the emotion lexicon, we evaluated each topic according to its emotion ratio. For instance, because the results showed that "management" obtained the largest "disgust" ratio, combing with its distinctive words (i.e., "queue", "cableway", "hour", "service", and "cable car"), we interpreted that more people expressed their complaints on attraction management. Consistent with the result of the polarity classification, "management" has the maximum emotion ratio for "disgust" (36%). This is followed by "price", with an emotion ratio of 24%. This result is consistent with the results of topic extraction, in which many people express complaints about "management" and "price". Interestingly, the fewest people express "sadness" emotions (e.g., regret, disappointment), with regard to the "scenery" (3%). However, "suggestion" has a slightly higher emotion ratio for "sadness" (10%) than the other topics. When tourists write reviews with suggestions, they also express their disappointment or regret in the trip. Taken together, because of insufficient management, tourists have expressed complaints about the management and the price, which should receive considerable attention. From the perspective Taken together, because of insufficient management, tourists have expressed complaints about the management and the price, which should receive considerable attention. From the perspective of attraction management, managers should carefully control the daily capacity so as to shorten queuing time and ensure service quality. Furthermore, the management of prices (e.g., ticket costs, extra fees, and arbitrary charges) can be improved upon.
Discussion and Conclusions
This study proposes a topic-based sentiment analysis approach to analyze sentiments and emotions for the extracted topics, while the polarity and emotion classification of reviews for each topic is applied. The contributions are elaborated upon as follows. (1) Existing topic-based sentiment analysis studies are used to extract topics [14] [15] [16] [17] or polarity classification [12, 13] . However, the existing polarity classification methods at the topic level have focused on using entire reviews. One efficient method is imperative when processing a large volume of data. Exploring useful insights over topics is more important. Therefore, the proposed polarity classification in this study classifies the sentiments using the reviews that are focused on one or two topics, whereas the previous methods of polarity classification utilize the entire reviews. We assign the reviews to the specific topics extracted from the reviews according to an employed threshold value, determined by the distribution of the document-topic probabilities. Moreover, this method is to compare the negative sentiments over the topics rather than the classification itself. For instance, we compare the negative sentiment ratio of each topic to compare the tourist complaints over topics; (2) In particular, to our knowledge, the topic-based sentiment analysis for the emotion classification method used in this study is the first to analyze emotions at the topic level. Previous emotion classification methods [30, 31] were based on the document or sentence level and focused on the classification itself, without an in-depth analysis of these emotions. However, this study helps to classify sentiments into specific emotions (e.g., trust, joy, sadness, and disgust) over topics and facilitates an understanding of customer emotions after classifications. Because emotions affect customer satisfaction significantly [59] , emotion classification at the topic level seems to be more necessary and important. For instance, this study analyzes tourist complaints over topics by using the "disgust" ratio, obtained from an emotion classification. Compared to the polarity classification, the emotion classification is more specific, because some emotions (e.g., surprise and fear) may not refer to tourist complaints; (3) This study provides us with a research framework that can make most of the outcomes (word-topic matrix, document-topic matrix) of the LDA model. For instance, the word-topic matrix is used to extract top words of each topic and provide each word with relative weight, while the document-topic matrix helps us to assign the reviews that are focused on one or two topics to specific topics; (4) Because our method is based on an emotion lexicon, it increases the generalization and enables this method to be applied to many domains. More specifically, our proposed method can not only be applied to tourist reviews, but also can be applied to all online reviews from different platforms (e.g., Amazon, TripAdvisor, and Yelp). Meanwhile, given an appropriate emotion lexicon, this method can also be applied to analyze different online reviews using different languages (e.g., English).
The findings of this study have several valuable implications for managerial practice. First, from the perspective of potential tourists, we present the relative importance of topics and their related keywords using an LDA model. Because of the reliability of the data-driven analysis method, potential tourists can easily learn more about the attractions from a more comprehensive perspective. Second, from the perspective of attraction managers, we conducted polarity and emotion classifications at the topic level to analyze sentiments or emotions, which help to identify urgent issues. The results can provide attraction managers with knowledge of urgent issues. Third, managers can easily detect the tourists' complaints for specific topics using our proposed approach. For example, tourists complain that the attractions are too crowded and it takes a very long time to see the sights. Attraction mangers can make an alternative solution to protect the natural environment by implementing separate waste collection. In addition, he/she utilizes crowd-control to reduce the unnecessary destruction of natural resources for the attractions' sustainable management. Furthermore, this method can be applied to the modeling of real-time customer complaints on each extracted topic.
Nevertheless, this study has some limitations. First, the LDA model is based on the assumption that each tourist review is assumed to be a "bag-of-words" document. LDA may not obtain a desirable performance when applied to short documents [60] . Second, selecting a globally optimal topic number to train the LDA model is difficult. Third, in this study, we only analyzed four of the seven emotions in the lexicon. There may be a need to analyze all seven emotions when applied to a large volume of data. Moreover, there may be a problem with the matching between the net words and the sentiment lexicon DUTSD. An updated lexicon can help to mitigate this problem but cannot avoid it. The DUTSD has included 498 negation terms (e.g., "not good" and "not appropriate") out of a total of 27,462 terms. It is recommended to use an updated lexicon for those negation terms that are not included in the DUTSD. In future studies, we recommend collecting more tourist reviews to conduct a topic-based sentiment analysis using a more well-defined and updated sentiment lexicon. In addition, work should be done to find an optimal K value from a broader interval to refine the performance.
