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Hochschild (co)homology and Koszul duality
Estanislao Herscovich ∗
Abstract
In this article we discuss two different but related results on Hochschild
(co)homology and the theory of Koszul duality. On the one hand, we prove es-
sentially that the Tamarkin-Tsygan calculus of an Adams connected augmented
dg algebra and of its Koszul dual are dual. This uses the fact that Hochschild
cohomology and homology may be regarded as a twisted construction of some
natural (augmented) dg algebras and dg modules over the former. In particu-
lar, from these constructions it follows that the computation of the cup prod-
uct on Hochschild cohomology and cap product on Hochschild homology of a
Koszul algebra is directly computed from the coalgebra structure of TorA
•
(k, k)
(the first of these results is proved differently in [6]). We even generalize this
situation by studying twisting theory of A∞-algebras to compute the algebra
structure of Hochschild (co)homology of more general algebras.
Mathematics subject classification 2010: 16E40, 16E45, 16S37, 16W50, 18G55.
Keywords: Koszul algebra, Yoneda algebra, homological algebra, dg algebras,
A∞-algebras.
1 Introduction
The aim of our work is to highlight several aspects of the relation between the
theory of Hochschild (co)homology and the Koszul theory of Adams connected
augmented (dg) algebras. We would had supposed that most of what we state
was widely known to the experts, but some articles appearing in the literature
could imply that this is not exactly the case. In particular, we will focus on two
different aspects that we shall now describe briefly.
On the one hand, following B. Keller in [21], given an augmented dg alge-
bra A the Koszul dual E(A) is defined as the graded dual of the bar construction
B+(A) of A. If A = T (V )/〈R〉 is a Koszul algebra, with R ⊆ V ⊗2, E(A) is quasi-
isomorphic to the usual Koszul dual A! = T (V ∗)/〈R⊥〉, where R⊥ ⊆ (V ∗)⊗2 is
the annihilator of R under the identification (V ∗)⊗2 → (V ⊗2)∗ sending f ⊗ g to
(v⊗w) 7→ −f(v)g(w), where V ∗ is considered to be concentrated in cohomological
degree 1. In this latter case, it was already observed by B. Feigin and B. Tsygan
that there is in fact a duality pair between the Hochschild homology groups of
A and A! (only regarded as graded vector spaces). In fact, this can be directly de-
duced from (or following the lines of) the isomorphism between the corresponding
cyclic homology groups given in [8], Thm. 2.4.1, where the authors further sup-
pose that the base field k has characteristic zero, even though this assumption is
not strictly necessary if we are interested only in Hochschild homology groups
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(see [24] for a more detailed analysis on the corresponding gradings). Further-
more, an isomorphism of graded algebras between the Hochschild cohomology
groups HH•(E(A)) and HH•(A) in case A is also a Koszul algebra was already
announced by R.-O. Buchweitz in the Conference on Representation Theory held
at Canberra on July 2003. This result was further generalized by B. Keller in the
preprint [22], where he proved that there is in fact a quasi-isomorphism of B∞-
algebras between the corresponding Hochschild cohomology cochain complexes.
On the other hand, Y. Félix, L. Menichi and J.-C. Thomas proved in [11], Prop. 5.1
and 5.3, that given a simply connected coaugmented dg coalgebra C over a field,
there is a isomorphism of Gerstenhaber algebras between the Hochschild coho-
mology HH•(C#) of the graded dual C# of C and the Hochschild cohomology
HH•(Ω+(C)) of the cobar construction of C. By specializing this result to the case
A = C#, and using the obvious result Ω+(C) ≃ E(A), we get that the Hochschild
cohomology of A and E(A) are isomorphic as Gerstenhaber algebras. The simply
connectedness assumption is however completely unusual in the realm of (gener-
alizations of) Koszul algebras. We shall in fact get rid of this assumption and pro-
vide a proof (under more typical grading hypotheses for our case) of such an iso-
morphism. Moreover, we shall also prove that the Hochschild homology groups
HH•(A) and HH•(E(A))# are isomorphic Gerstenhaber modules over the cor-
responding isomorphic Gerstenhaber algebras given by Hochschild cohomology
(see Theorems 4.3 and 4.4). In fact, we notice that the Tamarkin-Tsygan calculus of
A and of its Koszul dual E(A) are dual (see Remark 4.5).
On the other hand, given a nonnegatively graded connected algebra A over a
field k, we know that the homology space C = TorA• (k, k) is in fact a coaugmented
A∞-coalgebra such that its graded dual is quasi-isomorphic to the Koszul dual
E(A) of A. In the case A is (quadratic) Koszul it has been known for a long time
that the previous A∞-coalgebra structure reduces to a dg coalgebra with zero dif-
ferential (this in fact being equivalent to the Koszul property). This knowledge suf-
fices to explicitly compute the graded algebraic structure on the Hochschild coho-
mology HH•(A) by using the minimal projective resolution of A as A-bimodules.
Indeed, by fairly general arguments on twists of dg algebras we see that there is
a quasi-isomorphism of augmented dg algebras between the Hochschild cochain
complex of A and a twist of the dg algebra hom space Hom(C,A). The same ar-
guments may be applied to compute the module structure on the Hochschild ho-
mology HH•(A) given by the cap product over the graded algebra HH•(A) (see
Theorem 3.3 and the last paragraph of Subsubsection 3.2.7). The results concerning
the computation of the algebra structure of Hochschild cohomology of a Koszul al-
gebra give in fact a direct proof of the main result of [6] (stated at the introduction,
p. 443, or after as Theorem 2.3), which is just the basis-dependent expression of the
result we stated in Theorem 3.3 for the particular case of Koszul algebras. We fur-
ther generalize this situation by making use of twists of A∞-algebras in Section 5.
More precisely, we deduce an explicit recipe to compute the graded algebra struc-
ture of the Hochschild (co)homology of an augmented dg algebra A over a field
provided with a minimal coaugmented A∞-coalgebra quasi-isomorphic to the bar
construction of A (see Theorem 5.2). The case of cohomology gives in particular
another proof of the main result of [36]. This may be particularly useful for multi-
Koszul algebras, or any algebra for which there is an explicit description of the
coaugmented A∞-coalgebra structure on TorA• (k, k) (in the former two cases, for it
is just the graded dual of the augmented A∞-algebra structure on ExtA• (k, k)).
The article is organised as follows. In Section 2 we recall the basic definitions
and constructions of graded and dg modules over a base ring k, and of graded
and dg (co)modules over graded and dg (co)algebras, respectively. Even though
the contents of this part are completely standard, they are needed for explicitly
stating the notation we are going to use, as well as the main sign conventions we
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shall follow. The following section contains the basic rudiments of Hochschild
(co)homology theory for (unitary) dg algebras over a field k, together with the ba-
sic bar and cobar constructions for augmented dg algebras and coaugmented dg
coalgebras, respectively. We explicitly recall the (supposedly well-known) relation
between Hochschild (co)homology theory and twists of augmented dg algebras
(see Fact 3.2). The aim of this long section is to provide a coherent explanation of
all the formulas we will use to prove our main results in a completely explicit man-
ner, where we have worked out all the corresponding signs. We believe the experts
should be aware of the contents of the second section and they could skip them if
they want to. At the end of Section 3 we provide a direct corollary that allows
to compute the multiplicative structure on Hochschild cohomology and the corre-
sponding module structure on Hochschild homology of a Koszul algebra, which
in our situation is just a consequence of the way we presented the Hochschild
(co)homology complexes (see Theorem 3.3).
In Section 4 we use the tools appearing in the previous sections in order to
prove one of the main results of the article: the Tamarkin-Tsygan calculus of an
Adams connected augmented dg algebra and of its Koszul dual are dual. The last
section is devoted to apply the theory of twisted (augmented) A∞-algebras to ob-
tain a method to explicitly calculate the graded algebra structure of the Hochschild
(co)homology of an augmented dg algebra A over a field provided with a min-
imal coaugmented A∞-coalgebra quasi-isomorphic to the bar construction of A
(see Theorem 5.2).
We would also like to add a word of warning concerning the reading of this
manuscript. There are several possible conventions for the objects we shall con-
sider, concerning signs, definitions of morphisms, etc. For this reason we have
tried to be as careful as possible explaining all the necessary details in order make
all our conventions precise, which on the other hand has considerably increased
the extension of the text. We believe however that this amount of precision is in-
deed necessary, and (we thus hope that) the article may be also regarded as a pos-
sible source of a careful choice of harmonized signs and structures conventions.
Since the check of the validity of these conventions is often lengthy but straight-
forward, we shall usually leave the reader to control that the (precise) conven-
tions (e.g. signs or commutativity of diagrams) hold. We shall however sometimes
sketch the main ingredients of the mentioned proof in case we think they are nec-
essary.
The author would like to express his deep gratitude to Professor Clas Löfwall
for his careful explanation (by e-mail) of the results by Feigin and Tsygan men-
tioned before, with special care on the sign and grading conventions.
2 Preliminaries on basic algebraic structures
We recall the following basic facts, which will also establish the notation. From
now on, k will denote a commutative ring with unit (which we also consider as
a unitary graded ring concentrated in degree zero). By module over k we will al-
ways mean a symmetric bimodule over k (although several constructions can be
clearly performedwithout this symmetry assumption, we shall suppose it in order
to simplify the exposition). We fix an abelian group G of the form Z × G′ (or also
Z/2.Z×G′ to which all these construction can be adapted straightforward), which
we write additively. The character map used in the Koszul sign rule will be just
given by the projection on the first component of G. A typical element of G will
be denoted by g, h, etc, and the corresponding first component ig, ih, etc. For an
object M , we will denote by idM the identity endomorphism of M . We also re-
mark that the expression map between to graded or dg modules over k (or maybe
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provided with further structure) will always mean the mapping between (say) the
underlying modules or even the underlying sets, which comes from forgetting all
the extra structure. This might be sometimes useful if we want to stress just the
values of morphisms at elements of a graded or dg module over k.
2.1 Graded and differential graded modules over a fixed commu-
tative ring k
A (cohomological) graded module over k is a module over k provided with a decom-
position of k-modules of the formM = ⊕g∈GMg. Ifm is a nonzero homogeneous
element of a graded module M over k we define the degree degm ∈ Z of m and
the weight (internal degree, or Adams degree) w(m) ∈ G′ of m by m ∈ M (degm,w(m)).
We say in this case that the complete degree of m is (degm,w(m)) ∈ G. The com-
mutative ring k will be considered as a graded module with the grading given by
kg = 0 if g 6= 0G, and k0G = k. If M is a graded module and g ∈ G, define M [g]
to be the graded module over k with the same underlying structure of k-module
but with a complete degree shift given byM [g]g
′
=Mg+g
′
, for all g′ ∈ G. We shall
usually write M [i], for i ∈ Z, instead of the more correct M [(i, 0G′)], for it causes
no confusion. For any two graded modules M and N over k, homk(M,N) is the
space of k-linear maps of complete degree zero, i.e. f(Mg) ⊆ Ng for all g ∈ G.
The internal space of morphisms if given byHomk(M,N) = ⊕g∈G homk(M,N [g])
and it is obviously a graded k-module. The graded module Homk(M,k) will be
also denoted by M#. Note that in this case the g-th graded component of M# is
given by (M−g)∗, where (−)∗ denotes the usual dual for modules over k, and by
the previous comments we have that (M [g])# = (M#)[−g], for g ∈ G.
We remark that by very definition the graded module Homk(M [g], N [g′]) ex-
actly coincides with Homk(M,N)[g′ − g] for g, g′ ∈ G. In the same manner, the
gradedmodulesM [g]⊗N [g′] and (M ⊗N)[g+g′], for g, g′ ∈ G, are also exactly co-
incident. These “identities” are however misleading since they do not (in general)
respect the Koszul sign rule, and -in some sense more fundamentally- the men-
tioned phenomenon for the homomorphisms spaces is not in accordance with the
axioms of category theory. We will regard such coincidences only as a consequence
of the usual abuse of notation in the definitions of tensor product and morphisms
spaces: since we are interested in considering the Koszul sign rule, we should in
fact force them to be noncoincident. There is however an identification (and in fact
many of them, but in general different from the identity) between the correspond-
ing previous graded modules, which is compatible with the Koszul sign rule, and
that will be explained in the penultimate paragraph of this subsection.
Given M and N two graded modules over k, a morphism of graded modules of
complete degree g ∈ G is an element f ∈ Homk(M,N) of complete degree g. We
remark that the map sM,g : M → M [g] given by the identity is a morphism of
graded modules of degree −g, and we shall typically denote sM,(1,0G′) by sM , or
simply s, if M is clear from the context. All along this article, if we do not in-
dicate the complete degree of a morphism (between graded modules, or later on
dg modules, etc), it means that it is of complete degree zero. Also, for M and
N two graded modules over k, the (usual) tensor product M ⊗k N has the struc-
ture of graded module over k with (M ⊗k N)g = ⊕g′∈GMg
′
⊗k Ng−g
′
. From
now on, all unadorned tensor products ⊗ will mean ⊗k. For f : M → N and
f ′ :M ′ → N ′ two morphisms of gradedmodules over k of complete degrees g and
g′, respectively, the map f ⊗ f ′ : M ⊗M ′ → N ⊗N ′ given by (f ⊗ f ′)(m⊗m′) =
(−1)deg f
′ degmf(m) ⊗ f ′(m′), for m ∈ M and m′ ∈ M ′ homogeneous, is a mor-
phism of gradedmodules over k of complete degree g+g′. Analogously, if f :M →
N and f ′ : N ′ →M ′ are two morphisms of gradedmodules over k of complete de-
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grees g and g′, respectively, the mapHomk(f, f ′) : Homk(N ′, N)→ Homk(M ′,M)
given by φ 7→ (−1)deg f(degφ+deg f
′)f ′ ◦ φ ◦ f , for φ homogeneous, is a morphism
of complete degree g + g′. We shall also denote Homk(f,N) = Homk(f, idN ) and
Homk(N ′, f ′) = Homk(idN ′ , f ′). Furthermore, we will usually denote Homk(f, k)
by f#, which is of course has the same complete degree as the one of f . As
for the case of the tensor product we shall usually omit the commutative ring k
in the notation of the homomorphism groups introduced before, and proceed to
write Hom instead of Homk. The canonical map ιM : M → (M#)# defined as
ιM (m)(f) = (−1)degm deg ff(m), for m ∈ M and f ∈ M# homogeneous, is a mor-
phism of graded modules. Given M and N two graded modules over k, we will
occasionally consider the morphism ιM,N : M# ⊗ N# → (M ⊗ N)# of graded
modules defined as ιM,N (φ ⊗ ψ)(m⊗ n) = (−1)degψ degmφ(m)ψ(n). We also have
the flip τM,N : M⊗N → N⊗M , which is the morphism of gradedmodules defined
as τM,N (m ⊗ n) = (−1)degm degnn ⊗ m, for all m ∈ M and n ∈ N homogeneous
elements.
A differential graded module (or dg module) over k is a graded k-module M =
⊕g∈GMg together with a homogeneous k-linear map dM : M → M of degree +1
and zero weight, i.e. dM (Mg) ⊆ Mg+(1,0G′ ) for all g ∈ G, such that it is a differ-
ential, i.e. d2M = 0. The graded module structure on k explained before can be
extended to a dg module by defining the differential dk = 0, and more generally,
any graded k-module M may be regarded as dg module with vanishing differen-
tial. For a dg moduleM over k, the cohomologyH•(M) ofM , given by the quotient
Ker(dM )/ Im(dM ), is in fact a graded module over k. A dg module M is called
acyclic if H•(M) vanishes. IfM is a dg module and g ∈ G, M [g] is the dg module
over k with the same graded module structure as before and differential dM [g] =
(−1)igdM . For M and N two dg modules over k, the tensor product M ⊗ N has
the structure of dg module over k with the same underlying graded structure as
before andwith differential dM⊗N = dM⊗idN+idM⊗dN . We endow the graded k-
moduleHom(M,N)with the differential dHom(M,N)(f) = dN ◦f− (−1)deg ff ◦dM ,
so it becomes a dg module over k. In this case, for M a dg module we will still
denote byM# the dg module Hom(M,k). Note that dM# = −d
#
M .
GivenM and N two dg modules over k, f :M → N is a morphism of differential
graded modules over k of complete degree g if it is a morphism between the underlying
graded modules of complete degree g and satisfies that dN ◦ f = (−1)igf ◦ dM ,
i.e. it is cocycle of complete degree g of the dg module Hom(M,N). We stress
that, as before, if we do not specify the complete degree of a morphism, it will be
assumed to be zero. Note that sM,g : M → M [g] introduced previously is in fact a
morphism of dg modules of complete degree−g. This is in fact tantamount to the
definition of dg module structure over k onM [g]. We stress that if f :M → N and
f ′ : M ′ → N ′ are two morphisms of dg modules over k of complete degree g and
g′, respectively, then f ⊗ f ′ : M ⊗M ′ → N ⊗N ′ is a morphism of dg modules over
k of complete degree g + g′. Analogously, given f : M → N and f ′ : N ′ → M ′
two morphisms of dg modules over k of complete degrees g and g′, respectively,
the map Hom(f, f ′) : Hom(N ′, N) → Hom(M ′,M) defined for graded modules
is moreover a morphism of of dg modules over k of complete degree g + g′. Note
that given two dg k-modules M and N , the maps ιM , ιM,N and τM,N defined in
the third paragraph of this section are further morphisms of dg modules over k.
If f : M → N is a morphism of dg modules over k of complete degree g, then,
for each g′, g′′ ∈ G, the may consider the map
Hom(s−1M,g′ , sN,g′′)(f) : M [g
′]→ N [g′′],
which will be denoted by f [g
′′]
[g′] . It is trivial to see that f
[g′′]
[g′] a morphism of dg
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modules over k of complete degree g + g′ − g′′, i.e.
dN [g′] ◦ f = (−1)
ig+g′−g′′ f ◦ dM [g′].
If f is a morphism of complete degree 0G, it is rather usual to allow the abuse
of notation given by denoting the map (−1)deg g
′ deg g′′f
[g′′]
[g′] also by f . We shall
only follow this convention when we consider it is unambiguous. We also re-
mark that (unlike the case for graded modules) the dg modules Hom(M [g], N [g′])
and Hom(M,N)[g′ − g], for g, g′ ∈ G, are not the same, for the identity map be-
tween the underlying graded modules is not a morphism of dg modules over k.
Indeed, the corresponding isomorphism of dg modules fromHom(M,N)[g′−g] to
Hom(M [g], N [g′]), which we denote byHM,N,g,g′ , is given by sHom(M,N),g′−g(f) 7→
Hom(s−1M,g, sN,g′)(f), for f ∈ Hom(M,N). The underlying map is thus the iden-
tity times a (−1)(deg f+ig′ )ig sign. In the same manner, the dg module structure
on the tensor product and M [g′] ⊗ N [g′] and (M ⊗ N)[g + g′], for g, g′ ∈ G, are
not same. There is though a (not completely canonical) isomorphism of dg mod-
ules M [g′] ⊗ N [g′] → (M ⊗ N)[g + g′] over k, denoted by TM,N,g,g′ , defined as
sM,g(m)⊗ sN,g′(n) 7→ (−1)
ig′ degmsM⊗N,g+g′(m⊗n), form ∈M and n ∈ N homo-
geneous elements.
If f : M → N is a morphism of dg modules, the cone cone(f) is the dg module
whose underlying graded module is M [1] ⊕N and whose differential is given by
dcone(f)(m,n) = (−dM (m) + f(m), dN (n)). Given a morphism of dg modules f :
M → N of complete degree g, it directly induces a morphism of graded modules
H•(M) → H•(N) of the same complete degree, which we will denote by H•(f).
It is clear that H•(idM ) = idH•(M) and that H•(f ◦ f ′) = H•(f) ◦H•(f ′), for any
two composable morphisms f and f ′ of dg modules of complete degrees g and g′,
resp. Furthermore, a morphism of dg modules f : M → N of complete degree 0G
is said to be a quasi-isomorphism if H•(f) is an isomorphism of graded modules. It
is well-known that f is a quasi-isomorphism if and only if cone(f) is acyclic (see
[35], Cor. 1.5.4).
2.2 Graded and differential graded algebras and coalgebras, and
modules over the former
A (nonunitary) graded algebra over k is just a (nonunitary) algebra over k together
with a decomposition of k-modules A = ⊕g∈GAg satisfying that AgAg
′
⊆ Ag+g
′
,
for all g, g′ ∈ G. We will also sometimes denote the product ofA by (the morphism
of graded modules) µA : A ⊗ A → A. A morphism of graded algebras from a graded
algebra A to a graded algebra B is a morphism of graded modules f : A → B
such that f(aa′) = f(a)f(a′) for all a, a′ ∈ A. A unitary graded algebra over k is a
nonunitary one together with an element 1A ∈ A0G , called the unit of A, satisfying
the usual axiom 1Aa = a1A = a for all a ∈ A. We may also consider the unit of A
as a morphism of graded modules ηA : k → Awhich satisfies that µA ◦ (idA ⊗ ηA)
and µA ◦ (ηA ⊗ idA) coincide with the canonical isomorphisms A ⊗ k → A and
k ⊗ A → A, resp. Given two unitary graded algebras A and B, a morphism of
unitary graded algebras is a morphism of the underlying nonunitary graded algebras
f : A → B such that f(1A) = 1B . The opposite graded algebra Aop of a nonunitary
graded algebraA is given by the same graded module over k but with the product
a ·op b = (−1)deg a deg bba, for all a, b ∈ A homogeneous. In case A is unitary, Aop
also, with the same unit of A. If A and B are two nonunitary graded algebras,
the graded module structure over k of the tensor product A ⊗ B is also a graded
algebra with the product (a ⊗ a′)(b ⊗ b′) = (−1)deg a
′ deg bab ⊗ a′b′. If A and B are
unitary with units 1A and 1B, resp., then A ⊗ B is also unitary with unit 1A ⊗ 1B.
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We consider the graded algebraAe = A⊗Aop, which is called the enveloping algebra
of A.
We also have the dual definitions. A (noncounitary) graded coalgebra over k is a
graded module C = ⊕g∈GCg together with a morphism of graded modules ∆C :
C → C⊗C satisfying the coassociativity axiom (∆C⊗idC)◦∆C = (idC⊗∆C)◦∆C .
We define∆(n)C : C → C
⊗n as the composition (∆(n−1)C ⊗idC)◦∆C , for n ∈ N≥3, and
∆
(2)
C = ∆C . As usual, we may use the Sweedler notation ∆
(n)
C (c) = c(1) ⊗ · · · ⊗ c(n)
for the iterated coproduct of an element c ∈ C (by the coassociativity axiom this
notation is consistent). Amorphism of graded coalgebras from a graded coalgebraC to
a graded algebraD is amorphism of gradedmodules f : C → D such that∆D◦f =
(f ⊗ f) ◦ ∆C . A graded coalgebra C is called counitary if there is a morphism of
graded modules ǫC : C → k, called the counit of C, satisfying that (ǫC ⊗ idC) ◦∆C
and (idC ⊗ ǫC) ◦ ∆C coincide with the canonical isomorphisms C ≃ k ⊗ C and
C ≃ C ⊗ k, resp. Given two counitary graded coalgebras C and D, a morphism of
counitary graded coalgebras is a morphism of the underlying noncounitary graded
coalgebras f : C → D such that ǫD ◦ f = ǫC . The coopposite graded coalgebra Ccoop
of a noncounitary graded coalgebra C is given by the same graded module over k
but with coproduct ∆Ccoop = τC,C ◦ ∆C . If C is counitary, Ccoop is also, with the
same counit as the one of C. If C and D are two noncounitary graded coalgebras,
the graded module structure over k of the tensor product C ⊗ D is also a graded
coalgebra with the coproduct ∆C⊗D = (idC ⊗ τC,D ⊗ idD) ◦ (∆C ⊗∆D). If C and
D are counitary with counits ǫC and ǫD, resp., then C ⊗ D is also counitary with
counit ǫC ⊗ ǫD. The graded coalgebra C⊗Ccoop is called the enveloping coalgebra of
C, and is denoted by Ce.
A left (resp., right) graded module over a nonunitary graded algebra A is just
a left (resp., right) module over A such that it is a graded module over k for the
action of k given by restriction (i.e. providedwith a decomposition of k-modules of
the formM = ⊕g∈GMg) satisfying that Ag
′
Mg ⊆ Mg
′+g (resp.,MgAg
′
⊆ Mg+g
′
),
for all g, g′ ∈ G. If A is unitary, we say thatM is a left (resp., right) graded module
if we further assume that 1Am = m (resp., m1A = m) for all m ∈ M . A graded
bimodule over Awill be just a left graded module over the enveloping algebra Ae.
In the rest of this subsection, unless further explanation is required, we shall
usually refer to the term graded algebra (resp., graded coalgebra), differential
graded algebra (resp., differential graded coalgebra), module over a graded al-
gebra (resp., comodule over a graded coalgebra), etc. without explicitly indicating
whether there is a unit (resp., counit) or not to indicate that the definitions and con-
structions apply to each possibility in the sense that either the adjective nonunitary
should be applied to them altogether, or else the adjective unitary.
IfM is a left (resp., right) graded module and g ∈ G, defineM [g] to be the left
(resp., right) graded module over A with the new action of A given by a · m =
(−1)ig deg aam (resp., with the same action) such that the complete degree shifts as
M [g]g
′
=Mg+g
′
. Note that, ifM is a left (resp., right) graded module over A, then
it is also a right (resp., left) graded module over Aop with the same structure of
graded module over k and right (resp., left) action ma = (−1)deg a degmam (resp.,
am = (−1)deg a degmma) over Aop. For any two left (resp., right) graded modules
M and N over A, homA(M,N) is the space of A-linear maps of complete degree
zero, and HomA(M,N) = ⊕g∈G homA(M,N [g]), which is obviously a graded k-
module. Note that, if M and N are left (resp., right) graded modules over A,
this implies that HomA(M,N) is the subspace of Hom(M,N) given by sums of
homogeneous maps satisfying that f(am) = (−1)deg f deg aaf(m) (resp., f(ma) =
f(m)a), for a ∈ A and m ∈ M homogeneous elements. These latter are called
morphisms of graded left (resp., right) A-modules (of some complete degree). Notice
that the graded left (resp., right) A-module structure on M [g] is tantamount to
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requiring that the map sM,g :M →M [g] is a morphism graded left (resp., right)A-
modules. We may point out that there are similar definitions of graded comodules
over graded coalgebras, to which the previous constructions also apply mutatis
mutandi. Since we will not need these, we do not provide such definitions, but we
let the interested reader to elaborate on them.
A nonunitary (resp., unitary) differential graded algebra (or dg algebra) over k is a
nonunitary (resp., unitary) graded algebra over k together with a homogeneous k-
linear map dA : A → A of complete degree (1, 0G′) satisfying the Leibniz identity,
i.e. dA(ab) = dA(a)b + (−1)deg aadA(b), for all a, b ∈ A homogeneous, and d2A = 0
(resp., dA(1A) = 0 and d2A = 0). As in the case of unitary graded algebras, we
may also consider the unit of A as a morphism of dg modules ηA : k → A which
satisfies the same axioms as before. Note that the dg module structure on k stated
before is compatible with its structure of unitary algebra, turning k into a unitary
dg algebra. The graded k-module given by the cohomology H•(A) of A is in fact
a nonunitary (resp., unitary) graded algebra with the product induced by that of
A (resp., and the unit of H•(A) is the cohomology class of the unit of A). Note
that if A is a dg algebra over k, then the opposite graded algebra together with
the same differential dA is also a dg algebra over k. Analogously, for A and B two
dg algebras, the dg module structure over k of the tensor product A ⊗ B with the
product (and unit if A and B are unitary) described above for graded algebras is
also a dg algebra. In this case, the enveloping algebra Ae of a dg algebra A is also
a dg algebra.
A noncounitary (resp., counitary) differential graded coalgebra (or dg coalgebra) over
k is a noncounitary (resp., counitary) graded coalgebra C over k provided with a
morphism of graded k-modules dC : C → C of complete degree (1, 0G′) satisfy-
ing that ∆C ◦ dC = (idC ⊗ dC + dC ⊗ idC) ◦ ∆C , and d2C = 0 (resp., ǫC ◦ dC = 0
and d2C = 0). Note also that the canonical isomorphism k → k ⊗ k turns the dg
module k into a dg coalgebra, which is further counitary by setting ǫk = idk. If k
is Von Neumann regular, the graded k-module given by the cohomology H•(C)
of C has a coproduct (resp., and a counit) induced by that of C, by the Künneth
formula, so it becomes a noncounitary (resp., counitary) graded coalgebra. If C
is a dg coalgebra over k, then the coopposite graded coalgebra together with the
same differential dC is also a dg coalgebra over k. Analogously, for C and D two
dg coalgebras, the dg module structure over k of the tensor productC⊗Dwith the
coproduct (and counit if C and D are counitary) described above for graded coal-
gebras is also a dg coalgebra. As for the case of algebras, the enveloping coalgebra
Ce of a dg coalgebra C is also a dg coalgebra.
A left (resp., right) differential graded module (or dg module) over a dg algebraA is
a left (resp., right) gradedA-moduleM = ⊕g∈GMg such that it is also a dgmodule
over k, for the action of k coming from restriction (i.e. together with a homoge-
neous k-linear map dM : M → M of complete degree (1, 0G′), such that d2M = 0),
which satisfies the Leibniz identity, i.e. dM (am) = dA(a)m + (−1)deg aadM (m)
(resp., dM (ma) = dM (m)a + (−1)degmmdA(a)), for all a ∈ A and m ∈ M homo-
geneous. If M is a left (resp., right) dg module over A and g ∈ G, M [g] is the
left (resp., right) dg module over A with the same graded module structure over
A as defined previously and differential given by its structure of dg module over
k, i.e. dM [g] = (−1)igdM . Note that for any two left (resp., right) dg modules M
and N over a dg algebra A the spaceHomA(M,N) is obviously a dg k-module for
dHomA(M,N)(f) = dN ◦ f − (−1)
deg ff ◦dM . Amorphism of differential graded modules
overA of complete degree g is an element f ∈ HomA(M,N) of degree d satisfying that
dN ◦ f = (−1)igf ◦ dM , i.e. it is cocycle of complete degree g of the dg k-module
HomA(M,N). Note that sM,g is a morphism of dg modules over A, for any dg
A-module M and g ∈ G. As in the case of dg modules over k, if f : M → N is a
morphism of dg modules over A of complete degree g, then, for each g′, g′′ ∈ Z,
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we may consider
f
[g′′]
[g′] : M [g
′]→ N [g′′],
which is a morphism of dg modules over A of degree g+ g′− g′′. Also, notice that,
if M is a left (resp., right) dg module over A, then it is also a right (resp., left) dg
module over Aop with the same structure of dg module over k and right (resp.,
left) action as in the case of graded modules over Aop. Indeed, it is trivial to check
that this satisfies the Leibniz identity, so it defines a structure of dg module over
A. A differential graded bimodule (or dg bimodule) over A is defined as a left dg mod-
ule over the enveloping algebra Ae. As before, we endow the graded k-module
HomA(M,N) with differential d(f) = dN ◦ f − (−1)deg ff ◦ dM , so it becomes a
dg module over k. Again, we notice that there are similar definitions of differ-
ential graded comodules over dg coalgebras, to which the previous constructions
also apply straightforward, but we will not give them for they are not going to be
required.
Let M be a dg module over a dg algebra A. It is called free if it is isomorphic
to a direct sum of dg modules over A of the form A[gi], for a family {gi : i ∈ I} of
elements of G, where I is a set of indices. We say that M is semi-free if there is an
increasing filtration {Mi}i∈N0 of dg submodules ofM overA such that thatM0 = 0
(i.e. the filtration is Hausdorff ), ∪i∈N0Mi = M (i.e. the filtration is exhaustive) and
Mi+1/Mi is a free dg module over A for all i ∈ N0 (see [1], Subsection 1.11, (4)).
Equivalently, M is semi-free if there exists a set B ⊆ M of homogeneous elements
which gives a basis of the underlying graded module of M over the underlying
graded algebra of A with the following property. For any S ⊆ B, let δ(S) ⊆ B be
the smallest subset among all of the subsets T of B such that d(S) is included in
the A-linear span of T . Then, the previously mentioned property is that for every
b ∈ B, there is n ∈ N such that δn({b}) = ∅ (see [2], Prop. 8.2.3). It is a very
simple exercise to prove that if M is provided with an increasing Hausdorff and
exhaustive filtration {Mi}i∈N0 of dg submodules of M over A such that Mi+1/Mi
is a semi-free dg module over A for all i ∈ N0, then M is also semi-free (see [2],
Cor. 8.2.4).
We say that a dg module M over a dg algebra A is homotopically projective if
given any acyclic dg module N over A (i.e. H•(N) = 0) and every morphism of
dg modules f : M → N , there is h ∈ homA(M,N [−1]) (called a homotopy between
f and 0) such that d(h) = f . As noticed by [2], any semi-free dg module is ho-
motopically projective. This follows directly from the easy fact that any homotopy
between f |Mi and the zero map can be extended to a homotopy between f |Mi+1
and the corresponding zero map. Indeed, this can be easily proved by diagram
chasing arguments applied to the following exact sequence of dg modules over k
provided with morphisms of complete degree zero
HomA(Mi+1/Mi, N)→ HomA(Mi+1, N)→ HomA(Mi, N)→ 0.
A semi-free resolution of M is a dg module F over A together with a morphism
of dg A-modules f : F → M of complete degree zero such that it is a quasi-
isomorphism. As noted in [1], Subsection 1.11, (6), a semi-free resolution always
exists, and the morphism f can be even choosen to be surjective (see [2], Thm.
8.3.2). The construction of the pair (F, f) is given by the direct limit of a recursive
contruction of pairs (Fi, fi)i∈N0 satisfying that {Fi}i∈N0 is an increasing sequence
of dg A-modules with F0 = 0 and Fi+1/Fi free, fi : Fi → M is a morphism of
dg A-modules of complete degree zero and fi+1|Mi = fi for all i ∈ N0. The in-
ductive step is given as follows. Suppose we have constructed (Fj , fj)j=0,...,i as
before, for some i ∈ N0, then one takes a free dg A-module P together with a mor-
phism P → cone(fi)[−1] which induces a surjective morphism between cohomol-
ogy groups (this can be easily done by taking P the free dg A-module generated
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by a set of cocycles, whose cohomology class generate the cohomology of the cone
cone(fi)[−1]). Set
Fi+1 = cone((p1)
[−1]
[−1] ◦ π),
where p1 : cone(fi)→ Fi[1] is the morphism of dg modules given by the canonical
projection, and define fi+1 : Fi+1 →M as
fi+1(p, e) = (p2 ◦ π
[1]
[1])(p) + fi(e),
where (p, e) ∈ P [1] ⊕ Fi, p2 : cone(fi) → M is the morphism of graded modules
given by the canonical projection (it is not a morphism of dg modules!). It is easy
to check that fi+1 is a morphism of dg A-modules, there is a canonical inclusion of
dg A-modules Fi ⊆ Fi+1, fi+1|Fi = fi and Fi+1/Fi ≃ P is a free dg A-module.
It is clear that F is semi-free and f is surjective. Let us see that it is a quasi-
isomorphism. It is easy to see that the inclusion Fi ⊆ Fi+1 of dgA-modules induce
in turn an inclusion cone(fi) → cone(fi+1) of dg A-modules, thanks to the prop-
erty fi+1|Fi = fi. We thus obtain an increasing Hausdorff and exhaustive filtration
{cone(fi)}i∈N0 of dg A-modules of cone(f). Since filtered colimits are exact (see
[35], Thm. 2.6.15), they commute with taking cohomology, so the cohomology of
cone(f) is the direct limit of the system given by {H•(cone(fi))}i∈N0 together with
the cohomology classes of the maps cone(fi) → cone(fi+1), for i ∈ N0. The latter
morphismsH•(cone(fi))→ H•(cone(fi+1)) vanish by construction, which implies
thus that H•(cone(f)) = 0, which in turn implies that f is a quasi-isomorphism.
3 Hochschild homology and cohomology of dg alge-
bras
3.1 The bar resolution and Hochschild (co)homology of dg alge-
bras
We recall that, for A and B two unitary dg algebras over k, the free product A ∗k B
of A and B is given as a unitary graded algebra over k by
Tk(A⊕B)/〈1A − 1B, a⊗ a
′ − aa′, b⊗ b′ − bb′ : for all a, a′ ∈ A and b, b′ ∈ B〉,
where Tk(V ) is the tensor algebra on a graded module V over k. Note that the
canonical inclusions iA : A → A ∗k B and iB : B → A ∗k B are morphisms of
graded k-algebras. Then A ∗k B has a natural structure of graded A-bimodule via
iA and of graded B-bimodule via iB . The differential dA of A can be extended as
the unique derivation dA∗kB|A of A ∗k B satisfying that dA∗kB|A ◦ iA = dA and
dA∗kB|A ◦ iB = 0. The same applies to the differential dB , providing a derivation
dA∗kB|B onA∗kB. Note that dA∗kB|AdA∗kB|B = −dA∗kB|BdA∗kB|A. The differential
dA∗kB ofA∗kB is just the derivation dA∗kB|A+dA∗kB|B . Hence, we see that A∗kB
has in fact a natural structure of dg A-bimodule via iA and of dg B-bimodule via
iB . By abuse of notation, we usually write dA instead of dA∗kB|A and dB instead of
dA∗kB|B . Note that A ∗k B is just the coproduct of A and B in the category of the
dg algebras over k.
Let k[ǫ] be the differential graded algebra whose underlying k-module is the
usual polynomial algebra on the indeterminate ǫ, where the degree of ǫ is −1 and
the weight is zero, provided with the differential of complete degree (1, 0G′) given
by the derivation ∂/∂ǫ, i.e. the unique derivation satisfying that ∂/∂ǫ(ǫ) = 1. Con-
sider the differential graded algebra given by the free productA∗kk[ǫ], and the dif-
ferential induced by dA and ∂/∂ǫ. Following V. Drinfeld (cf. [17], Subsection 4.3),
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the augmented (nonreduced or unnormalized) bar complex of A is just another “presen-
tation” of the differential graded algebra A ∗k k[ǫ] with the differential given by
dA + ∂/∂ǫ. We will explain what this means. Consider the graded A-bimodule
given by Bar(A) = ⊕n∈N0(A⊗A[1]
⊗n⊗A). If n ∈ Nwe will typically denote an el-
ement a0⊗s(a1)⊗· · ·⊗s(an)⊗an+1 ∈ A⊗A[1]⊗n⊗A in the form a0[a1| . . . |an]an+1,
where a0, . . . , an+1 ∈ A and s : A → A[1] is the canonical morphism of degree −1
recalled in the third paragraph of Subsection 2.1. In the same manner, we may
usually denote a0 ⊗ a1 by a0[]a1. There is a canonical identification (as graded
A-bimodules, so the morphism is of complete degree zero) of Bar(A)[1] inside
A ∗k k[ǫ] given by sBar(A)(a0[a1| . . . |an]an+1) 7→ (−1)deg a0+···+deg an+na0ǫ . . . ǫan+1,
for n ≥ 0, where we have replaced each occurrence of the tensor on the left mem-
ber by ǫ and added a sign. Under this identification Bar(A) gets a differential b′
of complete degree (1, 0G′), such that Bar(A) is a differential graded A-bimodule
(if we forget about the map ∂/∂ǫ applied to elements a0ǫa1). Moreover, under the
previous identifications, and seeingA insideA∗kk[ǫ] via iA, the differential dA∗kk[ǫ]
ofA∗k k[ǫ] induces the map of gradedA-bimodules (of complete degree zero) from
Bar(A) to A whose restriction to A ⊗ A is given by the product of A, and the re-
striction to A ⊗ A[1]⊗n ⊗ A, for n 6= 0, vanishes. In fact, it is clear that using the
previous maps A ∗k k[ǫ] is identified (as a graded A-bimodule) with the cone of
the morphism of dg A-bimodules Bar(A) → A of complete degree 0G. That this
map Bar(A) → A is a quasi-isomorphism is tantamount to the fact that its cone is
acyclic, or, under the previous identification, thatA∗k k[ǫ] is acyclic. This last state-
ment follows easily from the fact that the cohomology H•(A ∗k k[ǫ]) is a unitary
algebra whose unit vanishes, since 1A∗kk[ǫ] = dA∗kk[ǫ](ǫ).
The augmented reduced (or normalized) bar complex is just what becomes identi-
fied when we consider (A ∗k k[ǫ])/〈ǫ2〉 instead of A ∗k k[ǫ]. In this case, the un-
derlying graded A-bimodule will be given by Bar(A) = ⊕n∈N0A ⊗ A¯[1]
⊗n ⊗ A,
where A¯ = A/k.1A (as graded k-modules). We will still denote an element a0 ⊗
s(a¯1) ⊗ · · · ⊗ s(a¯n)⊗ an+1 ∈ A⊗ A¯[1]
⊗n ⊗A in the form a0[a1| . . . |an]an+1, where
a0, . . . , an+1 ∈ A, thus omitting the bars for simplicity. This will mean in particular
that an element a0[a1| . . . |an]an+1 in the reduced bar complex ofA vanishes if there
is some index i ∈ {1, . . . , n} such that ai is scalar multiple of 1A. The previous iso-
morphisms now induce an identification of Bar(A)[1] inside (A ∗k k[ǫ])/〈ǫ2〉, and
by the same arguments it becomes a dg A-bimodule with differential b¯′, which is a
resolution of A, also by the map whose restriction toA⊗A is given by the product
of A, and whose restriction toA⊗ A¯[1]⊗n⊗A vanishes for n 6= 0. As for the case of
the bar complex, the dg A-bimodule (A ∗k k[ǫ])/〈ǫ2〉 is identified by the previous
map with the cone of the morphism of dg A-bimodules Bar(A) → A of complete
degree 0G. This last map is proved to be a quasi-isomorphism using the same ar-
guments as in the previous paragraph. This in turn implies that the morphism of
differential graded A-bimodules Bar(A) → Bar(A) given by taking quotients is a
quasi-isomorphism, for the latter is induced (using the previous identifications) by
the canonical quotient morphism A ∗k k[ǫ]→ (A ∗k k[ǫ])/〈ǫ2〉 of differential graded
algebras. We remark that the previously defined differential b¯′ coincides with the
differential d0 + d1 defined in [12], Subsection 2.2, of the differential graded A-
bimodule B¯(A;A;A) considered there (which, as a graded A-bimodule, coincides
with Bar(A)). More explicitly, the previously referred maps are given by
d0(a0[a1| . . . |an]an+1) =dA(a0)[a1| . . . |an]an+1
−
n∑
i=1
(−1)ǫia0[a1| . . . |dA(ai)| . . . |an]an+1
+ (−1)ǫn+1a0[a1| . . . |an]dA(an+1),
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and
d1(a0[a1| . . . |an]an+1) =(−1)
deg a0a0a1[a2| . . . |an]an+1
+
n∑
i=2
(−1)ǫia0[a1| . . . |ai−1ai| . . . |an]an+1
− (−1)ǫna0[a1| . . . |an−1]anan+1,
where ǫi = deg a0+(
∑i−1
j=1 deg aj)− i+1, and where it is assumed that the expres-
sion a0[a1| . . . |an]an+1 vanishes if ai = λ1A, for some λ ∈ k and i ∈ {1, . . . , n}. The
same expression of the differential hold for the nonreduced bar complex.
The following result justifies the relevance of the bar resolution. It was proved
for augmented dg algebras and the reduced bar resolution in [9], Lemma 4.3,
though exactly the same proof applies verbatim to this more general case. We
will provide it for completeness.
Lemma 3.1. Let A be a unitary differential graded algebra such that the underlying dg
k-module of A is semi-free. Then the previously considered morphism of differential graded
A-bimodules Bar(A)→ A (or Bar(A)→ A) is in fact a semi-free resolution of A.
Proof. The fact that Bar(A) → A (or Bar(A) → A) is a quasi-isomorphism of dg
A-bimodules was already shown at the end of the second and the beginning of the
third paragraphs of this section. It remains to prove that Bar(A) (or Bar(A)) is a
semi-free dg bimodule over A. Let us prove it for the nonreduced bar resolution,
the case of the reduced one being analogous. Since A is a semi-free dg k-module,
the same applies to the dg k-module A[1], and to the tensor products A[1]⊗n. This
in turn implies that the dg A-bimoduleA⊗A[1]⊗n⊗A (provided only with the dif-
ferential induced by dA, i.e. d0 given before) is semi-free. The proof ends by using
the last property of semi-free modules given in the antepenultimate paragraph of
the previous subsection by noting that the previous dgA-bimodule A⊗A[1]⊗n⊗A
is isomorphic to the quotient Tn/Tn−1, for the increasing Hausdorff and exhaus-
tive filtration {Tn}n∈N0 of Bar(A) given by the dg A-bimodules whose underlying
graded modules are Tn = ⊕ni=0A⊗A[1]
⊗i ⊗A for all n ∈ N0. 
Let now M be a dg bimodule over A. The Hochschild homology H•(A,M) of
A with coefficients on M is just the homology of the complex M ⊗Ae Bar(A), or
equivalently, M ⊗Ae Bar(A), with differential dM ⊗Ae idB•(A) + idM ⊗Ae b
′, or
dM ⊗Ae idB¯•(A) + idM ⊗Ae b¯
′, respectively. We recall the canonical identification
ΦA,M : M ⊗Ae Bar(A) → M ⊗ T (s(A¯)) of the form m ⊗Ae a0[a1| . . . |an]an+1 7→
(−1)deg an+1(degm+(
∑n
i=0 deg ai)+n)an+1ma0 ⊗ [a1| . . . |an]. By means of the former
isomorphism we induce a differential of the form D′0 +D
′
1 onM ⊗ T (s(A¯)) given
by
D′0(m⊗ [a1| . . . |an]) =dM (m)⊗ [a1| . . . |an]
−
n∑
i=1
(−1)ǫ˜im⊗ [a1| . . . |dA(ai)| . . . |an]
+
n∑
i=2
(−1)ǫ˜im⊗ [a1| . . . |ai−1ai| . . . |an],
(3.1)
and
D′1(m⊗ [a1| . . . |an]) =(−1)
degmma1 ⊗ [a2| . . . |an]
− (−1)ǫ˜n(deg an+1)anm⊗ [a1| . . . |an−1],
(3.2)
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where ǫ˜i = degm + (
∑i−1
j=1 deg aj) − i + 1, and as usual the expression [a1| . . . |an]
vanishes if ai = λ1A, for some λ ∈ k and i ∈ {1, . . . , n}. The same expression of
the differential hold for the nonreduced bar complex. Note that our expression of
differential coincides with the corresponding one of [33], Subsection 2.1, if one un-
derstands in their equation before (10), and following their notation, that the sum
is indexed over i = 0, . . . , p, and
∑
k<i(|ak| + 1) + 1 (i.e.
∑i−1
k=0(|ak| + 1) + 1) is in
fact |a0| + (|a1 + 1|) + · · · + (|ai−1| + 1), so it vanishes if i = 0, by the principle of
summing over the empty set (here | | is our cohomological degree). Note that the
expressionswritten before to interpret
∑
k<i(|ak|+1)+1 coincide for i ≥ 1. Accord-
ingly, if we regard the convention of [29], Section 2, (2.2), and also following their
notation, ηj should be understood as ((|a0| − 1)+ |a1|+ · · ·+ |ai−1|) + 1 (following
the interpretation consistent with their identity (2.1) and not with their definition
before (1.1)) and not as
∑j−1
k=0(|ak|) (here | | is our cohomological degree plus one).
The difference between the two expressions is only apparent when j = 0, for the
latter gives 0, being a sum indexed over an empty set. With this interpretation, our
differential would just be b− δ instead of b+ δ in the notation of that article.
Analogously, the Hochschild cohomology H•(A,M) of A with coefficients on M
is given by the cohomology of the complex HomAe(Bar(A),M), or equivalently,
HomAe(Bar(A),M), with differential f 7→ dM ◦ f − (−1)degff ◦ b′, or f 7→ dM ◦
f − (−1)degff ◦ b¯′, respectively. More explicitly, using the canonical identification
ΦA,M : HomAe(Bar(A),M)→ Hom(T (s(A¯)),M) given by ΦA,M (f)([a1| . . . |an]) =
f(1A[a1| . . . |an]1A), we get that the latter complex induces a differential given by a
sum D0 +D1, whose value at f ∈ Hom(T (s(A¯)),M) is
D0(f)([a1| . . . |an]) =dM (f([a1| . . . |an]))
+
n∑
i=1
(−1)ǫ¯if([a1| . . . |dA(ai)| . . . |an])
−
n∑
i=2
(−1)ǫ¯if([a1| . . . |ai−1ai| . . . |an]),
(3.3)
and
D1(f)([a1| . . . |an]) =− (−1)
deg a1 deg f−deg fa1f([a2| . . . |an])
+ (−1)ǫ¯nf([a1| . . . |an−1])an,
(3.4)
where ǫ¯i = deg f + (
∑i−1
j=1 deg aj) − i + 1, and as before it is supposed that the
expression [a1| . . . |an] vanishes if ai = λ1A, for some λ ∈ k and i ∈ {1, . . . , n}. The
same expression of the differential holds for the nonreduced bar complex. Notice
that our expression of differential does coincide with the corresponding one of [29],
Section 1, Definition 1.1, or [33], Subsection 2.2, p. 80.
3.2 The bar construction and Hochschild (co)homology of aug-
mented dg algebras
We are interested in the Hochschild (co)homology H•(A,A) of A with coefficients
on the same dg algebra A (also denoted by HH•(A)) under the slightly stronger
assumption of A being an augmented dg algebra. We recall that a unitary dg alge-
bra A is called augmented if there is a morphism ǫA : A→ k of unitary dg algebras.
In this case, IA = Ker(ǫA) is called the augmentation ideal of A. A morphism of
augmented dg algebras f : A→ A′ is a morphism of unitary dg algebras such that
ǫA′ ◦ f = ǫA. Analogously, a counitary dg coalgebra C is said to be coaugmented if
there exists a morphism of counitary dg coalgebras ηC : k → C. We will usually
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denote the coaugmentation cokernel C/ Im(ηC) of C by JC , which is a (nonuni-
tary) dg coalgebra. As in the case of augmented dg algebras, JC is canonically
identified with Ker(ǫC), and under that identification the coproduct of Ker(ǫC) is
given by ∆C(c) − 1C ⊗ c − c ⊗ 1C , for c ∈ Ker(ǫC), where 1C = ηC(1k). We shall
denote such an element by∆Ker(ǫC)(c), or c
−
(1)⊗ c
−
(2). A morphism of coaugmented
dg coalgebras f : C′ → C is a morphism of counitary dg coalgebras such that
f ◦ ηC′ = ηC .
3.2.1 Twists of (augmented) dg algebras
One natural question is whether we may “perturb” the differential dA of an aug-
mented dg algebra A such that the resulting dg k-module is still an augmented dg
algebra for the previous product, unit and augmentation. We will be concerned
with the much simpler issue of finding a homogeneous element a ∈ A(1,0G′) such
that dA,a = dA+ad(a), where ad(a) : A→ A is the morphism of graded k-modules
of degree (1, 0G′) given by a′ 7→ [a, a′] = aa′ − (−1)deg a
′
a′a, is a differential, i.e.
d2A,a = 0, and A is an augmented dg algebra for the same product, unit and aug-
mentation as before but new differential dA,a. It is clear that the map dA,a is a
differential if and only if dA(a) + aa = dA(a) + [a, a]/2 lies in the (graded) center
of A (the latter identity having meaning if the characteristic of k is different from
2), and in particular if dA(a) + aa = 0, which is called the Maurer-Cartan equation
for a (this can be done in fact for any dg Lie algebra if the characteristic is different
from 2). It is trivially verified that dA,a is always a derivation, that dA,a(1A) = 0
and ǫA ◦ dA,a = 0, so A is an augmented algebra for dA,a if and only if the latter
is a differential. This is always the case if a satisfies the Maurer-Cartan equation.
The procedure of obtaining dA,a from dA and an element a satisfying the Maurer-
Cartan equation is usually called a twist of the differential, and the new augmented
dg algebra is called the twisted augmented dg algebra of (A, dA) by a. Moreover, we
see that this latter twisting construction is natural, in the sense that if f : A→ A′ is
a morphism of augmented dg algebras and a ∈ A(1,0G′ ) satisfies theMaurer-Cartan
equation, then f(a) ∈ (A′)(1,0G′) also satisfies the Maurer-Cartan equation and f
can be regarded as a morphism of augmented dg algebras for A and A′ provided
with the new differentials dA,a and dA′,f(a), respectively.
Suppose further that we are given a dg A-bimodule M of an augmented dg
algebra A. Let us consider an element a ∈ A(1,0G′ ) solution to the Maurer-Cartan
equation, so we may regard the new augmented dg algebra structure on A given
by only changing the differential by dA,a. One may wonder how to twist the dif-
ferential dM ofM in order to still define a dg bimodule with the same action map
A ⊗M ⊗ A → M over the new augmented dg algebra A provided with the dif-
ferential dA,a. It is clear that the only condition one needs to verify for the new
differential on M is the Leibniz identity, for the others are automatic. Further-
more, it is easily verified that the new differential dM,a given by dM +ad(a), where
ad(a) : M → M is the morphism of graded k-modules of degree (1, 0G′) given by
m 7→ am − (−1)degmma, satisfies the Leibniz identity and thus defines on M the
structure of a dg bimodule over the augmented dg algebra A provided with the
differential dA,a. If M and N are two dg bimodules over the augmented dg alge-
bra A with differential dA, and g : M → N is a morphism of dg bimodules, then
it is also a morphism of dg bimodules over the augmented dg algebra A provided
with the differential dA,a, when we regard M and N with differentials dM,a and
dN,a, respectively.
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3.2.2 The convolution algebra and the tensor product module
The following constructions are well-known (see [31], Lemme 1.35). Let C be a
coaugmented dg coalgebra a A an augmented dg algebra. Consider the dg k-
module given by Hom(C,A). It is in fact an augmented dg algebra with product
given by
φ ∗ ψ = µA ◦ (φ⊗ ψ) ◦∆C ,
unit ηA ◦ ǫC and augmentation φ 7→ (ǫA ◦ φ ◦ ηC)(1k). We remark that, using the
Sweedler notation, the coproduct can be written as
(φ ∗ ψ)(c) = (−1)degψ deg c(1)φ(c(1))ψ(c(2)),
for c ∈ C. Note that the previous construction is natural, i.e. if f ′ : C′ → C is a mor-
phism of coaugmented dg coalgebras and f : A→ A′ is a morphism of augmented
dg algebras, then the morphism of dg k-modules Hom(f ′, f) : Hom(C,A) →
Hom(C′, A′) given by φ 7→ f ◦ φ ◦ f ′ is in fact a morphism of augmented dg al-
gebras. If k is semisimple, it is clear that if f ′ and f are quasi-isomorphisms, then
Hom(f ′, f) is so (see [4], §5.2. Cor. 1, and §2.5, Ex. 4).
Moreover, givenM any dg bimodule overAwe see that the dg k-module given
by the tensor productM⊗C has a structure of a dg bimodule overHom(C,A). The
action is given by
φ · (m⊗ c) · ψ = (−1)ǫφ(c(3)).m.ψ(c(1))⊗ c(2),
wherem ∈M , c ∈ C, φ, ψ ∈ Hom(C,A), and
ǫ = degψ deg c+ deg c(3)(degm+ deg c(1) + deg c(2) + degψ).
If f ′ : C′ → C is a morphism of coaugmented dg coalgebras and g : M ′ → M is a
morphism of dg bimodules overA, then g⊗f ′ is a morphism of dg bimodules over
Hom(C,A), whereM ′⊗C′ has the structure of dg bimodule overHom(C,A) given
by the restriction of scalar throughHom(f ′, idA) : Hom(C,A)→ Hom(C′, A). Pro-
vided k is Von Neumann regular (in particular, this holds if k is semisimple), if f ′
and g are quasi-isomorphisms, then g ⊗ f ′ is also (see [4], §4.7. Théo. 3).
Suppose thatM has in fact two graded-commuting dg A-bimodule structures,
i.e. M is a dg Ae-bimodule (e.g. M = Ae). In this case one may use one of the
dg bimodule structures over A on M to induce the dg bimodule structure over
Hom(C,A) on M ⊗ C, whereas the second dg bimodule structure over A on M
gives in fact a dg A-bimodule structure onM ⊗ C by the formula
a(m⊗ c)a′ = (−1)deg a
′ deg c(ama′)⊗ c,
where we remark that we are using the second dg A-bimodule structure on M .
Moreover, both structures are compatible, i.e. M ⊗ C has in fact a dg bimodule
over Hom(C,A)⊗A.
3.2.3 The twisted convolution algebra and the twisted tensor product
A solution τ ∈ Hom(C,A) to the Maurer-Cartan equation on the augmented dg
algebra Hom(C,A) which also satisfies that ǫC ◦ τ = 0 and τ ◦ ηA = 0 is called a
twisting cochain (some authors call these admissible twisting cochains, because for
them the term twisting cochain is any solution of the Maurer-Cartan equation of
Hom(C,A). See for e.g. [23], Déf. 2.2.1.1). We will denote the augmented dg
algebra Hom(C,A) with the twisted differential dHom(C,A),τ by Homτ (C,A). By
the last paragraph of the two previous subsubsections, it is easy to see that the
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twist construction is natural, i.e. given τ ∈ Hom(C,A) a twisting cochain, a mor-
phism of coaugmented dg coalgebras f ′ : C′ → C and a morphism of augmented
dg algebras f : A → A′, Hom(f ′, f)(τ) ∈ Hom(C′, A′) is a twisting cochain and
Hom(f ′, f) induces a morphism of augmented dg algebras from Homτ (C,A) to
Homf◦τ◦f
′
(C′, A′). Even for k semisimple and f and f ′ quasi-isomorphisms, the
latter map need not be a quasi-isomorphism. A typical example would be as fol-
lows. Consider the quasi-isomorphism Hom(B+(A+), A+) → Hom(k,A+) ≃ A+
of augmented dg algebras given by composition with the canonical injection k ⊆
B+(A+), whereA is a unitary algebra andA+ is the augmented algebra recalled in
the fifth paragraph of Subsubsection 3.2.6 (the fact that it is a quasi-isomorphism
follows from the comments in that paragraph). It is clear that the image of the
twisting cochain τA+ under the previous mapping is zero, so we get a morphism
HomτA+ (B+(A+), A+) → A+ of augmented dg algebras. Taking cohomology we
obtain the morphism HH•(A+) → A+ given by the composition of the canonical
projection HH•(A+) → HH0(A+) ≃ Z(A+) together with the inclusion of the
center Z(A+) of A+ inside A+. If A is noncommutative we see that the previous
map in cohomology is not an isomorphism.
GivenM any dg bimodule over A, and a twisting cochain τ in Hom(C,A), we
see that we may twist the differential dM⊗C of the tensor product M ⊗ C, which
is a dg bimodule over the augmented dg algebra Hom(C,A), in order to obtain
the dg bimodule provided with the differential dM⊗C,τ over the augmented dg
algebra Homτ (C,A). We shall denote this new dg bimodule by M ⊗τ C. If f ′′ :
C′ → C is a morphism of coaugmented dg coalgebras and g : M ′ → M ′ is a
morphism of dg bimodules overA, then g⊗f ′ is a morphism of dg bimodules over
Homτ (C,A) from M ′ ⊗τ◦f ′ C′ to M ⊗τ C, where we regard M ′ ⊗τ◦f ′ C′ as a dg
bimodule over Homτ (C,A) by means of the morphism of augmented dg algebras
Hom(f ′, idA) : Homτ (C,A) → Homτ◦f
′
(C′, A). If M has two graded-commuting
dg A-bimodule structures, so M ⊗ C is a dg bimodule over Hom(C,A) ⊗ A, one
notices that the previous twisting construction implies that M ⊗τ C has in fact a
dg bimodule structure over Homτ (C,A) ⊗A.
3.2.4 The bar constructions
We point out the well-known fact that the dg k-module given by k ⊗Ae Bar(A)
is further a coaugmented dg coalgebra, called the (reduced or normalized) bar con-
struction of A, and it is denoted by B+(A) (see [10], Section 19, but also [23], No-
tation 2.2.1.4, which we follow, though we do not use the same sign conventions).
Note that in this case the reduced bar resolution Bar(A) can be equivalently pre-
sented as the gradedA-bimodule⊕i∈N0A⊗IA[1]
⊗i⊗A providedwith a differential
given by the same expression, the isomorphism being induced by the obvious map
IA → A/k. Moreover, using this identification we may construct an explicit quasi-
inverse to the canonical quasi-isomorphism Bar(A) → Bar(A) explained in the
third paragraph of Subsection 3.1. Indeed, it is easy to check that the map
⊕i∈N0A⊗ IA[1]
⊗i ⊗A→ ⊕i∈N0A⊗A[1]
⊗i ⊗A
induced by the inclusion IA[1] ⊆ A[1] is such a quasi-isomorphism. Now, using
the obvious isomorphism
k ⊗Ae Bar(A) ≃
⊕
i∈N0
IA[1]
⊗i,
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induced by the identification explained previously, the coproduct is given by the
usual deconcatenation
∆([a1| . . . |an]) =
n∑
i=0
[a1| . . . |ai]⊗ [ai+1| . . . |an],
where we set [ai| . . . |aj ] = 1B+(A) if i > j, for 1B+(A) the image of 1k under the
canonical inclusion k = A[1]⊗0 ⊆ B+(A). The differential, denoted by B, is triv-
ially seen to be of the form
B([a1| . . . |an]) =−
n∑
i=1
(−1)ǫi [a1| . . . |dA(ai)| . . . |an]
+
n∑
i=2
(−1)ǫi [a1| . . . |ai−1ai| . . . |an],
where ǫi = (
∑i−1
j=1 deg aj) − i + 1. One checks easily that it is a coderivation. The
counit is given by the canonical projection B+(A) → IA[1]⊗0 = k, and the coaug-
mentation is defined as the obvious inclusion k = IA[1]⊗0 ⊆ B+(A). Since B+(A)
is a coaugmented tensor graded coalgebra, it is cocomplete. The image of its dif-
ferential B lies inside the augmentation kernel Ker(ǫB+(A)) of B+(A), so B is thus
uniquely determined by π1 ◦ B, where π1 : B+(A) → IA[1] is the canonical pro-
jection (see [23], Lemme 1.1.2.2, Sections 2.1.1 and 2.1.2, and Notation 2.2.1.4). We
recall that a coaugmented graded coalgebra C is cocomplete (or sometimes de-
noted as conilpotent) if the (quotient) nonunitary graded coalgebra JC = C/ Im(ηC)
satisfies that its primitive filtration given by
Ker(∆JC ) ⊆ Ker(∆
(3)
JC
) ⊆ · · · ⊆ Ker(∆
(n)
JC
) ⊆ . . .
is exhausting, i.e. its union is JC . This composition map π1 ◦ B is written as the
sum of two terms b1 : IA[1] → IA[1] and b2 : IA[1]⊗2 → IA[1] given by sa 7→ −sda
and sa ⊗ sb 7→ (−1)deg a+1s(ab), for a, b ∈ A homogeneous, resp. We note thus
that b1 = −sIA ◦ dA ◦ s
−1
IA
and b2 = −sIA ◦ µA ◦ (s
⊗2
IA
)−1. We warn the reader that
even though we have set up our sign conventions for the differential of the bar
construction in order to agree with several in the literature (e.g. [10], Section 19,
or [25], Section 8), and in particular they coincide with the “universally” accepted
conventions in case our dg algebra is a plain algebra, they differ from others (e.g.
those in the thesis [23] of K. Lefèvre-Hasegawa, Ch. 1 and 2). By very definition,
the cohomology of B+(A) is the Tor group TorA• (k, k), where we recall that we
should switch from cohomological (upper) grading to homological (lower) grad-
ing by the obvious relation V n = V−n, for n ∈ Z, and where the Adams degree
does not change.
We remark that there is a nonreduced (or unnormalized) bar construction B˜+(A)
of A given as a dg module over k by k ⊗Ae Bar(A), which in turn is canonically
isomorphic to ⊕i∈N0A[1]
⊗i as graded k-modules. It is also a coaugmented dg coal-
gebra, and the formulas for the coproduct, the counit and the coaugmentation are
the same as for the reduced bar construction. Its underlying coaugmented graded
coalgebra structure is thus the one of a coaugmented tensor graded coalgebra. The
explicit form of the differential, which we denote by B˜, is however different from
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the reduced case, namely, B˜([]) = 0 and for n ∈ N we have that
B˜([a1| . . . |an]) =−
n∑
i=1
(−1)ǫi [a1| . . . |dA(ai)| . . . |an]
+
n∑
i=2
(−1)ǫi [a1| . . . |ai−1ai| . . . |an]
+ ǫA(a1)[a2| . . . |an]− (−1)
ǫnǫ(an)[a1| . . . |an−1],
where ǫi = (
∑i−1
j=1 deg aj) − i + 1, and a1, . . . , an ∈ A. A rather long computation
shows it is in fact a coderivation. It is not difficult to verify that the image of
B˜ lies inside the augmentation kernel of B˜+(A), so it is uniquely determined by
its composition with the canonical projection p1 : B˜+(A) → A[1], which is just
the sum of two terms b˜1 : A[1] → A[1] and b˜2 : A[1]⊗2 → A[1] given by sa 7→
−sda and sa ⊗ sb 7→ (−1)deg a+1s(ab) + ǫA(a)sb − (−1)deg a+1ǫA(b)sa, for a, b ∈ A
homogeneous, resp. Note that the definition just given before does not coincide
with the one given in [11], for our differential is different (due to the last two terms
in the explicit expression of B˜). In particular, their definition of nonreduced bar
construction of a unitary dg algebra is always quasi-isomorphic to k, whereas in
our case it will be quasi-isomorphic to the reduced bar construction.
Moreover, the quasi-isomorphism Bar(A) → Bar(A) of dg A-bimodules given
by taking quotients and recalled in the third paragraph of Subsection 3.1 induces
a quasi-isomorphism B˜+(A) → B+(A) of dg modules over k also given by tak-
ing quotients. By the explicit expressions for the coproduct, the counit and the
coaugmentation for both bar constructions the previous map is in fact a quasi-
isomorphism of coaugmented dg coalgebras. Furthermore, the quasi-isomorphism
Bar(A) → Bar(A) of dg A-bimodules induced by the inclusion IA[1] ⊆ A[1] also
induces a quasi-isomorphism of coaugmented dg coalgebras B+(A) → B˜+(A),
which is the quasi-inverse to the map B˜+(A)→ B+(A).
We also want to stress the fact that the bar constructions are functorial. Indeed,
if f : A → A′ is a morphism of augmented dg algebras, the unique morphism
of coaugmented graded coalgebras B+(f) : B+(A) → B+(A′) whose composi-
tion with the canonical projection π′1 : B
+(A′) → IA′ [1], where IA′ is the aug-
mentation kernel of A′, is given by the composition of the canonical projection
π1 : B
+(A)→ IA[1], where IA is the augmentation kernel of A, together with −f
[1]
[1]
commutes with the differentials, so it gives a morphism of coaugmented dg coal-
gebras. It can be described explicitly as B+(f)([a1| . . . |an]) = [f(a1)| . . . |f(an)],
for n ∈ N0 and a1, . . . , an ∈ A. We remark that the minus sign in front of the f
[1]
[1]
was not quite arbitrary: had we chosen the plus sign, then we should have added
a (−1)n sign to the previous expression of B+(f). This would imply in particu-
lar that B+(idA) would be different from idB+(A), so it would not be a functorial
choice. The explicit expression of the correspondingmorphism of coaugmented dg
coalgebras B˜+(f) : B˜+(A) → B˜+(A′) for the nonreduced bar construction is the
same as for the reduced one. Moreover, the quasi-isomorphisms B˜+(A)→ B+(A)
and B+(A) → B˜+(A) of coaugmented dg coalgebras described in the previous
paragraph yield in fact natural transformations. It is not difficult to show that,
given a morphism of augmented dg algebras f : A → A′ over a Von Neumann
regular ring k, f is a quasi-isomorphism if and only if B+(f) (or B˜+(f)) is also a
quasi-isomorphism (see [10], Section 19, Ex. 1, p. 271, or [23], Lemme 1.3.2.2, and
Lemme 1.3.2.3, (a) and (b)).
If A is an augmented dg algebra and we consider its bar construction B+(A),
there is in fact a (normalized) universal twisting cochain τA : B+(A)→ A of Awhose
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restriction to IA[1]⊗n vanishes if n 6= 1 and such that its restriction to IA[1] is given
by minus the composition of canonical inclusion IA[1] ⊆ A[1] with s−1A . Analo-
gously, we also have a a unnormalized universal twisting cochain τ˜A : B˜+(A) → A
of A whose restriction to A[1]⊗n vanishes if n 6= 1 and such that its restriction to
A[1] is given by the composition of minus s−1A , the projection A → IA (which can
be described by the composition of the canonical projection A → A/k.1A with the
identification A/k.1A ≃ IA) and the inclusion IA → A. Note that, if f : A → A′ is
morphism of augmented dg algebras, then the morphism B+(f) satisfies that
f ◦ τA = τA′ ◦B
+(f) (3.5)
and the same expression holds for the corresponding morphism B˜+(f) by consid-
ering the unnormalized universal twisting cochains.
3.2.5 Hochschild (co)homology as a twisted construction
Now, given an augmented dg algebraA, we may consider the augmented dg alge-
braHom(B+(A), A). It is easy to verify that its underlying graded k-module coin-
cides with the corresponding one computing the Hochschild cohomology, but the
underlying dg k-module is different. Indeed, the differential of Hom(B+(A), A)
is given by D0 in (3.3). However, a twist of the differential of Hom(B+(A), A)
will give us precisely the differential of HomAe(Bar(A), A): it is easy to check that
dHom(B+(A),A),τA coincides with the differentialD0 +D1 of the dg k-module com-
puting the Hochschild cohomology of A given by (3.3) and (3.4), since it is clear
that D1(f) = ad(τA)(f). In other words, the dg k-module HomAe(Bar(A), A) is
canonically identified with HomτA(B+(A), A). The latter has further the structure
of a(n augmented) dg algebra, whose multiplication is usually called cup product
(see [7], Ch. XI, §4 and 6), so the Hochschild cohomology HH•(A) thus becomes
an augmented graded algebra. All the previous comments apply mutatis mutandi
as well to B˜+(A) instead of B+(A). Moreover, if k is semisimple, the canonical
quasi-isomorphisms B˜+(A) → B+(A) and B+(A) → B˜+(A) of coaugmented dg
coalgebras induce quasi-isomorphisms of augmented dg algebras
Hom(B+(A), A)→ Hom(B˜+(A), A) and Hom(B˜+(A), A)→ Hom(B+(A), A)
sending τA to τ˜A and τ˜A to τA, respectively. Moreover, they also induce quasi-
isomorphisms of augmented dg algebras
HomτA(B+(A), A)→ Homτ˜A(B˜+(A), A)
and
Homτ˜A(B˜+(A), A)→ HomτA(B+(A), A).
Indeed, the two maps are obtained by applying the functor HomAe(−, A) to the
quasi-isomorphisms Bar(A) → Bar(A) and Bar(A) → Bar(A), respectively, and
using the canonical identifications explained in the last paragraph of Subsection
3.1.
The Hochschild homology of an augmented dg algebra A can be regarded in
a similar fashion. The underlying graded k-module A ⊗Ae Bar(A) computing the
Hochschild homology of A coincides with A ⊗ B+(A), though the dg k-module
structure is different, for the differential of A ⊗ B+(A) the former coincides with
D′0 given in (3.1). However, the twist of the differential of A ⊗ B
+(A) will give
us precisely the differential of A ⊗Ae Bar(A) as for the cohomology. We see that
dA⊗B+(A),τA coincides with the differential D
′
0 + D
′
1 of the dg k-module com-
puting the Hochschild homology of A given by (3.1) and (3.2), since it is eas-
ily verified that D′1 coincides with the action of ad(τA) on A ⊗ B
+(A). Thus,
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the dg k-module A ⊗Ae Bar(A) is canonically identified with A ⊗τA B
+(A). By
the last paragraph of Subsubsection 3.2.3, the latter has further the structure of a
dg bimodule over HomτA(B+(A), A). Either the left or the right action (or both
of them together) may be called cap product (see [7], Ch. XI, §4 and 6), so the
Hochschild homology HH•(A) in turn becomes a graded bimodule over the aug-
mented graded algebra given by Hochschild cohomology HH•(A). Again, all
the previous comments apply mutatis mutandi to B˜+(A) instead of B+(A). If k is
Von Neumann regular, the canonical quasi-isomorphism B˜+(A) → B+(A) (resp.,
B+(A) → B˜+(A)) of coaugmented dg coalgebras induces a quasi-isomorphism
of dg bimodules A ⊗ B˜+(A) → A ⊗ B+(A) over Hom(B+(A), A) (resp., A ⊗
B+(A) → A ⊗ B˜+(A) over Hom(B˜+(A), A)), where the domain has a structure
of bimodule over Hom(B+(A), A) (resp., Hom(B˜+(A), A)) by Hom(B+(A), A) →
Hom(B˜+(A), A) (resp., Hom(B˜+(A), A) → Hom(B+(A), A)), which is the mor-
phism of augmented dg algebras explained in the previous paragraph. Further-
more, we have a quasi-isomorphism of dg bimodulesA⊗τ˜A B˜
+(A)→ A⊗τAB
+(A)
(resp., A ⊗τA B
+(A) → A ⊗τ˜A B˜
+(A)) over the algebra HomτA(B+(A), A) (resp.,
Homτ˜A(B˜+(A), A)), where the domain has a structure of bimodule over the alge-
bra HomτA(B+(A), A) (resp., Homτ˜A(B˜+(A), A)) given by HomτA(B+(A), A) →
Homτ˜A(B˜+(A), A) (resp., given by Homτ˜A(B˜+(A), A) → HomτA(B+(A), A)) of
augmented dg algebras explained in the previous paragraph. Indeed, the previ-
ous maps follow by applying the functor A ⊗Ae (−) to the quasi-isomorphisms
Bar(A) → Bar(A) and Bar(A) → Bar(A), respectively, and using the canonical
identifications explained in the penultimate paragraph of Subsection 3.1.
We remark that in fact the graded bimodule HH•(A) over HH•(A) is (graded)
symmetric, as one may easily deduce as follows. Indeed, as noted in the literature
(see for instance [28], (10) and the proof of Lemma 16), H•(A,A#) is a symmetric
graded bimodule over HH•(A) (for the action in fact comes from the cup product
on HH•(A[M ]), where A[M ] is the dg algebra with underlying dg module given
by A⊕M , the usual product (a,m) · (a′,m′) = (aa′, am′ +ma′), unit (1A, 0M ) and
augmentation (a,m) 7→ ǫA(a)), which is isomorphic toHH•(A)#.
We summarize our previous comments in the following result.
Fact 3.2. LetA be an augmented dg algebra over k, and let τA denote the universal twisting
cochain of A. Then,
(i) the dg k-module HomAe(Bar(A), A) computing Hochschild cohomology is canon-
ically identified with HomτA(B+(A), A). Moreover, the cup product on the first
complex coincides exactly with the convolution product on the latter.
(ii) the dg k-moduleA⊗AeBar(A) computingHochschild homology is canonically iden-
tified with the twisted tensor product A ⊗τA B
+(A). Furthermore, the symmetric
bimodule structure of the first complex over HomAe(Bar(A), A) given by the cap
product coincides exactly with the symmetric bimodule structure of the latter com-
plex overHomτA(B+(A), A).
We see that the previous description of Hochschild homology and cohomol-
ogy groups is by no mean accidental. Indeed, it is a direct consequence of the
definitions once one notes that the reduced (resp., nonreduced) bar resolution of
A is canonically identified (as dg k-modules) with Ae ⊗τA B
+(A) (resp., Ae ⊗τ˜A
B˜+(A)), where Ae is a dg A-bimodule with the outer structure of Ae given by
a(a′ ⊗ b′)b = (aa′) ⊗ (b′b), for a, a′, b, b′ ∈ A. The identification isomorphism is
given by (an+1⊗a0)⊗ [a1| . . . |an] 7→ (−1)deg an+1(deg a0+ǫ)a0[a1| . . . |an]an+1, where
ǫ = (
∑n
i=1 deg ai) − n. Consider the dg A-bimodule structure of A
e ⊗τA B
+(A)
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(resp., Ae ⊗τ˜A B˜
+(A)) coming from the inner structure of Ae given by
a(a′ ⊗ b′)b = (−1)(deg a
′ deg a+deg b deg b′+deg a deg b)(a′b)⊗ (ab′),
for a, a′, b, b′ ∈ A. By the last paragraphs of the Subsubsections 3.2.2 and 3.2.3, it
induces a structure of dg bimodule over the algebraHomτA(B+(A), A)⊗A (resp.,
Homτ˜A(B˜+(A), A)⊗A) on the twisted tensor productAe⊗τAB
+(A) (resp.,Ae⊗τ˜A
B˜+(A)). By means of this structure the previous identification gives in fact an iso-
morphism of dg bimodules overHomτA(B+(A), A)⊗A (resp.,Homτ˜A(B˜+(A), A)⊗
A). If we apply the functorsHomAe(−, A) andA⊗Ae (−) to the previous identifica-
tions of the bar constructions we get precisely the description of the dg k-modules
computing Hochschild cohomology and homology as described in the previous
two paragraphs.
3.2.6 The cobar constructions
Even though an analogous definition of the (un)reduced bar resolution for coaug-
mented dg coalgebras would be possible (e.g. following the lines of Drinfeld’s
idea), we would recall a more ad-hoc definition of the (un)reduced cobar con-
structions, without passing through the corresponding cobar resolutions. Given
a coaugmented dg coalgebra C, Ω+(C) denotes the augmented dg algebra called
the (reduced or normalized) cobar construction of C (see e.g. [10], Section 19, or [25],
Def. 8.4). Its underlying augmented graded algebra structure is given by the ten-
sor algebra on the graded vector space JC [−1] = C/ Im(ηC)[−1], with the product
defined by concatenation, unit given by the inclusion of k and the obvious aug-
mentation given by the canonical projection onto k. Since the algebra is free, a
differentialD is uniquely determined by its restriction to JC [−1], which we take to
be the sum of two terms
−s−1JC [−1] ◦ dC ◦ sJC [−1]
and
(s⊗2JC [−1])
−1 ◦∆JC ◦ sJC [−1].
If n ∈ N, an element of the form s−1JC [−1](c¯1) ⊗ · · · ⊗ s
−1
JC [−1]
(c¯n) will be typically
denoted by 〈c1| . . . |cn〉, where c1, . . . , cn ∈ C. Analogously, we may denote by 〈〉
the unit 1Ω+(C) of the algebra Ω+(C). We may now write the differential D more
explicitly as
D(〈c1| . . . |cn〉) =−
n∑
i=1
(−1)ǫi〈c1| . . . |ci−1|dC(ci)|ci+1| . . . |cn〉
+
n∑
i=1
(−1)ǫi+deg c
−
i,(1)
+1〈c1| . . . |ci−1|c
−
i,(1)|c
−
i,(2)|ci+1| . . . |cn〉,
where∆JC (ci) = c
−
i,(1)⊗ c
−
i,(2) and ǫi = (
∑i−1
j=1 deg cj)− i+1. Note the coincidence
with the sign in [25], Def. 8.4, but the difference with the one given in [11], Section
2.7. Notice that, using the identification between JC and Ker(ǫC) given in the
first paragraph of Subsection 3.2, wemay have equivalently presented the reduced
cobar construction of C as the tensor algebra on the graded vector space Ker(ǫC),
with the product defined by concatenation, unit given by the inclusion of k and the
obvious augmentation given by the canonical projection onto k. The differential
given by the same expression as before, but one should use ∆Ker(ǫC), defined in
the first paragraph of Subsection 3.2, instead of∆JC .
There is also a nonreduced (or unnormalized) cobar construction Ω˜+(C) ofC, whose
underlying augmented graded algebra structure is given by the tensor algebra on
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the graded vector space C[−1], with the product defined by concatenation, unit
given by the inclusion of k and the obvious augmentation given by the canonical
projection onto k. As in the reduced case, an element of the form s−1C[−1](c1) ⊗
· · · ⊗ s−1C[−1](cn) will be usually denoted by 〈c1| . . . |cn〉, where c1, . . . , cn ∈ C. The
explicit expression of the differential is given by
D˜(〈c1| . . . |cn〉) =−
n∑
i=1
(−1)ǫi〈c1| . . . |ci−1|dC(ci)|ci+1| . . . |cn〉
+
n∑
i=1
(−1)ǫi+deg ci,(1)+1〈c1| . . . |ci−1|ci,(1)|ci,(2)|ci+1| . . . |cn〉
+ 〈1C |c1| . . . |cn〉 − (−1)
ǫn〈c1| . . . |cn|1C〉,
where∆C(ci) = ci,(1)⊗ ci,(2). One may easily check that it is a derivation of square
zero. As for the bar construction, there is a quasi-isomorphism of augmented dg al-
gebras Ω˜+(C)→ Ω+(C) given by the direct sum of the maps (−q[1][1])
⊗n, for n ∈ N0,
where q denotes the canonical projection C → C/ Im(ηC). Note that by conven-
tion, the underlying maps of −q[1][1] and of q coincide. Furthermore, the previous
quasi-isomorphism has a quasi-inverse given by the morphism of augmented dg
algebras Ω+(C) → Ω˜+(C) induced by the inclusion Ker(ǫC)[−1] ⊆ C[−1], where
we have also used the identification between JC and Ker(ǫC) given in the first
paragraph of this subsection. Notice again that our definition of nonreduced cobar
construction differs from the one given for instance in [11], Subsection 2.7.
If C is a coaugmented dg coalgebra and we consider its cobar construction
Ω+(C), there is in fact a universal (normalized) twisting cochain τC : C → Ω+(C) ofC,
given by the composition of the canonical projectionC → C/ Im(ηC), s−1C/ Im(ηC)[−1]
and the canonical inclusion of C/ Im(ηC)[−1] inside Ω+(C). Analogously, we also
have a a universal (unnormalized) twisting cochain τC : C → Ω˜+(C) of C given by
the composition of the projection C → Ker(ǫC) (given by the composition of the
canonical projection C → C/ Im(ηC) and the identification C/ Im(ηC) ≃ Ker(ǫC)),
the canonical inclusion Ker(ǫC) ⊆ C, s−1C[−1] and the canonical inclusion of C[−1]
inside Ω˜+(C). The adjective for the twisting cochains τA and τC is justified. In-
deed, given an augmented dg algebra A and a coaugmented dg coalgebra C, if
Tw(C,A) denote the set of twisting cochains fromC to A, we have canonical maps
Homaug-dg-alg(Ω
+(C), A)→ Tw(C,A)← Homcoaug-dg-coalg(C,B
+(A)), (3.6)
where the left map is given by g 7→ g ◦ τC and the right one by f 7→ τA ◦ f , the first
space of homomorphism denotes the set of morphisms of augmented dg algebras
and the last one the set of morphisms of coaugmented dg coalgebras. It is clear
that left map is a bijection, and the same holds for the right one provided C is
cocomplete (see [23], Lemme 2.2.1.5). Moreover these maps are clearly seen to be
natural.
We also remark that the cobar constructions are functorial. Given f : C → C′
a morphism of coaugmented dg coalgebras, the unique morphism of augmented
graded algebras Ω+(f) : Ω+(C) → Ω+(C′) whose restriction to JC [−1], where JC
is the coaugmentation cokernel of C, is given by the composition of −f [−1][−1] with
the canonical inclusion JC′ [−1] → Ω+(C′), where JC′ is the coaugmentation cok-
ernel of C′, commutes with the differentials, so it gives a morphism of augmented
dg algebras. It is given explicitly by Ω+(f)(〈c1| . . . |cn〉) = 〈f(c1)| . . . |f(cn)〉, for
n ∈ N0 and c1, . . . , cn ∈ C. As for the bar construction we stress that the mi-
nus sign in front of the f [−1][−1] was not really arbitrary, since a plus sign would
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have added a (−1)n sign to the previous expression of Ω+(f), so in particular
Ω+(idC) would be different from idΩ+(C) and it would not be a functorial choice.
The explicit expression of the corresponding morphism of augmented dg algebras
Ω˜+(f) : Ω˜+(C) → Ω˜+(C′) for the nonreduced cobar construction is the same as
for the reduced one. Moreover, the quasi-isomorphisms Ω˜+(C) → Ω+(C) and
Ω+(C) → Ω˜+(C) of augmented dg algebras described in the previous paragraph
yield in fact natural transformations. Note that, if f : C → C′ is a morphism of
coaugmented dg coalgebras, then
τC ◦ f = Ω+(f) ◦ τC
′
(3.7)
and the same expression holds for the corresponding morphism Ω˜+(f) by consid-
ering the unnormalized universal twisting cochains.
We would like to note that, in contrast with the property of preservation of
quasi-isomorphisms of the bar construction(s) for augmented dg algebras, it may
occur that a morphism of coaugmented dg coalgebras f : C → C′ is a quasi-
isomorphism such that Ω+(f) (or Ω˜+(f)) is not. A typical example of such a situ-
ation may be constructed as follows. We will also assume in the rest of this sub-
subsection that k is a semisimple. Take A a unitary dg algebra and consider the
augmented dg algebra A+ whose underlying dg k-module is given by A⊕ k, and
with product (a, λ) · (a′, λ′) = (aa′ + aλ′ + λa, λλ′), unit ηA+ given the canonical
inclusion k ⊆ A+ of the form λ 7→ (0A, λ) and augmentation ǫA+ given by the
canonical projection A+ → k. It is easy to check that B+(ηA+) and B
+(ǫA+) are
in fact quasi-isomorphisms of coaugmented dg coalgebras, for the underlying dg
k-module ofB+(A+) is just k⊕Bar(A)[2], but Ω+(B+(ηA+)) and Ω
+(B+(ǫA+)) are
not, since Ω+(B+(A+)) is quasi-isomorphic to A+. We remark however that if C
and C′ are cocomplete, and either Ω+(f) or Ω˜+(f) is a quasi-isomorphism, then
f is also (see for instance [23], Lemme 1.3.2.2, and Lemme 1.3.2.3, (a) and (c). For
this last item see also the corresponding errata). Following the terminology of K.
Lefèvre-Hasegawa (see [23], the definitions before Thm. 1.2.1.2), we will say that
morphism of coaugmented dg coalgebras f : C → C′ is a weak equivalence if Ω+(f)
(or, equivalently, Ω˜+(f)) is a quasi-isomorphism. There is a standard criterion for a
morphism f of cocomplete coaugmented dg coalgebras to be a weak equivalence,
which we now recall. In order to do so, we need to introduce the following defi-
nitions. We say that a coaugmented dg coalgebra C has an admissible filtration (or
thatC is admissibly filtered), if there is an exhaustive increasing sequence {Ci}i∈N0 of
coaugmented dg subcoalgebras of C, such that C0 = k.1C . The primitive filtration
of a cocomplete coaugmented dg coalgebra C, given by Ci = Ker(∆
(i+1)
JC
) ⊕ k.1C ,
if i ∈ N and C0 = k.1C , is admissible, by its very definition. It is clear in this case
that it is in fact a filtration of C by coaugmented dg coalgebras, which induces
a filtration of augmented dg algebras on Ω+(C), that induces in turn an admis-
sible filtration on B+(Ω+(C)), which is called the C-primitive filtration. Given a
coaugmented dg coalgebra C with an admissible filtration, we may construct the
associated graded object,
GrC•(C) =
⊕
i∈N0
Ci/Ci−1,
that may be in principle regarded as a graded k-module over the grading group
G × Z, where the last factor comes from the index i of the filtration, that will be
called the filtration grading. Now, we further provide with the unique differential
induced by that of C which preserves the filtration grading, and it thus becomes a
dg module over k. Given two coaugmented dg coalgebras C and C′ provided
with admissible filtrations {Ci}i∈N0 and {C
′
i}i∈N0 , resp., a filtered morphism is a
morphism f : C → C′ of coaugmented dg coalgebras such that f(Ci) ⊆ C′i , for
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all i ∈ N0. It further induces a unique morphism Gr(f) : GrC•(C) → GrC′•(C
′)
of dg k-modules preserving the filtration grading, called the associated graded mor-
phism. We say that f is a filtered quasi-isomorphism if the associated graded mor-
phism Gr(f) is a quasi-isomorphism. Given a filtered morphism f : C → C′ of
coaugmented dg coalgebras provided with admissible filtrations, it can be proved
that f is a weak equivalence if it is a filtered quasi-isomorphism (see [23], Lemme
1.3.2.2). Moreover, given a morphism f : A → A′ of augmented dg algebras,
B+(f) is a filtered morphism of coaugmented dg coalgebras, where B+(A) and
B+(A′) are provided with the primitive filtration (see [23], Lemme 1.3.2.3, (a)).
Note that these filtrations are admissible, for both B+(A) and B+(A′) are cocom-
plete. The same comments apply to the nonreduced bar construction, and more-
over the quasi-isomorphisms B˜+(A)→ B+(A) and B+(A)→ B˜+(A) described in
the previous subsection are filtered for the primitive filtrations of the cocomplete
dg coalgebras B˜+(A) and B+(A), so the former quasi-isomorphisms are in fact
weak equivalences.
Finally, we recall that the canonical map βA : Ω+(B+(A)) → A given by
〈〉 7→ 1A and 〈ω1| . . . |ωn〉 7→ (−1)ns−1IA (π1(ω1)) . . . s
−1
IA
(π1(ωn)) if n ∈ N, where
π1 : B
+(A) → IA[1] is the canonical projection and ω1, . . . , ωn are elements in the
coaugmentation cokernel ofB+(A), is a quasi-isomorphism of augmented dg alge-
bras (see [10], Section 19, Ex. 2, or [20], Section II.4, Thm. II.4.4, or [31], Th. 2.28). It
is the unique morphism of augmented dg algebras satisfying that the composition
of τB
+(A) with it is τA. We have also the morphism of coaugmented dg coalgebras
βC : C → B+(Ω+(C)) given by the unique such morphism that its composition
with τΩ+(C) : B+(Ω+(C)) → Ω+(C) is τC . Hence βC sends 1C to 1B+(Ω+(C)), and
for c ∈ Ker(ǫC), it satisfies that
βC(c) = −[〈c〉] +
∑
n∈N≥2
(−1)n[〈c−(1)〉| . . . |〈c
−
(n)〉],
where ∆(n)Ker(ǫC)(c) = c
−
(1) ⊗ · · · ⊗ c
−
(n) is the iterated coproduct of the comultipli-
cation indicated in the first paragraph of Subsection 3.2. If C is cocomplete, βC
is a filtered quasi-isomorphism, where C is provided with the primitive filtration
and B+(Ω+(C)) with the C-primitive one (see [23], Lemme 1.3.2.3, (c), and the
corresponding errata).
The previous comments may be used in order to provide a simpler resolution
than the bar resolution of an augmented dg algebra A, when A = Ω+(C), where
C is a coaugmented dg coalgebra. In this case, we already know that the reduced
bar resolution of Ω+(C) is isomorphic to Ω+(C)e ⊗τ
Ω+(C)
B+(Ω+(C)). However,
since βC : C → B+(Ω+(C)) is a quasi-isomorphism of coaugmented dg coalgebras
which satisfies by definition that τΩ+(C) ◦ βC = τC , then
idΩ+(C)e ⊗ β
C : Ω+(C)e ⊗τC C → Ω
+(C)e ⊗τ
Ω+(C)
B+(Ω+(C))
is a quasi-isomorphism (see [23], Prop. 2.2.4.1). Furthermore, the map is clearly a
morphism of dg bimodules overΩ+(C), where the action by the last tensor factor is
given by the inner structure of Ω+(C)e. Using the identification Ω+(C)e ⊗τC C →
Ω+(C) ⊗ C ⊗ Ω+(C) of graded bimodules over Ω+(C) given by ω′ ⊗ ω ⊗ c 7→
(−1)degω
′(degω+deg c)ω ⊗ c⊗ ω′, the differential of the latter space becomes
ω ⊗ c⊗ ω′ 7→D(ω)⊗ c⊗ ω′ + (−1)degωω ⊗ dC(c)⊗ ω
′
+ (−1)degω+deg cω ⊗ c⊗D(ω′)
+ (−1)degω+deg c(1)ω ⊗ c(1) ⊗ τ
C(c(2))ω
′
− (−1)degωωτC(c(1))⊗ c(2) ⊗ ω
′,
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where ∆C(c) = c(1) ⊗ c(2). Interestingly, a quasi-inverse for the previous map
idΩ+(C)e⊗β
C can be easily constructed (see [34], Théo. 1.4). Indeed, the morphism
γC : Bar(Ω+(C))→ Ω+(C)⊗ C ⊗ Ω+(C)
of graded Ω+(C)-bimodules satisfying that γC(ω0[]ω1) = ω0 ⊗ 1C ⊗ ω1 and
γC(ω0[ω1| . . . |ωm]ωm+1) = δm,1
n∑
j=1
(−1)εj+1ω0〈c1| . . . |cj−1〉 ⊗ cj ⊗ 〈cj+1| . . . |cn〉ω2
if m ∈ N, where ω1 = 〈c1| . . . |cn〉 and εj = (
∑j−1
l=1 deg cl) + j − 1, is in fact a
morphism of dg bimodules over Ω+(C), and it satisfies that it is a left inverse of
idΩ+(C)e ⊗ β
C (after using the canonical identifications explained before).
3.2.7 Application to the Hochschild (co)homology of Koszul algebras
We want to stress that the description of Hochschild (co)homology in Subsubsec-
tion 3.2.4 together with Fact 3.2 in Subsubsection 3.2.5 allow us to compute the aug-
mented graded algebra structure on the Hochschild cohomology HH•(A) and the
corresponding graded bimodule structure on the Hochschild homology HH•(A)
using different coaugmented dg coalgebras. More precisely, assuming that k is
semisimple, if C is a coaugmented dg coalgebra provided with a weak equiva-
lence of coaugmented dg coalgebras f ′ : C → B+(A), then the map Hom(f ′, A)
gives a quasi-isomorphism of augmented dg algebras from HomτA(B+(A), A) to
HomτA◦f
′
(C,A), which in turn induces an isomorphism of augmented graded al-
gebras fromHH•(A) toH•(HomτA◦f
′
(C,A)). We remark that the mapHom(f ′, A)
is a quasi-isomorphism, for it coincides with themap given by applying the functor
HomAe(−, A) to the quasi-isomorphism idAe⊗f ′ : Ae⊗τA◦f ′C → A
e⊗τAB
+(A) of
dg A-bimodules, and using the obvious identifications explained in the last para-
graph of Subsection 3.1. The quasi-isomorphism property of the stated map of
dg A-bimodules follows from the equivalence between items (c) and (f) in [23],
Prop. 2.2.4.1, taking into account that item (f) holds trivially for the map gτ in
that statement is just our f ′. Analogously, under the same assumptions we have
a quasi-isomorphism of dg bimodules over HomτA(B+(A), A) from A⊗τA◦f ′ C to
A⊗τA B
+(A) defined by idA⊗f ′, whereA⊗τA◦f ′ C has a structure of dg bimodule
over HomτA(B+(A), A) by means of the morphism of dg algebras Hom(f ′, A). It
is indeed a quasi-isomorphism, because it coincides with the map given by apply-
ing the functor A ⊗Ae (−) to the quasi-isomorphism idAe ⊗ f ′ : Ae ⊗τA◦f ′ C →
Ae⊗τA B
+(A) of dg A-bimodules, and using the obvious identifications explained
in the penultimate paragraph of Subsection 3.1. Hence, we get an isomorphism of
graded bimodules overHH•(A) fromH•(A⊗τA◦f ′C) toHH•(A), where the struc-
ture of graded bimodule overHH•(A) ofH•(A⊗τA◦f ′ C) is given by the previous
isomorphism HH•(A)→ H•(HomτA◦f
′
(C,A)).
We have thus proved the following result.
Theorem 3.3. Let A be an augmented dg algebra over a field k and let C be a coaug-
mented dg coalgebra provided with a weak equivalence of coaugmented dg coalgebras f ′ :
C → B+(A). Then, the map Hom(f ′, A) gives a quasi-isomorphism of augmented dg
algebras from HomτA(B+(A), A) to HomτA◦f
′
(C,A). Moreover, idA ⊗ f ′ is a quasi-
isomorphism of dg bimodules overHomτA(B+(A), A) fromA⊗τA◦f ′C toA⊗τAB
+(A),
where A ⊗τA◦f ′ C has a structure of dg bimodule over Hom
τA(B+(A), A) by means of
the morphism of dg algebras Hom(f ′, A).
This can be applied to the particular case when A is for instance a (quadratic)
Koszul algebra over a field k, and taking C = TorA• (k, k) a coaugmented dg coal-
gebra with zero differential, where the cohomological degree of the component
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TorAi (k, k) is −i (see for instance [30], Ch. 1, Section 1, pp. 4–5). The structure of
this coaugmented dg coalgebra C and its quasi-isomorphism to the bar construc-
tion B+(A) is well-known and lies in the heart of the Koszul property. We recall
that ifA = TV/〈R〉 is a (quadratic) Koszul algebra, thenwe have the isomorphisms
of Adams graded vector spaces TorA0 (k, k) ≃ k, Tor
A
1 (k, k) ≃ V , and
TorAi (k, k) ≃
i−2⋂
j=0
V ⊗j ⊗R⊗ V ⊗(i−j),
for i ∈ N≥2. Let us denote the latter intersection space by Ji, if i ∈ N≥2, and set J1 =
V and J0 = k. Under this identification the coproduct∆ is defined as follows. The
composition of the restriction of∆ to Ji with the canonical projection onto Ji′⊗Ji′′ ,
where i = i′ + i′′, is given by the canonical inclusion Ji ⊆ Ji′ ⊗ Ji′′ of Adams
graded vector subspaces of TV . The counit is given the canonical projection of
TorA• (k, k) onto Tor
A
0 (k, k) ≃ k, and the cougmentation by the usual inclusion of
k ≃ TorA0 (k, k) inside Tor
A
• (k, k). We recall that the canonical map f
′ : C → B+(A)
induced by the inclusions
Ji ⊆ V
⊗i → IA[1]
⊗i,
for i ∈ N0, and the previous identifications, is a quasi-isomorphism of coaug-
mented dg algebras (this is in fact equivalent to the Koszul property on A). In this
case it is trivial to verify that the twisting cochain τA ◦f ′ is given by the map whose
restriction to V is minus the canonical inclusion V → A, and the restriction to V ⊗i
vanishes for i ∈ N0 \ {1}. As a consequence, we see that it is possible to compute
the algebra structure of the Hochschild cohomology HH•(A) for a Koszul algebra
A by calculatingH•(HomτA◦f
′
(C,A)) and the graded bimodule of the Hochschild
homology HH•(A) over the cohomology HH•(A) by means of H•(A ⊗τA◦f ′ C).
The former result onHochschild cohomology gives precisely the algebraic descrip-
tion of the cup product for the Hochschild cohomology of a Koszul algebra given
by [6]. Indeed, the main result of the mentioned article (stated at the introduction,
p. 443, or after as Theorem 2.3) is just the (basis-dependent expression of the) direct
consequence of the complete knowledge (which was already well-known) of the
coaugmented graded coalgebra structure on theTorA• (k, k) of a Koszul algebra and
the comments of the previous paragraph. We will later provide a generalization of
the results explained here, since in general the requirement of having a (manage-
able) coaugmented dg coalgebra C weak equivalent to B+(A) is somehow narrow
(see Theorem 5.2).
3.2.8 Usual duality between the bar and cobar construction
We will assume in this subsubsection that k is a field. A graded or dg vector space
M is locally finite dimensional if each of the homogeneous components of M is fi-
nite dimensional. Note that in this case the graded dual M# is also locally finite
dimensional and the canonical map ιM : M → (M#)# given by ιM (m)(f) =
(−1)degm deg ff(m), for m ∈ M and f ∈ M# homogeneous, is an isomorphism
of graded or dg vector spaces. Furthermore, if M and N are locally finite dimen-
sional, then ιM,N is an isomorphism in the corresponding category.
We now recall the well-known fact that if C is a coaugmented dg coalgebra,
the graded dual C# has a structure of augmented dg algebra, where the product
is given by ∆#C ◦ ιC,C , unit ǫC and augmentation given by ω 7→ ω(ηC(1k)), for
ω ∈ C#. Conversely ifA is a locally finite dimensional augmented dg algebra, then
the graded dual A# has a structure of (locally finite dimensional) coaugmented dg
coalgebra, where the product is given by ι−1A,A ◦µ
#
A , counit given by ω 7→ ω(ηA(1k)),
for ω ∈ A#, and coaugmentation given by 1k 7→ ǫA. Note that in this latter case the
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morphism ιA : A → (A#)# is in fact an isomorphism of augmented dg algebras.
Analogously, if C is a locally finite dimensional coaugmented dg coalgebra, then
ιC : C → (C#)# is also an isomorphism of coaugmented dg coalgebras.
The main duality properties we shall use between the bar and cobar construc-
tions are the following ones. We shall state them for the reduced bar and cobar con-
struction, though the exact same resultsmutatis mutandi are obtained for the nonre-
duced ones. In particular, all the analogous morphisms for the nonreduced cases
will be denoted just adding a tilde over the corresponding nonreduced ones that
will be explicitly stated in the rest of the subsubsection. If Λ is locally finite dimen-
sional augmented dg algebra such that B+(Λ) is also locally finite dimensional,
then B+(Λ)# is canonically isomorphic to Ω+(Λ#), as augmented dg algebras (see
[25], Lemma 8.6, (c), where, using the notation of that article, one should further
impose that ΩC andBA are locally finite dimensional. The same correction would
apply to [26], Lemma 1.15. They are more or less a consequence of [10], Section 19,
Ex. 3, p. 272). The isomorphism jΛ : Ω+(Λ#)→ B+(Λ)# is the unique one satisfy-
ing that its restriction to the coaugmentation cokernel Jλ# ≃ I
#
Λ of Λ
# is minus the
graded dual of the canonical projection B+(Λ)→ IΛ[1], where IΛ is the augmenta-
tion ideal ofΛ (using the identification I#Λ ≃ Jλ# induced by the graded dual of the
inclusion IΛ ⊆ Λ, and the isomorphism HΛ,k,(1,0G′ ),0G : (Λ
#)[−1] → (Λ[1])# of dg
modules explained in the sixth paragraph of Subsection 2.1), and it may be explic-
itly given as follows. We remark that the choice of signs is exactly the one in order
to make our map commute with the differentials. We will provide an explicit ex-
pression of this isomorphism. For n ∈ N and ω1, . . . , ωn ∈ I
#
Λ the morphism sends
〈ω1| . . . |ωn〉 to the linear functional
[λ1| . . . |λm] 7→ (−1)
ǫδn,mω1(λ1) . . . ωn(λn),
where λ1, . . . , λm ∈ Λ, δn,m is the Dirac delta sign,
ǫ =degω1 + · · ·+ degωn + n+ (degω2 + 1)(degλ1 + 1)
+ · · ·+ (degωn + 1)(deg λ1 + · · ·+ deg λn−1 + n− 1),
and it sends 1 ∈ Ω+(Λ#) to the canonical projection B+(Λ) → k. We remark
that the previous morphism is in fact a natural isomorphism between the functors
Ω+((−)#) and B+(−)#, i.e. if f : Λ → Λ′ is a morphism of augmented dg alge-
bras, then it can be directly verified from the explicit expression of the morphisms
involved that we have the commutative diagram
Ω+((Λ′)#)
jΛ′ //
Ω+(f#)

B+(Λ′)#
B+(f)#

Ω+(Λ#)
jΛ // B+(Λ)#
Analogously, if D is locally finite dimensional coaugmented dg coalgebra such
that Ω+(D) is also locally finite dimensional, then B+(D#) is canonically isomor-
phic to Ω+(D)#, as coaugmented dg coalgebras (see [25], Lemma 8.6, (c), where
the analogous corrections to the ones indicated before apply). Indeed, the isomor-
phism jD : B+(D#)→ Ω+(D)# may be explicitly given as follows. For n ∈ N and
ρ1, . . . , ρn ∈ ID# the morphism sends [ρ1| . . . |ρn] to the linear functional
〈θ1| . . . |θm〉 7→ (−1)
ǫδn,mρ1(θ1) . . . ρn(θn),
where θ1, . . . , θm ∈ D, δn,m is the Dirac delta sign,
ǫ =deg ρ1 + · · ·+ deg ρn + (deg ρ2 + 1)(deg θ1 + 1)
+ · · ·+ (deg ρn + 1)(deg θ1 + · · ·+ deg θn−1 + n− 1),
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and it sends 1 ∈ B+(D#) to the canonical projection Ω+(D) → k. Again, if f :
D → D′ is a morphism of coaugmented dg coalgebras, then it can be directly
verified from the explicit expression of the morphisms involved that we have the
commutative diagram
B+((D′)#)
jD
′
//
B+(f#)

Ω+(D′)#
Ω+(f)#

B+(D#)
jD // Ω+(D)#
Moreover, a straighforward computation shows that
jD = Ω+(ιD)
# ◦ (jD#)
# ◦ ιB+(D#),
jΛ = B
+(ιΛ)
# ◦ (jΛ
#
)# ◦ ιΩ+(Λ#).
(3.8)
Using the easy fact that ι#M ◦ ιM# = idM# , for any dg k-moduleM , these identities
imply that
(jD)# ◦ ιΩ+(D) = jD# ◦ Ω
+(ιD),
(jΛ)
# ◦ ιB+(Λ) = j
Λ# ◦B+(ιD).
(3.9)
On the other hand, it is trivial to verify from the expressions of the morphisms
involved that
τD# = (τ
D)# ◦ jD,
τ#Λ = jΛ ◦ τ
Λ# .
(3.10)
These equations in turn imply the following identities
βD# = (β
D)# ◦ jΩ+(D) ◦ Ω
+(jD),
β#Λ = j
B+(Λ) ◦B+(jΛ) ◦ β
Λ# .
(3.11)
Indeed, let us show how to prove the second one, for the first one is analogous. We
first note that, since βΛ is the uniquemorphism of augmented dg algebras such that
the composition of τB
+(Λ) with it is τΛ, by taking duals β
#
Λ is the unique morphism
of coaugmented dg coalgebras such that its composition with (τB
+(Λ))# is τ#Λ . It
thus suffices to prove that the composition of the right member with (τB
+(Λ))# is
τ#Λ . By the first identity of (3.10) for D = B
+(Λ) we get that this composition is
τB+(Λ)# ◦B
+(jΛ) ◦ βΛ
#
. Now, (3.5) for the morphism f = jΛ tells us that the latter
composition coincides with jΛ ◦ τΩ+(Λ#) ◦ βΛ
#
, which is equal to jΛ ◦ τΛ
#
. The
second identity of (3.10) gives the claim.
We remark that under these assumptions a quasi-isomorphism of coaugmented
dg coalgebras is a weak equivalence (the converse is always true), for a quasi-
isomorphism C → D induces a quasi-isomorphism of augmented dg algebras
D# → C#, which induces a quasi-isomorphisms between the bar constructions
B+(D#)→ B+(C#), and by the previously recalled isomorphism we get a quasi-
isomorphism Ω+(D)# → Ω+(C)# of coaugmented dg coalgebras. Taking duals
again we obtain a quasi-isomorphism Ω+(C)→ Ω+(D) of augmented dg algebras,
so a weak equivalence C → D.
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3.2.9 Gerstenhaber brackets
We recall that given an augmented dg algebra A, the graded module Der(A) over
k of derivations of A is the graded submodule of Hom(A,A) given by sums of ho-
mogeneous maps d : A→ A satisfying that µA ◦ (d ⊗ idA + idA ⊗ d) = d ◦ µA and
d(1A) = 0. Analogously, given a coaugmented dg coalgebra C, the graded module
Coder(C) over k of coderivations of C is the graded submodule ofHom(C,C) given
by sums of homogeneous maps d : C → C satisfying that (d⊗ idC+idC⊗d)◦∆C =
∆C ◦ d and ǫC ◦ d = 0. Note that, by composing the first of the previous identities
with ηC , we get that d ◦ ηC(1k) is a primitive element of C, i.e. an element c ∈ C
satisfying that ∆C(C) = 1C ⊗ c+ c⊗ 1C , where we recall that 1C = ηC(1k). In the
particular case of a coaugmented dg coalgebra C whose underlying coaugmented
graded coalgebra structure is a coaugmented tensor coalgebra on a gradedmodule
V , which is usually denoted by T cV , we note that the primitive elements are given
by V ⊆ T cV . Note that both Der(A) and Coder(C) are graded Lie algebras with
the bracket given by the graded commutator.
As noted by E. Getzler in [16], Prop. 1.3., for an augmented dg algebra A, the
graded module Hom(B˜+(A), A)[1] ≃ Hom(B˜+(A), A[1]) over k is isomorphic to
the graded module Coder(B˜+(A)) of coderivations of the coaugmented dg coal-
gebra B˜+(A). Indeed, the isomorphism δA sends sφ, where φ ∈ Hom(B˜+(A), A)
to the coderivation δA(sφ) satisfying that δA(sφ)(1B˜+(A)) = sA(φ(1B˜+(A))) and, for
n ∈ N, πj(δA(sφ)([a1| . . . |an])) is given by
j∑
i=1
(−1)(degφ−1)ǫi [a1| . . . |ai−1|φ([ai| . . . |ai+n−j ])|ai+n−j+1| . . . |an], if 1 ≤ j ≤ n,
n+1∑
i=1
(−1)(degφ−1)ǫi[a1| . . . |ai−1|φ(1B+(A))|ai| . . . |an], if j = n+ 1,
0, if j > n+ 1,
where ǫi = (
∑i−1
j=1 deg aj)− i+ 1 and πj : B˜
+(A)→ A[1]⊗j is the canonical projec-
tion. It is rather usual to provide the explicit expression of πj(δA(φ)([a1| . . . |an]))
only by the first of the previous lines, for the others are easily obtained as a typ-
ical abuse of (or “extended”) notation. The inverse of δA is given by sending a
coderivation d ∈ Coder(B˜+(A)) to the morphism s−1A ◦ π1 ◦ d.
Also, given a coaugmented dg coalgebra C we have a canonical isomorphism
between the graded module Hom(C, Ω˜+(C))[1] ≃ Hom(C[−1], Ω˜+(C)) over k and
the gradedmoduleDer(Ω˜+(C)) of derivations of the augmented dg algebra Ω˜+(C).
Indeed, the isomorphism δC sends sψ, for ψ ∈ Homτ˜A(C, Ω˜+(C)) to the derivation
δC(sψ) satisfying that δC(sψ)(1Ω˜+(C)) = ψ(1A) and, for n ∈ N, is given by
δC(sψ)(〈c1| . . . |cn〉) =
n+1∑
i=1
(−1)(degψ−1)(ǫ¯i+1))〈c1| . . . |ci−1〉ψ(ci)〈ci+1| . . . |cn〉,
where ǫ¯i = (
∑i−1
j=1 deg cj) − i + 1. The inverse is given by sending a derivation
d ∈ Der(Ω˜+(C)) to the morphism (−1)deg dd|C[−1] ◦ s
−1
C[−1].
From the previous identifications one obtains graded Lie algebra structures
on both Hom(B˜+(A), A)[1] and Hom(C, Ω˜+(C))[1]. These bracket will be called
the Gerstenhaber brackets, for the first of these was introduce by M. Gerstenhaber
in the seminal work [15]. More explicitly, for φ ∈ Hom(A[1]⊗n, A) and φ′ ∈
Hom(A[1]⊗m, A), where n,m ∈ N0, the Gerstenhaber bracket is given by the el-
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ement [φ, φ′] ∈ Hom(A[1]⊗(n+m−1), A) sending [a1| . . . |an+m−1] to
n−1∑
i=0
(−1)(degφ
′−1)ǫi+1φ([a1| . . . |ai|φ
′([ai+1| . . . |ai+m])|ai+m+1| . . . |an+m−1])
−
m−1∑
i=0
(−1)ǫ
′
iφ′([a1| . . . |ai|φ([ai+1| . . . |ai+n])|ai+n+1| . . . |an+m−1]),
(3.12)
where ǫi+1 = (
∑i
j=1 deg aj) − i and ǫ
′
i = (deg φ − 1)(ǫi+1 + deg φ
′ − 1) (see [33],
Subsection 2.2). Note that the notation implies that if n = 0 the left sum of the right
member vanishes and we should consider φ(1B˜+(A)) in the right one, whereas if
m = 0 the right sum is zero and we should have φ′(1B˜+(A)) in the left one. It is
straightforward to prove that the differential of Homτ˜A(B˜+(A), A) is in fact given
by φ 7→ [s−1A ◦ π1 ◦ B˜, φ]. This in turn implies that Hom
τ˜A(B˜+(A), A)[1] is in fact a
dg Lie algebra. Moreover, the expression for the Gerstenhaber bracket (3.12) may
be also applied to elements of Hom(B+(A), A)[1], which also becomes a dg Lie al-
gebra such that the quasi-isomorphisms Homτ˜A(B˜+(A), A) → HomτA(B+(A), A)
andHomτA(B+(A), A)→ Homτ˜A(B˜+(A), A) recalled in the first paragraphof Sub-
subsection 3.2.5 induce in fact morphisms of dg Lie algebras.
Analogously, let ψ ∈ Hom(C,C[−1]⊗n) and ψ′ ∈ Hom(C,C[−1]⊗m), where
n,m ∈ N0. We will use the (Sweedler-alike) notation ψ(c) = 〈c
ψ
(1)| . . . |c
ψ
(n)〉 and
ψ′(c) = 〈cψ
′
(1)| . . . |c
ψ′
(m)〉, for c ∈ C, where the sum is omitted for simplicity. Then,
the Gerstenhaber bracket is given by the element [ψ, ψ′] ∈ Hom(C,C[−1]⊗(n+m−1))
sending c ∈ C to
m−1∑
i=0
(−1)(degψ−1)ǫ
′
i+1〈cψ
′
(1)| . . . |c
ψ′
(i)〉ψ(c
ψ′
(i+1))〈c
ψ′
(i+2)| . . . |c
ψ′
(m)〉
−
n−1∑
i=0
(−1)(degψ
′−1)(ǫi+1+degψ−1)〈cψ(1)| . . . |c
ψ
(i)〉ψ
′(cψ(i+1))〈c
ψ
(i+2)| . . . |c
ψ
(n)〉,
(3.13)
where ǫi+1 = (
∑i
j=1 deg c
ψ
(j)) − i and ǫ
′
i+1 = (
∑i
j=1 deg c
ψ′
(j)) − i. It can be proved
along the same lines as for the case of algebras that this gives a dg Lie algebra
structure on Hom(C, Ω˜+(C))[1]. Moreover, the expression for the Gerstenhaber
bracket (3.13) may be also applied to elements of Hom(C,Ω+(C))[1], which also
becomes a dg Lie algebra such that the quasi-isomorphisms Homτ˜
A
(C, Ω˜+(C)) →
Homτ
C
(C,Ω+(C)) andHomτ
C
(C,Ω+(C))→ Homτ˜
A
(C, Ω˜+(C)) induced by those
recalled in the second paragraph of Subsubsection 3.2.6 are in fact morphisms of
dg Lie algebras.
Let us assume that k is a field and C is a locally finite dimensional coaug-
mented dg coalgebra. By the comments of the previous subsubsection we know
that C# is a locally finite dimensional augmented dg algebra. Moreover, the map
Coder(C) → Der(C#)op given by φ 7→ (−1)degφφ# is an isomorphism of graded
Lie algebras, where we recall that the opposite graded Lie algebra gop of a graded
Lie algebra g with bracket [ , ] has the same underlying graded k-module struc-
ture and opposite bracket [ , ]op given by [x, y]op = (−1)degx deg y[y, x](= −[x, y]), for
x, y ∈ g homogeneous. In such situations we may usually say that the previous
map is an anti-isomorphism of dg Lie algebras. Analogously, if A is a locally finite
dimensional augmented dg algebra, then A# is a locally finite dimensional coaug-
mented dg coalgebra, and Der(A) → Coder(A#)op given by φ 7→ φ# is an iso-
morphism of graded Lie algebras. Since the map g → gop given by x 7→ −x is an
isomorphism of graded Lie algebras, we get in fact isomorphisms of graded Lie
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algebras Coder(C) → Der(C#) and Der(A) → Coder(A#) given by φ 7→ −φ#, for
φ ∈ Coder(C) or φ ∈ Der(A), respectively.
4 Koszul duality for Hochschild (co)homology
We will assume for the rest of the article that k is a field. As we have seen in the
previous subsection, the Hochschild cohomology of an augmented dg algebra A
can be realized as a twist of the augmented dg algebra Hom(C,A), for a certain
coaugmented dg coalgebra C, which is quasi-isomorphic to the bar construction
B+(A) of A. If f ′ : C → B+(A) is the quasi-isomorphism, the twist is given by
a twisting cochain τ = τA ◦ f ′. Moreover the Hochschild homology of A can be
regarded in a similar fashion.
Before stating the following result we recall that given an augmented dg alge-
bra Λ and a dg bimodule M over Λ, the graded dual M# is also a dg bimodule
over Λ provided with the action
(λ · f · λ′)(m) = (−1)degλ(deg f+deg λ
′+degm)f(λ′mλ),
wherem ∈M , f ∈M# and λ, λ′ ∈ Λ are homogeneous.
The following result is straightforward but somehow tedious.
Proposition 4.1. Given a locally finite dimensional coaugmented dg coalgebra C and a
locally finite dimensional augmented dg algebra A, there is an isomorphism of augmented
dg algebras
Hom(C,A)→ Hom(A#, C#)
given by taking dual φ 7→ φ#, the inverse being defined as ψ 7→ ι−1A ◦ ψ
# ◦ ιC . Via
this isomorphism, the dg Hom(A#, C#)-bimodule C# ⊗ A# becomes a dg Hom(C,A)-
bimodule. Moreover, the canonical nondegenerate pairing
β : (C# ⊗A#)⊗ (A⊗ C)→ k
given by (g ⊗ f) ⊗ (a ⊗ c) → g(c)f(a), for a ∈ A, c ∈ C, g ∈ C# and f ∈ A#
homogeneous, is a morphism of dg vector spaces which is also Hom(C,A)e-balanced, i.e.
β((g ⊗ f).(φ⊗ ψ)⊗ (a⊗ c)) = β((g ⊗ f)⊗ (φ⊗ ψ).(a⊗ c)),
where φ⊗ψ ∈ Hom(C,A)e, and we are using the obvious equivalence between dg bimod-
ules and either left or right dg modules over the enveloping algebra. This further implies
that there is an isomorphism of dgHom(C,A)-bimodules betweenC#⊗A# and (A⊗C)#,
given explicitly by (g ⊗ f) 7→ ((a⊗ c) 7→ f(a)g(c)).
We may also twist the previous result by a twisting cochain τ ∈ Hom(C,A).
This implies that τ# is a twisting cochain ofHom(A#, C#), andmoreover the dual
map still provides an isomorphism of augmented dg algebras
Homτ (C,A)→ Homτ
#
(A#, C#).
Moreover, the canonical pairing β considered before can be regarded as pairing on
the underlying graded vector spaces
β : (C# ⊗τ# A
#)⊗ (A⊗τ C)→ k,
which is still Hom(C,A)e-balanced, for the graded bimodule structures have not
changed. Moreover, it is easily verified that it commutes with the new differentials,
taking into account the previous isomorphism of augmented dg algebras and for
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the differential twists are given in terms of the bimodule structure. Hence β is in
fact a morphism of dg bimodules, which in turn implies that the previous isomor-
phism of dg Hom(C,A)-bimodules between C# ⊗ A# and (A ⊗ C)# induces an
isomorphism of dgHomτ (C,A)-bimodules between C# ⊗τ# A# and (A⊗τ C)#.
We collect the previous remark in the following statement.
Proposition 4.2. Given a locally finite dimensional coaugmented dg coalgebraC, a locally
finite dimensional augmented dg algebra A and a twisting cochain τ ∈ Hom(C,A), then
τ# is also a twisting cochain and there is an isomorphism of augmented dg algebras
Homτ (C,A)→ Homτ
#
(A#, C#)
given by taking dual φ 7→ φ#, with inverse defined as ψ 7→ ι−1A ◦ ψ
# ◦ ιC . Via this last
isomorphism, the dgHomτ
#
(A#, C#)-bimoduleC#⊗τ#A# becomes a dgHomτ (C,A)-
bimodule. Moreover, the canonical nondegenerate pairing
β : (C# ⊗τ# A
#)⊗ (A⊗τ C)→ k
given by (g ⊗ f) ⊗ (a ⊗ c) → g(c)f(a), for a ∈ A, c ∈ C, g ∈ C# and f ∈ A#
homogeneous, isHomτ (C,A)e-balanced, i.e.
β((g ⊗ f).(φ⊗ ψ)⊗ (a⊗ c)) = β((g ⊗ f)⊗ (φ⊗ ψ).(a⊗ c)),
where φ ⊗ ψ ∈ Homτ (C,A)e, and we are using the obvious equivalence between dg
bimodules and either left or right dg modules over the enveloping algebra. This implies
that there is an isomorphism of dg Homτ (C,A)-bimodules between C# ⊗τ# A# and
(A⊗τ C)#, given explicitly by (g ⊗ f) 7→ ((a⊗ c) 7→ f(a)g(c)).
We will apply the previous result to obtain the isomorphism statements be-
tween Hochschild homology and cohomology groups of Koszul dual pairs. In-
deed, following B. Keller, the Koszul dual of an augmented dg algebra A is defined
as the augmented dg algebra B+(A)# (see [21], Section 10.2), and shall be denoted
by E(A).
We are interested in the case that augmented dg algebras are Adams connected,
in the sense introduced in [26], Def. 2.1, i.e. an augmented dg algebra where
the grading group G is Z × Z such that its augmentation kernel IA satisfies that
⊕n∈ZI
(n,m)
A is finite dimensional, for all m ∈ G
′ = Z, and either I(n,m)A vanishes
for all n ∈ Z and all m ≥ 0, or I(n,m)A vanishes for all n ∈ Z and all m ≤ 0. By
the previously cited article, an Adams connected augmented dg algebra is also
locally finite dimensional, but moreover, its Koszul dual E(A) is also locally fi-
nite dimensional and also Adams connected (see [26], Lemma 2.2). If we ap-
ply this to the case Λ = E(A), for A an Adams connected augmented dg al-
gebra, we get a quasi-isomorphism β′A : E(E(A)) → A of augmented dg alge-
bras given by βA ◦ Ω+(ιB+(A))−1 ◦ j
−1
E(A), or else βA ◦ ι
−1
Ω+(B+(A)) ◦ ((j
B+(A))−1)#,
which follows by the first identity (3.9) with D = B+(A). Thus, we have a quasi-
isomorphism (β′A)
# : A# → E(E(A))# of coaugmented dg coalgebras. More-
over, it can be easily checked that τE(A) ◦ ι
−1
B+(E(A)) ◦ (β
′
A)
# = τ#A . Indeed, by the
first identity of (3.8) with D = B+(A), the previous expression reduces to prove
τE(A) ◦ (j
B+(A))−1 ◦ β#A = τ
#
A , which follows from a direct but long computation.
This implies that we have a quasi-isomorphism of augmented dg algebras
Hom(ι−1B+(E(A))◦(β
′
A)
#, E(A)) :HomτE(A)(B+(E(A)), E(A))→ Homτ
#
A (A#, E(A)).
(4.1)
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By the proposition applied to C = B+(A) the latter augmented dg algebra is iso-
morphic to HomτA(B+(A), A), which implies thus we have a quasi-isomorphism
of augmented dg algebras of the form
HomτE(A)(B+(E(A)), E(A)) → HomτA(B+(A), A). (4.2)
This implies in particular that there is an isomorphism of augmented graded alge-
bras between the Hochschild cohomology rings HH•(E(A))→ HH•(A).
We would like to remark that an explicit quasi-inverse for (4.1) may be con-
structed. Indeed, the morphism
Hom(B+(jA
#
), jA
#
) ◦ HomΩ+(A#)e(γ
A# ,Ω+(A#)) ◦ Hom(A#, (jA
#
)−1) (4.3)
is such a quasi-inverse. This can be proved as follows. We consider the com-
position of Hom(A#, (jA
#
)), (4.1) and Hom(B+(E(A)), (jA
#
)−1), which is just
Hom((jB
+(A))−1 ◦β#A ,Ω
+(A#)). Our claim is tantamount to proving that the latter
is a quasi-inverse ofHom(B+(jA
#
),Ω+(A#))◦HomΩ+(A#)e(γ
A# ,Ω+(A#)), which
is in turn equivalent to the fact thatHom(B+((jA
#
)−1)◦ (jB
+(A))−1 ◦β#A ,Ω
+(A#))
is a quasi-inverse of HomΩ+(A#)e(γA
#
,Ω+(A#)). By second identity of (3.11),
the former of these two morphism coincides with Hom(βA
#
,Ω+(A#)), which is
clearly a quasi-inverse of HomΩ+(A#)e(γA
#
,Ω+(A#)), by the comments of the last
paragraph of Subsubsection 3.2.6.
We may apply similar arguments to the tensor products. Indeed, by taking
C = B+(A) in the previous proposition, we see that there is an isomorphism of dg
bimodules over Homτ (B+(A), A) of the form E(A) ⊗τ#A A
# → (A ⊗τA B
+(A))#.
On the other hand, the morphism of dg vector spaces idE(A) ⊗ ((jB
+(A))−1 ◦ β#A ) :
E(A)⊗τ#
A
A# → E(A)⊗τE(A)B
+(E(A)) is a quasi-isomorphism. A quasi-inverse is
given by the idE(A)⊗(B+(jA)◦γA#), as it directly follows from the second identity
of (3.11) and the comments of the last paragraph of Subsubsection 3.2.6.
The composition of the inverse of the isomorphism E(A) ⊗τ#
A
A# → (A ⊗τA
B+(A))# of the proposition together with the previous map idE(A)⊗ ((jB
+(A))−1 ◦
β#A ) thus gives a quasi-isomorphism
(A⊗τA B
+(A))# → E(A)⊗τE(A) B
+(E(A)). (4.4)
It is clear by the previous proposition and the comments in the penultimate para-
graph of the Subsubsection 3.2.8 that it is also a morphism of dg bimodules over
HomτE(A)(B+(E(A)), E(A)), where the domain of the map has a bimodule struc-
ture given by the morphism of augmented dg algebras (4.2). Since taking (co)ho-
mology commutes with taking duals we obtain an isomorphism HH•(A)# →
HH•(E(A)) of graded bimodules overHH•(E(A)), where the Hochschild homol-
ogy HH•(A) has the structure of bimodule over the Hochschild cohomology of
E(A) via the previous isomorphism HH•(E(A))→ HH•(A).
We may summarize the previous comments in the following result, which may
be regarded as the Koszul duality phenomenon for Hochschild (co)homology.
Theorem 4.3. LetA be an augmented dg algebra which is assumed to be Adams connected.
We have a quasi-isomorphism of augmented dg algebras
HomτE(A)(B+(E(A)), E(A)) → HomτA(B+(A), A),
which yields an isomorphism of augmented graded algebras HH•(E(A)) → HH•(A).
We also have a quasi-isomorphism of dgHomτE(A)(B+(E(A)), E(A))-bimodules
(A⊗τA B
+(A))# → E(A)⊗τE(A) B
+(E(A)),
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where the domain has structure of bimodule over HomτE(A)(B+(E(A)), E(A)) via the
first morphism of this proposition. We obtain an isomorphismHH•(A)# → HH•(E(A))
of graded bimodules over HH•(E(A)), where the domain has structure of bimodule given
by the isomorphismHH•(E(A))→ HH•(A).
The isomorphism between the Hochschild homology groups has not received
much attention, though in case A is a (quadratic) Koszul algebra a linear isomor-
phism (i.e. as graded modules over k) between HH•(E(A)) and HH•(A)# can
be obtained from (or following the lines of) the isomorphism between the corre-
sponding cyclic homology groups given in [8], Thm. 2.4.1. At that article, the
authors suppose k has characteristic zero, but this assumption is not necessary if
dealing only with Hochschild homology groups (see [24] for a more detailed anal-
ysis on the corresponding gradings). An isomorphism of graded algebras between
HH•(E(A)) and HH•(A) in case A is a (quadratic) Koszul algebra was already
announced by R.-O. Buchweitz in the Conference on Representation Theory, Can-
berra, in July 2003. Furthermore, the previous morphism (4.2) for Hochschild co-
homology has already appeared: though we have scarcely encountered it through
the literature, we believe it should be well-known to the experts. By using the pre-
vious corresponding identifications, it is easy to see that it is essentially the same
as the one appearing in [11], Prop. 5.1, though some caution should be taken into
account. Their construction is somehow more delicate (and they use a priori differ-
ent versions of bar and cobar constructions) and their assumptions on the grading
are in principle weaker, for they have just a cohomological grading. Their quasi-
isomorphism result is though slightly different, since they need to assume that the
coalgebra C (whose dual would be our algebra A) is not only connected but also
simply connected, i.e. the coaugmentation cokernel of C lies in positive (homolog-
ical) degrees greater than or equal to 2, which is a very harsh assumption for us.
They need it in order to ascertain that their mapΘ (the analogous of our morphism
jC# ) given before Prop. 5.1 of that article is an isomorphism. In any case, under
our Adams connected assumption, the morphism they obtain is essentially given
as follows. For a coaugmented dg coalgebra C one may consider the morphism of
dg modules over k of the form
HomτΩ+(C)(B+(Ω+(C)),Ω+(C))→ HomτC# (B+(C#), C#), (4.5)
which coincides (up to quasi-isomorphism) with the one given in (4.2) for A = C#
using the identification of Ω+(C) with E(A) given by (jC)# ◦ ιΩ+(C). We want to
remark that at least in this situation the previous proposition (or its variants) are es-
sentially a direct consequence of the constructions involved: the only computation
which may be considered as proper to this situation is τE(A)◦(jB
+(A))−1◦β#A = τ
#
A
(which is straightforward) that allows us to apply the general machinery described
in the previous subsection. Indeed, the previous proposition is just the direct con-
sequence of such a general machinery and the also completely general result given
by Proposition 4.2.
On the other hand, we want to remark that the authors in [11], Prop. 5.3, have
further proved that the morphism (4.5) induces in fact an isomorphism of graded
Lie algebras for the Gerstenhaber bracket on theHochschild cohomology rings, im-
plying that it thus induces a morphism of Gerstenhaber algebras. In fact a (slightly
different but essentially equivalent) proof can be summarized as follows. As ex-
plained before, the morphism of dg modules (4.1) can be considered as a compo-
sition of Hom(β#A ◦ (j
E(A))−1, E(A)) together with the inverse of the morphism
HomτA(B+(A), A)→ HomτA(A#, E(A)) given by φ 7→ φ#. Note the commutativ-
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ity of the diagram
HomτA(B+(A), A)[1]
(−)#

∼ // Coder(B˜+(A))
(−)#

Homτ
#
A (A#, B+(A)#)[1]
∼ // Der(B˜+(A)#)
Homτ
A#
(A#,Ω+(A#))[1]
Hom(A#,jA)
OO
∼ // Der(Ω˜+(A#))
Hom(j˜−1
A
,j˜A)
OO
where we have employed the abuse of notation explained in the penultimate para-
graph of Subsection 2.1 for the left vertical maps, and the horizontal maps are
given as follows. Using the same abuse of notation, the upper horizontal mor-
phism is given by the composition of HomτA(B+(A), A) → Homτ˜A(B˜+(A), A)
induced by the quasi-isomorphism B˜+(A) → B+(A) recalled in the third para-
graph of Subsubsection 3.2.4, with δA. The bottom horizontal morphism is given
by the composition of Homτ
A#
(A#,Ω+(A#)) → Homτ˜
A#
(A#, Ω˜+(A#)) induced
by the quasi-isomorphism Ω+(A#) → Ω˜+(A#) recalled in the second paragraph
of Subsubsection 3.2.6, with δA
#
. The middle horizontal map is just given in or-
der to make the lower square diagram commute. We define thus a dg Lie algebra
structure onHomτ
#
A (A#, B+(A)#)[1]. Hence, each of the horizontal maps are thus
quasi-isomorphisms of dg Lie algebras, and moreover the right vertical maps of
the lower square diagram are isomorphisms of dg Lie algebras. Since the right
vertical map (−)# is an anti-isomorphism of dg Lie algebras by the comments in
the last paragraph of Subsubsection 3.2.9, the same holds for the upper most left
vertical map (−)#.
Furthermore, we also have the diagram
Homτ
A#
(A#,Ω+(A#))[1]
γ

∼ // Der(Ω˜+(A#))
HomτΩ+(A#)(B+(Ω+(A#)),Ω+(A#))[1]
∼ //
Hom(B+(j−1A ),jA)

Coder(B˜+(Ω+(A#)))
Hom(B˜+(j−1A ),B˜
+(j˜A))

HomτE(A)(B+(E(A)), E(A))[1]
∼ // Coder(B˜+(E(A)))
where we have employed the abuse of notation explained in the penultimate para-
graph of Subsection 2.1 for the vertical maps, and the morphism γ is induced
by HomΩ+(A#)e(γA
#
, A) by making use of the identifications HomΛe(Λ ⊗ V ⊗
Λ,Λ) ≃ Hom(V,Λ) of graded modules over k (for Λ an augmented dg algebra
and V a graded module over k), which in our case are also compatible with the
differentials involved. Using the same abuse of notation, the upper horizontal
map of this diagram is given by the composition of Homτ
A#
(A#,Ω+(A#)) →
Homτ˜
A#
(A#, Ω˜+(A#)) induced by the quasi-isomorphism Ω+(A#)→ Ω˜+(A#) re-
called in the second paragraph of Subsubsection 3.2.6, with δA
#
. The middle and
lower horizontal morphisms are given by the composition ofHomτΛ(B+(Λ),Λ)→
Homτ˜Λ(B˜+(Λ),Λ) induced by the quasi-isomorphism B˜+(Λ) → B+(Λ) recalled
in the third paragraph of Subsubsection 3.2.4, with δΛ, for Λ = Ω+(A#) and Λ =
E(A), respectively. Thus, each of the horizontal maps is a quasi-isomorphism of
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dg Lie algebras, and moreover the right vertical maps of the lower square diagram
are clearly isomorphisms of dg Lie algebras. By the explicit expression of the mor-
phisms involved it is straightforward to show that the upper left vertical map γ is
in fact an anti-morphism of dg Lie algebras. Note that it is a quasi-isomorphism,
and in fact the composition of the left vertical maps of the two previous diagrams
give a quasi-inverse to the map (4.2). This proves that the latter induces a mor-
phism of graded Lie algebras on Hochschild cohomology, as claimed before.
Moreover, it is a direct consequence of the previous considerations that the iso-
morphism of dg bimodules over the Hochschild cohomologyHH•(E(A)) between
the Hochschild homology groupsHH•(A)# andHH•(E(A)) given in Theorem 4.3
is also amorphism of graded Lie bimodules. We first note that the left and right Lie
actions on the Hochschild homology group HH•(Λ) over the graded Lie algebra
HH•(Λ)[1], where Λ is an augmented dg algebra, are induced by the graded com-
mutators of the corresponding dg left or right action of the augmented dg algebra
HomτΛ(B+(Λ),Λ) on Λ ⊗τΛ B
+(Λ) with the Connes map BΛ, which is defined on
Λ⊗τΛ B
+(Λ) by the formula
BΛ(λ0 ⊗ [λ1| . . . |λn]) =
n∑
i=0
(−1)ǫi+1ǫ
i
1Λ ⊗ [λi+1| . . . |λn|λ0| . . . |λi], (4.6)
where λj ∈ Λ, for j = 0, . . . , n, ǫi = (
∑i−1
j=0 deg λj) − i and ǫ
i = (
∑n
j=i+1 deg λj) −
n + i (see [33], Section 2.1, (11)). More precisely, consider the augmented dg al-
gebra k[ε]/(ε2), where ε has complete (cohomological) degree (−1, 0G′) and the
differential is trivial. It is clearly a graded commutative algebra. The Connes map
BΛ defines a left action of it on Λ⊗τΛ B
+(Λ) by the formula
ε · (λ0 ⊗ [λ1| . . . |λn]) = BΛ(λ0 ⊗ [λ1| . . . |λn]),
(see [33], Prop 2.1), and a right action by the usual expression v·ε = (−1)deg vε·v, for
v ∈ Λ ⊗τΛ B
+(Λ) homogeneous (this follows from the identities B2Λ = 0 and BΛ ◦
D′ = −D′ ◦BΛ, whereD′ is the differential of Λ⊗τΛ B
+(Λ)). Moreover, these two
actions clearly commute, so Λ⊗τΛ B
+(Λ) is a dg bimodule over k[ε]/(ε2). The left
Lie action of φ ∈ HomτΛ(B+(Λ),Λ) on λ¯ ∈ Λ⊗τΛB
+(Λ), whichwe denote byLφ(λ¯)
is given by the graded commutator of the left action operator of the augmented dg
algebraHomτΛ(B+(Λ),Λ) on Λ⊗τΛB
+(Λ)with the left action operator of k[ε]/(ε2)
on the same space, i.e. Lφ(λ¯) = ǫ · (φ · λ¯) − (−1)degφφ · (ǫ · λ¯). The action on the
dual space (Λ⊗τΛ B
+(Λ))# is given by the usual formula in representation theory
of dg Lie algebras Lφ(λ¯′) = −(−1)deg λ¯
′ degφλ¯′ ◦ Lφ, where λ¯′ ∈ (Λ ⊗τΛ B
+(Λ))#.
In order to be coherent with the previous left Lie action convention on the graded
dual, we remark that in the case of a dg bimodule M over k[ε]/(ε2) we shall use
the following convention (only of interest to us for the caseM = Λ⊗τΛ B
+(Λ)) for
the left action (and thus right by the usual Koszul sign rule) on the graded dual
M#:
(ǫ · f)(m) = −(−1)deg ff(ǫm).
For more details on these definitions and the fact that the usual dg bimodule
structures together with the Lie module structures are part (together with the
Gerstenhaber algebra structure on Hochschild cohomology) of a Tamarkin-Tsygan
(pre)calculus, we refer the reader to [33], in particular Prop. 2.9 and Subsection 4.3.
On the other hand, we recall that the quasi-isomorphism of dg bimodules over
HomτE(A)(B+(E(A), E(A)) stated in Theorem 4.3 is given by (idE(A) ⊗ (B+(jA) ◦
βA
#
)) ◦ τA#,B+(A)# ◦ ι
−1
A,B+(A). Our claim is tantamount to the fact that the pre-
vious map induces a morphism of graded bimodules over k[ε]/(ε2) between the
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Hochschild homology groupsHH•(A)# andHH•(E(A)). By the comments in the
last paragraph of Subsubsection 3.2.6, it has an explicit quasi-inverse of the form
ιA,B+(A) ◦ τB+(A)#,A# ◦ (jA ⊗ idA#) ◦ (idΩ+(A#) ⊗Ω+(A#)e γ
A#) ◦ (j−1A ⊗B
+(j−1A )).
Let us denote it by γ′. Hence, our claim is equivalent to the fact that γ′ is a
morphism of dg bimodules over k[ε]/(ε2), which reduces to proving that γ′ ◦
BE(A) = B
#
A ◦ γ
′. By the explicit expression of the Connes map (4.6), we see that
(jA ⊗ B+(jA)) ◦ BΩ+(A#) = BE(A) ◦ (jA ⊗ B
+(jA)), so it suffices to show that
γ′′ ◦BΩ+(A#) = B
#
A ◦ γ
′′, where γ′′ is given by
ιA,B+(A) ◦ τB+(A)#,A# ◦ (jA ⊗ idA#) ◦ (idΩ+(A#) ⊗Ω+(A#)e γ
A#).
Moreover, by transport of structures by means of the composite morphism given
by ιA,B+(A) ◦ τB+(A)#,A# ◦ (jA ⊗ idA#), it is easy to show that the left action of
k[ε]/(ε2) on the (intermediate) graded k-module Ω+(A#)⊗A# is given by
ǫ · (〈ω1| . . . |ωm〉 ⊗ ω0)
= ω0(1A)
m∑
i=1
(−1)ǫ¯i+1ǫ¯
i+ǫ¯n+degωi〈ωi+1| . . . |ωm|ω1| . . . |ωi−1〉 ⊗ ωi,
where ωi ∈ A# are homogeneous, for j = 0, . . . ,m, ǫ¯i = (
∑i−1
j=1 degωj) + i − 1
and ǫ¯i = (
∑m
j=i+1 degωj) + m − i. We shall denote by B
′ the operator defined
on Ω+(A#) ⊗ A# given by left multiplication by ε. Our original claim is now
equivalent to prove that
(idΩ+(A#) ⊗Ω+(A#)e γ
A#) ◦BΩ+(A#) = B
′ ◦ (idΩ+(A#) ⊗Ω+(A#)e γ
A#),
which is straightforward.
We may summarize the previous comments in the following result.
Theorem 4.4. LetA be an augmented dg algebra which is assumed to be Adams connected.
The quasi-isomorphism of augmented dg algebras
HomτE(A)(B+(E(A)), E(A)) → HomτA(B+(A), A)
given in Theorem 4.3 yields an isomorphism of augmented graded algebras
HH•(E(A))→ HH•(A),
which is compatible with Gerstenhaber brackets (by adapating ideas from [11]), so an
isomorphism of Gerstenhaber algebras. On the other hand, the quasi-isomorphism of dg
HomτE(A)(B+(E(A)), E(A))-bimodules
(A⊗τA B
+(A))# → E(A)⊗τE(A) B
+(E(A)),
also stated in that proposition, gives an isomorphismHH•(A)# → HH•(E(A)) of graded
bimodules overHH•(E(A)) and of graded Lie modules , where the domain has structure of
bimodule given by the isomorphismHH•(E(A))→ HH•(A). The previous isomorphism
between the homology groups is also compatible with the left actions of the graded Lie
algebra HH•(E(A))[1]→ HH•(A)[1].
Remark 4.5. The previous result means that the Tamarkin-Tsygan precalculus ofA and of
E(A) are dual. However, since we have further proved that the previous isomorphisms are
compatible with the Connes’ maps, we may conclude thatA andE(A) have dual Tamarkin-
Tsygan calculus (following the notation of [32], Def. 3.2.1 and 3.2.2).
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5 Koszul duality and A∞-(co)algebras
5.1 Generalities on A∞-(co)algebras
For the following definitions we refer to [31], Chapitre 3, Section 3.1 (or also [23],
Déf. 1.2.1.1, 1.2.1.8, using the obvious equivalences between non(co)unitary ob-
jects and (co)augmented ones), even though we do not follow the same sign con-
ventions and they do not consider any Adams grading (see for instance [27] for
several uses of Adams grading in A∞-algebra theory). We first recall that an aug-
mented A∞-algebra structure on a cohomological graded vector space A is the fol-
lowing data:
(i) a collection of maps mi : A⊗i → A for i ∈ N of cohomological degree 2 − i
and Adams degree zero satisfying the Stasheff identities given by
∑
(r,s,t)∈In
(−1)r+stmr+1+t ◦ (id
⊗r
A ⊗ms ⊗ id
⊗t
A ) = 0, (5.1)
for n ∈ N, where In = {(r, s, t) ∈ N0 × N × N0 : r + s + t = n}. We shall
denote the (sum of) morphism(s) on the left by SIm•(n).
(ii) a map ηA : k → A of complete degree 0G such that
mi ◦ (id
⊗r
A ⊗ ηA ⊗ id
⊗t
A )
vanishes for all i 6= 2 and all r, t ≥ 0 such that r + 1 + t = i, and
m2 ◦ (idA ⊗ ηA) = idA = m2 ◦ (ηA ⊗ idA).
(iii) a map ǫA : A→ k of complete degree 0G such that ǫA ◦ηA = idk, ǫ◦m2 = ǫ⊗2A ,
and ǫA ◦mi = 0, for all i ∈ N \ {2}.
It is further called minimal if m1 vanishes. If we do not assume the items (ii) and
(iii) in the definition, then A is called an A∞-algebra.
We recall that a family of linear maps {fi : C → Ci}i∈N, where C and Ci, for
i ∈ N, are vector spaces, is called locally finite if, for all c ∈ C, there exists a finite
subset S ⊆ N, which depends on c, such that fi(c) vanishes for all i ∈ N \ S. An
coaugmented A∞-coalgebra structure on a homological graded vector space C is the
following data:
(i) a locally finite collection of maps ∆i : C → C⊗i for i ∈ N of homological
degree i− 2 and Adams degree zero satisfying the following identities
∑
(r,s,t)∈In
(−1)rs+t(id⊗rC ⊗∆s ⊗ id
⊗t
C ) ◦∆r+1+t = 0, (5.2)
for n ∈ N.
(ii) a map ǫC : C → k of complete degree 0G such that
(id⊗rC ⊗ ǫC ⊗ id
⊗t
C ) ◦∆i
vanishes for all i 6= 2 and all r, t ≥ 0 such that r + 1 + t = i, and
(idC ⊗ ǫ) ◦∆2 = idC = (ǫC ⊗ idC) ◦∆2.
(iii) amap ηC : k → C of complete degree 0G such that ǫC◦ηC = idk,∆2◦ηC(1k) =
ηC(1k)
⊗2, and ∆i ◦ ηC(1k) = 0, for all i ∈ N \ {2}.
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We shall usually denote ηC(1k) by 1C . An Adams graded coaugmented A∞-
coalgebra C is called minimal if ∆1 = 0. Note that the condition that the family
{∆n}n∈N is locally finite follows from the other data if we further suppose that
Ker(ǫ) is positively graded for the Adams degree. Again, an A∞-coalgebra is de-
fined as the graded k-module C provided with the maps {∆i}i∈N satisfying the
identities of the first item.
Note that an A∞-algebra A is a fortiori a dg k-module where the differential is
given by m1. Analogously, a A∞-algebra A is also a dg k-module for the differ-
ential ∆1. Moreover, an augmented dg algebra structure on A is tantamount to
an augmented A∞-algebra structure with vanishing higher multiplications mn for
n ≥ 3, where the differential is m1 and the multiplication ism2. In the same man-
ner, a coaugmented dg coalgebra structure on C is equivalent to a coaugmented
A∞-coalgebra structure with vanishing higher comultiplications∆n for n ≥ 3, where
the differential is ∆1 and the coproduct is ∆2.
As for the case of augmented dg algebras, given an augmented A∞-algebra A
there exists a coaugmented dg coalgebra B+(A), called the (reduced) bar construc-
tion of A. Its underlying graded coalgebra structure is given by the tensor coal-
gebra ⊕i∈N0IA[1]
⊗i, where IA = Ker(ǫA). As before, if n ∈ N we will typically
denote an element s(a¯1) ⊗ · · · ⊗ s(a¯n) ∈ IA[1]⊗n in the form [a1| . . . |an], where
a1, . . . , an ∈ A, a¯ ∈ A/k ≃ IA denotes the canonical projection of an element a ∈ A,
and s : IA → IA[1] is the canonical morphism of degree −1 recalled in the third
paragraph of Subsection 2.1. The coproduct is thus given by the usual deconcate-
nation
∆([a1| . . . |an]) =
n∑
i=0
[a1| . . . |ai]⊗ [ai+1| . . . |an],
where we set [ai| . . . |aj ] = 1B+(A) if i > j, for 1B+(A) the image of 1k under the
canonical inclusion k = IA[1]⊗0 ⊆ B+(A), which may be also denoted by []. The
counit is defined as the canonical projection B+(A)→ IA[1]⊗0 = k, and the coaug-
mentation is given by the obvious inclusion k = IA[1]⊗0 ⊆ B+(A). We recall that
since B+(A) is a coaugmented tensor graded coalgebra, it is cocomplete, and its
differentialB is defined as follows. It is the unique coderivation whose image lies
inside the augmentation kernel Ker(ǫB+(A)) of B+(A), so B is thus uniquely de-
termined by π1 ◦ B, where π1 : B+(A) → IA[1] is the canonical projection (see
[23], Lemme 1.1.2.2, Sections 2.1.1 and 2.1.2, and Notation 2.2.1.4), such that this
composition map is given by the sum b =
∑
i∈N bi, where bi : IA[1]
⊗i → IA[1] is
defined as bi = −sIA ◦mi ◦ (s
⊗i
IA
)−1. In fact, equation (5.1) is precisely the condition
for this coderivation to be a differential. Our convention for the bar construction
clearly coincides with the one given for augmented dg algebras in the case the
higher multiplications vanish, but it differs from others in the literature (e.g. those
in the thesis [23] of K. Lefèvre-Hasegawa, Ch. 1 and 2).
Dually, given a coaugmented A∞-coalgebraC there exists an augmented dg al-
gebraΩ+(C), called (reduced) bar construction ofC. Its underlying graded coalge-
bra structure is given by the tensor algebra⊕i∈N0JC [−1]
⊗i, where JC = Coker(ηC).
As before, if n ∈ N we will typically denote an element s−1(c¯1) ⊗ · · · ⊗ s(c¯n) ∈
JC [−1]⊗n in the form 〈c1| . . . |cn〉, where c1, . . . , cn ∈ C, c¯ ∈ JC denotes the canon-
ical projection of an element c ∈ C, and s : JC [−1] → JC is the canonical mor-
phism of degree −1 recalled in the third paragraph of Subsection 2.1. The unit
is given by the obvious inclusion k = JC [−1]⊗0 ⊆ Ω+(C), and we denote the
image of 1k under the previous map either by 1Ω+(C) or by 〈〉. The augmenta-
tion is defined as the canonical projection Ω+(C) → JC [−1]⊗0 = k. The dif-
ferential D of Ω+(C) is defined as follows. Since Ω+(C) is graded free algebra,
it is the unique derivation D whose composition d with the canonical injection
JC [−1] → Ω+(C), where we define d =
∑
i∈N di for di : JC [−1] → JC [−1]
⊗i given
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by di = (−1)i(s⊗iJC [−1])
−1 ◦ ∆i ◦ sJC [−1]. Note again that (5.2) is exactly the condi-
tion for this derivation to be a differential. As before, our definition for the cobar
construction coincides with the one given for coaugmented dg coalgebras in the
case the higher comultiplications ∆i for i ≥ 3 vanish, but it differs from others in
the literature (e.g. those in the thesis [23] of K. Lefèvre-Hasegawa, Ch. 1 and 2).
We will also be particularly interested in the case that (co)augmented A∞-
(co)algebras are Adams connected, in the sense introduced in [26], Def. 2.1, i.e. a
(co)augmented A∞-(co)algebra A (resp., C) where the grading group G is Z × Z
such that its augmentation kernel IA (resp., JC ) satisfies that ⊕n∈ZI
(n,m)
A (resp.,
⊕n∈ZJ
(n,m)
C ) is finite dimensional, for all m ∈ G
′ = Z, and either I(n,m)A (resp.,
J
(n,m)
C ) vanishes for all n ∈ Z and all m ≥ 0, or I
(n,m)
A (resp., J
(n,m)
C ) vanishes
for all n ∈ Z and all m ≤ 0. By the previously cited article, an Adams con-
nected augmented A∞-algebra is also locally finite dimensional, and its Koszul
dual E(A) = B+(A)# is also locally finite dimensional and also Adams connected
(see [26], Lemma 2.2).
A morphism of augmentedA∞-algebras f• : A→ B between two augmented A∞-
algebrasA andB is a collection of morphisms of the underlying graded k-modules
fi : A
⊗n → B of complete degree (1− i, 0G′) for i ∈ N such that
∑
(r,s,t)∈In
(−1)r+stfr+1+t ◦(id
⊗r
A ⊗m
A
s ⊗ id
⊗t
A ) =
∑
q∈N
∑
i¯∈Nq,n
(−1)wmBq ◦(fi1⊗· · ·⊗fiq ),
(5.3)
where w =
∑q
j=1(q − j)(ij − 1) and N
q,n is the subset of Nq of elements i¯ =
(i1, . . . , iq) such that |¯i| = i1 + · · · + iq = n. We also assume that f1(1A) = 1B,
for all i ≥ 2 we have that fi(a1, . . . , ai) vanishes if there exists j ∈ {1, . . . , i} such
that aj = 1A, and that ǫB ◦ f1 = ǫA and ǫB ◦ fi vanishes for i ≥ 2. If we do not
suppose this last collection of extra-assumptions the family of maps {fi}i∈N is only
called a morphism of A∞-algebras. We shall denote the (sum of) morphism(s) of the
left (resp., right) member of (5.3) byMIm•(n)l (resp.,MIm•(n)r). Notice that f1 is a
morphism of dg k-modules for the underlying structures on A and B. We say that
a morphism f• is strict if fi vanishes for i ≥ 2.
Dually, a morphism of coaugmented A∞-coalgebras f• : C → D between two
coaugmented A∞-coalgebras C and D is a locally finite collection of morphisms
of the underlying graded k-modules fi : C → D⊗i of homological degree i− 1 and
Adams degree zero for i ∈ N such that
∑
(r,s,t)∈In
(−1)rs+t(id⊗rD ⊗∆
D
s ⊗ id
⊗t
D )◦fr+1+t =
∑
q∈N
∑
i¯∈Nq,n
(−1)w
′
(fi1⊗· · ·⊗fiq )◦∆
C
q ,
(5.4)
where w′ =
∑q
j=1(j − 1)(ij + 1). We also suppose that ǫD ◦ f1 = ǫD, for all i ≥ 2
and j ∈ {1, . . . , i} we have that (id⊗(j−1)D ⊗ ǫD ⊗ id
⊗(i−j)
D ) ◦ fi vanishes, and that
f1 ◦ηC = ηD and fi ◦ηC vanishes for i ≥ 2. If we do not suppose this last collection
of extra-assumptions the family of maps {fi}i∈N is only called a morphism of A∞-
coalgebras. Notice that f1 is also a morphism of dg k-modules for the underlying
structures on C and D. In this case we also say that a morphism f• is strict if fi
vanishes for i ≥ 2.
Given f• : A → B a morphism of augmented A∞-algebras, it induces a mor-
phism of coaugmented dg coalgebras B+(f•) : B+(A) → B+(B) between the bar
constructions as follows. We first note that the unitarity condition on f• implies
that it is completely detemined by the induced collection of morphism I⊗iA → IB ,
which we are going to denote also by fi, for i ∈ N. The morphism B+(f•) be-
ing of coaugmented graded coalgebras implies that it sends 1B+(A) to 1B+(B),
and the coaugmentation cokernel of B+(A) to the coaugmentation cokernel of
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B+(B). Moreover, since B+(B) is a cocomplete graded coalgebra, such a mor-
phism of graded coalgebras is completely determined by the composition πB1 ◦
B+(f•) : B
+(A) → IB [1], which vanishes on 1B+(A). The latter composition is
thus given by a sum
∑
i∈N Fi, where Fi : IA[1]
⊗i → IB [1], which we define to be
Fi = sIB ◦ fi ◦ (s
⊗i
IA
)−1, for i ∈ N. In fact, (5.3) is precisely the condition for this
morphism to commute with the differentials.
Dually, given f• : C → D a morphism of coaugmented A∞-coalgebras, it in-
duces a morphism of augmented dg algebras Ω+(f•) : Ω+(C) → Ω+(D) between
the cobar constructions as follows. We first note that the counitarity condition on
f• implies that it is completely detemined by the induced collection of morphism
JC → J
⊗i
D , which we are going to denote also by fi, for i ∈ N. We suppose that
it sends 1B+(A) to 1B+(B), and the augmentation kernel of Ω+(C) to the augmen-
tation kernel of Ω+(D). Moreover, since Ω+(C) is a free graded algebra, such a
morphism B+(f•) of graded algebras is completely determined by the composi-
tion of the canonical inclusion JC [−1] → Ω+(C) with it. Let us denote this latter
composition by F . Hence, F =
∑
i∈N Fi, where Fi : JC [−1]→ JD[−1]
⊗i, which we
define to be Fi = (−1)i+1(s⊗iJD[−1])
−1 ◦ fi ◦ sJC [−1], for i ∈ N. As expected, (5.4) is
precisely the condition for this morphism to commute with the differentials. We re-
mark that our definition of B+(f•) (Ω+(f•)) agrees with the corresponding one for
(co)augmented dg (co)algebras in that case if the morphism f• is further assumed
to be strict.
A morphism of (co)augmented A∞-(co)algebras is called a quasi-isomorphism if
the map f1 is so. The same definition may be stated for the nonaugmented case.
We further say that a morphism f• of coaugmentedA∞-coalgebras is aweak equiva-
lence provided its cobar Ω+(f•) is a quasi-isomorphism of augmented dg algebras.
Note that a morphism of augmented A∞-algebras is a quasi-isomorphism if and
only if B+(f•) is also (see [31], Thm. 3.25). We refer to [31], Sections 3.2 and 3.3
(Déf. 3.3, 3.4, and 3.11), or [23], Sections 1.2 and 1.3 for more details on these def-
initions (though we follow a different sign convention), and we remark that these
morphisms are supposed to preserve the Adams degree (cf. [27], Section 2).
Notice that if C is a coaugmented dg coalgebra and A is an augmented A∞-
algebra, the dg k-module Hom(C,A) has in fact a structure of augmented A∞-
algebra where m1 is given by the usual differential dHom(C,A)(φ) = mA1 ◦ φ −
(−1)degφφ ◦ dC . Indeed, if we further define
mn(φ1 ⊗ · · · ⊗ φn) = m
A
n ◦ (φ1 ⊗ · · · ⊗ φn) ◦∆
(n)
C ,
for n ≥ 2, 1Hom(C,A) = ηA ◦ ǫC and ǫHom(C,A)(φ) = ǫA ◦ φ ◦ ηC(1k), it is easily
verified that they provide the structure of augmented A∞-algebra on Hom(C,A).
Furthermore, if f• : A → B is a morphism of augmented A∞-algebras, then the
collection of morphisms
f∗n : Hom(C,A)
⊗n → Hom(C,B),
for n ∈ N, of graded k-modules of complete degree (1, 0G′) given by f∗1 (φ) = f1 ◦φ,
and
f∗n(φ1 ⊗ · · · ⊗ φn) = fn ◦ (φ1 ⊗ · · · ⊗ φn) ◦∆
(n)
C ,
for n ≥ 2, is a morphism of augmented A∞-algebras.
Dually, if C is a coaugmented A∞-coalgebra and A is an augmented dg alge-
bra, the dg k-module Hom(C,A) has in fact a structure of augmented A∞-algebra
wherem1 is also given by the usual differential dHom(C,A)(φ) = dA◦φ−(−1)degφφ◦
∆C1 . In this case the rest of the structure is given by
mn(φ1 ⊗ · · · ⊗ φn) = (−1)
n(degφ1+···+degφn+1)µ
(n)
A ◦ (φ1 ⊗ · · · ⊗ φn) ◦∆
C
n ,
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for n ≥ 2, 1Hom(C,A) = ηA ◦ ǫC and ǫHom(C,A)(φ) = ǫA ◦ φ ◦ ηC(1k). Moreover, if
f• : C → D is a morphism of coaugmented A∞-coalgebras, then the collection of
morphisms
(fn)∗ : Hom(D,A)
⊗n → Hom(C,A), (5.5)
for n ∈ N, of graded k-modules of complete degree (1, 0G′) given by (f1)∗(φ) =
φ ◦ f1, and
(fn)∗(φ1 ⊗ · · · ⊗ φn) = (−1)
(n−1)(degφ1+···+φn+1)µ
(n)
A ◦ (φ1 ⊗ · · · ⊗ φn) ◦ fn,
for n ≥ 2, is a morphism of augmented A∞-algebras.
If f• : A → A′ and g• : A′ → B are morphisms of augmented A∞-algebras,
the composition g• ◦ f• is the morphism of augmented A∞-algebras given by the
collection of maps {(g ◦ f)n : A⊗n → B}n∈N defined as
(g ◦ f)n =
∑
q∈N
∑
i¯∈Nq,n
(−1)wgq ◦ (fi1 ⊗ · · · ⊗ fiq ), (5.6)
where w =
∑q
j=1(q − j)(ij − 1). Dually, if f• : C → C
′ and g• : C′ → D are mor-
phisms of coaugmented A∞-coalgebras, the composition g• ◦ f• is the morphism
of coaugmented A∞-coalgebras given by the collection of maps {(g ◦ f)n : C →
D⊗n}n∈N of the form
(g ◦ f)n =
∑
q∈N
∑
i¯∈Nq,n
(−1)w
′
(gi1 ⊗ · · · ⊗ giq ) ◦ fq, (5.7)
where w′ =
∑q
j=1(j − 1)(ij + 1).
We remark that the previous construction defines an augmented A∞-algebra
structure on the graded dual C# of C. If C is Adams connected, we see that
Ω+(C)# is isomorphic to B+(C#) (using the isomorphism jC defined in Subsub-
section 3.2.8). In this case we get that a quasi-isomorphism of Adams connected
coaugmented A∞-coalgebras is a weak equivalence (the converse is always true),
for a quasi-isomorphism C → D induces a quasi-isomorphism of augmented A∞-
algebras D# → C#, which induces a quasi-isomorphisms between the bar con-
structions B+(D#) → B+(C#), and by the previously recalled isomorphism we
get a quasi-isomorphism Ω+(D)# → Ω+(C)# of coaugmented dg coalgebras. Tak-
ing duals again we obtain a quasi-isomorphism Ω+(C) → Ω+(D) of augmented
dg algebras, so a weak equivalence C → D.
For the following definitions we refer to [23], Ch. 2, Section 5. Given an aug-
mented A∞-algebra A, an A∞-bimodule over A is a graded k-module M provided
with morphismsmMp,q : A
⊗p⊗M ⊗A⊗q →M of complete degree (1− (p+ q), 0G′),
for each p, q ∈ N0 satisfying the following identity on morphisms fromA⊗n
′
⊗M⊗
A⊗n
′′
toM given by
∑
(r,s,t)∈In′+n′′+1
(−1)r+stm˜Mr,t ◦ (id
⊗r ⊗ m˜s ⊗ id
⊗t) = 0, (5.8)
for all n′, n′′ ∈ N, where we recall that In = {(r, s, t) ∈ N0×N×N0 : r+ s+ t = n},
and where m˜s is interpreted as the corresponding multiplication map ms of A if
either r + s ≤ n′ or s+ t ≤ n′′, or m˜s is understood asmMn′−r,n′′−t else. In the first
case, m˜Mr,t ism
M
n′−s+1,n′′ if r + s ≤ n
′ ormMn′,n′′−s+1 if s+ t ≤ n
′′, and it ismMr,t else.
We have omitted the subindex (A orM ) on the identity morphisms for it depends
on the indices r, s, t, and it is clearly deduced from the previous explanation. We
also assume thatM satisfies that mMp,q ◦ (id
⊗r ⊗ ηA ⊗ id
⊗t) vanishes for r 6= p and
(p, q) /∈ {(0, 1), (1, 0)}, and thatmM1,0 ◦ (ηA ⊗ idM ) = idM = m
M
0,1 ◦ (idM ⊗ ηA). Note
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that an augmented A∞-algebra is also an A∞-bimodule for the structure maps
mp,q = mp+q+1, where p, q ∈ N0. There are also obvious notions of left and right
A∞-modules but we will not need them.
Given two A∞-bimodulesM andN , a morphism f•,• of A∞-bimodules fromM to
N is a collection of morphisms of graded k-modules fp,q : A⊗p ⊗M ⊗ A⊗q → N
for p, q ∈ N0 of complete degree (−p − q, 0G′) satisfying the following identity on
the space of morphisms from A⊗n
′
⊗M ⊗A⊗n
′′
to N given by
∑
(r,s,t)∈In′+n′′+1
(−1)r+stfr′,t′ ◦ (id
⊗r ⊗ m˜s ⊗ id
⊗t)
=
∑
(a,k,l,b)∈N0,n′,n′′
(−1)b(−k−l)mNa,b ◦ (id
⊗a
A ⊗ fk,l ⊗ id
⊗b
A ),
(5.9)
where N0,n′,n′′ is the subset of N40 of elements (a, k, l, b) such that a + k = n
′ and
l + b = n′′, and where we should understand m˜s as mAs if either r + s ≤ n
′ or
s+t ≤ n′′, or asmMn′−r,n′′−t else. The indices (r
′, t′) are completely determined from
the previous cases. We also suppose that f•,• satisfies that fp,q ◦ (id⊗r ⊗ ηA ⊗ id⊗t)
vanishes for r 6= p and (p, q) /∈ {(0, 0)}. We say that it is strict if fp,q vanishes for all
(p, q) 6= (0, 0). The composition of two morphisms f•,• : M → N and g•,• : N → P
is given by the family of maps
(g ◦ f)p,q =
∑
(a,k,l,b)∈N0,p,q
(−1)b(−k−l)ga,b ◦ (id
⊗a
A ⊗ fk,l ⊗ id
⊗b
A ).
If f• : A→ B is a morphism of augmentedA∞-algebras andN is anA∞-bimodule
overBwith structuremapsm•,•, then it can be easily regarded as anA∞-bimodule
over A via the mapsm′•,• given by
m′p,q
=
∑
r,s∈N0
∑
(¯i,j¯)∈Nr,p×Ns,q
(−1)εmr,s ◦ (fi1 ⊗ · · · ⊗ fir ⊗ idN ⊗ fj1 ⊗ · · · ⊗ fjs), (5.10)
where we recall that Nm,n is the subset of Nm of elements i¯ = (i1, . . . , im) such that
|¯i| = i1+ · · ·+ im = n, and ε =
∑r
u=1(r+ s+1− u)(iu − 1)+
∑s
u=1(s− u)(ju − 1).
If M is a dg A-bimodule over an augmented dg algebra A and C is a coaug-
mented A∞-coalgebra, then M ⊗ C is in fact an A∞-bimodule over Hom(C,A)
with the structure morphisms given by mM0,0 = dM ⊗ idC + idM ⊗ ∆
C
1 , and, for
p+ q ≥ 1,
mM⊗Cp,q (φ1 ⊗ · · · ⊗ φp ⊗ (m⊗ c)⊗ ψ1 ⊗ · · · ⊗ ψq)
= (−1)ǫ
′
(φ1(c(q+2)) . . . φp(c(q+p+1))).m.(ψ1(c(1)) . . . ψq(c(q)))⊗ c(q+1),
where∆Cp+q+1(c) = c(1) ⊗ · · · ⊗ c(p+q+1), and
ǫ′ = deg c(
q∑
j=1
degψj) +
q−1∑
j=1
deg c(j)(degψj+1 + · · ·+ degψq)
+
p∑
l=1
deg c(q+1+l)((
q∑
j=1
degψj) + degm+ (
q+1∑
j=1
deg c(j)) + (
p−1∑
j=1
deg φl+j)).
If M is only a left (resp., right) dg module over A, we may regard it as a dg
A-bimodule by means of the augmentation ǫA, i.e. a.m.a′ = ǫA(a′)a.m (resp.,
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a.m.a′ = ǫA(a)m.a
′), so we may apply the previous construction. If f :M → N is a
morphism of dg A-bimodules over an augmented dg algebraA and C is an coaug-
mentedA∞-coalgebra, then the map f⊗ idC :M⊗C → N⊗C is a strict morphism
of A∞-bimodules over Hom(C,A). On the other hand, let f• : C → D be a mor-
phism of coaugmentedA∞-coalgebras and letA be an augmented dg algebra. This
induces a morphism of augmentedA∞-algebras (f•)∗ : Hom(D,A)→ Hom(C,A),
as seen in (5.5). In particular, given any dg A-bimoduleM , this allows to consider
M⊗C as anA∞-bimodule overHom(D,A) bymeans of (5.10). Then, the collection
of morphisms
Fp,q : Hom(D,A)
⊗p ⊗ (M ⊗ C)⊗Hom(D,A)⊗q →M ⊗D
given by
Fp,q(φ1 ⊗ · · · ⊗ φp ⊗ (m⊗ c)⊗ ψ1 ⊗ · · · ⊗ ψq)
= (−1)ε
′
(φ1(d(q+2)) . . . φp(d(q+p+1))).m.(ψ1(d(1)) . . . ψq(d(q)))⊗ d(q+1),
where fp+q+1(c) = d(1) ⊗ · · · ⊗ d(p+q+1), and
ε′ = deg c(
q∑
j=1
degψj) +
q−1∑
j=1
deg d(j)(degψj+1 + · · ·+ degψq)
+
p∑
l=1
deg d(q+1+l)((
q∑
j=1
degψj) + degm+ (
q+1∑
j=1
deg d(j)) + (
p−1∑
j=1
deg φl+j)),
defines a morphism of A∞-bimodules over Hom(D,A).
5.2 Twists of A∞-algebras
We will now recall the twisting procedure for A∞-algebras given a Maurer-Cartan
element, which was introduced in [14], Chapter 4 (see also [13], and [23], Ch. 6,
Section 6.1). Let A be an augmented A∞-algebra and a ∈ A(1,0G′ ). Given k ∈ N0
and n ∈ N0, let us define
pak,n : A
⊗n → A⊗(k+n)
as follows. If n ≥ 1,
pak,n(x1⊗· · ·⊗xn) =
∑
k¯∈Nn+1,k0
(−1)w
′′
a⊗k1 ⊗x1⊗a
⊗k2 ⊗x2⊗· · ·⊗a
⊗kn ⊗xna
⊗kn+1 ,
where w′′ =
∑n+1
j=2 kj(deg x1 + · · ·+ deg xj−1 + j − 1). If n = 0, we set
pak,0(1k) = a
⊗k,
where a⊗0 = 1k ∈ k. We say that the element a is admissible if for each n ∈ N0,
the family of maps {mn+k ◦ pak,n}k∈N0 is locally finite, if we use the usual notation
m0 = ηA. An admissible element a ∈ A(1,0G′ ) is said to satisfy the Maurer-Cartan
equation if the following sum
∑
n∈N
(−1)
n(n+1)
2 mn(a, . . . , a) (5.11)
vanishes. Note that the locally finiteness hypothesis on {mk◦pak,0}k∈N0 implies that
the previous sum has finite support. We remark that we do not assume the usual
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tensor-nilpotency assumption on a, for we have replaced it by (weaker) finiteness
assumptions. In this case, we can twist the augmented A∞-algebra structure on A
by defining
man =
∑
k∈N0
(−1)
k(k+1)
2 +knmn+k ◦ p
a
k,n,
for n ∈ N. The admissibility assumption on a ∈ A implies that the previous higher
multiplication morphisms are well-defined. It is easy to verify that the have com-
plete degree (2− n, 0G′) and that in fact
SIm
a
•(n) =
∑
k∈N0
(−1)
k(k+1)
2 +knSIm•(k + n) ◦ pak,n,
so the mapsman together with ǫA indeed provide an augmented A∞-algebra struc-
ture on A, which we shall denote by (A,ma•), and usually called the twisted aug-
mented A∞-algebra of (A,m•) by a. Note that these definitions coincide with the
corresponding ones for augmented dg algebras, in the case that mi vanishes for
i ≥ 3.
Let f• : A→ B be a morphism of augmented A∞-algebras and a ∈ A(1,0G′ ) an
admissible element which satisfies the Maurer-Cartan equation. We say that a is
compatible with f• if the family {fn+k ◦ pak,n}k∈N0 is locally finite for every n ∈ N,
where we denote f0 = 0, and the element of B(1,0G′ ) defined by the sum (of finite
support, due to the local finiteness assumption on {fk ◦ pak,0}k∈N0)
∑
n∈N
(−1)
n(n+1)
2 +1fn(a, . . . , a), (5.12)
which we are going to denote by b and call the image of a under f•, is admissible.
Moreover, one also sees that b satisfies the Maurer-Cartan equation. Indeed, it is
direct (but rather lengthy) to prove that
∑
n∈N
(−1)
n(n+1)
2 mBn (b, . . . , b)
coincides with ∑
n∈N
(−1)
n(n+1)
2 MI(n)
mA•
r (a, . . . , a),
and that ∑
n∈N
(−1)
n(n+1)
2 MI(n)
mA•
l (a, . . . , a)
vanishes, by theMaurer-Cartan equation of a. Note that the compatibility assump-
tion tells us that the two previous sums have finite support. In this case, one may
also twist the morphism f• : A → B to a new morphism fa• of augmented A∞-
algebras from (A,mA,a• ) to (B,m
B,b
• ) given by
fan =
∑
k∈N0
(−1)
k(k+1)
2 +knfn+k ◦ p
a
k,n,
for n ∈ N. The local finiteness hypothesis on {fk+n ◦ pak,n}k∈N0 for each n ∈ N
tells us that the previous expression is well-defined. Furthermore, the previous
collection of maps defines a morphism of augmented A∞-algebras, sinceMI(n)
ma•
l
coincides with ∑
k∈N0
(−1)
k(k+1)
2 +knMI(k + n)
mA•
l ◦ p
a
k,n,
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andMI(n)m
a
•
r coincides with
∑
k∈N0
(−1)
k(k+1)
2 +knMI(k + n)
mA•
r ◦ p
a
k,n.
Again, the compatibility assumption implies that the two previous sums have fi-
nite support.
LetM be an A∞-bimodule over an augmented A∞-algebra A, and a ∈ A(1,0G′ )
an admissible element satisfying the Maurer-Cartan equation on A. Given k′, k′′ ∈
N0 and n′, n′′ ∈ N0, let us define
pak′,n′,k′′n,′′ : A
⊗n′ ⊗M ⊗A⊗n
′′
→ A⊗(k
′+n′) ⊗M ⊗A⊗(k
′′+n′′)
as pak′,n′ ⊗ idM ⊗ p
a
k′′,n′′ , where the first and last tensor factors morphisms were in-
troduced at the beginning of this subsection. We say that the element a is admissible
onM if for each n′, n′′ ∈ N0, the family of maps {mn′+k′,n′′+k′′ ◦pak′,n′,k′′,n′′}k′,k′′∈N0
is locally finite. In this case, we can twist the augmented A∞-bimodule structure
onM by defining
man′,n′′ =
∑
k′,k′′∈N0
(−1)
(k′+k′′)(k′+k′′+1)
2 +(k
′+k′′)(n′+n′′+1)mn′+k′,n′′+k′′ ◦ p
a
k′,n′,k′′,n′′ ,
for n′, n′′ ∈ N0. The admissibility assumption on M implies that the previous
multiplication morphisms are well-defined, and the proof that these maps provide
anA∞-bimodule structure onM over the twisted augmentedA∞-algebra (A,ma•),
which we shall denote by (M,ma•,•), is completely analogous to the case of A∞-
algebras. It will be usually called the twisted A∞-bimodule of (M,m•,•) by a. Notice
that these definitions coincide with the corresponding ones for bimodules over
augmented dg algebras, in the case thatmi′,i′′ vanishes for i′ + i′′ ∈ N.
We may generalize the previous situation when the admissibility and compati-
bility conditions are not satisfied (cf. [23], Ch. 6, Section 2). We will first need some
definitions, which are in some sense standard. A topology on a graded k-module
M is a decreasing sequence {Mi}i∈N0 of graded k-sumodules ofM , i.e. we have
M0 ⊇M1 ⊇ · · · ⊇Mi ⊇ . . .
(cf. [5], Chap. III, §2, n◦ 5). We understand each graded k-submodule Mi as a
neighbourhood of the zero element ofM , and we say thatM is a topological graded
k-module. We say that the topology isHausdorff if∩i∈N0Mi = 0. On the other hand,
we regard k with the discrete topology, i.e. the one that comes from a filtration for
which there exists i ∈ N0 such that ki = {0}. A morphism of topological graded k-
modules M → N is a morphism of graded k-modules (of certain degree) which is
continuous for the corresponding topologies, i.e. if for each i ∈ N0 there exists
j ∈ N0 such that f(Mj) ⊆ Ni. We further say that it is contracting if f(Mi) ⊆ Ni, for
all i ∈ N0. Given two topological graded k-modulesM and N , the tensor product
M ⊗N has a topology given by
(M ⊗N)i =
∑
i1+i2≥i
Mi1 ⊗Ni2 ,
for i ∈ N0.
A topological augmented A∞-algebra is an augmented A∞-algebra such that the
underlying graded k-module has a Hausdorff topology satisfying that all mor-
phisms mi, for i ∈ N, ηA and ǫA are contracting morphisms of topological graded
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k-modules. A morphism of topological augmented A∞-algebras f• : A → B is a mor-
phism of augmented A∞-algebras such that fi is a contracting morphisms of topo-
logical graded k-modules for all i ∈ N. An element a ∈ A(1,0G′ ) satisfies the topo-
logical Maurer-Cartan equation if it lies in the neighbourhood A1 and the sum
∑
n∈N
(−1)
n(n+1)
2 mn(a, . . . , a) (5.13)
converges to zero. In this case, we may also twist the topological augmented A∞-
algebra structure on A by defining
man =
∑
k∈N0
(−1)
k(k+1)
2 +knmn+k ◦ p
a
k,n,
for n ∈ N, provided that the previous sums are convergent. This new structure of
topological augmented A∞-algebras is called the twist of A.
Let f• : A → B be a morphism of topological augmented A∞-algebras and
a ∈ A(1,0G′ ) an element which satisfies the topological Maurer-Cartan equation.
We say that a is compatiblewith f• if the following sum
∑
n∈N
(−1)
n(n+1)
2 +1fn(a, . . . , a), (5.14)
which we are going to denote by b, converges in B, and it satisfies that the sum
defined by the left member of the Maurer-Cartan equation converges. We shall
call b the image of a under f•. As in the previous case, it is simple to show that
the Maurer-Cartan equation is satisfied by b. In this case, one may also twist the
morphism f• : A → B of topological augmented A∞-algebra to a new morphism
fa• of topological augmented A∞-algebras from (A,m
A,a
• ) to (B,m
B,b
• ) given by
fan =
∑
k∈N0
(−1)
k(k+1)
2 +knfn+k ◦ p
a
k,n,
for n ∈ N, provided the sum converges.
Analogously, a topological A∞-bimodule is an A∞-bimodule such that the un-
derlying graded k-module has a Hausdorff topology satisfying that all morphisms
mi′,i′′ , for i′, i′′ ∈ N0, are contracting morphisms of topological graded k-modules.
It is trivial to extend the topological definitions of twisted structure for the case of
A∞-bimodules.
The most typical example of the previous setting is the following. Let A be an
augmented dg algebra and C an Adams connected coaugmented A∞-coalgebra.
If JC is concentrated in Adams positive degrees, let us define Cn the subspace of
C given by elements of Adams degree less than or equal to n, for n ∈ N0. If JC is
concentrated in Adams negative degrees, let us define Cn the subspace of C given
by elements of Adams greater than or equal to −n, for n ∈ N0. Set C−1 = 0. By
Adams degree considerations we see that the comultiplication∆i sends Cn toC⊗in ,
for all i ∈ N and n ∈ N. This implies in particular that Cn is a coaugmented A∞-
coalgebra such that the canonical inclusions Cn → Cm for n ≤ m and Cn → C
for n ∈ N0 are strict morphisms of coaugmented A∞-coalgebras. We consider the
augmented A∞-algebra structure on Hom(C,A). We define a topology on it by
defining Hom(C,A)i to be the subset of Hom(C,A) given by sums of maps which
vanish on Ci−1. It is easy to see that this defines a Hausdorff decreasing filtration
of graded k-submodules of Hom(C,A). In this case, a (generalized or homotopical)
twisting cochain from C to A is an element τ ∈ Hom(C,A)(1,0G′ )1 satisfying the
topological Maurer-Cartan equation such that τ ◦ ηC and ǫA ◦ τ vanish. Note that
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the fact that τ satisfies the topological Maurer-Cartan equation equation means
that
dA ◦ τ +
∑
i∈N
(−1)i(i+1)/2+1µ
(i)
A ◦ τ
⊗i ◦∆i = 0,
where the convergence recalled four paragraphs above is a consequence of the fact
that the family of morphisms appearing in the previous sum is locally finite. The
same occurs for the sums defining the twisted multiplicationsmτi .
We recall in this case that, given a dg A-bimodule over A, the tensor product
M ⊗ C becomes an A∞-bimodule. We consider a topology on it by defining the
filtration {(M⊗C)i}i∈N0 as follows. If JC is concentrated in Adams positive (resp.,
negative) degrees, we set (M ⊗ C)i to be the subspace spanned by tensors m ⊗ c
where c is homogeneous of Adams degree greater (resp., less) than or equal to i
(resp.,−i), for i ∈ N0.
The augmented A∞-algebra structure on Hom(C,A) twisted by a topological
twisting cochain τ will be denoted byHomτ (C,A). Note that, if Tw(C,A) denotes
the set of topological twisting cochains from C to A, we have a canonical map
Homaug-dg-alg(Ω
+(C), A)→ Tw(C,A), (5.15)
given by g 7→ g ◦ τC , where τC : C → Ω+(C) is given by the composition of the
canonical projection C → C/ Im(ηC), s−1C/ Im(ηC)[−1] and the canonical inclusion of
C/ Im(ηC)[−1] inside Ω+(C). It is clear that the map (5.15) is a bijection (see [31],
Lemme 3.17). Furthermore, by means of the previous morphism we can define
the composition (topological) twisting cochain of a morphism of coaugmented A∞-
coalgebras f• : C′ → C with a twisting cochain τ from C to A. Indeed, if Fτ ∈
Homaug-dg-alg(Ω
+(C), A) is the morphism such that Fτ ◦ τC = τ , and Ω+(f•) is
the morphism of augmented dg algebras from Ω+(C′) to Ω+(C), the composition
twisting cochain τ ◦ f• is defined as Fτ ◦ Ω+(f•) ◦ τC
′
. We see in fact that the
twisting cochain defined by this composition is exactly the same as the expression
(5.12). This means in particular that the sum given there converges. Moreover, the
convergence of the sums appearing in the definition of twisting of themorphism f•
of coaugmented A∞-coalgebras follows from the locally finite assumption on the
latter. On the other hand, forM a dg bimodule over A, the twisted A∞-bimodule
structure over Homτ (C,A) on the tensor product M ⊗ C is usually denoted by
M ⊗τ C, where the convergence assumptions hold trivially.
5.3 Hochschild cohomology of nonnegatively graded connected
algebras
We recall the following theorem, which must be well-known to the experts. It was
announced by B. Keller at the X ICRA of Toronto, Canada, in 2002.
Theorem 5.1. Let C be a minimal coaugmented A∞-coalgebra and A be a nonnegatively
(Adams) graded connected algebra, which we regard in zero (co)homological degree. Then,
the following are equivalent:
(i) There is a quasi-isomorphism of augmented minimal A∞-algebras
Ext•A(k, k)→ C
#.
(ii) There is a twisting cochain τ : C → A such that the twisted tensor product ǫAA⊗τC
is a minimal projective resolution of the trivial left A-module k, where ǫA denotes
the A-bimodule structure on A with the action induced by the augmentation ǫA of
A on the left and with the standard action on the right.
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(iii) There is a twisting cochain τ : C → A such that the twisted tensor productAe⊗τ C
is a minimal projective resolution of the regular A-bimodule A.
Proof. A short proof of the equivalence between (i) and (ii) was given in [19], Thm.
4.7. Moreover, the condition (iii) implies (ii) by a standard argument. Indeed, since
Ae⊗τ C is a minimal projective resolution of A, the cone of the quasi-isomorphism
Ae ⊗τ C → A is exact. Since an exact complex of projective left A-modules is ho-
motopically trivial, there exists a contracting homotopy s for it, which is A-linear.
Then idk⊗As is a contracting homotopy of the cone of k⊗A(Ae⊗τC) ≃ ǫAA⊗τC →
k ⊗A A ≃ k. To prove that condition (ii) implies (iii), we only have to show that
Ae ⊗τ C is exact in positive homological degrees. This follow from [3], Prop. 4.1.

Note that, following our conventions, the differential of ǫAA ⊗τ C is the map
m
ǫA
A⊗τC
0,0 given by the twisting of the multiplication m
ǫA
A⊗C
0,0 , and its explicit ex-
pression is
idA ⊗∆1 +
∑
i∈N≥2
(−1)
i(i+1)
2 +1(µ
(i)
A ⊗ idC) ◦ (idA ⊗ τ
⊗(i−1) ⊗ idC) ◦ (idA ⊗∆i).
Let us suppose that A be a nonnegatively graded connected algebra and that C
is a minimal Adams connected coaugmented A∞-coalgebra quasi-isomorphic to
B+(A), so we have a morphism f• : C → B+(A) of coaugmented A∞-coalgebras.
Under our assumptions this is tantamount to satisfying item (i) of the previous the-
orem. Note that B+(A) is also Adams connected, for A is nonnegatively graded
and connected. By the comments in the thirteenth paragraph of the previous sub-
section we get a quasi-isomorphism Hom(B+(A), A)→ Hom(C,A) of topological
augmentedA∞-algebras. Moreover, taking a look at the proof of the previous theo-
rem given in the reference, it is easy to check that the previous quasi-isomorphism
sends τA to the twisting cochain τ mentioned in the item (ii) of the same theo-
rem. The comments in the last three paragraphs of the previous subsection tell us
that we have a morphism HomτA(B+(A), A) → Homτ (C,A) of augmented A∞-
algebras. Moreover, its first component coincides with the map given by applying
the functor HomAe(−, A) to the comparison morphism Ae ⊗τ C → Ae ⊗τA B
+(A)
of resolutions of the A-bimodule A induced by f• and explained in the last para-
graph of Subsection 5.1. The comparison map is indeed a quasi-isomorphism by
the equivalence between conditions (i) and (iii) in the previous theorem. We con-
clude that the first component of the morphismHomτA(B+(A), A)→ Homτ (C,A)
of augmented A∞-algebras is in fact a quasi-isomorphism. In particular, we may
compute the graded algebra structure on the Hochschild cohomology HH•(A) by
means of the graded algebra structure H•(Homτ (C,A)) induced by the multipli-
cation m2 of the latter. The case of Hochschild homology is treated in a similar
fashion.
The comments in the previous paragraph can be summarized in the following
result.
Theorem 5.2. Let A nonnegatively (Adams) graded connected algebra, which we regard
in zero (co)homological degree, and let C be a minimal coaugmented A∞-coalgebra such
that there is a quasi-isomorphism of augmented minimal A∞-algebras
Ext•A(k, k)→ C
#.
Then, there exists a quasi-isomorphism of A∞-algebras between Homτ (C,A) and the
cochain complex computing the Hochschild cohomology of A, which in particular induces
an isomorphism of graded algebras between H•(Homτ (C,A)) and HH•(A). Moreover,
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using the previous quasi-isomorphism of A∞-algebras, there exists a quasi-isomorphism of
A∞-bimodules between A ⊗τ C and the cochain complex computing the Hochschild co-
homology of A, which in particular induces an isomorphism of graded bimodules between
H•(A⊗τ C) andHH•(A).
The first part of the previous theorem gives a different proof of the main result
of [36], Thm. 3.2, just taking into account that the A∞-coalgebra C is just the dual
of the one given in [18], Thm. 6.5, and the twisting cochain is given by minus the
composition of the canonical projectionC → V and the canonical inclusion V → A.
However, our result may be applied to compute the graded algebra structure of
Hochschild cohomology of nonnegatively graded connected algebras under much
more general situation, e.g. if A is multi-Koszul in the sense of [19], by applying
Thm. 4.8 of that article (taking into account however that the definition of Maurer-
Cartan equation has a different sign convention).
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