compute the robot's spatial localization with respect to the camera coordinate system by imaging a target with known geometry. The desired robot pose is then specified, either automatically or manually, in the camera coordinate system and the robot is aligned accordingly. Since the internal camera parameters are required for robot pose estimation, the c-arm must be calibrated. Closed loop un-calibrated methods guide the robot to the desired pose based solely on the acquired images. The desired target pose is specified, either automatically or manually, in the image coordinate system. The robot pose is then updated continuously according to the images, until the desired pose is attained. We have opted for closed loop guidance due to the reduction in pre-operative imaging that is required. The main difference in requirement between the open and closed loop systems is in the definition of the robot target pose. Closed loop methodologies require the 3D volumetric model to be registered to the intra-operative situation using a 2D-3D registration technique. This defines the robot target pose intra-operatively. The focus of the chapter is placed on new methods and technologies for performing the aforementioned 2D-3D registration. The chapter will discuss the developed algorithms to recognize the object to be manipulated by matching image features to a geometrical model of the object and computing its position and orientation (pose) relative to the robot coordinate system. This absolute pose and cartesian-space information is used to move the robot to the desired pose. Apart from fracture reduction, hip and knee arthroplasties and several spinal procedures are currently seen as potential areas of orthopedics benefited by intra-operative 3D pose estimation, through a 2D-3D registration process. Literature work that conduct tracking of fractured bone segments through intra-operative 2D-3D registration can be is seen in (Joskowicz L, Milgrom C et al. 1998; Gamage, Xie et al. 2008) . Intra-operative pose estimation techniques could further be used during spinal orthopedic procedures such as reinforcement of falling vertebra and pedicle screw placement (Penny 1999; Tomaževic, Likar et al. 2003) . Furthermore, in hip arthroplasty, the positioning and implanting of the acetabular cup into the pelvic bone can also be aided through intra-operative pose estimation (LaRose, Cassenti et al. 2000; Hüfner, Meller et al. 2005) . Several other (non orthopedic) areas for the use of intra-operative poseestimation has been identified as radiotherapy (Bollet, Mcnair et al. 2003) and endovascular treatments Tomaževic 2002) . The pose estimation work conducted by the authors is motivated by a recent study conducted on femur fracture reduction, which demonstrated a shift towards 3D visualization modalities. It confirmed that computer-aided systems significantly improve the accuracy of orthopedic procedures by augmenting the current 2D image guidance with interactive display of 3D bone models (Joskowicz L, Milgrom C et al. 1998) . Research indicates that the positioning errors and complications that are seen in 18% of femur fracture cases and the misalignments created would be reduced with the introduction of an interactive display of 3D bone models into the fracture reduction process (Joskowicz L, Milgrom C et al. 1998 ). This chapter is divided into three main sections. The first section documents the current state-of-the-art research in pose estimation associated with orthopedic IGS systems. Section two presents the proposed methodology in full detail. Section three provides the results of the tests conducted.
Literature Review
Several methodologies that tackle the problem of intra-operative registration of bony anatomy in orthopedic surgery appear in literature. The schemes developed by (Joskowicz L, Milgrom C et al. 1998; ) track the bone fragments in real-time by means of an optical tracking system using a set of infrared markers. Thus to track the position of the distal and proximal bone fragments, the surgeon implants fiduciary markers into the bone segments. These physical tracking methodologies are accurate. However the implanting of the optical trackers on the bone is an arduous task for the surgeon/technician who already deals with a narrow field of view with the present system. Another drawback of such systems is the guidance inaccuracies caused due to movement, deformation and changes in anatomy since the time of initial imaging. Furthermore optical tracking requires a direct line of sight between the LED assembly on the patient and the external sensor assembly. This is a cumbersome requirement in a crowded operating theatre. Moreover, this would also introduce new training and process requirements that would limit the performance of the surgery. These difficulties hinder the widespread introduction of fiducial marker based intra-operative tracking into orthopedic procedures. Several other studies have performed image based registration between intra-operative xray/fluoroscopic images and the pre-operative 3D CT data of the anatomy of interest. These methodologies can be grouped as feature based registration techniques (Besl and McKay. 1992; Taylor, Mittelstadt et al. 1994; Lavallee, Szeliski et al. 1995; Livyatan, Yaniv et al. 2003; Tomaževic, Likar et al. 2003) or as intensity based registration techniques (Penney, Batchelor et al. 2001; Zollei, Grimson et al. 2001; Rohlfing and Maurer 2002) . Feature based approaches rely on the presence and identification of natural landmarks in the input datasets in order to determine the best alignment. Feature based techniques can be again subdivided into either point based or surface based techniques depending on the type of 3D data utilized. Feature point based methodologies identify corresponding landmark points on the 2D image and 3D volume (Taylor, Mittelstadt et al. 1994) . These key feature points can be defined manually or through some automatic feature identification process. In this scenario the 2D-3D registration is concerned with minimizing the distance between the two point sets after the 3D landmark points are projected onto the 2D plane. Surface based (Besl and McKay. 1992; Lavallee, Szeliski et al. 1995; Livyatan, Yaniv et al. 2003; Tomaževic, Likar et al. 2003) feature registration approaches utilize the outer surfaces of an object of interest (extracted from a 3D model), and contours that outline the object on one or more 2D images. Registration is concerned with finding the object pose that minimizes the distance between surface and the contour. One way to achieve this minimum is by extending 3D projection lines from points on the contour in the 2D image to a point representing the X-ray source. Then the distance to be minimized can be represented as the Euclidean distance between a projection line and the nearest point on the 3D surface (Lavallee, Szeliski et al. 1995) . Another methodology is to project 3D surface points onto the 2D plane and then attempt to minimize the distance between the contour of the projected image and the initial 2D contour. The work done by (Lavallee, Szeliski et al. 1995; Livyatan, Yaniv et al. 2003; Tomaževic, Likar et al. 2003) has presented another methodology where projections of the volumetric data gradients are computed and compared with X-ray image gradients. The volumetric data pose is adjusted to minimize this gradient difference. Intensity based measures operate on the pixel or voxel intensities directly. They calculate various statistics using the raw intensity values of the inputs which are then compared in the images to be aligned (Penney, Weese et al. 1998) . The matching can be restricted to regions of interest (ROIs) in the image, such as regions around bone surfaces in CT and fluoroscopic images, or the entire acquired image. Intensity based registration consists, generating digitally reconstructed radiographs (DRRs) for each pose, measuring the pose difference by comparing the DRRs with the fluoroscopic images through a similarity measure, and finally computing a pose that minimizes that difference. The calculation of a DRR by numerical summation of CT image intensities along projection rays involves high computation cost and is thus time consuming. Number of methods have been proposed that simplify and consequently speeds up the calculation of DRRs, without losing information that is needed for registration (LaRose, Bayouth et al. 2000) . The similarity measure performed between the DRR and the acquired radiograph is important as it dictates the success of the optimization process. Work has been done by Penny et al. (Penney, Weese et al. 1998) where several similarity measures for registration of 3D CT and 2D X-ray images were tested providing some insight to the possible choice of an adequate similarly measure. Though the number of points to be registered is much greater than in the case of the feature-based methods, the key characteristic of intensitybased registration is that it does not require segmentation and feature extraction, thus reducing the influence of outliers and increasing robustness. Due to the timeliness exhibited by feature based registration methodologies the intraoperative pose estimation framework proposed in this chapter has made use of this technique. Although related registration methodologies have been developed in the past, there remain significant challenges as these methodologies have not yet been introduced into fractured bone segment pose estimation. The anatomy based intra-operative pose estimation framework proposed in this chapter is motivated by these limitations. Fig. 1 illustrates the proposed framework and conveys how the 2D-3D registration algorithm is used intra-operatively along with the pre-operatively reconstructed 3D fractured bone model. The 2D-3D registration framework can be split into two distinct phases: 1) Frontal and lateral pose estimation 2) Axial pose estimation. Since the registration is performed through images acquired from the frontal and lateral viewpoints, registration in these planes will be performed highly accurately through the first phase of the 2D-3D registration process. The axial alignment, which is critical as it has a high impact on functional biomechanics of the leg, will be conducted in the second phase. The intraoperative 2D-3D registration framework discussed is independent of how the patientspecific 3D data is acquired. The proceeding sections will discuss the required processing of the fluoroscopic images to extract the features of interest, CT dataset segmentation for patient-specific model creation, followed by the 2D-3D registration algorithm. 
Methods

Acquisition Geometry and Calibration of Fluoroscopic Images
In this chapter the fluoroscopic image acquisition is described through a pinhole camera model (Tsai 1987) , that represents mapping from a 3D scene onto a 2D image (Fig. 2) . The X-ray center of projection is defined as O c and the imaging plane is located at z c = focal length (f). The ray from the center of projection to the image plane is called the principal axis, and the principal point (p) is the point at which the light that passes through the image is perpendicular to the imaging plane. The pinhole camera model dictates that 3D object points X i map onto the imaging plane through the intersection of rays that originate from the centre of projection and pass through X i . Simple geometry shows that the image coordinates (u,v) are related to the object coordinates (xo,yo,zo), of point Xi, through Equation (1).
The relationship between the coordinates of a 2D image pixel, and its corresponding 3D object point can be expressed through Equation (2) below.
Here the 3x4 projection matrix M, relates any 3D point X = (x o ,y o ,z o, 1) T to its corresponding projection x = (u,v,1) T in the acquired image. The intrinsic projection parameters of the X-ray tube (focal length and principal point coordinates), are represented through K, and the extrinsic parameters (rotation and translation of the acquisition system in a world coordinate system) through [R|t] . The intrinsic projection parameter matrix can be defined through Equation (3). Here (u o ,v o ) denote the coordinates of the principal point. The pixel sizes along the u and v axes is denoted by pix u and pix v respectively.
The camera calibration methodology is not an integral part of this chapter. The intrinsic camera calibration method simply relies on the technique described in (Tsai 1987 ) where a set of coplanar points visible on the image, are used to compute the camera parameters. We utilized a radio-opaque board with spherical metal markers applied to it on both sides. The respective positions of the markers on the fluoroscopic images are identified through segmentation. In order to obtain the intrinsic parameters, a set of views of the calibration board at different poses is used. First the parameters are approximated by a closed-form solution which disregards lens distortion. Then the reprojection error is minimized using gradient descent yielding the final values for the intrinsic parameters. The extrinsic parameters relating to the rotation R and translation T of the acquisition system are computed for different c-arm orientations. The c-arm orientation is described by two anatomical angles, cranio-caudal(α) and right/left anterior (β) and a translational adjustment between the source and the imaging object (Source to Image Distance, or SID). The SID and the α/β angles are measured in real time by sensors (Fig. 3) . The extrinsic parameters of the c-arm are modeled as a function of α and β angles (Equation 4). Here, R o is the rotational matrix describing the initial (α=0 and β=0) local camera frame with respect to the global coordinate frame. T o is the initial (α=0 and β=0) translation of the center of projection in global reference frame coordinates. R αi is the rotational transformation due to rotation of α i about the resulting alpha axis. R βi is the rotational transformation due to rotation of β i about the constant beta axis. It is assumed that both axes are orthogonal and intersect. 
Fluoroscopic Image Processing
Image processing is performed on the fluoroscopic images to extract the necessary feature information for the 2D-3D registration process. The processing performed can be separated into two stages: segmentation (edge extraction) and key morphological feature extraction (femur shafts). The main objective of the edge extraction technique is to identify object boundaries with sufficient continuity to be successfully employed in the proceeding pose estimation. Many of the classic first (Roberts, Prewitt, Sobel) and second (LOG) derivative based edge segmentation methodologies extract isolated edge pixels and do not provide continuous edge contours. The proposed edge extraction technique attempts to link sets of potential edge pixels to create continuous boundaries. It employs two tactics to achieve this: thresholding with hysteresis and edge relaxation. Firstly, adaptive (local) hysteresis based thresholding is performed on the gradient image where the two threshold values are set to be the 50th and 75th percentile of gradient magnitude values in the local window. Adaptive thresholding adjusts the threshold level according to the intensity statistics of a local region. This technique is employed typically with X-ray/fluoroscopic images to counter the illumination gradients present on the radiographs. Secondly, edge relaxation is performed through a region growing exercise. This region growing is conducted on the intermediate pixels (pixels that fall between the 50th and 75th percentile of gradient magnitude values) to ensure sufficient continuity of the edge contour. Edge relaxation involves the recursive re-labeling of intermediate pixels with one or more neighboring edge pixels, utilizing an eight neighboring connectivity scheme. In-order to be reclassified as a foreground edge pixel the difference of the magnitude and orientation of the intervening pixel with the surrounding edge pixels will be checked and has to be within a user specified tolerance level. Following the edge relaxation a small component elimination morphological operation is performed to remove all connected pixel components with too few pixels. This is a noise elimination step that will remove any misidentified edge contour pixels. Following the edge extraction, further image processing is conducted to identify the femur edges that form the outer diameter of the shaft. A classical Hough transform is used to isolate these feature lines within the segmented fluoroscopic image. The classical Hough transform requires that the desired features be specified in some parametric form, and hence is ideal to be used for the detection of regular shapes such as lines. The main advantage of the Hough transform technique is that it is tolerant of gaps in feature boundary descriptions and is thus unaffected by slight image occlusions (Beutel, Kundel et al. 2000) . Once potential lines have been identified through the Hough transform they will be paired and classified as an outer edge or noise (Fig. 4) . This classification is performed by utilizing data gathered by (Noble, Alexander et al. 1988 ) on the mean and variance of femur shaft cross sectional anthropometry. Thus line pairs that fall within a certain range (mean ± standard deviation) of the anthropometric measurements will be classified as a pair representing the outer diameter of the shaft. The edge contour image that will result following the segmentation and the extracted feature lines will provide the required input to the 2D-3D registration process as will be discussed in the proceeding section. 
Extraction of Anatomical Surface Model
The patient-specific 3D anatomical bony structures required for the intra-operative registration are pre-operatively extracted from CT data. Bony anatomies appear as high intensity regions in the CT slice images. Reconstruction of 3D models from CT volumes consists of a two-step process. Firstly, an image slice segmentation is required for the extraction of the outer contours of the anatomical structures, and secondly, 3D reconstruction is performed by utilizing a surface triangulation technique such as the marching cubes algorithm (Kim, Kim et al. 2004; Momi, Motyl et al. 2005) . Femoral contour extraction is a difficult process due to the variation in the bone intensity and the lack of a distinct joint space. The interior structure of the femur contains trabecular bone with a shell of cortical bone. The image intensity varies between these two bone structure types. Furthermore, weakly defined joint space around the femoral head and the pelvic bone also adds to the complexity of the contour extraction process. Several techniques that appear in literature were considered to perform the segmentation and contour extraction. Atlas based segmentation techniques merge image segmentation with image registration (Beutel, Kundel et al. 2000) . However, fractured bone segmentation is not possible through this technique. Region growing approaches can segment whole skeletal structures, but cannot separate individual bones (Beutel, Kundel et al. 2000) . Thus a Level-Set based segmentation technique was developed to provide adequate flexibility to segment fractured bones while ensuring the ability to extract only femoral bone fragments of interest. Level-Set methods have been widely used in the fields of fluid mechanics and material sciences for some time and have recently been applied within the field of machine vision for segmentation problems (Li, Xu et al. 2005 ). The principal idea behind level set methods is the definition of a static, evenly spaced mesh in an image or volume space. The values at each point on the mesh relate to the proximity of the mesh point to an evolving curve or surface with the level set of zero defining the location of the curve or surface. Mesh points contained within the evolving surface are given negative values and mesh points outside the surface are given positive values. An evolving speed function for the movement of the curve or surface is defined and mesh values are 
Where d is the distance between the point x and ) (t  , and the plus/minus sign is chosen depending on whether the point is outside/ inside the interface.
In the above equation, F is the speed of the interface point along its normal direction. The moving interface evolves under the effect of F. It expands when F is positive, while it contracts when F is negative. When F is equal to zero, the interface stops and gives the segmentation result. The method implemented is a 3D level set which forms a single unconstrained 2D surface in 3D space. The formulation of the speed function is given in equation below. The speed function F controls the deformation of the interface.
In the above equation F(x,y) is the force at mesh point (x,y) and (x',y') is the nearest point on the zero level set to (x,y). F o is the Advection Force term, F c the Curvature Force term and F i the Image Force term based on the Gaussian derivative filters. The image force term F i is based on a 1D Gaussian derivative filter orientated in the normal direction of the zero level set surface at the point of interest (x0, y0). This filter is preferable over a simple edge detection such as a Sobel or Canny edge detector as its increased range means that less defined edges may be detected. Level set methods have a high computational cost as the nearest point on the zero level set must be found for each mesh point. Narrow-band extensions to level set methods lower the computational cost of the algorithms by only updating the mesh in an area local to the zero level set. These methods require the mesh to be reinitialized every few time steps as the zero level set approaches the mesh points that have not been updated. This re-initialization is in itself computationally expensive, however the overall computational cost over time was reduced substantially using this method. The narrow band update method was used in the implementation with a band range of 5 in plane voxel widths. It is useful to note that mesh values may be used to determine how close to the level set the mesh point is and whether it is inside or outside the level set, based on the sign. A relatively large time step is used in out implementation as smaller time steps do not appear to affect the final result and increase the computational cost. The Advection Force is set to unity. Following the segmentation, a 3D triangulated surface may be formed from the mesh by isosurfacing with the value zero using the 'Marching Cubes' algorithm (Kim, Kim et al. 2004; Momi, Motyl et al. 2005 ). This algorithm is based on examining each 8 adjacent points in the mesh and determining the triangulation required.
Pose Estimation
The proposed pose estimation framework employs the set of 2D fluoroscopic images and the 3D anatomical surface model, and identifies the transformation of the model so that its projections on the anterior and lateral planes match the acquired fluoroscopic images. This registration can be treated as determining the equivalent affine transformation which includes a set of translational (T x , T y , T z ), and rotational (R x , R y , R z ) parameters where the x, y and z axes are aligned with the frontal, lateral and axial axes of the bone segment. As illustrated in Fig. 5 the 2D-3D registration between a 2D projection image and 3D model is concerned with determination of the transformation T2D/3D such that the 3D to 2D projection fulfils the conditions defined above. The image to physical space registration (T) can be described as finding the geometrical transformation that determines the position of the imaged anatomy in the world coordinate system. The frontal and lateral alignment is driven by the outer shaft lines identified through the fluoroscopic image processing. The inputs required for this alignment are the two 2D gradient directional vectors of the shaft in the frontal and lateral planes as well as two arbitrary points that lie anywhere on the mid shaft axis in those planes. Firstly the mid shaft line is calculated by averaging the start and end points of the outer shaft lines in each plane (from which the required directional vectors and the arbitrary points are extracted). This mid shaft line is then projected perpendicular to the plane. The intersection of these perpendicular projections from the frontal and lateral planes will form the axis of rotations for a particular segment (Fig. 6) . The gradient information of the mid shaft line is utilized to calculate the normal vectors of these projected planes by obtaining the cross product between the direction vectors of the mid shaft lines and the imaging plane normals. These normal vectors, n frontal and n lateral and the arbitrary points identified on the lines (P frontal and P lateral ) are used in Equation (7) to solve for the vector line equation of the shaft axis of rotation in 3D. This is accomplished by identifying a point that lie on the 3D axis of rotation (P axis ) as well as the direction vector of the axis (M axis ) as seen in Equation (7).
Once the axis of rotation is identified for the target images, the model axis of rotation can then be aligned with it utilizing Equation (8 It should be noted however that the axial alignment of the coordinate frames with respect to the bones may not be identical in both the model and the target. As a result, even after the application of the transformation obtained in Equation (8), a final adjustment of the axial rotation is still required to complete the pose estimation process. This axial alignment process is discussed in the proceeding section. Fig. 6 illustrates the various notations involved in the axis of rotation identification process. Fig. 7 (a)/(b) illustrates the axial alignment process. Following the anterior and lateral pose estimation the axial rotational and translational alignment is conducted through an optimization based framework. The objective functions (similarity measure) proposed for this task is the summation of the Euclidean distance between each surface boundary contour point of the projections from the 3D surface model and the corresponding closest point on the edge contour identified on the fluoroscopic image. Fig. 7(b) illustrates the objective function for variations of angular axial rotations (R z direction). The objective function posed through the similarity measure that is proposed can be classified as Nonlinear, Continuous, Unconstrained and Deterministic. Arguably the problem can be classified as a constrained optimization problem with constraints imposed on the possible transformations. However, these constraints will not play an essential role in the optimization and will only serve as general safety limitations and hence were excluded from the optimization process. Many algorithms for nonlinear optimization problems seek only a local solution, and do not always identify the global optima. The logical methodology to ensure the global convergence is to ensure that the problem is one of convex programming. For a convex function, global optimality is guaranteed by local optimality. The current objective function shown in Fig. 7(b) has the required convex shape (in the proximity of the optima). The simplex Nelder-Mead method (Lagarias, Reeds et al. 1998) was utilized to solve this multivariable optimization problem. The optimization process is run under two conditions that ensure successful convergence and timeliness. Firstly, a multi-resolution framework is employed that involves first searching for the solution from a highly sub-sampled projected contour and then refining the solution through a series of reductions to the sub-sampling. Secondly a variable step size based implementation is employed where the rotation and transformation steps start with large sizes and iteratively lessens in size as the algorithm nears its optimal solution. 
Results
To test the pose estimation capabilities of the 2D-3D registration algorithm and the effectiveness of the proposed similarity measure (objective function) several phantom studies were conducted. The first study involved a synthetically broken CT data set from which pairs of fluoroscopic images were acquired in the frontal and lateral planes. This acquisition was repeated for a series of poses of the CT data. Through this synthetic CT volume movements the authors were able to obtain highly realistic fluoroscopic images that were analogous to those obtained clinically on human subjects (Fig. 8) . These acquired fluoroscopic images were next utilized in the testing phase where the 2D-3D registration was performed with a prebuilt 3D surface model of the fracture region. This 3D model was acquired from the CT data set and was initialized manually. Fig. 8 illustrates a few qualitative results of the tests performed. Moreover, Table 1 indicates the absolute average difference between the actual and identified rotations/translations through the 2D-3D registration process. Digitally Reconstructed Radiographs (DRRs) simulating the fluoroscopic images were created from the CT dataset utilizing ray-casting. This technique initially constructed rays between points on the imaging plane and the imaging source and then the individual intensity values of the DRR images were computed by summing up the attenuation coefficients associated with each voxel along a particular ray in the CT data. The results in Table 1 convey that the registration was performed at sub-degree and sub-mm accuracy and with highly robust repeatability. This is in line with the accuracy requirements for image guidance required during present orthopedic femur fracture reduction procedures. The second study was performed with a distal fragment of an artificially fractured plastic bone (Fig. 9) . The fragment was attached to a Stewart platform and moved through a series of rotations in the Rx, Ry and Rz direction. Fluoroscopic imaging was emulated through a USB camera mounted on a rotary arm (similar to a fluoroscopy c-arm). Even though the effects of variation of X-ray absorption in tissues such as muscle, fat, and skin cannot be simulated with this test setup, effort was made to closely match the actual clinical process steps undertaken. The proposed pose estimation technique was applied to this test setup and 20 iterations of the same test were conducted (Fig. 10) . The average absolute mean R x error was 0.567 degrees, R y error was 0.487 degrees and the R z error was 0.604 degrees. The standard deviation of errors was 0.098 degrees. The results further convey that the registration can be performed at sub-degree accuracy. 
Conclusion
The results indicate that the pose estimation framework discussed in this chapter is able to identify the orientation of femur shaft fracture segments in 3D with acceptable accuracies, from 2D orthogonal views. The registration was performed at sub-degree accuracy with successful repeatability. Future testing will be conducted by the authors with the aid of actual intra-operatively obtained fluoroscopic images. The authors are also exploring techniques to further augment the pose estimation performed through the 2D-3D registration. One such measure includes skin based markers that may be employed to identify the axial misalignment between the proximal and distal segments. This axial alignment has been identified as one of the vital requirements for clinically successful fracture reduction surgery.
