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MODELS OF INDUCTIVE SYNTHESIS 
E. B. KINBER AND A. N. BRAZMA 
D In designing a new algorithm we usually begin with considering a number 
of examples and then try to generalize them. These examples are mainly 
input-output examples or sample computations (computation traces, histo- 
ries of computations) explaining the algorithm’s behavior. The aim of our 
research is to understand and formalize the process of this generalization 
and eventually to design practical synthesizers. a 
1. THE RECURSIVE-THEORETIC APPROACH 
Till the end of 197Os, inductive synthesis was basically studied on the recursive-the- 
oretic level. The most popular and natural recursive-theoretic model of inductive 
synthesis was introduced by M. Gold in his fundamental paper [15]: given the 
sequence 
f(O),f(I),f(2),...,f(m),... (1) 
of the values of a recursive function f, it is required to hypothesize an algorithm 
computing f (later this model was denoted by GN in Soviet work [29], by EX in 
American work [2, 211, and by LIM in east German work [3]). 
The synthesis (inference) procedure in Gold’s model is viewed as an infinite 
process. An inductive inference procedure (called below a strategy), using a 
sequence (11, produces a sequence of conjectures M,, M2,. . . , Mk,. . . such that, 
for some mO, all M, with m 2 m, are equal to a correct program (say, a number 
in a standard enumeration of all partial recursive functions) computing f. M. Gold 
called this inference process identification in the limit. A slightly different model 
was defined by J. Feldman in [16]: for some m,, all M,,, with m L mO are correct 
programs (not necessarily equal) computing f; this model was denoted by GN” in 
Soviet papers, and by BC in American ones. Various other models of inductive 
Address correspondence to E. B. Kinber, Computing Centre, Latvian University, Riga, Latvia. 
Received January 1989. 
THE JOURNAL OF LOGIC PROGRAMMING 
OElsevier Science Publishing Co., Inc., 1990 
655 Avenue of the Americas, New York, NY 10010 0743-1066/90/$3.50 
222 E. B. KINBER AND A. N. BRAZMA 
inference were defined, investigated, and compared with EX and BC in [17-191. 
Identification in the limit has been studied comprehensively from many points 
of view. We will discuss below some areas of this research.’ 
1.1. Complexity of Identification 
The number of changes of hypotheses seems to be the most natural measure of 
complexity for identification in the limit. This measure was studied comprehen- 
sively in [20, 22-241. Let G*(o,f) denote the number of hypothesis changes the. 
strategy G makes in identifying f on an input sequence o. For any enumerated 
class of recursive functions (%, T) (where T is a computable enumeration of the 
class 5%) let 
Exact estimates for G*(o, n) are obtained in [20, 221: for any enumerated class 
(9,~) there is a strategy G such that for every input sequence o 
G*(o,n) <log,n+U(log,n); 
on the other hand, there is an enumerated class (9,~) such that for any 
identifying strategy G 
G*(o,, n) L log,n -O(l), 
where o,, is the natural input sequence f(O),f(l>, . . . , f(k), . . . . 
It follows from the above result that there exist enumerated classes of functions 
having asymptotically the best identifying strategies. On the other hand, it is shown 
in [24] that any recursive reduction of G*(o~, n) is possible for some enumerated 
classes (%,7). 
Various possibilities for decreasing the number of hypothesis changes for a 
given input sequence w were investigated in [25]. 
1.2. Identification in the Limit in Nonstandard Enumerations 
Classes of functions identifiable in the limit in the standard enumerations may 
have a complicated structure: for example, they can be not effectively enumerable. 
In [26, 271 it was investigated how the choice of a nonstandard enumeration 
influences the identification possibilities. An enumeration of all partial recursive 
functions was constructed in [27], for which only finite classes of functions were 
identifiable. Infinite but not effectively enumerable classes of functions are identi- 
fiable in a different nonstandard enumeration of all p.r.f.3 [26, 271. A characteriza- 
‘For the most part, work of the research group in Latvian State University is covered. 
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tion of identifiable classes in terms of Friedberg enumerations and computable 
one-one enumerations maximal according to certain reducibilities is given in [28]. 
1.3. Identijication in the Limit of Minimal Giidel Numbem 
Kinber showed in [29] that minimal Godel numbers are not inferable in the limit 
for some recursively enumerable classes of functions. Identification in the limit of 
minimal numbers was studied comprehensively in [30, 32, 311. As was shown in [30, 
311, possibilities of identifying minimal numbers strongly depend on the choice of a 
standard enumeration of p.r.f.‘s. For example, there is a standard enumeration 
where just finite classes of functions are identifiable in the limit in the sense of the 
minimal numbers. Moreover, the set of all standard enumerations is partially 
ordered with respect to possibilities of identifying the minimal numbers. The 
number of hypothesis changes for the minimal number’s identification also de- 
pends on the choice of a standard enumeration [32]. 
1.4. Probabilistic Identification in the Limit 
Probabilistic identifying strategies use a generator of random numbers with a finite 
alphabet yielding its output values with equal probability and in accordance with a 
Bernoulli distribution. Classes of recursive functions identifiable with a probability 
p > i have been proved to be identifiable by deterministic strategies [33]. However, 
probabilistic strategies can be more economical in the sense of the number of 
hypothesis changes: for every p < f and for every n EN there is a class identifi- 
able with probability p by a strategy changing hypotheses n times and not 
identifiable by any deterministic strategy with 2n changes of hypotheses [34]. 
Strategies identifying classes of recursive functions in the limit basically use the 
method of so-called identification by enumeration: they systematically search the 
whole space of possible hypotheses until one is found that agrees with all data so 
far. However, this method is not practical. A possible way to construct more 
practical inference strategies is to use histories of computations (or sample 
computations) instead of input-output examples. Some promising results support- 
ing this approach are obtained in [35, 361. Namely, let o be a class of automata 
with a input symbols and b output symbols. Further, let w be any input sequence 
of words, G*(w, A) be the number of hypothesis changes necessary for identifying 
an automaton A on w, and G*(w, %a,b, k) = max{G*(w, A) I A has not more than 
k states]. Then there is a strategy G such that for any w 
G*(m, %a,,,, k)_<(a-l)klog,k. 
A very important corollary follows from this result for the inductive synthesis of 
programs from their operational-logical histories: there is a strategy G that 
synthesizes in the limit all programs P from examples of operational-logical 
histories with at most II PII log,11 Pll changes of hypotheses, where II PII is the number 
of all logical commands in P [361. The number llPlllog,llPII is practically commen- 
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surable with the number of mistakes a programmer makes designing a program. 
However, the strategy G still is not practical, because it uses an exhaustive search. 
A theory and more practical methods of inductive synthesis from sample computa- 
tions are developed in the next section. 
2. SYNTACTICAL INDUCTIVE SYNTHESIS PROM SAMPLE COMPUTATIONS 
Synthesis from sample computations explaining the behavior of a program, con- 
trary to identification by enumeration, is based on detection of various regularities 
in samples. The simplest case is when the input information is regarded as a string 
of characters without any semantics. Then the synthesis is based on the detection 
of purely syntactical analogies in examples. The required program is synthesized in 
a form of a grammar describing all possible computation traces (sample computa- 
tions). Such a grammar can be considered as a nontraditional way of presenting a 
program (in fact, a program scheme). To give a semantics to such a program one 
has to interpret operators and predicates in definite way. 
For practical synthesizers it is clear that the class of synthesizable programs 
must be limited-we have to look for models (schemes) of inductive synthesis 
applicable to reasonable problems within which the synthesis is effective and which 
are convenient for the user at the same time. Such a model includes an effective 
synthesis algorithm. Below we give a survey of the research in inductive syntactical 
synthesis done by the group at Latvian State University. 
2.1. Dot Expressions (J. M. Barzdin [8, 91) 
This model was the first model of syntactical inductive synthesis based on detection 
of fragments of arithmetical progressions in sample computations. 
Let us consider the algorithm computing the greatest common divisor (GCD) of 
two natural numbers Xl and X2. Let mod(X1, X2) be the remainder from 
integer division of Xl by X2. Then a possible way to describe the GCD algorithm 
might be the example in Figure 1. 
Let us consider another example- the bubble-sort algorithm. It can be de- 
scribed as shown in Figure 2. 
From these descriptions (sample computations) evidently it is possible to recon- 
struct the respective general algorithms. Therefore, a description of the algorithm 
by sample computations can be regarded as a program in some nontraditional 
Input Xl, X2 
Let X, := mod(X,, X2); 
Is X3 = O? Suppose it is not. 
Let X, := mod(X,, X3); 
Is X4 = O? Suppose it is not. FIGURE 1 
Let X5 := mod(X,, X4); 
Is X5 = O? Suppose it is. 
Return X4; 
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Input A: Array (1 . .a); 
If ~(1) IA(~) then; else A(l) -A(2); 
If ~(2) <A(3) then; else A(2) -A(3); 
If A(3) 5 A(4) then; else A(3) *A(4); 
If A(1) <A(2) then; else A(1) -A(2); FIGURE 2 
If A(2) 5 A(3) then; else A(2) -A(3); 
If A(1) <A(2) then; else A(l) @A(2); 
Return A; 
programming language. How to define the semantics of such a language? A usual 
way to define the semantics of a language is a translation to another language with 
semantics known in advance. Since here the intended language is that of examples, 
it is natural to define its semantics by means of inductive inference rules, recon- 
structing the general algorithms from their sample computations. 
As a means for presenting general algorithms here we will use so-called dot 
expressions. The basic construction in the language of dot expressions is a dot term 
-any word of the following type: 
(a,a,. . . a, 0 0 0 b,b,. . . b,), 
where alaZ.. . a,, and b,b, . . . b, are words in a given alphabet X and there exists 
CEN such that for all i~{l,..., n) one of the following conditions holds: either 
aijbi E Z and lai - bil = c, or ai = bi. For example, 
T, = (Al0 0 0 A5), 
T2 = ( AO( 1) 0 0 0 A5( 6)) 
are dot terms. 
On replacing dots “ 0 0 0 ” in a natural way with the appropriate particular string 
and removing the brackets “(” and “)“, we obtain an unfoldment unKT) of the 
given dot term T. For example, 
unf(T) =AlA2A3A4A.5, 
unf(T) =AO(l)A1(2),42(3)A3(4)A4(.5)A5(6). 
Another basic notion is a dot string, which we obtain by concatenation of dot 
terms or embedding one term into another. For example, 
W, = (Al0 0 0 A5)(1B 0 0 06B)Cl, 
w*=((A11~W413)~~+l31=Vl33)) 
are dot strings. 
For dot strings an unfoldment can be defined. To get an unfoldment UnfW) of 
the dot string W we successively replace all its dot terms (starting with the 
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Input X,, X,; 
(Let X3 := mod(X1, X,); 
Is X, = O? Suppose it is not; 0 0 0 
Let XK:= (XK - 2, XK - 1); - - 
Is XK= O? Suppose it is not;) 
FIGURE 3 
Let XK + 1 := mod(XK - 1, XK); 
Is XK - 1= O? Suppose it is; 
Return XIC; 
outermost) with their unfoldments. For example, Unf(W,) is unfolded as follows. 
First, unfolding the outer term, we get a dot string 
(All0 0 0 A13)(A210 0 0 A23)(A310 0 0 A33). 
Then, after unfolding the rest of the terms, we obtain 
Unf( W,) =AllA12A13A21A22A23A3lA32A33. 
Dot expressions are dot strings depending on a variable (we denote it by K). 
Thus, for example, 
E, = (Al0 0 0 AK)(lB 0 0 OK+ lB)Cl, 
E,=((All~~~AlK)~~~(AKl~~~AKK)) -- 
are dot expressions. We define the value Val(E, K,) of the dot expression E for 
the given K, E N as the unfoldment Unf(E(K,)) of the dot string E(K,), obtained 
from the dot expression E by replacing all the substrings K + c (c E Z) with the 
value K, + c. Thus, for example, Val(E,, 4) = Unf(W,) and Val(E,, 3) = Unf(W,>. 
For an arbitrary K, E N, the value Val(W, K,) is called a formal example of the 
expression E. 
The general algorithm for computing the GCD can be represented as the dot 
expression in Figure 3. Note, that this dot expression is indeed an algorithm 
computing the GCD, as it gives all computation traces of the algorithm (for 
appropriate values of K). 
Similarly, the bubble-sort algorithm can be represented as the dot expression in 
Figure 4. 
The essential element of the given model is the system of inductive inference 
rules reconstructing eneral expressions from their examples. The system has to be 
complete in the following sense: if the formal example of the given expression is 
Input A: Array (1.. K) 
((If A(1) <A(2) then; else A(1) -A(2) 0 0 0 
If A(K - 1) 5 A(K) then; else A(K - 1) -A(K)) 0 o o 
(If A(1) 5 A(2) then; else A(1) ++ A(2) 0 0 0 
FIGuRE 4 
If A(1) 5 A(2) then; else A(1) +B A(2))); 
Return A; 
MODELSOFINDUCTIVESYNTHESIS 227 
long enough, then the system of inference rules synthesizes an expression equiva- 
lent to the given one. The system consisting of three rules (folding up, standardiza- 
tion, and generalization) described below has been proved to be complete for dot 
expressions (Brazma [lo, 131). Let us note that the proof is rather complex. 
The rule of folding up is based on the notion of the so-called regular strings. A 
string is said to be regular if it is the unfoldment of some dot term. For example, 
the strings 
AlA2A3A4A5 ( = unf( (Al 0 0 0 A5))) 
and 
A6B5A5B4A4B3A3B3 ( = unf( (A6B50 0 0 A3B2))) 
are regular. The rule of folding up searches in the given string for the regular 
substring (~(lM2). . . a(k) [or cu(kMk - 1). . . (~(01, k E N, having the maximal 
value of k/Icy(l)1 ( i.e. the number of repetitions divided by the length of the 
repeated fragment), and replaces it with the corresponding dot term: 
(a(l)0 0 0 a(k)). The rule of standardization is applied after each application of 
folding up. It expands maximally and shifts to the right (in a sense) all dot terms of 
the given dot string. The rule of generalization is applied when no other rule can 
be applied, and no rule is applied later. It replaces all “large” numbers in a dot 
string (i.e. numbers which are larger than a half of the maximum) with expressions 
of the type K L- C (C EN), where K is a variable. Thus, given the string 
AlA2A3A4A51B2B3B4B5B6BC1, 
the system synthesizes following dot expression: 
(Al~~~AK)(lB~~~K+lB)Cl. 
From the sample computation of the GCD given in Figure 1, the system 
synthesizes the general algorithm for the GCD given in Figure 3. Similarly, the 
system synthesizes the bubble-sort algorithm (Figure 4) from the sample computa- 
tion of the bubble-sort algorithm given in (Figure 2). 
From the completeness of the described system of inductive inference rules, it 
easily follows that there exists an algorithm which synthesizes an arbitrary dot 
expression in polynomial time. 
2.2. WHILE Expressions Constraining Interpreted Predicates 
(x, IY,) A (x2 --<yJ Ninber [141) 
Loop conditions in the expressions (programs) of this language are interpreted 
predicates of the type x -<y and their conjunctions; these predicates do not 
explicitly occur in sample computations-instead they are interpreted in the 
computation process. To show the difference from the uninterpreted substrings, we 
represent them in SMALL CAPITALS: 
(~:=O)WHILE(XS~)DO(~XX+) 
(x+ denotes the assignment operator x :=x + 1) is a program in this language, and 
bOblb2b3b4b5b6b7 
is its value (formal sample computation) for y = 7. 
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The standard sort-merge algorithm that merges ordered arrays A[1 : ml and 
B[l : n] into the ordered array C[l : m + nl can be written in this language as 
follows: 
R: 1nput:A: ARRAY(~..xJ,BARRAY(~..YJ, 
C:ARRAY(l..XO+yO), 
(x:= 1, y:= 1, Z:= 1) 
wHILE((X IX,,) A (J'SY,)) 
DO(CASE : Is A(x) I B(y)? Suppose yes. Then 
C(z) :=A(x), x+2+ 
Is A(x) I B(y)? Suppose no. Then 
C(z) := B(y), y+z+ 
WHILE(XIXO)DO(C(Z):=A(X), X+Z+) 
WHILE(yIJ'O)DO(C(Z):=&'), y+Z+) 
output c. 
The sample computation 
Input:A: ARRAY(~..~), B: ARRAY(~..~), 
C:ARRAY(l..8), 
[Is A(1) I B(l)? Suppose yes. 
Then C(1) :=,4(l), 
Is A(2) I B(l)? Suppose yes. 
Then C(2) := A(2), 
Is A(3) I B(l)? Suppose no. 
Then C(3) := B(l), 
Is A(3) I B(2)? Suppose yes. 
Then C(4) := A(3)] 
[C(5) := B(2), 
C(6) := B(3), 
C(7) := B(4), 
C(8) := B(5)] 
output c, 
naturally explaining the algorithm’s behavior, is a formal sample of the program R. 
Special annotations (brackets [,I) are used in this sample computation to specify 
approximately the loop boundaries (specification of this kind apparently is not 
difficult for a user). 
A synthesis algorithm has been developed which constructs the necessary WHILE 
expression from a given system of annotated sample computations describing the 
program’s behavior completely enough. It has been proved that if annotations 
specify the loop boundaries correctly, then the synthesis algorithm finds a program 
equivalent to the given one. 
The synthesis algorithm handles an arbitrary sample computation in polynomial 
time. However, the number of samples necessary for the synthesis can be exponen- 
tial. Nevertheless, if the number of loops in a program is bounded, then the 
synthesis algorithm has a polynomial time complexity. It would be interesting to 
know whether it is possible to generalize these results to the case when loop 
conditions are arbitrary poolean expressions over predicates x 5 y. 
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2.3. FOR Expressions Containing Interpreted Functions Minber [El) 
Programs in this language contain only FOR loops. Additionally, interpreted 
functions of the type f(x, y,, . . . , y,) satisfying certain monotonicity conditions are 
allowed. For example, using this model one may conveniently formalize the 
algorithm computing the sum of the first x natural numbers: 
T : Input x; (z := 1, y := 1) 
WHILE(ZIX)DO(Y $2, obtain y;lz+) 
output y. 
The word 
Input 5; 
[O + 1, obtain 1; 
1 + 2, obtain 2; 
3 + 3, obtain 6; 
6 + 4, obtain 10; 
10 + 5, obtain 15;] 
output 15. 
is, in particular, a formal sample computation of T explaining the program’s 
behavior. 
A synthesis algorithm has been developed which, given a sufficiently “repre- 
sentative” sample computation, synthesizes an arbitrary program in this language. 
For instance, from the sample computation given above it synthesizes the program 
T. The algorithm works in polynomial (in the length of input samples) time. 
2.4. Generalized Regular Expressions (Brazma and Kinber [5, 61) 
The language of generalized regular expressions (g.r.e.9 is a general model which 
includes (in a sense) all models considered above (one can obtain these models by 
putting different restrictions on the g.r.e.‘s and furing classes of interpreted 
predicates). G.r.e.‘s are regular expressions over a set containing an alphabet of 
variables X = {x, y, . . . 1; an alphabet A (A UX = 0); expressions x + c, x E X, 
c EN, assignment operators x :=y, x := c, x, y EX, c EN, and operators x+ (to 
add 1) and x- (to subtract 1). Examples of g.r.e.‘s are 
P, :(x:=0, y:=o)(ax+xuby+y)*, 
P:(x:=o)(ax+x(y:=x)(by+y)*)*; 
To obtain a (formal) sample computation, say, for P,, we compute an unfoldment 
of P,, for example, 
p* :(x := 0, y := 0) ux+xax+xa..x+xby+yby+yar+xby+yby+yby+y 
and then get the sample computation 
ala2a3blb2a4b3b4b5 
from P, by making obvious calculations. 
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Iteration (*I and union (U) correspond respectively to statements of the type 
WHILE( P)DO( c) 
and 
CASE(&-+U,, P2-'U2,..., +-'Uk) 
in real programming langmtges. 
The equivalence and inclusion problems for g.r.e.‘s have been proved to be 
solvable. On the other hand, all recursive functions can be expressed (in a sense) 
by g.r.e.5. A class of programs universal (in a sense) for all programs has been 
defined, and a syntactical synthesis algorithm has been developed for this class. 
The synthesis algorithm works in polynomial (in the length of input samples) time. 
The notion of universality is defined in terms of closure with respect to a finite set 
of “generalizing” transformations over programs. 
An interactive synthesis algorithm has been constructed for a wide class of 
g.r.e.‘s. The algorithm can sometimes ask the user (formally, the oracle) whether 
various expressions are initial fragments of sample computations. The interactive 
algorithm can also synthesize all universal programs. 
2.5. Iterative Programs (Kinber) 
A polynomial-time synthesis algorithm has been constructed for a wide class of 
g.r.e.‘s called iterative programs. Iterative programs are those which satisfy the 
following restriction: one step of any loop’s performance increases the value of any 
variable in the loop at most by 1 (and several other natural restrictions holding for 
“real” programs). For example, the sort-merge program 
(x := 1, y := 1, 2 := 1) input : a, b; 
(a(x) I b(y)? yes, then a(x) -+ c(z); X+Z+ 
IJ a(x) 5 b(y)? no, then b(y) + c(z); y+z+)* 
((a(x) = A, then (b(y) --, c(z); y+z+)* 
b(y) = A, then STOP.) 
U(b(y) = A, then (a(x) + c(z); x+z+)* 
a(y) = A, then STOP.) Output : c 
is synthesizable in this model, without any annotations, from two “representative” 
sample computations of the kind 
Input : a, b; 
a(l) I b(l)? yes, then a(1) --+ c(l); 
a(2) I b(l)? yes, then a(2) --j c(2); 
a(3) I b(l)? yes, then a(3) + c(3); 
a(4) I b(l)? no, then b(l) + c(4); 
a(4) 5 b(2)? no, then b(2) + c(5); 
a(4) I b(3)? yes, then a(4) + c(6); 
a(5) = A; then 
b(3) 3 c(7); 
b(4) + c(8); 
b(5) + c(9); 
b(6) = A; then STOP 
output : c. 
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(b) 
FIGURE 5. 
2.6. Graphical Expressions (Etmane [12]) 
The models of inductive synthesis considered above are linear in the sense that 
programs and example one-dimensional objects (words) are linear. The graphical 
expression is a generalization of dot expressions to graphs. For example, the graph 
given in Figure S(a) is a graphical expression. Its value for (Y = 3 and 0 = 5 is the 
graph given in Figure 5(b). 
The system of inductive inference rules for dot expressions described above can 
be generalized to graphical expressions, and its completeness can be proved (A. 
Brazma and I. Etmane). Consequently, there exists an algorithm which synthesizes 
an arbitrary graphical expression in polynomial time. 
For graphical expressions an efficient heuristic method and experimental system 
of inductive synthesis have been developed by I. Etmane. This system synthesizes, 
for example, a general algorithm (a graphical expression) solving a linear equation 
system of n equations for arbitrary n, from sample computations olving a system 
of four equations. 
The sample computations in the considered system of the inductive synthesis 
are performed directly on arrays monitored on the computer screen by means of 
light pen. This is important because such sample computation is clear and visual: 
first we put on the screen input data, for example 
A = (A(1) = 3, A(2)‘= 2, A(3) = 4, A(5) = 1); 
then we put on symbols for the necessary operations (for example, > , -1; and 
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then we create the string “A(1) +-+ A(2)” by touching with light pen the correspond- 
ing expressions A(l), W, A(2); as a result the values of A(1) and .A(21 on the 
screen are automatically interchanged. This method allows one to present sample 
computations in many cases more easily and conveniently then the corresponding 
general algorithms. The idea of performing computations directly on the computer 
screen was proposed first by A. Biermann [4]. 
One possibly promising subsidiary direction for the application of inductive 
synthesis is program optimization. The basic idea is to unfold the loops (i.e. to 
replace them with particular long linear sample computations), then to optimize 
the resulting linear programs (their optimization is much easier than that of 
programs with loops), and finally to reintroduce the loops by folding linear 
programs using inductive synthesis. 
In [8] a different application of inductive synthesis-the synthesis of hypotheses 
about invariants of loops-is presented. 
Finally, it should be noted that translation from all considered models to 
traditional programming languages is a purely technical problem. 
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