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INTRODUCTKIN 
Let k be a field and let X and Y be two 2 x 2 generic matrixes over k. 
That is, 
*= x11 x12 , 
( 1 x21 x^22 
where xii and yjj are eight independent commuting indeterm~~ates over k. 
Thus X and Y are 2 X 2 matrices over A = k[x,, yijl~ The k-s~~~ige~~a 
of M,(A) generated by X and Y is called a ring of 2 x 2 generic atrices 
over k. 
R can also be described as follows. Let k(x, y) be a free associative 
algebra over k in two noncommuting variables. Then the map x F-+ X, y I--+ Y 
gives rise to an exact sequence 
O-tT2+k(x: y)-aR-a 
where T, is the ideal of two-variable polynomial identitie 
matrices over any infinite field containing k. In this way 
with the factor ring k(x, y)/T,. 
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R can be graded as a k-algebra (bigraded, to be precise) by giving X 
degree (1,0) and Y degree (0, 1). This grading is the same as the grading 
induced on R as a factor ring of k(x, y) by the homogeneous ideal T, or as a 
subring of M,(A), where k(x, y) is graded by giving x degree (1,0) and y 
degree (0, 1) and A = k[xij, yij] is graded by giving each xij degree (1,0) 
and each yii degree (0, 1). Then one can attach to R a Poincare series 
C ap4sptq, where ap4 counts the number of linearly independent elements 
(over k) in R of degree (p, 4). 
The object of this paper is to determine the Poincari series of R and to 
express it as a rational function in the two variables s and t. This is accom- 
plished by giving a precise description of R as a subring of M,(A) in terms 
of the ring of invariants of R. Our result answer a question of Procesi [ 1, 
p. 3791 in the case of the generic matrix ring generated by two 2 x 2 
matrices. 
1. THE STRUCTURE OF R=k[X,Y] 
In the following, all rings will be subrings of M,(A) and all constructions 
will take place inside M,(A). Moreover, all commutative rings will be 
subrings of A = k[xii, yij]. 
Let T, D: M,(A) + A denote trace and determinant, respectively, and set 
B = k[T(X), D(x), T(Y), D(Y), T(F)], 
S=BI+BX+BY+BXY. 
LEMMA 1 (cf. [2, p. 201). (1) B is a polynomial ring over k in the given 
five variables, which are algebraically independent over k. 
(2) I, X, Y, XY are linearly independent over A and hence over B. 
Therefore S is a free B-module of rank 4. 
(3) S is equal to BR and B is the center of S. 
ProoJ (1) and (2) are straightforward. To show that S is a ring 
containing R, it suffices to show that XS s S and YS E S, which follow 
from the identities 
X2 = T(X)X - D(X)& p= T(Y)Y-D(Y)& 
YX= [T(XY)- T(X) T(Y)]I+ T(Y)X+ T(X)Y-XY. 
The first two of these identities are the Cayley-Hamilton theorem and the 
third is the multilinearization of the Cayley-Hamilton theorem. That B is the 
center of S is a consequence of (2). 
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&vUvlA 2. The commutator ideal [R, R] = I to 
S(XY - YX). 
ProojI The identities 
(XY - YX)X = T(X)(XY - YX) - X(XY - YX) 
and 
(XY - YX) Y = T( Y)(XY - YX) - Y(XY - KY) 
imply that [R, R] s S(XY - YX) and that T(X)(XY- YX) and 
Y- YX) lie in [R, R ]. The following en show that 
YX)-and hence S(XY - YX)---is contai I: 
D(X)(XY - YX) = X(XY - YX)X, D(Y)(XY- YX)= Y(XY- YX)s/s 
T(XY)(XY - YX) = XYXY - YXYX. 
AlI of the above identities follow from the Cayley-Hamilton theorem applied 
variously to X, Y, XY, and YX- 
Now we are ready to give an explicit description of the ring R as a vector 
space. 
THEOREM 3. R =@p,q>o kXpYq 0 S(XY - YX), a direct sum of vector 
spaces over k. 
-- 
BrooJ: Let X, Y denote the images of X and Y under the canonical 
projection R -9 R/[R, R]. Since 
R/[R, R] = k[z, y’l = @ kgp>vg 
PA>0 
is a commutative polynomial ring over k in two variables, it is clear that 
R= @ kXpP@[ 
PA>0 
a direct sum of vector spaces over k. Since [ gii] = S(XY- YX) by the 
preceding lemma, we are done. 
Theorem 3 makes possible an equally explicit descr~~t~o~ of C 
We begin with 
LEMMA 4. C(R) f’ S(XY- YX) = B(XY - YX)“. 
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ProoJ: Note that (XY - YX)” = cr E B, where 
u = [T(xY)]* - T(X) T(Y) T(XY) + T(x)2D(Y) 
+ T(Y)2D(X) - 4D(X) D(Y). 
By Lemma 1, 
S=BI+BX+BY+BXY 
is a free B-module of rank 4, with center B. Suppose a, /I, y, 6 E B are such 
that 
z=(a+/?X+yY+GXY)(XY- YX) 
lies in the center C(R) c R. Multiplying by (XY - YX) on the right yields 
r(XY - YX) = oal + upx + ayY + 06XY. 
By the third identity used in the proof of Lemma 1, 
t(XY- YX) = z[T(X) T(Y) - T(XY)]I- zT(Y)X- rT(X)Y+ 2tXY. 
Equating the coefficients of X in the preceding two formulas, we obtain the 
equation 
u/3 = -rT( Y) 
in B, a unique factorization domain. Since o is not divisible by T(Y), r must 
be a multiple of cr. But this means that t lies in Bo = B(XY - YX)” and 
hence that 
C(R) n S(XY - YX) c B(XY - YX)‘. 
The opposite inclusion is immediate from Theorem 3. 
THEOREM 5. C(R) = k@ B(XY - YX)‘. That is, B(XY - YX)* is the 
ideal of polynomials with zero constant term. 
ProoJ By Theorem 3, R = a,,,>, kxpy4 0 S(XY - YX). Suppose that 
U + V E C(R), where 
U=~a,,W’FE@kXp~ and v E S(XY - YX). 
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Hf 6: A -+ A is any homomorphism, then B induces a ho 
M,(A ) * M,(A). Since elements of C(R) are scalar matrices 
to scalar matrices. Let 8: A -+ A be the k-algebra ho~~om~~phism &fin 
Then 
e(xv)= o 
c 
41 YYl 0 
xi2 Y42 
and 
Hence 
B(XY - YX) = 0. 
lqut v>=yapq o i 
XL I41 
s remarked above, t3(U t V) is scalar matri inch: the apal lie in k, this 
forces apq = 0 unless p = q = 0, i.e., UE k, n that hi E k, Lemma 4 
implies that V E B(XY - YX)2, which complet 
The next theorem plays no role in our computation of 
it may shed some light on the situation in other generic matrix rings. 
THEOREM 6. (1) The ring of invariants of 
the ring generated by the traces and determinants of e~e~~~t~ of R. 
(2) [R,R] = {rER /BrSR}. 
(3) S/[R, R] is the polynomial ring over k generated by the images of 
T(X), T(Y), X and Y, which are algebraically ~~de~e~de~t over k. 
.?roo$ (I) follows easily from Lemma I. To we (2), Grsf note from 
Lemma 2 that 
For the opposite inclusion we will show that if r E 
rE[R,R].Letr=U-t-V,T(X)r=U,tV,,and 
the proof of Theorem 5, where 
U = c a,,XPY4(ap, E k), 
U1 = c bppXpYq(bpq E k), 
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Since 13 fixes T(X), we have 
= @(T(X)r) = 6(U, + V,) = x bp4 xY;yfl x$,“yn, ) . 
This equation forces all the up4 to be zero, so that r = V lies in 
S(XY - YX) = [R, R], as required. 
For (3), the identities used in the proof of Lemma 1 show that S is 
generated as a k-algebra by T(X), T(Y), X, and Y. Since [R, R] = 
S(XY - YX) and S is centrally generated over R = k[X, Y] by T(X) and 
T(Y), the commutator ideal of S is equal to [R, R]. It remains only to show 
that the images of T(X), T(Y), X, and Y in S/(R, R ] are algebraically 
independent over k. To see this, let 6 be as above and note that XY - YX E 
ker(0) and the images of T(X), T(Y), X, and Y under 6 are algebraically 
independent over k. In fact, 0(S) is isomorphic to S/[R, R]. 
2. POINCAR~ SERIES 
As mentioned in the Introduction, the free algebra k(x, y) is (bi)-graded 
by giving x degree (1,0) and y degree (0, 1). Likewise A = k[xij, yij] is 
graded by giving each xij degree (1,0) and each y, degree (0, 1). Both of 
these gradings induce the same grading on R. 
In terms of the grading of A, let 
A = @ APq, 
P.4>0 
where A,, is spanned over k by the monomials in A of degree (p, 4). If M is 
any k-submodule of M,(A), define its (p, q)th homogeneous component to be 
Mpg, where 
Mpg = Mn Mz(Apq). 
The Poincare series of M is the formal power series P(M) in two variables 
over Z defined by 
P(M) = c dimk(M,,)sPtq. 
P,4>0 
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Note that R, [R,R], C(R), B, and S are all homogeneous submodules of 
,(A). That is, each is the sum of its homogeneous components. f course, 
e consider B a subring of M,(A) by identifying B with the scalar matrices 
LEMMA 7. P(B) = (1 - s)-‘(1 - s2)-l(l - t)-“(1 - 1”)-“(1 -St)-*. 
A%OJ By Lemma 1 (I), 
is a polynomial ring in five independent variables. All of the generators are 
homogeneous and they have degrees 
respectively. Hence 
P(B)=(l +s+sZ+*.*)(l +sZ+s4+..*) 
(1+t+t~+...)(1+t2+f4$...)(1+Si+~zt24~*~) 
= (1 -s)-‘(1 - s2)-l(1 - t)-‘(1 - t’)-“(1 - SP)-‘” 
The following properties of P are clear. 
LEMMA 8. Let M and N be homogeneous k-s~bmad~~es of Ma,(A). 
(I ) If M @ N is a direct sum, then P(M @ N) = P(M) + P(N). 
(2) If U E M,(A) is a homogeneous nonzero &visor qf degree (I% q)? 
then P(MU) = sVP(M). 
Recall that (from Lemma 2 and Theorems 3 and 5) 
S=BI@BX@BY@ 
[R, R ] = S(XY - YX), 
R = @ kXpYq @ S(XY - YX), 
PA>0 
C(R) = k @ B(XY - YX)‘a 
Combining Lemmas 7 and 8 with the above, we obtain the Poincari: series of 
B, S, [I&I?], R, and C(R) expressed as rational functions in two variables, 
481;69/1-8 
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THEOREM 9. 
P(B) = (1 - $‘(I - sZ)-‘(1 - t)-‘(1 - t’)-‘(1 - st)-1. 
P(S)=(l+s+t+st)P(B)=(l-s)-*(I-t)-*(l-St)-’. 
P([R, R]) = stP(S) = st(1 - s)-2(1 - t)-“(1 - st)-1. 
P(R) = (1 - s)-‘(1 - t)-’ + stP(S) 
= (1 - s)-‘(1 - t)-’ + st(1 - s)-2(1 - t)-‘(1 -St)-‘. 
P(C(R)) = 1 + s*t*P(B) 
= 1 + sY(1 - s)-‘(1 - s2)-I(1 - t)-‘(1 - t”)-‘(1 - st)-1. 
Finally, since R r k(x, y)/T,, where T, is the homogeneous ideal of two- 
variable polynomial identities satisfied by 2 x 2 matrices over any infinite 
field containing k, 
P(R) + P(7’2) = P(k(x> Y)>, 
where P(T,) and P(k(x, y)) are defined in terms of the grading of k(x, y). 
Since 
P(k(x, y))= c (“p’q)sptq=(l -s-t)-‘, 
PA>0 
we have 
THEOREM 10. 
W’2) = f’(k(x, Y)) -P(R) 
=(1-s-t)-‘-(l-s)-‘(l-t)-‘-st(l-s)-~(1-t)-*(1-sSf)-’ 
= s*tys + t - st)(l - s)-2(1 - t)-‘(1 - St)-‘(1 - s - t)-‘. 
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