The Time Inversion for Modified Oscillators by Cordero-Soto, Ricardo & Suslov, Sergei K.
ar
X
iv
:0
80
8.
31
49
v9
  [
ma
th-
ph
]  
8 M
ar 
20
09
THE TIME INVERSION FOR MODIFIED OSCILLATORS
RICARDO CORDERO-SOTO AND SERGEI K. SUSLOV
Abstract. We discuss a new completely integrable case of the time-dependent Schro¨dinger equa-
tion in Rn with variable coefficients for a modified oscillator, which is dual with respect to the
time inversion to a model of the quantum oscillator recently considered by Meiler, Cordero-Soto,
and Suslov. A second pair of dual Hamiltonians is found in the momentum representation. Our
examples show that in mathematical physics and quantum mechanics a change in the direction of
time may require a total change of the system dynamics in order to return the system back to its
original quantum state. Particular solutions of the corresponding nonlinear Schro¨dinger equations
are obtained. A Hamiltonian structure of the classical integrable problem and its quantization are
also discussed.
1. Introduction
The Cauchy initial value problem for the Schro¨dinger equation
i
∂ψ
∂t
= H (t)ψ (1.1)
for a certain modified oscillator is explicitly solved in Ref. [40] for the case of n dimensions in Rn.
When n = 1 the Hamiltonian considered by Meiler, Cordero-Soto, and Suslov has the form
H (t) =
1
2
(
aa† + a†a
)
+
1
2
e2ita2 +
1
2
e−2it
(
a†
)2
, (1.2)
where the creation and annihilation operators are defined as in [28]:
a† =
1
i
√
2
(
∂
∂x
− x
)
, a =
1
i
√
2
(
∂
∂x
+ x
)
. (1.3)
The corresponding time evolution operator is found in [40] as an integral operator
ψ (x, t) = U (t)ψ (x, 0) =
∫ ∞
−∞
G (x, y, t) ψ (y, 0) dy (1.4)
with the kernel (Green’s function or propagator) given in terms of trigonometric and hyperbolic
functions as follows
G (x, y, t) =
1√
2pii (cos t sinh t+ sin t cosh t)
(1.5)
× exp
(
(x2 − y2) sin t sinh t + 2xy − (x2 + y2) cos t cosh t
2i (cos t sinh t + sin t cosh t)
)
.
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It is worth noting that the time evolution operator is known explicitly only in a few special
cases. An important example of this source is the forced harmonic oscillator originally considered
by Richard Feynman in his path integrals approach to the nonrelativistic quantum mechanics [23],
[24], [25], [26], and [27]; see also [37]. Since then this problem and its special and limiting cases were
discussed by many authors; see Refs. [5], [29], [32], [39], [42], [65] for the simple harmonic oscillator
and Refs. [2], [8], [31], [45], [53] for the particle in a constant external field and references therein.
Furthermore, in Ref. [20] the time evolution operator for the one-dimensional Schro¨dinger equation
(1.1) has been constructed in a general case when the Hamiltonian is an arbitrary quadratic form
of the operator of coordinate and the operator of linear momentum. In this approach, the above
mentioned exactly solvable models, including the modified oscillator of [40], are classified in terms of
elementary solutions of a certain characteristic equation related to the Riccati differential equation.
In the present paper we find the time evolution operator for a “dual” time-dependent Schro¨dinger
equation of the form
i
∂ψ
∂τ
= H (τ)ψ, τ =
1
2
sinh (2t) (1.6)
with another “exotic” Hamiltonian of a modified oscillator given by
H (τ) =
1
2
(
aa† + a†a
)
+
1
2
e−i arctan(2τ)a2 +
1
2
ei arctan(2τ )
(
a†
)2
. (1.7)
We show that the corresponding propagator can be obtain from expression (1.5) by interchanging
the coordinates x ↔ y. This implies that these two models are related to each other with respect
to the inversion of time, which is the main result of this article.
The paper is organized as follows. In section 2 we derive the propagators for the Hamiltonians
(1.2) and (1.7) following the method of [20] — expression (1.5) was obtain in [40] by a totally
different approach using SU (1, 1)-symmetry of the n-dimensional oscillator wave functions and
the Meixner–Pollaczek polynomials. Another pair of completely integrable dual Hamiltonians is
also discussed here. The “hidden” symmetry of quadratic propagators is revealed in section 3.
The next section is concerned with the complex form of the propagators, which unifies Green’s
functions for several classical models by geometric means. In section 5 we consider the inverses of
the corresponding time evolution operators and its relation with the inversion of time. A transition
to the momentum representation in section 6 gives the reader a new insight on the symmetries of the
quadratic Hamiltonians under consideration together with a set of identities for the corresponding
time evolution operators. The n-dimensional case is discussed in sections 7 and 8. Particular
solutions of the corresponding nonlinear Schro¨dinger equations are constructed in section 9. The
last section is concerned with the ill-posedness of the Schro¨dinger equations. Three Appendixes at
the end of the paper deal with required solutions of a certain type of characteristic equations, a
quantum Hamiltonian transformation, and a Hamiltonian structure of the characteristic equations
under consideration, respectively.
As in [20], [40] and [61], we are dealing here with solutions of the time-dependent Schro¨dinger
equation with variable coefficients. The case of a corresponding diffusion-type equation is investi-
gated in [62]. These exactly solvable models are of interest in a general treatment of the nonlinear
evolution equations; see [9], [14], [18], [19], [22], [34], [41], [64] and [3], [10], [11], [12], [13], [15],
[16], [33], [44], [50], [54], [55], [57], [60] and references therein. They facilitate, for instance, a
detailed study of problems related to global existence and uniqueness of solutions for the nonlin-
ear Schro¨dinger equations with general quadratic Hamiltonians. Moreover, these explicit solutions
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can also be useful when testing numerical methods of solving the Schro¨dinger and diffusion-type
equations with variable coefficients.
2. Derivation of The Propagators
The fundamental solution of the time-dependent Schro¨dinger equation with the quadratic Hamil-
tonian of the form
i
∂ψ
∂t
= −a (t) ∂
2ψ
∂x2
+ b (t)x2ψ − i
(
c (t)x
∂ψ
∂x
+ d (t)ψ
)
(2.1)
in two interesting special cases, namely,
a = cos2 t, b = sin2 t, c = 2d = sin (2t) (2.2)
and
a = cosh2 t, b = sinh2 t, c = 2d = − sinh (2t) , (2.3)
corresponding to the Hamiltonians (1.2) and (1.7), respectively, (we give details of the proof in the
Appendix B), can be found by the method proposed in [20] in the form
ψ = G (x, y, t) =
1√
2piiµ (t)
ei(α(t)x
2+β(t)xy+γ(t)y2), (2.4)
where
α (t) =
1
4a (t)
µ′ (t)
µ (t)
− d (t)
2a (t)
, (2.5)
β (t) = − 1
µ (t)
,
dγ
dt
+
a (t)
µ (t)2
= 0, (2.6)
γ (t) =
a (t)
µ (t)µ′ (t)
+
d (0)
2a (0)
− 4
∫ t
0
a (τ )σ (τ )
(µ′ (τ))2
dτ, (2.7)
and the function µ (t) satisfies the characteristic equation
µ′′ − τ (t)µ′ + 4σ (t)µ = 0 (2.8)
with
τ (t) =
a′
a
− 2c+ 4d, σ (t) = ab− cd+ d2 + d
2
(
a′
a
− d
′
d
)
(2.9)
subject to the initial data
µ (0) = 0, µ′ (0) = 2a (0) 6= 0. (2.10)
Equation (2.5) (more details can be found in [20]) allows us to integrate the familiar Riccati nonlinear
differential equation emerging when one substitutes (2.4) into (2.1). See, for example, [30], [43],
[51], [52], [68] and references therein. A Hamiltonian structure of these characteristic equations is
discussed in Appendix C.
In the case (2.2), the characteristic equation has a special form of Ince’s equation [38]
µ′′ + 2 tan t µ′ − 2µ = 0. (2.11)
Two linearly independent solutions are found in [20]:
µ1 = cos t cosh t+ sin t sinh t =W (cos t, sinh t) , (2.12)
µ2 = cos t sinh t+ sin t cosh t =W (cos t, cosh t) (2.13)
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with the Wronskian W (µ1, µ2) = 2 cos
2 t = 2a. Another method of integration of all characteristic
equations from this section is discussed in the Appendix A; see Table 1 at the end of the paper for
the sets of fundamental solutions. The second case (2.3) gives
µ′′ − 2 tanh t µ′ + 2µ = 0 (2.14)
and the two linearly independent solutions are [62]
µ2 = cos t sinh t+ sin t cosh t = W (cos t, cosh t) , (2.15)
µ3 = sin t sinh t− cos t cosh t = W (sin t, cosh t) (2.16)
with W (µ2, µ3) = 2 cosh
2 t = 2a. Equation (2.14) can be obtain from (2.11) as a result of the
substitution t → it. Also, W (µ1, µ3) = sin (2t) + sinh (2t) . The common solution of the both
characteristic equations, namely,
µ (t) = µ2 = cos t sinh t+ sin t cosh t, (2.17)
satisfies the initial conditions (2.10).
From (2.4)–(2.7), as a result of elementary calculations, one arrives at the Green function (1.5)
in the case (2.2) and has to interchange there x ↔ y in the second case (2.3). The reader can see
some calculation details in section 9, where more general solutions are found in a similar way. The
next section explains this unusual symmetry between two propagators from a more general point
of view.
Two more completely integrable cases of the dual quadratic Hamiltonians occur when
a = sin2 t, b = cos2 t, c = 2d = − sin (2t) (2.18)
and
a = sinh2 t, b = cosh2 t, c = 2d = sinh (2t) . (2.19)
The corresponding characteristic equations are
µ′′ − 2 cot t µ′ − 2µ = 0 (2.20)
and
µ′′ − 2 coth t µ′ + 2µ = 0, (2.21)
respectively, with a common solution
µ (t) = µ4 = sin t cosh t− cos t sinh t =W (sin t, sinh t) (2.22)
such that µ (0) = µ′ (0) = µ′′ (0) = 0 and µ′′′ (0) = 4. Once again, from (2.4)–(2.7) one arrives at
the Green function
G (x, y, t) =
1√
2pii (sin t cosh t− cos t sinh t) (2.23)
× exp
(
(x2 + y2) cos t cosh t− 2xy + (x2 − y2) sin t sinh t
2i (cos t sinh t− sin t cosh t)
)
in the case (2.18) and has to interchange there x↔ y in the second case (2.19). The corresponding
asymptotic formula takes the form
G (x, y, t) =
ei(α(t)x
2+β(t)xy+γ(t)y2)√
2piiµ (t)
∼ 1√
4piiε
exp
(
i
(x− y)2
4ε
)
(2.24)
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as ε = t3/3→ 0+.We will show in section 6, see Eqs. (6.1) and (6.8), that our cases (2.2)–(2.3) and
(2.18)–(2.19) are related to each other by means of the Fourier transform.
We have considered some elementary solutions of the characteristic equation (2.8), which are of
interest in this paper. Generalizations to the forced modified oscillators are obvious; see Ref. [40].
More complicated cases may include special functions, like Bessel, hypergeometric or elliptic func-
tions [1], [20], [47], [49], [63], and [68].
3. On A “Hidden” Symmetry of Quadratic Propagators
Here we shall elaborate on the symmetry of propagators with respect to the substitution x↔ y.
Lemma 1. Consider two time-dependent Schro¨dinger equations with quadratic Hamiltonians
i
∂ψ
∂t
= −ak (t) ∂
2ψ
∂x2
+ bk (t)x
2ψ − i
(
ck (t) x
∂ψ
∂x
+ dk (t)ψ
)
(k = 1, 2), (3.1)
where c1 − 2d1 = c2 − 2d2 = ε (t) and dk (0) = 0. Suppose that the initial value problems for
corresponding characteristic equations
µ′′ − τ k (t)µ′ + 4σk (t)µ = 0, µ (0) = 0, µ′ (0) = 2ak (0) 6= 0 (3.2)
with
τ k (t) =
a′k
ak
− 2ck + 4dk, σk (t) = akbk − ckdk + d2k +
dk
2
(
a′k
ak
− d
′
k
dk
)
(3.3)
have a joint solution µ (t) and, in addition, the following relations hold
4
(
a1b1 − c1d1 + d21
)
=
4a1a2h
2 − (µ′)2
µ2
− 2εµ
′
µ
= 4
(
a2b2 − c2d2 + d22
)
, (3.4)
where h (t) = exp
(
−
∫ t
0
ε (τ ) dτ
)
. Then the corresponding fundamental solutions
ψk = Gk (x, y, t) =
1√
2piiµ (t)
ei(αk(t)x
2+βk(t)xy+γk(t)y
2) (3.5)
possess the following symmetry
α (t) = α1 (t) = γ2 (t) , γ (t) = γ1 (t) = α2 (t) , β (t) = β1 (t) = β2 (t) (3.6)
and
G1 (x, y, t) = G2 (y, x, t) . (3.7)
This property holds for a single Schro¨dinger equation under the single hypothesis (3.4).
Indeed, according to Ref. [20],
β (t) = β1 (t) = β2 (t) = −
h (t)
µ (t)
(3.8)
in the case of a joint solution µ (t) of two characteristic equations. In view of the structure of
propagators for general quadratic Hamiltonians found in [20], the symmetry under consideration
holds if we have
α =
1
4a1
µ′
µ
− d1
2a1
,
dα
dt
+ a2
h2
µ2
= 0 (3.9)
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and
γ =
1
4a2
µ′
µ
− d2
2a2
,
dγ
dt
+ a1
h2
µ2
= 0, (3.10)
simultaneously. Excluding α from (3.9), one gets
µ′′ − a
′
1
a1
µ′ + 2d1
(
a′1
a1
− d
′
1
d1
)
µ =
(µ′)2 − 4a1a2h2
µ
. (3.11)
Comparison with the characteristic equation results in the first condition in (3.4). The case of γ,
which gives the second condition, is similar. This completes the proof.
A few examples are in order. When a = 1/2, b = c = d = 0, and µ′′ = 0, µ = t, one gets
G (x, y, t) =
1√
2piit
exp
(
i (x− y)2
2t
)
(3.12)
as the free particle propagator [27] with an obvious symmetry under consideration. Our criteria
(3.4), namely, 4a2 = (µ′)2 , stands.
The simple harmonic oscillator with a = b = 1/2, c = d = 0 and µ′′ + µ = 0, µ = sin t has the
familiar propagator of the form
G (x, y, t) =
1√
2pii sin t
exp
(
i
2 sin t
((
x2 + y2
)
cos t− 2xy)) , (3.13)
which is studied in detail at [5], [29], [32], [39], [42], [65]. (For an extension to the case of the forced
harmonic oscillator including an extra velocity-dependent term and a time-dependent frequency,
see [23], [24], [27] and [37].) Our condition (3.4) takes the form of the trigonometric identity
4ab =
4a2 − (µ′)2
µ2
, (3.14)
which confirms the symmetry of the propagator.
For the quantum damped oscillator [21] a = b = ω0/2, c = d = −λ and
G (x, y, t) =
√
ωeλt
2piiω0 sinωt
exp
(
iω
2ω0 sinωt
((
x2 + y2
)
cosωt− 2xy))
× exp
(
iλ
2ω0
(
x2 − y2)) (3.15)
with ω =
√
ω20 − λ2 > 0 and µ = (ω0/ω) e−λt sinωt. The criterion
4ab =
4 (ah)2 − (µ′)2
µ2
− 2εµ
′
µ
, (3.16)
where ε = c− 2d = λ and h = e−λt, holds. But here d (0) = −λ 6= 0 and a more detailed analysis of
asymptotics gives an extra antisymmetric term in the propagator above; see [21] for more details.
The case of Hamiltonians (1.2) and (1.7) corresponds to
a1 = cos
2 t, b1 = sin
2 t, c1 = 2d1 = sin (2t) (3.17)
and
a2 = cosh
2 t, b2 = sinh
2 t, c2 = 2d2 = − sinh (2t) , (3.18)
TIME INVERSION FOR OSCILLATORS 7
respectively. Our criteria (3.4) are satisfied in view of an obvious identity
4a1a2 = (µ
′)
2
. (3.19)
The characteristic function is given by (2.17). This explains the propagator symmetry found in the
previous section.
Our last dual pair of quadratic Hamiltonians has the following coefficients
a1 = sin
2 t, b1 = cos
2 t, c1 = 2d1 = − sin (2t) (3.20)
and
a2 = sinh
2 t, b2 = cosh
2 t, c2 = 2d2 = sinh (2t) . (3.21)
The criteria (3.4) are satisfied in view of the identity (3.19) with the characteristic function (2.22)
and, therefore, the propagator (2.23) obeys the symmetry under the substitution x↔ y.
Remark 1. A simple relation
µ′
µ
= 4
σ1 − σ2
τ 1 − τ 2 , (3.22)
which is valid for a joint solution of two characteristic equations, can be used in our criteria (3.4).
Although we have formulated the hypotheses of our lemma for the Green functions only, it can be
applied to solutions with regular initial data. For instance, a pair of characteristic equations (2.11)
and (2.21) has a joint solution given by (2.12), which does not satisfy initial conditions required for
the Green functions. The coefficients of the corresponding quadratic Hamiltonians are
a1 = cos
2 t, b1 = sin
2 t, c1 = 2d1 = sin (2t) (3.23)
and
a2 = sinh
2 t, b2 = cosh
2 t, c2 = 2d2 = sinh (2t) . (3.24)
The criteria (3.4) are satisfied in view of the identity (3.19) and the particular solution
ψ = K (x, y, t) =
1√
2pi (cos t cosh t+ sin t sinh t)
(3.25)
× exp
(
(x2 + y2) sin t cosh t− 2xy − (x2 − y2) cos t sinh t
2i (cos t cosh t + sin t sinh t)
)
obeys the symmetry under the substitution x ↔ y. The initial condition is the standing wave
K (x, y, 0) = eixy/
√
2pi.
In a similar fashion, the characteristic equations (2.20) and (2.14) have a common solution
µ = −µ3 = cos t cosh t− sin t sinh t. (3.26)
The coefficients of the corresponding Hamiltonians are
a1 = sin
2 t, b1 = cos
2 t, c1 = 2d1 = − sin (2t) (3.27)
and
a2 = cosh
2 t, b2 = sinh
2 t, c2 = 2d2 = − sinh (2t) . (3.28)
The criteria (3.4) are satisfied once again and the particular solution is given by
ψ = K (x, y, t) =
1√
2pi (cos t cosh t− sin t sinh t) (3.29)
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× exp
(
(x2 + y2) sin t cosh t+ 2xy + (x2 − y2) cos t sinh t
2i (cos t cosh t− sin t sinh t)
)
with K (x, y, 0) = e−ixy/
√
2pi. We shall discuss in section 6 how these solutions are related to the
corresponding time evolution operators.
4. Complex Form of The Propagators
It is worth noting that the propagator in (1.5) can be rewritten in terms of the Wronskians of
trigonometric and hypergeometric functions as
G (x, y, t) =
1√
2piiW (cos t, cosh t)
(4.1)
× exp
(
W (sin t, cosh t) x2 + 2xy −W (cos t, sinh t) y2
2iW (cos t, cosh t)
)
.
This simply means that our propagator has the following structure
G =
√
c2 − c3
4pii
exp
(
c1x
2 + (c2 − c3)xy − c4y2
2i
)
, (4.2)
where the coefficients are solutions of the system of linear equations
c1 cos t+ c2 cosh t = sin t, (4.3)
−c1 sin t+ c2 sinh t = cos t,
c3 cos t+ c4 cosh t = sinh t,
−c3 sin t+ c4 sinh t = cosh t
obtained by Cramer’s rule. A complex form of this system is
c1z
∗ + c2ζ = iz
∗, c3z
∗ + c4ζ = iζ
∗, (4.4)
where we introduce two complex variables
z = cos t + i sin t, ζ = cosh t+ i sinh t (4.5)
and use the star for complex conjugate. Taking the complex conjugate of the system (4.4), which
has the real-valued solutions, and using Cramer’s rule once again, one gets
c1 =
zζ + z∗ζ∗
i (zζ − z∗ζ∗) , c2 =
2i
zζ − z∗ζ∗ , (4.6)
c3 =
2
i (zζ − z∗ζ∗) , c4 = −
zζ∗ + z∗ζ
i (zζ − z∗ζ∗) .
As a result, we obtain a compact symmetric expression of the propagator (1.5) as a function of two
complex variables
G (x, y, t) = G (x, y, z, ζ) =
1√
pi (zζ − z∗ζ∗) (4.7)
× exp
(
(zζ + z∗ζ∗) x2 − 4xy + (zζ∗ + z∗ζ) y2
2 (z∗ζ∗ − zζ)
)
.
This function takes a familiar form
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0 1
Im ζ
Re ζ
ζ = cosh t + i sinh t ζ
 
 
=
 
0
 ζ  = 1 
0 1
Im z
z = cos t + i sin t
Re z
  z  = 1 
Figure 1. Two synchronized “clocks”, or contours in complex Euclidean z and
pseudo-Euclidean ζ “time” planes, corresponding to modified oscillators.
G =
1√
2pii (x1x4 + x2x3)
exp
(
(x2 − y2)x2x4 + 2xy − (x2 + y2)x1x3
2i (x1x4 + x2x3)
)
, (4.8)
in a real-valued four-dimensional vector space, if we set z = x1+ix2 and ζ = x3+ix4 with x
′
1 = −x2,
x′2 = x1, x
′
3 = x4, x
′
4 = x3, and solve the following initial value problem
x′′1 + x1 = 0, x1 (0) = 1, x
′
1 (0) = 0, (4.9)
x′′2 + x2 = 0, x2 (0) = 0, x
′
2 (0) = 1,
x′′3 − x3 = 0, x3 (0) = 1, x′3 (0) = 0,
x′′4 − x4 = 0, x4 (0) = 0, x′4 (0) = 1,
the solution of which can be interpreted as a trajectory of a classical “particle” moving in this space;
cf. (1.5).
It is worth noting that our propagators expression (4.7), extended to a function of two indepen-
dent complex variables z and ζ, allows us to unify several exactly solvable quantum mechanical
models in geometrical terms, namely, by choosing different contours, with certain “synchronized”
parametrization, in the pair of complex “time” planes under consideration. Indeed, the free particle
propagator (3.12) appears in this way when one chooses z = 1 and ζ = 1+ it. The simple harmonic
oscillator propagator (3.13) corresponds to the case z = 1 and ζ = eit. As we have seen in this
section, the propagator (1.5) is also a special case of (4.7). This is why we may refer to the Hamil-
tonians under consideration as the ones of modified oscillators. By a vague analogy with the special
theory of relativity, one may also say that in this case there are two synchronized “clocks”, namely,
the two contour parameterized by (4.5), one in Euclidean and another one in the pseudo-Euclidean
two dimensional spaces, respectively, which geometrically describes a time evolution for the Hamil-
tonians of modified oscillators; see Figure 1. This idea of introducing a geometric structure of time
in the problem under consideration may be useful for other types of evolutionary equations.
In a similar fashion, our new propagator (2.23) can be rewritten in terms of the Wronskians as
G (x, y, t) =
1√
2piiW (sin t, sinh t)
(4.10)
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U(t)
ψ (x,0)
U-1(t)
ψ (x,t)
Figure 2. The time evolution operator and its inverse.
× exp
(
W (cos t, sinh t) x2 − 2xy −W (sin t, cosh t) y2
2iW (sinh t, sin t)
)
.
The corresponding complex form is
G (x, y, t) = G (x, y, z, ζ) =
1√
pi (zζ∗ − z∗ζ) (4.11)
× exp
(
(zζ∗ + z∗ζ) x2 − 4xy + (zζ + z∗ζ∗) y2
2 (z∗ζ − zζ∗)
)
.
We leave the details to the reader.
5. The Inverse Operator and Time Reversal
We follow the method suggested in [61] for general quadratic Hamiltonians with somewhat dif-
ferent details. The left inverse of the integral operator defined by (1.4)–(1.5), namely,
U (t)ψ (x) =
∫ ∞
−∞
G (x, y, t) ψ (y) dy, (5.1)
is
U−1 (t)χ (x) =
∫ ∞
−∞
G (y, x,−t) χ (y) dy (5.2)
in view of U−1 = U †; see Figure 2. Indeed, when s < t, by the Fubini theorem
U−1 (s) (U (t)ψ) = U−1 (s)χ =
∫ ∞
−∞
G (z, x,−s) χ (z) dz (5.3)
=
∫ ∞
−∞
G (z, x,−s)
(∫ ∞
−∞
G (z, y, t) ψ (y) dy
)
dz
=
∫ ∞
−∞
G (x, y, s, t) ψ (y) dy.
Here
G (x, y, s, t) =
∫ ∞
−∞
G (z, x,−s)G (z, y, t) dz (5.4)
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=
ei(γ(t)y
2−γ(s)x2)
2pi
√
µ (s)µ (t)
∫ ∞
−∞
ei((α(t)−α(s))z
2+(β(t)y−β(s)x)z) dz
=
1√
4piiµ (s)µ (t) (α (s)− α (t))
× exp
(
(β (t) y − β (s) x)2 − 4 (α (t)− α (s)) (γ (t) y2 − γ (s) x2)
4i (α (t)− α (s))
)
by the familiar Gaussian integral [6], [48] and [56]:∫ ∞
−∞
ei(az
2+2bz) dz =
√
pii
a
e−ib
2/a. (5.5)
In view of (2.6),
(β (t) y − β (s) x)2 =
(
x
µ (s)
− y
µ (t)
)2
=
(√
µ (t)
µ (s)
x−
√
µ (s)
µ (t)
y
)2
µ (s)µ (t) (α (t)− α (s)) , (5.6)
and a singular part of (5.4) becomes
1√
4piiµ (s)µ (t) (α (s)− α (t)) exp
(
(β (t) y − β (s)x)2
4i (α (t)− α (s))
)
=
1√
4piiµ (s)µ (t) (α (s)− α (t)) exp


(√
µ(t)
µ(s)
x−
√
µ(s)
µ(t)
y
)2
4iµ (s)µ (t) (α (t)− α (s))

 .
Thus, in the limit s → t−, one can obtain formally the identity operator in the right hand side of
(5.3). The leave the details to the reader.
On the other hand, the integral operator in (1.4)–(1.5), namely,
χ (x) =
1√
2piiµ (t)
∫ ∞
−∞
ei(α(t)x
2+β(t)xy+γ(t)y2) ψ (y) dy (5.7)
is essentially the Fourier transform and its inverse is given by
ψ (y) =
1√−2piiµ (t)
∫ ∞
−∞
e−i(α(t)x
2+β(t)xy+γ(t)y2) χ (x) dy (5.8)
in correspondence with our definition (5.2) in view of (2.6).
The Schro¨dinger equation (1.1) retains the same form if we replace t in it by −t and, at the
same time, take complex conjugate provided that (H (−t)ϕ)∗ = H (t)ϕ∗. The last relation holds
for both Hamiltonians (1.2) and (1.7). Hence the function χ (x, t) = ψ∗ (x,−t) does satisfy the same
equation as the original wave function ψ (x, t) . This property is usually known as the symmetry
with respect to time inversion (time reversal) in quantum mechanics [29], [36], [42], [69]. This fact
is obvious from a general solution given by (1.4)–(1.5) for our Hamiltonians.
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On the other hand, by the definition, the (left) inverse U−1 (t) of the time evolution operator
U (t) returns the system to its initial quantum state:
ψ (x, t) = U (t)ψ (x, 0) , (5.9)
U−1 (t)ψ (x, t) = U−1 (t) (U (t)ψ (x, 0)) = ψ (x, 0) . (5.10)
Our analysis of two oscillator models under consideration shows that this may be related to the
reversal of time in the following manner. The left inverse of the time evolution operator (1.4) for
the Schro¨dinger equation (1.1) with the original Hamiltonian of a modified oscillator (1.2) can be
obtained by the time inversion t → −t in the evolution operator corresponding to the new “dual”
Hamiltonian (1.7) (and vise versa). The same is true for the second pair of dual Hamiltonians.
More details will be given in section 6. This is an example of a situation in mathematical physics
and quantum mechanics when a change in the direction of time may require a total change of
the system dynamics in order to return the system back to its original quantum state. Moreover,
moving backward in time the system will repeat the same quantum states only when
ψ (x, t− s) = U (t− s)ψ (x, 0) = U−1 (s)U (t)ψ (x, 0) , 0 ≤ s ≤ t, (5.11)
which is equivalent to the semi-group property
U (s)U (t− s) = U (t) (5.12)
for the time evolution operator. This seems not true for propagators (1.5) and (2.23).
6. The Momentum Representation
The time-dependent Schro¨dinger equation (2.1) can be rewritten in terms of the operator of
coordinate x and the operator of linear momentum px = i
−1∂/∂x as follows
i
∂ψ
∂t
=
(
a (t) p2x + b (t) x
2 + d (t) (xpx + pxx)
)
ψ (6.1)
with c = 2d. The corresponding quadratic Hamiltonian
H = a (t) p2x + b (t) x
2 + d (t) (xpx + pxx) (6.2)
obeys a special symmetry, namely, it formally preserves this structure under the permutation x↔
px. This fact is well-known for the simple harmonic oscillator [29], [36], [42].
In order to interchange the coordinate and momentum operators in quantum mechanics one
switches between the coordinate and momentum representations by means of the Fourier transform
ψ (x) =
1√
2pi
∫ ∞
−∞
eixyχ (y) dy = F [χ] (6.3)
and its inverse
χ (y) =
1√
2pi
∫ ∞
−∞
e−ixyψ (x) dx = F−1 [ψ] . (6.4)
Indeed, the familiar properties
pxψ = pxF [χ] = F [yχ] , xψ = xF [χ] = −F [pyχ] (6.5)
imply
p2xψ = F
[
y2χ
]
, x2ψ = F
[
p2yχ
]
(6.6)
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and
(xpx + pxx)ψ = −F [(pyy + ypy)χ] . (6.7)
Therefore,
Hψ =
(
ap2x + bx
2 + d (xpx + pxx)
)
F [χ]
= F
[(
bp2y + ay
2 − d (ypy + pyy)
)
χ
]
by the linearity of the Fourier transform. In view of
∂ψ
∂t
= F
[
∂χ
∂t
]
the Schro¨dinger equation (6.1) takes the form
i
∂χ
∂t
=
(
b (t) p2y + a (t) y
2 − d (t) (ypy + pyy)
)
χ (6.8)
with a↔ b and d→ −d in the momentum representation.
This property finally reveals that our quadratic Hamiltonians (2.2) and (2.18), similarly (2.3)
and (2.19), corresponds to the same Schro¨dinger equation written in the coordinate and momentum
representations, respectively. Thus, in section 2, we have solved the Cauchy initial value problem
for modified oscillators both in the coordinate and momentum representations.
In this paper the creation and annihilation operators are defined by
a† =
px + ix√
2
=
1
i
√
2
(
∂
∂x
− x
)
, (6.9)
a =
px − ix√
2
=
1
i
√
2
(
∂
∂x
+ x
)
(6.10)
with the familiar commutator
[
a, a†
]
= aa† − a†a = 1 [28]. One can see that
axψ = axF [χ] = F [iayχ] , (6.11)
a†xψ = a
†
xF [χ] = F
[−ia†yχ] ,
or
ax → iay, a†x → −ia†y (6.12)
under the Fourier transform. This observation will be important in the next section.
Finally one can summarize all results on solution of the Cauchy initial value problems for the
modified oscillator under consideration in a form of the commutative evolution diagram on Figure 3.
We denote
U (t)ψ (x) =
∫ ∞
−∞
GU (x, y, t) ψ (y) dy, (6.13)
K (t)ψ (x) =
∫ ∞
−∞
KU (x, y, t) ψ (y) dy, (6.14)
V (t)ψ (x) =
∫ ∞
−∞
GV (x, y, t) ψ (y) dy, (6.15)
L (t)ψ (x) =
∫ ∞
−∞
KV (x, y, t) ψ (y) dy. (6.16)
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χ(y, t)
U(t)
U-1(t)
V(t)
V-1(t)
K(t)
L(t)
L -1(t)
K-
1 (t)F
-1
F F
F-1
χ(y,0)
ψ (x,0) ψ (x, t)
Figure 3. The commutative evolution diagram in R.
The kernels of these integral operators are defined as follows. Here GU (x, y, t) and GV (x, y, t) are
the Green functions in (1.5) and (2.23), respectively. The kernels KU (x, y, t) and KV (x, y, t) are
given by (3.25) and (3.29), respectively. The following operator identities hold
U (t) = K (t)F−1 = FL (t) = FV (t)F−1, (6.17)
V (t) = L (t)F = F−1K (t) = F−1U (t)F, (6.18)
U−1 (t) = FK−1 (t) = L−1 (t)F−1 = FV −1 (t)F−1, (6.19)
V −1 (t) = F−1L−1 (t) = K−1 (t)F = F−1U−1 (t)F, (6.20)
K (t) = FL (t)F, L (t) = F−1K (t)F−1, (6.21)
K−1 (t) = F−1L−1 (t)F−1, L−1 (t) = FK−1 (t)F. (6.22)
Here F and F−1 are the operators of Fourier transform and its inverse, respectively, which relate
the wave functions in the coordinate and momentum representations
ψ = F [χ] , χ = F−1 [ψ]
at any given moment of time thus representing the vertical arrows at our diagram. The time
evolution operators U (t) , V (t) and their inverses U−1 (t) , V −1 (t) correspond to the horizontal
arrows in the coordinate and momentum representations, respectively. They obey the symmetry
with respect to the time reversal, which has been discussed in section 5.
In order to discuss the diagonal arrows of the time evolution diagram on Figure 3, we have to
go back, say, to the particular solution (3.25). A more general solution of the Schro¨dinger equation
(2.1)–(2.2) can be obtained by the superposition principle in the form
ψ (x, t) =
∫ ∞
−∞
KU (x, y, t) χ (y, 0) dy, (6.23)
where χ is an arbitrary function, independent of time, such that the integral converges and one can
interchange the differentiation and integration. In view of the continuity of the kernel at t = 0, we
get
ψ (x, 0) =
1√
2pi
∫ ∞
−∞
eixy χ (y, 0) dy, (6.24)
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which simply relates the initial data in the coordinate and momentum representations. Then
solution of the initial value problem is given by the inverse of the Fourier transform
χ (y, 0) =
1√
2pi
∫ ∞
−∞
e−ixy ψ (x, 0) dx (6.25)
followed by the back substitution of this expression into (6.23). This implies the above factorization
U (t) = K (t)F−1 of the corresponding time evolution operator; see (6.17). The Green function
(1.5) can be derived as
GU (x, y, t) =
1√
2pi
∫ ∞
−∞
KU (x, z, t) e
−iyz dz (6.26)
with the help of the integral (5.5). The second equation, U (t) = FL (t) , is related to following
integral
GU (x, y, t) =
1√
2pi
∫ ∞
−∞
eixz KV (z, y, t) dz. (6.27)
The meaning of the operator L (t) , represented by another diagonal arrow on the time evolution
diagram, is established in a similar fashion. One can see that the relation V (t) = L (t)F in (6.18)
follows from the elementary integral
GV (x, y, t) =
1√
2pi
∫ ∞
−∞
KV (x, z, t) e
iyz dz (6.28)
and K (t) = FV (t) corresponds to
KU (x, y, t) =
1√
2pi
∫ ∞
−∞
eixz GV (z, y, t) dz. (6.29)
This proves (6.17)–(6.18). The inverses K−1 (t) and L−1 (t) are found, for instance, by the inverse
of Fourier transform similar to (5.7)–(5.8). They are not directly related to the reversal of time.
We leave further details about the structure of the commutative diagram on Figure 3 to the reader.
7. The Case of n-Dimensions
In the case ofRn with an arbitrary number of dimensions, the Schro¨dinger equation for a modified
oscillator (1.1) with the original Hamiltonian
H (t) =
1
2
n∑
s=1
(
asa
†
s + a
†
sas
)
+
1
2
e2it
n∑
s=1
(as)
2 +
1
2
e−2it
n∑
s=1
(
a†s
)2
, (7.1)
considered by Meiler, Cordero-Soto, and Suslov [40], has the Green function of the form
Gt (x,x
′) =
n∏
s=1
Gt (xs, x
′
s) (7.2)
=
(
1
2pii (cos t sinh t+ sin t cosh t)
)n/2
× exp
(
(x2 − x′2) sin t sinh t+ 2x · x′ − (x2 + x′2) cos t cosh t
2i (cos t sinh t+ sin t cosh t)
)
.
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Solution of the Cauchy initial value problem can be written as
ψ (x, t) =
∫
R
n
Gt (x,x
′) ψ (x′, 0) dx′, (7.3)
where dv′ = dx′ = dx′1 · ... ·dx′n. The propagator expansion in the hyperspherical harmonics is given
by
Gt (x,x
′) =
∑
Kν
YKν (Ω) Y
∗
Kν (Ω
′) GKt (r, r′) (7.4)
with
GKt (r, r′) =
e−ipi(2K+n)/4
2K+n/2−1Γ (K + n/2)
(rr′)K
(cos t sinh t+ sin t cosh t)K+n/2
(7.5)
× exp
(
i
(
r2 + (r′)2
)
cos t cosh t− (r2 − (r′)2) sin t sinh t
2 (cos t sinh t+ sin t cosh t)
)
× 0F1
(
−
K + n/2
; − (rr
′)2
4 (cos t sinh t+ sin t cosh t)2
)
.
Here YKν (Ω) are the hyperspherical harmonics constructed by the given tree T in the graphical
approach of Vilenkin, Kuznetsov and Smorodinski˘ı [46], the integer K corresponds to the constant
of separation of the variables at the root of T (denoted by K due to the tradition of the method
of K-harmonics in nuclear physics [59]) and ν = {l1, l2, ... , lp} is the set of all other subscripts
corresponding to the remaining vertexes of the binary tree T. These formulas imply the familiar
expansion of a plane wave in Rn in terms of the hyperspherical harmonics
eix·x
′
= rr′
(
2pi
rr′
)n/2∑
Kν
iK Y ∗Kν (Ω) YKν (Ω
′) JK+n/2−1 (rr
′) , (7.6)
where
Jµ (z) =
(z/2)µ
Γ (µ+ 1)
0F1
( −
µ+ 1
; −z
2
4
)
(7.7)
is the Bessel function. See [40] and references therein for more details. It is worth noting that
the Green function (1.5) was originally found by Meiler, Cordero-Soto, and Suslov as the special
case n = 1 of the expansion (7.4)–(7.5). The dynamical SU (1, 1) symmetry of the harmonic
oscillator wave functions, Bargmann’s functions for the discrete positive series of the irreducible
representations of this group, the Fourier integral of a weighted product of the Meixner–Pollaczek
polynomials, a Hankel-type integral transform and the hyperspherical harmonics were utilized in
order to derive the n-dimensional Green function.
Our results show that the “dual” Schro¨dinger equation (1.6) with a new Hamiltonian of the form
H (τ) =
1
2
n∑
s=1
(
asa
†
s + a
†
sas
)
+
1
2
e−i arctan(2τ)
n∑
s=1
(as)
2 +
1
2
ei arctan(2τ)
n∑
s=1
(
a†s
)2
(7.8)
has the propagator that is almost identical to (7.2) but with x ↔ x′. Indeed, in the case of n-
dimensions one has
H (τ ) =
n∑
s=1
Hs (τ) , (7.9)
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where we denote
Hs (τ ) =
1
2
(
asa
†
s + a
†
sas
)
+
1
2
e−i arctan(2τ) (as)
2 +
1
2
ei arctan(2τ)
(
a†s
)2
. (7.10)
If one chooses
ψs = ψs (xs, t) = Gt (x
′
s, xs) (7.11)
=
(
1
2pii (cos t sinh t + sin t cosh t)
)1/2
× exp
(
(x′2s − x2s) sin t sinh t+ 2x′sxs − (x′2s + x2s) cos t cosh t
2i (cos t sinh t+ sin t cosh t)
)
with
i
∂ψs
∂τ
= Hs (τ )ψs, t =
1
2
sinh (2τ) (7.12)
and denotes
ψ =
n∏
k=1
ψk =
n∏
k=1
Gt (x
′
k, xk) = Gt (x
′,x) , (7.13)
then
i
∂ψ
∂τ
=
n∑
s=1
(
i
∂ψs
∂τ
)∏
k 6=s
ψk (7.14)
and
H (τ)ψ =
n∑
s=1
(Hs (τ )ψs)
∏
k 6=s
ψk. (7.15)
As a result, (
i
∂
∂τ
−H (τ)
)
ψ =
n∑
s=1
(
i
∂ψs
∂τ
−Hs (τ)ψs
)∏
k 6=s
ψk ≡ 0, (7.16)
and Eq. (1.6) for the n-dimensional propagator is satisfied. For the initial data, formally,
lim
t→0+
Gt (x
′,x) =
n∏
k=1
lim
t→0+
Gt (x
′
k, xk) =
n∏
k=1
δ (x′k − xk) = δ (x− x′) , (7.17)
where δ (x) is the Dirac delta function in Rn. Further details are left to the reader.
The n-dimensional version of the Hamiltonian corresponding to the coefficients (2.18) is given by
H (t) =
1
2
n∑
s=1
(
asa
†
s + a
†
sas
)− 1
2
e2it
n∑
s=1
(as)
2 − 1
2
e−2it
n∑
s=1
(
a†s
)2
(7.18)
with the propagator
Gt (x,x
′) =
(
1
2pii (sin t cosh t− cos t sinh t)
)n/2
(7.19)
× exp
(
(x2 + x′2) cos t cosh t− 2x · x′ + (x2 − x′2) sin t sinh t
2i (cos t sinh t− sin t cosh t)
)
.
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The dual counterpart of this Hamiltonian with respect to time reversal has the form
H (τ ) =
1
2
n∑
s=1
(
asa
†
s + a
†
sas
)− 1
2
e−i arctan(2τ )
n∑
s=1
(as)
2 − 1
2
ei arctan(2τ)
n∑
s=1
(
a†s
)2
(7.20)
and one has to interchange x↔ x′ in (7.19) in order to obtain the corresponding Green function. It
is worth noting that the Hamiltonians (7.1) and (7.18) (respectively, (7.8) and (7.20)) are transform-
ing into each other under the substitution as → ias, a†s → −ia†s, which preserves the commutation
relations of the creation and annihilation operators. As we have seen in the previous section this
property is related to solving the problem in the coordinate and momentum representations.
Combining all four cases together, one may summarize that two Hamiltonians,
H± (t) =
1
2
n∑
s=1
(
asa
†
s + a
†
sas
)± 1
2
e2it
n∑
s=1
(as)
2 ± 1
2
e−2it
n∑
s=1
(
a†s
)2
, (7.21)
and their duals with respect to the time reversal,
H± (τ ) =
1
2
n∑
s=1
(
asa
†
s + a
†
sas
)± 1
2
e−i arctan(2τ)
n∑
s=1
(as)
2 ± 1
2
ei arctan(2τ)
n∑
s=1
(
a†s
)2
(7.22)
with τ = 1
2
sinh (2t) , have the following Green functions:
G±t (x,x
′) =
(
1
2pii (sin t cosh t± cos t sinh t)
)n/2
(7.23)
× exp
(± (x2 − x′2) sin t sinh t+ 2x · x′ − (x2 + x′2) cos t cosh t
2i (sin t cosh t± cos t sinh t)
)
.
This expression is valid for two Hamiltonians (7.21), respectively. One has to interchange x ↔ x′
for the case of the dual Hamiltonians (7.22).
In a similar fashion, the n-dimensional form of the kernels (3.25) and (3.29) is
K±t (x,x
′) =
(
1
2pi (cos t cosh t± sin t sinh t)
)n/2
(7.24)
× exp
(
(x2 + x′2) sin t cosh t∓ 2x · x′ ∓ (x2 − x′2) cos t sinh t
2i (cos t cosh t± sin t sinh t)
)
and
G±t (x,x
′) =
1
(2pi)n/2
∫
R
n
K±t (x,x
′′) e∓ix
′·x′′ dx′′ (7.25)
=
1
(2pi)n/2
∫
R
n
e±ix·x
′′
K∓t (x
′′,x′) dx′′.
Denoting
U± (t)ψ (x) =
∫
R
n
G±t (x,x
′) ψ (x′) dx′, (7.26)
K± (t)ψ (x) =
∫
R
n
K±t (x,x
′) ψ (x′) dx′,
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χ(y, t)
U 
 
(t)
U-1(t)
U  (t)
U-1(t)
K (t)
K
 
 (t)
K -1(t)
K-
1 (t)F
F F
F
χ(y,0)
ψ (x,0) ψ (x, t)
+
_
+
+ +
_
_
_
+
+
_
 
 
_
Figure 4. The commutative evolution diagram in Rn.
and
F±ψ (x) =
1
(2pi)n/2
∫
R
n
e±ix·x
′
ψ (x′) dx′ (7.27)
one arrives at the commutative evolution diagram in Rn on Figure 4. The corresponding relations
are
U± (t) = K± (t)F∓ = F±K∓ (t) = F±U∓ (t)F∓, (7.28)
U−1± (t) = F±K
−1
± (t) = K
−1
∓ (t)F∓ = F±U
−1
∓ (t)F∓.
We leave further details to the reader.
A certain time-dependent Schro¨dinger equation with variable coefficients was considered in [40]
in a pure algebraic manner in connection with representations of the group SU (1, 1) in an abstract
Hilbert space. Our Hamiltonians (7.21) and (7.22) belong to the same class thus providing new
explicit realizations of this model in addition to several cases already discussed by Meiler, Cordero-
Soto, and Suslov.
8. Eigenfunction Expansions
The normalized wave functions of the n-dimensional harmonic oscillator
H0Ψ = EΨ, H0 =
1
2
n∑
s=1
(
− ∂
2
∂x2s
+ x2s
)
(8.1)
have the form
Ψ (x) = ΨNKν (r,Ω) = YKν (Ω) RNK (r) , (8.2)
where YKν (Ω) are the hyperspherical harmonics associated with a binary tree T, the integer number
K corresponds to the constant of separation of the variables at the root of T and ν = {l1, l2, ... , lp}
is the set of all other subscripts corresponding to the remaining vertexes of the binary tree T ; see
[46], [59], [67] for a graphical approach of Vilenkin, Kuznetsov and Smorodinski˘ı to the theory of
spherical harmonics. The radial functions are given by
RNK (r) =
√
2 [(N −K) /2]!
Γ [(N +K + n) /2]
exp
(−r2/2) rK LK+n/2−1(N−K)/2 (r2) , (8.3)
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where Lαk (ξ) are the Laguerre polynomials. The corresponding energy levels are
E = EN = N + n/2, (N −K) /2 = k = 0, 1, 2, ... (8.4)
and we can use the SU (1, 1)-notation for the wave function as follows
ψjm{ν} (x) = ΨNKν (r,Ω) = YKν (Ω) RNK (r) , (8.5)
where the new quantum numbers are given by j = K/2+n/4−1 andm = N/2+n/4 withm = j+1,
j+2, ... . The inequality m ≥ j+1 holds because of the quantization rule (8.4), which gives N = K,
K + 2, K + 4, ... . See [40], [46] and [59] for more details on the group theoretical properties of the
n-dimensional harmonic oscillator wave functions.
The Cauchy initial value problem for the Schro¨dinger equation (1.1) with the Hamiltonian of a
modified oscillator (7.1) has also the eigenfunction expansion form of the solution [40]:
ψ (x, t) =
∑
j{ν}
∞∑
m=j+1
cm (t) ψjm{ν} (x) (8.6)
with the time dependent coefficients
cm (t) = e
−2imt
∞∑
m′=j+1
im
′−mvjm′m (2t)
∫
R
n
ψ∗jm′{ν} (x
′)ψ (x′, 0) dv′ (8.7)
given in terms of the Bargmann functions [4], [46] and [67]
vjmm′ (µ) =
(−1)m−j−1
Γ (2j + 2)
√
(m+ j)! (m′ + j)!
(m− j − 1)! (m′ − j − 1)!
(
sinh
µ
2
)−2j−2 (
tanh
µ
2
)m+m′
× 2F1
( −m+ j + 1, −m′ + j + 1
2j + 2
; − 1
sinh2 (µ/2)
)
. (8.8)
Choosing the initial data in (7.3) and (8.6)–(8.7) as ψ (x, 0) = δ (x− x′) , we arrive at the eigen-
function expansion for the Green function
Gt (x,x
′) =
∑
j{ν}
∞∑
m,m′=j+1
e−2imt im
′−m vjm′m (2t) ψjm{ν} (x)ψ
∗
jm′{ν} (x
′) , (8.9)
where by (7.19) the following symmetry property holds
Gt (x,x
′) = G∗−t (x,x
′) . (8.10)
In this paper we have found solution of the Cauchy initial value problem for the new Hamiltonian
(7.8) in an integral form
ψ (x, t) =
∫
R
n
Gt (x
′,x) ψ (x′, 0) dx′. (8.11)
In view of (8.9)–(8.10), the eigenfunction expansion of this solution is given by
ψ (x, t) =
∑
j{ν}
∞∑
m=j+1
cm (t) ψjm{ν} (x) , (8.12)
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where
cm (t) =
∞∑
m′=j+1
(−i)m−m′ e−2im′t (vjm′m (−2t))∗
∫
R
n
ψ∗jm′{ν} (x
′)ψ (x′, 0) dv′. (8.13)
This expansion is in agreement with the unitary infinite matrix of the inverse operator in the basis
of the harmonic oscillator wave functions; see section 5.
The cases of the Hamiltonian (7.18) and its dual (7.20) can be investigated by taking the Fourier
transform of the expansions (8.6)–(8.7) and (8.12)–(8.13), respectively. The corresponding trans-
formations of the oscillator wave functions are
i±NΨNKν (x) =
1
(2pi)n/2
∫
R
n
e±ix·x
′
ΨNKν (x
′) dx′. (8.14)
This can be evaluated in hyperspherical coordinates with the help of expansion (7.6)–(7.7), or
by adding the SU (1, 1)-momenta according to the tree T [46] and using linearity of the Fourier
transform. One can use
eix·x
′
= (2pi)n/2
∑
Kν
iK Y ∗Kν (Ω) YKν (Ω
′) S−1 (r, r
′) (8.15)
with
S−1 (r, r
′) =
(rr′)K
2K+n/2−1Γ (K + n/2)
0F1
(
−
K + n/2
; −(rr
′)2
4
)
(8.16)
and
(−1)(N−K)/2RNK (r) =
∫ ∞
0
S−1 (r, r
′) RNK (r
′) (r′)
n−1
dr′ (8.17)
as a special case of Eqs. (7.3) and (7.6) of Ref. [40] together with the orthogonality property of
hyperspherical harmonics. We leave further details to the reader.
9. Particular Solutions of The Nonlinear Schro¨dinger Equations
The method of solving the equation (2.1) is extended in [20] to the nonlinear Schro¨dinger equation
of the form
i
∂ψ
∂t
= −a (t) ∂
2ψ
∂x2
+ b (t) x2ψ − i
(
c (t) x
∂ψ
∂x
+ d (t)ψ
)
+ h (t) |ψ|2s ψ, s ≥ 0. (9.1)
We elaborate first on two cases (2.2) and (2.3). A particular solution takes the form
ψ = ψ (x, t) = Kh (x, y, t) =
eiφ√
µ (t)
ei(α(t)x
2+β(t)xy+γ(t)y2+κ(t)), φ = constant, (9.2)
where equations (2.5)–(2.7) hold and, in addition,
dκ
dt
= − h (t)
µs (t)
, κ (t) = κ (0)−
∫ t
0
h (τ )
µs (τ )
dτ, (9.3)
provided that the integral converges.
In the first case (2.2), by the superposition principle, the general solution of the characteristic
equation (2.11) has the form
µ = c1µ1 (t) + c2µ2 (t) (9.4)
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= cos t (c1 cosh t + c2 sinh t) + sin t (c1 sinh t + c2 cosh t)
=
c1 + c2√
2
et sin
(
t+
pi
4
)
+
c1 − c2√
2
e−t cos
(
t+
pi
4
)
with µ′ = 2 cos t (c1 sinh t + c2 cosh t) and
µ (0) = c1, µ
′ (0) = 2c2. (9.5)
Then
α (t) =
cos t (c1 sinh t+ c2 cosh t)− sin t (c1 cosh t + c2 sinh t)
2 (cos t (c1 cosh t + c2 sinh t) + sin t (c1 sinh t + c2 cosh t))
, (9.6)
β (t) =
c1β (0)
cos t (c1 cosh t+ c2 sinh t) + sin t (c1 sinh t+ c2 cosh t)
, (9.7)
and
γ (t) = γ (0)− c1β
2 (0) (cos t sinh t + sin t cosh t)
2 (cos t (c1 cosh t+ c2 sinh t) + sin t (c1 sinh t+ c2 cosh t))
(9.8)
as a result of elementary but somewhat tedious calculations. The first two equations follow directly
from (2.5) and a constant multiple of the first equation (2.6), respectively. One should use
dγ
dt
+ a (t) β2 = 0, (9.9)
see [20], integration by parts as in (2.7), and an elementary integral∫
dt
(c1 sinh t+ c2 cosh t)
2 =
sinh t
c2 (c1 sinh t+ c2 cosh t)
+ C (9.10)
in order to derive (9.8).
Two special cases are as follows. The original propagator (1.5) appears in the limit c1 → 0
when β (0) = − (c1)−1 and γ (0) = (2c1c2)−1 . The solution with the standing wave initial data
ψ (x, 0) = eixy found in [20] corresponds to c1 = 1 and c2 = 0.
Equation (9.3) can be explicitly integrated in some special cases, say, when h (t) = λµ′ (t) :
κ (t) =


κ (0)− λ
1− s (µ
1−s (t)− µ1−s (0)) , when s 6= 1,
κ (0)− λ ln
(
µ (t)
µ (0)
)
, when s = 1.
(9.11)
Here µ (0) 6= 0; cf. [20]. One may treat the general particular solution of the form (9.2) with
the coefficients (9.6)–(9.8) and (9.11) as an example of application of yet unknown “nonlinear”
superposition principle for the Schro¨dinger equation under consideration for two particular solutions
of a similar form with c1 6= 0, c2 = 0 and c1 = 0, c2 6= 0.
It is worth noting that function (9.2) with the coefficients given by (9.4)–(9.11) does also satisfy
the following linear Schro¨dinger equation
i
∂ψ
∂t
= −a (t) ∂
2ψ
∂x2
+ b (t) x2ψ − i
(
c (t) x
∂ψ
∂x
+ d (t)ψ
)
+
h (t)
µs (t)
ψ, s ≥ 0. (9.12)
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Then a more general solution of this equation can be obtained by the superposition principle as
follows
ψ (x, t) =
∫ ∞
−∞
Kh (x, y, t) χ (y) dy, (9.13)
where χ is an arbitrary function such that the integral converges and one can interchange differen-
tiation and integration. Solution of the Cauchy initial value problem simply requires an inversion
of the integral
ψ (x, 0) =
∫ ∞
−∞
Kh (x, y, 0) χ (y) dy (9.14)
that is
χ (y) =
c1β (0)
2pi
∫ ∞
−∞
K∗h (x, y, 0) ψ (x, 0) dx, (9.15)
say, by the inverse of the Fourier transform. Thus our equations (9.13) and (9.15) solve the initial
value problem for the above linear Schro¨dinger equation (9.12) as a double integral with the help
of the kernel Kh (x, y, t) that is regular at t = 0, when µ (0) = c1 6= 0.
On the other hand,
Kh (x, y, t) =
∫ ∞
−∞
Gh (x, z, t) Kh (z, y, 0) dz, (9.16)
where Gh (x, y, t) is the Green function, which can be obtain from our solution (9.2) in the limit
c1 → 0 with a proper normalization as in the propagator (1.5). Therefore, substitution of (9.15)
into (9.14) gives the traditional single integral form of the solution in terms of the Green function
ψ (x, t) =
∫ ∞
−∞
Gh (x, y, t) ψ (y, 0) dy (9.17)
by (9.16).
The case of the new Hamiltonian, corresponding to (2.3), is similar. The general solution of
characteristic equation (2.14) is given by
µ = c2µ2 (t) + c3µ3 (t) (9.18)
= cos t (c2 sinh t− c3 cosh t) + sin t (c2 cosh t+ c3 sinh t)
=
1√
2
et
(
c2 sin
(
t+
pi
4
)
− c3 cos
(
t +
pi
4
))
− 1√
2
e−t
(
c2 cos
(
t +
pi
4
)
+ c3 sin
(
t+
pi
4
))
and µ′ = 2 cosh t (c2 cos t+ c3 sin t) with µ (0) = −c3, µ′ (0) = 2c2. The first three coefficients of the
quadratic form in the solution (9.2) are
α (t) =
cos t (c2 cosh t− c3 sinh t) + sin t (c2 sinh t + c3 cosh t)
2 (cos t (c2 sinh t− c3 cosh t) + sin t (c2 cosh t+ c3 sinh t)) , (9.19)
β (t) =
−c3β (0)
cos t (c2 sinh t− c3 cosh t) + sin t (c2 cosh t+ c3 sinh t) , (9.20)
γ (t) = γ (0) +
c3β
2 (0) (cos t sinh t + sin t cosh t)
2 (cos t (c2 sinh t− c3 cosh t) + sin t (c2 cosh t + c3 sinh t)) (9.21)
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and one can use formula (9.11) for the last coefficient. The corresponding elementary integral is∫
dt
(A cos t +B sin t)2
=
sin t
A (A cos t+B sin t)
+ C. (9.22)
The cases (2.18) and (2.19) can be considered in a similar fashion. The results are
µ = c3µ3 (t) + c4µ4 (t) (9.23)
= sin t (c3 sinh t + c4 cosh t)− cos t (c3 cosh t + c4 sinh t) ,
α (t) =
sin t (c3 cosh t+ c4 sinh t) + cos t (c3 sinh t+ c4 cosh t)
2 (sin t (c3 sinh t+ c4 cosh t)− cos t (c3 cosh t+ c4 sinh t)) , (9.24)
β (t) =
−c3β (0)
sin t (c3 sinh t+ c4 cosh t)− cos t (c3 cosh t+ c4 sinh t) , (9.25)
γ (t) = γ (0) +
c3β
2 (0) (sin t cosh t− cos t sinh t)
2 (sin t (c3 sinh t + c4 cosh t)− cos t (c3 cosh t + c4 sinh t)) (9.26)
and
µ = c1µ1 (t) + c4µ4 (t) (9.27)
= cos t (c1 cosh t− c4 sinh t) + sin t (c1 sinh t + c4 cosh t) ,
α (t) = − sinh t (c1 cos t + c4 sin t) + cosh t (c1 sin t− c4 cos t)
2 (sinh t (c1 sin t− c4 cos t) + cosh t (c1 cos t+ c4 sin t)) , (9.28)
β (t) =
c1β (0)
sinh t (c1 sin t− c4 cos t) + cosh t (c1 cos t + c4 sin t) , (9.29)
γ (t) = γ (0) +
c1β
2 (0) (cos t sinh t− sin t cosh t)
2 (sinh t (c1 sin t− c4 cos t) + cosh t (c1 cos t+ c4 sin t)) , (9.30)
respectively. One can use once again formula (9.11) for the last coefficient. We leave further details
to the reader.
10. A Note on The Ill-Posedness of The Schro¨dinger Equations
The same method shows that the joint solution of the both linear and nonlinear Schro¨dinger
equations (9.12) and (9.1), respectively, corresponding to the initial data
ψ|t=0 = δε (x− y) =
1√
2piiε
exp
(
i (x− y)2
2ε
)
, ε > 0, (10.1)
has the form
ψ = Gε (x, y, t) =
1√
iµε (t)
ei(αε(t)x
2+βε(t)xy+γε(t)y
2+κε(t)) (10.2)
with the characteristic function µε (t) = 2pi (εµ1 (t) + µ2 (t)) . The coefficients of the quadratic form
are given by
αε (t) =
cos t (ε sinh t + cosh t)− sin t (ε cosh t+ sinh t)
2 (cos t (ε cosh t+ sinh t) + sin t (ε sinh t+ cosh t))
, (10.3)
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βε (t) = −
1
cos t (ε cosh t+ sinh t) + sin t (ε sinh t+ cosh t)
, (10.4)
γε (t) =
cos t cosh t + sin t sinh t
2 (cos t (ε cosh t+ sinh t) + sin t (ε sinh t+ cosh t))
. (10.5)
We simply choose c1 = 2piε > 0, c2 = 2pi and e
iϕ = 1/
√
i and the initial data α (0) = γ (0) =
−β (0) /2 = 1/ (2ε) in a general solution (9.6)–(9.8). The case ε = 0, t > 0 corresponds to the
original propagator (1.5), while ε > 0, t = 0 gives the delta sequence (10.1).
If h = hε (t) = (λ/2pi)µ
′
ε = 2λ cos t (ε sinh t+ cosh t) , then
κε (t) =


− λ
(2pi)s
(εµ1 (t) + µ2 (t))
1−s − ε1−s
1− s , when 0 ≤ s < 1,
− λ
2pi
ln
(
µ1 (t) +
µ2 (t)
ε
)
, when s = 1
(10.6)
with κε (0) = 0 provided ε > 0.
In this example, the initial data ψ|t=0 = Gε (x, y, 0) = δε (x− y) converge to the Dirac delta
function δ (x− y) as ε→ 0+ in the distributional sense [17], [58], [64], [66]
lim
ε→0+
∫ ∞
−∞
Gε (x, y, 0) ϕ (y) dy = ϕ (x) . (10.7)
On the other hand,
lim
ε→0+
∫ ∞
−∞
Gε (x, y, t) ϕ (y) dy (10.8)
= ei limε→0+ κε(t)
∫ ∞
−∞
G0 (x, y, t) ϕ (y) dy
with t > 0. When s = 1 the solution ψ = Gε (x, y, t) , t > 0 does not have a limit because of
divergence of the logarithmic phase factor κε (t) as ε → 0+. See also Refs. [3] and [33] on the
ill-posedness of some canonical dispersive equations.
The second case, corresponding to (2.3), is similar. One can choose µε (t) = 2pi (µ2 (t)− εµ3 (t))
and obtain
αε (t) =
cos t (cosh t+ ε sinh t) + sin t (sinh t− ε cosh t)
2 (cos t (sinh t+ ε cosh t) + sin t (cosh t− ε sinh t)) , (10.9)
βε (t) = −
1
cos t (sinh t+ ε cosh t) + sin t (cosh t− ε sinh t) , (10.10)
γε (t) =
cos t cosh t− sin t sinh t
2 (cos t (sinh t+ ε cosh t) + sin t (cosh t− ε sinh t)) . (10.11)
If hε (t) = (λ/2pi)µ
′
ε = 2λ cosh t (cos t− ε sin t) , then
κε (t) =


− λ
(2pi)s
(µ2 (t)− εµ3 (t))1−s − ε1−s
1− s , when 0 ≤ s < 1,
− λ
2pi
ln
(
µ2 (t)
ε
− µ3 (t)
)
, when s = 1
(10.12)
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and κε (0) = 0 when ε > 0. Formulas (10.2) and (10.9)–(10.12) describe actual (nonlinear) evolution
for initial data as in (10.1). One can observe once again a discontinuity with respect to these initial
data as ε→ 0+.
The cases (2.18) and (2.19) are as follows. One gets µε (t) = 2pi (µ4 (t)− εµ3 (t)) ,
αε (t) =
sin t (sinh t− ε cosh t) + cos t (cosh t− ε sinh t)
2 (sin t (cosh t− ε sinh t)− cos t (sinh t− ε cosh t)) , (10.13)
βε (t) = −
1
sin t (cosh t− ε sinh t)− cos t (sinh t− ε cosh t) , (10.14)
γε (t) =
cos t cosh t− sin t sinh t
2 (sin t (cosh t− ε sinh t)− cos t (sinh t− ε cosh t)) (10.15)
and hε (t) = (λ/2pi)µ
′
ε = 2λ sin t (sinh t− ε cosh t) ,
κε (t) =


− λ
(2pi)s
(µ4 (t)− εµ3 (t))1−s − ε1−s
1− s , when 0 ≤ s < 1,
− λ
2pi
ln
(
µ4 (t)
ε
− µ3 (t)
)
, when s = 1
(10.16)
with κε (0) = 0, ε > 0 in the case (2.18). Also µε (t) = 2pi (µ4 (t) + εµ1 (t)) ,
αε (t) =
sinh t (sin t+ ε cos t)− cosh t (cos t− ε sin t)
2 (sinh t (cos t− ε sin t)− cosh t (sin t + ε cos t)) , (10.17)
βε (t) =
1
sinh t (cos t− ε sin t)− cosh t (sin t+ ε cos t) , (10.18)
γε (t) = −
cos t cosh t+ sin t sinh t
2 (sinh t (cos t− ε sin t)− cosh t (sin t+ ε cos t)) (10.19)
and hε (t) = (λ/2pi)µ
′
ε = 2λ sinh t (sin t+ ε cos t) ,
κε (t) =


− λ
(2pi)s
(µ4 (t) + εµ1 (t))
1−s − ε1−s
1− s , when 0 ≤ s < 1,
− λ
2pi
ln
(
µ4 (t)
ε
+ µ1 (t)
)
, when s = 1
(10.20)
with κε (0) = 0, ε > 0 in the case (2.19). We leave the details to the reader.
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11. Appendix A. Fundamental Solutions of The Characteristic Equations
We denote
u1 = cos t, u2 = sin t, v1 = cosh t, v2 = sinh t (11.1)
such that u′1 = −u2, u′2 = u1, v′1 = v2, v′2 = v1 and study differential equations satisfied by the
following set of the Wronskians of trigonometric and hyperbolic functions
{W (uα, vβ)}α,β=1,2 = {W (u1, v1) , W (u1, v2) , W (u2, v1) , W (u2, v2)} . (11.2)
Let us take, for example,
y = W (u1, v1) = u1v2 + u2v1. (11.3)
Then
y′ = 2u1v1, y
′′ = 2u1v2 − 2u2v1 (11.4)
and
y′′ − τy′ + 4σy = (4σ + 2)u1v2 + (4σ − 2) u2v1 − 2τu1v1 = 0. (11.5)
The last equation is satisfied when σ = 1/2, τ = 2v2/v1 and σ = −1/2, τ = −2u2/u1. All other
cases are similar and the results are presented in Table 1.
Our calculations reveal the following identities
W ′′ (u1, v1) = −2W (u2, v2) , W ′′ (u1, v2) = −2W (u2, v1) , (11.6)
W ′′ (u2, v1) = 2W (u1, v2) , W
′′ (u2, v2) = 2W (u1, v1) ,
for the Wronskians under consideration. This implies that the set of Wronskians (11.2) provides
the fundamental solutions of the fourth order differential equation
W (4) + 4W = 0 (11.7)
with constant coefficients. The corresponding characteristic equation, λ4 + 4 = 0, has four roots,
λ1 = 1 + i, λ2 = 1− i, λ3 = −1 + i, λ4 = −1− i, and the fundamental solution set is given by
{uαvβ}α,β=1,2 = {u1v1, u1v2, u2v1, u2v2} . (11.8)
These solutions of the bi-harmonic equation (11.7) are even or odd functions of time. They do
not satisfy our second order characteristic equations. For example, let w1 = u1v2 = cos t sinh t and
w1 = u2v1 = sin t cosh t. Then, by a direct calculation,
L (w1) = w
′′
1 + 2 tan t w
′
1 − 2w1 = −2
sinh t
cos t
, (11.9)
L (w2) = w
′′
2 + 2 tan t w
′
2 − 2w2 = 2
sinh t
cos t
.
Thus, separately, these solutions of (11.7) satisfy nonhomogeneous characteristic equations. But
together,
L (y1) = L (w1 + w2) = L (w1) + L (w2) = −2sinh t
cos t
+ 2
sinh t
cos t
= 0. (11.10)
A similar property holds for all other solutions of the characteristic equations from Table 1.
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Table 1. Fundamental solutions of the characteristic equations.
Characteristic equation y′′ − τy′ + 4σy = 0 Fundamental solution set {yi, yk}i<k
u′′ + u = 0
(σ = 1/4, τ = 0)
u1 = cos t, u2 = sin t
(u′1 = −u2, u′2 = u1)
v′′ − v = 0
(σ = −1/4, τ = 0)
v1 = cosh t, v2 = sinh t
(v′1 = v2, v
′
2 = v1)
y′′ + 2 tan t y′ − 2y = 0
(σ = −1/2, τ = −2u2/u1)
y1 = W (u1, v1) = u1v2 + u2v1
y2 = W (u1, v2) = u1v1 + u2v2
y′′ − 2 cot t y′ − 2y = 0
(σ = −1/2, τ = 2u2/u1)
y3 = W (u2, v2) = u2v1 − u1v2
y4 = W (u2, v1) = u2v2 − u1v1
y′′ − 2 tanh t y′ + 2y = 0
(σ = 1/2, τ = 2v2/v1)
y1 = W (u1, v1) = u1v2 + u2v1
y4 = W (u2, v1) = u2v2 − u1v1
y′′ − 2 coth t y′ + 2y = 0
(σ = 1/2, τ = 2v1/v2)
y2 = W (u1, v2) = u1v1 + u2v2
y3 = W (u2, v2) = u2v1 − u1v2
In order to obtain the fundamental solutions in an algebraic manner, we denote
L1 =
d2
dt2
+ 2
u2
u1
d
dt
− 2, L2 = d
2
dt2
− 2u1
u2
d
dt
− 2, (11.11)
L3 =
d2
dt2
− 2v2
v1
d
dt
+ 2, L4 =
d2
dt2
− 2v1
v2
d
dt
+ 2
and compute the actions of these second order linear differential operators Lk on the four basis
vectors {uαvβ}α,β=1,2 , namely, Lk (uαvβ) . The results are presented in Table 2.
Table 2. Construction of the fundamental solutions.
Linear operators u1v1 u1v2 u2v1 u2v2
d
dt
u1v2 − u2v1 u1v1 − u2v2 u1v1 + u2v2 u1v2 + u2v1
d2
dt2
−2u2v2 −2u2v1 2u1v2 2u1v1
L1 −2 v1
u1
−2 v2
u1
2
v2
u1
2
v1
u1
L2 −2 v2
u2
−2 v1
u2
−2 v1
u2
−2 v2
u2
L3 2
u1
v1
−2u2
v1
2
u2
v1
2
u1
v1
L4 2
u2
v2
−2u1
v2
−2u1
v2
−2u2
v2
Therefore
L1 (u1v1 + u2v2) = L1 (u1v2 + u2v1) (11.12)
= L2 (u2v2 − u1v1) = L2 (u2v1 − u1v2)
= L3 (u1v2 + u2v1) = L3 (u2v2 − u1v1)
= L4 (u1v1 + u2v2) = L4 (u2v1 − u1v2) = 0
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as has been stated in Table 1.
All our characteristic equations in this paper obey certain periodicity properties. For instance,
equations
y′′ + 2 tan t y′ − 2y = 0 (11.13)
and
y′′ − 2 cot t y′ − 2y = 0 (11.14)
are invariant under the shifts t→ t± pi and interchange one into another when t→ t± pi/2. Since
only two solutions of a linear second order differential equation may be linearly independent, the
corresponding fundamental solutions satisfy the following relations(
y1 (t± pi)
y2 (t± pi)
)
= −
(
cosh pi ± sinh pi
± sinh pi cosh pi
)(
y1 (t)
y2 (t)
)
(11.15)
and (
y1 (t± pi/2)
y2 (t± pi/2)
)
= −
(
sinh (pi/2) ± cosh (pi/2)
± cosh (pi/2) sinh (pi/2)
)(
y3 (t)
y4 (t)
)
, (11.16)
respectively. Two other characteristic equations have pure imaginary periods. We leave the details
to the reader.
12. Appendix B. On A Transformation of The Quantum Hamiltonians
Our definition of the creation and annihilation operators given by (1.3) implies the following
operator identities
x2 =
1
2
(
aa† + a†a
)− 1
2
(
a2 +
(
a†
)2)
, (12.1)
∂2
∂x2
= −1
2
(
aa† + a†a
)− 1
2
(
a2 +
(
a†
)2)
, (12.2)
2x
∂
∂x
+ 1 = −a2 + (a†)2 (12.3)
(and vise versa), which allows us to transform the time-dependent Schro¨dinger equation (2.1) into a
Hamiltonian form (1.1), where the Hamiltonian is written in terms of the creation and annihilation
operators as follows
H =
1
2
(a (t) + b (t))
(
aa† + a†a
)
(12.4)
+
1
2
(a (t)− b (t) + 2id(t)) a2 + 1
2
(a (t)− b (t)− 2id(t)) (a†)2 ,
when c = 2d. This helps to transform the Hamiltonians of modified oscillators under consideration
into different equivalent forms, which are used in the paper.
The trigonometric cases (2.2) and (2.18) results in the Hamiltonians (1.2) and (7.18) with n = 1,
respectively. In the first hyperbolic case (2.3) one gets
H =
1
2
cosh (2t)
(
aa† + a†a
)
+
1
2
(1− i sinh (2t)) a2 + 1
2
(1 + i sinh (2t))
(
a†
)2
, (12.5)
where
1± i sinh (2t) = cosh (2t) e±i arctan(2τ ), τ = 1
2
sinh (2t) , (12.6)
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which implies the Schro¨dinger equation (1.6)–(1.7). The second hyperbolic case (2.19) is similar.
We leave the details to the reader.
13. Appendix C. On A Hamiltonian Structure of The Characteristic Equations
The Hamilton equations of classical mechanics [35],
.
q =
∂H
∂p
,
.
p = −∂H
∂q
, (13.1)
with a general quadratic Hamiltonian
H = a (t) p2 + b (t) q2 + 2d (t) pq (13.2)
are
.
q = 2ap+ 2dq,
.
p = −2bq − 2dp. (13.3)
We denote, as is customary, differentiation with respect to time by placing a dot above the canonical
variables p and q. Elimination of the generalized momentum p from this system results in the second
order equation with respect to the generalized coordinate
..
q −
.
a
a
.
q + 4
(
ab− d2 + d
2
(
.
a
a
−
.
d
d
))
q = 0. (13.4)
It coincides with the characteristic equation (2.8)–(2.9) with c = 2d. Our choice of the coefficients
(2.2)–(2.3) and (2.18)–(2.19) in the classical Hamiltonian (13.2) corresponds to the following models
of modified classical oscillators
..
q + 2 tan t
.
q − 2q = 0, (13.5)
..
q − 2 tanh t .q + 2q = 0, (13.6)
..
q − 2 cot t .q − 2q = 0, (13.7)
..
q − 2 coth t .q + 2q = 0, (13.8)
respectively; see Appendix A for their fundamental solutions.
The standard quantization of the classical integrable systems under consideration, namely,
q → x, p→ i−1 ∂
∂x
, [x, p] = xp− px = i (13.9)
and
H → ap2 + bx2 + d (px+ xp) , i∂ψ
∂t
= Hψ, (13.10)
leads to the quantum exactly solvable models of modified oscillators discussed in this paper.
Another example is a damped oscillator with a = (ω0/2) e
−2λt, b = (ω0/2) e
2λt and c = d = 0.
The classical equation
..
q + 2λ
.
q + ω20 q = 0 (13.11)
describes damped oscillations [35]. The corresponding quantum propagator has the form (2.4) with
µ =
ω0
ω
e−λt sinωt, ω2 = ω20 − λ2 > 0 (13.12)
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and
α (t) =
ω cosωt− λ sinωt
2ω0 sinωt
e2λt, (13.13)
β (t) = − ω
ω0 sinωt
eλt, (13.14)
γ (t) =
ω2 − ω20 sin2 ωt
2ω0 sinωt (ω cosωt− λ sinωt) . (13.15)
The Schro¨dinger equation
i
∂ψ
∂t
=
ω0
2
(
−e−2λt∂
2ψ
∂x2
+ e2λtx2ψ
)
(13.16)
describes the linear oscillator with a variable unit of length x→ xeλt. See [21] for more details.
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