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Abstract
We revisit Wald’s analysis of [5] in the context of spin-one fields in three dimensions.
A key technical difference from Wald’s is the role played by the three dimensional
completely antisymmetric tensor. We show how this changes the analysis as well as
the result from that of [5]
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1 Introduction
The problem of finding interacting theories of spin-one and spin-two fields has a long history
starting from the the works of [1], [2], [3], [4]. Since then, interactions for both massive [12],
and massless spin-one and spin-two as well as for higher spin fields [27] have been studied
in a wide variety of theories using various methods: eg cohomological methods [25], by
imposing causality constraints [41], and demanding existance of a non-trivial S-Matrix
[14], [11] among others4. One of the earliest works on such a classification of consistent
spin-one and spin-two field theories was initiated byWald in [5], where a systematic classical
analysis had been undertaken to find all types of ‘consistent’ self interactions of spin-one
and spin-two fields, starting from the free theory. The ‘consistency condition’ discussed
therein results from the abelian gauge invariance of the free part of the Lagrangian which
propagates to the higher order terms in the action and constrains the equations of motion
of the full interacting theory. Solving these constraints give rise to non-abelian Yang-
Mills type gauge invariance and general covariance for the spin-one and spin-two fields
respectively5.
In this note, we have tried to redo the analysis of Wald for spin-one fields in three
dimensions with the key technical difference being the role played by the three-dimensional
totally antisymmetric tensor. Before discussing our results, we begin with a brief summary
of Wald’s analysis (for spin-one fields) as presented in [5]. Wald starts with a very general
Lagrangian, the quadratic part of which is the sum of independent Maxwell terms, one for
each gauge field Aµa . Following Wald’s notation, we have labelled the species-number of
gauge fields by µ and the space-time index by a. This quadratic piece is denoted by L(2)
below. The higher order self-interaction terms, whose form we do not know is denoted by
4See references [6]- [41] for a partial list of relevant papers in this direction.
5For the spin two field, the result of their analysis shows that apart from general covariance the consis-
tency conditions are also satisfied by a class of theories with normal spin-two gauge invariance.
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L(n), where n labels the order of the interaction. For example n = 3 corresponds to cubic
interactions, n = 4 to quartic and so on.
L = L(2) +
∞∑
n=3
L(n) (1)
The corresponding equation of motion for each species(Fµa ) can again be expressed as a
sum of terms, the first being linear obtained from the Maxwell part of the Lagrangian.
These are denoted by F
(1)µ
a and F
(n)µ
a respectively.
Fµa = F
(1)µ
a +
∑
n=2
F (n)µa (2)
One then assumes that there exists a solution (Aµa) to the full equation of motion(eom)
F
µ
a , which is perturbatively close to the solution of the free theory, which is taken to be
A
µ
a = 0 for simplicity of analysis. This means that we assume that the equation of motion
of the interacting theory has a solution of the type
Aµa = λA˙
µ
a + λ
2A¨
µ
a + . . . (3)
where λ is the perturbative parameter. Substituting this solution back into the eom and
solving it order by order in λ, one gets equations to be satisfied by each of the A˙, A¨, . . . 6
etc. The equations arising from the two lowest orders in λ are as follows:
F (1)µa (A˙) = 0, F
(2)µ
a (A˙) + F
(1)µ
a (A¨) = 0 (4)
The key point is that the Maxwell term F
(1)µ
a , satisfies the divergence identity ∂aF
(1)µ
a = 0.
From the above equation, it is clear that this implies that A˙ satisfies the further constraint
∂aF
(2)µ
a (A˙) = 0. By following the same logic, we will end up with such constraints at
higher orders. The nth order perturbation term thus has to satisfy these constraints, over
and above the equation of motion. The origin of these constraints lies in the form of
the quadratic piece, and therefore in the abelian gauge invariance satisfied by the Maxwell
equation. Through the interaction terms, this propagates to the higher order terms. Wald’s
‘consistency requirement’ comes from demanding a single identity for the full interacting
Lagrangian7, which would result in the various constraints that we see at various orders, in
the perturbative analysis. This identity implies a set of infinitesimal gauge transformation
under which the full action is invariant. Wald explicitly writes down an expression of
the general form of such transformations δχA
µ
a = β
bµ
aν(∂bχ
ν + ανbλχ
λ) for some arbitrary
function χ. Wald constructs the functions β and α out of the gauge fields, their derivatives
as well as the invariant metric tensor ηab. By imposing integrability conditions on such
6We are following Wald’s notation wherein the A˙, A¨, . . . characterize the successive perturbative terms
7Details will be given in the section 2
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transformations, one can constrain the structure of the invariance further and show that
they are precisely the non-abelian Yang-Mills type gauge transformations. The integrability
condition is the condition that the commutator of two gauge transformations closes into a
gauge transformation offshell , ie without imposing equations of motion:
[δφ, δψ]A
µ
a = δχA
µ
a (5)
In this note we redo Wald’s analysis in three dimensions, with the only difference that
we demand that the functions β and α that appear in the gauge transformations, are not
just functions of Aµ, its derivatives and the metric tensor ηab but also of the antisymmetric
tensor ǫabc. In three dimensions, we can start from either the Maxwell type quadratic
action, or the Chern-Simons type quadratic action. Wald’s analysis is not sensitive to the
form of the quadratic piece, but only to its gauge-invariance.
Our analysis shows that introducing the ǫ term changes the analysis, and so at the
infinitesimal level, unlike the usual gauge invariance δAµa = ∂aχ
µ + fµλσ(A
σ
aχ
λ), we get a
modified gauge invariance which involves arbitrary order of the gauge field.
δAµa = ∂aχ
µ + fµλσA
σ
aχ
λ + dνµλ ǫabc∂
bAcνχ
λ +O(A2)χ+O(A2)∂χ (6)
where fµνλ is the structure constant of the gauge group. One solution to the Wald-type
analysis is to put the coefficients of the ǫ terms, dµνλ consistently to be zero. However as
we discuss later, this is not the most general solution.
A special case of our analysis is when there is only one species of gauge field. In this
case, f = 0 and d is just one number. We find that even in this case there are non-trivial
solutions corresponding to non-zero d’s. This special case has already been analyzed long
back in the literature by Heiderich and Unruh [32]. Our answer reduces to that of [32] in
this limit.
• clarification: In a previous version of the draft, we had made a mistake in analyzing
the solutions for the single species case and claimed that the only possible solution
is usual abelian gauge invariance. However after correcting the mistake, our solution
matches with [32]. We had also missed this reference prevously.
For the general case with multiple species of gauge fields, we get non trivial constraints
which must be satisfied by f and d given in 43-45, one of which is the well known Jacobi
identity for the f ’s. To the best of our knowledge, this more general case has not been
analyzed before.
In the next section, we present the details of our analysis. In some examples, we find
explicit solutions for the equations 43-45. In particular for the case of six species of gauge
fields and f corresponding to SO(4) algebra, we show that solutions exist with non zero d.
Also, for f = 0, the only non trivial equation that d’s have to satisfy is 44, for which non
trivial solutions exist.
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Even though Walds analysis does seem to admit non linear gauge transformations as
solutions to the integrability condition5, one can ask whether there exists Lagrangians
which are invariant under these new gauge transformations. Cohomological analysis that
already exist in the literature, imply that the only gauge theories are of the Yang-Mills or
Chern-Simons type in three dimensions [25]. We end with a discussion on these issues in
section 2.2.
2 Consistency analysis for interacting spin-one fields in
three dimensions
In this section, we discuss the possible self-couplings of spin-one fields, following Wald’s
analysis. The general interacting Lagrangian is given as:
L ≡ L(2) +
∑
n=3
L(n) (7)
The quadratic piece is a sum of free Maxwell or Chern-Simons terms for each spin-one
field8. The analysis does not depend on the precise form, but rather the gauge invariance
of the quadratic part of the full action. We start with a collection of k spin one fields
A1a, A
2
a, . . . A
k
a. We can label it in a single form A
µ
a where µ = 1, 2, . . . k. Here Greek letters
label the species number.
The Lagrangian for a single free Chern Simons field in three dimension L
(2)
cs is of the
form
L(2)cs =
κ
2
ǫabcAa∂bAc (8)
The equation of motion is
F (1)a ≡
κ
2
ǫabcFbc = 0 (9)
Where Fab = ∂aAb − ∂aAb is the field strength. The chern-simons field satisfies the diver-
gence identity relation
∂aF
(1)a ≡
κ
2
ǫabc∂aFbc = 0 (10)
Similar treatment can also be applied for the Maxwell case which was originally considered
by Wald in four dimension. The Maxwell Lagrangian is
L(2)max =
1
4
FabF
ab
with the corresponding eom being
F (1)a = ∂bF
ba = 0
8Instead of choosing sum of various terms in the quadratic piece, one may even alternate between sum
and difference of terms. The analysis does not depend on this choice. In a more general setting one can
also consider non diagonal quadratic kinetic terms which we discuss in a later section.
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which again satisfies the same divergence identity as the Chern-Simons case:
∂aF
(1)a = ∂a∂bF
ba = 0
So the divergence identity ∂aF
(1)a = 0 holds for both type of fields and therefore in what
follows the same discussion applies for both cases. Following Wald, we would like to find
a consistent non-linear generalization for this free theory.
The equation of motion, for each species, of this non linear Lagrangian is
F aµ =
δS
δA
µ
a
(11)
Where S is the nonlinear action. Following Wald, we assume that a solution Aµa exists of
the non-linear eom, which is arbitrarily close to the solution of the free theory, which we
choose to be A
(free)µ
a = 0. Therefore, we take a solution of the form:
Aµa = 0 + λA˙
µ
a + λ
2A¨
µ
a + . . . (12)
where as mentioned in the introduction, λ is the perturbative expansion parameter and
A˙a, A¨a, . . . are the higher order perturbation terms. Substituting in the equation of motion:
F aµ = F
a(1)
µ (λA˙a + λ
2A¨a + . . . ) + F
a(2)
µ (λA˙a + λ
2A¨a + . . . ) + · · · = 0 (13)
Solving this order by order in λ we get the following equations
F a(1)µ (A˙a) = 0 (14)
This implies that linearized mode of Aµa satisfies the linear order equation of motion. At
order λ2 we get,
F a(1)µ (A¨a) + F
a(2)
µ (A˙a) = 0 (15)
Using the divergence identity we get:
∂aF
a(2)
µ (A˙a) = 0 (16)
This implies that linearized perturbation A˙µa must satisfy the equation (16) in addition to
its equation of motion (14).
Its easy to see that this is true for higher order perturbations as well. For example at
order λ3, we have
F (1)aµ(
...
Aa) + F
a(2)
µ (A˙a, A¨a) + F
a(3)
µ (A˙a) = 0 (17)
and using the divergence identity,
∂aF
a(2)
µ (A˙a, A¨a) + ∂aF
a(3)
µ (A˙a) = 0 (18)
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So, A¨µa has to satisfy the equation (18) in addition to its eom (17). So, at every order,
the A˙µa , A¨
µ
a etc have to satisfy more than one equation. So in general, there may be no
consistent solutions for these perturbations. This is the consistency problem discussed
in [5]. Wald’s solution to this problem is to demand the existence of an identity involving
the full F
(a)
µ , which in the perturbative analysis, would reduce to precisely the additional
equations that we encountered. In a derivative expansion of F
(a)
µ , the form of the identity
is given as:
∂aF
a
µ = λ
ν
aµF
a
ν + ρ
bν
aµ∂bF
a
ν + σ
bcν
aµ ∂b∂cF
a
ν + . . . (19)
The λµaν , ρ
bµ
aν , σ
bcµ
aν , . . . are made locally out of ηab, ǫ
abc, Aµa and derivatives of A
µ
a ’s. This
identity must reduce to the divergence identity satisfied by the free Lagrangian, which
implies that the functions λµaν , ρ
bµ
aν , σ
bcµ
aν , . . . vanish when A = Afree. Expanding (19) per-
turbatively we get,
∂a[F
a(1)
µ (λA˙+ λ
2A¨+ . . . ) + F a(2)µ (λA˙+ λ
2A¨+ . . . ) + . . . ] =
λµ(1)aν [F
a(1)
ν (λA˙+ λ
2A¨+ . . . ) + F a(2)ν (λA˙+ λ
2A¨+ . . . ) + . . . ]+
ρbν(1)aµ ∂b[F
a(1)
ν (λA˙+ λ
2A¨+ . . . ) + F a(2)ν (λA˙+ λ
2A¨+ . . . ) + . . . ]+
σbcν(1)aµ ∂b∂c[F
a(1)
ν (λA˙+ λ
2A¨+ . . . ) + F a(2)ν (λA˙+ λ
2A¨+ . . . ) + . . . ] + . . .
(20)
At order λ this reduces to,
∂aF
a(1)
µ (A˙) = 0 (21)
Which is linearized divergence identity as desired. At order λ2 we get,
∂aF
a(1)
µ (A¨)+∂aF
a(2)
µ (A˙) = λ
(1)ν
aµ F
a(1)
ν (A˙)+ρ
bν(1)
aµ ∂aF
a(1)
ν (A˙)+σ
bcν(1)
aµ ∂b∂cF
a(1)
ν (A˙)+. . . (22)
Using the linearized identity relation as well as as the linearized equation of motion
F (1)aµ(A˙) = 0 we get,
∂aF
a(2)
µ (A˙) = 0 (23)
Thus the identity (19) and the linearized eom F
a(1)
µ (A˙) = 0 implies ∂aF
a(2)
µ (A˙a) = 0. In this
way, order by order, all the additional equations, are automatically satisfied, by demanding
the identity (19) as well as the eom at that order.
Following Wald, we further assume that the derivative expansion in (19) truncates at
first order, and also that the coefficients λµaν contains no more than one derivative of A
µ
a
while ρbµaν contains no derivatives of A
µ
a . As mentioned in [5], this is one of the strongest
assumption of the entire analysis. This is a simplifying assumption which ensures that at
any perturbative order, the number of derivatives on both side of (19) are the same. Then
(19) takes the form,
∂aF
aµ = λµaνF
aν + ρbµaν∂bF
aν (24)
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which after a redefinition, can be expressed as:
∂b(β
bν
aµF
a
ν ) = β
bν
aλα
λ
bµF
a
ν (25)
where βbµaν = δbaδ
µ
ν − ρ
bµ
aν and λ
µ
aν = β
bµ
aλα
λ
bν − ∂bρ
bµ
aν .
It is easy to see that under the following transformation, (25) remains unchanged.
βbµaν → f
λ
ν β
bµ
aλ
αµaν → (f
−1)µσf
δ
να
σ
aδ + (f
−1)µκ∂af
κ
ν (26)
Where f is an arbitrary function locally made out of Aa and equals 1 when Aa = 0 .
multiplying (25) by an arbitrary function χ(x)µ and integrating over space-time,
0 =
∫
d3xχν [∂b(β
bµ
aνF
a
µ )− β
bµ
aλα
λ
bνF
a
µ ]
=
∫
d3x[∂b(χ
νβbµaνF
a
µ )− β
bµ
aνF
a
µ (∂bχ
ν)− χνβbµaλα
λ
bνF
a
µ ]
= −
∫
d3xβbµaν(∂bχ
ν + ανbλχ
λ)
δS
δA
µ
a
Where in the second line we have used integration by parts and dropped the total derivative
term. Therefore, the identity (25) can be interpreted as demanding the invariance of the
full action under the infinitesimal variation of the vector field9.
δAµa = β
bµ
aν(∂bχ
ν + ανbλχ
λ) (27)
Demanding that this infinitesimal gauge transformation corresponds to a finite gauge
symmetry of the action, imposes an integrability condition on the infinitesimal gauge trans-
formation. In the language of differential geometry, δχA is the tangent vector that generates
the transformation on the manifold formed by set of Aa’s. For some arbitrary function φ
and ψ on spacetime, the subspace of infinitesimal gauge transformations is generated by
vector fields Vφ and Vψ respectively. The integrability condition is then determined by the
Frobenius Theorem which states that there must exist a function χ such that the commu-
tator [Vφ, Vψ] is equal to Vχ. This means if the action is invariant under the transformation
generated by Vφ and Vψ, it must be invariant under the infinitesimal transformation gen-
erated by the commutator [Vφ, Vψ]
10.
Thus we get, [δφ, δψ]Aa = δχAa
9Note that here we are considering transformations which make the action invariant, not the Lagrangian.
Since we are not considering large gauge transformations, this includes the case of Chern Simons theory.
10More details are given in [5]
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=⇒ δφ(β
bµ
aν )[∂bψ
ν + ανbλψ
λ]− δψ(β
bµ
aν )[∂bφ
ν + ανbλφ
λ]+
βbµaν(δφα
ν
bλ)ψ
λ − βbµaν(δψα
ν
bλ)φ
λ = βbµaν(∂bχ
ν + ανbλχ
λ) (28)
Using (27), we can express
δφβ
bµ
aν =
∂β
bµ
aν
∂Aλc
δφA
λ
c =
∂β
bµ
aν
∂Aλc
βdλcρ (∂dφ
ρ + αρdσφ
σ) (29)
So that the integrability condition becomes,
[
∂βbνaµ
∂Aσc
βdσcλ −
∂βdνaλ
∂Aσc
βbσcµ ](∂dφ
λ + αλdρφ
ρ)(∂bψ
µ + αµbρψ
ρ)+
βbνaσ(δφ(α
σ
bµ)ψ
µ − δψ(α
σ
bµ)φ
µ) = βbνaµ(∂bχ
µ + αµbρχ
ρ) (30)
So the main goal is to solve equation(30) and get the expressions for βba and αb. To
solve this we will follow the procedure as described by Wald.
Expanding βba, αb and χ in power series of Aa, solve the equation order by order. i.e
αa =
∑
n
α(n)a
βa =
∑
n
βb(n)a
χ =
∑
n
χ(n)
To solve the zeroth order part of the equation (30) we need the expression for α
(1)
a , β
b(1)
a ,
α
(0)
a and β
b(0)
a . For Aa = 0 we have, that
β(0)bνaµ = δ
b
aδ
ν
µ, α
(0)λ
bµ = 0 (31)
Now α
(1)
a is an one index tensor that can be constructed locally from ηab, ǫabc and Aa or
∂aAb. Similarly β
b(1)
a is the two index tensor that can be made by ηab, ǫabc and Aa. So the
general forms of α(1) and β(1) are:
αν(1)aµ = f
ν
µλA
λ
a + d
λν
µ ǫabc∂
bAcλ (32)
β(1)bνaµ = e
ν
ρµǫ
bc
a A
ρ
c (33)
In this case dλνµ and e
ν
ρµ are the new coefficients, that appear as a result of invoking the
ǫabc tensor, change the form of α
ν(1)
aµ and β
(1)bν
aµ from that of [5].
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The zeroth order part of equation (30) gives,
[
∂β
(1)bν
aµ
∂Aσc
β
(0)dσ
cλ −
∂β
(1)dν
aλ
∂Aσc
β(0)bσcµ ](∂dφ
λ + α
(0)λ
dρ φ
ρ)(∂bψ
µ + α
(0)µ
bρ ψ
ρ)+
β(0)bνaσ (δ
0
φ(α
(1)σ
bµ )ψ
µ − δ
(0)
ψ (α
(0)σ
bµ )φ
µ) = β(0)bνaµ (∂bχ
(0)µ + α
(0)µ
bρ χ
(0)ρ)
=⇒ [eνλµǫ
bd
a − e
ν
µλǫ
db
a ]∂dφ
λ∂bψ
µ + [ψµf νµλ∂aφ
λ − φµf νµλ∂aψ
λ]+
[ψµ
∂α
(1)ν
aµ
∂(∂dAλe )
∂d∂eφ
λ − φµ
∂α
(1)ν
aµ
∂(∂dAλe )
∂d∂eψ
λ]
= ∂aχ
(0)ν (34)
The term
∂α
(1)ν
aµ
∂(∂dAλe )
∂d∂eφ
λ vanishes due to antisymmetry property of ǫabc.Thus the equation
(34) becomes,
[eνλµǫ
bd
a + e
ν
µλǫ
bd
a ]∂dφ
λ∂bψ
µ + [ψµf νµλ∂aφ
λ − φµf νµλ∂aψ
λ] = ∂aχ
(0)ν (35)
Taking curl on both side will give,
(eνλµ + e
ν
µλ)ǫ
bd
[a∂e](∂dφ
λ∂bψ
µ) + f νµλ∂[eψ
(µ∂a]φ
λ) = 0 (36)
Here we choose ψµ = xµ and φλ = xλ. This implies,
f νµλδ
(µ
[e δ
λ)
a] = 0
=⇒ f νµλ = −f
ν
λµ (37)
So,we get f νµλ is antisymmetric in µ and λ. Using this property the second term of (36) is
identically zero. So the equation (36) implies,
eνλµǫ
bd
[a∂e](∂dφ
λ∂bψ
µ) + eνλµǫ
bd
[a∂e](∂dφ
µ∂bψ
λ) = 0
=⇒ eνλµǫ
bd
[a∂e](∂dφ
λ∂bψ
µ + ∂dφ
µ∂bψ
λ) = 0 (38)
This is true for all possible ψµ and φλ. Thus we should get,
eνλµ = 0 (39)
The antisymmetry property of f νµλ and vanishing e
ν
λµ modify (35) as following,
∂aχ
(0)ν = ψµf νµλ∂aφ
λ − ∂a(φ
µf νµλψ
λ) + ψλf νµλ∂aφ
µ
= −∂a(φ
µf νµλψ
λ) + ψµf νµλ∂aφ
λ − ψµf νµλ∂aφ
λ
= ∂a(ψ
µf νµλφ
λ)
=⇒ χ(0)ν = f νµλψ
µφλ + bν (40)
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Where bν is a constant. So now we have β
(1)bν
aµ = 0. But the constant term dλνµ , in α
ν(1)
aµ
is left undetermined. So to get the value of this undetermined constant we have to study
the first order part of (30) and we will substitute the solution of β
(1)bν
aµ , α
ν(1)
aµ and χ(0)ν in
there. Now We obtain,
[
∂β
(2)bν
aµ
∂Aσc
δdc δ
σ
λ −
∂β
(2)dν
aλ
∂Aσc
δbcδ
σ
µ ]∂dφ
λ∂bψ
µ + δbaδ
ν
σ [ψ
µδ
(0)
φ α
σ(2)
bµ − φ
µδ
(0)
ψ α
σ(2)
bµ
+ψµ
∂α
σ(1)
bµ
∂Aλc
δdc δ
λ
ǫ (α
ǫ(1)
dζ φ
ζ)− φµ
∂α
σ(1)
bµ
∂Aλc
δdc δ
λ
ǫ (α
ǫ(1)
dζ ψ
ζ)
+ψµ
∂α
σ(1)
bµ
∂(∂eAλc )
δdc δ
λ
ǫ ∂e(α
ǫ(1)
dζ φ
ζ)− φµ
∂α
σ(1)
bµ
∂(∂eAλc )
δdc δ
λ
ǫ ∂e(α
ǫ(1)
dζ ψ
ζ)]
= δbaδ
ν
µ(∂bχ
(1)µ + α
µ(1)
bρ χ
(0)ρ)
=⇒ [
∂β
(2)bν
aµ
∂Aλd
−
∂β
(2)dν
aλ
∂A
µ
b
]∂dφ
λ∂bψ
µ + ψµδ
(0)
φ α
ν(2)
aµ − φ
µδ
(0)
ψ α
ν(2)
aµ
+[2f νµǫf
ǫ
ζδA
δ
a + 2(f
ν
µǫd
σǫ
ζ + f
σ
ζǫd
ǫν
µ )ǫabc∂
bAcσ + 2d
ν
µǫd
σǫ
ζ ǫ
d
aeǫdgh∂
e∂gAhσ]φ
[ζψµ]
+(ψµ∂bφζ − φµ∂bψζ)[fσζǫd
ǫν
µ ǫabcA
c
σ + d
ν
µǫd
σǫ
ζ ǫabcǫ
c
de∂
dAeσ]
= ∂aχ
(1)ν + (f νρǫA
ǫ
a + d
σν
ρ ǫabc∂
bAcσ)[f
ρ
µζψ
µφζ + bρ] (41)
11 If we now take curl of the equation (41), we see that left hand side is completely φµ
and ψµ dependent, whereas the part containing bν in the right hand side is not. As the
equation should hold for all possible φµ and ψµ, bν must be zero. Now setting φµ and ψµ
to be constants we get, after taking curl
2[f νµǫf
ǫ
ζσ∂[eA
σ
a] + (f
ν
µǫd
σǫ
ζ + f
σ
ζǫd
ǫν
µ )ǫbc[a∂e]∂
bAcσ + d
ν
µǫd
σǫ
ζ ǫfd[a∂e]ǫ
d
gh∂
f∂gAhσ]φ
[ζψµ]
= (f νǫσ∂[eA
σ
a] + d
σν
ǫ ǫbc[a∂e]∂
bAcσ)f
ǫ
µζψ
µφζ (42)
By simplifying equation (42) with the help of antisymmetric property of f νµǫ, we will get
the following equation.
[(f νµǫf
ǫ
ζσ − f
ν
ζǫf
ǫ
µσ − f
ν
ǫσf
ǫ
µζ)∂[eA
σ
a] + (d
ν
µǫd
σǫ
ζ − d
ν
ζǫd
σǫ
µ )ǫfd[a∂e]ǫ
d
gh∂
f∂gAhσ+
(f νµǫd
σǫ
ζ − f
ν
ζǫd
σǫ
µ − f
ǫ
µζd
σν
ǫ + f
σ
ζǫd
ǫν
µ − f
σ
µǫd
ǫν
ζ )ǫbc[a∂e]∂
bAcσ)]φ
ζψµ = 0
This is the linearly independent equation where φµ and ψµ are constants. Therefore we
should have,
f νµǫf
ǫ
ζσ − f
ν
ζǫf
ǫ
µσ − f
ν
ǫσf
ǫ
µζ = 0 (43)
11 The dνµλ are defined in terms of the d
λν
µ which appear in the gauge transformations as d
ν
µλ ≡ d
λν
µ . We
will follow this notation in the rest of the paper
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dνµǫd
σǫ
ζ − d
ν
ζǫd
σǫ
µ = 0 (44)
f νµǫd
σǫ
ζ − f
ν
ζǫd
σǫ
µ − f
ǫ
µζd
σν
ǫ + f
σ
ζǫd
ǫν
µ − f
σ
µǫd
ǫν
ζ = 0 (45)
The identity (43) is precisely the Jacobi identity. So the antisymmetric property of
f ǫζσ and the Jacobi identity suggests that it must be the structure constant of Lie group.
However, there is a further parameter d, which satisfies the above two equations. Of course,
one consistent solution is to choose d = 0, in which case our analysis reduces to that of
Wald’s analysis, and we end up with the non-abelian lie algebra valued gauge invariance,
as we discuss below.
• For d = 0, using (43), equation (41) becomes
[
∂β
(2)bν
aµ
∂Aλd
−
∂β
(2)dν
aλ
∂A
µ
b
]∂dφ
λ∂bψ
µ + ψµδ
(0)
φ α
ν(2)
aµ − φ
µδ
(0)
ψ α
ν(2)
aµ = ∂aχ
(1)ν (46)
By using the procedure as discussed by Wald, of choosing trial functional forms of
φµ and ψµ we can show that δ
(0)
φ ∂[eα
ν(2)
a]µ = 0. Therefore we can set α
ν(2)
aµ to zero by
the analogue of (26). Thus for n > 2 we have always α
ν(n)
aµ = 0 and β
(n)bν
aµ = 0 by the
method of induction used in [5] . So our solution for ανaµ and β
bν
aµ in this case, is
βbνaµ = δ
b
aδ
ν
µ (47)
ανaµ = f
ν
µλA
λ
a (48)
The gauge transformation corresponds to,
δAµa = ∂aχ
µ + fµλσ(A
σ
aχ
λ)
= ∂aχ
µ + [Aa, χ]
µ (49)
Where [, ] is the Lie-algebra bracket.
However, this is not the general solution. There may exist solutions with dσǫζ 6= 0. This
is the main difference from the result of [5].
• non-zero d, equation (41) becomes,
[
∂β
(2)bν
aµ
∂Aλd
−
∂β
(2)dν
aλ
∂A
µ
b
]∂dφ
λ∂bψ
µ + ψµδ
(0)
φ α
ν(2)
aµ − φ
µδ
(0)
ψ α
ν(2)
aµ +
(ψµ∂bφζ − φµ∂bψζ)[fσζǫd
ǫν
µ ǫabcA
c
σ + d
ν
µǫd
σǫ
ζ ǫabcǫ
c
de∂
dAeσ] = ∂aχ
(1)ν (50)
In (50) we cannot set α
ν(2)
aµ and β
(2)bν
aµ to zero. This would mean that at higher orders,
α and β will also be non-zero in general. This implies that the transformation for
the Aµa contains infinite number of terms, of arbitrarily higher order in A12
δAµa = ∂aχ
µ + fµλσA
σ
aχ
λ + dνµλ ǫabc∂
bAcνχ
λ +O(A2)χ+O(A2)∂χ (51)
12It is possible, but unlikely, that this transformations truncates at some higher order.
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2.1 Analysis of 43-45
Depending on whether we choose d = 0 or not, we end up with two distinct cases,
1 If we choose d = 0, then all the non linear terms in gauge transformation vanish and
we end up with the standard non abelian gauge transformations, or in the special
case with f = 0, abelian gauge transformations.
2 If d 6= 0 we will have the new non linear transformation 51, satisfying the equations
(43-45).
(2a) Special case of this is when f = 0. In particular for k = 1, we have f = 0. In a
previous version of the paper, we had wrongly claimed that in this case, d = 0.
Our equations were correct, however we missed a non trivial d 6= 0 solution. In
fact k = 1 is the simplest case with d 6= 0 solution of the equation 44. Its easy to
see that the equation44 is trivially satisfied, for k = 1. In fact for this case, the
analysis has been done long back by Heiderich and Unruh [32]. We had missed
this reference previously. Our analysis reduces to theirs in the k = 1 limit. We
can also have k 6= 1 and f = 0, then the d’s need only satisfy equation 44 In
this case ofcourse there will be solutions, the simplest being when we put all
d
µν
λ = κ for all(µ, ν, λ).
(2b) More generally, we can ask whether there are solutions for k 6= 1 and f 6= 0.
Solutions also exist for this case, as we show below by explicitly analyzing the
equations 43-45 for some low values of k- the number of species, eg: k = 2 and
k = 3 and also k = 6.
• k = 2
In this case, we have a unique non abelian non compact, non simple lie algebra, with
two generators- [X,Y ] = Y , with structure constants f112 = 1 and rest vanishing
13.
While Yang Mills theories are based on semi-simple lie algebras, there has been some
studies on gauge theories based on non simple lie algebras in the literature as well,
see for eg: [42].
In this case there are 8 d’s i.e d111 ,d
12
1 ,d
21
1 ,d
22
1 ,d
11
2 ,d
12
2 ,d
21
2 ,d
22
2 . The d’s satisfy the two
13One place where this algebra appears is when we consider the set of translations and rotation in two
dimensions. These are generated by Tx = i
∂
∂x
, Ty = i
∂
∂y
and R = i(x ∂
∂y
− y ∂
∂x
). The corresponding
algebra is [R, Tx] = −iTy , [R, Ty] = iTx, [Tx, Ty] = 0. Its then easy to check that [R, T
−] = T−, with
T− = Tx − iTy.
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equations 44 and 45. From 45 we get the following four equations:
d122 − d
11
1 − d
21
2 = 0 (52)
d222 = 0 (53)
d121 = 0 (54)
d221 = 0 (55)
Using the above equations we get the following four equations by solving 44
d211 d
12
2 = 0 (56)
d212 (d
11
1 − d
11
2 ) = 0 (57)
d122 d
11
1 = 0 (58)
d211 d
12
2 = 0 (59)
From the last four equations, we may either take d211 = d
21
2 = d
11
1 = 0 with non zero
arbitrary d112 or, d
12
2 = 0 with arbitrary non vanishing d
11
1 = d
11
2 = −d
21
2 . Therefore
there are solutions with non zero d’s.
• k = 3
In the above example the lie algebra was neither compact nor simple. We will now
consider the example of simple compact lie algebra- SU(2). For k = 3 and SU(2)
structure constants, we have analyzed the equations explicitly. In this case, the
structure constant of the Lie algebra or f νµλ will be ǫµνλ which satisfies the Jacobi
identity (43). Here each µ,ν,λ runs from 1 to 3. Now using 27 equations of (45) we
get the following constraints on 27 d’s:
d233 = d
3
32 = −d
2
22, and all the other d’s = 0 (60)
Now we will consider the identity (44) where we have 27 equations with 27 variables
in the present case. After lowering the indices this identity becomes
dνµǫd
ǫ
ζσ − d
ν
ζǫd
ǫ
µσ = 0 (61)
Consider the following equation for the specific choice of ν = 2, µ = 2, ζ = 3, σ = 3
and we get,
d222d
2
33 − d
2
33d
3
23 = 0
=⇒ d222 = 0 (62)
Using 60 we can thus set all the d’s to zero. Therefore in SU(2) case there are no
solutions with non-zero d’s.
13
• k = 6
Since we have analyzed the case of SU(2), it is natural to ask whether the d’s vanish
for the case of SO(4). Since this is isomorphic to SU(2) × SU(2), the f ’s in this
case nicely split into two sets. fγαβ = ǫαβγ and f
c
ab = ǫabc. (α, β, γ = 1, 2, 3) and
(a, b, c = 4, 5, 6). However, its not necessary that the d’s split as well. There could,
in principle be d’s with mixed indices of the type- dαβc , dαbc , d
aβ
c , d
aβ
γ , dαbγ and d
ab
γ .
If these vanish, then the analysis reduces to the SU(2) case, for which we know all
the d’s vanish. We will show that there indeed are non vanishing solutions to the
mixed d’s, which satisfies the equations 44 and45. In particular, equation 45 gives
the following constrains on the mixed d’s.
dαβc = d
ab
γ = d
αc
c = d
cβ
c = d
αb
α = d
aβ
β = 0,
daβγ = −d
aγ
β , d
βa
γ = −d
γa
β , d
aβ
b = −d
bβ
a , d
βa
b = −d
βb
a
d415 = d
63
2 , d
14
5 = d
36
2 , d
14
6 = d
25
3 , d
41
6 = d
52
3 , d
51
6 = d
43
2 , d
15
6 = d
34
2 ,
d162 = d
35
4 , d
61
2 = d
53
4 , d
16
3 = d
24
5 , d
61
3 = d
42
5 , d
43
6 = d
51
2 , d
34
6 = d
15
2 ,
d536 = d
42
1 , d
35
6 = d
24
1 , d
42
6 = d
53
1 , d
24
6 = d
35
1 , d
52
6 = d
41
3 , d
25
6 = d
14
3 (63)
With these constraints, it can be shown that setting the d’s of the type daαβ non
vanishing and arbitrary, while setting all the rest not related to these via eq 63 to
zero solves all the equations 44. Therefore there are solutions with non vanishing d’s
case, in this case.
Thus we have aleast one explicit example with a f corresponding to a semi-simple
lie algebra and non zero d’s.
2.2 Comments on Lagrangians invariant under new gauge transforma-
tions
We saw in the previous sections that Walds analysis gives as a solution to the integrability
condition5, new nonlinear gauge transformation with d 6= 0 which does not seem to trun-
cate at any finite order. The existance of such gauge transformation does not necessarily
mean that there exist Lagrangians which are invariant under it. Infact results from a co-
homological analysis imply that the only consistent ineracting theories of spin one fields
must have usual non-abelian gauge invariance [25].
One way to addressing this question, is to start by writing the most general Lagrangian,
and then constraining the coefficients of various terms appearing in the Lagrangian, by de-
manding that under the gauge transformations51 consistent with eqns43-45, the Lagrangian
should change atmost by a total derivative.
This method of finding nonlinear generalizations of gauge theories, by simultaneously
deforming both the Lagrangian as well as the gauge transformation, and demanding the
invariance of the resulting action under these deformed gauge transformations is well known
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in the literature. See [36] for a nice discussion of this method in a very general context
involving p-form field theories in d- dimensions.
Using this method, in a nice paper [37], Anco has found the most general nonlinear
Lagrangian of spin one fields for the case of k ≥ 1 but f = 0. The nonlinear deformations
he finds corresponds to gauge transformations which close on-shell, and thus do not satisfy
the constraint44, which arises from solving5 offshell. Thus, atleast for this case, the only
gauge invariant lagrangians, subject to the constraint 43-45, correspond to the usual abelian
gauge theories, for which d = 0.14
We need to carry out this procedure for the more general case of k 6= 1, f 6= 0 and
d 6= 0. In this section we set up this calculation.
Since the quadratic piece of the Lagrangian is fixed to be either Maxwell or Chern-
simons, we start by parametrizing the most general cubic term of the Lagrangian L(3) as
follows.
L(3) = g
(1)
µνλǫabcA
aµAbνAcλ + g
(2)
µνλ∂aA
µaAνbAλb + g
(3)
µνλ∂aA
µb∂aAνcAλdǫbcd+
g
(4)
µνλ∂aA
aµ∂bAcνAdλǫbcd + g
(5)
µνλ∂
bAaµ∂cAdνAλaǫbcd + g
(6)
µνλ∂aA
aµ∂bA
bν∂cA
cλ (64)
Where we have resricted the Lagrangian to terms upto three derivatives. The g(i)’s are
arbitrary coefficients which we need to fix by imposing the condition of gauge invariance.
More precisely:
δ(1)L
(2) + δ(0)L
(3) = total derivative. (65)
Here δ(n)L
(m) = ∂L
(m)
∂A
µ
a
δ(n)A
µ
a +
∂L(m)
∂(∂eA
µ
a)
δ(n)(∂eA
µ
a) and δ(0)A
µ
a = ∂aχ
µ and δ(1)A
µ
a =
f
µ
λσA
σ
aχ
λ + dµλσǫabc∂
bAcσχλ. Using equations 43-45 and the antisymmetric property of
f
µ
νλ, we need to find constraints on the coefficients g
(i)
µνλ (i = 1, 2.., 5), such that equation65
is satisfied. One has to do this order by order at all orders. For instance, at the next order,
we would demand that:
δ(2)L
(2) + δ(1)L
(3) + δ(0)L
(4) = total derivative. (66)
In the next section, we solve 65. We have used the Maxwell form for L(2) in the analysis
below. For notational simplicity, we also use all lower indices on dµνλ. Comparing with
our previous notation, the dλµν ≡ d
νλ
µ
2.3 Determining L(3) from 65
Before proceeding with the calculation, we first see what are the constraints on g
(i)
µνλ’s from
the definition in the Lagrangian 64. From the general structure of this Lagrangian it is
14It should be noted that Anco was not looking for nonlinear gauge transformaions which close offshell,
so he doesnot have the analogue of the equations43-45.
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clear that g
(1)
µνλ is completely antisymmetric in all indices, g
(6)
µνλ is completely symmetric
while g
(2)
µνλ = g
(2)
µλν , g
(3)
µνλ = −g
(3)
νµλ
Similarly, upto total derivative terms, the g(5) term can be rewritten as:
g
(5)
µνλ∂
bAaµ∂cAdνAλaǫbcd = total derivative term− g
(5)
µνλ∂
bAaµAdν∂cAλaǫbcd
Therefore without loss of generality we can choose g
(5)
µνλ to be antisymmetric in µ and λ.
To solve equation 65, let us first consider the term δ(0)L
(3).
δ(0)L
(3) = (g
(1)
σνλǫfbcA
bνAcλ + g
(1)
µσλǫbfcA
bµAcλ + g(1)µνσǫabfA
aµAbν)∂fχσ+
(g
(2)
µσλ∂aA
aµAfλ + g(2)µνσ∂aA
aµAfν)∂fχ
σ + g
(2)
σνλA
bµAλbχ
σ+
(g(3)µνσ∂aA
bµ∂aAcνǫbcf )∂
fχσ + (g
(3)
σνλ∂
eAcνAdλǫfcd + g
(3)
µσλ∂
eAbµAdλǫbfd)∂e∂fχ
σ+
(g
(4)
σνλ∂
bAcνAdλǫbcd)χ
σ + (g(4)µνσ∂aA
aµ∂bAcνǫbcf )∂
fχσ+
(g(5)µνσ∂
bAfµ∂cAdνǫbcd)∂fχ
σ + (g
(5)
σνλ∂
cAdνAfλǫecd)∂
e∂fχ
σ+
+(g
(6)
σνλ∂bA
bν∂cA
cλ + g
(6)
µσλ∂bA
bµ∂cA
cλ + g(6)µνσ∂bA
bµ∂cA
cν)χσ (67)
Similarly from the other variation of the Lagrangian L(2) we get,
δ(1)L
(2) = −(fµλσA
σ
aχ
λ + dµλσǫabc∂
bAcσχλ)∂eF
eaµ (68)
Here f satisfies the antisymmetry property fµνλ = −fµλν . Adding these two parts and
demanding that it adds up to a total derivative, we will end up with the following con-
straints,
g
(1)
µνλ = g
(6)
µνλ = g
(2)
µ(νλ) = g
(5)
µνλ = 0 (69)
g
(2)
µ[νλ] = fµνλ (70)
g
(3)
µνλ =
1
2
g
(4)
µνλ =
1
2
dµλν (71)
dµλν = −dνλµ (72)
(73)
Therefore we can rewrite all the undetermined g(i)’s in terms of f and d. The most non
trivial result is the antisymmetry in d i.e dµλν = −dνλµ. In the notation used in the
previous section, this is the condition that dbca = −d
cb
a .
For the case of SO(4), that we had analyzed, imposing this property, kills all the d’s.
Thus atleast in this limited context we see how demanding the existance of a Lagrangian,
puts d = 0. In this way we get the following form of L(3)
L(3) = −fµνλ∂aA
νbAµaAλb +
1
2
dµλν∂aA
µb∂aAνcAλdǫbcd + dµλν∂aA
aµ∂bAcνAdλǫbcd (74)
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Note that at this order, we do not need to use the equations (43-45). These equations
will play a role to determine L(4) via 66. But for this we need to know δ(2)A
aµ, but, in this
note, we have only considered the form of non linear gauge transformation upto first order
in Aaµ, and so are unable to solve 66. These might provide further constraints on the d′s. It
is possible that the constraints on d from this analysis coupled with the equations (43-45),
are enough to put all d = 0. For instance, already we see that the non zero d solution both
for the SO(4) case, as well as the k = 2 case, that we presented in the previous section, is
killed by the antisymmetry property of d. This is so because, the antisymmetry condition
equates the non zero d’s with the ones which vanish. This suggests that might happen
more generally. It would be nice to check this explicitly.
3 Theories with non-diagonal kinetic terms- BF theory
Finally, we end by noting that we can generalize the above discussion to include theories
with non-diagonal kinetic term.
L(2) = ǫabchµνA
µ
a∂bA
ν
c or, L
(2) = hµνF
µ
abF
νab (75)
Or a linear combination of both 15. In all such cases, the divergence condition ∂aF
(1)µa = 0
is still satisfied, so that Wald’s method as used in this paper, will go through without any
significant modification. We expect therefore that the results derived in last section will be
valid even in this case. The extention to non-diagonal case helps us to extend the analysis
to BF theories.
To get to BF theory, we need to start with even number of species of gauge fields
µ = 1, ...N,N + 1, ...2N and label the first N fields as Aµ and the last set of N fields as
Bµ and take the Chern-simons kinetic term with hµν of the form:
hµν =
(
0N×N 1N×N
1N×N 0N×N
)
Choosing the solution, fµνλ = f
µ+N
ν(λ+N) (µ, ν λ = 1, ...N) non vanishing and all other
f = 0, that are not related by symmetry16, as well as d = 0, gives us the gauge invariance
of the BF theory17.
4 Summary and discussion of results
To summarize, we have applied Wald’s analysis to the case of spin-one fields in three
dimensions. The technical difference from Wald’s case is the role played by the three
15hµν must have non-vanishing eigenvalues for this to reduce to Wald’s case after diagonalization, else
some of the fields will have no kinetic term
16It is easy to see that the remaining non vanishing f ’s satisfy the Jacobi identity
17One place where the gauge symmetries are explicitly given is [43].
17
dimensional antisymmetric tensor ǫabc. In our analysis we have studied the gauge invariance
of all possible spin one fields in three dimension i.e Maxwell,Chern-Simons and BF field.
We get known infinitesimal gauge invariances in all these theories as a special case d = 0.
We show that the ǫabc term changes the analysis. In particular, the gauge transforma-
tion does not get truncated to linear order in A, and we do not in general get non-abelian
lie-algebra valued gauge transformations by applying Wald’s procedure. However one con-
sistent solution is obtained by putting the coefficient of the ǫabc term to zero, in which
case, the analysis reduces to that of Wald. A special case of this, corresponding to a single
spin-one field, has already been analyzed in the literature in [32]. Our analysis reduces to
theirs in this special case.
One can ask, whether introducing a similar term in four dimensions- ie:- the four
dimensional antisymmetric ǫabcd, changes Wald’s analysis or conclusions. We can see that
this is not the case. The point is that, its easy to see that we cannot construct any
coefficients of first order α
(1)
a and β
b(1)
a using ǫabcd. Therefore by using zeroth and first
order part of integrability condition we can always make higher order α and β to be zero
without any effect of ǫabcd, thus reducing the analysis to the one by Wald.
We have also explicitly solved for d’s in three cases corresponding to species number
k = 2, k = 3 and k = 6. For k = 2 and f112 6= 0, which corresponds to a non compact non
simple lie algebra, there are solutions with non zero d’s. For k = 3 and SU(2) structure
constants, we explicitly showed that the coefficient of the ǫabc term vanishes, so that we
get back the usual non-abelian gauge invariance. However for k = 6 and SO(4) lie algebra,
there are solutions again with non zero d’s.
Following [37], we try to analyze the constraints coming from the existance of a Lagra-
nian invariant under these new nonlinear gauge transformations. At the lowest order, this
puts a constraint on the d’s. We see that this constraint is enough to kill the explicit non
zero d solutions that we presented in a previous section, for the case of SO(4) as well as for
k = 2 example. To carry out this analysis beyond the lowest order, we need to work out
the form of the non linear gauge transformations to the next order. It is very likely that
the constraints at this order coupled with the constraints coming from 43-45, will imply
the vanishing of the d’s. It would be nice to check this out explicitly.
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