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61. Введение
В [1] был введен и исследован комплекс задач
обобщенной скользящей экстраполяции (как наи
более общий вид экстраполяции) стохастических
процессов с непрерывным временем по совокуп
ности реализаций процессов с непрерывным и дис
кретным временем, которые зависят не только от
текущих, но и от произвольного числа прошлых
значений ненаблюдаемого процесса. В связи с тем,
что всякое оценивание связано с извлечением ин
формации из наблюдений, то любая статистиче
ская задача имеет информационный аспект [2]. В
[3, 4] рассмотрен информационный аспект задачи
фильтрации в случае наблюдений без памяти и с
памятью единичной кратности, в [5] – совместной
задачи фильтрации и обобщенной экстраполяции в
случае произвольной памяти, в [6] – исследована
структура в совместной задаче фильтрации и эк
страполяции с произвольной памятью, а в [7, 8] – в
совместной задаче фильтрации и интерполяции. В
данной работе рассматриваются вопросы нахожде
ния шенноновских мер количества информации в
совместной задаче фильтрации, интерполяции и
экстраполяции по непрерывнодискретным на
блюдениям с произвольной памятью. Используе
мые обозначения: M{.} – математическое ожида
ние; P{.} – вероятность события; N{y;a;B} – гаус
совская плотность.
2. Постановка задачи
Ненаблюдаемый nмерный процесс xt и наблю
даемый lмерный процесс zt определяются стохас
тическими дифференциальными уравнениями
(1)
(2)
а наблюдаемый qмерный процесс η(tm) с дискрет
ным временем имеет вид
(3)
где 0<τN<τ1<tm≤t, т. е. память фиксированная [1].
Предполагается: 1) wt и vt являются стандартными
винеровскими процессами размеров r1 и r2, ξ(tm) –
стандартная белая гауссовская последовательность
размера r3; 2) x0, wt, vt, ξ(tm) – статистически незави
симы; 3) f(.), h(.), g(.), Ф1(.), Ф2(.), Ф3(.) непрерыв
ны по всем аргументам; 4) Q(.)=Ф1(.)ФT1(.)>0,
R(.)=Ф2(.)ФT2(.)>0, V(.)=Ф3(.)ФT3(.)>0; 5) задана на
чальная плотность p0(x)=дP{x0≤x}/дx.
В целях более компактной записи математиче
ских выражений введем оператор
(4)
, 1 2
*1 1
, 2 2 ,
2 2
[ ( , ); ( , )]
( , ) ( , )[ ( , )] ( , ) ,( , ) ( , )
y
y y
y y
y yL y y Ly y
σ
σ σ
ϕ σ ϕ σ
ϕ σ ϕ σϕ σ ϕ σϕ σ ϕ σ
=
⎡ ⎤= − ⎢ ⎥⎣ ⎦
L
1 3
( ) ( , , , , , ) ( , ) ( ),
0,1, ,
m Nm m t m m
t g t x x x z t z t
m
τ τη ξ= +Φ
=
?
?
1 2
( , , , , , ) ( , ) ,
Nt t t
dz h t x x x z dt t z dvτ τ= +Φ?
1( , ) ( ) , 0,t t tdx f t x dt t dw t= +Φ ≥
Естественные науки
УДК 519.2:621.391
КОЛИЧЕСТВО ИНФОРМАЦИИ ПО ШЕННОНУ В СОВМЕСТНОЙ ЗАДАЧЕ ФИЛЬТРАЦИИ, 
ИНТЕРПОЛЯЦИИ И ЭКСТРАПОЛЯЦИИ ПО НЕПРЕРЫВНО(ДИСКРЕТНЫМ НАБЛЮДЕНИЯМ 
С ПАМЯТЬЮ
Н.С. Демин, С.В. Рожкова*
Томский государственный университет
*Томский политехнический университет
Email: svrhm@rambler.ru
Рассматривается информационный аспект совместной задачи фильтрации, интерполяции и экстраполяции стохастических про
цессов по непрерывнодискретным наблюдениям с фиксированной памятью. Исследуется структура количества информации.
где Lσ,y[ϕ(σ,y)] и L*σ,y[ϕ(σ,y)] – прямой и обратный
операторы Колмогорова, соответствующие про
цессу (1), и расширенные переменные
Ставится задача: найти информационное коли
чество
(5)
о текущих xt, прошлых x
~τN={xτ1,xτ2,...,xτN} и будущих
x~sL={xs1,xs2,...,xsL} значениях ненаблюдаемого процес
са, которые содержатся в совокупности реализаций
z0t={z(σ);0≤σ≤t} и η0m={η(t0),η(t1),...,η(tm)} наблюдае
мых процессов (2), (3), где
(6)
(7)
3. Общий случай
Утверждение 1. Плотность (7) на интервалах
tm≤t<tm+1 определяется уравнением
(8)
с начальным условием
(9)
(10)
а при t↑tm.
Данное утверждение следует из Теоремы 1 и
Следствия 1 в [1].
Теорема. 1. Количество информации (5) на ин
тервалах tm≤t<tm+1 определяется уравнением
(11)
с начальным условием
(12)
где
а при t↑tm.
Доказательство. Совместная априорная плот
ность (6) определяется уравнением
которое следует из (8). Обновляющий процесс ~zt,
дифференциал которого имеет вид d~zt=dz t–h(t
⎯
,z)
⎯
dt,
является таким, что Zt=(~zt,Ftz) есть винеровский
процесс с M{~zt~ztT|Ftz}=∫0tR(τ,z)dτ [9]. Тогда дифферен
цирование по формуле Ито дает, что
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Применяя к последнему выражению формулу
ИтоВентцеля, получаем аналогично [3, 4, 7], что
Дальнейшие преобразования по выводу уравне
ния (11) повторяют преобразования по выводу ура
внения (3.8) в [5], а подстановка (9) в (5) приводит
к (12). Теорема доказана.
Терема 2. Пусть
(13)
есть условное количество информации о будущих
значениях процесса xt при фиксированных про
шлых и текущих значениях этого процесса, кото
рое содержится в совокупности реализаций {z0t;η0m},
(14)
есть количество информации о прошлых и теку
щих значениях процесса xt, которое содержится в
совокупности реализаций {z0t;η0m}. Тогда количество
информации (5) может быть представлено в виде
(15)
где и на ин
тервалах tm≤t<tm+1 определяются уравнениями
(16)
(17)
с начальными условиями
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(19)
где
(20)
(21)
а при t↑tm.
Доказательство. По формуле условной вероят
ности
(22)
(23)
Подстановка (22), (23) в (5) с учетом (13), (14)
приводит к (15). Плотность pt(x;~xN) удовлетворяет
уравнению [7]
(24)
Дифференцируя
по формуле Ито с использованием (8), (24), получаем
Априорная плотность опре
деляется уравнением того же типа, что и
т. е. уравнением
Дальнейший вывод уравнения (16) проводится
с использованием формул Ито и ИтоВенцеля по
методике вывода уравнения (11). Уравнение (17)
выводится аналогично (16) с использованием (24) с
учетом того что
(см. [7]). Интегрирование (9) слева и справа по с
учетом (22) дает, что
(25)
Поделив (9) на (25) получаем с учетом (22), что
(26)
Использование (26) в (13) приводит с учетом
(20) к (18). Использование (25) (14) приводит с уче
том (21) к (19).
4. Условно(гауссовский случай
Утверждение 2. Пусть
(27)
Тогда имеет место свойство
(28)
где блочные составляющие параметров распреде
ления (28) определяются дифференциальнорекур
рентными уравнениями в [1].
Теорема 3. Пусть выполняется условие (27). Тог
да количество информации (5) на интервалах
tm≤t<tm+1 определяется уравнением
(29)
с начальным условием (12), где
(30)
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(31)
(32)
(33)
блочные составляющие матрицы вторых моментов 
априорного гауссовского распреде
ления 
блочная структура параметров которого аналогична
блочной структуре параметров распределения (28).
Доказательство. По свойству гауссовских плот
ностей имеет место свойство [9]
(34)
а Г(t |~τN) определено в (31). Из (10), (27), (28) следу
ет, что
(35)
где
Так как то с уче
том (34)
(36)
По формуле условной вероятности
(37)
Тогда
(38)
Аналогично (34)
(39)
а Г(t |~sL) определено в (32). Так как 
то с учетом (39)
(40)
Тогда из (37), (40) с учетом (34), (39) следует, что
(41)
Так как [9], то
(42)
и с учетом (34), (37)
(43)
Тогда из (37), (38), (41–43)
(44)
Из (40) следует
(45)
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Из (39), (40), (42) следует
(46)
Из (37), (41), (43), (45), (46) следует
(47)
При условиях (27) априорная плотность (6) яв
ляется гауссовской
(48)
Тогда для плотности (48) будут справедливы
формулы аналогичные (44), (47). Подстановка (35),
(39), (47) и формул связанных с (48) аналогичных
(44), (47), в (11) приводит к (29). Из (9), (28) следу
ет, что
т. е. с учетом (12) пришли к (30). Теорема доказана.
Теорема 4. Количества информации (13) и (14)
на интервалах определяются уравнениями
(49)
(50)
с начальными условиями (18), (19), где
(51)
(52)
(53)
Доказательство. По формуле условной вероят
ности
Тогда
(54)
С учетом (37)
(55)
Используя (45), (46) в (55), получаем
(56)
Аналогичные вычисления дают
(57)
Подстановка (56), (57) в (16) приводит к (49).
Уравнение (50) следует непосредственно в резуль
тате подстановки (35), (36) и аналогичного соотно
шения для p(t,x;~τN,~xN) в (17). Соотношения (51), (52)
получаются аналогично (30) с использованием
(13), (14). Теорема доказана.
5. Заключение
С использованием результатов [7, 8] получено
количество информации по Шеннону в совме
стной задаче фильтрации, интерполяции и экстра
поляции стохастических процессов по непрерыв
нодискретным наблюдениям с памятью и иссле
дована ее структура в виде представлений I tτ,t,s[.] че
рез условное количество информации 
о будущих значениях процес
са при фиксированных прошлых и текущих значе
ниях и количество информации
о прошлых и текущих значениях процесса xt.
Работа поддержана грантом МД9509.2006.1.
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Понимание механизма взаимодействия финан
совых величин является проблемой, довольно дли
тельный период рассматриваемой в экономике.
Переменные оказывают влияние друг на друга не
только через первый, но и через второй моменты
совместных распределений. Это означает, что из
менение значения одной переменной может воз
действовать не только на уровень другой, но и на
степень изменчивости остальных переменных. Для
достижения состоятельной, несмещенной и эф
фективной оценки данной зависимости предлага
ется большое количество эконометрических мето
дов, позволяющих осуществить наиболее точный
анализ.
В течение последних двадцати лет в финансо
вой эконометрике происходит активное развитие
моделей, описывающих процессы изменения цен,
основной особенностью которых является непо
стоянство безусловной или условной дисперсии.
Причины изменения дисперсии у финансовых
показателей различны. Среди прочих можно выде
лить непредвиденные политические события, рез
кие колебания уровня предложения на рынке (на
пример, вследствие поступления на рынок больших
объемов валюты, товаров или ценных бумаг) или
его сокращение (что, согласно закону спроса и
предложения, приводит к росту цен). Очевидно, что
изменения дисперсии цен финансовых инструмен
тов оказывают существенное влияние на финансо
вые сделки вследствие увеличения рисков потерь.
Общий подход к построению моделей с изме
няющейся дисперсией предполагает, что значение
финансового показателя Xt в момент времени t
определяется посредством уравнения:
где μ(t) – условное математическое ожидание про
цесса Xt, εt~N(0,1) – стандартная нормально ра
спределенная случайная величина, σt – условное
стандартное отклонение.
Изучение изменений волатильности привело к
появлению в начале 1980х гг. класса моделей авто
регрессии условной гетероскедастичности (ARCH)
[1] вида:
( ) ,t t tX tμ σ ε= +
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