Abstract-We consider the problem of low-rank decomposition of incomplete multiway tensors. Since many real-world data lie on an intrinsically low dimensional subspace, tensor low-rank decomposition with missing entries has applications in many data analysis problems such as recommender systems and image inpainting. In this paper, we focus on Tucker decomposition which represents an N th-order tensor in terms of N factor matrices and a core tensor via multilinear operations. To exploit the underlying multilinear low-rank structure in high-dimensional datasets, we propose a group-based log-sum penalty functional to place structural sparsity over the core tensor, which leads to a compact representation with smallest core tensor. The method for Tucker decomposition is developed by iteratively minimizing a surrogate function that majorizes the original objective function, which results in an iterative reweighted process. In addition, to reduce the computational complexity, an over-relaxed monotone fast iterative shrinkage-thresholding technique is adapted and embedded in the iterative reweighted process. The proposed method is able to determine the model complexity (i.e. multilinear rank) in an automatic way. Simulation results show that the proposed algorithm offers competitive performance compared with other existing algorithms.
I. INTRODUCTION
Multi-dimensional data arise in a variety of applications, such as recommender systems [1] - [3] , multirelational networks [4] , [5] , and brain-computer imaging [6] , [7] . Tensors (i.e. multiway arrays) provide an effective representation of such data. Tensor decomposition based on low rank approximation is a powerful technique to extract useful information from multiway data as many real-world multiway data are lying on a low dimensional subspace. Compared with matrix factorization, tensor decomposition can capture the intrinsic multi-dimensional structure of the multiway data, which has led to a substantial performance improvement for harmonic retrieval [8] , [9] , regression/classification [10] - [12] , and data completion [3] , [13] , etc. Tucker decomposition [14] and CANDECOMP/PARAFAC (CP) decomposition [15] widely used low-rank tensor decompositions. Specifically, CP decomposes a tensor as a sum of rank-one tensors, whereas Tucker is a more general decomposition which involves multilinear operations between a number of factor matrices and a core tensor. CP decomposition can be viewed as a special case of Tucker decomposition with a super-diagonal core tensor. It is generally believed that Tucker decomposition has a better generalization ability than CP decomposition for different types of data [16] . In many applications, only partial observations of the tensor may be available. It is therefore important to develop efficient tensor decomposition methods for incomplete, sparsely observed data where a significant fraction of entries is missing.
Low-rank decomposition of incomplete multiway tensors has attracted a lot of attention over the past few years and a number of algorithms [17] - [28] were proposed via either optimization techniques or probabilistic model learning. For both CP and Tucker decompositions, the most challenging task is to determine the model complexity (i.e. the rank of the tensor) in the presence of missing entries and noise. It has been shown that determining the CP rank, i.e. the minimum number of rank-one terms in CP decomposition, is an NP-hard problem even for a completely observed tensor [29] . Unfortunately, many existing methods require that the rank of the decomposition is specified a priori. To address this issue, a Bayesian method was proposed in [13] for CP decomposition, where a shrinkage prior called as the multiplicative gamma process (MGP) was employed to adaptively learn a concise representation of the tensor. In [26] , a sparsity-inducing Gaussian inverse-Gamma prior was placed over multiple latent factors to achieve automatic rank determination. Besides the above Bayesian methods, an optimization-based CP decomposition method was proposed in [18] , [19] , where the Frobenius-norm of the factor matrices is used as the rank regularization to determine an appropriate number of component tensors.
In addition to the CP rank, another notion of tensor rank is multilinear rank [30] , which is defined as the tuple of the ranks of the mode-n unfoldings of the tensor. Multilinear rank is closely related to the Tucker decomposition since the multilinear rank is equivalent to the dimension of the smallest achievable core tensor in Tucker decomposition [31] . To search for a low multilinear rank representation, a tensor nuclear norm, defined as a (weighted) summation of nuclear norms of mode-n unfoldings, was introduced to approximate the multilinear rank. Tensor completion and decomposition can then be accomplished by minimizing the tensor nuclear norm. Specifically, an alternating direction method of multipliers (ADMM) was developed in [17] , [23] to minimize the tensor nuclear norm with missing data, and encouraging results were reported on visual data. The success of [17] has inspired a number of subsequent works [21] , [22] , [24] , [25] , [32] , [33] for tensor completion and decomposition based on tensor nuclear norm minimization. Nevertheless, the tensor nuclear norm, albeit effective, is not necessarily the tightest convex envelope of the multilinear rank [21] . Also, the nuclear normbased methods are sensitive to outliers and work well only if the tensor is exactly low multilinear rank.
In this paper, to automatically achieve a concise Tucker representation, we introduce a notion referred to as the order-(N − 1) sub-tensor and propose a group log-sum penalty functional to encourage structural sparsity of the core tensor. Specifically, in the log-sum penalty function, elements in every sub-tensor of the core tensor along each mode are grouped together. Minimizing the group log-sum penalty function thus leads to a structured sparse core tensor with only a few nonzero order-(N − 1) sub-tensors along each mode. By removing the zero order-(N − 1) sub-tensors, the core tensor shrinks and a compact Tucker decomposition can be obtained. Note that the log-sum function which behaves like the ℓ 0 -norm is more sparsity-encouraging than the nuclear norm that is ℓ 1 -norm applied to the singular values of a matrix. Thus we expect the group log-sum minimization is more effective than the tensor nuclear norm-minimization in finding a concise representation of the tensor. By resorting to a majorizationminimization approach, we develop an iterative reweighted method via iteratively decreasing a surrogate function that majorizes the original log-sum penalty function. The proposed method can determine the model complexity (i.e. multilinear rank) in an automatic way. Also, the over-relaxed monotone fast iterative shrinkage-thresholding technique [34] is adapted and embedded in the iterative reweighted process, which achieves a substantial reduction in computational complexity.
The remainder of this paper is organized as follows. Section II provides notations and basics on tensors. The problem of Tucker decomposition with incomplete entries is formulated as an unconstrained optimization problem in Section III. An iterative reweighted method is developed in Section IV for Tucker decomposition of incomplete multiway tensors. In Section V, the over-relaxed monotone fast iterative shrinkagethresholding technique is adapted and integrated with the proposed iterative reweighted method, which results in a significant computational complexity reduction. Simulation results are provided in section VI, followed by concluding remarks in Section VII.
II. NOTATIONS AND BASICS ON TENSORS
We first provide a brief review on tensor decompositions. A tensor is the generalization of a matrix to higher dimensions, also known as ways or modes. Vectors and matrices can be viewed as special cases of tensors with one and two modes, respectively. Throughout this paper, we use symbols ⊗ , • and * to denote the Kronecker, outer and Hadamard product, respectively.
Let X ∈ R I1×I2×···×IN denote an N th order tensor with its (i 1 , . . . , i N )th entry denoted by X i1···iN . Here the order N of a tensor is the number of dimensions. Fibers are the higher-order analogue of matrix rows and columns. The moden fibers of X are I n -dimensional vectors obtained by fixing every index but i n . Slices are two-dimensional sections of a tensor, defined by fixing all but two indices. Unfolding or matricization is an operation that turns a tensor into a matrix. Specifically, the mode-n unfolding of a tensor X , denoted as X (n) , arranges the mode-n fibers to be the columns of the resulting matrix. For notational convenience, we also use the notation unfold n (X ) to denote the unfolding operation along the n-th mode. The n-mode product of X with a matrix A ∈ R J×In is denoted by X × n A and is of size I 1 · · · × I n−1 ×J ×I n+1 ×· · ·×I N , with each mode-n fiber multiplied by the matrix A, i.e.
The CP decomposition decomposes a tensor into a sum of rank-one component tensors, i.e.
where a (n) r
∈ R
In , '•' denotes the vector outer product, and R is referred to as the rank of the tensor. Elementwise, we have
The Tucker decomposition can be considered as a high order principle component analysis. It decomposes a tensor into a core tensor multiplied by a factor matrix along each mode. The Tucker decomposition of an N -th order tensor X can be written as
where G ∈ R R1×R2×···×RN is the core tensor, and
Rn ] ∈ R In×Rn denotes the factor matrix along the n-th mode (see Fig.1 ).
The inner product of two tensors with the same size is defined as
The Frobenius norm of a tensor X is square root of the inner product with itself, i.e.
Also, for notational convenience, the sequential Kronecker product of a set of matrices in a reversed order is defined and denoted by
An N th order tensor X multiplied by factor matrices
along each mode is denoted by
while the tensor X multiplied by the factor matrices along every mode except the k-th mode is denoted as
With these notations, vectorization and unfolding of a tensor which admits a Tucker decomposition (4) can be expressed as
be an incomplete N th order tensor, with its entry
I1×I2×···×IN is a binary tensor of the same size as Y and indicates which entries of Y are missing or observed. Given the observed data, our objective is to find a Tucker decomposition which has a minimum model complexity and meanwhile fits the observed data, or to be more precise, seek a Tucker representation such that the data can be represented by a smallest core tensor. Since the dimension of the smallest achievable core tensor is unknown a priori, we need to develop a method that can achieve automatic model determination. To this objective, we first introduce a new notion called as order-
Definition: Order-(N − 1) sub-tensor is defined as a new tensor obtained by fixing only one index of the original tensor. Let Z ∈ R I1×I2×···×IN be an N th order tensor. The ith (1 ≤ i ≤ I n ) sub-tensor along the nth mode of Z, denoted as Z (n,i) , is an (N − 1)th order tensor of size I 1 × I 2 × · · · I n−1 × I n+1 · · · × I N , and its (j 1 , . . . , j N −1 )th entry are given by X j1,...,jn−1,i,jn+1,...,jN−1 . For tensors with three modes, i.e. N = 3, order-(N − 1) sub-tensors reduce to slices, although order-(N − 1) sub-tensors are generally different from slices.
Clearly, Z consists of I n order-(N − 1) sub-tensors along its nth mode. If some order-(N − 1) sub-tensors along the nth mode become zero, then the dimension of Z along the nth mode is reduced accordingly. Suppose the data tensor Y has a Tucker decomposition
Unfolding Y along the nth mode, we have
where a i,· have no contribution to Y and can thus be removed. Inspired by this insight, sparsity can be enforced over each sub-tensor (along each mode) of the core tensor such that the observed data can be represented by a structural sparsest core tensor with only a few nonzero subtensors over all modes. By removing those zero sub-tensors along each mode (the associated columns of the factor matrices are disabled and can be removed as well), the core tensor shrinks to a smaller one and a compact Tucker decomposition can be obtained. The problem can be formulated as
where ε is an error tolerance parameter related to noise statistics, and z n is an I n -dimensional vector with its ith entry given by
It should be noted that since there is usually no knowledge about the size of smallest core tensor, the dimensions of the core tensor are predefined to be the same as the original tensor, i.e. X ∈ R I1×I2×···×IN . The term z n 0 specifies the number of nonzero sub-tensors along the nth mode of tensor X . Since the number of nonzero sub-tensors along the nth mode is equivalent to the dimension of mode-n of the core tensor, the above optimization yields a smallest (in terms of sum of dimensions of all modes) core tensor. The optimization (11), however, is an NP-hard problem. Thus, alternative sparsitypromoting functions which are more computationally efficient in finding the structural sparse core tensor are desirable. In this paper, we consider the use of the log-sum sparsity-encouraging functional. Log-sum penalty function has been extensively used for sparse signal recovery and was shown to be more sparsity-encouraging than the ℓ 1 -norm [35] - [38] . Replacing the ℓ 0 -norm in (11) with the log-sum functional leads to
where ǫ is a small positive parameter to ensure the logarithmic function is well-defined. Note that in our formulation, coefficients are grouped according to sub-tensors and different sub-tensors may have overlapping entries. This is different from the group-LASSO [39] , [40] method in which entries are grouped into a number of non-overlapping subsets with sparsity imposed on each subset. Also, to avoid the solution X → 0 and {A (n) } → ∞, a Frobenius norm can be imposed on the factor matrices {A (n) }. The optimization (13) can eventually be formulated as an unconstrained optimization problem as follows
where λ 1 is a parameter controlling the tradeoff between the sparsity of the core tensor and the fitting error, and λ 2 is a regularization parameter for factor matrices. Their choices will be discussed later in our paper. The above optimization (14) can be viewed as searching for a low multilinear rank representation of the observed data. Multilinear rank, also referred to as n-rank, of an N -order tensor X is defined as the tuple of the ranks of the mode-n unfoldings, i.e.
It can be shown that n-rank is equivalent to the dimensions of the smallest achievable core tensor in Tucker decomposition [31] . Therefore the optimization (14) can also be used for recovery of incomplete low n-rank tensors. Existing methods for low n-rank completion employ a tensor nuclearnorm, defined as a (weighted) summation of nuclear-norms of mode-n unfoldings, to approximate the n-rank and achieve a low n-rank representation. Our formulation, instead, uses the Frobenius-norms of order-(N − 1) sub-tensors to promote a low n-rank representation.
IV. PROPOSED ITERATIVE REWEIGHTED METHOD
We resort to a bounded optimization approach, also known as the majorization-minimization (MM) approach [41] , to solve the optimization (14) . The idea of the MM approach is to iteratively minimize a simple surrogate function majorizing the given objective function. It can be shown that through iteratively minimizing the surrogate function, the iterative process yields a non-increasing objective function value and eventually converges to a stationary point of the original objective function.
To obtain an appropriate surrogate function for (14) , we first find a suitable surrogate function for the log-sum function. With the following inequality
we arrive at f (X |X (t) ) defined in (17) is a surrogate function majorizing the log-sum functional, i.e.
with the equality attained when X = X (t) , where
in which D (t) is a tensor of the same size of X , with its (i 1 , i 2 , . . . , i N )th element given by
Thus we can readily verify that an appropriate surrogate function majorizing the objective function (14) is given as
where c is a constant. That is,
with the equality attained when X = X (t) . Solving (14) now reduces to minimizing the surrogate function (19) iteratively. Minimization of the surrogate function, however, is still difficult since it involves a joint search over the core tensor X and the associated factor matrices {A (n) } N n=1 . Nevertheless, we will show that through iteratively decreasing (not necessarily minimizing) the surrogate function, the iterative process also results in a non-increasing objective function value and eventually converges to a stationary point of L(X , {A (n) }). Decreasing the surrogate function is much easier since we only need to alternatively minimize the surrogate function (19) with respect to each variable while keeping other variables fixed. Details of this alternating procedure are provided below.
First, we minimize the surrogate function (19) with respect to the core tensor X , given the factor matrices {A (n) } fixed. The problem reduces to
Let x vec(X ). The above optimization can be expressed as
where
The optimal solution to (22) can be easily obtained as
Next, we discuss minimizing the surrogate function (19) with respect to the factor matrix A (n) , given that the core tensor X and the rest of factor matrices {A (k) } k =n fixed.
Ignoring terms independent of A (n) and unfolding the tensor along the nth mode, we arrive at
Clearly, the optimization can be decomposed into a set of independent tasks, with each task optimizing each row of A (n) . Specifically, let y n,i denote the ith row of
denote the ith row of A (n) , and Σ n i diag(o n,i ), with o n,i being the ith row of O (n) . The optimization of each row of A (n) can be written as
whose optimal solution can be readily given as
in which
Note that Φ can be more efficiently calculated from unfold n (X k =n A (k) ).
Thus far we have shown how to minimize the surrogate function (19) with respect to each variable while keeping other variables fixed. Given a current estimate of the core tensor and the associated factor matrices {X (t) , {(A (n) ) (t) } N n=1 }, this alternating procedure is guaranteed to find a new estimate
In the following, we further show that the new estimate
} results in a non-increasing objective function value
where the first inequality follows from the fact that
, and the second inequality comes from (28) . We see that through iteratively decreasing (not necessarily minimizing) the surrogate function, the objective function L(X , {A (n) }) is guaranteed to be non-increasing at each iteration.
For clarity, we summarize our algorithm as follows.
Iterative Reweighted Algorithm for Tucker Decomposition

Given initial estimates {(A
and a preselected regularization parameter λ 1 and λ 2 . 2. At iteration t = 0, 1, . . .: Based on the estimate X (t) , construct the surrogate function as depicted in (19) . Search for a new estimate of {(A (n) ) (t+1) } and X (t+1) via (24) and (27) , respectively.
Go to Step 2 if X
F > ε, where ε is a prescribed tolerance value; otherwise stop.
Remark:
We discuss the computational complexity of the proposed method. The main computational task of our proposed algorithm at each iteration involves calculating a new estimate of X (t) and {A (n)(t) }. Specifically, the update of the core tensor X involves computing an inverse of a ( n I n ) × ( n I n ) matrix (cf. (24)), which has a computational complexity of order O( n I 3 n ) and scaling polynomially with the data size. The computational complexity associated with the update of the ith row of (27)), where the term O(( k =n I k ) k I k ) comes from the computation of Φ and scales linearly with the data size, and the term O(I 3 n ) is related to the inverse of an I n × I n matrix. Since all rows of A (n) share a same Φ, the computational complexity of updating
. We see that the overall computational complexity at each iteration is dominated by O( n I 3 n ), which scales polynomially with the data size, and makes the algorithm unsuitable for many real-world applications involving large dimensions. To address this issue, we resort to a computationally efficient algorithm, namely, an over-relaxed monotone fast iterative shrinkagethresholding algorithm (MFISTA), to solve the optimization (22) . A directly calculation of (24) is no longer needed and a significant reduction in computational complexity can be achieved.
V. A COMPUTATIONALLY EFFICIENT ITERATIVE REWEIGHTED ALGORITHM
It is well known that first order methods based on function values and gradient evaluations are often practically most feasible options to solve many large-scale optimization problems. One famous first order method is the fast iterative shrinkagethresholding algorithm (FISTA) [42] . It has a convergence rate of O(1/k 2 ) for the minimization of the sum of a smooth and a possibly nonsmooth convex function, where k denotes the iteration counter. Later on in [34] , an over-relaxed monotone FISTA (MFISTA) was proposed to overcome some limitations inherent in the FISTA. Specifically, the over-relaxed MFISTA guarantees the monotome decreasing in the function values, which has been shown to be helpful in many practical applications. In addition, the over-relaxed MFISTA admits a variable stepsize in a broader range than FISTA while keeping the same convergence rate. In the following, we first provide a brief review of the over-relaxed MFISTA, and then discuss how to extend the technique to solve our problem.
A. Review of Over-Relaxed MFISTA
Consider the general convex optimization problem:
where f is a smooth convex function with the Lipschitz continuous gradient L(f ), and g is a convex but possibly non-smooth function. The over-relaxed MFISTA scheme is summarized as follows. Given
, the sequence {x (t) } is given by
where ∇f (x) denotes the gradient of f (x), and the proximal operator is defined as
It was proved in [34] that the sequence {x (t) } is guaranteed to monotonically decrease the objective function F (x) and the convergence rate is O(1/k 2 ). Since (22) is convex, the overrelaxed MFISTA can be employed to efficiently solve (22) .
B. Solving (22) via the Over-Relaxed MFISTA
Consider the optimization (22) . Let f (x) and g(x) respectively represent the data fitting and regularization terms, i.e.
Recalling that H is defined in (23) . To apply the overrelaxed MFISTA, we need to compute ∇f (x), prox βg (x), and determine the value of β. The gradient of f (x) can be easily computed as
which can also be expressed in a tensor form as
Such a tensor representation enables a more efficient computation of ∇f (x). The proximal operation prox βg (x) defined in (34) can be obtained as
Note that since D is a diagonal matrix, the inverse of 2βD + I is easy to calculate. We now discuss the choice of β in the MFISTA. As mentioned earlier, β has to be smaller than (2 − δ)/L(f ); otherwise convergence of the scheme cannot be guaranteed. Recalling that the Lipschitz continuous gradient L(f ) is defined as any constant which satisfies the following inequality
where · denotes the standard Euclidean norm. Hence it is easy to verify that
is a Lipschitz constant of ∇f (x), where λ max (X) denotes the largest eigenvalue of the matrix X. Note that H T ΣH is of dimension ( n I n )×( n I n ). Calculation of L(f ), therefore, requires tremendous computational efforts. To circumvent this issue, we seek an upper bound of L(f ) that is easier to compute. Such an upper bound can be obtained by noticing that Σ is a diagonal matrix with its diagonal element equal to zero or one
where (a) follows from the fact that H T H − H T ΣH is positive semi-definite, and (b) comes from the Kronecker product's properties
in which eig(X) is a vector consisting of the eigenvalues of matrix X.
, without affecting the convergence rate of the over-relaxed MFISTA. The calculation of L is much easier than L(f ) as the dimension of the matrix involved in the eigenvalue decomposition has been significantly reduced.
Remarks: We see that the dominant operation in solving (22) via the over-relaxed MFISTA is the evaluation of gradient (36) , which has a computational complexity of order O(( n I n ) n I n ) that scales linearly with the data size. Thus a significant reduction in computational complexity is achieved as compared with a direct calculation of (24) . In addition, our proposed iterative reweighted method only needs to decrease (not necessarily minimize) the surrogate function at each iteration. Therefore when applying the over-relaxed MFISTA to solve (22) , there is no need to wait until convergence is achieved. Only a few iterations are enough since the over-relaxed MFISTA guarantees a monotome decreasing in the function values. This further reduces the computational complexity of the proposed algorithm.
For clarity, we now summarize the proposed computationally efficient iterative reweighted algorithm as follows. for t = 1 to t max do 6: Calculate the gradient of f (tensor(x (t) )) using (36) and the proximal operation prox βg (x) using (37) 7: Update x (t) using (30), (31), (32), (33) 8:
end for 9: Set X = tensor(x (tmax) )
10:
for n = 1 to N do 11: for i = 1 to I n do 12: Update a (n) i using (27) 13:
end for 14: end for 15: Remove the zero order-(N − 1) sub-tensors of X and corresponding columns of {A (n) }.
16: end while 17: Reconstruct Y using estimated X and {A (n) } 18: Estimate multilinear rank by count the nonzero order-(N − 1) sub-tensors of estimated X along each mode VI. SIMULATION RESULTS In this section, we conduct experiments to illustrate the performance of our proposed iterative reweight Tucker decomposition method (referred to as IRTD). In our simulations, we set δ = 0.1, β = (2 − δ)/ L(f ) and λ 2 = 1. In fact, our proposed algorithm is insensitive to the choices of these parameters. The choice of λ 1 is more critical than the others, and a suitable choice of λ 1 depends on the noise level and the data missing ratio. Empirical results suggest that stable recovery performance can be achieved when λ 1 is set in the range [0. 5, 2] . The factor matrices and core tensor are initialized by decomposing the observed tensor (the missing elements are set to zero) with high order singular value decomposition [43] . In our algorithm, the over-relaxed MFISTA performs only two iterations to update the core tensor, i.e. t max = 2. We compare our method with several existing state-of-theart tensor decomposition/completion methods, namely, a CP decomposition-based tensor completion method (also referred to as the low rank tensor imputation (LRTI)) which uses the Frobenius-norm of the factor matrices as the rank regularization [18] , a tensor nuclear-norm based tensor completion method [23] which is also referred to as the high accuracy low rank tensor completion (HaLRTC) method, and a Tucker factorization method based on pre-specified multilinear rank [22] which is referred to as the WTucker method. It should be noted that the LRTI requires to set a regularization parameters λ to control the tradeoff between the rank and the data fitting error, the HaLRTC method is unable to provide an explicit multilinear rank estimate, and the WTucker method requires an over-estimated multilinear rank. All the parameters used for competing algorithms are tuned carefully to ensure the best performance is achieved.
A. Synthetic and Chemometrics Data
In this subsection, we carry out experiments on synthetic and chemometrics data. Two sets of synthetic data are generated and both of them are 3rd-order tensors of size 32×32×32. The first tensor is generated according to the CP model which is a summation of six equally-weighted rank-one tensors, with all of the factor matrices drawn from a normal distribution. Thus the truth rank is 6 or (6, 6, 6) in a multilinear rank form. The other tensor is generated based on the Tucker decomposition model, with a random core tensor of size (3, 4, 5) multiplied by random factor matrices along each mode. Clearly the groundtruth for the multilinear rank is (3, 4, 5) . Two chemometrics data sets are also considered in our simulations. One is the Amino Acid data set of size 5 × 201 × 61 and the other is the flow injection data set of size 12 × 100 × 89.
For each data set, we consider two cases with 50% or 80% entries missing in our simulations, where the missing entries are randomly selected. The observed entries are corrupted by zero mean Gaussian noise and the signal-to-noise ratio (SNR) is set to 10dB. The tensor reconstruction performance is evaluated by the normalized mean squared error (NMSE) X −X F / X F , where X andX denote the true tensor and the estimated one, respectively. The parameter λ for the LRTI is carefully selected as λ = 0.3 for the synthetic data set generated by the Tucker model and λ = 0.2 for the other data sets. The pre-defined multilinear rank for WTucker is set to be (12, 12, 12) , (6, 8, 10) , (5, 10, 10) and (10, 10, 10) for the CP, Tucker, Amino Acid and flow injection dataset, respectively. For our proposed method, we choose λ 1 = 0.5 for all data sets. Results are averaged over 10 independent runs. The rank or multilinear rank is estimated as the the most frequently occurring rank or multilinear rank value. The standard deviation of the estimated rank is also reported as an indication of the stability of the inferred rank. Results are shown in Table I .
• We observe that the proposed method presents the best recovery accuracy among all algorithms and can reliably estimate the true rank.
• Compared with the CP-decomposition based method LRTI, our proposed method presents a clear performance advantage over the LRTI when synthetic data are generated according to the Tucker model and slightly outperforms the LRTI even when data are generated according to the CP model. • Our proposed method surpasses the tensor nuclear-norm based method HaLRTC by a big margin, which corroborates our claim that the proposed group log-sum functional is more effective than the tensor nuclear-norm in approximating the multilinear rank.
• Tucker model-based methods such as HaLRTC and WTucker work well only when synthetic data are generated according to the Tucker model, while our proposed method provides decent recovery performance whether data are generated via the Tucker or CP model. • We also observe that our proposed method has similar run times as the other three algorithms. As the number of missing entries increases, our proposed method might need a few more iterations to reach convergence, and thus the average run time increases with the number of missing entries.
B. Image Inpainting
The goal of image inpainting is to complete an image with missing pixels. For a two-dimensional RGB picture, we can treat it as a three-dimensional tensor. Here we consider imputing an incomplete RGB image via respective algorithms. The benchmark Lena image is used, with 50%, 80% and 90% missing entries considered in our simulations. The recovery accuracy is evaluated by the MSE metric which is defined as
F , where X andX respectively denote the original normalized image and the estimated one, O ∁ denotes the complement set of the observed set, i.e. O, and M denotes the number of missing elements. For LRTI, the parameter used to control the tradeoff between the data fitting and rank is carefully selected to 5, 3 and 3 for 50%, 80% and 90% missing entries, respectively. The pre-defined rank for the WTucker is set to (100, 100, 3), (80, 80, 3) and (50, 50, 3) for 50%, 80% and 90% missing entries, respectively. For our proposed method, λ 1 is set to 3, 0.5 and 0.3 for 50%, 80% and 90% missing entries, respectively. The observed and recovered images are shown in Fig.2 and MSEs of respective algorithms are shown in Table II . From Table II , we see that the proposed method renders a reliable recovery even with 90% missing entries, while the other two Tuck model-based methods WTucker and HaLRTC may incur a considerable performance degradation when the missing ratio is high.
VII. CONCLUSIONS
In this paper, we proposed an iterative reweighted algorithm to decompose an incomplete tensor into a concise Tucker decomposition. To automatically determine the model complexity, we introduced a new notion called order-(N − 1) sub-tensor and introduced a group log-sum penalty on every order-(N − 1) sub-tensors to achieve a structural sparse core tensor. By shrinking the zero order-(N − 1) sub-tensors, the core tensor becomes a smaller one and a compact Tucker decomposition can be obtained. By resorting to the majorizationminimization approach, an iterative reweight algorithm was developed. Also, the over-relaxed monotone fast iterative shrinkage-thresholding technique is adapted and embedded in the iterative reweighted process to reduce the computational complexity. The performance of the proposed method is evaluated using synthetic data and real data. Simulation results show that the proposed method offers competitive performance compared with existing methods.
