INTRODUCTION
This paper describes problems encountered in attempting to estimate linear models of gas turbine engine dynamics using standard time-domain identification techniques.
Engine models are required for a number of different tasks during the engine development process. At the start of a new engine project, a thermodynamic model is • created to predict the steady-state and transient behaviour of the engine. These models tend to be complex representations based on the physical laws of the gas turbine cycle. However, the engineers designing the engine control system would much prefer a simple linear model in a standard transfer-function or state-space form.
Initially, linear state-space models can be derived from an existing thamodynamic model. However, at some stage it is desirable to validate the dynamics of the model against a real engine. This involves a system identification experiment The engine is run at a steady operating condition and an excitation signal is applied to the engine inputs to perturb the system. Input and output measurements are recorded and subsequently used to construct a model of the engine dynamic response.
A traditional form of identification experiment, lmown as a Wobble test' uses a single sine wave as the excitation signal. The test is repeated at a number (typically a dozen or so) of sine wave frequencies. Correlation of the Fourier components of the input and output signals is used to determine the magnitude and phase of the frequency response at each of the test frequencies. A transfer function model is then fitted to the overall frequency response.
The major disadvantage of single sine tests is the time it takes to apply all the frequencies. This leads to lengthy and expensive engine tests. Consequently, multifrequency test signals, which apply all of the frequencies of interest simultaneously have been developed.
Algorithms based on either time-domain and frequency-domain models may be used to reconstruct the system dynamics from the sampled data Time-domain methods in particular are widely used, partly due to the availability of time-domain analysis tools.
MODEL STRUCTURES 2.1 Thermodynamic models
The engine used as an example throughout this paper is the Rolls-Royce Spey Mk 202. It is a typical two-spool military turbofim engine in the 55ICN dry thrust range. The Spey has four main controllable inputs. These are the fuel flow, the variable nozzle area, the angle of the HP compressor inlet guide vanes and the position of an HP compressor air blow-off valve. The main outputs of interest are the shaft speeds, the thrust and various internal pressures and temperatures. This paper will consider only the response of the engine shaft speeds to the prime control input, the fuel flow.
The thermodynamic model describing the relationship between the inputs and the outputs comprises of a set of differential equations. The angular accelerations of the shaft speeds are derived from the mismatch between the power produced by the turbine and that absorbed by the compressor. These powers are in turn derived from a set of differential equations describing the mass and energy flows within the engine components. The precise form of thermodynamic models are beyond the scope of this paper, but have been extensively described by a number of authors, including FawIce and Saravanamuttoo (1970).
Linear models
The differential equations defining the thermodynamic model are non-linear. Their coefficients depend on the engine operating power and on the engine inlet temperature and pressure. A Unearned version of the model is obtained by applying small perturbations to the model inputs about a given steady state operating condition and observing the rates of change of its outputs. This process is described by If the shaft speeds are assumed to be the states, then the observation matrix C is the identity matrix. In this case, the A matrix tends to be diagonally dominant. Its off-diagonal terms represent the cross coupling between the two spools, which tend to be small, but not insignificant. A state transformation of Eq. (1) gives the diagonal canonical form :
This 's useful since the A matrix contains the system time constants and the C matrix contains the residues of the individual shaft transfer functions.
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The model also contains a pure delay term e's , which represents the fuel transport time and the vaporisation delay in the combustion chamber. It would typically be in the range of 10 to 30 ms. Table I 
Pure delay 20 ms
The proximity of one of the poles to the zeros means that the frequency response will be nearly first order. This introduces conditioning problems when trying to fit a second order model. The z. domain poles tin included for comparison with later results. They assume a sample frequency of 35 ms.
THE IDENTIFICATION EXPERIMENT

Test description
Having derived a linear model of the Spey engine, an
• identification experiment was performed to validate its dynamics. 
Test signal
The minimum requirement for-a test signal is that it should contain sufficient frequencies all the modes of interest in the system. This condition is known a persistency of excitation. One way to fulfill this condition is to use a wide-band signal containing many frequencies over the range of interest.
One widely used wide-band test signal is the Pseudo-Random Binary Sequence (PRBS). This has a nearly white power spectrum. They are simple to generate, for instance using the scheme shown in figure 2. PFtBS sequences do not require rapid clock rates, which allows them to be generated by software within standard engine computer control systems. The frequency range over which the spectrum is approximately flat is determined by selection of the shift register length and clock rate. However, the precise shape of the spectrum cannot be controlled.
An early application of a PRBS test signal concerned a set of tests to determine the response of the controller of a Pegasus engine in the Harrier vertical take-off fighter aircraft. The tests, described by Godfrey et al. (1974) , were carried out in tethered, manned hover. I suspect the test pilot may have influenced the decision to use a short test signal ! Since that time, PRBS signals have been widely used in industry. Cottington et al. (1979) describes their use in a number of aero and marine gas turbine tests.
The test signal used to obtain the results presented in section 5 was a PRBS sequence generated using a nine bit shift register and a clock rate of 35 ms. The amplitude of the perturbation was ± 10% of the current steady-state fuel flow.
TIME-DOMAIN PARAMETER ESTIMATION METHODS
There are many algorithms available to estimate the parameters of time domain models from sampled input and output data. The results presented in this paper used the widely known Extended Least Squares (ELS) algorithm. The algorithm, and its properties are described by Ljung (1987) . It operates using the linear regression form of the model
9, is the predicted model output at the current sample period. 0, is the regressor vector containing previous samples of the inputs, outputs and model prediction errors. The input measurements are assumed to be delayed by an integer number of time samples to approximate the pure delay in the system.
Ot is the vector of parameters to be estimated It contains the corresponding coefficients of the z-domain transfer function numerator and denominator polynomials, plus the coefficients of an output-noise filter. The noise model is required to remove the bias introduced by noise on the measured system output The ELS algorithm selects the parameters using a least-squares cost function in terms of the model prediction errors:
(5)
The algorithm can be modified to return the parameters of a multi-output model. Ljung (1987) describes the innovations form of a state-space model :
This can be rewritten (see Hill (1994) ) into the linear regression form similar to Eq.(4). = (7) The parameter estimate is now a matrix : Tables 3 and 4 show the model parameters for the second-order NH and NL transfer functions estimated using the ELS algorithm. 
The observation matrix C may be assumed to be any arbitrary invertible matrix. In this case the identity matrix 1 was used, the resulting engine state matrix was diagonally dominant giving good numerical properties for estimation.
Both the single and multiple versions of the ELS algorithm are recursive and may be used to estimate parameters in real time as the data is received. They have been used in this form by Hill (1994) and Hermsmeyer (1993) to track engine dynamics as they change during a slow engine acceleration and deceleration.
TEST RESULTS
The results presented here were obtained from tests carried out on a Spey engine at DRA Pyestocic A .PRBS signal was applied to the fuel flow while the engine was operating at a steady 76% NH speed. The input signal was the measured fuel flow, the output signals were the measured HP and LP shaft speeds. These signals were measured at a 35ms sample interval. The average signal to noise ratio on the speed measurements was estimated to be about 30 dB. A full description of the test is given by Hill (1994).
Simile-output transfer function model results
The AIC information criteria proposed by Alcaike (1974) was used to select the transfer function structures. The AK is a cost function which penalises both model prediction error and model complexity. Table 2 shows that the best (lowest) AIC was obtained with a first-order numerator and a second-order denominator. The AIC was also used to select the time delay of one (35 ms) sample, and a second-order noise model. An identical structure was selected for the LP shaft transfer function. The resulting models simulate the shaft speeds reasonably accurately, and the frequency responses approximately match the results obtained from single sine-wave tests.
However, both transfer functions contain a negative z-domain pole, which defies physical interpretation. Applying the usual transformation into the s domain would result in a real system containing a single complex pole, which would give a complex impulse response.
Multi-output state-space model results
In contrast, table 5 shows the model estimated from the same data using the multiple-output version of ELS. In this case, both poles are positive, and the time constants match up fairly well with those predicted from the thermodynamic model. Figure 3 . compares the model frequency responses with those derived from single-sine wave tests Figure 4 . shows the model simulation performance compared with that of the real engine. 
THE NEGATIVE POLE PROBLEM
Negative poles and zeros seem to be characteristic of single output z-domain gas turbine model estimates. They have been observed from a number of tests, on different engines, using different test signals and employing a variety of time-domain parameter estimation algorithms.
It seems that errors in the tansies function parameter estimates have a drastic effect on the poles of the model. It has been shown (see Hill, 1994) that if the roots of a polynomial are closely spaced, they are indeed very sensitive to errors in its parameters. The two poles of the characteristic engine model are only fairly closely spaced, however when transformed into the z-domain they become much closer together. At high sample frequencies, the z-domain poles tend to cluster towards the unit circle and become extremely sensitive.
As an example, a z-domain transfer function, with 35 ms sample interval, of the Spey model shown in table I is used. Table 6 shows the relative sensitivity of the poles to the denominator parameters. The relative sensitivity is defined as : In contrast, the sensitivities of the poles of a state space model are not dependent on their absolute values (see Hill (1994) ). The sensitivities of the eigenvalues of the state matrix to errors in its parameters are dependent on the eigenvectors of the matrix. The least sensitive form occurs when the eigenvectors are normal to each other. As the state matrix of an engine model is typically diagonally dominant, its sensitivity will be low. The equivalent relative sensitivities for the z-domain state space model are shown in table 7. They are an order of magnitude less than the transfer function pole sensitivities. Explaining the source of the parameter estimation errors is another problem. One might expect that the near pole-zero pair of the engine transfer function to be ill-defined. Figure 5 shows the estimated covariance matrix of the single output NII parameters shown in table 3, interpreted as a 95% confidence ellipsoid. The long thin shape the ' shows that the denominator parameters are ill defined in one specific direction. However, this uncertainty is not sufficient to explain the negative pole. The error is not introduced due to uncertainty in the estimates, instead it seems that the estimates are systematically biased in the direction leading to the negative pole. Evans et al. (1994) suggest that the error may be introduced by the sampling process. Most time domain techniques assume that the input remains constant between sample intervals. Although this is true of the PFtBS signal applied to the fuel flow demand, the actual measured filet flow is filtered by the low pass dynamics of the fuel metering valve. Shoukens et al. (1994) have studied the effects of violating the zero-order hold assumption and have shown that spurious negative z-domain poles can be introduced in this way. Simulation studies by Evans et al. (1994) have shown that bias leading to negative poles may also be introduced by inaccurate estimation of any pure delay in the system Time domain estimation techniques estimate the delay only in multiples of the sample period.
In this case, the expected pure delay (neglecting measurement delays) was in the order of 20ms, compared to a sample interval of 35 ms.
Frequency domain techniques
As an alternative to time-domain estimation, the model can be estimated from the Fourier coefficients of the input and output sequences. These frequency domain techniques do not assume a zeroorder hold on the input signal. They can also estimate the pure time delay to an accuracy better than the sample interval. Shoukens and Pintelon (1991) give a good description of these techniques. PRBS signals are ill-suited for estimating the Fourier coefficients (see Shoukens 1991). Instead, multisine signals, which consist of the sum of sine waves at various chosen frequencies can be used. Multisine signals are described in detail by Godfrey (1993) .
Frequency domain estimation techniques using multisine signals have been used to estimate transfer function models from the Spey data by Evans et al. (1994) . The results obtained from the Spey data were much more convincing than the z-domain transfer function results and did not contain any spurious negative poles.
CONCLUSIONS
Time-domain system identification techniques are widely used in industry. However, experience of using these standard techniques on data taken from a gas turbine has highlighted a number of problems.
Bias can be introduced on the estimates of the model parameters when the input to the system is not constant between sample intervals. This will occur when the measured signal is used as the input to the model. The measured input is often used, since this allows the dynamics of the actuator, which are often highly non-linear, to be separated from the dynamics of the engine. The estimates can also be biased by incorrect estimation of the time delay in the system. The standard time-domain methods can only estimate this delay to the nearest sample interval.
The problem is compounded by the characteristic form of engine shaft transfer functions, which tend to contain near-cancelling polezero pairs and make the parameter estimation process ill-conditioned.
The effect of bias in the model parameters is magnified by the sensitivity of the model characteristics to parameter errors. The poles of the transfer functions between fuel input and engine shaft speeds tend to be fairly close together. When traisformed into the z-domain they tend to become extremely sensitive to errors in the parameter estimates.
These problems can be reduced by using a multiple-output form of the parameter estimation algorithm. The multiple output model form does not suffer from the ill-conditioning and sensitivity problems of the transfer functions.
Alternatively, a frequency domain identification method may be used. These do not suffer from the problems introduced when the zeroorder assumption is violated, they are capable of estimating the time delay accurately, and the continuous-time transfer-function characteristics are less sensitive than their time-domain equivalents.
