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Introduction
In recent years the boundary value problems which are nonlinear in highest derivatives and/or whose boundary conditions are nonlinear have received some attention, The older results are summarized in the well-known monograph 1] whose bibliography in turn contains numerous references to more classical material. We propose here a geometric approach to these kind of problems and examine certain consequences of this point of view. The tools used are very di erent from the ones used in the above mentioned references, hence we must spend quite a lot of space to introduce the appropriate framework. In spite of this the treatment cannot possibly be self contained as far as jet geometry is concerned and we refer the reader to 31] which contains an accessible introduction to these matters as well as an extensive list of relevant references. Of course we do not suggest that this geometric point of view replaces or should replace the older ones, rather we view it as an interesting complement to other approaches.
There are several consequences of our approach. First we can prove a general existence theorem for a certain class of boundary conditions. These boundary conditions look perhaps rather peculiar at rst sight, but as our example shows such problems can arise in a natural way in variational problems. Another important point is that the generalized solutions obtained in this framework are really smooth curves in high dimensional space, and the singularities encountered in a classical setting are only seen when the curves are projected to appropriate subspaces. So whether these generalized solutions are`physically reasonable' or not we shall indicate how they are sometimes quite useful in numerical computations. How to actually compute numerically in jet spaces is outside the scope of the present article and we refer to 31] and 30] for information on these matters.
The contents of the article is as follows. In section 2 we introduce the basic di erential geometric tools that are needed in the analysis and explain in detail how standard problems are seen in this framework. We also make a few remarks on the use of transversality in the analysis boundary value problems. In section 3 we analyse two examples. In the rst one we discuss the relevance of our generalized solutions and conclude with a modi ed problem where the solution is in fact classical, but using the shooting method to nd it, one has generalized solutions in the intermediate stages. Since our generalized solutions are in fact smooth curves, the algorithm does not see the di erence between generalized and classical solutions, and consequently the problems with (apparent) singularities are avoided. In the other example we present an elementary proof of an old existence result for a scalar equation, and in fact we can improve the statement by showing that there are at least two solutions. We note in particular that nonlinearity in boundary conditions for this type of problems does not make the problem more di cult than the linear one from the geometric point of view.
In section 4 we nally present the main result. Using the concept of a linking number we prove an existence result for a certain class of boundary conditions. The idea is that if the boundary conditions are linked, then moving the other with the ow one must sooner or later hit the other boundary condition. In particular no asymptotic properties or growth restrictions are required of the relevant vector eld.
Acknowledgment All the gures were made with Mathematica 32].
2. Geometric formulation of the problem 2.1. Di erential systems in jet spaces. Here we simply give the basic de nitions and refer to 31] for a thorough discussion and motivation of these concepts as well as extensive further references. Basic material on standard di erential geometry can be found in 26] and on jet geometry in 25]. All maps are assumed to be smooth, i.e. in nitely di erentiable and all manifolds are smooth and without boundary. Let M be a manifold and p 2 M; TM p is the tangent space at p and TM is the tangent bundle. A distribution on M is a map which associates to each point p 2 M a certain subspace of TM p . An integral manifold of some distribution is a connected submanifold whose tangent space coincides with the distribution. Let : E ! B be a bundle and let J q (E) be the bundle of q-jets of E. De nition 2.1. A (partial) di erential system (or equation) of order q on E is a submanifold R q of J q (E).
Let E = R R n and let us denote the coordinates of J q (E) by 
C is called the Cartan distribution and dim(C p ) = n + 1. Suppose that we are given a system of k q'th order ordinary di erential equations f(x; y; y 1 ; : : : ; y q ) = 0 (2.3) We interprete f as a morphism of bundles J q (E) and R R k which in terms of coordinates can be taken to be a map R (n+1)q+1 ! R k . If k = n we have the ordinary situation of n equations and n unknowns, and if k > n we have an overdetermined system, or a DAE system. Recall that geometrically there is no di erence between ODEs and DAEs, see 31] for more details. 5 The equation (2.3) de nes a certain submanifold of J q (E) which we denote by R q and in terms of coordinates R q is simply given by f ?1 (0). Now we can de ne the solutions of our equations as follows.
De nition 2.2. Let R q J q (E) be involutive and suppose that the distribution D de ned in (2.2) is one-dimensional. A solution of R q is an integral manifold of D.
Recall that one-dimensional distributions always have integral manifolds, so solutions always exist as far as initial value problems are concerned. We cannot discuss the important notion of involution here and refer to 31] for ample explanations. Intuitively one might say that the system is involutive if it contains all of its di erential consequences up to order q. This concept is not really needed below, but for completeness we stated the de nition in appropriate generality.
2.2. A class of boundary value problems. We have seen that the geometric framework outlined above leads us to consider manifolds, one-dimensional distributions on them and the corresponding integral manifolds. Hence it is rather natural to formulate the concept of boundary condition directly with these terms.
De nition 2.3. Let is compact, then the intersection is a nite set. In other words, when the intersection is transverse the solutions are isolated and if one of the boundary conditions is compact there is only a nite number of solutions. Proof. By counting the dimensions it is seen that the intersection must be zero dimensional. Let p 2 sat(B 1 ) \ B 2 . Then there is a neighborhood of p 2 U M and the coordinate map such that sat(B 1 ) \ U is represented by the rst coordinates and B 2 \ U by the last coordinates 16]. Hence there are no other points of intersection in U. The niteness property follows because on a compact manifold there cannot be an in nite number of isolated points.
Note that the condition that B 2 be a closed submanifold is not restrictive at all in practice because usually boundary conditions are given as zero sets and thus by Sard's theorem they usually satisfy the required condition. As an immediate corollary of the above proposition and Theorem 2.1 we get Corollary 2.1. Consider the problem in De nition 2.4 and suppose that sat(B 1 ) is a closed submanifold. Then by perturbing B 2 arbitrarily little the intersection of sat(B 1 ) and B 2 becomes transverse.
Hence if the saturation is nice then any problem can be approximated by a nice problem. Of course in general the saturation can be a very complicated set, for instance if the system is chaotic. Another indication of complexities that may arise is given by the fact that the space M= may be non-Hausdor , see 4] for an example. However, if the saturation as a whole is not a closed submanifold we may still get a meaningful problem by restricting our attention to an appropriate subset. In standard problems of course one can get rid of the highest derivatives in the boundary conditions using the di erential equation. In the general case, however, this is not possible, and thus we can write the general form of the problem as follows. Writing in this way the statement that boundary conditions are just certain kind of di erential equations becomes quite natural. Let us stress that geometrically the presence (resp. absence) of y q in g i does not a priori make the problem more di cult (resp. easier).
New solutions and proofs
In this section we analyse two examples to show what kind of bene t our geometric formulation can have in the study of two point boundary value problems. In the rst one the main point is that our new generalized solutions are in fact smooth curves in a higher dimensional space, so the singularities encountered in the classical setting are avoided. Whether these generalized solutions are in fact`physically reasonable' depends of course on the particular application, but we show that in any case they are useful in numerical computations.
The other example is about a new and elementary proof of an old result about scalar equation. We show that in fact we can get a stronger result in a particular case and that the same type of reasoning extends in a straightforward way to the case where one of the boundary conditions is one dimensional. with the boundary condition y(0) = y(9). In fact this is not the type of a boundary condition which is covered by De nition 2.3. However, we take it up because this problem illustrates quite well how the solutions in our sense can be di erent from the classical solutions as well as various generalized solutions, and what are the consequences this approach from the point of view of applications. Denote the auxiliary independent variable by s, let z = (x; y; y 1 ) and let B 1 = (x; y; y 1 ) 2 R 1 j x = 0 and B 2 = (x; y; y 1 ) 2 R 1 j x = 9
Then the problem can be formulated as follows: nd a solution z of plane using the standard projection : (x; y; y 1 ) 7 ! (x; y). In gure 3.1 on the left there is R 1 and in gure 3.2 there is a solution computed by the shooting method. In the present case the system is very stable backwards in s, hence the convergence is very fast.
1 The interval in the original problem was 0; 6], but changing it to 0; 9] does not alter the nature of the problem.
Obviously Of course it is also possible that at x = 5 the model simply ceases to be physically relevant and there is no point of trying to go beyond that point. However, from the numerical point of view our framework would still be useful. Namely, numerically one usually encounters di culties when approaching a singularity and hence in a classical setting the solution near x = 5 would perhaps be inaccurate. In jet context the points at x = 5 are simply regular points, so the numerical solution should be as accurate as everywhere else. Similar situation arises when analysing impasse points, see 28] and references therein for more information on impasse points. Jets are also useful in the resolution of other types of singularities, see 29] .
Let us give another example of the numerical usefulness of the jet point of view. Consider the following modi ed problem f(x; y; y 1 ) = 2(y 1 ? y) The manifold is shown in gure 3.1 on the right and one may expect that there is a classical solution. However, in the initial guess of the shooting method the solution does not stay in the corridor and hence the projection is singular. The next iteration, however, already gives a classical solution, see gure 3.2 on the right. So these generalized solutions might appear in the intermediate stages in the numerical solution even though the the actual solution is smooth in the classical sense. Because these generalized solutions are smooth in the relevant manifold, they are indistinguishable from the classical solutions for the algorithm and therefore the (apparent) singularities do not make the problem numerically harder.
Finally note that the numerical computations could be performed without explicit knowledge of the vector eld in (3.2). This is explained in 31] to which we refer for further details. To analyse these problems in more detail let us rst introduce some notations. The (vector eld spanning the) distribution naturally de nes a ow R J q?1 (R R n ) ! J q?1 (R R n ), but for the problems of this type another ow is more approriate. Recall that J q?1 (R R n ) ' R R nq and de ne : R R R nq ! R nq as follows. Let z p be a parametrization of an integral manifold of the distribution in (3.4) with parameter x which satis es the initial condition z p (s) = p. Then we de ne (x; s; p) = z p (x). Further if we x the parameters we can de ne b a (p) = (b; a; p). Note that and b a may not be de ned for all values of the arguments, but for simplicity of notation this is not indicated. Let us further set Of course this proposition admits an easy generalization to the general case if one of the boundary conditions is one-dimensional. Note also that the connectedness is no real restriction because we could examine each component seprately as in the example below. In spite of the elementary character of the above proposition we can in fact use it to improve a result from 11]. Consider the following problem. for some w > 0. In 11] it was proved using degree theory that the problem has at least one solution. We shall prove that Proposition 3.3. If c > 0 and d < 0, then the problem (3.6) has at least two solutions.
Proof. First let us note that because f is bounded For other values of the parameters the above simple argument does not work because of the way the asymptotes of the curves happen to coincide. This, however, is naturally not a generic situation, in other words perturbing the coe cients of the equations slightly makes the method of proof applicable. Recall that in 11] the degree of a map associated to this problem was two, hence in a sense it is`natural' that there are (at least) two solutions.
Note that we needed only information about asymptotic properties of the curves and hence the fact that the boundary conditions were Then the same argument as above easily yields that the problem (3.7) has at least three solutions. The whole process can be interpreted as follows: in the beginning some manifolds M 1 = a a (M 1 ) and M 2 intersect and we hope to nd natural' conditions on the ow such that b a (M 1 ) and M 2 also intersect
for some values b 6 = a. Hence it is seen that with di erent boundary conditions we might require rather di erent conditions on the ow as far as the direction is concerned. The conditions on the size are morè uniform' because they are required to guarantee that the ow is wellde ned for the relevant values of the parameters.
As noted above the method of proof extends to the case when one of the boundary conditions is one dimensional, because then the other boundary condition separates the relevant space into di erent components. In general one needs tools from algebraic topology to study the intersections; this is beyond the scope of the present article.
Since the proof relies on asymptotic properties of the boundary conditions, we cannot get any upper bound on the number of solutions. Also the proof cannot be applied to the cases where at least one of the boundary conditions is compact. In the next section we study one type of problems where both boundary conditions are compact and hence asymptotic properties do not play any role. Two submanifolds are said to be homotopic if their inclusion maps are homotopic.
We will need the following basic property. Let h 1 (resp. h 2 ) de ne a homotopy between f and f (resp. g and g). Then Note in particular that there are no growth restrictions on f. Intuitively the reason is that the solution is found before the integral manifolds can escape to in nity, hence the asymptotic properties of the integral manifolds or f do not play any role.
In the problems we have in mind the manifolds will be de ned as zero sets of some maps. For these manifolds the orientability is no restriction because of the following result 6].
Theorem 4.4. Let k < n, let zero be a regular value of f : R n ! R k and let M = f ?1 (0) be nonempty. Then M is an orientable submanifold of R n .
Of course the connectedness is not really a restriction either because one could simply examine each component of the boundary conditions separately.
As an example of the application of the theorem consider the following problem. Here boundary conditions are one-dimensional closed curves, see gure 4.1. In other words they are knots (or to be more precise they are unknots!) and the link is the simplest possible nontrivial link, called Hopf link. In this case there are various other ways to de ne the linking number than the one given above. In 23] there are 7 alternative de nitions which are all equivalent to De nition 4.3 (at least up to sign), but of course in a speci c situation some might be much more convenient than the others to work with. Anyway not all of these definitions extend to the many dimensional case which mainly intrests us here. The discussion of how to actually compute the linking number in various situations would lead us into the realm of algebraic topology, and is beyond the scope of the present article. 
