In this paper, we revisit the geometric description of cluster categories in type E in terms of colored diagonals in a polygon given in [17] . We then explain how the model generalizes to m-cluster categories of the same type. As an application, we relate colored diagonals in a polygon to semi-standard Young tableaux, in type E 6 , E 7 , E 8 . This provides a new compatibility description of semi-standard Young tableaux in Grassmannian cluster algebras in type E 6 , E 8 and in a sub-cluster algebra of type E 7 .
Introduction
Understanding combinatorial patterns governing colored almost positive roots, i.e. copies of positive roots together with negative simple roots, in root systems is an interesting problem in the theory of cluster algebras. This problem has a wide range of implications, for instance, finding such descriptions allows to approximate similar patterns in larger root systems. The patterns we are referring to, are the ones arising in generalized cluster complexes and Coxeter combinatorics, or in m-cluster categories (also called higher cluster categories) explored in a series of papers, see for example [8, 25, 28, 3, 4] . Despite various advancements in the field, to describe the usually infinite collection of maximally compatible sets of almost positive roots, resp. of colored almost positive roots in general remains a difficult task, well understood only for classical type root systems.
In this paper, we make some progress in extending to the exceptional root systems in type E and F , combinatorial results obtained for the classical types ABCD. Specifically, in the first part (Section 3 and 4) we explore the link between colored almost positive roots in type E and colored oriented m-diagonals in polygons. In this way, we generalize to m-cluster categories of type E work of Thomas [25] and Baur-Marsh [3] , relating m-diagonals in a polytope to m-cluster categories of type A, and work of Lamberti [17] describing cluster categories of type E in similar geometric terms.
In the second part, we revisit the relatively simple geometric model of colored diagonals suggested in [17] and related it to Young tableaux models. More specifically, Jensen, King, and Su in [13] gave a description of cluster variables in types E 6 , E 8 using some combinatorial objects called profiles. We describe cluster variables in types E 6 , E 7 , E 8 using semi-standard Young tableaux, see Section 6. In particular, we present how the geometric model can be used to deduce compatibility of tableaux (Section 5 together with Section 6). Compatibility for almost positive roots is called cluster adjacency in physics, [7, 18, 20] and has important applications to the theory of scattering amplitude in physics. 
Preliminaries on m-cluster categories and Grassmannian cluster algebras
In this section we define orbit categories of representations of valued quivers following [28] closely. In this work, however, we will mostly focus on representations of ordinary simply-laced Dynkin quivers in types E 6 , E 7 and E 8 . Results for m-cluster categories in type F 4 are deduced by a folding argument. for all i, j ∈ [n]. An edge in (G, d) is a pair {i, j} with d ij = 0. An orientation Σ of (G, d) is given by assigning to each edge in (G, d) an order. Denote an oriented valued quiver by (G, Σ). Throughout it is assumed that (G, Σ) has no oriented cycles. Let Φ be the root system of the Kac-Moody Lie algebra corresponding to G. If for each arrow in (G, Σ) one has that j = i , (G, Σ) is an ordinary quiver, simply denoted by Q.
Let k be an algebraically closed field and let M = (F i , i M j ) i,j∈G be a reduced k-species of (G, Σ). That is, for all i, j ∈ [n], i M j is an F i − F j -bimodule, where F i and F j are division rings which are finite dimensional vector spaces over k and dim( i M j ) = d i,j and dim k F i = i . Let the category of finite-dimensional representations of (G, Σ, M ) be denoted by H. Let D := D(H) be the bounded derived category of the abelian category H endowed with shift functor Σ : D → D and Auslander-Reiten translation τ : D → D, defined as Hom D (X, −) * ∼ = Hom D (−, Στ X), for all X ∈ D.
For m ∈ Z ≥1 , define the m-cluster category of type Φ as the orbit category:
Objects are the (τ −1 Σ m )-orbits of objects in D and morphisms are defined by
where X and Y are representatives of the τ −1 Σ m -orbits of X and Y respectively. In the above, Σ m denotes the composition of Σ with itself m-times. It is known that C m Φ is again a triangulated category, [ 
Isomorphisms of stable translation quivers.
A quiver Γ without loops nor multiple edges, together with a bijective map τ : Γ → Γ, is a stable translation quiver (Γ, τ ), in the sense of [22] , if τ is such that for all vertices x in Γ the set of starting points of arrows which end in x is equal to the set of end points of arrows which start at τ (x). The map τ is called translation. For a stable translation quiver (Γ, τ ) one defines the mesh category of (Γ, τ ) as the quotient category of the additive path category of Γ by the mesh ideal, see [15] for details on this construction.
Let Q be an ordinary quiver. Let (ZQ, τ ) be the stable translation quiver given by the repetitive quiver of Q, defined as in [12, I, 5.6] . Let τ : ZQ → ZQ be defined on the vertices (n, i) of ZQ by τ (n, i) = (n − 1, i), for n ∈ Z, i a vertex in Q.
We recall, the Auslander-Reiten quiver of any Krull-Schmidt category K is a quiver whose vertices are the (isomorphism classes of) indecomposable objects in K. The number of arrows between two vertices X and Y is given by the dimension of the space of irreducible morphisms between X and Y :
Here rad(X, Y ) ⊂ Hom K (X, Y ) consists of all non-isomorphisms, and rad 2 (X, Y ) ⊂ rad(X, Y ) consists of non-isomorphisms admitting a non-trivial factorization. Denote the Auslander-Reiten quiver of the orbit category C m Φ with Auslander-Reiten translation τ by (Γ m Φ , τ ). If m = 1, the index m will be omitted. For Q of type E 6 let ρ : ZE 6 → ZE 6 be the order two involution given by the horizontal reflexion along the center line of ZE 6 . For m ∈ Z ≥1 , let ρ m be the composition of ρ with itself m-times. Lemma 2.1. Let Q be of type E 6 , E 7 , E 8 , then the following are isomorphisms of stable translation quivers:
The claim follows from Happel's result, see [12, I.5.5] together with the description of the induced action of the functors τ and Σ on ZQ, first given in [21, Chap. 4] . Specifically, the induced action of τ on ZQ is always an horizontal shift to the left. The induced action of Σ on ZA n can be described by a shift of n+1 2 steps to the right, composed with a reflection along the horizontal central line of ZA n . When n is even, the steps are not required to be integer units. The action of Σ on ZE 6 coincides with the action of ρτ −6 on ZE 6 . Moreover, Σ acts as τ −9 on ZE 7 , and as τ −15 on ZE 8 .
The case of (Γ m F 4 , τ ) follows from (Γ m E 6 , τ ) via a standard folding argument. 2.3. Cluster tilting theory in m-cluster categories. Work of Thomas [25] (for simply laced cases) and of Zhu's [28] (general case) describe the combinatorics of cluster tilting objects in m-cluster categories associated to valued quivers. We now recollect a few results from [25, 28] .
• An object T ∈ C m Φ is called m-rigid if it is the direct sum of non isomorphic indecomposable objects T 1 , . . . , T t such that Ext i C m Φ (T j , T k ) = 0 for all 1 ≤ i ≤ m, and 1 ≤ j, k ≤ t. It is called maximal m-rigid if it is m-rigid and maximal with respect to this property.
• An object T ∈ C m Φ is an m-cluster tilting object which is maximal m-rigid and X ∈ addT if and only if Ext i
To exhaustively search for m-cluster tilting objects in m-cluster categories, it is crucial to know how many objects of this type there are in a fixed m-cluster category. The next result gives an explicit answer for m-cluster categories associated to valued quivers. Theorem 2.3 ([8, 28] ). Let Q be an orientation of a connected Dynkin diagram and Φ the corresponding root system. The number of m-cluster tilting objects in C m Φ is
where h is the Coxeter number of Φ, and e 1 , . . . , e n are the exponents of Φ. 2.4. Colored almost positive roots. Let Φ be an irreducible root system of rank n, associated to a valued graph, or quiver. Let I be an n-element indexing set. Let Φ >0 be the set of positive roots and let {α i : i ∈ I} be the set of simple roots in Φ. Following [8] we define the set of almost positive roots in Φ as
For m ∈ Z >0 , the set of colored almost positive roots consists of m-copies of the set Φ >0 together with one copy of the negative simple roots in Φ, i.e.:
When m = 1, the index in Φ m ≥−1 is omitted. The compatibility degree of m-colored almost positive roots is defined in [ [27] .
On the other side, work of Fomin-Reading [8, §.5] implies that there is a one-to-one correspondence between m-diagonals in certain polygons Π and m-colored almost positive roots Φ m ≥−1 of type ABCD. See also work of Tzanaki [26] for types AB. In the above settings, two colored almost positive roots α and β are compatible, if the corresponding m-diagonals D α and D β do not cross. When m = 1, these descriptions coincide with the ones given in [10, §.3.5].
2.5.
The m-power of a translation quiver. Colored almost positive roots in a root system of type A can be identified with a subset of almost positive roots in a larger root system of the same type, see for instance [25, 8, 26] . In [3] this relationship is described in terms of an m-power operation. We now extend this approach to m-cluster categories of type E. Definition 2.4. Let (Γ, τ ) be a translation quiver. The quiver (Γ) m whose vertices are the same as the ones from Γ and whose arrows are sectional paths of length m is called the m-th power of Γ. Proof. This is shown in Theorem 6.1 in [3] and Corollary 6.2 in [3] .
Let T r,s,t be an orientation of a finite connected graph with r + s + t + 1 vertices and three legs. Assume that one vertex of T r,s,t has three neighbors and that the legs of T r,s,t have r, resp. s, resp. t vertices. A tree T r,s,t is symmetric if two legs have the same number of vertices.
Below, for i ∈ {6, 7, 8}, let (Γ m E i , τ ) be as described in Lemma 2.1. Proposition 2.6. The following quivers are connected components of the m-power of the given stable translation quivers:
1 describes the shapes of the quiver (Γ m E i , τ ), for i ∈ {6, 7, 8}. Reversing the m-power procedure, by adding meshes in the quivers Γ m E i , for i ∈ {6, 7, 8} gives rise to the larger quivers in the claim.
2.5.1.
Geometric categories associated to tree diagrams. Let T r,s,t be a fixed tree diagram. For n ≥ max{r + s + 1; r + t + 1} let Π r,s,t be a regular (n + 3)-gon with vertices numbered in the clockwise order by the group Z/(n + 3)Z.
For the vertices i, j, k in Π r,s,t we write i ≤ j ≤ k if the vertex j is between i and k in the clockwise order. A diagonal in Π r,s,t joining the vertices i and j is denoted by (i, j) and an oriented diagonal in Π r,s,t starting at i and ending in j is denoted by [i, j] . Boundary segments are not considered.
Following [17] , we associate to each leg in T r,s,t a set of diagonals in Π r,s,t . To do so, we double the set of all oriented diagonals in Π r,s,t , and distinguish them with colors, red and blue, and subscripts R, B. Specifically, for every vertex i in Π r,s,t we then form (r + 1) pairs of colored oriented diagonals:
As before, coordinates are viewed as elements of Z/(n + 3)Z. Once colored oriented diagonals are paired, they stop existing as single diagonals in Π r,s,t . In the following, we color paired diagonals in green.
Next, one defines a subset of the diagonals of Π r,s,t consisting of (r + 1)(n + 3) paired, s(n + 3) single red and t(n + 3) single blue oriented diagonals:
The set of red, blue and green diagonals of Π r,s,t are disjoint. Consequently, orientations can now be omitted. Elements in P r,s,t are henceforth called colored diagonals.
2.5.2.
Automorphisms on the set of colored diagonals. Let ρ, τ 0 and τ be automorphisms acting on the set of colored diagonals P r,s,t of Π r,s,t associated to a tree T r,s,t . The first two automorphisms are non-trivial only when T r,s,t is symmetric. While the automorphism τ : P r,s,t → P r,s,t is always given as the anti-clockwise rotation through 2π n+3 around the center of Π.
For c ∈ {R, B, G}, let ρ : P r,t,t → P r,t,t be the automorphism of order two given by
The definition of τ 0 : P r,t,t → P r,t,t is designed to accommodate the action of the shift functor on the m-cluster category of type E 6 :
Here P r,t,t | 1 ⊂ P r,t,t denotes the set of diagonals starting, resp. ending, at the fixed vertex i = 1.
2.5.3.
Minimal clockwise rotations. The definition of minimal clockwise rotation of elements of Π r,s,t changes in the presence of ρ. First, consider the case where T r,s,t is not symmetric, or when T r,t,t is symmetric and τ is the standard anti-clockwise rotation. Then the minimal clockwise rotations are the standard ones. That is, for k, j non-neighboring vertices and for c ∈ {R, B, G}, the minimal clockwise rotation among diagonals in P r,s,t is defined by:
.
Second, when T r,t,t is symmetric and the translation is τ 0 , the minimal clockwise rotations are defined as before except when [k, j] c , [k, k + r + 2] G are in τ 0 (P r,t,t | 1 ), then one combines the minimal clockwise rotation with ρ.
2.5.4.
Quivers of single and paired colored oriented diagonals. Let Γ n+3 r,s,t be the quiver whose vertices are the elements of P r,s,t . An arrow between two vertices of Γ n+3 r,s,t is drawn whenever there is a minimal clockwise rotation linking them. No arrow is drawn otherwise. In this way Γ n+3 r,s,t lies on a cylinder, unless when s = t and the translation is given by τ 0 . Then Γ n+3 r,t,t lies on a Möbius strip.
The quivers (Γ n+3 r,s,t , τ ) and (Γ n+3 r,t,t , τ 0 ) are stable translation quivers.
2.5.5. Folded quiver Γ n+3 r,t . When the quiver (Γ n+3 r,t,t , τ ), resp. (Γ n+3 r,t,t , τ 0 ), are symmetric along its horizontal central line, folding produces a new translation quiver which we denote by (Γ n+3 r,t , τ ). More precisely, consider again the graph automorphism ρ. The vertices of Γ n+3 r,t are the ρ-orbits of vertices of Γ n+3 r,t,t . The arrows in Γ n+3 r,t are always single and coincide with minimal clockwise rotation around a common vertex of Π r,t,t linking pairs of colored diagonals. The translation τ on Γ n+3 r,t is the induced one and given by the anti clockwise rotation through 2π n+3 around the center of Π r,t,t .
2.6. Semi-standard Young tableaux and the BFZMS twist. Denote the set of semi-standard Young tableaux of rectangular shape with n rows and with entries in [m] = {1, . . . , m} by SSYT(n, [m]). We will write a tableau as a matrix.
In [6] , it is shown that every cluster variable in C[Gr(n, m)] corresponds to some tableau T ∈ SSYT(n, [m]). Note that not every tableau T ∈ SSYT(n, [m]) corresponds to some cluster variable. The tableaux corresponding to cluster variables form a proper subset of SSYT(n, [m]). We denote the cluster variable corresponding to T by ch(T ). An explicit formula for ch(T ) is given in [6] . We recall the formula ch(T ).
In this paper, we are interested in computing the BFZMS twist (removing all frozen factors) of a cluster variable. It is proved in [11, Theorem 6] , [19] that the Auslander-Reiten translation τ corresponds to a twist map (we call it BFZMS twist and denote it also by τ ) on C[Gr(n, m)] defined by Berenstein, Fomin, and Zelevinsky in [1, 2] and Marsh and Scott in [19] . Therefore it suffices to use the following version of the formula for ch(T ).
Denote by C[Gr(n, m, ∼)] the quotient of C[Gr(n, m)] by the inhomogeneous ideal
For S, T ∈ SSYT(n, [m]), we denote by S ∪ T the row-increasing tableau whose ith row is the union of the ith rows of S and T (as multi-sets). It is shown in [6] 
We call S a factor of T and write S ⊂ T if the ith row of S is contained in that of T (as multi-sets), for every i ∈ {1, . . . , n}. A tableau T ∈ SSYT(n, [m]) is called trivial if each entry of T is one less than the entry below it.
An equivalence relation ∼ on SSYT(n, [m]) is defined in [6] as follows. For any T ∈ SSYT(n, [m]), we denote by T red the tableau with the minimal number of columns such that T = T red ∪ S for a trivial tableau S. For S, T ∈ SSYT(n, [m]), define S ∼ T if S red = T red . We use the same notation for a tableau T and its equivalence class.
For a Plücker coordinate P = P i 1 ,...,in ∈ C[Gr(n, m)], the gap weight of P is defined as n j=2 (i j − i j−1 − 1), [6] . The gap weight of a tableau T is the sum of the gap weights of Given T ∈ SSYT(n, [m]) with gap weight k, let T ∈ SSYT(n, [m]) be the small gap tableau equivalent to T . Let i T = i 1 ≤ i 2 · · · ≤ i k be the entries in the first row of T . Then the ath column of T has content [i a , i a +n]\{r a } for some r a . Let j T = j 1 ≤ j 2 ≤ · · · ≤ j k be the elements r 1 , . . . , r k written in weakly increasing order. There is a unique maximal length w T ∈ S k such that {[i w T (a) , i w T (a) + n] \ {j a }} a∈{1,...,k} are the entries of columns of T .
Let T be a small gaps tableau with k columns, with i = i T , j = j T ∈ Z k the weakly increasing sequences just defined. For u ∈ S k , define P u;T ∈ C[Gr(n, m)] as follows. If j a ∈ [i u(a) , i u(a) + n] for all a ∈ [k], then the tableau α(u; T ) is the semi-standard tableau whose columns have content [i u(a) , i u(a) + n] \ {j a } for a ∈ [k], and P u;T = P α(u;T ) ∈ C[Gr(n, m)] to be the corresponding standard monomial. If j a / ∈ [i ua , i u(a) + n] for some a, then the tableau α(u; T ) is undefined and P u;T = 0.
Let T ∈ SSYT(n, [m]) with gap weight k and let T ∼ T be the small gap tableau equivalent to T . Then
where p u,v (q) is the Kazhdan-Lusztig polynomial [16] .
There is an order "≥" called dominance order on the set of partitions. For two partitions λ = (λ 1 , . . . , λ ) and µ = (µ 1 , . . . , µ ) with λ 1 ≥ λ 2 ≥ · · · ≥ λ ≥ 0 and
For 
in the dominance order on partitions.
For a one-column tableau T , denote by P T the Plücker coordinate with indices which are the entries of T . For T ∈ SSYT(n, [m]) with columns T 1 , . . . , T k , let P T ∈ C[Gr(n, m)] denote the monomial in Plücker coordinates P T 1 · · · P T k .
The monomials {P T }, where T ∈ SSYT(n, [m]), are a basis for C[Gr(n, m)] known as the standard monomial basis [24] . Thus any x ∈ C[Gr(n, m)] can be written as x = T c T P T for some T ∈ SSYT(n, [m]) and c T ∈ C × . It is shown in [6] that the map Top(x) taking the largest tableaux in x = T c T P T :
For v 1 , . . . , v k−1 ∈ C k , the generalized cross product v 1 × · · · × v k−1 is the unique vector in C k such that
Marsh and Scott defined a twist map τ on C[Gr(n, m)], [19] . For a n × m matrix p, the twist p of p is the n × m matrix whose ith column vector is
where σ : {1, . . . , n} → {1, . . . , n} is the map given by i → i − 1 (mod n) and
The twist map on the set of n × m matrices induces a twist map τ on C[Gr(n, m)]. It is shown in [19, Proposition 8.10 ] that τ sends a cluster variable to a cluster variable (possibly multiply by some frozen variables).
All mutations in a Grassmannian cluster algebra can be described using tableaux, [6] . Starting from the initial seed of C[Gr(n, n + + 1, ∼)], at each mutation step, when one mutates at the vertex k with a cluster variable ch(T k ), one obtains a new cluster variable ch(T k ), where
and max is to take the largest tableau with respect to "≤" defined in (3) and A −1 B is the tableau obtained by deleting the elements in the jth row of A from that of B (as multi-sets), j ∈ [n].
3. Geometric m-cluster categories of type F 4 , E 6 , E 7 , E 8
The geometric model we propose in this section relates to the geometric model for mcluster categories of type A given by Thomas in [25] and independently by Baur-Marsh in [3] .
We then describe how colored almost positive roots associated to the m-cluster categories of type E relate to both almost positive roots of cluster categories associated to larger tree diagrams and to almost positive roots associated to repetitive cluster categories of type A. In this way, we find new links among the geometric models describing the above categories.
3.1. The quiver of m-diagonals. Consider the set P n+3,m 1,k 1 ,k 2 ⊆ P r,s,t of m-colored diagonals given by
i vertex of Π r,s,t .
As before, coordinates are viewed as elements of Z/(n + 3)Z. For m ∈ Z >0 , let Γ n+3,m 1,k 1 ,k 2 be the quiver with vertices given by the elements of P n+3,m ? ?
[7, 2] B Figure 1 . Two slices of the Auslander-Reiten quiver of C E 6
Denote the mesh category associated to the translation quiver (Γ, τ ) by C(Γ, τ ).
Theorem 3.2. The following are equivalences of additive categories:
Given Lemma 2.7 all we need to show is that there is an isomorphism of stable translation quivers between (Γ n+3,m r,s,t , τ m l ) and the Auslander-Reiten quiver of C m Eu , for the appropriate values of l, n, r, s, t and u ∈ {6, 7, 8}. For the shape of the Auslander-Reiten quiver of C m Eu , see Lemma 2.1. Two slices from the quivers C(Γ 7 1,2,2 , τ 0 ), C(Γ 10 1,2,3 , τ ) and C(Γ 16 1,2,4 , τ ) are illustrated in Figure 1 and Figure 2 . The remaining slices are obtained from these by applying the translation map.
3.2.
Colored almost positive roots, and colored m-diagonals. In Prop. 3.4 we explain how the non-crossing property of m-diagonals in polygons, resp. of compatibility of colored almost positive roots in type A, translates to geometric m-cluster categories of type E. From this result, it will follow that maximal sets of non-crossing m-colored diagonals describe only a subset of all possible maximal compatible sets of colored almost positive roots in type E. To describe the remaining sets is much more difficult. In Section 4 and Section 5 further descriptions of these sets will be provided. Proof. (Sketch). For type E 6 and when m = 1 the claim is shown in [17, Prop.5.3] . For m-cluster categories every such root corresponds to an indecomposable object in C m Φ . The compatibility degree of α, β then agrees with the dimension of Ext C m Φ (I α , I β ) as described [ Figure 2 . Two slices of the Auslander-Reiten quiver of C E 7 (on the left) and of C E 8 (on the right).
in [25, Prop. 2] . Here I α , I β ∈ C m Φ are the indecomposable objects parametrized by α, β. The dimension of these groups can then be found by computing the support of Ext C m Φ (−, −) on the AR-quiver of C m Φ . This is done via starting, resp. ending functions, as described in [5, §.8.] . By Thm. 3.2 the AR-quiver of C m Φ is isomorphic to the quiver of m-diagonals. This implies that there is a geometric description of the support of the Ext-functor. This amounts in specifying rotations for the m-diagonal D α through curves and generalizes the approach of [17, §.5] to the setting of m-diagonals.
For a regular (n + 3)-gon Π, n ≥ max{r + s + 1; r + t + 1}, let (Γ n+3 r,s,t , τ ) be the stable translation quiver of diagonals associated to colored diagonals in Π defined above.
Theorem 3.5. The following quivers are connected components of the m-power of the given stable translation quivers: Second, colored almost positive roots in type E 6 , E 7 and E 8 also relate to almost positive roots in larger roots system of type A, in the following sense. On the one hand, colored almost positive roots in type E 6 , E 7 and E 8 correspond to m-colored diagonals in a certain polygon Π, via Thm. 3.2. Such m-colored diagonals are obtained by judiciously combining two sets of oriented m-diagonals in Π. By definition oriented m-diagonals are a subset of all oriented diagonals in Π. On the other hand, it is shown in [17, §2.5] that oriented diagonals in any polygon Π, together with minimal rotations among them, define a 2repetitive cluster category of type A. Generally, a p-repetitive cluster category of type Φ is the triangulated orbit category:
first defined in [29] . Since indecomposable objects in C pΦ correspond to p-copies of almost positive roots of type Φ and the claim follows.
Example 3.6. Let Φ be a root system of type E 6 and let Ψ be a root system of type A 10 . The set of two-colored almost positive roots of type E 6 by definition is
is the set of positive roots in Φ. By the above argument, the set Φ 2 ≥−1 is contained in four copies (two for the red oriented diagonals, two for the blue oriented diagonals) of the set
of almost positive roots of type A 10 :
The roots in Ψ ≥−1 ∪ Ψ ≥−1 are in one-to-one correspondence with the indecomposable objects in a 2-repetitive cluster category of type A 10 .
4.
Examples of small m-cluster categories 4.1. The 2-cluster category of type E 6 . Let m = 2 and let Π 13 be a regular 13-gon with vertices numbered as above by the group Z/13Z. First, for i ∈ Z/13Z, let Π 12 i be a regular 12-gon inside Π 13 with vertices numbered by i, i + 2, i + 2 + 1, . . . , i + 12. A diagonal (i, j) of Π 13 is called an 2-diagonal, if (i, j) is an 2-diagonal inside Π 12 i ⊂ Π 13 . This convention is similar to the one adopted in the D n case in [4] . Second, we double the set of all 2-diagonals of Π and distinguish the sets using colors, red and blue, and subscripts R, B. E.g. (i, j) R = (j, i) R denotes a red 2-diagonal of Π 13 linking the vertex i to j. Third, for every vertex i of Π 13 we form the following green colored 2-diagonals: 13 1,2,2 be the quiver whose vertices are the 2-diagonals of Π 13 and an arrow between two vertices is drawn whenever there is a minimal clockwise rotation linking them. No arrow is drawn otherwise.
The following two theorems are obtained by computations. Figure 4 up to rotation such that the blue-red arrows do not cross green arrows. The mutation of an arrow is replacing it with another arrow such that the resulting graph satisfies the above conditions. (2) If there are two or more red (resp. blue, resp. green) arrows, then any pair of red arrows are in one of the graphs in Figure 5 (resp. in the dual set of blue arrows with opposite orientation (not drawn), resp. Figure 4 ) up to rotation. (3) The blue and red arrows do not cross green arrows. (4) Any pair of blue and red arrows is in one of the graphs in Figure 6 up to rotation. The mutation of an arrow is replacing it with another arrow such that the resulting graph satisfies the above conditions. Example 4.3. In Figure 8 , the mutation of the arrow [5, 11] P in the left cluster gives the clusters on the right. Similarly, in Figure 9 , the mutation of the arrow [1, 9] R in the left cluster gives the clusters on the right.
Cluster tilting objects in
In this section we provide new descriptions of all cluster tilting objects in C F 4 , C E 6 extend the results obtained in [17] . These descriptions are also new for symmetric-clusters and clusters in C [Gr(3, 7) ], via [5, Prop Theorem 5.1. A cluster tilting object in type F 4 consists of two blue-red arrows, as in Figure 10 up to rotation, and two green arrows, as in Figure 11 up to rotation. The 14 Figure 8 . An example of mutations in C 2 F 4 . Figure 9 . An example of mutations in C 2 E 6 . arrows always combine, in such a way that the blue-red arrows do not cross green edges. However, blue-red arrows and green arrows can overlap. The mutation of a blue-red arrow is to replace it with a blue-red arrow which satisfies the above conditions. The mutation of a green arrow is to replace it with a green arrow which satisfies the above conditions. Figure 12 , the diagonals [1, 6] and [4, 6] in the last cluster have both a green arrow and a blue-red arrow. The diagonal [1, 6] in the second cluster in the third line has both a green arrow and a blue-red arrow. (2) If there are two or more red (resp. blue, green) arrows, then any pair of the red arrows is in one of the graph in Figure 13 (resp. in the dual set of blue arrows with opposite orientation, resp. Figure 11 ) up to rotation. (3) The blue and red arrows do not cross green arrows. A blue arrow can overlap with a green arrow and a red arrow can be the opposite arrow of a green arrow. (4) Any pair of blue and red arrows is in one of the graphs in Figure 14 up to rotation. A mutation of an arrow in a cluster is replacing the diagonal with another arrow such that the resulting graph satisfies all the above conditions.
In Figure 15 thirty examples of cluster tilting objects in C E 6 , are given. More cluster tilting objects can be deduced from them via π 7 -rotations. 5.2. Cluster tilting objects in C E 7 and C E 8 . The cases of types E 7 , E 8 are complicated and only some examples of cluster tilting objects and their mutations will be provided.
Example 5.4. In Figure 16 , the mutation of the arrow [9, 5] R in the left cluster gives the cluster on the right hand side. In Figure 17 , the mutation of the arrow [3, 5] R in the left cluster gives the cluster on the right hand side. Similarly, in Figure 18 , the mutation of the arrow [9, 13] R in the left cluster gives the cluster on the right hand side. In Figure 19 , the mutation of the arrow [10, 12] R in the left cluster gives the cluster on the right hand side.
Semi-standard Young tableaux and colored diagonals
In this section we link semi-standard Young tableaux to indecomposable objects of cluster categories of type E 6 , E 7 and E 8 . To do so, we exploit the fact that indecomposable objects in these categories are in 1-1 correspondence with almost positive roots in the root system of the same type [5, Prop. 4.1] and hence with cluster variables in cluster algebras Figure 19 . A mutation in C E 8 .
of the same type [9] . We then use the fact that every cluster variable in C[Gr(n, m)] corresponds to some tableau T ∈ SSYT(n, [m]), as described in [6] .
6.1. Tableaux and colored diagonals in C E 6 . Definition 6.1. For T ∈ SSYT(n, [m]) which corresponds to a cluster variable in the ring C[Gr(n, m)], we define τ (T ) to be the tableau in SSYT(n, [m]) such that τ (ch(T )) is equal to ch(τ (T )) (possibly multiply by some frozen variables).
There are 28 rank 1 cluster variables and 14 rank 2 cluster variables in C E 6 .
In [23] , Scott studied the correspondence between almost positive roots and cluster variables in type E 6 , E 8 explicitly. The cluster In this way, one can associate to every colored diagonal a tableaux, by repeatedly applying the τ -twist. Below, we describe this correspondence explicitly, see also Figures 1 and 21 . We denote by T D the tableau corresponding to a diagonal D. We also write D = T D .
For red diagonals, we have [1, 6] For a sequence of numbers i 1 < . . . < i m , we say that i j (j ∈ [m]) is the predecessor of i j+1 and i j+1 is the successor of i j , where we use the convention that i m+1 = i 1 . Denote by s(T ) the sequence (from small to large) consisting of entries of a tableau T .
For green diagonals, we have the following. 
A set of tableaux are called compatible if they are in the same cluster. The geometric model of cluster categories can be used to obtain results about the compatibility of tableaux. For example, in the first graph in Figure 15 , the diagonals [1, 6] R , [1, 5] R , [7, 5] Figure 20 . The initial cluster for C E 7 .
6.2.
Tableaux and colored diagonals in C E 7 . In order to have a correspondence between oriented diagonals and tableaux in the case of E 7 , we froze P 167 in the initial quiver in Figure 20 . Note that the Plücker coordinate P i 1 ,...,i k corresponds to the one column tableau with entries i 1 , . . . , i k .
There are 33 rank 1 cluster variables, 29 rank 2 cluster variables, and 8 rank 3 cluster variables in C E 7 . They can be obtained from the initial quiver in Figure 20 by mutations.
We identify the cluster ( The correspondence between tableaux and diagonals can be deduced by combining the Auslander-Reiten quiver of C E 7 with the stable translations graph given in Figure 22 and Figure 23 . The first two slices from the Auslander-Reiten quiver of C E 7 are illustrated on the left in Figure 2 6.3. Tableaux and colored diagonals in C E 8 . There are 48 rank 1 cluster variables, 56 rank 2 cluster variables, and 24 rank 3 cluster variables in C E 8 .
In [23] , Scott verified that in type E 8 , the cluster The correspondence between tableaux and diagonals can be deduced by combining the Auslander-Reiten quiver of C E 8 , with initial slices given as in Figure 2 , with the stable translations graph given in Figure 24 , Figure 25 and Figure 26 . Proposition 6.2. In the Auslander-Reiten quivers of C E 6 , C E 7 , C E 8 , for every mesh of the form:
Proof. The proposition follows from the explicit descriptions of the Auslander-Reiten quivers of C E 6 , C E 7 , C E 8 .  
