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Chapter 1
Introduction
Recent developments in the understanding of ions have contributed to a broad
range of fundamental physics including astrophysical modeling, quantum computing, and
tests of quantum electrodynamics [1]. The trapping of singly charged ions has enabled
advances in mass spectrometry, the development of atomic clocks, and the understanding
of molecular ion chemistry. Since the construction of the first Electron Beam Ion Trap
(EBIT) in 1988, the methods of generating and studying highly charged ions (HCIs) have
become widely available, and both theoretical and experimental methods are required to
study them. In the following work, we present both computational and experimental
efforts to understand the charge-exchange interactions involving HCIs. Chapter 1 will
discuss the experimental techniques required to investigate singly charged ions and
motivate interest in experiments with HCIs.
Chapter 2 will switch to a discussion of our progress towards a theoretical
understanding of charge exchange with HCIs. We present a preliminary project in which
the high accuracy potential energy surfaces of the molecular ion LiHe+ were calculated as
a test case before incorporating an HCI in future works.
Finally, in Chapter 3 we discuss the construction of two experimental apparatus
for use with both singly- and highly-charged ions. In section 3.1, we present the design
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and construction of a time-of-flight (TOF) mass spectrometer designed for ions extracted
from Paul traps. This apparatus will enable the future study of molecular ion chemistry
and aid in the detection and identification of trapped HCIs. Lastly, section 3.2 will
discuss the construction and future plans of a gas-cell experiment for measuring HCI
charge exchange cross-sections to be performed at the Clemson University EBIT facility.

2

1.1 Highly charged ions
The removal of a large number of electrons in an HCI provides a unique
experimental advantage. The high charge state q (𝑞 ≫ 1) allows for easy manipulation
and transport of the ions with electric fields. When accelerated across a potential, the
kinetic energy of the HCI is q times greater than a singly charged ion of the same species.
Additionally, the high neutralization energy of the HCI combined with the large
achievable kinetic energies make them excellent tools for modifying nanomaterials [1].
For the hydrogen-like isoelectronic sequence or few-electron HCIs with atomic
number Z and ionization state q, Z ~ q leads to Bohr radii scaling as 1/𝑞. The removal of
the 𝑞 ≫ 1 electrons results in a spatially compact atom with Bohr radii approaching the
picometer regime. As a result, the electric fields inside HCIs reach as high as 1014
Volts/cm and provide the strongest electric fields found in nature and the laboratory [1].
The most common interactions observed with HCIs involve charge-exchange with
nearby neutral atoms. As the ion approaches the neutral, empty high-n electron orbitals of
the HCI overlap with the low-n states of the neutral. Electrons may transfer to the high-n
levels of the ion before cascading to a low-n state and releasing photons 𝑁(ℎ𝑣) during
the process. We may write for the interaction of an incident ion Aq+ with a neutral target
X [2]:
𝐴𝑞+ + 𝑋 → 𝐴(𝑞−𝑗)+ + 𝑋𝑗+ + 𝑁(ℎ𝑣)
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(1.1)

Electronic transitions post-charge exchange emit primarily in the x-ray regime
and have been observed in comets, black hole accretion disks, and stellar atmospheres
[3,1]. The compact size of the HCIs leads to extreme scaling of the energies in with
atomic number (and thus charge state) ranging from Z0 (Zeeman shift), Z2 (∆𝑛 = 1
transitions), Z4 (∆𝑛 = 0 fine structure transitions), and Z10 (linewidth of intercombination
transitions) [1]. In the laboratory these x-rays show promise for tokomak diagnostics in
fusion reactors [6], improving the monochromaticity of medical radiation sources [1], and
contributing to a fundamental understanding of these charge exchange interactions.

1.2 Trapping techniques
Precision experiments with ions (both singly and highly charged) require both
confining and cooling ions to allow for continuous observation. A variety of techniques,
applicable to both singly and highly charged ions, have evolved to cool them. Earnshaw’s
theorem guarantees that ions cannot be trapped solely with static electric or magnetic
fields. With this in mind, two traps have been developed using magnetic and AC fields to
confine ions: the Penning trap and the Paul trap.

1.2.1 Penning Traps
Penning traps use DC electric fields and a static magnetic field to trap ions.
Positive DC endcap potentials confine the axial motion of the ions while a constant
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magnetic field along the trap axis results in cyclotron motion and confinement in the
radial direction. The Penning trap is easy to load and dump through the endcap
electrodes. However, both the magnetic field coils and ring electrodes restrict optical
access to the trapping region.

Figure 1.1: Penning Trap hyperbolic geometry; external sources provide a constant magnetic
field along the trap axis denoted 𝐵𝑜 . Image taken from Ref. [5].

1.2.2 Paul Traps
The Paul, or radiofrequency (RF) trap again uses DC endcap potentials to confine
ions along the trap axis. The linear Paul trap geometry, shown in Figure 1.2, consists of
four rod electrodes parallel to the trap axis. Oscillating electric potentials are applied to
diagonal pairs of RF electrodes with diagonal pairs 180 degrees out of phase with the
other pair. This generates a rotating potential well in the radial plane. The linear Paul trap
geometry benefits from a potential minimum along the trap axis rather than the single
point of the Penning trap. Additionally, the linear Paul trap geometry offers enhanced
optical access to the trapping region between the RF electrodes and along the trap axis.
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Figure 1.2: Solid Works schematic of the Linear Paul Trap geometry within the Ion Trapping
Lab. DC endcaps and RF electrodes are shown in blue and orange respectively.

1.2.3 Cooling Techniques
Ions may have significant velocities in one (or more) direction, left over from
either a photo- or collisional-ionization. These translational energies contribute to doppler
broadening of linewidths, reduce the lifetime of the trapped species, and may allow ions
to leave the trapping region. A variety of techniques to cool the translational motion of
the ions have evolved. However, the most common technique for ions with a useful
cycling transition is doppler cooling.
Doppler cooling, sometimes called laser cooling, relies on the repeated absorption
and emission of a slightly-detuned laser beam to effectively remove kinetic energy from
the ions. In practice, doppler cooling can achieve mK temperatures and is applicable to
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any species with the appropriate two-level electronic structure. Take for example the
cooling-cycle transitions of the calcium ion, Ca+.

Figure 1.3: Relevant electronic energy levels for laser cooling of Ca +. All levels and wavelengths
taken from the NIST Atomic Spectra Database [6].

In the case of Ca+, a laser slightly detuned above 397 nm (blue) drives the

2

𝑆→

2

𝑃 transition. An ion moving toward the laser sees the 397nm photon blueshifted to the

natural transition wavelength and can absorb it. The calcium then de-excites by emitting a
photon at a higher energy, effectively removing a small fraction of the ion’s kinetic
energy and returning the calcium to the 𝑆 state for further absorption. Additionally, the 𝑃
state can additionally decay to a metastable 𝐷 state. The second cooling laser at 866nm
drives the 2𝐷 → 2𝑃 transition, returning the calcium ions to the cooling cycle. Each
absorption and emission cycle removes relatively little energy but occurs rapidly,
allowing for efficient cooling of the trapped species using stable laser sources.
Compared to singly-charged ions, cooling highly-charged ions for experiments in
ion traps presents several difficult challenges. Direct laser cooling of the HCIs would not
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be possible as they lack appropriate cooling-cycle transitions. However, a co-trapped
doppler cooled singly charged ion may be used to sympathetically cool HCIs through
Coulomb collisions. Thus far, this technique has successfully cooled HCIs using both
singly charged Be and Mg ions [7,8].

1.3 Ion Generation
1.3.1 Singly-charged ions
Singly-charged ions in the laboratory are principally made via one of three
processes: ablation, photo-ionization, or electron impact ionization. These techniques can
be implemented for generating singly-charged ions within an ion trap and remove the
need for loading from external sources.
Laser ablation produces both neutrals and singly-charged ions by impinging a
high-powered laser beam on a solid target inside a vacuum chamber [9]. A laser, typically
neodymium-doped yttrium aluminum garnet (ND:YAG), is pumped to produce nanosecond pulses with energies on the order of 100 µJ [9]. Ablation removes the need for
either thermal evaporation of a solid in an atomic oven or the insertion of a target gas.
However, solid targets must be very pure to ensure no contaminants are present in the
vacuum chamber. A variety of singly-charged ions including Ba+, Ca+, Dy+, Er+, La+,
Lu+, and Yb+ have been created and trapped using this technique [9].
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The most isotopically-pure method of generating singly charged ions is photoionization. Two lasers remove a single electron from a neutral species in a 2-step process.
This method is both element and even isotope selective, but requires relatively stable
laser wavelengths to produce sufficient numbers of ions.
The final method of ionizing a species is electron impact ionization in which a
high velocity electron, generated by an electron gun (e.g. heated thoriated tungsten wire)
collides with an atom and removes a bound electron from the target. The energy of the
electron beam may be tuned to the ionization potential of a target species and provides a
small measure of ionization selectivity [1]. While commonly applied for generating
singly charged ions, electron impact ionization has become the method-of-choice for
generating HCIs.

1.2.2 Highly charged ions
The ability to generate highly charged ions in the laboratory was accomplished as
early as 1925 when Millikan and Bowen generated high charge states using arc discharge
in gas lamps [1]. Prior to 1988, a larger (though limited) range of high charge states was
achievable using ion accelerators or femtosecond laser pulses. In 1988, the electroncyclotron resonance (ECR) source and the Electron Beam Ion Source (EBIS) enabled the
study of a much wider range of charge states [10]. Today, Electron Beam Ion Traps
(EBITs) have evolved from the EBIS concept and have commercialized the generation of
any charge state from ionized helium to bare uranium U92+ [1].
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In an EBIT, HCI’s are generated through repeated electron impact ionization of a
trapped ion cloud. An almost-monoenergetic electron beam, capable of energies between
30-200 keV, is compressed by a magnetic field gradient and runs through the center of a
drift tube region, repeatedly stripping bound electrons from the ions. The ions themselves
are confined in the trap, with axial and radial trapping provided by the DC electrodes of
the drift tube and the electron space charge respectively. Some EBITs, such as the
CUEBIT, allow for the transfer of the trapped HCIs to other experiments through
periodic lowering of the drift tube potentials.
The distribution of charge-states inside of an EBIT depends heavily on both the
trapping time and the energy of the electron beam. Charge-state selectivity is achieved by
passing the HCI beam through the 90° turn of a magnet and tuning the magnetic field
strength to allow passage for a particular charge-to-mass ratio ratio 𝑞/𝑚. A schematic of
the CUEBIT, including einzel lenses for focusing and an electrode collector post-trap are
visible in Fig. 1.4.

Figure 1.4: Layout of the Clemson University EBIT (CUEBIT). The drift tube region is
surrounded by superconducting magnets to provide the magnetic field (left). Electrons are
deflected to a collector after passing through the drift tube regions (right).
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Chapter 2
Electronic Structure Calculations
Theoretical calculations provide complementary information to experimental
results and help to elucidate the physics behind observations. To lay the groundwork for
future electronic structure calculations with HCIs we investigated the simple molecular
ion LiHe+. The relatively low number of electrons and previous ab initio studies make the
molecular ion an excellent starting point. Additionally, LiHe+’s possible radiative
disassociation in the early universe has led to interest in the low-lying electronic states
among cosmologists [11].
In Section 2.1, we present a review of the quantum mechanics behind the Coupled
Cluster and Hartree-Fock Self-Consistent Field ab initio methods employed within the
NWChem computational package [12]. In Section 2.2 the most recent calculations for the
singlet and triplet excited states of LiHe+, performed using NWChem on Clemson
University’s Palmetto Cluster, are presented in comparison to both experimental and
other computational results. The series of shell scripts used to generate input files, submit
jobs, and analyze output files are given in Appendix A.
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2.1 Computational methods
2.1.1 Hartree Self-Consistent Field Method
Both the Hartree-Fock and Coupled Cluster methods employed in section 2.2 rely
on the Hartree-Fock Self-Consistent Field (SCF) Method. This method utilizes an
iterative procedure to average out the instantaneous interactions between the electrons of
a given system. In quantum mechanics, the wave function of a system contains all
information required for calculating physical observables such as energy or angular
momentum and satisfies the time-dependent Schrödinger’s equation (2.1). Stationary
states reduce to the time-independent eigenvalue equation (2.2)

𝑖ħ

𝜕𝜑(𝑥, 𝑡)
̂ 𝜑(𝑥, 𝑡)
=𝐻
𝜕𝑡

(2. 1)

̂ 𝜑(𝑥) = 𝐸𝜑(𝑥)
𝐻

(2 .2)

̂ acting on the wave function 𝜑(𝑥) produces differential
The Hamiltonian 𝐻
equation(s) which may be solved for the corresponding energy eigenvalue(s) 𝐸. The
Hamiltonian for a non-relativistic n-electron and M-nuclei system may be written as
𝑀

𝐻=−

𝑛

𝑀−1

𝑀

𝑀

𝑛

𝑛−1

𝑛

𝑍𝜎 𝑍𝛾 𝑒 2
ħ2
𝛻𝜎 2 ħ2
𝛻𝑖 2
𝑍𝜎 𝑒 2
𝑒2
∑
− ∑
+∑ ∑
− ∑∑
+∑ ∑
2
𝑚
2
𝑚𝑖
4𝜋𝜀𝑜 𝑟𝜎𝛾
4𝜋𝜀𝑜 𝑟𝑖𝜎
4𝜋𝜀𝑜 𝑟𝑖𝑗
𝜎=1 𝜎
𝑖=1
𝜎=1 𝛾=𝜎+1
𝜎=1 𝑖=1
𝑖=1 𝑗=𝑖+1
= 𝐻𝑘𝑖𝑛𝑒𝑡𝑖𝑐 + 𝐻𝑛𝑢𝑐𝑙𝑒𝑎𝑟 + 𝐻𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐

(2.3a)
(2.3b)

which contains contributions from particle momenta, nucleus-nucleus, electron-nucleus,
and electron-electron interaction. Greek subscripts (𝜎,𝛾) and Roman subscripts (𝑖,j) sum
over nuclei and electrons respectively. The assumption of point-mass nuclei with
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𝑚𝑛𝑢𝑐𝑙𝑒𝑢𝑠 ≫ 𝑚𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛 allows us to separate the motions of the nucleus and surrounding
electrons. However, the electronic repulsion terms are difficult to calculate for systems
with 𝑛 > 1 electrons, so we construct the initial Hartree product wave function
𝜑 (0) = 𝑓1 (𝑟1 , 𝜃1 , ∅1 )𝑓2 (𝑟2 , 𝜃2 , ∅2 ) . . . 𝑓𝑛 (𝑟𝑛 , 𝜃𝑛 , ∅𝑛 )

(2.4)

The functions fn are hydrogen-like wave functions written as a product of radial
functions 𝑅𝑛𝑙 (𝑟𝑖 ) and angular functions 𝑌𝑙 𝑚 (𝜃𝑖 , ∅𝑖 ). The radial component of the wave
function depends on both the principle quantum number 𝑛 and the azimuthal quantum
number 𝑙. The angular functions 𝑌𝑙 𝑚 (𝜃𝑖 , ∅𝑖 ) depend only on the azimuthal quantum
number and it’s projection onto the 𝑧-axis 𝑚𝑧 . Application of the Variational Principle,
<𝜑 (0) |𝐻|𝜑 (0) >
<𝜑 (0) |𝜑(0) >

≥ 𝐸, to our zeroth-order wave function allows us to minimize the functions

𝑓𝑖 to yield an improved reference function ∅𝑜 where 𝑔𝑖 corresponds to the wave function
of electron 𝑖:
∅𝑜 = 𝑔1 (𝑟1 , 𝜃1 , ∅1 )𝑔2 (𝑟2 , 𝜃2 , ∅2 ) . . . 𝑔𝑛 (𝑟𝑛 , 𝜃𝑛 , ∅𝑛 )
𝑔𝑖 = ℎ𝑖 (𝑟𝑖 )𝑌𝑙𝑖 𝑚𝑖 (𝜃𝑖 , ∅𝑖 )

(2.5)
(2.6)

Further improvement requires treatment of the electronic repulsion terms. In the
following, instantaneous electronic repulsions for electron 1 are averaged out to allow for
iterative optimization of each single-electron orbital 𝑔𝑖 . The potential resulting from the
interaction between electron 1 and all remaining electrons is thus written
𝑛

𝑉1𝑗 = ∑
𝑗=2

|𝑔𝑗 |2
𝑒2
∫
𝑑𝑉𝑗
4𝜋𝜀𝑜
𝑟1𝑗
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(2.7)

where we have assumed the charge of electron j is smeared into a continuous distribution
with charge density 𝜌𝑗 = −𝑒|𝑔𝑖 |2 . After averaging over angles 𝜃1 and ∅1 , our
Schrödinger equation for electron 1

⌊−

ħ2 2
𝛻 + 𝑉1 (𝑟1 )⌋ 𝜗1 = 𝜀1 𝜗1
2𝑚 1

(2.8)

may then be solved for the improved wave function of electron 1, denoted
𝜗1 corresponding to energy 𝜀1 . The improved orbital 𝜗1 is then used to average out the
Coulomb interactions for electron 2, which will lead to improved function 𝜗2 . This
procedure is iteratively carried out for all 𝑛 electrons until no improvement in the
individual wave functions occur.
The total electronic energy of the system is then calculated by applying the
Hamiltonian to the n-electron wave function written as a product of optimized oneelectron wave functions. However, simply summing over the individual electron energies
via ∑𝑛𝑖 𝜀𝑖 includes a double count of each Coulomb interaction. Thus, subtracting off the
extra contributions yields the total energy of the system
𝑛

𝑛−1

𝑛

𝐸 = ∑ 𝜀𝑖 − ∑ ∑ ∫ ∫
𝑖=1
𝑛

𝑖=1 𝑗=𝑖+1
𝑛−1

(2.9a)

𝑛

= ∑ 𝜀𝑖 − ∑ ∑ 𝐽𝑖𝑗
𝑖=1

𝑒 2 |𝑔𝑖 |2 |𝑔𝑗 |2
𝑑𝑉𝑖 𝑑𝑉𝑗
4𝜋𝜀𝑜 𝑟𝑖𝑗

(2.9b)

𝑖=1 𝑗=𝑖+1

The Hartree product wave function ∅𝑜 (Eq. 2.5) neglects accounting for particle
spin explicitly and obey both anti-symmetry and the Pauli Exclusion Principle. In 1930,
Vladimir Fock proposed using an anti-symmetric wave function composed of a linear
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combination of products of spin orbitals. An individual electronic spin-orbital takes either
of two forms
𝜑𝑖 (𝑥) = 𝜗𝑖 (𝑥)𝛼

(2.10a)

𝜑𝑖 (𝑥) = 𝜗𝑖 (𝑥)𝛽

(2.10b)

The spin-orbital function is a product of a spatial function of coordinate 𝑥 and
spinors 𝛼 and 𝛽 corresponding to spin up and spin down respectively. In the case of
molecules, the molecular orbitals 𝜗𝑖 (𝑥) are expressed as a linear combination of oneelectron basis functions
𝐽

𝜗𝑖 (𝑥) = ∑ 𝑐𝑗𝑖 𝜒𝑖

(2.11)

𝑗=1

where the one-electron basis functions 𝜒𝑖 form a complete set. In practicality, an
appropriate finite basis set is chosen. The total fermionic wave function must satisfy antisymmetry under particle exchange, e.g. swapping of any two fermions must result in the
negative of the original wave function. Additionally, the wave function must vanish when
two particles share both the same spatial and spinor wave functions.
The simplest fermionic wave function we can construct is the Slater Determinant
𝜑1 (𝑥1 )
𝜑1 (𝑥2 )
𝜓(𝑥1 , 𝑥2 , … , 𝑥𝑁 ) =
|
⋮
√𝑁!
𝜑1 (𝑥𝑁 )
1

𝜑2 (𝑥1 )
𝜑2 (𝑥2 )
⋮
𝜑2 (𝑥𝑁 )

⋯
⋯
⋱
⋯

𝜑𝑁 (𝑥1 )
𝜑𝑁 (𝑥2 )
|
⋮
𝜑𝑁 (𝑥𝑁 )

(2.12)

A wave function of the form 𝜓(𝑥1 , 𝑥2 , … , 𝑥𝑁 ) includes all possible linear combinations of
spin orbitals 𝜑𝑖 . Inter-charging particle positions 𝑥𝑖 and 𝑥𝑗 requires swapping two rows in
the determinant, which produces a minus sign to satisfy anti-symmetry. If two electrons
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occupy the same spin-orbital, two equal lines in the determinant force the determinant to
zero. The following Hartree-Fock method relies on both the iterative SCF procedure and
suitable approximation of the N-electron wave function as an antisymmetric linear
combination of one-electron spin-orbitals.

2.1.2 Hartree-Fock Method
The Hartree-Fock method is the simplest ab initio method and assumes a ground
state wave function of a single Slater Determinant [13]. Minimization of the ground state
wave function 𝜓 via the Variational Principle reduces to a set of 1-electron equations:
𝐹̂ 𝜑𝑖 = 𝜖𝑖 𝜑𝑖

(2.13)

Here the Fock Operator 𝐹̂ is defined in terms of the one-electron Hamiltonian,
Coulomb Integrals 𝐽, and exchange integrals 𝐾 acting on each molecular spin orbital
𝑛

ħ2 2
𝐹̂ 𝜑𝑖 = (−
𝛻 + ∑(2𝐽𝑗 − 𝐾𝑗 )) 𝜑𝑖
2𝑚 𝑖
𝑗=1

(2.14)

where Coulomb Integrals 𝐽 and exchange integrals 𝐾 are defined

𝐽̂𝑖 𝜑𝑗 (𝑟𝑖 ) =

𝑒 2 𝜑𝑗 (𝑟𝑖 ) 𝜑𝑖∗
∫ 𝜑𝑖 (𝑟𝑗 )𝑑𝑉𝑗
4𝜋𝜀𝑜
𝑟𝑖𝑗

(2.15)

̂𝑖 𝜑𝑗 (𝑟𝑖 ) =
𝐾

𝑒 2 𝜑𝑗 (𝑟𝑖 ) 𝜑𝑖∗
∫ 𝜑𝑗 (𝑟𝑗 )𝑑𝑉𝑗
4𝜋𝜀𝑜
𝑟𝑖𝑗

(2.16)

Coulomb integrals 𝐽 take the same form as those in Eq. 9. The exchange integrals
𝐾 account for the swapping of two particles via 𝑥𝑖 ↔ 𝑥𝑗 and do not arise when varying
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the earlier Hartree product wave function. Inserting our finite basis expansion for
molecular orbitals (Eq. 2.11) into Eq. 2.13 yields
𝐽

𝐽

𝐹̂ ∑ 𝑐𝑗𝑖 𝜒𝑖 = ∑ 𝐶𝑗𝑖 𝜒𝑖
𝑗=1

(2.17)

𝑗=1

In matrix form, we now have the Roothan-Hall equation [CITE]
𝑭𝑪 = 𝑺𝑪𝝐

(2.18)

where 𝑭 is the Fock Matrix and 𝝐 contains all energy eigenvalues. Matrix 𝑪 contains all
molecular orbital expansion coefficients and overlap matrix 𝑺 accounts for overlap
among basis set elements. In the case of a complete, orthonormal set 𝑺 reduces to the
identity matrix 𝐼̂ = 𝑑𝑖𝑎𝑔(1) and the resulting Roothan-Hall equations may be expressed
as an eigenvalue problem. The SCF iterative procedure is then carried out to solve for
wave function coefficients 𝑪 and eigenvalue(s) 𝝐 in the NWChem software.

2.1.1 Coupled-Cluster Methods
Thus far, Hartree-Fock calculations have only accounted for the interaction of an
individual electron with the average, or mean field of all electrons. However, the motion
of each individual electron is correlated with that of the other n – 1 electrons. One of the
most successful methods for dealing with this electron correlation is the Coupled Cluster
method. In t, electron correlation is calculated by considering up to n possible electron
excitations (single, double, triple, …) and rewrites the Hartree-Fock wave function as a
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linear combination of all possible excited Slater Determinants up to order n. Adopting the
common Dirac notation which denotes vector 𝜑 and it’s Hermitian conjugate 𝜑*
𝜑 ≡ |𝜑⟩

(2.19a)

𝜑*≡ ⟨𝜑|

(2.19b)

the Coupled Cluster wave function is written as the transformation
|𝐶𝐶⟩ = 𝑒 𝑇̂ |𝜑𝐻𝐹 ⟩

(2.20)

where the Cluster Operator 𝑇̂ is defined in terms of single, double, … excitation
operators
𝑇̂ = 𝑇̂1 + 𝑇̂2 + 𝑇̂3 + ⋯ + 𝑇̂𝑛

(2.21)

To describe the operation of 𝑒 𝑇̂ on our ground state slater determinant 𝜑𝐻𝐹 , we expand
𝑇𝑛

𝑒 𝑇̂ in the Taylor Expansion ∑∞
𝑛=0 𝑛!

𝑒 𝑇̂ = 1 + 𝑇̂ +

𝑇̂ 2
+⋯
2!

= 1 + 𝑇̂1 + 𝑇̂2 + 𝑇̂1 𝑇̂2 +

(2.22)
2
2
𝑇̂1
𝑇̂2
+
+⋯
2
2

(2.23)

where we have collected the first few significant terms. Thus, the single- and doubleparticle excitation operators acting on our ground state Slater Determinant produce
excited states written as a linear combination of all possible singly- and doubly-excited
slater determinants.
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The total energy of our system may now be written as the sum of the HartreeFock energy and some energy resulting from configuration interaction between electrons
in the coupled cluster methods:
𝑐𝑜𝑟𝑟.
𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸𝐻𝑎𝑟𝑡𝑟𝑒𝑒−𝐹𝑜𝑐𝑘 + 𝐸𝐶𝐶

(2.24)

The inclusion of all excitation operators up to 𝑇̂𝑛 leads to an exact wave-function
within the earlier basis set approximation. The full configuration interaction treatment for
an n-electron system would consider up to n possible electronic excitations. Often, the .in
the Coupled Cluster Singles and Doubles (CCSD) method. Truncation at 𝑇3 yields the
Coupled Cluster Singles, Doubles, and Triples (CCSDT) method. Table 2.1 shows the
relative scaling of computational time as a function of total electron number n. In the
following section, the most accurate results were achieved using the CCSD(T) method
which treats single- and double-excitation iteratively and triple excitations perturbatively.
Method

Scaling

Hartree-Fock

n4

CCSD

n6

CCSD(T)

n7

CCSDT

n8

CCSDTQ

n10

Table 2.1: Relative scaling of Coupled Cluster methods as a function of the number of electrons
n.
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2.2 LiHe+ molecular excited states
Electronic structure calculations were carried out for the electronic states of the
molecular ion LiHe+. All calculations were run in parallel on 16 cores at the Clemson
University Palmetto Cluster using NWChem [12]. The software NWChem was chosen as
each data point (nuclear separation) is independent and offers excellent user control of
one-electron basis input and molecular geometry. Initial efforts began with investigating
the effect of basis set and method choice before extending the methods to the higher
electronic states.

2.2.1 Effects of Basis and Method on Electronic Structure
In the following, we discuss the changes in potential energy surfaces that arise
from both the choice of basis and method. Accounting for additional electron correlation
by changing the method from CCSD to CCSDT (Figure 2.1) left both the ground and 1st
excited states virtually unchanged.
However, increasing the basis cardinal number X for bases cc-pVXZ (X = D, T,
Q) and bases augmented for long range interaction aug-cc-pVXZ (X = D, T, Q) shows a
dramatic change in the potential energy surfaces. As the cardinal number of the basis sets
increase we see an increase in well depth and a shift in the location of the well minima
for both the ground and 1st excited states in Figures 2.2 & 2.3.
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Figure 2.1: Comparison of the ground (left) and lowest excited state (right) in the CCSD and
CCSDT methods. The calculations employed bases aug-cc-pVQZ for both ground and excited
state.

Figure 2.2: Ground state of LiHe+ molecule at the CCSD level of theory. Core-correlated basis
sets were employed for double, triple, and quadruple zeta bases (left) and augmented bases (right).
The shallow well at 1.8 Å has a depth of approx. 945 cm-1 for basis aug-cc-pVQZ.
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Figure 2.3: 1st excited state of LiHe+ molecule at the CCSD level of theory. Core-correlated basis
sets were employed for double, triple, and quadruple zeta bases (left) and augmented bases (right).

In comparison to the ground state the choice of bases has a much greater effect on
the excited states for LiHe+. For the 1st excited state, double zeta bases cc-pVDZ and augcc-pVDZ incorrectly describe the separate-atom limit by approx. 1700 cm-1 (~ 0.2 eV).
However, both the triple and quadruple zeta bases agree with a different separate atom
limit when compared to the double zeta basis. Additionally, differences between a corecorrelated basis and it’s augmented counterparts were explored. A comparison of the ccpVQZ and aug-cc-pVQZ bases is shown in Figure 2.4. for both the ground and first
singlet excited state.
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Figure 2.4: Comparison of quadruple zeta bases for the lowest states of singlet symmetry.
Calculations were performed at the CCSD level of theory with a step size of 0.1 Å.

As the size of the basis sets increaser, we see improvement in the electron
correlation energy but very little change in the Hartree-Fock energy. To estimate the
largest possible correction to the Hartree-Fock energy we borrow the infinite basis set
extrapolation [14] via the following. Let the total energy for two consecutive basis sets of
cardinal numbers X and Y be written as the sum of some infinite-basis correction and a
power law dependent on the cardinal numbers X and Y
𝐸𝑋𝑐𝑜𝑟𝑟. = 𝐸𝑐𝑜𝑟𝑟.
+ 𝐴𝑋 −3
∞

(2.27)

𝐸𝑌𝑐𝑜𝑟𝑟. = 𝐸𝑐𝑜𝑟𝑟.
+ 𝐴𝑌 −3
∞

(2.28)

Adding equations 2.27 and 2.28 and eliminating the parameter A we arrive at the
infinite basis set correction

23

𝑐𝑜𝑟𝑟.
𝐸∞
=

𝐸𝑐𝑜𝑟𝑟.
𝑋3 − 𝐸𝑐𝑜𝑟𝑟.
𝑌3
𝑋
𝑌
𝑋3 − 𝑌3

(2.29)

The infinite basis set correction derived from the double, triple, and quadrupole
zeta augmented bases is shown as the horizontal line for the value at 1.8 Å in Fig. 2.5.
Increases in the cardinal number lead to a dramatic change in the electron correlation
energy but very little change in the Hartree-Fock energy. All plotted values were
normalized to those of the double zeta basis. The infinite basis approximation (blue)
suggests a maximum electron correlation energy 𝐸𝑐𝑜𝑟𝑟. of -14,495 cm-1 at 1.8 Å (7000
cm-1 below double zeta values).

Figure 2.5: Hartree-Fock energies at the CCSD level, electron correlation energies, and infinite
basis set extrapolation for the LiHe+ ground state potential well. Data points were taken from the
minimum of the ground state well at 1.8 Å for double, triple, and quadruple zeta bases.
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2.2.2 Excited state potential energy surfaces
We present potential energy surfaces of the ground and lowest lying singlet and
triplet excited states of the molecular ion LiHe+ at the Hartree-Fock, CCSD, and
CCSD(T) levels of theory. All excited state calculations employed quadruple zeta bases
augmented for long range interaction aug-cc-pVQZ. To model the symmetry behavior of
the states, symmetry group C2v provided states of symmetry type A1, A2, B1 and B2.
Smooth energy surfaces for 10 A1, 8 A2, 10 B1 singlet and 2 A1, 8 A2, 2 B1 triplet
configurations are presented in Figures 2.5 – 2.10. States of B2 symmetry are identical to
those of B1 for this system and have been omitted. Lastly, the plots were normalized to
the disassociation limit of the ground state which lies 154,000 cm-1 below the lowest
excited state.

Figure 2.6: 10 lowest Singlet A1 excited states of LiHe+ using aug-cc-pVQZ bases for both Li and
He at the CCSD(T) level of theory.

25

Figure 2.7: 2 lowest triplet A1 excited states of LiHe+ using aug-cc-pVQZ bases for both Li and
He at the CCSD(T) level of theory.

Figure 2.8: 10 lowest singlet B1 excited states of LiHe+ using aug-cc-pVQZ bases for both Li and
He at the CCSD(T) level of theory.
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Figure 2.9: 2 lowest triplet B1 excited states of LiHe+ using aug-cc-pVQZ bases for both Li and
He at the CCSD(T) level of theory.

Figure 2.10: 8 lowest Singlet A2 excited states of LiHe+ using aug-cc-pVQZ bases for both Li and
He at the CCSD(T) level of theory.
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Figure 2.11: 8 lowest triplet A2 excited states of LiHe+ using aug-cc-pVQZ bases for both Li and
He at the CCSD(T) level of theory.

2.5.2 Comparison to Literature
In the large separation limit, the behavior of LiHe+ is that of two separate atoms.
Thus, atomic energy values at the 𝑅 → ∞ asymptote can be compared to experimentally
accessible atomic energy levels to identify the electronic configuration of the separate
atoms prior to interaction. The 6 lowest molecular excited states of singlet and triplet
symmetry have been identified by their disassociation limit in comparison to energy
levels from the National Institute of Standards and Technology (NIST) Atomic Spectra
database [6]. Comparisons to the NIST experimental values and previous ab initio studies
are contained in Figure 2.11 and Table 2.2.
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Fig 2.12: The 6 lowest LiHe+ excited states with bases aug-cc-pVQZ for both Li and He at the
CCSD(T) level of theory. The ground state is not shown. Disassociation configurations and
energies are shown on the right y-axis.

State

Disassociation
Configuration

Results
(cm-1)

Ref. [15]

NIST Values
(cm-1)

𝑿𝟏 𝜮+

Li+(1s2) + He(1s2)

0

0

0

𝟏 +

𝑨 𝜮

Li(1s 2s) + He (1s)

154,836

154,824

154,823

𝑩𝟏 𝜮+

Li+(1s2) + He(1s2s)

168,294

166,277

166,277

𝑪𝟏 𝜮+

Li(1s22p) + He+(1s)

169,591

169,727

169,728

𝒂𝟑 𝜮+

Li(1s22s) + He+(1s)

154,811

154,824

154,823

𝟑

2

+

+

Li (1s ) + He(1s2s)

160,277

159,855

159,855

𝟏𝟑 𝜫

Li+(1s2) + He(1s2p)

169,637

169,087

169,087

𝒃 𝜮

+

2

Table 2.2: Comparison of the lowest 6 LiHe+ molecular excited states to previous work and
experimental values in the disassociation limit. All energies are in cm-1 (100,000 cm-1 = 12.398
eV).
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Smooth energy surfaces for 10 A1, 8 A2, 10 B1 singlet and 2 A1, 8 A2, 2 B1 triplet
states were successfully calculated using the NWChem software. The six lowest
molecular excited states differ from experimental values in the large separation limit by
at most 1.2%. However, calculations failed to converge when attempting to calculate
more than two triplet excited states simultaneously. Varying the lshift parameter to
introduce artificial energy level separation mid-calculation did not improve convergence
in the triplet state calculations. In future work, other software such as Gaussian or Molpro
may be investigated to analyze non-converging electronic states.
Future work to investigate charge exchange will calculate the dipole moment
functions of the previously calculated electronic states. Additionally, fitting the
previously calculated potential surfaces to a Langevin model, outlined in Ref [15], could
be used to estimate the charge exchange cross-section for transitions between singlet or
triplet states. Future work will first investigate the higher charge states of LiHe such as
LiHe2+ and LiHe3+ before looking at the interaction of low-z (C, N, O, B, …) HCIs and
neutrals.

30

Chapter 3
Experiments with HCIs
The Ion Trapping Lab at Clemson University is pursuing two different sets of
experiments with HCIs from the CUEBIT. The first experiment will trap HCIs from
CUEBIT in a Paul trap in which a co-trapped laser cooled ion will be used to
sympathetically cool the HCI. The motivation for trapping HCIs in Paul traps comes from
the lack of doppler shifts along the trap axis, ultra-high vacuum conditions to minimize
charge exchange with background gas, and a large optical axis for probing and detection.
However, trapping HCIs in Paul traps introduces several experimental challenges. The
external production of HCIs requires that HCIs are loaded into an electrically closed trap.
Additionally, the lack of cycling or closed transitions in HCIs requires both sympathetic
cooling from co-trapped singly charged ions and indirect detection from other means. To
aid in detection of HCIS the design and construction of a time-of-flight mass
spectrometer is presented in section 3.1.
Secondly, computational problems involving HCIs require accurate measurements
of charge exchange cross-sections as input. Accurately measuring the charge exchange
cross section of HCIs requires a region of well-defined pressure and precise measurement
of the incident beam current. Section 3.2 presents the construction of a gas cell designed
to contain both a well-defined pressure of target gas and a frontplate for alignment with
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the CUEBIT HCI beam. Lastly, section 3.3 discusses future plans for continuation of the
computational and experimental efforts in Chapters 2 and 3.

3.1 Time-of-flight mass spectrometer
While laser-cooled singly-charged ions may be directly imaged with a CCD
camera, the presence of other charged species such as HCIs or molecular ions must be
inferred from some other means. For example, the molecular charge-exchange interaction
with trapped Mg+
2𝑀𝑔+ + 𝐻𝐷 → 𝑀𝑔𝐻 + + 𝑀𝑔𝐷+

(3.1)

leads to the formation of non-fluorescing MgH+ and MgD+. One method for identifying
the presence of these non-fluorescing species involves dumping the trap contents into a
time-of-flight mass spectrometer. From the Lorentz force, the acceleration experienced
by a particle in a region of uniform electric fields, such as those created by the DC
electrodes of ion traps, depends on the charge to mass ratio 𝑞/𝑚 of the particle. For
particles with the same charge (e.g. +1), heavier particles will arrive at the detector later
when accelerated by the potential. Thus, time-of-flight differences between the different
trapped species allows for direct counting and determination of the trap contents. In the
ion trapping lab this ion dumping will be achieved by placing high DC potential on the
electrodes farthest from the TOF and lower DC on the electrodes closest to the TOF.
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Similar to the design of Ref. [16], the TOF in the Ion Trapping Lab is designed
for radial extraction from a Paul trap. Though more difficult than axial extraction, radial
extraction offers several benefits when analyzing cooled ions. The trap axis in the ion
trapping lab’s Paul trap is typically reserved for two cooling lasers. Additionally, the
dimensions of the Paul trap and the potential minima along the trap axis lead to a greater
distribution of ions along the trap axis than the radial axis. The smaller distribution of
ions in the radial direction leads to the narrower peaks in the TOF spectra and provides
greater mass resolution compared to axial extraction [16]. A sample TOF spectra from
Ref. [16], shown in Figure 3.1 illustrates the effect of mass difference on fight time for a
given charge state.

Figure 3.1: Figure 4 from Ref. [16] illustrating the effect of mass difference on arrival time in a
TOF spectrometer.

A Solidworks assembly of the Ion Trapping Lab’s TOF spectrometer is shown in
Figure 3.2 in comparison to the design of Ref. [16]. The apparatus consists of a grounded

33

skimmer plate, two einzel lens, and a Channel Electron Multiplier (CEM) to act as an ion
detector. The entire apparatus was mounted on 3 #4-40 threaded rods screwed into a 23/4 in. ConFlat (CF) flange and installed in a series of two 3-way crosses to allow for
easy assembly and removal from the vacuum chamber. However, when set up
horizontally for radial extraction, the threaded rods were too thin to prevent the apparatus
from sagging inside of the vacuum chamber. To combat this several 1/4in., 1/2in., and 1
in. long stainless steel spacers were placed around the threaded rods and are shown in
Figure 3.3.

Figure 3.2: Time-of-flight mass spectrometer from Ref. [16] (left) and Solidworks assembly of
the TOF (right) in the Ion Trapping Lab at Clemson University. From left to right in the
Solidworks assembly, the TOF consists of: grounded skimmer (grey), einzel lenses (blue),
skimmer plate (grey), and detector housing (orange).
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Figure 3.3: The Ion Trapping Lab’s TOF mass spectrometer mid-assembly.

The dimensions of the Ion Trapping Lab’s TOF are very similar to those of Ref.
[16]. However, an additional extraction plate was mounted at the end of the TOF
assembly to allow for testing of the apparatus prior to use with the group’s Paul trap. The
TOF was installed on a test chamber consisting of a Mg oven and an electron gun inside
of a six-way cross. Lastly, the test chamber was baked at 100 °C and pumped to achieve
pressures of 10-10 torr prior to testing.
When heated by several amps of current, the Mg oven and electron gun create
Mg+ through electron impact ionization at the middle of the six-way cross between the
extraction and skimmer plates of the TOF assembly. To ensure ions reached the detector,
the extraction plate was pulsed with several volts to kick Mg+ toward the CEM held at
-1600V. Evidence of ion detection, shown by peaks in the signal of the CEM are shown
in Fig. 3.4.
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Figure 3.4: Sample Mg+ signal from the TOF mass spectrometer.

3.2 Charge exchange gas cell
3.2.1 Gas cell experiments
Measuring charge exchanges cross-sections in a gas cell requires both a well
defined pressure of target gas and accurate measurement of the HCI beam current. In the
gas cell , some of the beam will undergo charge exchange and gain one or more electrons
from neutral targets and then proceed toward a retarding potential analyzer (RFA) held at
high voltage. At particular voltages of

𝑉𝑅𝐹𝐴 =

𝑞𝑉𝑜
(𝑞 − 𝑗)

(3.2)

where q is the initial HCI charge, j is the number of charge-exchanged electrons, and Vo
is determined by the ion optics of the CUEBIT, the incident beam is rejected and only
allows passage for ions that have gained j electrons through charge exchange with the
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target gas [17]. The RFA will be scanned over a range of voltages to determine the
fraction of the beam in different final charge states. The currents for the incident beam
and charge-exchanged beam may be determined by the charge pick-up in a faraday cup
and allow for direct calculation of the charge exchange cross section [17]

𝜎𝑞,𝑞−𝑗 =

𝑘𝑇 𝑞𝐼𝑞−𝑗
𝑃𝐿 (𝑞 − 𝑗)𝐼𝑞

(3.3)

This method allows for the measurement of charge exchange cross-sections in
terms of the gas temperature T, incoming HCI and charge-exchanged currents Iq and Iq-j ,
collision length of the target gas L, and the pressure of the target gas inside the cell P.
Previous works [17,18] have successfully applied this method to measure the crosssections of highly charged C, N, O, and Ne incident on a variety of molecular targets. In
the following section, we discuss the construction of a similar apparatus designed to
achieve both a region of well defined pressure and maximum alignment with the
CUEBIT HCI beam.

3.2.2 Gas Cell Construction
The greatest source of error in gas cell experiments is accurate determination of
the target gas pressure [17]. To combat this, the dimensions of our gas cell were chosen
to create a large volume with minimal leakage through the various holes and threads in
the gas cell. To help reduce outgassing into the cell body the materials (stainless steel and
oxygen-free high-conductivity (OFHC)) were chosen for their minimal outgassing rates
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and were cleaned in an ultrasonic cleaner using baths of detergent, acetone, and ethanol
before assembly.
Both the gas cell and gas lines are supported on a 3.33 in. ConFlat (CF) flange. A
20cm, ¼ in. diameter rod connects the gas cell mounts to the CF flange and was threaded
externally to allow for ease of construction. Two pieces of 4 in. long, ¼ in. diameter
stainless steel tubing welded directly to the flange provide connection points for both
internal and external gas line connections.
To connect the gas lines internally, ¼ in. Swagelok tube fittings connected the
stainless steel rods to two pieces of ¼ in. 13.5 in. and 13.75 in. long OFHC tubing.
Swagelok tube fittings were then used to connect flexible stainless steel bellows to the
copper rods and ¼ in. diameter hollow stainless steel rods screwed into the body of the
gas cell. A stainless-steel, circular mount wraps around the gas cell and connects it to a
horizontal platform ¼ in thick stainless steel platform via a size #6 screw. The horizontal
platform then connects to the end of the 20 cm rod via a #10 size screw and allows for
easy removal.
The cell body, shown in Figure 3.5, was constructed of a hollow, stainless steel
cylinder measuring 1.42 inches long with an internal diameter of 1.57 in. The front and
back endcaps of the gas cell are ¼ in. thick with entrance and apertures 3mm and 4mm
wide respectively. The RFA, placed between the back of the gas cell and the faraday cup,
consists of a ¼ in. thick stainless steel with a 3mm entrance aperture. Additionally, a
stainless steel mesh spot welded over the aperture ensures the HCI beam experiences a
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uniform electric field. The various components of the apparatus were electrically isolated
with MACOR top-hat washers and bolted to the gas cell body with 4 #4-40 screws.

Figure 3.5: Solidworks schematic of the Ion Trapping Lab’s gas cell. Parts are color coded from
left to right: frontplate (blue), gas cell body (purple), RFA (red), backplate (blue), and faraday cup
(orange).

During assembly, the gas lines and central rod were observed to flex from the
weight of the off-center gas cell when held vertically. To combat this, stainless steel
rectangular brackets measuring 1.61 in. wide and 0.75 in. deep were drilled with three
evenly spaced ¼ in. holes to hold the copper gas lines and central rod in place via 3 #6-32
set screws. Five brackets were placed along the length of the gas lines and central rod to
ensure the gas cell aperture remained perpendicular to the HCI beam and remove any
observed flexing. The fully assembled gas cell is visible in Figure 3.6 and shows both the
faraday cup and electrical connections made by placing wires under 3 #2-56 set screws.
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Figure 3.6: Fully assembled gas cell (left). Copper gas lines and five stainless steel support
brackets are visible. Electrical connections on the gas cell were made with wires held in place by
set screws and attach to BNC feedthroughs inside the target chamber (right).

Lastly, the gas cell was mounted inside of a 360 degree ultra-high vacuum
manipulator on top of a differentially pumped rotary platform. Externally, a full range
Pfeiffer pressure gauge (model PKR 251) was attached to one of the steel gas lines via ¼
in. stainless steel tubing and a Swagelok 90 degree female elbow. An aluminum mount
was machined and bolted directly to the 3.33 in. CF flange and the pressure gauge flange
to prevent the weight of the pressure gauge from damaging the tube fittings. On the other
gas line an ultra-high vacuum leak valve was attached via ¼ in. tube fitting for leaking in
a target gas. The leak valve also acts as a shutoff, enabling the connection of any external
gas source for controlled gas leakage into the cell. Both external connections are shown
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in Figure 3.7. Without baking, current equilibrium pressures of 3 x 10-8 mbar in the target
chamber and 3x10-6 mbar in the gas cell lines were achieved after several days of
pumping.
This setup contains several unique features to allow for maximum alignment with
the HCI beam. The manipulator itself allows for several inches of movement
perpendicular to the axis of the HCI beam while the rotary platform allows for a full 360
degree rotation of the cell inside the target chamber. Lastly, both the front plate and
copper faraday cup allow for simultaneous measurement of the beam currents entering
and exiting the body of the gas cell during alignment.

Figure 3.7: External connections for the gas cell containing aluminum mounts bolted directly to
the 3.33 in. CF flange for the pressure gauge (right) and UHV leak valve (left).
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3.3 Conclusions and future considerations
Preliminary research into the electronic structure of diatomic HCIs has begun
with investigation of the molecular ion LiHe+. Both the ground and lowest excited states
of LiHe+ were successfully calculated for nuclear separations between 1 and 15 Å. Six of
the lowest-lying molecular excited states were further identified by their disassociation
channels and show consistency with recent publications on LiHe+ and energy levels from
the NIST [6] database. However, only two excited states of triplet symmetry successfully
converged for the basis sets aug-cc-pVXZ (X = D, T, Q) in NWChem. Future work on
LiHe+ could look into using other quantum chemistry software such as Gaussian or
Molpro to explore further triplet states. The next immediate step toward computational
work with HCIs will examine LiHe2+ and LiHe3+.
Using NWChem, future work could include calculating dipole moment functions
to examine the transition probabilities for charge exchange interactions between excited
states. Additionally, previously calculated potential surfaces such as those in Chapter 2
could be fitted with a Langevin model to estimate charge exchange cross-sections and
charge exchange rate constants as outlined in Ref. [15].
Two experimental apparatus for use in the ion trapping lab were successfully
assembled. A TOF spectrometer, designed for radial extraction from a Paul trap, has been
built and tested with a Mg+ source. The CEM detector inside the TOF shows signs of ion
detection and LabVIEW code is currently being written for analyzing TOF spectra.
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Future experiments will involve the use of the TOF spectrometer to measure both
molecular ion formation rates and to confirm the presence of HCIs inside of a Paul trap.
Lastly, a gas cell for charge exchange measurements with the CUEBIT has been
fully assembled and mounted inside of a target chamber. Currently, pressures on the
order of 10-8 mbar (~10-9 torr) are achievable after a week of pumping. Preliminary tests
of the faraday cup and RFA are planned using a singly charged argon source from Dr.
Sosolik’s SINS laboratory.
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Appendix A: Computational Scripts
Appendix A contains several sample scripts that were used for generating the
potential surfaces for LiHe+ in Chapter 2. Shell scripts were executed on both a local
Ubuntu machine and Clemson’s Palmetto Cluster.

Generating NWChem Input
The following python script was used for generating input files for NWChem.
Here, a while loop produces an NWChem .inp input file for each value of atomic
separation between Rmin and Rmax with a step size of 0.1 angstroms.
Generate_geometries.py
#!/usr/bin/python
import os
import sys
Rmin = 15.1
Rmax = 20.0
step = 0.1
r = Rmin
Atom1_x = 0.0
Atom1_y = 0.0
Atom1_z = -1.0
Atom2_x = 0.0
Atom2_y = 0.0
Atom2_z = Atom1_z + Rmin
while r < Rmax:
input_name = 'lihe+1-singlet-a1-'+str(r)+'.inp'
sys.stdout = open(input_name,'w')
print 'start tce_cc'
print 'memory stack 500 mb heap 500 mb global 1000 mb verify'
print 'geometry'
print ' symmetry c2v'
print ' He ',Atom1_x,' ',Atom1_y,' ',Atom1_z
print ' Li ',Atom2_x,' ',Atom2_y,' ',Atom2_z
print 'end'
print 'basis spherical'
print ' Li library aug-cc-pvqz'
print ' He library aug-cc-pvqz'
print 'end'
print 'charge 1'
print 'scf'
print ' rohf'
print ' singlet'
print ' thresh 1.0e-10'
print ' tol2e 1.0e-10'
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print ' maxiter 100'
print 'end'
print 'tce'
print ' ccsd(t)'
print ' thresh 1.0e-7'
print ' nroots 10'
print ' symmetry'
print ' targetsym a1'
print ' io ga'
print ' tilesize 18'
print ' lshift 0.3'
print 'end'
print 'task tce energy'
sys.stdout = sys.__stdout__
# shift the coordinate
r = step + r
Atom2_z = Atom2_z + step

A typical output of this script, an NWChem .inp input file, is shown below.
Lihe+1-singlet-a1-15.1.inp
start tce_cc
memory stack 500 mb heap 500 mb global 1000 mb verify
geometry
symmetry c2v
He 0.0 0.0 -1.0
Li 0.0 0.0 14.1
end
basis spherical
Li library aug-cc-pvqz
He library aug-cc-pvqz
end
charge 1
scf
rohf
singlet
thresh 1.0e-10
tol2e 1.0e-10
maxiter 100
end
tce
ccsd(t)
thresh 1.0e-7
nroots 10
symmetry
targetsym a1
io ga
tilesize 18
lshift 0.3
end
task tce energy

This input file contains several user inputs. First, the user selects an appropriate
choice of memory allocation for the calculation to use on each computing node. Second,
a symmetry group and geometry is specified. In this case, the two components of the
LiHe+ molecule were aligned on the z-axis. Third, spherical bases were indicated for use
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in the following Hartree-Fock (SCF) and CCSD(T) calculations. The molecular states
calculated in both the SCF and CCSD(T) calculations were limited to singlet spin states
with the singlet line. The thresh command sets the convergence criteria for all
calculations. Targetsym selects the symmetry character of CCSD(T) within the specified
symmetry group (C2V) calculations for all excited states whose parameter nroots
specifies the number of states above the ground state to calculate. Lastly, lshift may be
varied to introduce artificial separation between energy eigenvalues to improve
convergence in select cases.

Submitting jobs to the Palmetto Cluster
The following may be used to submit NWChem calculations to the Palmetto
Cluster.
run_all.sh
#!/bin/bash
#PBS -l select=1:ncpus=16:mpiprocs=16:mem=50gb:interconnect=fdr,walltime=12:00:00
#PBS -N s-a1-15-20A
#PBS -M sjbroml@clemson.edu
#PBS -m ea
#PBS -j oe
module load intel/15.0
module load openmpi/1.8.4
nwchem=/home/zziolko/apps/Nwchem-6.5.revision26243-src.2014-09-10/bin/LINUX64/nwchem
cd $PBS_O_WORKDIR
export OMP_NUM_THREADS=1

files=$(ls *.inp)
for i in $files
do
input=$i
output=$(basename $input .inp).out
echo "Processing " $input
mpirun $nwchem $input > $output
done

Execution of the run_all.sh script submits a job to run a single instance of
NWChem. A for loop takes the first input file in the current directory, runs it through
NWChem across 16 CPU’s and produces output lihe+1-singlet-a1-15.1.out. For most
applications outside of a full CCSDT treatment, run times for a single input file are
typically 1-3 minutes. However, for CCSDT calculations, a singlet input file may
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exceed 15-20 minutes to produce an output file. Thus, it may be beneficial to use
batch jobs for submitting CCSDT calculations to the Palmetto Cluster.

Extracting from NWChem Output files
A single NWChem output file may exceed several thousand lines. The following
shell script runs a for loop over all .out files in the current directory, extracts the energy
eigenvalue(s) of interest and saves them in a columned text file. The resulting textfile
may be exported into either Microsoft Excel or treated as input for a gnuplot script.
extract.sh
list=$(ls *.out)
for i in $list
do
ground=$(grep 'CCSD total' $i | awk '{print $7}')
excit=$(grep "Iterations converged" $i -C 11 -A 0 | tail -n 12 | grep -v It | grep -v "\-\-" | awk '{print $2}')
distance=$(echo $i | sed s/.out// | sed s/lihe+1-singlet-a1-// )
echo $distance $ground $excit
done

To execute the above script and save the output as a useful text file, execute the
following:
extract.sh | sort –n > data.txt
The atomic separation R is extracted from the name of the input files and saved
and sorted in rising order in column 1. The CCSD ground state is extracted with the grep
command and inserted into column two. Column’s 3 through 𝑛 + 2 where n is the
number of excited states contains successive excited state energies above the ground
state.

Sample gnuplot script
The following gnuplot executable launches gnuplot, plots, and saves the excited
state energies in a .pdf file and exits gnuplot.
plotting.gnu
#!/usr/bin/gnuplot
set xlabel 'R (Å)'
set ylabel 'E (cm^-1)'
set terminal pdf enhanced color font "Helvetica,10"
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set output "s-a1-15a.pdf"
set size 1.0,1.0
set title "LiHe^+ Excited States - Singlet A_1"
set xrange [1.0:15]
set yrange [145000:230000]
set key at 14,228000 font ",9"
set key spacing 0.65
tocm = 219474.6314
plot "s-a1-10r-data.txt" u ($1):(($3+$2+10.155108227024298)*tocm) w lines linewidth 1.5 title '1^1', \
"s-a1-10r-data.txt" u ($1):(($4+$2+10.155108227024298)*tocm) w lines linewidth 1.5 title '2^1', \
"s-a1-10r-data.txt" u ($1):(($5+$2+10.155108227024298)*tocm) w lines linewidth 1.5 title '3^1', \
"s-a1-10r-data.txt" u ($1):(($6+$2+10.155108227024298)*tocm) w lines linewidth 1.5 title '4^1', \
"s-a1-10r-data.txt" u ($1):(($7+$2+10.155108227024298)*tocm) w lines linewidth 1.5 title '5^1', \
"s-a1-10r-data.txt" u ($1):(($8+$2+10.155108227024298)*tocm) w lines linewidth 1.5 title '6^1', \
"s-a1-10r-data.txt" u ($1):(($9+$2+10.155108227024298)*tocm) w lines linewidth 1.5 title '7^1', \
"s-a1-10r-data.txt" u ($1):(($10+$2+10.155108227024298)*tocm) w lines linewidth 1.5 title '8^1', \
"s-a1-10r-data.txt" u ($1):(($11+$2+10.155108227024298)*tocm) w lines linewidth 1.5 title '9^1', \
"s-a1-10r-data.txt" u ($1):(($12+$2+10.155108227024298)*tocm) w lines linewidth 1.5 title '10^1'
exit

Here, 10 excited states are plotted in the yrange 145,000 – 230,000 cm-1. The
conversion factor tocm converts the energies from Hartree to inverse centimeters.
Additionally, all excited state energy outputs from Coupled-Cluster methods are
measured above the ground state, thus column 2 ($2) must be added to each excited
state energy for a given value of R ($1). The ground state energy in the large R limit,
10.155108227024298 hartree, was added to each state to ensure the disassociation of
the ground state is set to 0.
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