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Abstract 
Background: Requirements Engineering (RE) researchers recognize that for RE methods to be 
adopted in industry, practitioners should be able to evaluate the relevance of a study to their 
practice. . Kitchenham et al proposed a set of perspective-based checklists, which demonstrated 
to be a useful instrument for this purpose. Specifically, the checklist from the practitioner‟s 
perspective seems to be a good candidate for evaluating the relevance of RE studies to RE 
practice. However, little is known about the applicability of the checklist to the area of RE. 
Moreover, this checklist also requires a greater analysis about its reliability.  
Aim: The aim of this report is to propose a perspective-based checklist to the RE community 
that allows evaluating the relevance of experimental studies in RE from the 
practitioner‟s/consultant‟s viewpoint.  
Method: Our research followed an iterative design-science based approach in which we first 
analyzed the problems with a previously published checklist and developed an operationalized 
proposal for a new checklist to counter these problems. We performed a reliability evaluation 
of this new checklist. The research was performed with two practitioners and 24 papers that 
report experimental results on comprehensibility of software requirements specifications.  
Results: This report gives first-hand experiences of practitioners in evaluating the relevance of 
primary studies in RE, by using a perspective-based checklist. With respect to the reliability of 
the adjusted checklist, 9 of out 19 questions show an acceptable proportion of agreement 
(between two practitioners).  
Conclusions: Based on our experience, the contextualization and operationalization of a 
perspective-based checklist helps to make it more useful for the practitioners. However, to 
increase the reliability of the checklist, more reviewers are required and more discussion cycles 
are necessary. Our plan is to involve at least two more practitioners in order to improve the 
reliability of the practitioner checklist proposed. 
Keywords: practioner‟s checklist; reliability; validation; requirement specifications; 
experiments  
1. Introduction 
Systematic reviews (SRs) are part of the evidence-based software engineering (EBSE) paradigm 
that helps researchers collect and evaluate evidence on a research topic of interest and motivate an 
agenda for future research. In the area of Requirements Engineering (RE), however, performing SRs is 
relatively rare. While in other software engineering (SE) subareas (e.g. cost estimation) the SR 
approach expanded its presence, our search of SRs in RE yielded five published reviews [2,4,5,6,9] 
(three of which are co-authored by the first author).  
The RE community acknowledges [1] that the research challenges they face are distinct from those 
faced by the general SE community, as RE is multidisciplinary in nature and is socially-constructed, 
e.g. unlike other SE activities, RE activities “may be more iterative, involve many more players who 
have more varied backgrounds and expertise, require more extensive analyses of options, and call for 
more complicated verifications of more diverse (e.g., software, hardware, human) components.” The 
multidisciplinary and social nature of RE poses a challenge to those researchers engaged in  RE 
experimentation and its evaluation, as researchers must make assumptions about a broader set of 
variables which might be only partly understood, uncertain, or even unknown. Yet, RE researchers still 
need to evaluate the existing body of RE knowledge and the evidence on which RE technique to use in 
which context. While SRs are key to get this done, applying the end-to-end SR process, as described in 
SR guidelines [8] seems to be far from straightforward. An important pitfall in caring out a SR in RE 
appears to be the evaluation of the quality of the primary studies that researchers have identified for 
inclusion in their SR. As a matter of fact, none of the five SRs in RE [2,4,5,6,9] has attempted to 
evaluate any quality aspect of the respective primary studies included in these SRs. This clearly poses a 
problem: if we do not know what the quality of the primary studies are, how could we possibly judge 
the quality of the RE knowledge?  
In this report, we focus on one specific quality aspect, the relevance of primary studies for RE 
practice. The aim of this report, therefore, is to report on first-hand experiences of practitioners in 
evaluating the relevance of primary studies in RE from the practitioner‟s/consultant‟s perspective. The 
experiences were made while carrying out a previously published mapping study [2] and a follow-up 
SR on software requirements specification (SRS) techniques. To evaluate the relevance of the included 
primary studies from practitioners‟ perspective, we used the checklist-based approach proposed in [6].   
In the next sections, we provide a detailed account of our experiences: Sect. 2 presents the concept 
of quality of primary studies and summarizes the practitioner‟s checklist in [6]; Sect. 3 reports on our 
research approach to the application of this checklist and our results (problems we experienced and our 
modification of the checklist to counter these problems). Sect. 4 concludes the report. 
2. Background 
EBSE aims to improve decision-making related to software development and maintenance by 
integrating current best evidence
1
 from research with practical experience and human values [9]. 
Although this “best evidence” is obtained from carrying out SRs, more often than not there is no 
quality assessment of the primary studies to be aggregated. One reason for this is that there is not yet 
any consensus on the definition of “quality”. In the Cochrane handbook [13], quality is defined as the 
extent to which the study minimizes bias and maximizes internal and external validity. However, [13] 
suggests that higher quality studies are only possible if we use constructs that we understand well and 
are able to communicate precisely. Thus, construct validity is also a particularly important quality issue 
to be considered. Furthermore, Dyba et al. [10] identified a set of criteria related to rigorousness, 
credibility, and relevance of empirical studies to assess the quality of primary studies in SE.  
                                                          
1
 Evidence is defined as a synthesis of the best quality scientific studies on a specific topic or research question 
[9] 
According to [11], the quality of the experimental study is also based on how it is reported, which 
mean that the also depends on the extent to which it assists readers in (a) understanding how an 
experiment is conducted, (b) finding the information they are looking for, and (c) assessing the validity 
of the results [12].  
As we can only assess an experimental study in terms of  what can be inferred from what is 
reported, we used the assessment method proposed in [6], which was inspired by checklist-based 
reviews from multiple perspectives (researcher, practitioner, meta-analyst, replicator, reviewer and 
author). The practitioner‟s checklist consists of 22 items formulated as questions concerning the 
information required for the practitioner‟s perspective. A practitioner is someone who provides 
summary information for use in industry and wants to know whether the results in a paper are likely to 
be of value to his/her company or clients. In [6], each question is rated using a dichotomous scale (“1” 
when a question can be answered as “yes” and “0” when the answer is “no”). In addition, a set of 
rationale is also listed for each question.  
Following this, the report describes our experience in using the practitioner‟s checklist [6] to 
evaluate a set of experiments on comprehensibility of requirements specifications.  
3. Aplication of the checklist 
The overall process of applying and evaluating the checklist is presented in Fig. 1. It follows 
Wieringa‟s iterative design science based approach [17,18] to carrying out problem analysis and 
building up solution proposals. We chose this approach because of its fit to our research study. The 
overall design science approach has been defined as one that helps “create things that serve human 
purposes or that help improve existing things to serve human purposes better” [18]. It follows the 
general structure of a rational problem solving process [19]: analyze the current situation and current 
change goals, propose possible changes to meet those goals, evaluate possible changes and select one, 
apply the change and then start all over again. In the context of our research, this process was applied 
as follows: (1) we used the existing checklist to a number of RE studies; (2) identify difficulties with 
the checklist; (3) suggest an improved checklist and (4) apply the improved checklist to see if it works 
better in the area of RE. 
The process included two practitioners. The first has 10 years of RE experience in industry and the 
second – 8 years. Both are active members of the RE community in their areas of experience. The 
practitioners got as input the 24 primary studies that were selected of out 46 studies reported in the 
mapping study [2], which was designed to identify what quality aspects of SRS are empirically 
evaluated by RE-researchers, in which context, and by using which research method. These 24 studies 
present experimental results focused on the comprehensibility of SRS only. The references of these 
studies are in Appendix A. 
The two practitioners worked in two different locations, used the checklist independently from each 
other, and had no communication between them. When they exchanged their evaluation forms, it 
turned out that each one had a different interpretation of the checklist items and a different way to 
make a judgment on whether the item applied or not to each of the 24 primary studies. None of the 
authors of this report expected such a huge variation in these respects and collectively they felt a need 
to modify the checklist so that it is fit for serving its purpose (namely to help obtain a transparent and 
reproducible evaluation). One of the practitioners (Daneva) worked with one researcher (Sikkel) on an 
on-going basis to come up with incremental improvements of the checklist. The second practitioner 
(Herrmann) served as a reviewer of each increment and „tested‟ it to see whether it made sense or not. 
When all authors reached a consensus on the items to be included in the checklist and their 
interpretations, the practitioners used the newly adjusted checklist and again independently from each 
other evaluated the quality of the 24 studies. The practitioners compared their results and whenever 
they disagreed, a discussion took place to resolve disagreements. 
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Figure 1.  The process of checklist modification and evaluation  
 
3.1. Using the original checklist 
An Excel form was created to include the original 22 items of the practitioner‟s checklist [6], 
included as Appendix B. The form was used according to a predefined procedure. First, the 
practitioners became familiar with the checklist and verified whether it was (i) clear to understand and 
(ii) intuitive to follow. As these preliminary conditions were satisfied, the practitioners deemed 
unnecessary a face-to-face conversation to make sure they had a common understanding of the 
checklist. Instead, they decided to get together only if they experience problems in using the checklist. 
Second, they performed their evaluations, by highlighting in each study the parts of the text that the 
practitioner deemed indicative for the presence or the absence of the information required to answer 
each question in the checklist. Each answer was based on the practitioner‟s judgment. The practitioners 
also kept a log of problems and their reflections on these problems along with the ratings they could 
assign to a checklist item based on the information they found in the papers. Below we summarize the 
common observations (also problems) of the practitioners regarding the use of the checklist items: 
 A consistent observation was that items P8-P19 in [6] could not discriminate between studies of 
various quality. These criteria mix the quality of the reporting with the quality of the analysis. 
 75% of the items seemed to need revision for at least one of the following reasons: (i) an item 
implies a meaning that is clearly understood in SE (e.g. using fully automated tools), but is 
unclear in RE; (ii) an item asks for a feature in the studies that is common for all RE studies 
(e.g. P14: “Is the experiment based on concrete examples of use/application or only theoretical 
models?”); (iii) an item seems to ask for a feature, which might be very important in other SE-
sub-areas, while is unimportant in RE and therefore RE-authors have no incentives to add it 
(e.g. P17: “Does the paper make it clear who is funding the experiment and whether they have 
any vested interests?” We make the note that none of the 24 studies compared SRS based on 
commercial RE tools; so, no study was sponsored by a vendor of RE-tools). 
 We found it impossible for the 24 papers to meet even 50% of the items in the checklist. When 
one of the practitioners got aware of this, she contacted two authors (K. Cox and M. Ali Babar) 
of the checklist paper [6] to ask for suggestions on what could possibly represent a good cut-
over percentage (this is the ratio of the number of met checklist items and the total number of 
items). The overall response was that 100%. 
 One item was deemed irrelevant by the practitioners (P11: “Is the expense involved in adopting 
the approach (namely, the SRS approach) defined?”) This is because the research questions in 
the RE studies were of nature that precludes a discussion on the cost of adoption. 
 One item was deemed „a default feature of any good study in RE‟ (P22: Is there any discussion 
of required further research?). This item was found identical with the item that asks about the 
possible implications of the study results for the future. 
 The scale of „yes‟/‟no‟ appeared to be insufficient to reflect the information content that a 
practitioner implied in her ratings. It turned out that a detailed operationalization was needed at 
checklist-item-level, so that a well-reasoned „yes‟/„no‟ backed with facts can come out. 
 The 24 studies were of two types: (1) experiments to compare two SRS techniques to know 
which one is better in a given context (we call them „what-is-better‟ papers); and (2) 
experiments that investigated the factors that affect the understandability of SRS. 11 out of the 
original 22 items in the checklist turned out „not applicable‟ for the studies of type (2). Finally, 
the practitioners discussed their observation with a senior researcher and a collective decision 
was made to adjust the checklist items in a way that seems to make more sense in the quality 
evaluation context of the RE studies. The modification and its justification is presented in the 
next section. 
3.2. Modification and justification 
To act upon the observations presented in Sect III.A, we applied the following modifications to the 
original checklist:  
(1) We excluded those questions that seemed irrelevant for the studies and were deemed „a default 
feature‟ that is subsumed in another item.  
(2) Each of those items that we deemed relevant was contextualized by defining its meaning in 
terms that a RE practitioner can understand and relate to. This was needed to reduce ambiguity and 
variation of interpretations.  
(3) For each item, we also defined a scale, which is „yes, „partially‟, and „no‟ .  This fine-grained 
evaluation points were to allow for variation in quality of the analysis in a paper. The point „partial‟ 
means, that (i) a study has no explicit answer to a question of the checklist but implicitly state it, or (ii) 
that the authors deemed the question irrelevant and mention a good reason for this.  
(4) We restructured the checklist items in a way that allows the evaluator to clearly see those items 
that apply to studies which investigate SRS understandability factors (and do not compare RE-
techniques to find which one is better). In Table I, items Q1-Q9 refer to this study type. Because these 
studies seek meaning and understanding of a SRS in specific contexts, items Q10-Q19 are irrelevant 
for them. In contrast, when evaluating the quality of „what-is-better‟ papers, it is appropriate to use all 
the items in the new checklist.  
 
TABLE I.  MODIFIED CHECKLIST  
Item Question Rationale/ Consultants need 
Q1 Is the claim supported by believable evidence?  To be sure that any claims are supported by evidence 
Q2 Is it claimed that the results are industry-
relevant?  
 To clearly see whether the conclusions/results have practical 
relevance and why the authors think so 
Q3 How can the results be used in practice?  Guidance by the authors on how the results would be used in 
industry 
Q4 Is the result/claim useful/ relevant for a specific 
context? 
To know the context in which the results are expected to be 
useful 
Item Question Rationale/ Consultants need 
Q5 Is it explicitly stated what the implications of 
the results/conclusion for practice are?  
To get explicit information on the implications of the authors' 
work for practice 
Q6 Are the results of the paper viable in the light of 
existing research topics and trends? 
To know how the current work in the paper relates to current 
research trends.  
Q7 Is the application type specified?  To know what type of applications the results apply to. In 
particular whether the results are specific to particular types of 
application (e.g. finance, or command and control etc.) 
Q8 Do the authors show that the results scale to 
real life?  
 To be sure that the results scale to real life  
Q9 Is the experiment based on concrete examples 
of use/application or only theoretical models? 
To be sure that the results have a clear practical application.  
  QUESTIONS for 'What-is-Better' Papers:    
Q10 Can a technique be used as-is? To know whether the research is complete or the approach 
needs further research to become practically viable 
Q11 Is the availability of required support 
environment clear? 
To know if any required tool support is available and under 
what conditions 
Q12 Are any technology pre-requisites specified? To know about any technological prerequisites that might limit 
the applicability of the results 
Q13 Are the experience or training costs required by 
RE staff and/or clients defined? 
To know the training/experience requirements implicit in the 
approach 
Q14 Are any risks associated with adoption defined?  To know the possible risks associated with adoption of the 
technique, if any 
Q15 Does the paper discuss existing technologies, in 
particular the technologies it supersedes and the 
technologies it builds on? 
To be sure that the experiment involves comparisons of 
appropriate technologies. They need to know that a new 
approach is better than other equivalent approaches 
Q16 Is the new approach, technique, or technology 
well described? 
To be sure that they understand the new 
approach/technique/technology well enough to be able to adopt 
it 
Q17 Is the paper explicit about the possible biases?  To be sure that the experiment is as objective as possible 
Q18 Does the paper make it clear what commitment 
is required to adopt the technology?  
To know whether adoption of an approach/technology requires 
a complete and radical process change or can be introduced 
incrementally. 
Q19 Are Technology Transfer issues discussed? To know what the objections to a new technology are likely to 
be, and whether there are any clear motivators or de-
motivators. 
 
3.3. Evaluation of reliability the modified questionnarie 
Once the practitioners used the adjusted checklist, a comparison of the results was done for the 
purpose of determining the proportion of agreement between reviewers (the practitioners). This 
analysis was done by the third author, who did not participate in the adjusting process of the 
practitioner‟s checklist. This proportion of agreement was measured for each one of the nineteen 
questions of the checklist. (We make the note that in this study we followed the recommendation of 
Gwet [20] that in case of two raters, the rating data are reported using the distribution of the reviewed 
artifacts (the RE studies in our case) by rater and response category as shown in Table II.) 
Reviewers A and B agreed on a total of 24 primary studies within each of the three categories C1, 
C2, and C3. The categories C1 – C3, stand for the points on the three point scale, respectively, meaning 
„no‟, „partially‟, and „yes‟.  
Table II shows the proportion of agreement observed between the two reviewers within each of the 
three categories (C1, C2, C3 ) for the 19 questions of the checklist. 
 
TABLE II.  PROPORTIONS OF AGREEMENT BY CATEGORY 
 
 
 
 
 
 
 
 
 
 
 
 
 
By carrying out a composite assessment, 42 % of total of questions formulated (Q1, Q2, Q3, Q4, 
Q5, Q6, Q8, and Q9) show having a better proportion of agreement (>=50%) between two reviewers 
(See Table IV). 
TABLE III.  PROPORTIONS OF AGREEMENT (COMPOSITE ASSESSMENT) 
 
Question 
Maximun 
possible 
Chance 
expected Observed 
.95 CI of  
Observed 
      Lower Upper 
Q1 1 1 1 0.8342 1 
Q2 1 0.5424 0.76 0.5448 0.8984 
Q3 0.84 0.5808 0.76 0.5448 0.8984 
Q4 0.76 0.4912 0.76 0.5448 0.8984 
Q5 0.92 0.6032 0.8 0.587 0.9239 
Q6 0.8261 0.6087 0.8261 0.6045 0.9428 
Q7 0.76 0.3312 0.48 0.2834 0.6825 
Q8 0.76 0.3728 0.68 0.4645 0.8427 
Q9 0.96 0.96 0.96 0.7768 0.9979 
Q10 0.4 0.4 0.4 0.2181 0.6111 
Q11 0.28 0.1008 0.2 0.0761 0.413 
Q12 0.36 0.2352 0.32 0.1573 0.5355 
Q13 0.44 0.3568 0.4 0.2181 0.6111 
Q14 0.44 0.3136 0.4 0.2181 0.6111 
Q15 0.44 0.216 0.24 0.1016 0.4552 
Q16 0.44 0.2144 0.28 0.1287 0.496 
Q17 0.44 0.3696 0.4 0.2181 0.6111 
Q18 0.36 0.2992 0.36 0.1871 0.5738 
Q19 0.44 0.4048 0.36 0.1871 0.5738 
 
From the results that we obtained, we calculate the Kappa coefficient, which is widely used to 
measure inter-observer variability [14]. 
Question C1  C2 C3 
Q1   1 
Q2 0.7  0.4 
Q3 0.43  0.76 
Q4 0.7  0.45 
Q5 0.81  0.5 
Q6 0.67  0.84 
Q7 0.25 0.25 0.43 
Q8 0.87   
Q9   0.96 
Q10   0.4 
Q11 0.28  0.3 
Q12 0.27  0.33 
Q13 0.39  0.33 
Q14 0.45  0.17 
Q15 0.18  0.23 
Q16 0.24  0.25 
Q17   0.43 
Q18 0.33  0.33 
Q19 0.36   
As ordinal scale questions were formulated, we apply a weighted Kappa, which penalizes 
disagreements in terms of their seriousness, whereas unweighted kappa treats all disagreements 
equally. A number of methods of weighting are available [16], but quadratic weighting is most 
common. For this reason, we used a Kappa with quadratic weighting in this study. The equation for κw  
is: 
κw =(po(w) – pe(w) ) / (1-pe(w)) 
where po(w) is the weighted observed proportional agreement between the two observers, and pe(w) is 
the weighted proportional agreement expected just by chance. 
In order to interpret the strength of agreement for the κw values obtained, Landis and Koch [15] 
proposed the following scale:  κw ≤0 means poor, κw varying between 0.1 and 0.2 mean slight, κw  
falling between 0.21 and 0.40 means fair, between 0.41 and 0.60 - moderate, between 0.61 and 0.80 -   
substantial, and between 0.81 and 1.0 - almost perfect. According to this interpretation scale [15], we 
take a Kappa value κw > 0.21 to indicate an acceptable agreement for the purpose of our study. The κw 
values in our study are presented in Table IV. Therein, we observe that questions Q11-Q18 show a 
poor agreement. For questions Q10 and Q19, the κw value was not calculated because the observed 
concordance is equal or smaller than mean-chance expected concordance (see Table III). The κw 
coefficient could not be calculated for the Questions Q1 and Q9 either. Therefore, we found that 9 of 
out 19 questions show an acceptable agreement level. 
TABLE IV.  KAPPA WITH QUADRATIC WEIGHTING 
  
Question 
3-points scale 
 
Observed 
Kappa Standard Error 
Q1 1  
Q2 0.476 0.189 
Q3 0.427 0.165 
Q4 0.474 0.158 
Q5 0.560 0.190 
Q6 0.660 0.172 
Q7 0.220 0.141 
Q8 0.514 0.229 
Q9 0.9 - 
Q10 - - 
Q11 0.105 0.0885 
Q12 0.111 0.0685 
Q13 0.1935 0.1437 
Q14 0.126 0.0769 
Q15 0.0659 0.1309 
Q16 0.1794 0.1137 
Q17 0.0945 0.0489 
Q18 0.1905 0.1062 
Q19 - - 
 
3.4. Reflection and lessons learnt 
The practitioners used the modified checklist (Table I). Their evaluations of the 24 studies indicate 
that: (1) their ratings on 9 questions fully agreed with respect to all 24 studies. (2) there were 
disagreements on 10 items, with respect to 24 studies. However these disagreements were resolved in a 
discussion and did not trigger further modification of the checklist. It is therefore our view that the 
checklist in Table I seems one possible instrument that could be considered in the evaluation of the 
quality of primary RE studies. However, to increase the reliability of the checklist, more reviewers are 
required and more discussion cycles are necessary. Our plan is to involve at least two more 
practitioners in order to improve the reliability of the practitioner‟s checklist proposed. 
In our reflection, we acknowledge that the availability of RE-context-specific and operationalized 
definitions for the checklist items is a critical factor for its applicability in the field of RE. In our view, 
if a team of researchers is to do their evaluations well, then sizeable amount time should be allocated in 
a research project for contextualization and operationalization of the checklist items. We must note 
however, that we do not claim to have a complete list of checklist problems (that would cost a research 
team some time to resolve). Regarding the number of known problems, we are conscious that the 
included feedback of two practitioners only has the following limitation: it might be the case that we 
could have got a much better indicative of checklist problems if we would have involved a large 
population of RE practitioners. However, this was infeasible at the time of carrying out this research 
due to resource constraints. We also think that including two experienced RE practitioners who 
currently are also university researchers offsets this limitation, as the practitioners are sensitive to the 
research method being used and know what kind of text to watch for in a primary study and how to rate 
the evidence reported. We also wanted to compare our experiences to those of other 
researchers/practitioners that used the checklists. However, we could not find any publication which 
was explicitly focused on this specific checklist. We, therefore, invite other researchers from the 
empirical SE and RE communities to get involved in SRs, use the checklist and share their experiences. 
4. Conclusions and Future Work 
This report presents experiences and lessons learnt in using the practitioner‟s checklist that was 
published in [6]. We make the note that while [6] provides the checklist, it gives very little support on 
how to „operationalize‟ the checklist items, and how to aggregate the ratings of the checked items into 
an overall rating. (e.g. a practical question encountered by the two practitioners was whether or not all 
items should be present in order to conclude that a primary study is of sufficient quality, or one can 
decide on a cut-over percentage). We proposed a justified modification of the checklist (see Table I) 
that fits the RE research context. We used it to evaluate 24 studies on the comprehensibility of SRS. 
Our evaluation of the inter-rater reliability of the checklist indicates that 9 out of the 19 questions in the 
checklist obtained an acceptable level of agreement. 
Based on our experience, we learnt three important lessons: (1) Evaluating the quality of studies in 
RE takes more time than one might think; (2) For a checklist to be useful, it should be contextualized, 
be operationalized, and keep separate the items referring to the quality of reporting from those referring 
to the quality of analysis; and (3) Evaluating the reliability of the checklist by means of the kappa 
coefficient and by using at least two reviewers is an important point to indicate follow-up steps towards 
increasing the checklist‟s reliability. (In our research, we plan to engage at least two more practitioners 
and replicate the study). 
We think it‟s worth sharing the modified checklist with other researchers who undertake SRs in RE, 
as they would not have to start from scratch in their efforts to contextualize and operationalize the 
checklist in [6]. However, we, by no means, claim that Table I is complete, e.g. while we left out those 
items that do not pertain to RE, we did not investigate what aspects that do pertain to RE should be 
brought in. Understanding what represents a complete checklist forms our second line for immediate 
future research. 
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Appendix B: Original Practitioner’s Checklist 
 
The following is copied from Kitchenham et al. [6]. 
 
Item Question Rationale/ Consultants need 
P-1 Is the paper easy to find? Consultants need to be able to find relevant research results 
P-2 Is it a relevant paper? Consultants should be able to identify quickly whether or not an 
article is relevant to their requirements 
P-3 What does the paper claim? Consultants need to identify exactly what claims the paper makes 
about the technology of interest 
P-4 Are the conclusions/results useful? Consultants need to know whether the conclusions/results have 
practical relevance 
P-5 Is the claim supported by believable 
evidence? 
Consultants need to be sure that any claims are supported by 
evidence 
 
P-6 Is it clear how the current research relates 
to existing research topics and trends? 
Consultants need to know how the current work relates to existing 
research trends 
P-7 How can the results be used in practice? Consultants need guidance on how the results would be used in 
industry 
 
P-8 In what context is the result/claim 
useful/relevant? 
Consultants needs to know the context in which the results are 
expected to be useful 
P-9 Is the application type specified? Consultants need to know what type of applications the results 
apply to. In particular whether they are specific to particular types 
of application (e.g. finance, or command and control etc.) 
P-10 Is the availability of required support 
environment clear? 
Consultants need to know whether any required tool support is 
available and under what conditions 
P-11  Are any technology pre-requisites 
specified? 
Consultants need to know whether there are any technological 
prerequisites that might limit the applicability of the results 
P-12 Are the experience or training costs 
required by development staff defined? 
Consultants need to know the training/experience requirements 
implicit in the approach 
P-13 Is the expense involved in adopting the 
approach defined? 
Consultants need some idea of the cost of adopting the approach, in 
order to perform return on investment (ROI) analyses 
P-14 Are any risks associated with adoption 
defined? 
Consultants need to know whether there are any risks associated 
with adoption of the technique 
P-15 Do the results scale to real life? Consultants need to be sure that the results scale to real life 
P-16 Is the experiment based on concrete 
examples of use/application or only 
theoretical models? 
Consultants need to be sure that the results have a clear practical 
application 
 
P-17 Does the paper discuss existing 
technologies, in particular the technologies 
it supersedes and the technologies it builds 
on? 
Consultants need to be sure that the experiment involves 
comparisons of appropriate technologies. They need to know that a 
new approach is better than other equivalent approaches not a 
“straw man” 
 
P-18 Is the new approach, technique, or 
technology well described? 
Consultants must be sure that they understand the new approach 
/technique /technology well enough to be able to adopt it 
P-19 Does the paper make it clear who is 
funding the experiment and whether they 
have any vested interests? 
Consultants need to be sure that the experiment is as objective as 
possible 
P-20 Does the paper make it clear what 
commitment is required to adopt the 
technology? 
A consultant needs to know whether adoption of an 
approach/technology requires a complete and radical process 
change or can be introduced incrementally 
P-21 Are Technology Transfer issues discussed? Consultants need to know what the objections to a new technology 
are likely to be, and whether there are any clear motivators or de-
motivators 
P-22 Is there any discussion of required further 
research? 
Consultants need to know whether the research is complete or the 
approach needs further development 
 
