The Maximum principle in control theory provides necessary optimality conditions for a given trajectory in terms of the co-state, which is the solution of a suitable adjoint system. For constrained problems the adjoint system contains a measure supported at the boundary of the constraint set. In this paper we give a representation formula for such a measure for smooth constraint sets and nice Hamiltonians. As an application, we obtain a perimeter estimate for constrained attainable sets.
Introduction
The Maximum principle is a fundamental result in optimal control theory. Not only does it provide necessary conditions for candidate solutions of an optimal control problem, but it can also be used to obtain regularity results for optimal trajectories.
To fix ideas, consider a control system of the form x ′ (t) = f (t, x(t), u(t)), u(t) ∈ U a.e. t ≥ 0
where u(·) is a control, and x(·) denotes the corresponding trajectory.
Consider an open set Ω ⊆ R n . For a point x 0 ∈ Ω we say that a control u(·) is admissible in x 0 on [0, T ] if
where x(·) is the corresponding (then, admissible) trajectory. Ω is called the constraint set.
Denote by A(t) the attainable set in time t from a closed set K ⊆ Ω. We call optimal an admissible trajectory x(·) on the interval [0, T ] if T = inf{t ≥ 0 : x(T ) ∈ A(t)}, that is, if the trajectory x(·) minimizes the time to reach the point x(T ).
Every optimal trajectory satisfies the Maximum Principle: this result was obtained by several authors in the smooth case, 8, 10, 12 and, as a natural evolution, also in the nonsmooth case. 2, 7, 9, 11, 13 In constrained problems there are singularity effects for the trajectories that touch the boundary of Ω. These effects are due to an additional term (containing a measure) that appears in the Maximum Principle. More precisely, introducing the Hamiltonian H(t, x, p) = sup u∈U f (t, x, u), p , we have that, if x(·) is an optimal trajectory, then there exist an arc p(·) and a Radon measure µ such that for a.e. t ≥ 0 (h ′ (t), −p ′ (t), x ′ (t)) ∈ ∂H(t, x(t), p(t) + ψ(t)),
where
ν Ω (x(s))µ(ds),
h(t) = H(t, x(t), p(t) + ψ(t)).
Here, ν Ω (x) belongs to the normal cone to Ω at x, and the measure µ is supported only by the set of times t for which x(t) ∈ ∂Ω (see Ref. 7 ). If we have a "nice" Hamiltonian (in Sec. 2 we clarify the meaning of nice), then the generalized gradient of H turns to be the triplet (D t H, D x H, D p H), and inclusion (2) becomes an equality.
The main result of this paper, developed in the next section, gives a representation of the additional term ψ in the Maximum Principle. That is, we show that, if ∂Ω is smooth, then x ′ (t) = D p H(t, x(t), p(t)) and
where λ is a measurable function, depending on ∂Ω and H, that we explicitly compute.
In the last section of this paper, we apply the above formulation of the Maximum Principle to extend a result by Cardaliaguet and Marchi 6 for perimeters of attainable sets.
Maximum principle under state constraints
Let Ω ⊆ R
n be an open set with uniformly C 2 boundary. We define the signed distance from ∂Ω by
where we have denoted by d S (x) = inf{|x−y| : y ∈ S} the distance function from a set S ⊆ R n . The boundary of Ω is of class C 2 if and only if there exists some η > 0 such that
where C 2 b is the set of functions of class C 2 with bounded derivatives of first and second order.
We consider the following controlled system, subject to state constraints,
where U ⊆ R m is a compact set, and u : R + → U is measurable function, in short an admissible control. We assume that f : R + ×R n ×U is a continuous function such that, for some positive constants L and k,
Let K ⊆ Ω be a given closed set. The set of admissible trajectories from K (at time t) is
The attainable set from K at time t is defined by
We introduce the minimum time function
that is the time needed to reach a point x, starting from K.
For state constrained systems the definition of "extremal solutions" differs, somewhat, from the unconstrained case. In fact, it is not sufficient to request that trajectories be on the boundary of A(K, t), because a trajectory can stay on the boundary of Ω without being "optimal". Example 2.1. Take Ω = {x ∈ R 2 : x, e 2 < 1}, where {e 1 , e 2 } is an orthonormal basis of R 2 . Let K = {0}, and f (t, x, u) = u with U = B, and T = 3.
Consider the trajectories x 1 (·) and x 2 (·) associated, respectively, to the controls
and
Then both x 1 and x 2 are in ∂A(K, t) for every t ∈ [0, 3], but "morally" only x 1 is really extremal. Indeed, the point y = x 2 (2) = x 2 (3) is reached in time √ 3/ √ 2 by the trajectory x 3 (·) associated to the control
On the other hand, the point z = x 1 (3) cannot be reached in any time t < 3.
We denote the set of optimal trajectories on [0, T ] by X (T ).
Note that the relation τ K (x(T )) = T suffices to guarantee that, for all t in [0, T ], we also have τ K (x(t)) = t. Now, we can focus our attention on the Maximum Principle. Define the Hamiltonian function as
is an optimal trajectory on [0, T ], then there exist an arc p(·), with |p(0)| > 0, and a Radon measure µ such that for a.e.
where ψ(t) = [0,t) Dd(x(s))µ(ds) and h(t) = H(t, x(t), p(t) + ψ(t)). Here, measure µ is supported only by the set of times t for which x(t) ∈ ∂Ω.
For a proof, see Ref. 7 . In general, we don't know if ψ (hence h) is continuous. To handle this boundary term, we need some regularity of the Hamiltonian. We will assume that
for some constants α, γ, Γ, M > 0, and for all (t, x, p) ∈ R + ×R n ×(R n \{0}).
Remark 2.1. Note that the last assumption of (7) is made for H 2 , and not for H. In fact, such an assumption, if imposed on H, would be too restrictive (see example 2.2).
Moreover, we will impose the following growth conditions for the derivatives of H:
It is not restrictive to consider the same constant M of (7). Remark 2.2. We can give sufficient conditions for f to satisfy some of the assumptions in (8) . If we assume that, for all (t, x, u) ∈ R + × R n × U , we have |f (t, x, u)| ≤ M and |D t f (t, x, u)| ≤ M and D x f (t, x, u) ≤ M , then the first three bounds in (8) are satisfied.
Moreover, if {f (t, x, U )} (t,x)∈R+×R n is a family of uniformly convex sets of class
Under the above regularity assumptions for the Hamiltonian, the Maximum Principle takes the more precise form described below.
Theorem 2.1. Assume that (3), (5), (7) and (8) 
Moreover, λ is the function given below:
where the term D Proof. The idea of the proof is to approximate system (4) by a penalized control system without state constraints. Then we will apply the nonsmooth Maximum Principle to such a system. Finally, we will retrieve useful information for the original system (4).
Let ε < η/2 be a positive fixed constant (where η is defined in (3)), let
and consider the unconstrained system
The associated perturbed Hamiltonian and the set of optimal trajectories are denoted as follows
We note that f ε is Lipschitz continuous, but nonsmooth on the boundary of Ω, and that
We shall prove that, as soon as ε is small enough, any trajectory of X (T ) is actually a trajectory of X ε (T ), i.e. X (T ) ⊆ X ε (T ). This is not an obvious fact. In fact, it is clear that any constrained solution of (4) is still a solution of system (9), but an optimal trajectory x(·) ∈ X (T ) may fail to be optimal for (9) . Indeed, system (9) can have more trajectories that arrive at the point x(T ) ∈ Ω.
We split the proof in 3 steps. The first and second step are devoted to show that X (T ) ⊆ X ε (T ) (so that we can use the nonsmooth Maximum Principle). In the third step we use the nonsmooth Maximum Principle to recover the conclusion in the constrained case.
Step 1 Let us check that, for a suitable choice of ε, any optimal trajectory of system (9) that stays in Ω at time T > 0, remains in Ω for all t < T . Equivalently, we want to prove that
Since x ε (·) is optimal for an unconstrained problem, we can use the Maximum Principle of proposition 2.1 for nonsmooth hamiltonians without the boundary term ψ(t). So, we find that there is some adjoint map
We observe that, for each t such that x ε (t) / ∈ ∂Ω, the generalized gradient ∂ x H ε (t, x ε (t), p ε (t)) reduces to a singleton and
Note that |p ε (t)| > 0 for all t ∈ [0, T ]. In fact we can normalize p ε so that |p ε (0)| = 1. Moreover, setting h ε (t) = H ε (t, x ε (t), p ε (t)), we have that
thanks to (6) and (8) . We recall that, in view of (7),
In particular, this implies that |p ε (t)| > 0 on [0, T ]. Now, in order to conclude the proof of step 1, suppose, by contradiction, that there exists an interval (a, b) on which x ε (t) /
∈ Ω, and x ε (a), x ε (b) ∈ ∂Ω. Then, using right and left derivative of t → d(x ε (t)) in, respectively, a and b, we obtain , x ε (a), p ε (a) ), Dd(x ε (a)) ≥ 0 and
Since H is nonnegative, these inequalities can also be rewritten as
Observe that there exists a constant C (not depending on ε) such that, for all t ∈ [a, b],
since, thanks to (10),
where γ is defined by (7) and M ′ = 2M 3 (2 + C) + 4M 2 + ΓM . Finally, we get a contradiction setting
Indeed
, and, for |p ε | > 1, we choose ε < αγ/(2M ′ ).
Step 2 We want to show that an extremal solution of the constrained problem (4) is also an extremal solution of (9), i.e., that X (T ) ⊆ X ε (T ).
Let x(·) ∈ X (T ), and let T ε the minimum time to reach the point x(T ) for the perturbed problem (9) . Since any solution of the constrained problem (4) is also a solution of the unconstrained problem (because f ε| Ω = f |Ω ), we have that T ε ≤ T . Now, let x ε (·) be a trajectory of the perturbed problem (9) such that
, and, by step 1, we know that it is also a solution of the original problem (4), as it ends in Ω. Then T ε ≥ T , and we have that T ε = T and x(·) ∈ X ε (T ).
Step 3 Finally, let x(·) ∈ X (T ) and p(·) be an associated adjoint map such that (x(·), p(·)) satisfies (11). We want to find an explicit expression for p ′ (t). For this we define the set of times t for which the trajectory x(·) stays on the boundary, that is
Observe that, by standard properties of the generalized gradient,
Recalling (11) and (12), we have that there is a measurable function λ ε :
where λ ε (t) is given by (13) for t / ∈ E x . Now define the function
Since Ω is of class C 2 and x ′ (t) exists for a.e. t, we have that ϕ is differentiable for a.e. t ∈ E x . Moreover, for a.e. t ∈ E x ,
In fact, let t ∈ E x . If ϕ ′ (t) > 0 then, by continuity, there exists some η > 0 such that ϕ(s) > 0 for all s ∈ (t, t + η), in contrast to x(t) ∈ Ω for all t ∈ [0, T ]. Similarly, if ϕ ′ (t) < 0 we will have that ϕ(s) > 0 for all s ∈ (t − η, t).
In E x , we can differentiate (18) with respect to t. We obtain
We focus our attention on the last term of this equation, seeing that
We claim that, for |p(t)| > 0, Dd(x(t)), D 2 pp H(t, x(t), p(t))Dd(x(t)) > 0. Indeed, for a unit vector ζ ∈ R n , we have that
thanks to (7). Then,
As a consequence of (18), there exists a constant δ > 0 such that
Finally, recalling the expression of p ′ in (17), we find a representation of λ by setting
x(t), p(t)).
Moreover, since
(where ε is defined in (16)) we have that λ is bounded and p(·) is Lipschitz continuous. Observing that the right-hand side of the equality
is continuous, we conclude that this equality holds for all t in [0, T ]. Example 2.2. We discuss a class of control systems that satisfy the assumptions of this section for the maximum principle. Consider the control system
where f : R + × R n → M n (R) is of class C 2 , and the matrix f (t, x) is bounded and invertible, with bounded inverse. Moreover, the Hamiltonian is
So, assumptions (7) are satisfied, since f and f −1 are bounded, and
Since we can consider (t, x) in a compact set, then D t f (t, x) and D x f (t, x) are bounded, and, thanks to remark 2.2, D t H(t, x, p) and D x H(t, x, p) satisfy assumptions (8) .
Moreover,
Then we have
Hence all the assumptions in (8) are satisfied. Finally note that, for any vector ζ ∈ R n ,
so that it would be impossible to satisfy ΓI n ≥ D 2 pp H(t, x, p) ≥ γI n , even for this simple control system.
Perimeter estimates for the attainable set
In this section we will study the special case of control systems in R 2 of the form
where u : R + → B is a measurable function, and f :
The Hamiltonian for this dynamic is
The aim of this section is to estimate the perimeter of the attainable set
A(t) := A(K, t).
Cardaliaguet and Marchi 6 proved such an estimate for f (t, x) = c(t, x)I n , where c is a scalar function. Applying theorem 2.1 we can use their technique to extend this analysis to system (20).
Theorem 3.1. Let T > 0 be fixed. For any t ∈ (0, T ] the attainable set A(t) is of finite perimeter, and there exist C 1 , C 2 > 0 such that
In particular, if set K has the interior sphere property, then the attainable set A(t) has finite perimeter for any t ∈ [0, T ], and the perimeter of A(t) is bounded on [0, T ].
In order to prove that A(t) has finite perimeter, we cover the boundary of the attainable set with the following sets
Note that B int (t) is the set of points that can be reached by extremal trajectories contained in the interior of Ω, while B bnd (t) is the set of points reached by extremal trajectories that touch the boundary ∂Ω. Then
We point out that, in this case, the adjoint system of theorem 2.1 is given by
where λ is a bounded positive function. Consequently, for all T > 0, we have that the set X (T ) of the extremal trajectories for system (20) is compact with respect to the C 1 norm. With an easy adaptation we can recover from Ref. 6 a Lipschitz estimate for the velocities of extremal trajectories on the boundary of Ω. 
be optimal trajectories for (20). There is a positive number σ such that, if
where C Ω is a positive constant depending only on the regularity of ∂Ω.
In order to estimate H 1 (B bnd (t)) the main idea is to use the perimeter of ∂Ω. At this aim we define the set
Lemma 3.2. Let T > 0 be fixed, let t ∈ (0, T ], and let y 1 , y 2 ∈ B bnd (t, δ). For i = 1, 2, let y i (·) ∈ X (t) and let s i ∈ [0, t − δ) such that
There is a constant C 0 > 0 such that, for any δ > 0, a constant σ δ > 0 exists, so that, if
Proof. Without loss of generality, we can suppose s 1 ≤ s 2 . There exist adjoint states p i (·) such that, for s ≥ s i the extremal trajectories
We normalize arcs p i (·) so that
Applying Gronwall's lemma we have
Moreover, thanks to system (22), for any s ∈ [s 2 , t],
Now, we focus our attention on the right-hand side of this inequality. For the first term, we have that
invoking the Lipschitz continuity (of rank L 0 ) of the minimum time function. Similarly, we have that
Recalling the expression of D p H(t, x, p) in (19), we have that
Moreover, we also have that
Since, for i = 1, 2, |y
, and u i (s i ) ∈ ∂B, we obtain that
As a consequence of lemma 3.1 and of Lipschitz continuity of f we have the conclusion.
Thanks to lemma 3.2 we have a bound for the perimeter of B bnd (t). We give a proof for the reader's convenience. Proposition 3.1. Let T > 0 be fixed. There is a constant C 0 > 0 such that, for all t ∈ [0, T ],
Proof. For any fixed δ > 0, let C 0 and σ δ the constants of lemma 3.2. Let ε > 0, and let {B n } n∈N be a family of sets such that
Consider the covering of B bnd (t, δ), given by K n = {x ∈ B bnd (t, δ) : x(s) ∈ B n , x((s, t]) ∩ ∂Ω = ∅}.
In view of lemma 3.2, for all n ∈ N, we have that
Thus,
Now, letting ε → 0 and then δ → 0, we have the desired result, since C 0 is independent of ε and δ. Now, we turn our attention to set B int (t). Following the main ideas of Ref. 3 , we can see that this set has the interior ball property, and then it has finite perimeter for any t > 0. 
The perimeter of B int (t) is in inverse ratio to the time t, since the interior sphere property is proportional to the time. This means that, if we fix a time ϑ > 0, for any t ≥ ϑ we have a uniform estimate (i.e. C/c T ϑ). In addition, if set K has the interior sphere property of radius r, then for all t ∈ [0, T ]
