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Abstract
The INSEMTIVES projects explores two approaches to tackle the issue of missing semantic content in the
semantic web: finding insentives to motivate the user to provide more annotation and minimising the cold start
issue to provide enough critical mass of annotation to the users so they can see the benefits of semantic content.
In this deliverable, we discuss solutions for reaching a critical mass of quality semantic annotations. We
describe two techniques to solve this issue: a) automatic bootstrapping of annotations from the user’s
knowledge and the content of resources and b) consensus reaching techniques to ensure quality annotations
that are understood and shared by most of the users of the semantic web.
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Executive summary
The concept of semantic web has been around since 2001 when it was described in an article of the Scientific
American [5]. However, eight years later, with a strong formal research behind us on the representation of
semantics and how to use the semantic web, the actual use of this “new” web is minimal.
One of the issues that is encountered is the one of cold start. The semantic web will only work if there is
enough semantic content available on the network to feed and leverage the semantic services that have already
been researched. This content is still very costly to build and the lambda user does not yet see any reason to
spend energy in creating such semantic content.
This is one of the multiple chicken and egg issues of the semantic web. If there is no semantic data
available, the semantic services cannot work and the users cannot see the reason to provide such semantic data.
One solution that we propose to explore in the INSEMTIVES project is to solve part of the cold start problem
by:
1. automatically bootstrapping the semantic annotations of the users’ resources by using the implicit se-
mantics already contained in the content of these resources, but also in their context. In particular, the
context provided by the users: what do they do with the resource, how did they create it and where do
they store it.
2. helping the users to reuse a shared controlled vocabulary to semantically annotate the resources. By
providing automatic and semi-automatic consensus reaching support techniques, we propose to make the
diverse sets of terms used by the users to converge towards a shared controlled vocabulary where the
meaning of these terms is described in formal semantic.
In this deliverable, we describe the outstanding issues drafted above, study the related work and existing
solutions available in the state-of-the-art and propose solutions, combining the existing techniques with novel
research to solve the cold start issue in the semantic web.
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Abbreviations
EXIF EXchangeable Image file Format is a standard for storing metadata about the creation of a photo in the
header of image files.
IPTC International Press Telecommunications Council defined a standard file format for describing metadata
(such as title, description, keywords) of a photo often referred to as IPTC.
Definitions
The Platform refers to the annotation storage platform developed by WP3 and described in D3.1 [38].
Document/Resources In this deliverable, we interchangeably use the terms “document” and “resources” for
the resources that will be annotated and stored in the annotation platform and defined in D2.1.2 [7].
Annotation When we refer to an “annotation”, we refer to a piece of metadata describing a resource and
stored in the platform. When not specified, this refers to any annotation elements defined in D2.1.2 [7],
controlled or uncontrolled.
Term as defined in D2.1.2 [7], A “term” is a non-empty finite sequence of characters. Normally, terms repre-
sent natural language words such as “sea”, “bird”, or “location”.
Concept as defined in D2.1.2 [7], a “concept” is a node in a taxonomy formalising the semantics of terms.
Vocabulary When we refer to a “vocabulary”, it refers to a set of “terms” used in all annotations available in the
platform. In a “controlled vocabulary” these terms are linked to a taxonomy structure formally defining
their semantic as defined in D2.1.2 [7]. In an “uncontrolled vocabulary” this set of terms refers to all
sequence of characters used in the platform for uncontrolled tag annotations as defined in D2.1.2 [7].
When not specified, we refer to the union of the controlled and uncontrolled set of terms.
Feature A feature refers to an information describing a document. This feature can be an explicit metadata
expressed in formal semantic or a “blackbox” feature with no concrete semantic when taken outside of
the context of the resource and the algorithm that extracted this feature.
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1 Introduction
In the previous deliverables from workpackage 2 (WP2), we have described the models for annotating resources
with controlled and uncontrolled semantic metadata. The model that was defined in D2.1.2 [7] can store un-
controlled tags, which are simple textual strings or more complex controlled annotations that relate terms to
concepts in a semantic taxonomy describing their meaning. The next step from this model is to get users to use
it and populate its content. However, we face two main issues in doing this:
• creating semantic annotations is costly for the users and they do not yet see the benefits of it,
• in a shared annotation system, where users are free to provide the annotations they want, there is no
guarantee that the vocabulary they use will converge and allow semantic services.
A solution to the first issue is explored in other workpackages of the INSENTIVES project to find incentives
to motivate the user to provide more annotations. However, in this deliverable, we are interested in a different
approach that will require minimum involvement of the users. We are proposing to use automatic methods to
bootstrap the annotations of resources published by the users from their local computers. These techniques will
extract semantic annotations from different sources of information: a) the context where the resource sits on
the user’s computer, b) the content of the resource and c) the knowledge of the user and the community. The
related work is studied and we propose a novel solution in Section 3.
In Section 4, we propose a solution to tackle the second issue discussed above. We discuss the existing work
and propose automatic and semi-automatic solutions to transform uncontrolled annotations into annotations
linked to concepts in the controlled vocabulary.
In the next section, we start by analyzing the possible life cycle of annotations within the INSENTIVES
annotation platform to illustrate the need for the bootstrapping of annotations and where the consensus reaching
process will integrate in the annotation creation and maintenance cycle.
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2 Annotation life cycle
In this section we describe a life cycle of resource annotations that consists of seven phases. The complete life
cycle may include other phases, whereas in this section we describe only those which are further explored in
the INSEMTIVES project. The life cycle is depicted in Figure 2 and described in the following paragraphs:
Phase I: Publishing. In this first step a resource is published on a network (arrow 1 in Figure 2). Without loss
of generality we define publishing as a process by which the resource is made available in the network by
means of assigning it a URL and a dereferencing mechanism that allows to retrieve a representation of the
resource from the client machines on the network. This is a preliminary step that enables the annotation
of the resource on the network;
Phase II: Bootstrapping. Once a resource has been published, the information about the context in which
this resource resides in the user local repository is lost. However, this context information is a rich
and subjective source of implicitly assigned metadata, manually or semi-automatically defined by the
user that should not be lost. One typical example of a context is a (possibly) taxonomic organisation
of personal photos into a hierarchy of folders in which folder names refer to periods in time, names of
people, geographic places, and other content-related information. The goal of the second step of the
life cycle, bootstrapping, is to preserve this implicit information that is codified in the context and in
the content of the resource. Optimally, bootstrapping should take place right after publishing a resource
which is then enriched with automatically extracted metadata by the bootstrapping process. Related
approaches to bootstrapping and proposed solutions are discussed in Section 3 of this deliverable;
Phase III: Annotation. Published resources can be manually annotated by the users of the network. The
process of annotation is the process in which the user assigns one or more annotation elements such as
tags, attributes, or on of the other kinds defined in deliverable D2.1.2 [7]. As defined in [7], annotations
can belong to two categories:
uncontrolled annotations (arrow 3 in Figure 2) are annotations that are not linked to concepts of a
controlled vocabulary and only stored as free text strings with no formal semantics. The information
retrieval tasks on uncontrolled annotations are normally reduced to the problem of computing string
similarity between terms used in the query and those used in annotations. When using uncontrolled
annotations, the user is free to provide an arbitrary text input that, however, may need to conform
to application dependent rules (e.g., it must have no spaces);
controlled annotations (arrow 4 in Figure 2) are annotations that are linked to concepts of a controlled
vocabulary (see [7] for details). The information retrieval tasks on controlled annotations can take
advantage of the knowledge codified in the controlled vocabulary (e.g., expand query using syn-
onymous terms) and can involve reasoning (e.g., about generality/specificity relationship between
vocabulary concepts).
When using controlled annotations, the user uses terms and concepts from the vocabulary for the
specification of tags, attribute names, relations, and other kinds of annotations (see D2.1.2 [7]). In
principle, controlled annotations are key enablers of semantic services and, therefore, are the target
annotation kind of the INSEMTIVES project.
Phase IV: Ontology Maturing via Consensus Reaching. The phase of ontology maturing represents the pro-
cess by which uncontrolled annotations are evolved into controlled annotations following a consensus
reaching process which is detailed in Section 4 of this deliverable (arrow 7 in Figure 2). In other words,
ontology maturing is the process of enriching the controlled vocabulary with new terms and concepts that
have been used as uncontrolled annotations by the users on the network. Ontology maturing can follow
two main scenarios:
manual maturing (arrow 5 in Figure 2) is the scenario in which the user manually moves an uncon-
trolled annotation to the controlled vocabulary by specifying the necessary information about the
newly added term and concepts such as synonymous terms, more general or more specific concepts.
In this process, the user may receive suggestions coming from external knowledge bases such as
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DBPedia1 and the like (arrow 6 in Figure 2). Because it is performed by a human, the manual
maturing process is expected to be of a relatively high quality;
automatic maturing (arrow 10 in Figure 2) is the scenario in which the system automatically enriches
the controlled vocabulary thought the analysis of use of uncontrolled annotations by communities of
users on the network. This process is directly related to the problem of reaching consensus which
is detailed in Section 4 of this deliverable. Because it is performed automatically, the automatic
maturing process is expected to be of a lower quality than the manual maturing process.
Phase V: Annotation evolution. Because the controlled vocabulary evolves in time, annotations (both con-
trolled and uncontrolled) are subjects of evolution in time. Without loss of generality, we define the an-
notation evolution as a process in which links from controlled and uncontrolled annotations to resources
are recomputed as the structure of the vocabulary changes. This problem is described in deliverable
D2.2.2 [9] and herein we provide an example for the sake of clarity: consider a scenario in which a
resource Ri was annotated with an uncontrolled annotation “palm” (arrow 9 in Figure 2), which, in a
later moment in time, was added to the controlled vocabulary as a new term Tj and a new concept Ck
which means “palm tree” (arrow 10 in Figure 2). The problem now is to decide whether the uncontrolled
annotation of Ri should be re-mapped to the new concept Ck in the controlled vocabulary (arrow 11
in Figure 2) or if it should remain an uncontrolled annotation as it has a different (not yet formalised)
meaning than “palm tree”2.
Phase VI: Linking to external repositories. In this phase controlled annotations are mapped to entries in ex-
ternal repositories through the definition of links from the concepts of the controlled vocabulary (to
which controlled annotations are mapped) to external entries and the definition of the semantic relations
that hold between them (arrow 8 in Figure 2). These links can enable semantic services that cross the
boundary of the INSEMTIVES platform. For example, these links can be defined by the user as part of
the manual ontology maturing process (read above). The problem of linking to external repositories is
described in deliverable D2.2.2 [9];
Phase VII: Use. This phase includes the use of annotations for various purposes such as search and navigation
(arrow 12 in Figure 2). This is where the end user gets the return on investment in annotating resources
in the network.
1http://dbpedia.org
2it could refer to “palm computer” or “palm of the hand”.
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Figure 1: A life cycle of semantic annotations
3 Bootstrapping
3.1 Problem Statement
The INSEMTIVES project aim is to find solutions to increase the number of semantic annotations on resources
on the web, the personal computer or within intranets. Increasing the mass of available annotation and its
semantic complexity will allow for more accurate services (such as search for example). However, we believe
that the cold start issue is a fourth chicken-and-egg problem in the semantic web in addition to the three
technological ones identified in [21]: how to get the users to provide the semantic annotations when they
do not yet see the benefits?
In the INSEMTIVES project, the research is investigating two complementary approaches to motivate the
user to provide and use semantic annotations. The first approach aims at finding incentives to motivate the
user, the second approach which is discussed in this section is to find methods for automatically bootstrapping
annotations to show the users the benefits of having such annotations.
For instance, if we look at the Flickr3 photo sharing service. In October 2009, they have passed the bar
of the 4th billion photos hosted on this photo sharing website4 which was one of the pioneering website to
use a tagging system to let the users organise their documents. However, when studying a randomly selected
sample of photos5 from this website, we found that a majority (22.5%) do not use any annotation and if they
are annotated, only a small number of annotation is used (21% have between 1 and 3 tags, see Figure 2).
Flickr uses easy to input free text tags, which are uncontrolled annotations, but users already have issues
in providing enough of them to leverage services on their documents. However, many documents already have
a number of implicit semantic annotations that are often lost when uploaded into an annotation platform but
3http://www.flickr.com
4http://blog.flickr.net/en/2009/10/12/4000000000/
5114065 photos were studied
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Figure 2: Use of Tags in a sample of 114065 Flickr photos. Bars represent the portion of the sample that are
annotated with that number of tags (in percent of the sample size). A majority of photos have no tags (22.5%)
or very few tags (21% have between 1 and 3 tags).
could be extracted with minimum involvement of the users to bootstrap the annotations. For example, a photo,
before being uploaded on Flickr, is usually placed in the personal file system where the user will have created a
personal folder organisation to find that photo again. In addition, that photo embeds a large amount of semantic
information in its own metadata, through the EXIF and IPTC headers that keep information automatically
generated by the camera about how and where the photo was taken. However, all these raw information contains
noise and data that might not be suited to the web platform where it is uploaded – for example for accuracy
reasons, or for privacy reasons.
Our hypothesis is that, before uploading a document to the shared annotation platform, we can automatically
extract a number of raw information for that document that we can filter out to provide a bootstrapped annotation
for that file. We have identified three different sources of raw information:
1. The file content,
2. The file context (for example where it is placed on the user’s file system),
3. Similar files already annotated in the platform – i.e. user and community knowledge,
These three sources and how they can be combined to bootstrap a document’s annotations are discussed in more
details in the Section 3.3. In the next section, we present the related work that can be used to tackle the issue of
bootstrapping annotations in the semantic web.
3.2 Related Work
Sheth et al.[37] describe the concept of implicit semantics that are contained in documents, the authors explain
that in addition to the explicit semantic attached as controlled or uncontrolled annotations to a documents,
the content of the file can provide additional information about its meaning (implicit semantic) that could be
extracted and stored in explicit semantic controlled or uncontrolled annotations. However, the raw extracted
information, as we illustrate later on, is not yet structured in sets of uncontrolled terms or formal concepts
needed for the annotation within the annotation platform. The authors of [37] provide a review of possible
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solutions in the existing research for creating controlled and uncontrolled annotations to bootstrap the semantic
annotations of documents from the implicit semantics in its content.
A majority of the work present in the Information Extraction field of research focuses on the extraction
of annotations from the content of textual documents. For instance SemTag [14] is a tool that can be trained
to automatically annotate textual documents based on the annotations from a previously manually annotated
training set. This approach is very similar to the task of named entity recognition and extraction (NER) in the
Natural Language Processing field that is used by the KIM tool from OntoText [32]. While these tools try to
link the mentions of terms in text to known entities in a knowledge base, Rajman et al. [33] take a different
approach by trying to extract generic concepts representing the content of the document. Instead of extracting a
direct Named Entity mention, the authors propose an algorithm to find common words in the text and map them
to an ontology to then search for the most relevant subsuming concepts to represent these terms, thus extracting
generic topics describing the content.
All these techniques work on textual content but there has also been research in extracting features from
images, videos and other types of documents. [20] proposes a generic automatic annotation framework based
on extractors that are specialised for different content type and are then combined to bootstrap the documents
annotations.
These techniques are based purely on the content of files to automatically create new annotations. To the
best of our knowledge there is not much research that focuses on using the context in which the document sits
on the file system to find implicit semantics. Soules and Ganger [40] propose to use information from the file
system to connect related files and propagate existing semantic annotations. In addition to using document
similarity measures, they use the file system’s access patterns to compute the relationship between a set of
documents; they can send propagate existing annotation to related documents. In previous work developed by
the University of Trento [3, 48] we propose to parse short natural language labels of the nodes of classifications,
this could be used to extract the implicit semantics from a folder structure of a file system and use this to
annotate files under that structure with the explicit semantics extracted from that context. Davis et al. [13]
propose to use the live context where the document was created to create metadata describing this document.
They use features from the context of a photo taken with a cellphone – such as when it was taken and to
which cell tower the phone was connected – to infer metadata about the location where a photo was taken by
comparing these features to already seen photos.
In comparison, leveraging the community knowledge to automatically increase the annotations of a user’s
file is already a well studied field of research in the context of tagging systems on the world wide web. For
instance, Sood et al. [39] use similarity between textual documents (blog posts) to recommend tags for a new
document based on a corpus of existing annotated documents. In this publication, the comparison of textual
documents is based on a basic bag of words vector distance measure but it could be extended to more complex
similarity measures already developed in the Information Retrieval field. Crandall et al. [12] use a similar
technique to predict geographical annotation of images. They first characterise a set of geographic locations
with the features of images already annotated with this location. They can then predict the location of a new
image from the annotations (in this case tags) associated with the new image combined with image content
features (through SIFT feature extraction [27]).
These annotation recommendation techniques are described as content specific, but the actual recommen-
dation algorithm can be abstracted from the content feature extraction techniques to produce a generic rec-
ommendation platform. We discuss our approach to this generic annotation framework in the next section.
Content independent techniques are already discussed by [19, 26, 16] who use metadata from documents (e.g.
existing tags, descriptions, embedded metadata) in combination with the user’s personal tag lexicon and similar
documents tagged by the community to recommend a set of tags for the new document.
To the best of our knowledge, the existing work in automatically annotating documents from their content,
context and the community knowledge often limits itself to simple structural complexity for the annotations
(see deliverable D2.1.1 [8]), using tags as annotations or at best relations to entities annotated in part of the
text (for example [32]). In addition, with the exception of the NER techniques, all the research studied extracts
annotation without linking to a controlled vocabulary and just provide free text annotations with no explicit
formal semantics. Our aim is to extract more complex structures from all the sources available, including
attribute values and relations to entities and to be able to link the bootstrapped annotations to the controlled
vocabulary provided by the platform.
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Figure 3: Confluence of Implicit Semantic Sources.
3.3 Proposed Solutions: Implicit Semantic Confluence
The existing work on automatically annotating documents presented in the previous section mainly focuses on
extracting implicit semantic from the content of files or from the community knowledge. We believe that their
is a third source of implicit semantics: the context of the document. The context can take many forms, it can be
the local file system where the document is sitting (see [40] for an example of automatic annotation from the
file system context), the context in which the file has been created (e.g. when, where [13]) or any other sources
that is not directly related to the content of the document. We believe that the use of the context can provide
very good quality implicit semantics and that it should be used as much as possible in annotation bootstrapping,
in particular because such context is usually lost when uploading a document to a centralised platform while
the content and community knowledge are always available.
In addition, to the best of our knowledge, the existing research in bootstrapping annotation to solve the cold
start problem focuses only on one source of implicit knowledge and does not combine the different sources. We
would like to introduce and develop the concept of Implicit Semantics Sources Confluence that will combine all
the three sources of implicit semantics to extract and filter the most relevant explicit semantics. Our hypothesis
is that by combining the different sources, we can find an overlap as illustrated in Figure 3 within the implicit
semantics features coming from each source and extract more accurate explicit semantics to bootstrap the
annotations.
In this section we discuss the generic architecture used for the confluence and the proposed techniques that
can be used to implement such confluence engine. Figure 4 contains a high level view of the architecture that
we are proposing. This architecture is divided in different modules:
CONTEXT EXTRACTION MODULES The context extraction module contains a number of sub-modules that
are able to extract implicit semantics from the context and formalise them to a raw formal semantic that can
then be used in the convergence engine to create the bootstrapped annotation.
The context from which the implicit semantics can be extracted depends on the type of document processed
and the metadata it contains. For instance, an image file that has been created by a digital camera will embed
EXIF headers with information on how the photo was taken, when it was taken and where (if the camera is
combined with a GPS device). These metadata could be extracted to attributes for this file and relationship to
other entities. A text document will not contain such metadata, and thus different context extractor might be
needed to tailor the extraction process.
Example For document published to the platform from the user’s local file system, the folder structure in
which this file is stored locally provides a context from which we can extract implicit semantic information.
For example, if we have a photo stored in the folder “2009-01-12 Tom” of the folder structure illustrated in
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Figure 4: Framework for the extraction and confluence of implicit semantic sources.
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Figure 5: Example of a local file system classification
Figure 5, the context extractor could extract information about the date when the photo was taken, that it was
taken at the “Birthday” of “Tom” and that this “Birthday” is a “Party”. The information can be extracted using
the natural language parsing technique that we presented in [3, 48] which propose a natural language parsing
pipeline that is able to extract formal semantics from classifications. The algorithm can identify concepts
mentions in short labels and disambiguate them to the corresponding concepts and entities in the controlled
vocabulary.
CONTENT EXTRACTION MODULES Content extractors can extract a number of implicit semantic features
from the content of documents. As for the context extraction, multiple sub-modules can coexist to process
different type of contents or extraction techniques. The features extracted by the extraction module can already
be explicit formal semantic representation but could also be implicit features describing an important aspect
of the content. For instance, when processing textual content with a named entity extraction algorithm such
as the one provided by KIM [32], explicit relations between terms in the text and entities from the controlled
vocabulary can be extracted. However, when processing an image, the SIFT [27] invariant features extraction
algorithm can be used to extract important features from the content. In the SIFT example, each keypoint of
the image is described with a feature vector of 16 orientation histograms; how these features directly map to
formal semantics – i.e. annotations in uncontrolled terms or controlled concepts on the platform – might not
be known by the content extraction module. This issue may arise for any type of extraction module that is not
directly able to extract lexical features, however, such mapping might be inferred later on by the knowledge
confluence engines (see next sections) when comparing to other, already annotated, documents from the same
user or from the community containing similar features.
KNOWLEDGE CONFLUENCE As mentioned above, the features extracted from the content and the context
might not be already expressed in a formal representation corresponding to the uncontrolled terms or controlled
concepts available in the platform. This might be because the content/context extraction modules extracted raw
implicit features (such as the SIFT features discussed above) or because they extracted important lexical tokens
without being able to disambiguate them.
For instance, in the folder structure example discussed above, the extractor can find that the “Birthday
Party” if the one of “Tom”, however, to which entity this term refers to cannot be disambiguated directly from
the context. However, by matching this term, in combination with the birthday date, to the entities already used
in the user’s knowledge – i.e. all the uncontrolled or controlled annotations already used by the user in the
platform –, the knowledge confluence module can find who “Tom” is in the user’s context and can match it to
a concrete entity in the platform vocabulary.
If the features extracted are implicit, such as the one provided by a SIFT extractor, these features cannot
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Figure 6: Matching Document Implicit Features with Concept from the Controlled Vocabulary Characterised
by Attached Documents Common Features.
be semantically matched to annotation elements as defined in deliverable D2.1.1 [7] as we described in the
previous paragraph. However, these features can be compared to similar features of other documents already
annotated in the platform as illustrated in Figure 6. This can be compared to an automatic classification problem
where each possible annotation values (for example a concept from the controlled vocabulary for a controlled
tag annotation) represents a class and implicit features are used as classification features for the documents. A
supervised classification algorithm can be trained on the existing annotated document instances in the platform
and then used to classify new documents under the correct class/concept.
We could also see the problem as an automatic clustering problem where the number of classes are un-
known. In this case, the clustering of existing documents according to their features would identify clusters
of similar documents. Each cluster would then define a set of annotations common to all of these documents.
The bootstrapping of the annotations of a new document would then require to find the cluster in which this
document best fits according to its extracted features.
The community knowledge confluence module uses the same techniques as the user knowledge confluence
module, but instead of aligning the features extracted from the context and the content to the user’s own knowl-
edge, this convergence module tries to find novel annotations from the knowledge (the combination of all
controlled and uncontrolled annotations) used by other users of the platform. This process can find new anno-
tations by comparing the extracted features to the most common features of the documents already annotated
by the other users and how similar they are to the new document published by the user.
FILTERING ENGINE The different extraction and confluence modules provide a raw set of implicit annotation
features that are mapped to existing annotations in the controlled vocabulary, in the set of uncontrolled terms,
or represent new annotations introduced for this document. The role of the Filtering Engine is to select the most
relevant annotations for this document, by comparing the different sources of implicit semantics and choosing
the annotations that were extracted by most of the modules.
This can be done by ranking the raw annotations proposed by each modules according to the importance
of use by the user, but also how much it is present in the current document and how much it is used by the
community of users. In this way, the confluence modules avoid the introduction of too much noise in the
annotation and the explosion of the polysemy of the terms in the platform by choosing the annotations that
have already been validated as most important in the domain by the user and by the community.
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3.4 Beyond the State of the Art
In this section we have proposed solutions to automatically bootstrap the semantic annotations of resources
with new annotations that are linked to the controlled vocabulary of the platform. The introduced research
builds on existing separate techniques that need to be combined to attain quality results.
In particular, we propose to develop new algorithm to formalise the labels found in the context of resources,
based on work we have already started at the University of Trento [48, 3] but also to develop new algorithm,
based on machine learning techniques such as clustering and classification, to align the extracted implicit se-
mantics with the existing knowledge stored in the platform.
This is an important improvement on the current state-of-the-art as keeping the size of the set of uncon-
trolled terms and of the controlled vocabulary from exploding is important to avoid polysemy issues that could
lower the accuracy of semantic services.
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4 Consensus Reaching
4.1 Problem Statement
As from deliverable D2.1.2 [7], a controlled vocabulary is a key enabler of semantic annotations and services
within the INSEMTIVES platform. This vocabulary can be constructed by experts but, as it follows from the
requirements reported in [7], there must be the possibility for ordinary platform users to extend the vocabulary
with new terms and relations. However, because this enrichment process is largely distributed and involves
single individuals at a time, it is hard, if not impossible, to guarantee that all the users will extend the vocabulary
in a uniform and consistent way, avoiding duplicate and redundant vocabulary entries, incorrect information,
and other problems. Apart from this, many users will not be concerned about enriching and maintaining the
controlled vocabulary and will use uncontrolled annotations (see [7]), at least, until they see an added value for
doing it. However, in order to bridge the gap between uncontrolled and controlled annotations in the quality of
services (QoS) and to ensure a graceful improvement of the QoS as more annotations (of any kind) are added,
the system should support the (semi) automatic enrichment of the controlled vocabulary by computing its new
elements from existing uncontrolled annotations. The key challenge is to find effective and user-friendly means
to combine the two processes (i.e., user-driven and automatic vocabulary construction) such that the controlled
vocabulary is kept constantly evolving in an as consistent and error-free manner as possible. The ultimate goal
of this challenge is to ensure that the vocabulary is used by different users consistently, i.e., that different users
use the same vocabulary elements for the same purpose(s).
Consider Figure 4.1 in which we show the number of (re)use of tags in a sample of 481,743 different tags
used on 13,160,954 photos from Flickr. We can see that a majority of the tags (almost 62%) are used only once
on the whole set of 13 million photos. Theoretically, all these 481743 tags could all be semantically different,
and all the 13 million photos of a different subject, but the probability of this is very low. Relating these tags
through the synonymy and more/less general links and helping users reuse them in a consistent manner would
help avoid such problems as low correctness and completeness of search results brought by the synonymy,
polysemy, and semantic gap problems of natural language (see deliverable D2.1.1 [8] for details).
In order to further exemplify the problem statement, below we provide an incomplete list of scenarios which
illustrate the problem:
• with the growing popularity of the Google search engine, users started to use the uncontrolled annotation
“to google” interchangeably with the controlled annotation “to search”. However, because “to google”
is not part of the controlled vocabulary and, as the result, the fact that both terms can be treated as
synonyms is saved nowhere, search results for “to search” do not contain resources annotated with “to
google”, and vice versa. The system should provide a way to compute the synonymy link (e.g., thought
the co-occurrence analysis) and add the new term to the controlled vocabulary;
• when annotating resources that represent cars, user U1 normally used the uncontrolled term “car” and
user U2 normally used the uncontrolled term “automobile”. However, when user U2 searches for re-
sources annotated with “automobile”, she does not find those annotated with “car” even if those resources
are relevant to her query. With more users using these two terms interchangeably, the system can com-
pute the fact that these two terms mean the same thing, create a new linguistic concept in the controlled
vocabulary and attach these two terms to it. From now on, users annotating resources with the term “car”
(or “automobile”) can link their annotation to the newly created concept in order to help them (and other
users) find these resources when using the term “automobile” (or “car”) for searching;
• when annotating resources that represent material on the Java programming language, many users used
the uncontrolled term “Java”; when annotating photos of the Java island, many users used the same
uncontrolled term, “Java”. Because there is no syntactical difference between the two terms, searches
for “java” return both, resources related to the programming language and to the island. However, if
the system could compute the fact that the same term has different meanings, create entries for these
meanings in the controlled vocabulary, re-map the existing uncontrolled annotations to the created entries,
and let users use them for the annotation and search, then the above described problem would be solved
to a certain extent;
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Figure 7: The number of (re)use of tags in a sample of 481,743 different tags used on 13,160,954 photos from
Flickr.
• when describing the term “Java” (the island) many users linked it to a more general term “Island” while
some other users erroneously linked it to the term “Programming Language”. This incorrect link may
lead to erroneous query results and, therefore, should be detected and deleted by the system automatically
or with the help of system’s users (who can report an erroneous link);
• when describing the term “Java” (the island) many users linked it to a more general term “Island” while
some other users linked it to the term “Land” which is more general than the term “Island”. While not
being erroneous, this link is redundant and, therefore, complicates the understanding of the vocabulary
structure for the system’s users. The system should be able to detect and remove this link automatically
or with the help of system’s users (who can report a redundant link);
• as the controlled vocabulary changes with time, it may evolve into a state in which there are two or more
terms, manually added by the users or computed automatically by the system, which mean the same thing
and, therefore, are used in controlled annotations for the annotation of the same or similar resources.
In a sense, it is the same problem as the one related to uncontrolled annotations (recall the example
about terms “car” and “automobile”), but brought at the level of the controlled vocabulary. Therefore,
it leads to the same problem of incomplete results and needs to be (semi)automatically resolved by the
system. Differently from the example of uncontrolled annotations, the solution to this problem will
require merging of relations that are defined for the two controlled terms in the vocabulary.
4.2 Related Work
The first notion we need to clarify is: what do we mean when we talk about consensus?. The work presented in
[35] gives an overview of different perspectives about consensus for decision making. For the purposes of the
present document we consider the following definition to be the most suitable: “A decision-making process in
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which all parties involved explicitly agree to the final decision. Consensus decision making does not mean that
all parties are completely satisfied with the final outcome, but that the decision is acceptable to all because no
one feels that his or her vital interests or values are violated by it” [4]. In the context of our work the parties
are the annotators, the involvement refers to the process of annotating a resource, and the final decision is the
annotation itself.
Reaching a consensus on the use of semantics through the alignment and convergence of vocabularies
means that all the same applied annotations have the same meaning when applied to the same resource. For
example, if two or more people use the term “java” to annotate a given resource, then all of them have the same
personal understanding of what “java” means. The issue is how to extract these understandings (semantics) that
are encoded in the mind (personal knowledge) of each user, in such a way that the computer can later exploit
this knowledge; this is where semantic web comes into play [5].
There are several approaches for modelling the evolution of knowledge [6] [42] [17] [36]. In general, the
underlying assumption is that a group of people agree (there is a consensus) that there is a new term that has
to be added to a form of controlled vocabulary. Different approaches focus on different kinds of groups of
people, for example, in digital libraries [30] and thesaurus [29] the group is a small predefined set of experts; in
more recent proposals [17] [36] the group is larger, exploiting the collaboration of communities of users. The
work on emergent semantics [1] presents some principles and conditions under which a bottom-up approach of
vocabulary evolution could take place. The work does not present a model, but is serves as reference for when
to consider that emergent semantics could take place.
Braun et. al [6] proposed an “Ontology maturing” process based on a collaborative approach for evolving
an ontology. The work defines the maturing process in four steps:
1. Emergence of ideas: new terms are entered, typically using free-text tags or terms (uncontrolled annota-
tions).
2. Consolidation in communities: these new terms are reused by a community of users. This reuse suggests
that all the members share the same understanding (semantic) for the term.
3. Formalization: Once the system recognizes a new commonly used term it tries to extract a hierarchical
relation between the new term and the existing concepts in the ontology (controlled vocabulary).
4. Axiomatization: In this step the system should try to infer more domain specific semantics to extract
axioms to add them in the ontology, allowing reasoning on top of this new knowledge.
Similarly, [11] present an algorithmic approach to address the vocabulary problem (homonyms, synonyms, ...)
in collaborative environments. The author proposes three general steps to be followed: i. (common) vocabulary
identification, ii. linking similar vocabularies (via term frequency and clustering techniques) iii. traversing the
concept space (browsing the clusters using similar links). Although both works [6] [11] propose generic models
and then test their models in use cases, those models could be considered as general steps to be followed in
order to extract common vocabularies in collaborative settings. In the present document we consider steps 1, 2
and 3 from [6] presented above to be the general steps to be followed.
In [17] the authors propose a community-driven ontology evolution by allowing users to collaboratively
edit classes of an a-priori existing ontology via tagging like mechanisms. The work proposes a rating system
to evaluate consensus where the most generally accepted changes in the ontology will be rated top in the
ranking. While the authors claim that the editing activities are made simpler for the users via the tagging-like
mechanisms, it is still assumed that the users have at least some basic notions about ontologies. This assumption
presents a constraint on the number of users that will be able to contribute in such model. In [46] the authors
also propose a similar mechanism to exchange knowledge based on a voting-like mechanism to check whether
interacting agents share the same understanding of a given vocabulary.
In [42] the authors present a model for tagging resources where the resources could also be the tags, there-
fore allowing to tag the tags, in a form of meta-tagging approach. The model also considers a mechanism
of appreciation and depreciation of tags where users can rank (with + or -) other users’ tags. This annota-
tion model is very similar to our model described in [7] but the fundamental difference is that the work in [42]
assumes no previously shared controlled vocabulary, and that the ontology will basically emerge from the meta-
tagging process. This assumption poses an issue on bootstrapping and usability of the system, considering that
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an initial mass of content should be initially present in the system in order to make it useful from the beginning
(see Section 3).
In contrast to the previously cited work, where users manually evolve the ontology, there are several ap-
proaches [28] [23] that try to extract semantics from free-text tags (or folksonomies [45]) applied to resources.
In [28] Mika proposed a model to extract lightweight ontologies using an Actor-Concept-Instance model sim-
ilar to our defined model in D2.1.2[7]. In [23] the authors proposed an algorithm for extracting a navigable
hierarchical taxonomy of tags based on cosine similarity of vectors. For a more detailed list of automatic
extraction of hierarchical relations from free-text tags, please refer to [17].
Sen et al. [36] showed how using human computer interaction techniques and smart design of user interfaces
could help the process of convergence of vocabularies. The authors experimented with several configurations of
tagging systems, where users could see/not-see the tags applied to the same resource by other members of the
community. The results obtained showed that community tags influenced the tags applied by single users, and
that the number of tags applications also increased in the experiments where users could see community tags.
Considering factual versus personal tag applications, in the experiments where users could see community tags,
there were more factual tags. Another important finding of this work is the result of the survey; they found that
users did not apply tags in the experiments where they were not shown community tags ”because they could not
think of any tags”. This suggests that showing tags is one way for system designers to encourage more people
to use tags.
Pasant and Laublet [31] proposed a model called MOAT where the underlying controlled vocabulary is
aligned with external ontological resources following the Linked Data [47] principles. The idea is to link the
tags applied by the users to meanings given by external ontological resources. The model defines that only
after the user had saved the tags the system will look for the related meaning; making this procedure prone
to problems like variation in plurals, part of speech, and others [18]. Furthermore, the model requires another
interaction with the users for asking them to choose the correct meaning for the applied tag. This last step could
be avoided if the tagging model queries the server while the user types the tag, avoiding vocabulary problems
and saving one extra interaction with the user.
Samuels and Drake [34] present a study of convergence and divergence in biological communities and
state that the convergence or divergence of the community to a stable state normally depends on the level of
granularity with which the components are studied. In the scope of this document we could consider that the
elements are the vocabularies and the resources, and the relation existing between them are the annotations,
therefore, according to the level of specificity with which users annotate the content, we could achieve or not
convergence, i.e., it is very difficult to achieve convergence in the use of vocabulary if different users apply
different levels of specificity when tagging (consider a tag application of “dog” versus “poodle” for a picture).
They also state that the ”nature would be intolerably regular if all communities converged to a single solution
or attractor”; in the context of the present document it means that there will be cases in which the concept will
not converge (or it will be very hard to achieve convergence via automatic processes, and users will be needed
to aid the process). Even more, the existence of divergence for a single term applied to several resources, means
that this term has different meanings.
4.3 Proposed Solutions
The main goal of the proposed solution is to reach an agreement on the use of the vocabulary used in annotation
of resources. In order to help this process of agreement we propose to use an initial controlled vocabulary that
is shared by users during the annotation process. If users annotate resources using this controlled vocabulary,
the consensus on the semantics of the annotation is given by construction. The issue rises when new terms (not
present in the controlled vocabulary) are used to annotate resources, therefore, we need to define the process
by which users reach a consensus on the semantics of these new terms (uncontrolled annotations) when used to
annotate resources.
In order to aid the process of consensus on the use of semantics we need to focus on 2 parts of the life cycle
of the annotation (Section 2):
1. Inserting the annotation: when users type the values of the annotation, a process of suggestion or auto
completion of the value with existing terms in the vocabulary avoids the vocabulary problems presented
in [18].
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2. Ontology maturing via consensus. This can be done automatically, semi-automatically or manually by
users.
In the following subsections we will describe in more detail the abovementioned processes.
4.3.1 Inserting the annotation
The aim at this level is to lower the effort needed by users to provide annotations, as a form of incentive,
and also as a way of encouraging participation and foster consensus. We expect that users will provide more
annotations if the annotation process is made very simple for them. Furthermore, the less the user types, the
lower the probability for the user to make spelling mistakes [18] and the higher the likelihood the users will
annotate more [36]. Some methods for lowering the effort required to annotate resources are:
Auto-complete with suggestions When users type the values of the annotation, a process of suggestion or auto
completion of the value with existing terms in the vocabulary avoids the vocabulary problems presented
in [18], namely errors in typing, basic level variation, and even possibly homonyms. Homonyms can be
avoided by showing the different senses of the term with their respective meanings in some form, e.g.,
definition, glosses, or even by showing examples of resources annotated with the given sense (as done
in [36]). In the later case, given that a sense is described with the annotated resources, when hovering
over the resource, the system could show the other annotations of the particular resource. If the entered
text cannot be found in the existing controlled vocabularies, we could try to look for the semantics of
the entered text using external semantic knowledge bases such as Yago [41], sig.ma [24], DBPedia [2]
among others, saving provenance information from this sources as proposed by [31]. This link with
external resources will be further studied in [9]
Show community tags Showing the tags that have already been applied to the document, and letting users
reuse them fosters annotation and lowers the effort needed to annotate resources. One possible method
for showing community annotations is to use a variation of Tag clouds [25] that we will refer to as
”Semantic tag clouds”. The idea is to group tags not only considering the syntax (the actual text in the
tag) but the semantics, therefore, if an item is tagged with two synonymous terms, they will be shown
as only one item in the semantic tag cloud, being the size of the tag the sum of the usage of both terms
for the given resource. We also propose the use of different font variation (e.g. color) to identify the
annotations made by the user looking at the semantic tag cloud (provided that the user is authenticated)
and those applied by other users. Also, different font variations could be used to identify the tags that are
mapped to the controlled vocabulary (semantic tags or controlled annotations) and those whose meaning
is still not clear (because they are in the form of uncontrolled annotations, or because the user still did
not approve the suggested meaning for the tag, maybe automatically deduced, see next subsection 4.3.2).
The semantic tag clouds to be shown for each resource at annotation time could represent the currently
applied annotations by all users for the given resource, grouped by type of attributes (tags, relations and
others), i.e., different clouds for different attributes. Using semantic tag clouds users should have the
possibility to approve (apply the tag) or disapprove the annotations made by other users. If the current
user approves the annotation made by another user, then a new entry for that annotation is inserted in
the database for the current user. If the user disapproves the annotation (by clicking a minus (-) icon
or something similar next to the annotation), then the reliability of the selected annotation is decreased
(similarly to [46] and [17]); the size of the annotation is also affected, and eventually if the reliability
reaches 0 (zero) the tag will not be shown in the semantic tag cloud. The color of the rejected tag could
also be changed (or crossed out) for the current user to denote that the particular tag has already been
rejected.
Suggestion of annotations By analyzing the content and context of the resource being annotated the system
could automatically suggest relevant annotations for the resource, giving the user the possibility to ap-
prove or disapprove these annotations, fostering convergence of tags and vocabulary [10]. This process
is presented with the name of bootstrapping annotations in Section 3.
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Figure 8: A possible user interface for a semantic tag cloud for this document.
4.3.2 Extracting concepts from uncontrolled annotations
Given that we have tried to achieve the most uniform tag application by using suggestions, auto-completion and
possibly semantic tag clouds, but the user still applied terms that are not present in the controlled vocabulary,
now we need to extract the meaning of these uncontrolled annotations and add the extracted concepts to the
controlled vocabulary in the correct place.
The extraction of concepts from the annotations could be done in 3 different ways (not necessarily exclu-
sive):
Automatically Several algorithms [28] [23] [17] (see Section 4.2) have already been proposed for extracting
concepts and relations between the tags from free-text (uncontrolled) annotations over resources. If the
extracted concept has a certainty over a given threshold, then this new concept could be automatically
added to the controlled vocabulary.
Semi-automatically The results of automatic algorithms could be shown to the users that have applied the
particular uncontrolled annotation, showing them the extracted concept and the relation of this concept
with the existing controlled vocabulary, asking the user for this approval. Other mechanism for evaluating
the accuracy of the computed concepts is to study the reuse pattern of this new concepts, e.g., if many
users reuse this new concept, then it could mean that the concept is accurate, if not, it could be an
indication that the concept is not well structured, or maybe is just not very relevant to the community.
This issue will be further explored in deliverable 4.1.1 [43].
Manually If the user employs a free-text term to annotate a resource, the system could show in a particular
color the tags that have not been mapped to the controlled vocabulary, and for which there is still no
automatically extracted concept, indicating that the user could manually relate this particular term to the
existing concepts in the controlled vocabulary. This issue will be further explored in deliverable 4.1.1
[43].
Manually extending the vocabulary by relating the new term to the existing controlled vocabulary is a matter
of user interface design, but considering the collaborative nature of the present work, the user might not be fully
aware of the possible effect of his/her manual change on the controlled vocabulary over other annotations[15].
Deliverable 2.2.2 [9] explores this problem and proposes an approach to detect these effects. The models
presented in [42] and [17] (see Section 4.2) could be the base for the manual approach for extending the
controlled vocabulary. The manual evolution of the underlying controlled vocabulary will be further explored
in deliverable 4.1.1 [43] and 4.2.1 [44]. Each use case partner will have to develop its own methodology which
best suits their own needs.
There are several proposed models for automatic extraction of concepts and relations based on free-text
tags (uncontrolled annotations). The approaches presented in [17] and [28] (already mentioned in Section 4.2)
contain surveys on the subject. Normal approaches include co-occurrence analysis, clustering techniques and
others for extracting hierarchical taxonomies.
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In [22] the authors present a consensus model in multi-person decision making. A model to select from
different alternatives is presented, which helps people to decide from a set of ordered alternatives. This model
could be useful if the (semi) automatic process for extracting semantics from uncontrolled annotations produces
several alternatives, leaving the decision of the correct output (one or more) to the users. The model collects
all the individual preferences, compares them, and then checks whether a consensus has been reached; in the
positive case we could add the new concept to the controlled vocabulary, and in the negative case, another round
of collecting the preferences has to be done. The model also defines two measures, one for consensus measure,
which evaluates the level of agreement, and another for proximity measure, which evaluates the distance be-
tween an individual opinion from the consensus measure. The system could use this proximity measure to ask
their preference only to those users that disagree the most, showing the current state of agreement, asking them
if they would like to change their preferences, avoiding polling again all the users for their preferences.
4.4 Beyond the State of the Art
In this section we provided a review of related works showing that there is no single approach that includes all
the features needed for dealing with the defined problem, and that rather multiple mechanisms should be taken
into account in order to produce a solution that is easy to use and practically implementable
The novelty of our approach consists in recognizing that consensus reaching can be done also at annotation
time, reducing the need for the creation of new terms whenever possible, therefore reducing the necessary effort
to annotate resources. Semantic tag clouds is a new proposal that improves current tag clouds by considering
the semantics of each annotation allowing users to approve or reject the annotations directly on the cloud,
providing them information about which are semantically rich annotations and which are not. The consensus
on the use of semantics of the annotations is achieved putting together in a unified model research from several
areas such as ontology maturing, collaborative systems, natural language processing and consensus models for
decision making.
This recognition of the need of multiple approaches at multiple levels of the life cycle of the annotation is an
important improvement on the state of the art since current approaches seem not to consider all the dimensions
needed to foster interoperability, allowing users to collaboratively evolve formally defined annotations in order
to support semantics services.
Page 25 of (29) c©INSEMTIVES consortium 2009-2012
INSEMTIVES Deliverable D<2.2.1>
5 Conclusion
The semantic web is slowed down by the lack of existing semantic data online, which limits the availability
of semantic services to the end-users and thus does not motivate them to create new semantic content. This
is a chicken and egg issue also known as the cold start problem. A solution to this would be to bootstrap the
semantic annotation of resources online as soon as they are published.
In this deliverable, we first proposed a framework to help bootstrapping the annotation of local resources
before they are published by combining diverse sources of implicit semantic and existing user and community
knowledge. We propose to do this by combining existing information extraction techniques, machine learning
techniques and novel research in merging and filtering these diverse sources of semantics.
We also foresee the issue of vocabulary explosion in a collaborative system, in addition to the cold start
issue, once the users start annotating resources, if they all use a different uncontrolled vocabulary, the semantic
services will not be able to work effectively. This can be seen as a controlled vocabulary cold start issue, as the
users are not yet ready to use a semantically formalized set of concepts until this one include all the concepts
they need to use. We propose a set of techniques to automatically enrich an existing controlled vocabulary
from the set of uncontrolled annotations provided by the user. We also propose to solve part of this issue
semi-automatically by providing smart interfaces to the users that will push them to reuse existing concepts to
converge toward a common vocabulary.
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