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Abstract
Title: Automatic recognition of similar chess motifs
We present a novel method for retrieval of chess positions similar to a
given query position from a collection of archived chess games. Our ap-
proach considers not only the static similarity due to the arrangement of the
chess pieces, but also the dynamic similarity based on the recognition of chess
motifs and dynamic, tactical aspects of position similarity. We use informa-
tion retrieval techniques to enable efficient approximate searches by encoding
chess tactical problems as text documents. In addition, we designed and im-
plemented a procedure for automatic generation of tactical puzzles from a
collection of chess games.
We have shown experimentally how important the inclusion of both static
and dynamic features is for successful detection of similar chess motifs. In an-
other experiment, the program was able to quickly traverse a large database
of positions to identify similar tactical problems. A chess expert found the
resulting program useful for automatically generating instructive examples
for chess training.
Keywords
problem solving, chess, chess motifs, automatic similarity recognition, infor-
mation retrieval, query by example

Povzetek
Naslov: Avtomatsko prepoznavanje sorodnih šahovskih motivov
Predstavimo novo metodo za iskanje šahovskih pozicij, podobnih določeni
poizvedbi v zbirki šahovskih partij. Naš pristop poleg statične podobnosti za-
radi podobne postavitve figur upošteva tudi dinamično podobnost na podlagi
prepoznavanja šahovskih motivov in dinamičnih, taktičnih vidikov podobno-
sti pozicij. Uporaba metod informacijskega poizvedovanja z zapisovanjem
šahovskih taktičnih problemov v tekstovni obliki nam omogoči učinkovito
poizvedovanje po obstoječi bazi pozicij. Predstavimo tudi postopek za avto-
matsko generiranje taktičnih problemov iz zbirke šahovskih partij.
S prvim eksperimentom smo pokazali pomembnost upoštevanja tako sta-
tičnih kot dinamičnih lastnosti pozicije za uspešno prepoznavanje podobnih
šahovskih motivov. Z drugim eksperimentom smo pokazali učinkovitost pro-
grama za poizvedovanje po večji bazi pozicij. Šahovski ekspert je program
prepoznal kot uporaben za avtomatsko generiranje poučnih primerov za ša-
hovski trening.
Ključne besede
reševanje problemov, šah, šahovski motivi, avtomatsko prepoznavanje podob-




V šahu in podobnih domenah je analiza odigranih partij pomembna za igralce,
ki hočejo izboljšati svojo igro. S prepoznavanjem svojih napak lahko igralci
delajo na tem, da izboljšajo določen aspekt svoje igre s tem, da vadijo na
podobnih problemih. Iskanje podobnih problemov za trening vključuje pre-
poznavanje tako statičnih vzorcev (iskanje podobnih pozicij) in dinamičnih
vzorcev (iskanje podobnih zaporedij potez, ki vodijo do rešitve). Tem sta-
tičnim in dinamičnim vzorcem pravimo šahovski motivi. Šahovski učitelji
pogosto iščejo primere, ki vsebujejo relevantne šahovske motive, da bi učen-
cem priskrbeli koristen učni material. Težava nastane v tem, da bi morali
učitelji za pridobivanje učnega materiala, ki bi učencem predstavil podobne
šahovske motive in rešitve, ki so jih ti spregledali, pregledati na tisoče partij,
kar je enostavno preveč zamudno. Težava pa je v tem, da je ročno pregledova-
nje partij preveč zamudno, da bi lahko pregledali na tisoče partij z namenom
iskanja učnih primerov s šahovskimi motivi in rešitvami podobnimi tistim,
ki so jih v svojih partijah spregledali učenci. Cilj našega dela je razvoj me-
tode, s katero lahko za podano pozicijo avtomatsko poiščemo primere pozicij
s podobnimi šahovskimi motivi iz baze šahovskih partij.
I.I Sorodna dela
Zaradi ogromnega števila možnih postavitev figur v igri šaha sistemi, ki teme-
ljijo na pristopu poizvedb s primerom (angl. query-by-example) [1] in iščejo
i
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samo pojavitve identičnih pozicij, niso najbolj učinkoviti. Iskanje podobnih
pozicij omogoča sistem Chess Query Language (CQL) [2], a mora uporab-
nik za to definirati kompleksne poizvedbe v jeziku, specifičnem za ta sistem.
Poleg tega program sekvenčno primerja vsako pozicijo s poizvedbenim vzor-
cem, zaradi česar ni efektiven na uporabo na večjih bazah partij. Problem
učinkovitosti poizvedovanja na večjih bazah rešuje pristop z uporabo metod
pridobivanja informacij (angl. information retrieval) [3]. Namesto ročnega
grajenja poizvedbe uporabnik preprosto poda pozicijo v zapisu FEN in pro-
gram avtomatsko generira tekstovno poizvedbo, ki opisuje pozicijo na šahov-
nici. Za izboljšanje rezultatov je bila implementirana tudi nadgradnja tega
pristopa z detekcijo kmečkih struktur [4]. Uporaba domenskega znanja za
zapis dodatnih informacij o poziciji se je izkazala za koristno, a še zmeraj
se ob iskanju primerjajo le statične lastnosti pozicij. Vsi dosedanji pristopi
imajo skupno pomanjkljivost: ob primerjavi pozicij ne upoštevajo dinamič-
nih faktorjev pozicije, ki so za iskanje podobnih motivov pogosto precej bolj
pomembni za pridobitev relevantnih rezultatov.
I.II Statična in dinamična podobnost
Da prikažemo razliko med statično in dinamično podobnostjo na primeru,
primerjajmo pozicijo na sliki 1a s pozicijama na slikah 1b in 1c. Pozicija
na sliki 1b je statično zelo podobna poziciji na sliki 1a, kajti edina razlika v
postavitvi figur je, da sta bili odstranjeni bela trdnjava na polju h4 in črna
trdnjava na polju e8.
Za razliko pozicija na sliki 1c vsaj na prvi pogled izgleda precej drugačna,
a če primerjamo zaporedja potez, ki vodijo do rešitve taktičnih problemov,
opazimo močno dinamično podobnost. Rešitev za pozicijo na sliki 1a je 1.
Rh8+ Kxh8 2. Qh6+ Kg8 3. Qxg7#. Rešitev za pozicijo na sliki 1c vsebuje
enak taktični motiv: beli žrtvuje trdnjavo na h8 in črni jo je primoran vzeti
s kraljem. To belemu omogoči, da črnega kralja ujame v šah z damo na h6
(črni je ne more vzeti s kmetom zaradi lovca na diagonali a1-h8) in mu da
šah-mat v naslednji potezi.
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Slika 1: Statična in dinamična podobnost.
Za namen poučevanja šaha nas zanima predvsem prepoznavanje dina-
mične podobnosti oz. iskanje pozicij s podobnim motivom v rešitvi problema,
še zmeraj pa nas zanima tudi statična podobnost oz. iskanje problemov s po-
dobno začetno pozicijo.
II Metode
Tudi v našem pristopu za ugotavljanje podobnosti med taktičnimi problemi
uporabljamo metode iz področja pridobivanja informacij, a za razliko od
predhodnega dela v zapise vključimo tako statične kot dinamične značilnosti
problema. Iz vsake začetne pozicije in zaporedja potez, ki predstavljajo reši-
tev problema izračunamo komplet značilk, ki jih nato pretvorimo v tekstovne
izraze. Ti zapisi se kot dokumenti zapišejo v indeks za tekstovno iskanje. Ko
je indeks ustvarjen, lahko po njem poizvedujemo z zapisom nove pozicije in
tako pridobimo seznam najbolj podobnih pozicij v indeksu.
II.I Tekstovni zapis pozicij
Zapis vsakega taktičnega problema je sestavljen iz dveh glavnih delov: zapis
statičnih značilnosti in zapis dinamičnih značilnosti.
Statične značilnosti se nanašajo na začetno pozicijo problema. V tem
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delu zapišemo trenutno postavitev vsake figure na šahovnici, pozicije, ki jih
vsaka figura lahko doseže v eni potezi in povezave (napade in branjenja) med
figurami. Poleg tega vključimo še zapis kmečkih struktur, kot npr. osamljeni
kmet, prosti kmet, kmečka veriga.
V dinamičnem delu zapisa se osredotočimo na lastnosti rešitve problema
in skušamo z njimi zajeti šahovski motiv v določenem problemu. Najprej
zapišemo nekaj bolj splošnih značilnosti, in sicer ali v rešitvi:
• igralec vzame figuro v vsaj eni od potez,
• nasprotnik vzame figuro v vsaj eni od potez,
• igralec nasprotnika vsaj enkrat postavi v šah,
• pride do mata/remija,
• pride do promocije kmeta,
• igralec žrtvuje vsaj eno od svojih figur.
Nato še bolj podrobno opišemo zaporedje potez v rešitvi, in sicer:
• figure, ki so v rešitvi premaknjene,
• figure, ki so v rešitvi vzete,
• napade med figurami, do katerih pride zaradi potez v rešitvi,
• figure, ki so v rešitvi žrtvovane,
• (če se rešitev konča z matom) figure, ki sodelujejo v matu.
II.II Implementacija
Za implementacijo sistema za indeksiranje in iskanje uporabljamo odprtoko-
dno knjižnico Apache Lucene [5]. Program za indeksiranje sprejme PGN ali
CSV datoteko z zapisanimi taktičnimi problemi (pozicije in rešitve). Vsako
taktiko pretvori v tekstovni zapis in ustvari Lucene dokument (podatkovna
v
struktura), ki vsebuje začetno pozicijo, rešitev, tekstovni zapis in dodatne
informacije o poziciji.
Za iskanje podobnih uteži je postopek podoben. Program sprejme pozicijo
in njeno rešitev ter ustvari tekstovni zapis. S tem zapisom naredi poizvedbo
po indeksu in vrne seznam najbolj podobnih pozicij. Za rangiranje rezultatov
program uporablja funkcijo BM25 [6].
II.III Grajenje baze taktičnih problemov
Za sistem, ki bi znal predlagati relevantne taktične probleme za poljubno po-
zicijo, je imeti dovolj veliko bazo obstoječih problemov ravno tako pomembno
kot sam algoritem za iskanje. Predstavimo metodo, ki s pomočjo šahovskega
motorja (angl. chess engine) v bazi partij najprej poišče potencialno zanimive
pozicije in nato izračuna njihove rešitve. Za izboljšanje kvalitete problemov
postavimo še dodatne pogoje, ki jim morata pozicija in rešitev ustrezati, da
problem zapišemo v bazo. Metodo uporabimo na prosto dostopni bazi partij
odigranih na spletnem portalu lichess.org [7]. Iz nekaj več kot milijona partij
generiramo bazo 46,370 taktičnih problemov.
III Rezultati
Za testiranje učinkovitosti naše metode smo izvedli dva eksperimenta. V pr-
vem eksperimentu smo preverili, če naša metoda uspe prepoznati podobnost
med pari problemov, ki so jih kot podobne označili šahovski eksperti. V
drugem eksperimentu smo preverili učinkovitost iskanja podobnih pozicij na
bazi taktičnih primerov generiranih iz Lichess partij.
III.I Zaznavanje podobnosti
Za testiranje zaznavanja podobnosti smo zbrali bazo taktičnih problemov iz
šahovskega treninga Chess Tactics Art (CT-ART 6.0) [8]. V tej zbirki je
večina učnih primerov podana v parih, kjer je prvi primer taktični problem
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iz realne igre, drugi primer pa poenostavljena različica prvega, kjer so vse
figure postavljene na manjšem 5×5 območju šahovnice. To nam je omogočilo,
da smo zbrali 400 parov primerov, ki so jih kot podobne določili šahovski
eksperti.
Iz vsakega para smo vzeli poenostavljen primer in iz njih zgradili in-
deks. Nato smo izvedli poizvedbo z vsakim od primerov iz realnih iger in
beležili, kako pogosto je pripadajoči par prvi oziroma med prvimi N rezul-
tati poizvedbe po točkovanju. Eksperiment smo ponovili večkrat z različnimi
podmnožicami značilnosti v zapisih pozicij. Uporaba samo statičnih ali samo
dinamičnih lastnosti ni prinesla optimalnih rezultatov. Občutno boljši so bili
rezultati, kjer smo uporabili kombinacijo vseh statičnih in dinamičnih lastno-
sti v zapisu. To kaže na to, da vsak del zapisa pokrije drug vidik taktike,
oba vidika pa sta pomembna pri prepoznavanju podobnosti.
III.II Iskanje podobnih pozicij
V drugem eksperimentu smo zbrali 10 tematsko različnih taktičnih problemov
in za vsakega od njih pridobili 5 najbolj podobnih pozicij iz baze taktik
zgrajenih iz Lichess partij. Pozicije uporabljene za poizvedbe in rezultate
smo dali v pregled šahovskemu ekspertu, ki je prepoznal podobnost med
poizvedbo in rezultatom v 48 od 50 primerov. Izmerili smo tudi časovno
učinkovitost programa: za grajenje indeksa je program porabil 2 minuti, za
vseh 10 poizvedb skupaj pa 4 sekunde.
IV Sklep
V našem delu predstavimo metodo za iskanje podobnih šahovskih pozicij, ki
poleg statične podobnosti zaradi postavitve figur na šahovnici upošteva tudi
dinamično podobnost na podlagi zaznavanja šahovskih motivov in dinamič-
nih, taktičnih lastnosti pozicije.
Učinkovitost metode smo testirali v dveh eksperimentih. S prvim eksperi-
mentom smo pokazali pomembnost kombiniranja tako statičnih kot dinamič-
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nih značilnosti pozicije za uspešno zaznavanje šahovskih motivov. V drugem
eksperimentu smo pokazali učinkovitost našega programa na večji bazi po-
zicij. Šahovski ekspert je prepoznal podobnost med poizvedbo in najdenimi
podobnimi primeri v veliki večini primerov in pohvalil zmožnost programa, da
najde dinamično podobnost tudi med pozicijami, kjer se začetne postavitve
figur precej razlikujejo. Predstavili smo tudi metodo za avtomatsko gene-
riranje taktičnih problemov iz obstoječe baze partij s pomočjo šahovskega
motorja.
Implementiran program je lahko uporaben za avtomatsko generiranje po-
učnih primerov za učenje šaha. Možnost za nadaljnje delo je popolna av-
tomatizacija generiranja šahovskih treningov. Sistem za iskanje podobnih
pozicij bi lahko uporabili kot osnovo za program, kamor bi uporabnik samo
vnesel arhiv svojih iger, program pa bi jih avtomatsko analiziral, prepoznal




A significant part of acquiring human skills is to identify our weaknesses and
take measures to remedy them. In problem-solving domains such as chess, the
analysis of past games is important for players trying to improve their game.
Identifying their mistakes enables chess players to work on improving some
aspects of their game. This is often done by training on similar problems.
Finding relevant similar problems involves recognising both static patterns,
i.e. finding similar chess positions, and dynamic patterns, i.e. finding similar
move sequences that solve a problem. These static and dynamic patterns
are often referred to as chess motifs. Learning and recognising chess motifs
during the game is one of the main prerequisites for becoming a competent
chess player [9].
Chess instructors often look for examples containing relevant chess mo-
tifs from real games to provide their students with useful teaching material.
However, it is impossible for a human being to go through thousands or even
millions of games and find problem positions with similar chess motifs and
similar solutions to those overlooked by the students in their games. Finding
contextually similar chess positions could also be used for annotating chess
games [10] and in intelligent chess tutoring systems [11].
The goal of our research is to develop a method to automatically retrieve
chess positions with similar chess motifs for a given query position from a
1
2 CHAPTER 1. INTRODUCTION
large collection of archived chess games. The method has to be both efficient
in terms of speed and effective in terms of quality/similarity of retrieved
results.
Parts of this work have been published in our paper Towards automatic
recognition of similar chess motifs [12].
1.1 Related work
Given the large number of possible board positions in a chess game, a query-
by-example [1] system searching only for exact matches would not be effec-
tive. To alleviate the problem, the Chess Query Language system (CQL) [2]
allows searching for approximate matches of positions, however it requires the
user to define complex queries in the system-specific language. The search
results can be sorted by any user-defined feature. In addition, CQL oper-
ates directly on PGN game archive files and checks each game sequentially,
making it inefficient for querying larger databases.
To overcome these problems, an approach based on information retrieval
for obtaining similar chess positions [3] has been proposed, constructing a tex-
tual representation for each board position and using information retrieval
(IR) methods to calculate the similarity between these documents. Instead
of constructing a query manually, the user only provides a FEN of a position,
and a query encoding the features of the position is automatically generated
internally. At first, a naive encoding was used, which contains only the posi-
tions of the individual pieces. The results have been improved by including
additional information about the mobility of the individual pieces and the
structural relationships between the pieces.
Further work has been carried out to improve the quality of retrieval by
implementing automatic recognition of pawn structures [4]. The additional
information provided by the application of domain knowledge has proven to
be useful, however the positions are still only evaluated statically.
All existing approaches have a common shortcoming: they only allow the
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search for statically similar positions, while ignoring the dynamic factors,
which are often far more important to obtain relevant search results.
1.2 Static and dynamic similarity
To illustrate the difference between static and dynamic similarity using an
example, we compare the position in Figure 1.1a with the positions in Fig-
ure 1.1b and Figure 1.1c. The position in Figure 1.1b is highly statically
similar to the position in Figure 1.1a as only the white rook on h4 and the
black rook on e8 have been removed. On the other hand, the position in
Figure 1.1c seems to be quite different.
However, if we compare the move sequences that represent solutions to
these two tactical problems, we notice a great dynamic similarity. The so-
lution in Figure 1.1a is 1. Rh8+ Kxh8 2. Qh6+ Kg8 3. Qxg7#. The
solution in Figure 1.1c contains the same tactical motif as the solution men-
tioned above: the white rook is sacrificed on h8 and the black king must
capture it, allowing the white queen to appear with check on h6 (note that
it cannot be captured due to the activity of the white bishop along the long
diagonal) and deliver checkmate on the next move. Note that such a motif
is not possible in the position shown in Figure 1.1b.
For chess tutoring purposes, we are particularly interested in recognising
the dynamic similarity, i.e. finding positions with a similar motif or motifs in
the solution of the problem. However, we also want to take into account the
static similarity, i.e. finding problems with a similar starting position.
1.3 Game and position recording
In this section we describe the most common formats for chess game and posi-
tion recording: Portable Game Notation (PGN), Forsyth-Edwards Notation
(FEN) and Standard algebraic notation (SAN) [13, 14].
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Figure 1.1: Static and dynamic similarity.
1.3.1 Portable Game Notation (PGN)
Portable Game Notation (PGN) [13] is a format for recording chess games
designed to be easily readable and writable by both humans and computers.
Figure 1.2 shows an example of a PGN record.
A game record starts with a set of tags containing general information
about the game. There are seven standard tags:
• Event, Site, Date, Round : Information about the name and location of
the event, starting date of the game and round within the event.
• White, Black : names of the players.
• Result : the result of the game, written as {white score}-{black score}
or * for an ongoing game.
The standard allows other tags. Some of the more common ones are:
• WhiteElo, BlackElo: ratings of the players
• ECO, Opening, Variation: the opening that was played.
• FEN : the initial position of the chessboard. Must be used with the
SetUp tag with its value set to 1.
1.3. GAME AND POSITION RECORDING 5
The tags are followed by the movetext, containing the moves that were
played. The movetext contains move number indicators followed by moves
written in Standard Algebraic Notation (SAN). Comments are also sup-
ported, written either after a “;” at the end of a line or between curly brackets
(“{}”). If the result is available, it is repeated at the end of the movetext.
1.3.2 Forsyth-Edwards Notation (FEN)
Forsyth-Edwards Notation (FEN) [13] is a format used to record a single
position in a game of chess, and contains all the information necessary to
continue a game from a given position. It contains six fields separated by a
space character:
1. the placement of the pieces on the board,
2. the side that moves next,
3. the castling availability for both sides,
4. en passant target square (recorded if the previous move was a two-
square pawn move),
5. halfmove clock (the number of moves since the last capture or pawn
advance),
6. the fullmove number.
An example of a position and its FEN is shown in Figure 1.3.
1.3.3 Standard algebraic notation (SAN)
Standard algebraic notation (SAN) [14] is the most common method of
recording moves in chess, using a symbol to identify each piece type and
a pair of coordinates for each square.
6 CHAPTER 1. INTRODUCTION
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1. e4 c5 2. Nf3 e6 3. c4 Nc6 4. d4 cxd4 5. Nxd4 Bc5 6. Nc2
Nf6 7. Nc3 O-O 8. Be3 b6 9. Be2 Bb7 10. O-O Qe7 11. Qd2 Rfd8
12. Rfd1 Ne5 13. Bxc5 bxc5 14. f4 Ng6 15. Qe3 d6 16. Rd2 a6
17. Rad1 Qc7 18. b3 h6 19. g3 Rd7 20. Bf3 Re8 21. Qf2 Ne7 22.
h3 Red8 23. Bg2 Nc6 24. g4 Qa5 25. Na4 Qc7 26. e5 dxe5 27.
Nxc5 Rxd2 28. Rxd2 Rxd2 29. Qxd2 Ba8 30. fxe5 Qxe5 31. Nd7
Qb2 32. Qd6 Nxd7 33. Qxd7 Qxc2 34. Qe8+ Kh7 35. Qxa8 Qd1+ 36.
Kh2 Qd6+ 37. Kh1 Nd4 38. Qe4+ f5 39. gxf5 exf5 40. Qe3 Ne6
41. b4 Ng5 42. c5 Qf6 43. c6 Ne6 44. a4 Nc7 45. Qf4 Ne6 46.
Qd6 Qa1+ 47. Kh2 Nd4 48. c7 Qc3 49. Qc5 Qe3 50. c8=Q f4 51.
Qg4 1-0
Figure 1.2: A PGN record of a game played at the World Chess Champi-
onship 2018, downloaded from the FIDE website.
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r7/1 Nq1kpp1/p1n1p1p1 /7r/Pp2Q1P1 /5N2/1 PP2P1P/R3R1K1 b - - 0 21
Figure 1.3: Example of a position and its FEN encoding.
Vertical columns, called files, have labels a to h, and horizontal rows or
ranks are numbered from 1 to 8. Each square is uniquely identified using the
label of its file followed by the label of its rank.
Pieces are identified by uppercase letters: K for king, Q for queen, R
for rook, B for bishop and N for knight. No symbol is used for pawns. In
chess literature, the letters are often replaced by symbols (K for king, Q for
queen, R for rook, B for bishop and N for knight).
Moves are written as a combination of the symbol of the moved piece
followed by the coordinate of the destination square, e.g. Bf4 means “bishop
moves to f4”. Pawn moves are written without a symbol.
If the moved piece makes a capture, an x is inserted between the piece
type and the coordinate, e.g. Nxe4. In the case of promotions, the symbol of
the piece the pawn is promoted to is added at the end. Kingside castling is
indicated by 0-0, and 0-0-0 is used for queenside castling.
When this form of notation would be ambiguous because multiple iden-
tical pieces can move to the same square, either the file, rank, or the full
coordinate of the starting position of the moved piece are added after its
symbol. For example, the first four moves of the game in Figure 1.2 written
in longer form would be 1. e2-e4 c7-c5 2. Ng1-f3 e7-e6.
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Long algebraic notation
Long algebraic notation is less common variant of the notation, in which
both the start and end squares of a move are always included. This provides
additional clarity at the cost of being less concise than the standard form. An
advantage of the longer notation for use in computer programs is that every
move can be parsed unambiguously even without implementing the rules of
chess, allowing optimization of the parsing process. The UCI protocol for
communication of programs with chess engines uses a variant of the long
algebraic notation without piece names, e.g. e2e4 c7c5 g1f3 e7e6.
1.4 Chess tactics
In chess, the term tactic is used to describe a sequence of moves that takes
advantage of a certain position on the board and allows the player to gain
material, a positional advantage, or even leads to a forced checkmate se-
quence. A common pattern in tactics is the player creating multiple threats
in such a way that the opponent cannot respond to all of them.
Material advantage in chess is estimated by using relative values of pieces.
Each piece type is assigned a point value based on its strength compared to
other pieces. The most common assignment of point values is 1 for a pawn,
3 for a knight or a bishop, 5 for a rook and 9 for a queen. This system is
only a rough estimate of a position, since a piece can be much more or less
valuable depending on its position and, to a lesser extent, the phase of the
game.
A large number of games are decided by tactics, since a single mistake,
which gives the opponent an opportunity for a tactic, can change the outcome
of a game. For this reason, it is important to learn to recognise tactical
opportunities in games, both to take advantage of them when they arise,
and to prevent the opponent from getting into a position where a tactic is
possible.
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Figure 1.4: Double attack with a knight. With 1... Nd2+, the black knight
attacks the king and the queen at the same time. White has to move the
king out of check and Black can capture the queen.
1.4.1 Tactical motifs
In order to help the players to recognise such positions, many commonly
appearing patterns or tactical motifs have been defined in chess literature [15,
16]. In this section we show some of the more common motifs.
Double attack
A double attack is one of the most common tactical motifs in chess. It occurs
when a player attacks two or more of the opponent’s pieces simultaneously
so that the opponent cannot respond to all of the threats. An example of a
double attack with a knight is shown in Figure 1.4.
Discovered attack
A discovered attack occurs when a move opens up another piece’s line of
attack. The moved piece creates another threat, which in turn leads to
several simultaneous threats. An example is shown in Figure 1.5.
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Figure 1.5: An example of a discovered attack. By playing 1. Bh7+, White
opens up the queen’s attack on the rook on a2. After Black responds to the
check, White can capture the rook.
Deflection
Deflection is a tactical motif where the opponent is forced to move a piece that
is defending another piece or an important square, leaving it unprotected.
Figure 1.6 shows an example.
1.4.2 Automatic recognition of tactical motifs
Having definitions on what are the conditions for a tactic to be classified as a
certain motif, it would seem possible to simply define a set of rules for auto-
matic classification. In most cases, however, the tactical opportunities that
arise in real games are not as clear as the examples shown in Section 1.4.1.
In the actual position, we might have a combination of multiple motifs
and a varying number of moves between the beginning of the sequence and
the point where an advantage is gained. In many cases, the actual tactical
motif might not even appear in the game because the mere threat of such a
motif is enough to force the opponent into an unfavourable position.
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Figure 1.6: An example of a deflection. After 1. Bh7+, the black king is
forced to move away from the rook on f8, allowing it to be captured.
This makes it difficult to define specific patterns of moves or move types
that would directly classify tactical problems. For this reason, our approach
focuses instead on the extraction of features that would help us estimate the
similarity between different positions. These features do not necessarily cor-
respond to specific chess motifs. Rather, they are smaller components, whose
combinations make up certain motifs. While our approach could in princi-
ple also benefit from the recognition of chess motifs using patterns, breaking
the tactic down into smaller components improves detection of approximate
matches between tactics.
1.5 Computer analysis of chess positions
For computer analysis of positions in chess games, programs called chess
engines are used. Chess engines evaluate a given position with the goal of
determining the strongest move or moves to play. The currently strongest
engines use either a variation of the Alpha-beta search algorithm (Stock-
fish [17]) or deep learning with Monte-Carlo tree search (AlphaZero [18],
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Leela Chess Zero [19])1.
Engines typically only provide a command-line interface and are meant
to be used with an external program or graphical interface. Some examples
of such external programs are Scid2 (open-source) and Chessbase3 (commer-
cial). To simplify communication between chess engines and external tools,
communication protocols such as Universal Chess Interface (UCI) [20] have
been developed. The UCI protocol specifies a set of commands and the for-
mat of responses to the GUI or other external tool that an UCI-compatible
engine should support.
The engine outputs a numerical evaluation of the position, estimating the
chances of winning for each side. A value of 0 means an equal position, a
positive value means an advantage for white, and a negative value means
an advantage for black. The advantage is typically measured in centipawns
(hundredths of a pawn). For example, a score of +200 means the engine has
evaluated that the white player has approximately two pawns of advantage
in the position being analysed. Despite the unit of measurement, this value
is not strictly about material advantage, but also takes into account other
positional factors.
Along with the position evaluation, the engine also returns a principal
variation (PV), a sequence of moves, which are considered by the engine as
optimal play from the current position. An engine can also support search for
multiple PVs, in which case move sequences and evaluations are calculated
for multiple root moves. This feature is useful for analysis where we want to
compare multiple candidate moves in a certain position.
An important piece of information that needs to be considered when
looking at position evaluations is the depth to which search was performed.
Evaluations obtained by searching to different depths are not directly com-
1With version 12, released September 2, 2020, Stockfish developers also introduced
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Figure 1.7: User interface of Scid.
parable, since the evaluations of won positions tend to increase with search
depth, while evaluations of lost positions tend to decrease [21].
Figure 1.7 shows the user interface of Scid performing position analysis
using the Stockfish engine. On each increase of the search depth reached or
change in the PV, the engine outputs a new line of information containing
the search depth reached, position evaluation, the current PV and the total
time used for search so far.
In our work we use the open-source engine Stockfish 114 (3485 Elo on the
CCRL 40/15 rating list5) with the search depth fixed to 20.
4https://stockfishchess.org
5Computer Chess Rating Lists. https://ccrl.chessdom.com/ccrl/4040/
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Chapter 2
Methods
To determine similarity between tactical problems we use an approach based
on information retrieval. A set of features is computed from each prob-
lem’s starting position and its solution move sequence. The features are then
converted into textual terms, forming a document that represents the prob-
lem. A collection of documents is used to build an index, which can then
be queried using the textual encoding of a new position to retrieve the most
similar positions in the index. The diagrams in Figure 2.1 outline the process
of indexing and retrieval.
The textual encoding of each problem consists of two main parts: static
features, which focus on the properties of the starting position, and dynamic
features, which mainly focus on the properties of the solution. The two parts
are described in Sections 2.1 and 2.2. Section 2.3 contains an example of a
text encoding of a tactic.
The framework for indexing and retrieval of positions is implemented on
top of Apache Lucene Core [5], an open source library for text search systems.
The implementation is described in Section 2.4.
To evaluate the system’s ability to detect similarity between positions
that are considered similar by chess experts, we gather a dataset of problems
from a chess tactics training course. The dataset and the collection process
are described in Section 2.5.
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(b) Retrieval of tactical problems similar to a new position.
Figure 2.1: The process of indexing and retrieval.
An important component of a system that could recommend relevant
training examples for any given query position is a sufficiently large collection
of tactical problems. In Section 2.6 we describe a procedure for automatic
generation of tactical puzzles from a large collection of chess games.
2.1 Static features
The static part of the encoding includes information about the positions
of the pieces on the board, the structural relationships between the pieces
and the pawn structures present in the position. The implementation is
based on previous work on similar position retrieval [3] and pawn structure
detection [4] and is intended to serve as a baseline on which we aim to improve
by implementing encoding of dynamic features.
2.1.1 Piece positions and connectivity
The encoding consists of three parts:
• Naive encoding - encodes the positions of all the pieces on the board.
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The encoding is the piece symbol (uppercase for white, lowercase for
black) combined with its position on the board, e.g. Kg1 for a white
king on the g1 square.
• Reachable squares - encodes all squares that can be reached by pieces
on the board in one move, with decreasing weight based on the distance
from the original position. The encoding is the same as for piece posi-
tions followed by a “|” delimiter and the weight assigned to the square.
The weights are calculated using the function




where d((x, y), (x′, y′)) is the minimum number of king moves between
the current position of piece p, (x, y) and the reachable square (x′, y′).
• Connectivity between the pieces - describes the structural relationships
between the pieces in the positions. For each piece it is recorded which
other pieces it attacks, defends or attacks through another piece (X-ray
attack). An encoding of an attack is constructed using the symbol of
the attacking piece and the symbol and position of the attacked piece,
separated by a “>” character. Defense and X-ray attack encodings use
the same format with “<” and “=” separators, respectively.
2.1.2 Pawn structure detection
For this section of the encoding, we use algorighms for detection of pawn
structures [4] to detect the following pawn structures in a position and encode
them into terms:
• isolated pawn - a pawn without any other pawns of the same color on
adjacent files.
• passed pawn - a pawn without any opposing pawns ahead of it, on the
same or adjacent files.
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• protected passed pawn - a passed pawn protected by another pawn.
• backward pawn - a pawn that is behind all other same-colored pawns on
adjacent files and cannot advance safely because the opponent controls
the square in front of it.
• doubled pawns - two pawns on the same file.
• pawn chain - a group of pawns on the same diagonal protecting each
other.
We also encode the number of pawn islands (groups of pawns on adjacent
files separated from all other pawns of the same color by at least one file)
for each player. Figure 2.2 shows examples of the structures. The position
would be encoded with the following terms:
• Ib5 : white isolated pawn on b5,
• Fh6 : white passed pawn on h6,
• ’Fh6 : white protected passed pawn on h6,
• la7, lf7 : black backward pawns on a7 and f7,
• S{f2-f3}: white doubled pawns on the f-file,
• w[d5/e6/f7] : black pawn chain with pawns on d5, e6 and f7,
• P(3), p(2): three white pawn islands, two black pawn islands.
2.2 Dynamic features
In the dynamic part of the encoding, we focus more on the solution of the
tactical problem. In the encoding we first include some general characteristics
of the solution, then add more details about the move sequence. We describe
the types of pieces that are moved or captured in the move sequence and
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Figure 2.2: Pawn structures.
interactions between pieces that occur as a result of the moves. We also
try to detect sacrifices in the solution sequence - moves where the player
intentionally gives up material in order to gain an advantage later. We are
mainly interested in the motifs that appear in the solution and aim to make
the encodings of the features independent of where exactly on the chessboard
they appear. For this reason, we do not include exact positions of the pieces
in the textual terms, but instead describe the pieces only with their types.
2.2.1 General characteristics of the solution
In this part we encode some basic features of the solution move sequence
that can help us determine similarity. We use a single term for each of the
following features when it applies to the solution:
• ?px - the player captures a piece in at least one of the moves,
• ?ox - the opponent captures a piece in at least one of the moves,
• ?+ - the player gives a check at least once during the sequence,
• ?= - the player promotes a pawn in at least one of the moves,
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• ?S - the player sacrifices one or more pieces,
• ?# - the solution ends with a checkmate,
• ?1/2 - the solution ends in a draw.
Sacrifice detection
In chess, a sacrifice means that a player intentionally either gives up a piece or
exchanges a piece of a higher value for a piece of a lower value, resulting in a
material disadvantage. The motif is quite frequent in tactical problems where
the player is expected to sacrifice a piece, then follow up with a sequence of
forcing moves that gain more material back or even lead to checkmate.
Our algorithm keeps track of the pieces captured in the solution sequence
and on each capture done by the opponent marks the player’s piece as sac-
rificed if:
• the opponent has so far captured more material than the player,
• the player has not yet captured a piece during the sequence or the last
piece captured by the player is of lesser value.
2.2.2 Encoding of the solution sequence
Moved pieces and captured pieces
Tactical problems that we recognise as similar usually involve similar pieces
or a similar exchange of material. To include this information in the textual
encoding, we build two lists: all pieces that are moved and all pieces that
are captured in the solution of the tactic. For each piece we add a term with
its symbol, with a “!-” prefix for moves and a “!x” prefix for captures. For
example, !-Q encodes a white queen move and !xn encodes the capture of a
black knight.
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Move Terms generated
1. Qg8+ !Q>b !Q>p !Q>r !Q>k !r>Q !k>Q
1... Rxg8 !N>r
2. Nf7# !N>r !N>k
Table 2.1: Terms generated for new attacks after each move of the tactic
shown in Figure 2.3.
Attacks between pieces
To capture more information about interactions between pieces that occur
as part of the solution, we also record all attacks between pieces that are not
present in the starting position. For each move of the solution, we compare
the set of all attacks between pieces in the position after the move to the
set of attacks in the position before the move and include attacks that were
not present in the previous position to the final set, which is converted to
textual terms. With this approach we only record the changes after each
move and avoid counting the same attacks multiple times. For each attack
in the final set we construct a term starting with “!”, followed by the attacking
and attacked piece types separated by “>”, e.g. !r>Q if a black rook attacks
a white queen.
Figure 2.3 shows the starting position of a smothered mate tactic (Fig-
ure 2.3a) and positions after each move of the solution is played. In each
diagram, all new attacks between the pieces are shown with arrows. The
terms generated after each move are listed in Table 2.1.
Sacrificed pieces
For each piece marked as sacrificed by the algorithm described in Section 2.2.1,
we add a term “!S{symbol}”, replacing “{symbol}” with the type of the sac-
rificed piece, e.g. !Sb for a bishop sacrifice.
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(a) Starting position. (b) 1. Qg8+.
(c) 1... Rxg8. (d) 2. Nf7#.
Figure 2.3: Sequence of positions in a tactic. Attacks between pieces that
occur during the solution are shown with arrows.
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Figure 2.4: Final position of a tactic that ends with checkmate. Three of
the black pieces are involved: the rook on h4 attacking the king, the bishop
on d4 attacking the g1 square and the knight on f5 attacking the g3 square.
In the encoding this is described with a term for each separate piece: !#b
!#n !#r, and a term for each pair of pieces involved: !#bn !#br !#nr.
Pieces involved in checkmate
In tactics where the solution leads to a checkmate, one of the important
pieces of information that can improve the description are the pieces that are
involved in the checkmate. We count a piece as involved in the checkmate if
it either attacks the king directly or one of the squares where the king could
move from its current position. An example is shown in Figure 2.4. For each
of the pieces involved, we add a term “!#{symbol}”, where “{symbol}” is the
type of the piece.
2.2.3 Encoding combinations of pieces
Most of the terms described so far only encode information about a single
move or a single piece involved in the solution. However, in many cases, what
makes tactical problems similar to each other are some specific combinations
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of pieces or move sequences. For this reason, we extend our encodings with
additional terms that provide this information.
When encoding pieces involved in checkmate (Section 2.2.2), we also in-
clude a term for each pair of pieces involved, with the symbols sorted alpha-
betically, e.g. for a white queen and bishop pair we use !#NQ.
We also extend the encoding of sequences of moved and captured pieces
(Section 2.2.2) in a similar way. However, generating all pairs of moves or
captures, especially on problems with longer solutions, would produce a large
amount of terms, not all of which are equally important. Instead we only
encode pairs (p1, p2 ) where p2 is directly after p1 in the sequence of moved/-
captured pieces. This adds information about the order of moves/captures
in the solution, while only keeping the pairs that are the most likely to be
important for determining similarity. The terms use the same “!-” and “!x”
prefixes that are used for recording individual moves or captures, followed by
the symbols of both pieces in the pair, e.g. !-Qk for a queen move followed
by a king move and !xRr for a capture of a white rook that is followed by a
capture of a black rook.
2.3 Text encoding
The complete text encoding of a tactic combines all the types of terms de-
scribed in Sections 2.1 and 2.2. The features are divided into four groups,
as listed in Table 2.2. This allows us to adjust the weights of certain groups
of features at query time depending on the similarity we want to see in the
search results.
Let’s illustrate this with an example (Figure 2.5). With 1... Qh1+ Black
sacrifices the queen. White is forced to take the queen with the knight, which
opens up the g-file for black. Black then delivers checkmate by moving the
rook to g2, which is protected by the bishop on c6. The white knight now on
h1 is also blocking a square where the king could otherwise retreat from check.
The static part of the encoding will result in higher scores for tactics with a
2.4. IMPLEMENTATION 25
Label Description Section
static_positions piece positions and connectivity 2.1.1
static_pawns pawn structures 2.1.2
dynamic_general general characteristics of the solution 2.2.1
dynamic_solution solution sequence features 2.2.2
Table 2.2: Groups of features used in the encodings.
similar starting piece configuration (white king in the bottom-right corner,
black queen on the first rank, black bishop on the a8-h1 diagonal, black rook
on the g-file), while the dynamic part provides the terms necessary to retrieve
tactics with a similar motif: sacrifice of a queen followed by checkmate with
a rook and bishop.
2.4 Implementation
2.4.1 Lucene
Apache Lucene Core [5] is an open-source text search engine library writ-
ten in Java. It offers high-performance indexing of documents with small
memory requirements and space-efficient storage. The library implements
functionality for text tokenization and filtering, writing and reading of docu-
ment indices, many options for constructions of queries and multiple ranking
models. The components of the library can also be extended to implement
custom functionality.
A Lucene index is created from a set of documents. A document is a
set of named fields that contain text, binary or numeric data. Fields can be
indexed for search or only store values that are returned in search results.
In our implementation we use PyLucene, which is a Python wrapper
around Java Lucene. The wrapper allows us to start a Java virtual machine
from the Python process and access Lucene classes from Python.
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(a) Encoded position. Black to play, solution: 1... Qh1+ 2. Nxh1 Rg2#.
Feature set Generated terms
static_positions qc1 Pb2 Pf2 Kh2 Pa3 Rd3 Ng3 Rh3 Qb4 Pc4 Nf5 . . .
qa1|0.78 qb1|0.89 qd1|0.89 qe1|0.78 qf1|0.67 qg1|0.56 . . .
q>Pb2 q>Pc4 Q>nb7 N>pg7 r>Ng3
P<Pa3 P<Ng3 K<Ng3 K<Rh3 P<Qb4 R<Pa3 . . .
q=Pa3
static_pawns If2 ia7 Fc4 P(2) p(2)
dynamic_general ?ox ?+ ?# ?S
dynamic_solution !-q !-N !-r !-qN !-Nr !xq
!Sq
!#b !#r !#br
!K>q !N>q !q>K !b>N !K>r !r>K !r>P
(b) Text encoding of each set of features for the above position.
Figure 2.5: Text encoding of a tactical position.
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2.4.2 Indexing
To generate an index of tactical positions, we use either a PGN or a CSV file
as a source. For each tactic, the input consists of a starting position and a
solution move sequence.
If solutions for the positions are not available, they can be calculated using
a chess engine, as described in Section 2.6.2. The positions and solutions are
then passed onto the encoding module, which calculates their features as
described in Sections 2.1and 2.2 and then converts them into textual terms.
To apply specific weights to some of the features such as reachable squares,
we use the payload feature of Lucene, described in Section 2.4.2.
The encodings are then used to create the document data structures that
are stored in the Lucene index. We create multiple fields in each document,
the essential ones are:
• fen - stores the FEN string of the starting position.
• solution - stores the solution move sequence in long algebraic notation.
• encoding - stores the text encoding.
The encoding field is indexed and is the field on which we perform queries,
while the fen and pv fields are not indexed. To store additional information
about the positions, we add two more non-indexed fields:
• game_source - the source of the game.
• game_id - a unique identifier of the game.
The creation of a document from a given position and solution is visualized
in Figure 2.6.
Weighting of stored terms
To implement weighting of stored terms, we use a feature of Lucene that
allows us to add payloads to terms when creating an index. A payload is a
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1. Bh7+ Kh8 2. Qxf8#
game n4Jm2QVv move 50
indexed for full text search not indexed
Document
fen: 5rk1/1p1b1pp1/p3p3/3n2NP/P...
solution: b1h7 g8h8 a3f8









Figure 2.6: Creation of a document from a given position and solution.
string of characters that is added at the end of a term after a “|” separator
and can contain additional information about the term. In our case we use
the payload to store the weight of the term, for example to store the term
“Qd4” with weight 0.78, we write the term as “Qd4|0.78”.
To use the stored payloads in the ranking model, we extend Lucene’s built
in BM25 similarity module. If a term contains a payload, it is decoded as a
floating point number and the similarity score for the term is multiplied by
its value, otherwise the term’s value is not changed.
2.4.3 Retrieval of similar positions
For retrieval of positions similar to a new position we use a similar procedure
as when generating encodings for positions to index. The constructed index
can be queried either with just a position profided as a FEN string, or with
both a FEN of the position and the solution move sequence in long algebraic
format. Additionally, weights can be provided to change the influence of
specific features on similarity scoring. If the solution is not provided, it is
calculated using an engine (see Section 2.6.2).
A textual encoding is generated using the same features that were used
when creating the index. If custom weight parameters are provided, the
weights are applied to the terms encoding the relevant features.
The query is then submitted to the index and a list of the most similar
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encoding: Ra1 Qd1 Pa2
Pb2 Kd2 Bb3 Pc3 ...
Search results
1. Document 28640, score: 82.52
2. Document 32765, score: 79.66
3. Document 11232, score: 78.82
...
Figure 2.7: The process of retrieval of similar positions from a constructed
index.
Figure 2.8: An almost identical tactic repeated three times in a single game.
In all three positions, Black can give check with 1... Rd3+, giving up the
rook to distract the white rook from the c file and then promote the c2 pawn
to a queen.
positions in the index is returned. For ranking, we use the BM25 ranking
function [6], described in Section 2.4.4. The whole process of retrieval is
visualized in Figure 2.7.
The same motif or combination can occur multiple times in a single game,
leading to multiple search results with almost identical positions. Figure 2.8
shows an example of such an occurrence. To avoid this, we filter the search
results so that only the highest scoring position from each game is shown.
Optionally, score explanations can be requested, showing the contribution of
each matching query term to the similarity score of each position.
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2.4.4 Similarity computation
For ranking of the search results, we use the BM25 ranking function [6]. The





f(qi, D) · (k1 + 1)
f(qi, D) + k1 ·
(
1− b+ b · LD
Lavg
) , (2.2)
where f(qi, D) is the number of appearances of term qi in document D, LD
is the length of document D, Lavg is the average document length in the
collection and k1 and b are hyperparameters.
IDF(qI) is the inverse document frequency of the term qi, computed as
IDF(qi) = ln
(




where N is the total number of documents in the collection, and N(qi) is the
number of documents where the query term qi appears.
A drawback of this formula is that it produces negative results for terms
that appear in more than half of all documents, which is why a variation
that prevents negative values is typically used in software implementations.
One of the variations, which is used in the Lucene implementation of BM25,
adds 1 to the result inside the logarithm:
IDF(qi) = ln
(





The IDF factor changes the weights of the terms based on how common
they are across the whole document collection. Less frequent terms provide
more information about the document and are given higher weights than
more common terms.
The distribution of term document frequencies and corresponding IDF
scores for terms that appear in the dataset of tactical problems generated
from Lichess games (Section 2.6) is shown in Figure 2.9. Some of the terms
are labeled to give an intuition of what types of terms are more or less
common. We can see that the most commonly appearing terms are piece
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Figure 2.9: Distribution of document frequencies and IDF scores of terms
that appear in the dataset of tactical problems generated from Lichess games.
position terms such as re8 (black rook on e8). Terms with lower document
frequencies tend to be more specific, such as Id4 (white isolated pawn on
d4). Terms that encode specific combinations of multiple pieces such as ray
attacks and pawn chains tend to be among the least common and have the
highest IDF scores.
In the BM25 model, additional appearances of the same term in a docu-
ment have diminishing returns on the score. The k1 parameter controls the
characteristics of the score saturation, making it slower with higher values.
Setting k1 to 0 makes the scoring binary - a term’s score becomes equal to
its IDF regardless of how many times it occurs in the document. The effect
of k1 on scoring of terms occurring multiple times is shown in Figure 2.10.
The b parameter controls the effects of document length on scoring. The
Ld/Lavg part of the denominator decreases the score of documents longer
than average and increases the score of shorter documents. A higher b value
amplifies this effect, and setting it to 0 removes the effect of length on scoring.
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Figure 2.10: Effect of the k1 parameter on scoring of terms occurring mul-
tiple times in a document.
2.5 Test dataset
To evaluate of the effectiveness of our methods, we use a set of problems
gathered from the CT-ART 6.0 Chess Tactics Art training course [8]. The
course was chosen as the source for the dataset because the majority of the
problems are provided in pairs where one puzzle is a position that could
potentially appear in a real game, and the other is a simplified version of
the puzzle, where all the pieces are positioned within a 5×5 square in one
of the corners of the board. This gives us a set of pairs of positions that
human experts consider similar. An example of one such pair is shown in
Figure 2.11.
For our test dataset, we manually reviewed the pairs of problems, checking
the correctness of the solutions and similarity between the two problems of
each pair. In many of the simplified problems, one of the kings was missing
from the board. To make the positions legal for engine analysis purposes,
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(a) Base problem. Black to play,
solution: 1... Rxa2+ 2. Kxa2
Ra8+ 3. Ba7 Rxa7+ 4. Qa5
Rxa5#.
(b) Simplified problem. Black
to play, solution: 1... Rxa2+ 2.
Kxa2 Ra5+ 3. Qa4 Rxa4#.
Figure 2.11: Example of a pair of two problems. The solution to both is a
sacrifice of the rook on the A file to expose the king, leading to a checkmate
with the other rook and the bishop on e4. In the simplified problem, most
of the irrelevant pieces are removed and the solution is one move shorter.





















278,840 tactics 46,370 tactics
2,642,854 games
Figure 2.12: The process of automatic generation of tactical puzzles.
we used a program to find a position for the missing king on one of the
three empty rows such that it does not affect the solution provided with the
problem. The modified positions were only used to allow us to review the
problems using an engine. In the evaluation the original positions were used
as engine analysis was not required.
Pairs where the similarity between the two problems was not clear or
relied on suboptimal play by the opponent in one of the positions, were not
included in the dataset. In some cases, the provided solutions were correct,
but ended before a clear advantage, typically capture of an important piece
or checkmate, was gained. In such cases the solution was extended so that
the type of advantage gained by the tactic is clear. A total of 400 pairs were
collected for the test dataset.
2.6 Building a database of tactical puzzles
To build a system that can recommend relevant tactical problems for any
given game, a sufficiently large collection of tactics to draw from is as im-
portant as the search algorithm itself. In this section we propose a pipeline
for automatic generation of tactical puzzles from a collection of games. The
process is shown in Figure 2.12.
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We use the lichess.org game database [7] as our source of games. The
database consists of all rated games played on the lichess.org website and is
provided in PGN format. For games where computer analysis was performed,
the records include Stockfish evaluations after each move.
With millions of games available from each month, we cannot afford to
fully analyse each game ourselves using Stockfish. Instead, we limit ourselves
to only the games that already have the computer evaluations included, which
significantly reduces the amount of computation required. To further reduce
the amount of games to process and reduce the amount of trivial tactics in the
database, we only analyse games where both players are above the average
rating on the website and skip games with bullet1 or faster time control.
For our database, we use the January 2020 archive, which consists of
a total of 46,800,709 games, of which 2,642,854 have computer evaluations
available. By applying our rating and time control restrictions, we are left
with 1,172,358 games to analyse further.
2.6.1 Discovering potential tactical positions
The second step in the pipeline (Figure 2.12) is going through the filtered
dataset and finding positions that are likely to be tactically interesting. Since
the engine evaluations after each move are included in the game records, we
can use the values to find candidates for positions where a player has a
tactical opportunity to gain an advantage or recover from a disadvantageous
position.
A simple approach would be to simply track the changes in the engine
evaluation during the course of a game, and consider every position before a
significant change in the engine evaluation, meaning the player has made a
mistake in the following move. This would give us a large number of positions,
but most of them would not be considered interesting for a potential tactical
1Time control category. On lichess.org, a game is classified as bullet if the total es-
timated time per player (starting time + 40 × time increment per move) is between 30
seconds and 3 minutes.
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problem. In many cases, it would be the player’s mistake that gives the
opponent a tactical opportunity in the next move instead.
In an attempt to find more relevant candidate positions, we analyse se-
quences of three positions instead. We search for the pattern where the first
player makes a blunder (the engine evaluation changes more than a certain
threshold), which is immediately followed by another blunder by the second
player. In our implementation we use 300 centipawns as the threshold for a
blunder. The potentially interesting position in this sequence is the position
after the first blunder: the first player has made a suboptimal move, giving
the opponent an opportunity to improve their position on the board, how-
ever the opponent failed to take advantage of it. This means that the correct
move in the position is likely not the most obvious, giving us a potentially
interesting tactical problem.
This method reduces the amount of candidate positions significantly, how-
ever we discover that in many of the sequences, the positions are considered
winning for one of the players despite the mistakes that were made (an ex-
ample would be a player in an advantageous position missing a long forced
mate sequence found by the engine, causing a significant change in the engine
evaluation). To deal with this issue and make sure that the tactical advan-
tage gained by the position can actually be significant for the outcome of
the game, we add another filtering step to the sequence search problem: the
evaluation must cross either the -500 or +500 centipawn threshold after both
moves, meaning the position would change between being winning for one
player to neutral or winning for the other player, or from neutral to winning
for one of the players.
An example of a position discovered with this approach is shown in Fig-
ure 2.13. Figure 2.14 shows engine evaluations over the course of the game
where the position was found.
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Figure 2.13: Example of a position marked as a potential tactic based
on engine evaluations. After 21... Qxh3 White played Rg3, missing the
following opportunity to capture both rooks in exchange for a knight: 22.
Nf6+ gxf6 23. Rxe8 Qh5 24. Rxf8. The Stockfish evaluation of the game
changes from -1.63 to +10.2 after 21... Qxh3 and back to -1.02 after 22.
Rg3.


























Figure 2.14: Engine evaluations over the course of a game from the Lichess
database. The position after move 42 (Figure 2.13) is marked as a candidate
for a tactic because of the significant changes in engine evaluation compared
to the previous and next position.
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2.6.2 Calculating solutions to the positions
Once we have the set of potentially interesting positions from the tactical
point of view, we analyse them further to determine whether they are suitable
as tactical problems and find solutions to them. As finding accurate solutions
(optimal sequences of moves to be played) requires use of a chess engine, this
is the most computationally intensive step in building the database, and for
this reason it is important to filter out as many of the insignificant positions
as possible before this step.
We want solutions to our problems to be sequences of moves that are
unambiguous; meaning that there is a single sensible move for the player
in each position. This is determined using engine analysis, calculating two
principal variations for the position. An example of a result of engine analysis
of a position is shown in Figure 2.15. If the difference in the evaluation
between the first and the second PV is at least 100 centipawns, we consider
the position to have a single sensible solution.
The search for such a sequence is performed iteratively. Starting at the
given position, we determine whether it has an unambiguous optimal move.
If the condition holds, we add the move to the solution sequence, otherwise
we determine that the position is not suitable for a tactical problem. We
then advance the position by the move and the opponent’s optimal response
and repeat the analysis. We extend the solution sequence for as long as the
unambiguous optimal move for the player condition holds. An example of
the solution search procedure is illustrated in Figure 2.16. The final output
produced in this case is 1. Nf6 gxf6 2. Rxe8 qh5 3. Rxf8.
We perform the algorithm on all candidate positions and store the solu-
tions. Along with the solution move sequences, we also store the evaluations
of the first and second principal variations in each positions, which can po-
tentially be used for problem difficulty estimation - moves where the other
options have similar evaluations are likely to be harder to find.
Determining the correct length of a solution is a difficult problem. Simply
taking the entire PV returned by the engine would not make for instructive
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1 24 -7.03 20.... Bb4 21. Rxa7 Bxd2
22. Kf2 d4 23. exd4 Bc3 ...
2 24 -3.24 20.... d4 21. Nc4 Bb4
22. Rb5 Bc3 23. exd4 Bxd4 +...
3 24 -3.17 20.... Rd7 21. Rc1 O-O
22. Rb5 e6 23.Kf2 Rc7 ...
4 24 -3.16 20.... e6 21. Nb3 Rd7
22. Rc1 Ke7 23.Kf2 Rb8 ...
5 24 -3.13 20.... O-O 21. Nb3 Rd7
22. Rc1 Rb8 23.Kf2 h5...
Figure 2.15: An example of the output given by engine analysis for a
position from the Lichess database. The engine was set to calculate the 5
most promising lines. Each line of the output shows the search depth and
evaluation, followed by the principal variation (PV) - the sequence of moves
considered optimal by the engine. From the output we can see that the move
20... Bb4 with evaluation -7.03 is considered as clearly better than all other
moves, with almost a 400 centipawn difference in evaluation compared to the
next best option, 20... d4.




























Figure 2.16: The move tree that was generated while searching for the
solution for the position in Figure 2.13. The root node is the Stockfish
evaluation of the starting position, and the other nodes are evaluations of
positions after moves on the edges are played. The search is performed up
to 3... Qc5+, at which point the evaluations of the two best continuations,
4. Kb1 and 4. Kd1, differ by less than 100 centipawns, so the algorithm
terminates and the solution up to 3. Rxf8 (the last unambiguous player
move) is returned.
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examples and would also severely affect the search results due to the noise
introduced by any additional moves after the end of the tactic. Frequently,
the search for the longest unambiguous move sequence manages to discover
the correct lengths simply by the fact that the sequences tend to end when
the position stabilizes again, e.g. after a series of checks or a sequence of
captures. However, as discussed in the following section, this approach can
be sometimes be too strict and end solutions too early.
2.6.3 Additional filtering of the dataset
If we look at the tactics generated, we discover that in many cases either the
motif or the advantage gained is not entirely clear. A drawback of our ap-
proach, in which we limit the solution to only unambiguous moves, becomes
clear in some examples where there are multiple ways to execute the same
tactic. This leads to the solution being cut off before the end of the tactic,
which makes the example very unclear.
In order to improve the average quality of the puzzles in the dataset we
introduce some additional restrictions for including a tactic in the dataset:
• Single winning move - At each step of the solution we check whether
the optimal move is the only clearly winning move in the position. We
use an engine evaluation threshold of 500 centipawns of advantage from
the player’s perspective to define a clearly winning move.
• Clear advantage - Many of the problems generated have solutions that
are considered by the engine to be the only correct play, but are very
unclear from a human perspective as the move sequence might not
result in a clear advantage until many moves later in the game. To
avoid such examples in the dataset we require that at the end of each
tactic that does not lead to checkmate, the player has at least two
pawns of material advantage compared to the starting position.
• Ending position quiescence - In a number of tactics there is a clear
motif and a material advantage is gained by the end of the solution,
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but the final position seems very unstable as there are threats of further
captures on the board, making it seem like the tactic ends too early.
Many such cases can be avoided by checking the opponent’s optimal
move after the end of the solution. If the move is a capture which
undoes all the material advantage gained by the tactic or reduces the
total material gain below the threshold for a clear advantage, the tactic
is excluded from the dataset.
Finally, we filter out all tactics with a one-move solution from the search
results unless the query position also has a one move solution, since the ma-
jority of the one-move examples have little instructive value. The additional
constraints significantly reduce the amount of suitable tactics in the dataset,
but increase the overall quality of the search results.
2.6.4 The generated dataset
Carrying out the above procedure on the set of 1,172,358 games from the
Lichess database resulted in a dataset of 46,370 tactics. The entire process
required about 220 hours of computation on a virtual private server with 4
CPU cores, however we estimate that by incorporating some of the additional
filtering criteria described in Section 2.6.3 into earlier steps of the pipeline,
the time required could be reduced to 50 hours or less.
Examining the lengths of solutions of the generated puzzles (Figure 2.17),
we note that the vast majority of the generated examples are one or three
moves long. Longer tactics are much less frequent in general, but the re-
quirement for a single winning move sequence reduces the number of such
examples that are suitable for the dataset even further.
Apart from missed mates in one such as the example in Figure 2.18a
(solution: 1. Ne5#), most of the one-move examples are trivial captures
of undefended or insufficiently defended pieces (Figure 2.18b, solution: 1...
Rxe7).
Tactical motifs start to appear in longer examples, such as White setting
up a double attack in Figure 2.18c (solution: 1. Nf5 Qg5 2. Nxc8 Rxc8
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Figure 2.17: The distribution of solution lengths in the generated dataset.
3. Nxd6+ Kf6 4. Nxc8). In some other cases, the solutions are merely
longer sequences of captures where a material advantage can be gained (Fig-
ure 2.18d). Figure 2.18e shows one of the longest examples generated. White
captures the queen and rook in exchange for his own queen and bishop, re-
sulting in a winning endgame with a rook advantage (solution: 1. Rb8+ Kf7
2. Qh5+ Ke6 3. Qg4+ Kd6 4. Rd8+ Kc5 5. Qc8+ Kd4 6. Qxc3+ Rxc3
7. Bxc3+).
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(a) (b) (c)
(d) (e)
Figure 2.18: Examples of generated tactics.
Chapter 3
Results
We test the effectiveness of our methods with two experiments. In the first
experiment (Section 3.1) we test whether our approach for similar position
retrieval is able to detect similarity betwen pairs of problems that were con-
sidered similar by human experts. In the second experiment (Section 3.2)
we use the database of tactical problems automatically generated from the
Lichess game database for similar position retrieval. We select contextually
different positions to use as queries, retrieve the most similar results and
show the results to a chess expert for evaluation.
3.1 Evaluation of similarity detection
The goal of the first experiment is to test whether our approach is able
to detect the similarity between the pairs of problems considered similar
by human experts. To determine that, we use the dataset of 400 pairs of
problems described in Section 2.5.
We first build an index using the simplified version of the problem from
each pair, then perform a query on the index with each of the regular prob-
lems. For each query we record the rank of the matching position in the
results and calculate how often the matching position appears as the top
result or in the top n results. Figure 3.1 illustrates the process. A configura-
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1. Example 115_5x5, score: 65.32
2. Example 220_5x5, score: 61.88
3. Example 89_5x5, score: 52.65
...
Figure 3.1: The process of performing a query on the index of simplified
problems with one of the regular problems.
Accuracy
Feature set used top-1 top-3 top-5 top-10 top-50
static_positions 0.234 0.332 0.378 0.428 0.642
static_pawns 0.033 0.060 0.083 0.126 0.320
dynamic_general 0.008 0.028 0.038 0.071 0.227
dynamic_solution 0.421 0.582 0.675 0.761 0.907
all static features 0.252 0.325 0.370 0.433 0.615
all dynamic features 0.418 0.577 0.652 0.761 0.912
all features 0.481 0.660 0.736 0.814 0.932
Table 3.1: Accuracy of search results for different configurations of features.
tion where the matching position appears within the top results more often
is considered more successful.
By performing the experiment using different subsets of features in the
text encodings we can show the impact each set of features has on the quality
of search results and determine whether the addition of dynamic features
yields an improvement over the baseline approach, which uses only static
features.
We perform test runs using the following feature subsets: each feature
group on its own, all static features, all dynamic features and all features
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combined. All runs use the default BM25 parameters k1 = 1.2 and b = 0.75
and all included feature sets are weighted equally. The results are presented
in Table 3.1.
We can see that pawn structures and general dynamic features are not
particularly successful by themselves. While pawn structures can provide a
lot of information about the general state and strategic theme of the game,
they cannot capture many details of tactics involving other pieces. Another
issue that likely affects the usefulness of pawn structures on this particular
dataset is that by limiting the simplified examples to a 5×5 area, many of the
structures are removed. In the case of general dynamic features, we assume
that the terms are simply not specific enough and each term will be matched
in a large number of other positions, making it difficult to distinguish the
truly similar positions.
Using only piece positions and connectivity features, only solution se-
quence features or both sets of either static or dynamic features yields better
results. Dynamic features achieve higher accuracy values than static values,
which can be expected as the simplified problems in the dataset are often
designed with more focus on the thematic similarity to the base problems
and are not always statically similar.
Results are then significantly improved when both static and dynamic
features are combined. This shows that each set of features covers a different
aspect of the tactic, both of which must be considered when determining
similarity.
3.1.1 Examples of retrieved positions
In Figure 3.2 we see an example of a query position with its solution. and
the most similar positions from the database. The position is an example
of a capturing defender tactic. With 1. Rxf6+ White captures the bishop
protecting the rook on c3, and can then capture the rook with the king in
the next move.
The first result of the search shows the same tactical motif. In this case,
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this is also the “correct” most similar position - simplified version of the query
position. As we can see from the top contributing terms, the similarity is
mainly determined by the solution sequence, as solutions are identical in
terms of pieces involved (rook takes bishop, king takes rook, king takes rook).
The second result is a slightly different tactic, involving a pin after 1. Rxf6
Rxf6. The types of pieces captured in the solution are the same as in the
query tactic, and that contributes the most to the similarity score. The
position also receives points for static similarity from the terms R>bf6 and
k<bf6.
The third result is the same type of tactic as the query with a pair of
knights instead of bishops. This lowers both the static and dynamic similarity
(the first piece captured is a knight). The rook exchange that follows and
the types of pieces moved in the solution (rook, king, king) still match the
query, which is enough for the tactic to be ranked as the third most similar
in the dataset.
For some queries, multiple tactics with similar patterns can be found,
which makes it difficult to discover the “true” most similar position. In those
cases, the order of the results is then determined by relatively minor details
in the positions. One such example is shown in Figure 3.3.
In this case, the simplified position of the query is the second result. The
top three results all follow the same pattern: sacrifice of a piece that puts
the opponent’s king and queen into a position that allows a double attack
with a knight.
In the first result, the pair of the white pawns on f2 and g3 contributes
almost ten percent to the total similarity with the term P<Pg3 (white pawn
protects white pawn on g3), despite having no impact on the tactic in either
the query or the result. The other terms that contribute a significant amount
to the similarity are !n>P and !Q>n (black knight attacks white pawn, white
queen attacks black knight). These two attacks occur during the solution due
to the way the pieces happen to be positioned, but they also have no effect
on the tactic.
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(a) Query position. White to play, solution: 1. Rxf6+ Kxf6 2. Kxc3.



























Figure 3.2: Retrieval results for a capturing defender tactic on the test
dataset.
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The second result is the only one where the pieces involved completely
match the query. Visually, the tactic is similar as well, but the positions
of the pieces are changed just enough so that almost no static similarity is
detected (only pieces at most one legal move away from their position in the
query are counted).
The score of the third result is increased by the fact that the king is on f1
and protected by the queen, and the encoding also contains the term !n>P
already seen in the first result. These are again details that are not important
for the tactic, but add enough to bring the total score close to the score of
the “correct” result.
If we compare the similarity scores of the results between the two exam-
ples, we find that the scores of the top results are significantly higher in the
second example. Here it is important to note that these numbers cannot
be compared directly between different queries. In the second example, the
query has many more pieces on the board compared to the first example, and
the solution sequence is also longer. This results in a longer query with more
terms that can potentially appear in the indexed positions and contribute to
the similarity score. For this reason, it would also be difficult to use these val-
ues to estimate the quality of search results or establish a general threshold
to determine whether a result is similar enough to the query to be displayed
to the user.
3.2 Similar position retrieval
In the second experiment we performed similar position retrieval on the larger
database of tactical problems generated from Lichess games as described in
Section 2.6. The goal was to evaluate the relevance of positions retrieved from
the larger database and to measure the efficiency of our implementation of
indexing and retrieval. We constructed an index from the generated database
and selected ten contextually different positions to use as queries. For each
of the selected position, we retrieved the five most similar positions from the
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(a) Query position. Black to play, solution: 1... Rb1 2. Qxb1 Nd2+ 3. Kg2
Nxb1.





























Figure 3.3: Retrieval results for a double attack tactic on the test dataset.
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database.
Figure 3.4 shows a query position and the first three of the five most
similar positions retrieved. The query position is an example of a discovered
attack motif. With 1... Bh2+, Black sacrifices the bishop to later capture
the rook on e1 with the queen.
The first result shows the same motif with an almost identical move se-
quence. The main difference is that the key pieces are on the d-file and not
on the e-file.
The second result is another case of a discovered attack. In this case
it is not a bishop but a knight sacrificed with a check to the white king.
It is the static similarity (the arrangement and position of the pieces in the
initial position) that contributes most to the overall similarity of the problem,
although a certain dynamic similarity was also detected.
The third result is a case of a deflection instead of a discovered attack and
is statically less similar than the other two results. However, it still follows
the same pattern as the query: check with 1... Bh2+ sacrificing a bishop
which leads to capture of a rook on White’s back rank with the queen. This
gives it a dynamic similarity score similar to the first result.
3.2.1 Evaluation of retrieval results
The resulting most similar positions were shown to a chess expert. The
expert was asked to comment on the reasons for the similarity of the resulting
problems with the original query positions, taking into account both static
and dynamic aspects. The expert was able to explain the similarity in 48 out
of 50 problems. Overall, the expert praised the program’s ability to detect
dynamic similarity of positions, even if the initial positions differ significantly.
3.2.2 Time efficiency
We also measured the time taken to construct the index and retrieve similar
positions. The construction of the index from the database of 46,370 tactics
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(a) Query position. Black to play, solution: 1... Bh2+ 2. Kxh2 Qxe1.

















Figure 3.4: Results of retrieval from the Lichess database for a discovered
attack query position.
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(which only has to be done once) took about two minutes. Since the solutions
to the tactics were already calculated, use of a chess engine was not required
in the indexing process.
Retrieval of the five most similar results for each of the ten query positions
with score explanations was also fast: only about four seconds for all queries
combined. This shows that both indexing and retrieval with this approach
are efficient even with larger databases of positions.
Chapter 4
Conclusions
We presented a novel method for retrieval of similar chess positions, which
takes into account not only static similarity due to the arrangement of the
chess pieces, but also dynamic similarity based on the recognition of chess
motifs and dynamic, tactical aspects of position similarity.
We also designed and implemented a procedure for automatic generation
of tactical puzzles from a collection of games. The pipeline uses a chess en-
gine to automatically discover potentially interesting positions and calculate
solution to tactical problems.
With the initial approach of using the longest unambiguously optimal
move sequence as the solution for each puzzle, we found that in many cases,
the solution was cut off before the end of the tactic, which made the example
unclear. To improve the quality of the dataset we introduced additional
criteria for the inclusion of a tactic: the solution must be the only clearly
winning sequence of moves from the starting position, the player must gain
a clear material advantage during the solution (for tactics that do not end
in checkmate), and the final position must be stable (the opponent cannot
regain the lost material within the following move).
The method for similar position retrieval was put to test in two exper-
iments. The first experiment emphasised the importance of including both
static and dynamic features for successful detection of similar chess motifs.
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In the second experiment we demonstrated the efficiency of the program on
a large database of tactical problems generated from online chess games. A
chess expert was able to explain the similarity in the vast majority of the
retrieved problems and praised the program’s ability to detect dynamic sim-
ilarity of positions even if the initial positions differ significantly.
The resulting program can be useful for automatic generation of instruc-
tive examples for chess training. With further work, we believe that there
is potential for this to be expanded into a fully automated system for gen-
eration of personalized chess training examples. The retrieval system could
be used as a basis for an application where a user would simply provide an
archive of their past games and the application would automatically analyse
them, find the patterns of the user’s mistakes and generate a set of relevant
training problems.
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