(see for example [1] ).
A digital (0, s, 2)-net in base 2 is a point set of N = 2 s points x 0 , . . . , x N −1 in [0, 1) 2 which is generated as follows. Choose two s×s-matrices C 1 , C 2 over Z 2 with the following property: For every integer k, 0 ≤ k ≤ s, the system of the first k rows of C 1 together with the first s − k rows of C 2 is linearly independent over Z 2 . Then to construct x n := (x (1) n , x It was shown by Niederreiter [8] that for the star-discrepancy of any digital (0, s, 2)-net in base 2 we have This gives the well-known Hammersley point set in base 2.
The star-discrepancy of this very special digital (0, s, 2)-net was studied by Halton and Zaremba [4] , de Clerck [2] and Entacher [3] . The first two papers are very technical and very hard to read. Indeed in [4] an essential part of the proof (determining the extremal intervals) is not carried out in detail. [3] uses a new approach but also essentially relies on results from [4] .
In this paper we study much more generally the star-discrepancy of digital (0, s, 2)-nets in base 2.
In Section 2 (see Theorem 1) we give a compact explicit formula for the discrepancy function of digital (0, s, 2)-nets in base 2. Our approach is via Walsh series analysis.
It turns out that this explicit formula is based on sums of distances to the nearest integer ( with a real β and certain integer sequences ε u ∈ {−1, 0, 1}. In Section 3 we study such sums on their own and we give a certain "spectrum" result for s−1 u=0 2 u β (see Theorems 2 and 3), part of which will be needed in Section 4.
In Section 4 we use the above results to study the Hammersley point set once more, to give a simple and now self-contained proof for the exact value of the "discrete discrepancy" and of the star-discrepancy of this point set (Theorem 4). Further we show that it is the "worst distributed" digital (0, s, 2)-net in base 2 with respect to star-discrepancy and we will get that for every digital (0, s, 2)-net in base 2 we have the (essentially) best possible bound
and that
(the maximum is taken over all digital (0, s, 2)-nets in base 2 with N = 2 s elements) with equality for the Hammersley point sets, thereby improving the bounds (1) and (2) of Niederreiter (Theorem 5).
Numerical investigations suggest that the minimal value for
over all digital (0, s, 2)-nets in base 2 is attained for the net generated by the matrices
In Section 5 we give bounds for the star-discrepancy of this net and we show (Theorem 6) that for these nets 2. The discrepancy function of digital (0, s, 2)-nets. For 0 ≤ α, β ≤ 1 we consider the discrepancy function
Since the generating matrices C 1 , C 2 of a (0, s, 2)-net must be regular, and since multiplying C 1 , C 2 by a regular matrix A does not change the point set (only its order) we may assume in all the following that 
We assume first that α and β are "s-bit", i.e.
and for a non-negative integer
We need some further notation:
(C 2 (u) exists since by the (0, s, 2)-net property the first s − u rows of C 1 together with the first u rows of C 2 must form a linearly independent system, hence the matrix
(here (·|·) denotes the usual inner product in Z u 2 , e i is the ith unit vector in Z u 2 , and 
u+1 , . . . , c s u+1 ) T ) = 0 and a s+1 := 0). Before we prove this result we give some remarks and examples. n of the form a/2 s for some a ∈ {0, 1, . . . , 2 s − 1}, we then have
where α(s) (resp. β(s)) is the smallest s-bit number larger than or equal to α (resp. β). Example 1. Let C 2 be of triangular form 
Example 2. For the discrepancy function of the Hammersley point set, i.e. for the (0, s, 2)-net generated by 
(where ⊕ denotes addition modulo 2).
Example 3. For the discrepancy function of the (0, s, 2)-net generated by
For the proof of the Theorem 1 we need two auxiliary results.
where wal k denotes the kth Walsh function in base 2 (see Remark 3),
is periodic with period 1 and 
Proof of Lemma 1. This is a simple calculation, a proof can be found for example in [6, Lemma 2] .
and therefore
Proof of Theorem 1.
)wal l (y (2) ).
Hence
(Here the net consists of the points
We now consider
and we define
The digital net x 0 , . . . ,
(For more details see [5] or [7] .)
(by the definition of the net) this means
and this is satisfied if and only if
So
that is,
where e i is the ith unit vector in Z s 2 . Since c 1 , . . . , c u+1 , e 1 , . . . , e w+1 by the (0, s, 2)-net property are linearly independent as long as (u + 1) + (w + 1) ≤ s we must have u + w ≥ s − 1. Hence
In the following we are concerned with evaluating the last sum in the above expression which equals
We first show that in this case equation (6) has a solution l. This is equivalent to showing that system (5) has a solution, i.e., that there are
Since s = u + w + 1 the vectors c 1 , . . . , c u+1 , e 1 , . . . , e w+1 are linearly dependent, and hence we can find l 0 , .
Assume that l u = 0. Then c 1 , . . . , c u , e 1 , . . . , e w+1 are linearly dependent. But this contradicts the (0, s, 2)-net property since c 1 , . . . , c u are the first u rows of the matrix C 2 and e 1 , . . . , e w+1 are the first w + 1 rows of the matrix C 1 and u + w + 1 = s. Hence l u = 1. In the same way one can show that k w = 1. This shows that system (5), and hence also (6) , has a solution.
Now the unique solution l of (6) is given by
If s − u ≤ w, then the 2 u+w−s solutions therefore are given by
Hence for w ≥ s − u we have
The last sum is a sum over all characters of ((Z 2 ) u+w−s , ⊕), and is therefore 
where
otherwise, and therefore
It remains to show that
2 .
By the definition of m(u) we have ( γ(u)|C
2 where we used Lemma 2 and j(u) = u − m(u). The result follows.
3.
A spectrum result for sums of distances to the nearest integer. Here we study sums of the form s−1 u=0 2 u β for β ∈ R, especially for s-bit β, and we derive results which are of independent interest and/or will be used in Section 4.
The essential technical tool is provided by Proof of Lemma 3. This is simple calculation. We just handle the first case here:
. The other cases are calculated in the same way.
We immediately obtain a corollary which is useful in Section 4. 
So one may ask the further usual "spectrum questions".
Proof of Theorem 3. (a) follows from Theorem 2.
Concerning part (b) it follows from Lemma 3 that it must be possible to reach one of the β 0 by applying a single transformation of Lemma 3 to β . 
which is smaller than the E above. By also dealing with the second case we find that this is the minimal possible value for E and we have found the first two values of β . The third value for β is found by treating the second case.
The minimal error term E also determines the value for
The case of s even is dealt with quite analogously.
We again obtain a corollary: 
and by part (a) the result follows.
The next lemma is of independent interest. Note for example that 1/4 is the "average value" for x . 
By Lemma 3, β 0 must be of the form
So by Lemma 3 (see also Theorem 3) the form of β 0 , and by Lemma 4 and by b u 0 the form of β 0 is determined (note that the form of b u 0 +1 must be different from b u 0 and hence is 0 in any case).
We have
according to which value for β 0 is chosen from Theorem 3.
Since we want to maximize
only the larger first value for κ is of relevance. Inserting it yields max β s-bit
which attains its minimal value 1/4 for u 0 = s − 2 if s is odd, and for u 0 = 1 if s is even.
4. The discrepancy of the Hammersley net and an improved upper bound for the discrepancy of digital (0, s, 2)-nets. In Theorem 1 for α, β s-bit we have given an explicit formula for the discrepancy function
Take now arbitrary α , β with
Then (since all coordinates of the points of a digital net are s-bit) we have
hence for the star-discrepancy D * N of the net we have Let us first draw a further consequence from the result and let us defer the proof of Theorem 4 to the end of this section.
As an almost immediate consequence we get the following bound for the discrepancy of digital (0, s, 2)-nets in base 2, which improves the bounds (1) and (2). In σ(u) we usually set a s+1−j(u) = 0 as long as j(u) = 0. Remark 2) . By Remark 9 it suffices to assume that s ≥ 12. Let α (0) , β (0) be such that
By Lemma 6, β (0) has at most three consecutive equal digits (after the first place) and the first digit b 1 of β (0) is 1. Assume there is a u ≤ s − 12 with σ(u) = 0 (see Remark 8 for the notations here and in the following), and let u 0 be maximal with this property. 
(α 6 , β 6 ) (note that we obtain a new summand of value at least 1/4, but α may decrease to almost zero)
(by the numerical result in Remark 8; note that the tilde on T is here related to α , β and in the following line to
), a contradiction. Hence
11 ).
Therefore by Corollary 1, b 
s must be of the form (we concentrate on "s odd", "s even" being carried out quite analogously) (1−1/2 12 ) 11 (α 11 , β 11 ). This is easily done with a Mathematica program and the result follows.
5.
A class of nets with smaller star-discrepancy. We have seen in Theorem 5 that the Hammersley net essentially is the "worst" distributed digital (0, s, 2)-net in base 2.
We will show here that the star-discrepancy of the nets generated by 
