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Intervalové odhady binomického podieľu sa používajú na odhadnutie pravdepo-
dobnosti úspechu z výsledku n nezávislých pokusov. V štatistických textoch sa
vyskytuje mnoho metód konštrukcie intervalov spoľahlivosti pre parameter bino-
mického rozdelenia.
V tejto práci najskôr priblížíme binomické rozdelenie a skonštruujeme bodový
odhad parametra p, ktorý je „skoroÿ maximálne vierohodným odhadom.
V ďalšej kapitole teoreticky popíšeme vybrané intervaly spoľahlivosti. Medzi
inými sú to intervaly odvodené z troch testov založených na vierohodnostnej fun-
kcii: Waldov interval, Wilsonov interval a interval z vierohodnostného pomeru.
Ďalej si priblížíme transformáciu stabilizujúcu rozptyl a z nej odvodený arkus-
sínusový interval. Agresti a Coull navrhli v článku [1] interval, ktorý je zjedno-
dušením Wilsonovho intervalu, a preto je podľa nich aj pomenovaný. Posledným
zo skúmaných intervalov je Clopper-Pearsonov interval, známy aj pod názvom
exaktný interval, pretože vychádza z exaktného testu pre parameter binomického
rozdelenia.
V poslednej kapitole porovnáme jednotlivé metódy z hľadiska skutočnej prav-
depodobnosti pokrytia a strednej hodnoty šírky intervalov. K tomu si napíšeme
funkcie v štatistickom programe R, ktorý je pre daný účel viac než vhodný.
1
1. Bodový odhad binomického
podielu
1.1 Binomické rozdelenie
Definícia. Nech n ∈ N a p ∈ (0, 1). Ďalej nech náhodná veličina X nadobúda
iba celočíselných hodnôt od 0 do n, a to s pravdepodobnosťami





pk(1− p)n−k, k = 0, 1, 2, . . . , n.
Potom hovoríme, že X má binomické rozdelenie a píšeme X ∼ Bi(n, p).
Poznámka. V prípade n = 1 je zrejme P(X = 1) = p a P(X = 0) = (1 − p).
Tento špeciálny prípad nazývame alternatívne rozdelenie a označujeme ho Alt(p).
Nech X1, . . . , Xn sú nezávislé náhodné veličiny s alternatívnym rozdelením s para-
metrom p alebo inak povedané, je to náhodný výber z alternatívneho rozdelenia.
Potom pre X =
∑n
i=1Xi platí X ∼ Bi(n, p). Náhodná veličina X teda predsta-
vuje počet úspechov v n nezávislých pokusoch, pričom v každom pokuse úspech
nastane s pravdepodobnosťou p.
Veta 1.1.1. Nech X ∼ Bi(n, p). Potom EX = np a varX = npq, kde q = (1−p).





















varXi = nvarX1 = npq.
1.2 Bodový odhad parametra p
Často môže nastať situácia, že X ∼ Bi(n, p), ale nepoznáme parameter p, ktorý
nás zaujíma. Preto chceme odhadnúť p pomocou náhodnej veličiny X. Predpo-
kladajme, že X = x,X 6= 0, X 6= n a vytvoríme odhad p̂ metódou maximálnej
vierohodnosti.
Odhad p̂ musí vyhovovať podmienke Pp̂(X = x) = max
p∈(0,1)
Pp(X = x). To





px(1 − p)n−x ako funkciu premennej
p, ktorá sa nazýva aj vierohodnostná funkcia. Potom maximum tejto funkcie
dostaneme ako riešenie vierohodnostnej rovnice
∂
∂p
log fx(p) = 0.
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, i = 1, . . . , x,
n(1−p)
n−x , i = x+ 1, . . . , n








+ (n− x)n(1− p)
n− x
)



























Takže p̂ = X
n
je maximálne vierohodný odhad parametra p.
V prípade, že X = 0 alebo X = n, maximálne vierohodný odhad nenájdeme,
pretože výrazy (1 − p)n a pn nenadobúdajú na intervale (0, 1) svojho maxima.
Každopádne odhad p̂ používame aj pre tieto prípady, len si treba uvedomiť, že
tento odhad už nie je vždy maximálne vierohodným odhadom.
Definícia. Nech X1, . . . , Xn je náhodný výber z rozdelenia, ktoré je prvkom
rodiny {Fθ; θ ∈ Θ}. Odhad θ̂(X1, . . . , Xn) parametra θ je nestranný, ak
E
[
θ̂(X1, . . . , Xn)
]
= θ.





























Ďalej ukážeme, že p̂ je najlepší nestraný odhad parametra p, teda neexistuje
iný nestranný odhad, ktorý by mal menší rozptyl ako p̂.
Definícia. Rodina rozdelení {Fθ; θ ∈ Θ} spĺňa podmienky regularity, ak Θ ⊆ R





−∞ fθ(t)dν(t), ∀x ∈ R, ∀θ ∈ Θ,
(b) M = {x; fθ(x) > 0} nezávisí na θ,
(c) existuje ∂
∂θ
fθ(x) = f ′θ(x), ∀θ ∈ Θ, ∀x ∈M −N , kde ν(N) = 0,
























Poznámka. Veličina I(θ) sa nazýva Fisherova informácia.





px(1− p)n−x, ν(x) = 1, kde x ∈M =
{0, 1, . . . , n} a fp(x) = 0, ν(x) = 0, pre x ∈ R−M . Potom Fp(x) =
∫ x
−∞ fp(t)dν(t)




























To znamená, že binomické rozdelenie spĺňa podmienky regularity a podľa vety
A.1 platí










Motivácia. Bodový odhad p̂ nám dáva len jednu jedinú hodnotu z intervalu (0, 1),
a preto je zrejmé, že takýto odhad nám toho veľa nepovie o neznámom parametri.
Preto by sme radi zostrojili na základe náhodnej veličiny X nejaký interval,
o ktorom môžeme prehlásiť, že hodnota parametra p leží s určitou pravdepo-
dobnosťou vo vnútri tohoto intervalu. Lepšie je ale povedať, že interval pokrýva
parameter p, pretože p aj keď je neznáme, tak je pevne dané a náhodný je práve
ten interval.
V praxi najprv zvolíme malú hodnotu α ∈ (0, 1), nazývanú hladina význam-
nosti a snažíme sa zostaviť interval spoľahlivosti I(X) = (d(X), h(X)), pre ktorý
platí
Pp [d(X) < p < h(X)] = 1− α, p ∈ (0, 1).
Hodnota 1−α sa nazýva koeficient spoľahlivosti, prípadne hovoríme o nominálnej
úrovni spoľahlivosti intervalu I(X).
Kvôli diskrétnej povahe binomického rozdelenia nie je možné zostaviť interval,
ktorý by vždy pokryl parameter p s požadovanou pravdepodobnosťou, dokonca
pre skoro všetky p nebude mať žiadny interval dané pokrytie. Preto chceme zo-
strojiť interval spoľahlivosti, ktorý pokrýva parameter p s pravdepodobnosťou
aspoň približne rovnajúcou sa nominálnej úrovni spoľahlivosti.
V tejto kapitole si predstavíme niekoľko možných spôsobov zostrojenia inter-
valu spoľahlivosti pre parameter p binomického rozdelenia.
Poznámka. V praxi najčastejšie volíme α = 0, 05 a konštruujeme 95% interval
spoľahlivosti parametra p.
Označenie. V celej kapitole bude uα značiť (1 − α) kvantil rozdelenia N(0, 1),

















Vieme, že X = X1 + . . . + Xn, kde Xi sú nezávislé rovnako rozdelené veličiny
také, že EXi = p a varXi = pq. A teda podľa Lindebergovej CLV (Veta A.2)
aplikovanej na X1, X2, . . . dostávame
X − np√
n
d−→ N(0, pq), n→∞.
Ďalej z princípu spojitosti pre konvergenciu podľa distribučnej funkcie (Veta A.3)
plynie
ξ
d−→ N(0, 1), n→∞. (2.1)
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Rozptyl pq/n odhadu p̂ nahradíme odhadom tohoto rozptylu p̂q̂/n, kde q̂ =










Ďalej podľa vety A.5 zrejme platí p̂
P−→ p a z princípu spojitosti pre konvergenciu




Nakoniec z vety A.6 plynie asymptoticky normálne rozdelenie náhodnej veličiny
Z
Z
d−→ N(0, 1), n→∞.
































sa nazýva Waldov (štandardný) interval spoľahlivosti pre parameter p a často je
doporučovaný v základných kurzoch matematickej štatistiky. Jeho veľká výhoda
je ľahko zapamätateľný tvar. Naopak nevýhodou je, že ho nemôžeme použiť, ak
X ∈ {0, 1}, pretože potom dostávame triviálny interval.
Poznámka. Vzťah (2.2) zaručuje, že pre všetky p ∈ (0, 1) platí P(IS 3 p)→ 1−α
ak n→∞.
Tento interval môžeme dostať aj invertovaním Waldovho štatistického testu,
z čoho vznikol aj jeho názov. Je to jeden z parametrických štatistických tes-
tov založených na vierohodnostnej funkcii. Predpokladáme, že p̂ je maximálne
vierohodný odhad parametra p. Ak platí nulová hypotéza H0 : p = p0, tak Wal-
dova testovacia štatistika W (p0) = (p̂− p0)2/var p̂ má χ21-rozdelenie. Hypotézu
H0 zamietame, pokiaľ platí W (p0) ≥ χ21,α, kde χ21,α je 1 − α kvantil rozdelenia
chí-kvadrát s jedným stupňom voľnosti. Teda do intervalového odhadu zahrnieme
také p ∈ (0, 1), ktoré spĺňajú W (p) ≤ χ21,α. S využitím χ21,α = u2α/2 dostaneme
očakávaný výsledok.
2.2 Wilsonov interval
Rovnako ako Waldov interval, vychádza z asymptoticky normálneho rozdelenia
náhodnej veličiny ξ, ale s tým rozdielom, že už sa ďalej neodhaduje rozptyl odhadu
6








→ 1− α, pre n→∞.
Kvôli prehľadnosti označme µ = uα/2.




(p̂− p)2 ≤ µ2p(1− p)/n,














p+ p̂2 ≤ 0. (2.3)


































sa nazýva Wilsonov interval spoľahlivosti.








čo je vážený priemer čísiel p̂ a 1/2, a to znamená, že leží bližšie k 1/2 ako stred
štandardného intervalu, ale pretože n/(n+µ2)→ 1, tak zrejme stred Wilsonovho
intervalu sa asymptoticky blíži k bodovému odhadu.
Wilsonov interval taktiež môžeme dostať invertovaním štatistického testu za-
loženého na vierohodnostnej funkcii. Konkrétne ide o Raov test, ktorý sa nazý-
va aj skórový test, a preto sa tomuto intervalu hovorí tiež skórový interval. Aj
v tomto teste vezmeme za nulovú hypotézu H0 : p = p0. Testovacia štastistika






kde L(p) = log fp(X) je logaritmická vierohodnostná funkcia a I(p0) je Fischerova
informácia v bode p0. Ak platí hypotéza H0, potom LM(p0) má χ21-rozdelenie.
Hypotézu H0 zamietneme, ak platí LM(p0) ≥ χ21,α a do intervalového odhadu

















ktorá sa už dá upraviť na tvar (2.3).
2.3 Agresti-Coullov interval
Motivácia. Chceli by sme dostať interval, ktorý ma podobne jednoduchý tvar ako
štandardný interval pre parameter p, ale je spoľahlivejší. Toho môžeme dosiah-
nuť napríklad tým, že použijeme stred Wilsonovho intervalu namiesto bodového
odhadu.
Položme














nazveme Agresti-Coullov interval spoľahlivosti.
Poznámka. Názov pochádza z článku [4] s odkazom na článok [1], v ktorom
autori, pre špeciálny prípad α = 0.05, navrhli používať pravidlo „pridať dva
úspechy a dva neúspechyÿa potom použiť klasický interval spoľahlivosti. Pretože
u20.025 ≈ 1.962 ≈ 4, tak platí
X + u20.025/2
n+ u20.025
≈ X + 2
n+ 4
,
čo odpovedá danému pravidlu.
Veta 2.3.1. Agresti-Coullov interval nie je nikdy kratší ako Wilsonov interval.













































































−X2 + nX − n2/4 ≤ 0.
Keďže D = n2 − 4(−1)(−n2/4) = 0 a koeficient u X2 je záporný, tak daná




Nech náhodná veličina X má rozdelenie závislé na parametri θ a naviac nech
platí EX = θ a varX = σ2(θ), kde σ(θ) je hladká funkcia premennej θ. Chceme
nájsť netriviálnu funkciu g takú, aby rozptyl náhodnej veličiny Y = g(X) nezávi-
sel na parametri θ. Táto úloha všeobecne nemusí mať presné riešenie, ale môžeme
použiť nasledujúcu aproximáciu. Podľa Taylorovho rozvoja v bode EX = θ platí
g(X) ≈ g(θ) + (X − θ)g′(θ)
a s využitím tohoto výrazu dostávame
E g(X) ≈ g(θ) + (EX − θ)g′(θ) = g(θ), (2.4)
var g(X) ≈ [g′(θ)]2 var (X − θ) = [g′(θ)]2 σ2(θ). (2.5)
Výraz [g′(θ)]2 σ2(θ) zrejme nebude závisieť na θ, ak položíme
g′(θ)σ(θ) = c, (2.6)







Konštantu c volíme tak, aby g(θ) mala čo najvýhodnejší tvar. Naviac zo vzťahov
(2.5) a (2.6) je zrejmé, že var g(X) ≈ c2.
Poznámka. Rozdelenie náhodnej veličiny Y býva veľmi blízke normálnemu roz-
deleniu (viď Anděl [2], str. 62).
Arkussínusová transformácia
Náhodná veličina p̂ zrejme spĺňa predpoklady predchádzajúcej úlohy. V tomto



























Voľbou c = 1/(2
√




Náhodná veličina Y = g(p̂) = arcsin
√
p̂ má približne normálne rozdelenie a ešte
naviac platí

















































Ak nebude splnená podmienka (2.8), tak za dolnú hranicu intervalu vezmeme
sin2(0) = 0 a ak neplatí (2.9), potom za hornú hranicu vezmeme sin2(π/2) = 1.



















nazveme arkussínusový interval spoľahlivosti.
2.5 Clopper-Pearsonov interval
Uvažujme nasledujúci test v binomickom rozdelení.
Testujeme hypotézu H0 : p ≥ p0 oproti H1 : p < p0. Hypotézu H0 zamietneme,
ak napozoravaná hodnota X = x bude dostatočne malá. Presnejšie, nájsť kritický
obor na hladine α znamená nájsť najväčšie k ∈ {0, 1, . . . , n− 1}, ktoré vyhovuje
podmienke
Pp[X ≤ k] ≤ α, ∀p ≥ p0.
Pretože výraz Pp[X ≤ k] je pre pevné k klesajúci v premennej p, stačí, aby platilo
Pp0 [X ≤ k] ≤ α.
Z diskrétnosti rozdelenia náhodnej veličiny X vyplýva, že presná hladina testu je
zvyčajne menšia ako zvolené α.
Na základe tohoto testu odvodíme horný odhad pre parameter p. PokiaľX = x
je pozorovaná hodnota z binomického rozdelenia, tak zrejme p0 vyhovujúce rovnici
Pp0 [X ≤ x] = α
je najmenšie p0, pre ktoré môžeme zamietnuť hypotézu H0 na hladine α. To
znamená, že p0 je horný odhad parametra p o spoľahlivosti 1 − α. Analogicky
môžeme odvodiť dolný odhad o spoľahlivosti 1− α ako riešenie rovnice
Pp0 [X ≥ x] = α.
10
Takže dolnú a hornú hranicu intervalového odhadu o spoľahlivosti na úrovni














pk2(1− p2)n−k = α/2, (2.11)
okrem prípadu X = 0, kedy vezmeme za dolnú hranicu 0 a pre X = n položíme
hornú hranicu priamo 1.
Označme F ∗m,n(x) distribučnú funkciu F-rozdelenia o m a n stupňoch volnosti.













Viď Anděl [2], str. 91.







pk1(1− p1)n−k = 1− α/2







Symbolom Fm,n(α) označujeme kritickú hodnotu rozdelenia Fm,n na hladine α.





































kde x = 1, 2, . . . , n− 1, sa nazýva Clopper-Pearsonov interval spoľahlivosti.
Poznámka. Takto zkonštruovaný interval spoľahlivosti má vždy skutočnú prav-
depodobnosť pokrytia parametra p aspoň 1 − α, každopádne väčšinou je toto
pokrytie ostro väčšie ako daná hladina, čo je spôsobené tým, že binomické rozde-
lenie patrí medzi diskrétne pravdepodobnostné rozdelenia. Interval pre parameter
nejakého spojitého rozdelenia odvodený z analogického testu, by mal pravdepo-
dobnosť pokrytia presne (1− α)100%.
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2.6 Interval z vierohodnostného pomeru
Ďalší interval spoľahlivosti dostaneme invertovaním štatistického testu založeného
na vierohodnostnom pomere, v ktorom je oproti nulovej hypotéze H0 : p = p0
postavená obojstranná alternatíva H1 : p 6= p0. Testovacia štatistika
LR(p0) = 2 [L(p̂)− L(p0)]
má v prípade platnosti nulovej hypotézy asymptoticky χ21-rozdelenie. Viď Anděl
[3], str. 179. To znamená, že nulovú hypotézu zamietame na hladine α v prípade,
ak LR(p0) ≥ χ21,α.
Intervalový odhad o spoľahlivosti 1 − α bude pozostávať zo všetkých p0, pre
ktoré sa nedá zamietnuť nulová hypotéza na hladine α, čo znamená, že spĺňajú
podmienku
2 [L(p̂)− L(p0)] ≤ χ21,α = u2α/2.








novaná na intervale (0, 1), a teda ďalej predpokladáme, že p̂ 6= 0 a p̂ 6= 1, čo
znamená, že X /∈ {0, n}. L(p) zrejme nadobúda maximum v bode p̂, pretože sa




vyplýva, že je rastúca na intervale (0, p̂) a klesajúca na intervale (p̂, 1). Takže do
intervalového odhadu zahrnieme tie p0, pre ktoré L(p0) neklesne od maximálnej
hodnoty v bode p̂ o viac ako u2α/2/2. Krajné body intervalu spoľahlivosti teda
nájdeme ako riešenia rovnice







Túto rovincu vo väčšine prípadoch nedokážeme vyriešiť analyticky ale len
pomocou počítača. Napríklad v štatistickom programe R môžeme použiť funkciu
uniroot(), ktorá numericky hľadá koreň zadanej funkcie na danom intervale
s požadovanou presnosťou. Spoľahlivo funguje v prípade, keď je daná funkcia na
tomto intervale monotónna, pretože vie nájsť len jeden koreň a vyžaduje, aby
funkčné hodnoty v krajných bodoch mali opačné znamienka, prípadne sa rovnali
nule. Takže zvlášť nájdeme spodnú hranicu intervalu spoľahlivosti ako riešenie
rovnice (2.13) na intervale (0, X/n) a potom hornú hranicu na intervale (X/n, 1).
V prípade X = 0 je jediný problém s výrazom (X/n)X , ktorý nie je defi-
novaný. Pretože ale existuje vlastná jednostranná limita lim
x→0+
xx = 1, môžeme
nahradiť tento výraz v (2.13) jeho limitou a po dosadení X = 0, dostávame







−n log(1− p0) = u2α/2/2,








Zrejme platí exp(−u2α/2/2n) < 1, a teda p0 ∈ (0, 1). Interval spoľahlivosti bude
mať v tomto špecifickom prípade tvar (0, p0).











V tejto časti sa budeme snažiť kvalitatívne zhodnotiť a porovnať jednotlivé inter-
valy spoľahlivosti (IS) teoreticky rozpracované v kapitole 2. Z diskrétnej povahy
binomického rozdelenia vieme, že pre väčšinu p nie je vôbec možné dosiahnuť
presnú pravdepodobnosť pokytia rovnú danej nominálnej úrovni. Preto základ-
ným kritériom pre porovnávanie intervalových odhadov binomického podieľu bu-
de závislosť skutočnej pravdepodobnosti pokrytia od neznámeho parametra p. O
nič menej dôležitým ukazovateľom nie je ani šírka intervalu, ktorá ale úzko súvisí
s prvotným kritériom.
Nutnosťou k hodnoteniu jednotlivých metód je schopnosť vedieť skúmané in-
tervaly vypočítať. Pre tento účel si napíšeme jednoduchú funkciu v štatistickom
programe R, ktorý ďalej budeme využívať aj na samotné porovnávanie. Základ-
ná verzia softvéru R síce má nejaké funkcie na intervalové odhady, ale je to
značne neprehľadné a pravdepodobne sa všetky intervaly vypočítať ani nedajú.
Len pre zaujímavosť, napríklad Clopper-Pearsonov interval dostaneme z funkcie
binom.test(x,n) a Wilsonov interval pomocou prop.test(x,n,correct=F).
Preto jednoduchšie je napísať si vlastnú funkciu pre všetky potrebné intervaly.
Z repozitárov sa dá stiahnuť aj balíček binom, v ktorom sú až na arkussínusový
interval všetky ostatné metódy. Zvedavého čitateľa by mohla z tohoto balíčka
zaujať funkcia binom.confint(), ktorá dokáže vypočítať aj rôzne iné intervaly.
3.1 Skutočná pravdepodobnosť pokrytia
Nech I(X) = (d(X), h(X)) je nejaký interval spoľahlivosti. Pre pevnú hodnotu
parametra p definujeme skutočnú pravdepodobnosť pokrytia intervalového odha-
du ako pravdepodobnosť, že interval pokryje túto hodnotu. Takže














pričom I{d(x)<p<h(x)} je rovné 1, ak platí d(x) < p < h(x), v opačnom prípade je
to 0.
Interval spoľahlivosti d(X) h(X)
Štandardný IS 0.000 0.829
Wilsonov IW 0.118 0.769
Agresti-Coullov IAC 0.116 0.771
Arkussínusový IArc 0.060 0.813
Clopper-Pearsonov ICP 0.053 0.853
IS z vierohod. pomeru IV P 0.081 0.801
Tabuľka 3.1: 95% IS pre X = 2, n = 5.
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Jednotlivé intervaly môžeme jednoducho porovnať pomocou grafov závislosti
skutočnej pravdepodobnosti pokrytia Cn(p) od parametra p na celom intervale
(0, 1). Prípadmi, keď n je veľmi malé, nemá význam sa zaoberať, pretože intervaly
spoľahlivosti sú príliš široké, a teda konštrukcia takéhoto odhadu je skôr strata
času ako získanie nejakej informácie o parametri p. V tabuľke 3.1 vidieť, že 95%
intervaly spoľahlivosti pre X = 2, n = 5 zahŕňajú zhruba 3/4 intervalu (0, 1).
Z obrázka 3.1 vidíme, že pre malé n, sa v pravdepodobnosti pokrytia objavujú
nemalé výkyvy od nominálnej úrovne. Nie je prekvapujúce, že Waldov (štandard-
ný) IS je nedostatočný, keďže viackrát využíva asymptotický prístup. Prekvapivo
celkom dobre vyzerá Wilsonov interval, a teda sa ukazuje, že rozdiel medzi pou-
žitím odhadu rozptylu alebo presného rozptylu je značný. Ešte lepším sa v tomto
prípade zdá byť Agresti-Coullov IS, ktorý nie je pre krajné hodnoty parametra p
taký „divokýÿ ako Wisonov. Clopper-Pearsonov interval musí mať v každom prí-
pade skutočnú pravdepodobnosť pokrytia väčšiu ako je nominálna, no pre malé
n je skoro na celom intervale (0, 1) priveľmi nadhodnotený.
Závislosť pravdepodobnosti pokrytia pre väčšie n, konkrétne pre n = 40, vidí-
me na obrázku 3.2. Oproti predchádzajúcemu prípadu došlo k veľkému zlepšeniu,
obzvlášť čo sa týka Waldovho intervalu, no v porovnaní s ďalšími je tento ne-
konkurencieschopný. Clopper-Pearsonov IS sa zlepšuje asi najpomalšie, no to je
spôsobené tým, že sa drží stabilne nad nominálnou úrovňou, a teda nemá toľko
priestoru na zlepšovanie. Ostatné intervaly sa už len na základe týchto grafov
porovnávajú dosť zložito, pretože sú si veľmi podobné až na krajné hodnoty pa-
rametra p, kde sú dosť nevyspytateľné. Len Agresti-Coullov interval nemá také
extrémne výkyvy.
Nakoniec na obrázku 3.3 vidíme ešte grafy pre n = 75. Situácia začína byť
dosť neprehľadná, pretože v grafoch je už príliš mnoho skokov, ktoré pribúda-
jú s rastúcim n. Jednoznačne sa dá ale rozoznať nedostatočná pravdepodobnosť
pokrytia štandardným IS a naopak zbytočne opatrný prístup v prípade Cloper-
Pearsonovho IS. Celkovo môžeme usúdiť, že s rastúcim n nedochádza k nepred-
vídateľným zmenám, ale všetky IS sa pomaly vylepšujú v pokrytí. Za povšim-
nutie stojí aj určitá podoba medzi pokrytiami Wilsonovho a Agresti-Coullovho
intervalu, čo je spôsobené tým, že druhý menovaný v podstate vychádza z dosť
komplikovaného vzorca skórového intervalu, ktorý ale zjednodušuje.
Aby sme mohli jednotlivé IS medzi sebou jednoznačne porovnať, zadefinujeme





Tento integrál vypočítame numericky. Zvolíme si dostatočne veľký počet rovno-
merne rozmiestnených hodnôt p z intervalu (0, 1) a pre každé p z tejto množi-
ny vypočítame skutočnú pravdepodobnosť pokrytia Cn(p). Aritmetický priemer
všetkých hodnôt Cn(p) bude približná hodnota C̄n.
Priemerné pravdepodobnosti pokrytia pre prípady z obrázka 3.3 sú zhrnu-
té v tabuľke 3.1. Okrem Waldovho IS majú všetky ostatné intervaly priemerné
pokrytie na prijateľnej úrovni. Najlepšie si ale vedú Wilsonov interval, ktorý je
mierne nad nominálnou úrovňou a interval z vierohodnostného pomeru, ktorého
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Cn(p)
Pravdepodobnosť pokrytia
(n = 15, alfa = 0.05)
Obr. 3.1: Porovnanie skutočnej pravdepodobnosti pokrytia 95% intervalov spo-
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0.0 0.2 0.4 0.6 0.8 1.0p
Cn(p)
Pravdepodobnosť pokrytia
(n = 40, alfa = 0.05)
Obr. 3.2: Porovnanie skutočnej pravdepodobnosti pokrytia 95% intervalov spo-
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0.0 0.2 0.4 0.6 0.8 1.0p
Cn(p)
Pravdepodobnosť pokrytia
(n = 75, alfa = 0.05)
Obr. 3.3: Porovnanie skutočnej pravdepodobnosti pokrytia 95% intervalov spo-
ľahlivosti pre n = 75.
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IS IS IW IAC IArc ICP IV P
C̄n 0.9148 0.9514 0.9565 0.9405 0.9664 0.9483
















Obr. 3.4: Graf závislosti priemernej pravdepodobnosti pokrytia 95% intervalov
spoľahlivosti od n.
Ďalej zostrojíme graf závislosti priemernej pravdepodobnosti pokrytia od n.
Výpočet je ale už značne náročnejší a potrvá rádovo až niekoľko minút. Výsledok
pre n = 10 až n = 250 vidíme na obrázku 3.4. Zaujímavé intervaly, aspoň čo sa
týka priemernej pravdepodobnosti pokrytia, sú skórový a vierohodnostný interval,
ktoré sa dostatočne približujú nominálnej úrovni už pre malé hodnoty n.
3.2 Stredná hodnota šírky intervalu
Označme lI(X) = h(X)−d(X) šírku intervalu spoľahlivosti I(X) = (d(X), h(X)).
Potom pre pevné p ∈ (0, 1) existuje stredná hodnota náhodnej veličiny lI(X), pre
ktorú plati
E p [lI(X)] =
n∑
x=0











Stredná hodnota šírky IS













Obr. 3.5: Graf závislosti strednej hodnoty šírky 95% intervalov spoľahlivosti od
parametra p pre n = 50.
IS n = 15 n = 40 n = 75 n = 100 n = 150 n = 200 n = 250
IW 0.3687 0.2367 0.1752 0.1523 0.1248 0.1083 0.0970
IV P 0.3642 0.2350 0.1744 0.1517 0.1245 0.1081 0.0968
Tabuľka 3.3: Priemerné šírky Wilsonovho IS a IS z vierohodnostného pomeru.
Obrázok 3.5 znázorňuje závislosť strednej hodnoty šírky intervalov v prípade
n = 50. V súlade s pravdepodobnosťou pokrytia je skoro na celom intervale (0, 1)
najširší Clopper-Pearsonov interval. Celkom prekvapivá môže byť príliš veľká šír-
ka Waldovho intervalu v porovnaní s jeho pokrytím, no to je spôsobené tým, že
stred tohto intervalu tvorí práve bodový odhad parametra p. Toto je so vzrastajú-
cou vzdialenosťou parametra p od hodnoty 1/2 viac a viac nevhodnejšie, pretože
s touto vzdialenosťou narastá šikmosť binomického rozdelenia. Tento fakt takis-
to vysvetľuje absolútne nedostatočnú pravdepodobnosť pokrytia, keď sa p blíží
ku krajným hodnotám. Inak sú všetky intervaly celkom vyrovnané, čo sa týka
priemernej šírky, a preto je tento graf dosť neprehľadný.
Podobne ako v predchádzajúcej časti, môžeme ešte vypočítať priemerné stred-
né hodnoty šírky IS. Tieto hodnoty porovnáme už iba pre skórový a vierohod-
nostný interval, ktoré sa z hľadiska priemernej pravdepodobnosti pokrytia ukázali
ako najvhodnejšie. Z tabuľky 3.2 vidíme, že tieto dva intervaly sú na tom skoro
rovnako. Malý rozdiel v neprospech skórového intervalu zmenšujúci sa s rastúcim
n odpovedá tomú, že priemerná pravdepodobnosť pokrytia sa v jeho prípade blíží
k nominálnej úrovni zhora narozdiel od IS z vierohodnostného pomeru, ktorý sa






0.0 0.2 0.4 0.6 0.8 1.0p
Optimálna pravdepodobnosť pokrytia
n = 75
Obr. 3.6: Závislosť optimálnej pravdepodobnosti pokrytia od parametra p pre
n = 75.
3.3 Optimálna pravdepodobnosť pokrytia
V tejto časti navrhneme ešte jedno kritérium, podľa ktorého môžeme porovnať
jednotlivé IS. Pretože X nadobúda len n + 1 hodnôt, tak existuje len konečný
počet možných hodnôt skutočných pravdepodobností pokrytia. Konkrétne zrejme
(n+ 1) + n+ . . .+ 1 = (1/2)(n+ 1)(n+ 2), ak nepočítame nulu. To je stále ešte
dosť veľa, každopádne je rozumné požadovať, aby IS nepokryl parameter p pre
pre čo najviac hodnôt X. Teda ak pre pevné p zoradíme podľa veľkosti pravdepo-
dobnosti Pp [X = x], kde x ∈ {0, 1, . . . , n} a sčítame k najmenších tak, aby sme
sa priblížili čo najbližšie k hladine významnosti α, dostaneme najbližšiu možnú
hladinu významnosti a z tej vypočítame niečo ako optimálnu pravdepodobnosť
pokrytia pre dané n a p, ktorú označíme On(p).
Teraz už môžeme porovnať rozdiel medzi absolútnou chybou skutočnej pravde-
podobnosti pokrytia IS a absolútnou chybou optimálnej pravdepodobnosti. Teda
porovnáme |Cn(p)− (1− α)| − |On(p)− (1− α)| v závislosti od p pre všetky in-
tervaly spoľahlivosti. Grafy pre n = 75 vidíme na obrázku 3.7. Záporné hodnoty
pri všetkých intervaloch okrem Clopper-Pearsonovho znamenajú, že tieto inter-
valy niekedy pokryjú parameter p pre x, ktoré je menej pravdepodobné než iná
hodnota x, pre ktorú p nepokryjú. To by mohlo byť tiež považované za mierny
nedostatok, každopádne záporné hodnoty sú veľmi sporadické a oproti kladným
odchýlkam sú zrejme zanedbateľné. V porovnaní s obrázkom 3.3 sú tieto grafy
prehľadnejšie a celkom dobre vidieť, že Wilsonov interval je na tom najlepšie
v krajných oblastiach, čo predtým nebolo dobre porovnateľné. Každopádne to,
že väčšina IS (IW , IAC , IArc, IV P ) je temer rovnaká v okolí bodu p = 1/2, bolo
zrejmé už z 3.3.
Určite by bolo zaujímavé mať IS so skutočnou pravdepodobnosťou pokrytia
ako je na obrázku 3.6. Teoreticky je možné určiť pre čo najviac p ∈ (0, 1) množinu
Mp s prvkami x, pre ktoré ma platiť I(x) 3 p a potom pre každé x ∈ {0, 1, . . . , n}
zahrnúť do IS tie p, pre ktoré x ∈ Mp. Prakticky však vychádza pre hodnoty
blízke X = 0 a X = n ako riešenie zjednotenie viacerých intervalov a to nie to,
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p
Porovnanie optimálnej a skutočnej pravdepodobnosti pokrytia
(n = 75, alfa = 0.05)
Obr. 3.7: Rozdiely chýb skutočnej a optimálnej pravdepodobnosti pokrytia od
nominálnej úrovne pre n = 75.
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Záver
Hlavnou témou tejto práce bolo teoreticky popísať a štatisticky porovnať niektoré
metódy konštrukcie intervalových odhadov parametra binomického rozdelenia.
Úplne základným intervalom, ktorý sa objavuje v každej učebnici štastisti-
ky je štandardný alebo aj Waldov interval spoľahlivosti, pretože sa dá odvodiť
invertovaním Waldovho štatistického testu, patriaceho medzi testy založené na
vierohodnostnej funkcii. V protiklade k jeho oľúbenosti stojí nedostatočná prav-
depodobnosť pokrytia, ktorá sa s rastúcim n zlepšuje len veľmi pomaly oproti
iným metódam. Na praktické použitie je veľmi nevhodný a ťažko odporúčateľný.
Z testu založeného na vierohodnostnej funkcii vychádza aj Wilsonov interval,
ktorý dostaneme invertovaním skórového testu. Skórový interval dáva jednoznač-
ne najlepšie výsledky spomedzi všetkých intervalov skúmaných v tejto práci. Prie-
merná pravdepodobnosť pokrytia rýchlo konverguje k nominálnej úrovni a drží
sa mierne nad ňou. Avšak oproti jednoduchému štandardnému intervalu je o dosť
komplikovanejší.
Za konkurenta Wilsonovho intervalu môžeme považovať posledný z trojice in-
tervalov získaných z nejakého testu založeného na vierohodnostnej funkcii. Kon-
krétne ide o interval z vierohodnostného pomeru a oproti skórovému intervalu je
mierne podhodnotený, ale rýchlo sa približuje k nominálnej úrovni. Vďaka tomu
je priemerne aj o niečo kratší než Wilsonov interval. Pre vetšinu prípadov ho nie
je možné vypočítať analyticky, čo je jeho veľkou nevýhodou.
Agresti-Coullov interval je podstatným zjednodušením Wilsonovho intervalu,
ale napriek tomu dosahuje dosť dobré výsledky. Priemerná pravdepodobnosť po-
krytia konverguje síce o dosť pomalšie k nominálnej úrovni, ale to je spôsobené
tým, že jeho pokrytie v krajných oblastiach intervalu (0, 1) je stabilne nad no-
minálnou úrovňou a celkovo pod túto úroveň príliš neklesá, čo sa nedá povedať
o predchádzajúcich dvoch intervaloch. Je využiteľný v prípadoch, keď chceme mať
istotu, že skutočná pravdepodobnosť nebude príliš nízka. Ďalšou veľkou výhodou
je jeho jednoduchý tvar, dokonca v prípade 95% IS, je temer totožný s pravid-
lom „pridať 2 úspechy a 2 neúspechyÿ a použiť štandardný prístup. Pre približné
odhadnutie binomického podieľu snáď nie je lepšej voľby.
Špeciálnym prípadom je Clopper-Pearsonov interval nazývaný aj exaktný in-
terval, pretože jeho skutočná pravdepodobnosť je vždy najmenej 1 − α, ale vo
väčšine prípadoch je príliš nadhodnotený. S tým nutne súvisí aj stredná hodnota
jeho šírky, ktorá je zbytočne moc veľká. No môže sa vyskytnúť prípad, kedy po-
žadujeme aby 95% IS mal aspoň 95% pravdepodobnosť pokrytia a vtedy sa hodí
práve tento prístup.
Posledným skúmaným intervalom v tejto práci je arkussínusový interval, ktorý
však nevyniká v žiadnom ohľade a medzi ostatnými sa stráca. Stojí za ním však
zaujímavá teória, ktorá môže byť vhodná aj v inej situácii.
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A. Použité vety
Veta A.1 (Cramérova-Raova nerovnosť). Nech X = (X1, . . . , Xn)T je náhodný
výber z rozdelenia, ktoré je prvkom rodiny {Fθ; θ ∈ Θ} spĺňajúcej podmienky
regularity. Nech φ(X) je nestranný odhad parametrickej funkcie g(θ) taký, že
Eφ2(X) <∞, θ ∈ Θ.
Ďalej nech pre všetky θ ∈ Θ









φ(x1, . . . , xn)
n∏
i=1












fθ(xi)dν(x1) . . . dν(xn).
Potom pre všetky θ ∈ Θ platí




Viď [5], str. 97, Veta 5.2.
Veta A.2 (Lindebergova centrálna limitná veta). Nech X1, X2, . . . sú nezávislé
rovnako rozdelené náhodné veličiny so strednou hodnotou µ a s konečným rozp-
tylom σ2. Potom pre n→∞ platí
X1 + . . .+Xn − nµ√
n
d−→ N(0, σ2).
Viď [3], str. 331, Veta B.5.
Veta A.3 (princíp spojitosti pre konvergenciu podľa distribučnej funkcie). Ak g
je spojitá reálna funkcia a Xn
d−→ X, potom g(Xn)
d−→ g(X).
Veta A.4 (princíp spojitosti pre konvergenciu podľa pravdepodobnosti). Ak g je
spojitá reálna funkcia a Xn
P−→ X, potom g(Xn)
P−→ g(X).
Obe vety nájdeme v [3], str. 332-333
Veta A.5 (Chinčinova). Nech X1, X2, . . . je postupnosť nezávislých rovnako roz-
delených náhodných veličín s konečnou strednou hodnotou µ. Potom platí
X1 + . . .+Xn
n
P−→ µ.
Viď [2], str. 76, Veta 6.3.
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Veta A.6 (Cramér-Slucky). Nech X1, X2, . . . je postupnosť náhodných veličín s
distribučnými funkciami F1, F2, . . . Nech F je distribučná funkcia a c > 0 kon-
štanta. Ďalej nech Fn slabo konvergujú k F a Y1, Y2, . . . je postupnosť takých
náhodných veličín, že Yn
P−→ c.
Potom distribučné funkcie F Tn náhodnej veličiny Tn = Xn/Yn konvergujú slabo
k F (cx).
Viď [3], str. 333, Veta B.10.





Viď [2], str. 99, Veta 8.4.
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B. Kód v programe R
Na tomto mieste sú uvedené zdrojové kódy z programu R. Okrem funkcie na
výpočet všetkých intervalov spoľahlivosti sa tu nachádzajú taktiež fukcie na vy-
kreslenie grafov použitých v kapitole 3, v ktorých sa dajú zadať aj iné vstupné
parametre, a tak napríklad dostať všetky obrázky pre α = 0.01.
###################################################################
# Intervaly spoľahlivosti #
###################################################################
int <- function(x,n,alpha=0.05,typ=’all’)
# typ - podľa typu intervalu môže mať nasledujúce hodnoty:
# ’S’ - štandardný interval
# ’W’ - Wilsonov interval
# ’AC’ - Agresti-Coullov interval
# ’Arc’ - arkussínusový interval
# ’CP’ - Clopper-Pearsonov interval
# ’VP’ - interval z vierohodnostného pomeru
# ’all’ - pre vypísanie všetkých intervalov
{
# p.o - bodový odhad parametra p
p.o <- x/n
# u - kvantil normálneho rozdelenia
u <- qnorm(1-alpha/2)
if(typ==’S’){
pol.sirky <- u * sqrt(p.o*(1 - p.o)/n)
d <- p.o - pol.sirky
h <- p.o + pol.sirky
}
else if(typ==’W’){
stred <- (x + u^2/2)/(n + u^2)
pol.sirky <- (u*sqrt(n)/(n+u^2))*sqrt(p.o*(1-p.o) + u^2/(4*n))
d <- stred - pol.sirky
h <- stred + pol.sirky
}
else if(typ==’AC’){
p.o <- (x + u^2/2)/(n + u^2)
pol.sirky <- u*sqrt(p.o*(1 - p.o)/(n + u^2))
d <- p.o - pol.sirky
h <- p.o + pol.sirky
}
else if(typ==’Arc’){
d <- sin(max(0, asin(sqrt(p.o)) - u*sqrt(1/(4*n))))^2
h <- sin(min(pi/2, asin(sqrt(p.o)) + u*sqrt(1/(4*n))))^2
}
else if(typ==’CP’){
if(x>0) {Fd <- qf(1-alpha/2, 2*x, 2*(n-x+1), lower.tail = FALSE)
d <- 1/((n-x+1)/(x*Fd)+1)}
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if(x==0) h <- 1 - (exp(u^2/2))^(-1/n)
else if(x==n) d <- (exp(u^2/2))^(-1/n)
else { d <- uniroot(LR, c(0,x/n), tol = 0.00001)$root
h <- uniroot(LR, c(x/n,1), tol = 0.00001)$root }
}




for(i in 1:6) int <- rbind(int,int(x,n,alpha,nazvy[i]))
rownames(int) <- nazvy
} else {
# V extrémmnych prípadoch x = 0 resp. x = n,
# vezmeme za dolný odhad d = 0 resp. za horný odhad h = 1
if(x==0) d <- 0 else if(x==n) h <- n
# výsledok ešte upravíme tak, aby IS bol podmnožinou [0,1]





# Funkcia na vypočítanie skutočných pravdepodobností pokrytia #
# prípadne stredných hodnôt šírky intervalu pre "všetky" p. #
###################################################################
hodnoty <- function(n,typ,co=’prst’,alpha=0.05,nkrok=10000)
# co=’prst’ pre pravdepodobnosti pokrytia
# co=’sirka’ pre stredné hodnoty šírky
{
# vypočítame IS pre všetky x = 0,1,...,n
intervaly <- data.frame()
for(i in 0:n) intervaly <- rbind(intervaly,int(i,n,alpha,typ))
# pre všetky intervaly dopočítame aj šírku
intervaly$sirka <- intervaly$h - intervaly$d
# výsledky budeme ukladať do vektora hodnoty
hodnoty <- rep(0,nkrok-1)
# prejdeme celý interval (0,1) s krokom 1/nkrok
for(i in 1:(nkrok-1)){
p <- i/nkrok




# skutočná pravdepodobnosť pokrytia pre dané p
hodnoty[i] <- sum((intervaly$d < p)*(intervaly$h > p)*prsti)
else if(co==’sirka’)






# Funkcia na zostrojenie grafov skutočnej pravdepodobnosti #




# vytvoríme tabuľku data so stĺpcom p obsahujúcim
# hodnoty z intervalu (0,1) s krokom 1/nkrok
data <- data.frame(p = 1:(nkrok-1)/nkrok)
# pre každý interval pridáme stĺpec s pravdepodobnosťami pokrytia
typ <- c(’S’,’W’,’AC’,’Arc’,’CP’,’VP’)
for(i in 1:6) data[,i+1] <- hodnoty(n,typ[i],’prst’,alpha,nkrok)
# uložíme do súboru (grafy.co.n.alfa) vo formáte pdf
pdf(paste0(’grafy_prst_p_’,n,’.pdf’),
width=6, height=9, encoding=’CP1250’)
# vykreslíme v 2 riadkoch po 3 grafy a naviac
# pomocou malého triku vytvoríme prázdne miesto na nadpis :)
layout(matrix(c(0,0:6), 4, 2, byrow=T),heights=c(1,4,4,4))
# zmenšený spodný okraj
par(mar=c(2.5, 3, 4, 2))
nazov <- c(’Štandardný IS’,’Wilsonov IS’,’Agresti-Coullov IS’,
’Arkussínusový IS’,’Clopper-Pearsonov IS’,
’IS z vierohodnostného pomeru’)
for(i in 1:6){
plot(data$p,data[,i+1], ylim=c(1-3*alpha,1), xlim=c(0,1),
type=’l’, xlab=’’, ylab=’’, axes=F, lwd=0.8)
title(main=paste(nazov[i]))
# vodorovná čiara
abline(h=1-alpha, col=’black’, lty=2, lwd=2)
# osi zadefinujeme zvlášť
axis(2,at=seq(0,1, by=alpha), las=2)
axis(1,at=seq(0,1, by=0.2))
# názov osi x
mtext(’p’,side=1,adj=0.5,line=1.3,cex=0.8)
# názov osi y
mtext(expression(’C’[n](p)),side=3,adj=-0.2,line=0.6,cex=0.75)
}
nadpis <- ’Pravdepodobnosť pokrytia’
mtext(nadpis, side=3, outer=T, line=-2)
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podnadpis <- paste0(’(n = ’,n,’, alfa = ’,alpha,’)’)




# Funkcia na zostrojenie grafov priemernej pravdepodobnosti #
# pokrytia v závislosti od n pre zadané IS. #
# !Výpočet môže trvať niekoľko minút! #
###################################################################
grafy.prst.n <-
function(min.n, max.n, typy=’all’, alpha=0.05, nkrok=10000)
# typy je vektor s typmi intervalov, pre ktoré chceme vykresliť
# grafy, prípadne typy=’all’ pre všetky IS.
{
if(typy[1]==’all’)
typ <- c(’S’,’W’,’AC’,’Arc’,’CP’,’VP’) else typ <- typy





for(i in 1:l.t) for(j in 1:l.n){
# Približné počítadlo stavu výpočtu
k <- k+1
print(round(k*100/(l.t*l.n),2))
data[j,i] <- mean(hodnoty(n[j], typ[i], ’prst’, alpha, nkrok))
}




par(mar=c(2.5, 4, 4, 2))
plot(1:max.n, 1:max.n, ylim=c(1-2*alpha,1-alpha/2),




lines(n, data[,i], col=col[i], type=’l’, lty=i, lwd=1.5)










# Funkcia na zostrojenie grafov strednej hodnoty šírky intervalov #
# spoľahlivosti v závislosti od p pre zadané IS a konkrétne n. #
###################################################################
grafy.sirka.p <- function(n,typy=’all’,alpha=0.05,nkrok=10000)
# typy je vektor s typmi intervalov, pre ktoré chceme vykresliť
# stredné hodnoty šírky, prípadne typy=’all’ pre všetky IS.
{
data <- data.frame(p = 1:(nkrok-1)/nkrok)
if(typy[1]==’all’) typ <- c(’S’,’W’,’AC’,’Arc’,’CP’,’VP’)
else typ <- typy
l <- length(typ)
for(i in 1:l) data[,i+1] <- hodnoty(n,typ[i],’sirka’,alpha,nkrok)
pdf(paste0(’grafy_sirka_p_’,n,’.pdf’),
width=6, height=5, encoding=’CP1250’)
par(mar=c(2.5, 4, 4, 2))
if(l <= 4) col <- rep(’black’,l) else
col <- c(’black’,’orange’,’brown’,’darkblue’,’red’,’darkgreen’)
plot(data$p, data[,2], ylim=c(0.1,max(data[,-1]))+0.01, xlim=c(0,1),
type=’l’,lwd=1.5, col=col[1], xlab=’’, ylab=’’,axes=F)
if(l>1) for(i in 2:l)
lines(data$p,data[,i+1],col=col[i],type=’l’,lty=i,lwd=1.5)
title(main=’Stredná hodnota šírky IS’)









# Optimálna pravdepodobnosť pokrytia v závislosti od p. #
###################################################################





# Zoradené pravdepodobnosti P[X=x]
prsti <- sort(dbinom(0:n,n,p))
sucty <- rep(0,n+1)
# Čiastočné súčty j najmenších pravdepodobností







# Funkcia na zostrojenie grafov závislosti rozdielu chýb #
# skutočnej a optimálnej pravdepodobnosti pokrytia. #
###################################################################
grafy.opti <- function(n, alpha=0.05, nkrok=10000)
{
data <- data.frame(p = 1:(nkrok-1)/nkrok)
typ <- c(’S’,’W’,’AC’,’Arc’,’CP’,’VP’)





nazov <- c(’Štandardný IS’,’Wilsonov IS’,’Agresti-Coullov IS’,
’Arkussínusový IS’,’Clopper-Pearsonov IS’,
’IS z vierohodnostného pomeru’)
pdf(paste0(’grafy_prst_opti_’,n,’.pdf’), width=6, height=8.5,
encoding=’CP1250’)
layout(matrix(c(0,0:6), 4, 2, byrow=T),heights=c(1,4,4,4))
par(mar=c(2.5, 4, 4, 2))
for(i in 1:6){
plot(data$p,data[,i+1], ylim=c(-alpha/5,alpha), xlim=c(0,1),
type=’h’, col=’gray’, xlab=’’, ylab=’’, axes=F)
title(main=paste(nazov[i]))





nad<-’Porovnanie optimálnej a skutočnej pravdepodobnosti pokrytia’
mtext(nad, side=3, outer=T, line=-2)
podnadpis <- paste0(’(n = ’,n,’, alfa = ’,alpha,’)’)
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