Fix integers d ≥ 2 and k ≥ d − 1. Consider a random walk X 0 , X 1 , . . . in R d in which, given X 0 , X 1 , . . . , X n (n ≥ k), the next step X n+1 is uniformly distributed on the unit ball centred at X n , but conditioned that the line segment from X n to X n+1 intersects the convex hull of {0, X n−k , . . . , X n } only at X n . For k = ∞ this is a version of the model introduced by Angel et al., which is conjectured to be ballistic, i.e., to have a limiting speed and a limiting direction. We establish ballisticity for the finite-k model, and comment on some open problems. In the case where d = 2 and k = 1, we obtain the limiting speed explicitly: it is 8/(9π 2 ).
Introduction and main results
Random walks in Euclidean space whose evolution depends not just upon their most recent state but upon their previous history have recently attracted much interest. A major motivation is to provide models for polymers, where linear chains naturally appear both in the collapsed and the extended phases. For the collapsed phase, the main examples are random walks (or diffusions) that interact with the occupation measure of their past trajectory such as reinforced random walks [17] and excited random walks [3] . For the extended phase, a first class of examples is given by self-repelling random processes interacting with their current occupation measure [2, 6, 14, 16, [21] [22] [23] , with self-avoiding walk [12] as the extreme case where repulsion is total. Locally self-repelling walks in continuous space also appear in queueing theory, as models of customer-server systems with greedy strategies: customers arrive randomly in time and space and the server moves toward the closest customer between services. Questions of interest include stability when the space is the circle [20] , and transience and rate of escape on the line [9, 19] . Similar questions were also considered in a discrete-space model [7, 10] . 
Note that including the origin in the definition of the convex hull to be avoided at each step is crucial; if the process instead just avoids the convex hull generated by its most recent k steps, then it will be diffusive, like the Gillis-Domb-Fisher 'correlated random walk' [5] that is repelled by its immediate past but effectively has zero drift over long time scales.
The constants v d,k in Theorem 1.1 are characterized in (35) below, but seem hard to evaluate in general. It is obvious that v d,k ≤ 1, and we show (cf. Corollary 2.8) that v d,k > 0. It is likely that one can show that v d,k ≥ v > 0 for all d, k, perhaps by adapting the arguments of [24] ; this fact would also follow from Conjecture 1.3 below. We can compute v d,k explicitly in one particular case. Simulations suggest the following.
It is natural to seek a coupling to establish Conjecture 1.3. There is an obvious coupling of one step of the k and k + 1 processes started from a common configuration, but extending this to a process coupling seems difficult.
The inspiration for considering our model comes from the case of infinite memory, when the walk avoids its entire convex hull Conv{X 0 , X 1 , . . . , X n }. This 'k = ∞' walk is a variant of the model introduced by Angel et al. in [1] , in which the increments are uniform on the unit sphere (rather than the unit ball) excluding the convex hull; for the d = 2 case of that model, Zerner [24] showed that lim inf n→∞ n −1 X n > 0 a.s.
Just as for the model in [1] , one conjectures that the k = ∞ walk that avoids its entire convex hull is ballistic (cf. 
Simulations are reasonably consistent with Conjecture 1.4, but not entirely convincing. Another open problem concerns the second-order behaviour of X n in the finite-memory model: we expect that n −1/2 (X n − v d,k nX n ) converges to a non-degenerate normal distribution; this is to be contrasted with the conjectured n 3/4 -order fluctuations (in d = 2) for the k = ∞ model [1] . It is also open to prove ballisticity for the version of the finitememory model (X n , say) in which the increments are supported on a sphere rather than a ball: our proof (particularly the renewal construction in Section 3) uses the fact that the increments have a density in R d . In the case d = 2, k = 1 of this variant of the model, the argument of Section 6 goes through with minor modifications to show that
The plan of the paper is as follows. In Section 2 we collect some initial observations, which include a description of the process via a (k + 1)-component Markov chain and the fact that there is a uniformly positive radial drift for the process over a finite number of steps, which entails a lim inf-speed bound. The core of our proof of ballisticity is a renewal structure described in Section 3, which identifies events that occur frequently and between any two of which the process has uniformly positive radial drift and has symmetric transverse increments. This is essentially already enough to prove a limiting direction, but to identify a limiting speed it is necessary to show that the radial drift between renewals has a limit, and that the expected time between renewals also has a limit. We establish these limiting statements via a coupling argument to a variant of the process which is spatially homogeneous. The homogeneous process is introduced in Section 4, and the coupling argument is presented in Section 5. This completes the proof of Theorem 1.1. The proof of Theorem 1.2 proceeds via an essentially self-contained argument in Section 6, which shows that n −1 E X n has the specified limit. The argument goes by showing that the global speed is asymptotically equal to the local drift, and the local drift is evaluated as an average with respect to the limit distribution of the interior angle of the convex hull; the limit distribution of the angle is identified in Lemma 6.3 as the limit of the stochastic recursive sequence 
Preliminaries
For any finite non-empty X ⊆ R d and any
Cone(x; X ) := Conv{x + α(y − x) : α ≥ 0, y ∈ X }.
Excluding the degenerate case Cone(x; {x}) = {x}, Cone(x; X ) is the convex hull of finitely many closed rays emanating from x, and, if x is not in the interior of Conv X , then Cone(x; X ) is the smallest closed convex cone with vertex x containing the set X (equivalently, Conv X ). It is not hard to see that (1) is equivalent to
which is a form that will be useful later on. Our first result of this section shows that our process is well defined. Here and subsequently, ν d := Vol d B(0; 1) is the volume of the unit-radius d-ball.
Lemma 2.1. The process X 0 , X 1 , X 2 , . . . is well defined, and for all n ∈ Z + , a.s.,
Proof. The proof goes by induction. Starting from X 0 = 0 we have that A(X 0,k ; X 0 ) = A(∅; 0) = B(0; 1) by (1) or (4). Hence Vol d A(∅; 0) = ν d , so (5) holds with n = 0. For the inductive step, suppose that the law of X 0 , X 1 , . . . , X m is well defined, and that (5) holds for all 0 ≤ n ≤ m. Then the transition density p(y | X n,k ; X n ) at (3) is well-defined for n = m, and so we can generate X m+1 according to (2) . Thus X 0 , X 1 , . . . , X m+1 is well defined. Moreover, the upper bound on Vol d A(X m+1,k ; X m+1 ) is trivial. Also, by construction, X m+1 is not in the interior of the previous convex hull Conv(X m,k ∪{0, X m }), and so X m+1 is extremal for Conv(X m+1,k ∪ {0, X m+1 }). Hence there exists a tangent hyperplane at X m+1 to the convex hull, and the opposite half of the ball B(X m+1 ; 1) is contained in A(X m+1,k ; X m+1 ). Hence the latter set has volume at least ν d /2, and so (5) holds for n = m + 1. This completes the inductive step.
. . , x k , y 1 ; y 2 ), and so on, up to y k ∈ A(x k , y 1 . . . , y k−2 ; y k−1 ). Let P(x 0 , x 1 , . . . , x k ) denote the set of all admissible paths from history x 0 , x 1 , . . . , x k . To describe the initial steps of the process, we say y 1 , . . . , y k ∈ R d is an admissible initial path if y 1 ∈ A(∅; 0), y 2 ∈ A(∅; y 1 ), y 3 ∈ A(y 1 ; y 2 ), and so on, up to y k ∈ A(y 1 , . . . , y k−2 ; y k−1 ). Let P 0 denote the set of all admissible initial paths.
The P(x 0 , x 1 , . . . , x k ) are Borel (in fact, closed) subsets of (R d ) k . To see this, take (y 1,n , . . . , y k,n ) ∈ P(x 0 , x 1 , . . . , x k ) with (y 1,n , . . . , y k,n ) → (y 1 , . . . , y k ) as n → ∞. Since A(x 0 , . . . , x k−1 ; x k ) is closed, y 1 ∈ A(x 0 , . . . , x k−1 ; x k ). Moreover, as a function taking values in the non-empty compact subsets of R d endowed with the Hausdorff metric (denoted ρ H ), y 1 → A(x 1 , . . . , x k−1 , x k ; y 1 ) is continuous, and so lim n→∞ A(x 1 , . . . , x k−1 , x k ; y 1,n ) = A(x 1 , . . . , x k−1 , x k ; y 1 ). Given ε > 0, we can (and do) choose n sufficiently large so that y 2,n − y 2 < ε and ρ H (A(x 1 , . . . , x k−1 , x k ; y 1,n ), A(x 1 , . . . , x k−1 , x k ; y 1 )) < ε. Then since y 2,n ∈ A(x 1 , . . . , x k−1 , x k ; y 1,n ), there exists z n ∈ A(x 1 , . . . , x k−1 , x k ; y 1 ) with y 2,n − z n < ε, so that z n − y 2 < 2ε. Hence y 2 = lim n→∞ z n ∈ A(x 1 , . . . , x k−1 , x k ; y 1 ), since the latter set is closed. Continuing this argument shows that (y 1 , . . . , y k ) ∈ P(x 0 , x 1 , . . . , x k ), so the latter set is closed. Similarly, P 0 is a closed subset of (
where for all (y 1 , . . . , y k ) ∈ P(x 0 , . . . , x k ), with p( · | · ) given by (3),
and elsewhere we set f = 0. Moreover, the initial distribution is
where for all (y 1 , . . . , y k ) ∈ P 0 ,
Proof. It suffices to suppose that
By (2) and (3),
which gives the result if k = 1. Otherwise,
which gives the result if k = 2. Iterating this argument gives the transition function for general k. A similar argument gives the law of Y 0 .
For n ∈ Z + define the σ-algebra
, definê x := x/ x . For convenience, set0 := 0. We write ' · ' for the scalar product on R d . The following important result says that the radial component of the drift of the process is always non-negative. Proposition 2.3. We have that, for all n ∈ Z + ,
Proof. Given that0 = 0, it suffices to suppose that n ≥ 1, in which case X n = 0, a.s. On the event {X n = x}, for x = 0, by (2) and (3) we can write
where the open set
differs from A(X ; x) as given by (4) by a set of measure zero ('int' stands for 'interior').
induced by reflection in the hyperplane at x orthogonal tox. We claim that y ∈ A (X n,k ; x) and (y − x) ·x < 0 imply that S x (y) ∈ A (X n,k ; x).
Write A + = {y ∈ A (X n,k ; x) : (y −x)·x > 0} and A − = {y ∈ A (X n,k ; x) : (y −x)·x < 0}. Then by (8) and the fact that (S x (z) − x) ·x = −(z − x) ·x, we have S x (A − ) ⊆ A + and, using also the fact that S x is a measure-preserving bijection,
by definition of A + . It remains to prove the claim (8) . To do so, we use a finite-dimensional version of Hahn-Banach theorem: for all y ∈ A (X n,k ; x), there exists a hyperplane H separating {y} and Cone(X n,k ∪ {0, x}) such that y / ∈ H and
here it is important that we used A defined at (7) . Consider the unit vector h perpendicular to H and such that h ·x > 0, and denote by H + , H − the half-spaces
Then, for y ∈ A (X n,k ; x) and (y − x) ·x < 0, we have y ∈ H + and S x (y) ∈ H + though Cone(X n,k ∪ {0, x}) ⊆ cl H − . Since also S x (y) ∈ int B(x; 1), we have from (7) that S x (y) ∈ A (X n,k ; x). Thus we have proved (8) .
We would like to improve Proposition 2.3 to show that the radial drift is uniformly positive. However, it is not hard to see that there are configurations for which this is not true if we compute the drift in a single step. Thus we are led to consider multiple steps. In order to control the possible configurations of the walk's history, we can demand that the walk first makes a chain of jumps away from the convex hull, and then makes another chain of jumps in the radial direction. These two constructions will be central to our renewal structure that we describe in the next section, and they are the focus of the next two results.
Given F n , consider a tangent hyperplane at X n to Conv(X n,k ∪ {0, X n }), and let h be the perpendicular unit vector to this hyperplane, pointing opposite to the convex hull.
h; δ). We show that from any configuration, the walk will follow the chain laid out by Π h (X n ) with uniformly positive probability.
Lemma 2.4. We have that
Proof. Suppose that X n = x; note that x · h ≥ 0. Let
It is easy to see that B(x 1 ; δ) ⊆ A(X n,k ; X n ). Hence, by (2) and (3),
by Lemma 2.1. If k = 1, this completes the proof. In general, we claim that
Then, for instance,
by (10) and (11) . Iterating this argument proves the statement in the lemma. It remains to prove the claim (11). For 1 ≤ i ≤ k, consider the hyperplane
. Hence x i lies on H i , and the hyperplane separates Conv(X n,k ∪ {0, X n }) and all the B(x j ; δ), j < i, from B(x i+1 ; δ). Thus, B(
The key to our renewal structure is the following definition:
For n ≥ k, let G n ∈ F n denote the event G n := {(X n−k , . . . , X n ) ∈ G}; if G n occurs, we say that X has good geometry at time n. Roughly speaking, the process has good geometry if the configuration is such that, in the next k steps, all trajectories through the sequence of balls laid out by Π are admissible. More precisely, the next result shows that, if the process has good geometry, then the law of the next k steps has a uniform component on the balls laid out by Π.
On the event G n , we have that Π(X n ) ⊆ P(X n−k , . . . , X n ). In particular, B 1 ⊆ B(X n + 1 2X n ; δ) ⊆ A(X n,k ; X n ), so that, by (2) and (3) we have, on G n ∩ {B ⊆ Π(X n )},
, by Lemma 2.1. Hence
If k = 1 this ends the proof. Otherwise, on
as before. Hence, on G n ∩ {B ⊆ Π(X n )},
Iterating this argument gives the result.
The connection between the last two results is the following.
We must show that (y 1 , . . . , y k ) ∈ P(X n , . . . , X n+k ). For convenience, set
It is not hard to see that y 1 ∈ A(z k , . . . , z 1 ; x). We have y i − x i ≤ δ for 1 ≤ i ≤ k, and z i − z i ≤ 2δ where
. For all j we have (z j − x i ) ·x ≤ − i 2 ≤ −4δ, so (z j − y i ) ·x < 0. Also, for j < i we have (x j − y i ) ·x < 0, while (x i+1 − y i ) ·x > 0. Thus H i contains y i and separates x, z 1 , . . . , z k and any y j , j < i, from y i+1 . In particular, for i = 1, this shows that y 2 ∈ A(z k−1 , . . . , z 1 , x; y 1 ), and so on. Now we can state our result on positive radial drift over a number of steps. 
Proof. We will show that there exist constants a, p > 0 (depending on d and k) and an event A ∈ F n+2k+d , such that P(A | F n ) ≥ p, a.s., and (15)
Note that for all x, ∆ ∈ R d , x + ∆ ≥ (x + ∆) ·x, so x + ∆ − x ≥ ∆ ·x. Hence, by Proposition 2.3,
which is bounded below by ap, by the claims (15) and (16) . This gives (14) with c d,k = ap. The rest of the proof establishes (15) and (16).
We describe the event A, which will comprise three successive events. Given F n , let h be the perpendicular unit vector to a tangent hyperplane at X n to Conv(X n,k ∪ {0, X n }), pointing opposite to the convex hull. Define the events A 1 = {(X n+1 , . . . , X n+k ) ∈ Π h (X n )} and A 2 = {(X n+k+1 , . . . , X n+2k ) ∈ Π(X n+k )}. Then by Lemmas 2.4, 2.5, and 2.6, we have that 
The idea is that, with positive probability, the process will follow close to the path y 0 , y 1 , . . . , y d , at which point it will have strictly positive drift after producing a convex hull which contains, approximately, a simplex. Set z i = X n+2k+i for 0 ≤ i ≤ d. Define the events
> δ, so the hyperplane H 0 contains x k and separates 0, x 0 , x 1 , . . . , x k−1 from B(y 1 ; δ). So, on A 1 ∩ A 2 , we have
and, for 1 ≤ j < i, given
provided that 6δ √ d < 1. On the other hand,
Thus the hyperplane H i contains z i and separates 0, x 0 , x 1 , . . . , x k and z 1 , . . . , z i−1 from B(y i+1 ; δ). Hence, on 
j=1 e j , and so
Since
, it follows that
Let ∆ denote the 'approximate simplex' with vertices X n+2k , . . . , X n+2k+d . Then on A we have that
is continuous as a function of x k and y 1 , . . . , y d away from y d = 0, so in particular we can choose δ > 0 small enough so that
where w is the barycentre of the vertices of ∆. We claim that for δ small enough, B(w ; δ) is in the interior of ∆. Indeed, w is in the interior of ∆ unless it degenerates to a polytope of lower dimension. But Vol d ∆ is a continuous function of its vertices, and the volume is strictly positive when δ = 0 (since then ∆ is a genuine simplex), so we can find δ > 0 small enough so that the claim holds.
Setting x = X n+2k+d and using analogous notation to the proof of Proposition 2.3, we have that S x (B(w ; δ)) ⊆ A + \ S x (A − ). Hence from (9), on A,
by (17) . This gives (16) with a = δ d+1 /ν d , and completes the proof.
Having established a strictly positive radial drift, we can deduce that the process has a positive 'lim inf' speed. This is the next result. 
Moreover, lim inf n→∞ n −1 X n ≥ ρ, a.s.
Proof. Define the process
by (14) . Hence Z m is a submartingale with uniformly bounded increments, and we can apply the one-sided Azuma-Hoeffding inequality (see Theorem 2.4.14 in [13] ) to obtain
Hence, since Z 0 = X 0 = 0, for some ρ > 0 depending on d and k, for all m ∈ Z + ,
Let m = n 2k+d+1
for all n sufficiently large. Then (19) yields (18) . Finally, it follows from (18) and the Borel-Cantelli lemma that lim inf n→∞ n −1 X n ≥ ρ, a.s.
Renewal structure
Our strategy for establishing ballisticity is to show that, up to smaller order terms, there is a limiting positive radial drift and the transverse fluctuations are not too big (cf. Lemma A.1 below). As in Proposition 2.7, it is clear that this property cannot be the case at every step of the walk. Our strategy is to find an embedded process which has these properties at random times. We call these random times 'renewals'. They are such that process executes a chain of approximately radial jumps (cf. Lemma 2.5) . Such times exhibit a symmetry which entails a positive radial drift, and these times occur rather frequently, as we show in Lemma 3.3 below. With Corollary 2.8, this is already essentially enough to establish a limiting direction. To establish a limiting speed, it is required in addition that the radial drift at these renewal times, and the expected time between renewals, have limits; these quantities are not constant because the special rôle played by the origin means the process lacks homogeneity. We address this with a coupling to a homogeneous modification of the process, which, roughly speaking, sends the origin away to infinity, as described in Section 4. From this point on, we fix the constant δ ∈ (0, 1/8). Recall the definition of Π(x) from (12) and of f from (6). First we state a consequence of Lemma 2.5.
Proof. Similarly to Lemma 2.2, on the event G n ∩ {B ⊆ Π(X n )},
Proof. By construction, Y 0 has the same law as Y 0 . Also by construction, we have that
on the complement of G m . It remains to show that (21) also holds on G m . For Borel
by equation (20) . This completes the proof.
Since from Y we can recover X, in view of Lemma 3.2, we will from now on work on an enlarged probability space and assume that the process Y (and hence X) is constructed as Y , along with its renewal times. We finish this section by showing that the renewal times must occur rather frequently. 
Moreover, with c > 0 given by e −c = 1 − α 2 , we have
s., for all r ≥ 0 and all n ∈ N.
Proof. The statement (22) follows from Lemmas 2.4 and 2.6. To prove (23) , first note that τ n + j is a stopping time for F 0 , F 1 , . . . for all j ≥ 1. Also, constructing X and Y as described above, we have
Then by (22) we have that, for all m ∈ Z + ,
Hence for r ≥ 1,
by (24) . Then (23) follows.
Thus Lemma 3.3 shows that the sequence τ 1 , τ 2 , . . . does not terminate, and its increments have exponential tails. Consider the sequence Y τn . This is a Markov chain, but its law is not translation invariant, due to the rôle of the origin. The next section introduces a related process, whose increment law is translation invariant, and which therefore has i.i.d. increments. In particular, it has a well-defined radial drift which entails ballisticity, and, crucially, it is close enough in behaviour to Y τn to be able to deduce our theorems.
A homogeneous process
For any fixed vector ∈ S d−1 we construct a homogeneous process in the direction . Loosely speaking, it amounts to replacing the origin by a point at infinity in the direction − . Let us give a precise definition.
For X ⊆ R d , we consider a semi-infinite cylinder with direction − , Conv (X ) := {z − r : z ∈ Conv X , r ≥ 0} .
The set of -admissible states from x ∈ R d with history
We start with an observation relating the admissible states.
Lemma 4.1. Suppose that x = 0 and X ⊂ R d . Then it holds that
Proof. When =x, the origin belongs to Conv (X ∪ {x}), which is a convex set. Then Conv(X ∪ {0, x}) ⊆ Conv (X ∪ {x}) and so comparison of (1) with (26) shows that A (X ; x) ⊆ A(X ; x). Conversely, consider the convex cone C = Cone(x; X ∪ {0, x}); the cone C has vertex x and contains 0, so that the translate C − λx (λ ≥ 0) is contained in C. That is, for any z ∈ Conv(X ∪ {x}) we have z − λx ∈ C. In other words, C is a convex cone that contains the cylinder Conv (X ∪ {x}), and hence Cone(x; Conv (X ∪ {x})) ⊆ C. Comparison of (4) and (27) shows that A(X ; x) ⊆ A (X ; x), and the lemma is proved.
We define the process X := (X 0 , X 1 , . . .) analogously to X. Specifically, we set X n,k := {X j : max(1, n − k) ≤ j ≤ n − 1}, take X 0 = 0, and suppose that, for n ∈ Z + ,
if Vol d A (X ; x) > 0. This process is well defined, as shown by the following analogue of Lemma 2.1; the proof is similar.
Lemma 4.2. The process X 0 , X 1 , X 2 , . . . is well defined, and for all n ∈ Z + ,
A sequence y 1 , . . . , y k ∈ R d is called an -admissible path from history x 0 , x 1 , . . . , x k if y 1 ∈ A (x 0 , . . . , x k−1 ; x k ), y 2 ∈ A (x 1 , . . . , x k−1 , x k ; y 1 ), y 3 ∈ A (x 2 , . . . , x k , y 1 ; y 2 ), and so on, up to y k ∈ A (x k , y 1 . . . , y k−2 ; y k−1 ). Let P (x 0 , x 1 , . . . , x k ) denote the set of all -admissible paths from history x 0 , x 1 , . . . , x k . Let F n := σ(X 0 , . . . , X n ). For δ ∈ (0, 1/8) and
Also, define
For n ≥ k, let G n ∈ F n denote the event G n := {(X n−k , . . . , X n ) ∈ G }; if G n occurs, we say that X has good geometry at time n.
The following analogue of Lemma 2.5 is proved in the same way. 
is a Markov chain and satisfies a version of Lemma 2.2. Moreover, we may assume that Y is constructed along with its renewal times τ 1 , τ 2 , . . ., analogously to the construction of Y described in Section 3, with Π replacing Π, f replacing f , and f replacingf , where f is defined by the analogue of (6) with p instead of p, and
Let Y m,i denote the ith component of Y m , and set W n := Y τ n ,k+1 = X kτ n +k .
Proposition 4.4. The sequence (W n ; n ≥ 1) is a homogeneous random walk, that is,
for a constant u d,k which does not depend on . Finally, the inter-renewal times (τ n+1 − τ n ; n ≥ 1) are i.i.d. with E[τ n+1 − τ n ] = λ d,k for a constant λ d,k ∈ (0, ∞) depending only on d and k, and such that, with c > 0 the constant from Lemma 3.3,
Proof. By the renewal construction and the fact that for the -process the transition function is translation invariant, 
Coupling the processes
We now describe a coupling construction used to approximate the process Y m between times τ n and τ n+1 by the process Y m , where is fixed as =Ŷ τn,k+1 . The construction is a 'maximal' coupling of the constructions of the processes Y and Y , and their subsequent renewal times, as described in Sections 3 and 4. Our primary process we again denote by Y , where Y n ∈ (R d ) k+1 , and we denote Y m = (X mk , . . . , X (m+1)k ) in components, so the process Y yields the process X. Let Y m,i denote the ith component of Y m , so Y m,i = X mk+i−1 . Given F τn+1 (recall that τ n + 1 is a stopping time), we will generate Y τn+2 , . . . , Y τ n+1 +1 , and, at the same time, generate Y τn+2 , . . . , Y τ n+1 +1 , where we couple the two processes and their renewal times in a 'maximal' way starting at Y τn = Y τn and using the same underlying sequence V 1 , V 2 , . . .. We stress that =Ŷ τn,k+1 is kept fixed.
Before describing the coupling formally, we recall the following fact (see e.g. [11, p. 19] ): If X and Y are random variables on R p then there exists a maximal coupling, i.e., a law on (X, Y ) such that 2P(X = Y ) = P(X ∈ · ) − P(Y ∈ · ) TV , where · TV denotes total variation distance, which for measures µ 1 and µ 2 on R p is defined by µ 1 − µ 2 TV := sup B |µ 1 (B) − µ 2 (B)| where the supremum is over Borel sets B ⊆ R p . Here is the coupling construction. As before, let V 1 , V 2 , . . . The effectiveness of the coupling is based on the following result, whose proof we defer to the end of this section. Write log 2 n := (log n) 2 .
Proposition 5.1. Let E n be as defined at (31). There exists a constant C ∈ R + such that a.s., for all but finitely many n ∈ N, P(E n | F τn+1 ) ≥ 1 − C log 2 n n .
The fact that the coupling succeeds with high probability leads to the following key result, which quantifies how well the homogeneous process approximates the real process between renewal times. (ii) For all p > 0, there is a constant B ∈ R + (depending on p, d, and k) such that Proof. For part (i), with E n as defined at (31), we have that
Then, the (conditional) Hölder inequality implies that for all p, q > 1 with p −1 + q −1 = 1,
for some constant C p and all but finitely many n, by (23) and Proposition 5.1. In particular, given γ ∈ (0, 1), we may choose q close enough to 1 (and hence p sufficiently large) so that this last bound is o(n −γ ). On the other hand, on the event E n we have τ n+1 − τ n = τ n+1 − τ n where =Ŷ τn,k+1 , so
where, similarly to above, n γ | E[(τ n+1 − τ n )1(E To prove part (ii), observe first that, for all n ∈ N,
There exists a constant C ∈ R + such that for all ∈ S d−1 and all x 0 , . . . , x k , 
Proof. First it is straightforward to show that for measurable
In particular, the bound (36) follows from (40) and the fact that Vol dk (Πx(x) Π (x)) ≤ C −x , since the centres of B(x + i 2x ; δ) and B(x + i 2 ; δ) are at distance at most k 2 −x . Next we claim that there exists a constant C ∈ R + such that for all ∈ S d−1 , all x ∈ R d \ B(0; k + 1) and all X ⊂ B(x; k) of cardinality k such that A(X ; x) and A (X ; x) have volume not smaller than Moreover, it follows from (40) that there exists a constant C such that for all A 1 , A 2 ⊆ B(0; 1) with volume not smaller than
It remains to estimate the volume of A (X ; x) Ax(X ; x). Taking a parametrization of the segment fromx to , say (λ) =x + λ( −x), λ ∈ [0, 1], we can control the derivative of the volume by the surface measure of the boundary of the admissible set,
But the set Cone(x; Conv (X ∪ {x})) in (26) has a finite number of hyperplanar faces, uniformly bounded for a fixed k. Since A (λ) (X ; x) has diameter less than 1, we conclude that the surface term is bounded, and further, that (41) holds.
We claim that (37) follows from (41). Indeed, fix x 0 , . . . , x k and let Z = (Z 1 , . . . , Z k ) be a random vector in (R d ) k with P(Z 1 , . . . , Z k ∈ B) = B f (y 1 , . . . , y k | x 0 , . . . , x k )dy 1 · · · dy k , and let Z = (Z 1 , . . . , Z k ) have the same distribution but with f instead of f . To estimate Z − Z TV we couple Z and Z component by component. Then (41) shows that we can couple Z 1 and Z 1 such that P(Z 1 = Z 1 ) ≤ C −x k . Given Z 1 = Z 1 = y 1 , the conditional densities of Z 2 and Z 2 are p( · | x 1 , . . . , x k ; y 1 ) and p ( · | x 1 , . . . , x k ; y 1 ), respectively, so by (41) we may again couple so that P(Z 2 = Z 2 | Z 1 = Z 1 ) ≤ C −ŷ 1 ≤ C −x k + C x k −1 . Iterating this argument yields a coupling of Z and Z that fails with probability at most C −x k + C x k −1 , which implies the total variation bound in (37).
Next, we claim that (38) follows from (36) and (37). Indeed, by the definitions off andf , Here T 1 ≤ C −x k + C x k −1 by (37). For the other term we see from (42) that
where we have used the notation H(x) = {(y 1 , . . . , y k ) : (x, y 1 , . . . , y k ) ∈ H}, for H ⊂ R d(k+1) , x ∈ R d .
It remains to prove that
for some constant C. For k = 1 we simply use (43) to conclude (44). For general k, we observe that the set G (x k ) has a smooth boundary with bounded surface measure in R kd . Then Vol dk (G G )(x k ) ≤ C sup{ −ŷ i : (y 1 , . . . , y k ) ∈ G(x k )}, which yields (44). This ends the proof.
Proof of Proposition 5.1. For r ∈ N define the event Note that F n,τ n+1 −τn ⊆ E n . Then, for r n := A log n where A > 0,
n , τ n+1 − τ n ≤ r n | F τn+1 ) + P(τ n+1 − τ n > r n | F τn+1 )
The next result, which shows how local speed translates to global speed, is an important ingredient in the proof of Theorem 1.2.
Lemma A.5. Let d ∈ N. Let ξ 0 , ξ 1 , ξ 2 , . . . be a stochastic process in R d with ξ 0 = 0, such that, for some constant B < ∞, P( ξ n+1 − ξ n ≤ B) = 1, for all n ∈ Z + , and suppose that ξ n → ∞, a.s. Then In particular, if lim n→∞ E[(ξ n+1 − ξ n ) ·ξ n ] = v ∈ [0, ∞] then n −1 E ξ n → v as well.
Proof. Let ∆ n := ξ n+1 − ξ n . We have from (54) that for any y with y ≤ B,
It follows from an application of (63) where |ζ m | ≤ C(1 + ξ m ) −1 . Since ξ m → ∞ a.s., the bounded convergence theorem implies that E ζ m → 0, and the claimed result follows.
