Abstract. Let f be a cusp form for the group SL(3, Z) with Langlands parameter µ and associated L-function L(s, f ). If µ is in generic position, i.e. away from the Weyl chamber walls and away from self-dual forms, we prove the subconvexity bound L(1/2, f ) ≪ µ 
1. Introduction 1.1. The main result. Analytic number theory on higher rank groups has recently seen substantial advances. One of the most challenging touchstones for the strength of available techniques is the subconvexity problem for automorphic L-functions. We recall that subconvexity refers to an estimate of an automorphic L-function on the critical line that is superior (usually with a power saving) to the generic convexity bound in one or more of the defining parameters of the underlying automorphic form. This has been achieved for GL(2) in full generality over arbitrary number fields [MV] . In higher rank, the available results become very sporadic.
For a fixed, self-dual Maaß form for SL 3 (Z), the first breakthrough was achieved by X. Li [Li2] who solved the subconvexity problem in the t-aspect. This was generalized by Munshi [Mu2] to arbitrary fixed Maaß forms. Similar results are available for twists by Dirichlet characters [Bl1, Mu1, Mu3] . All of these results fall into the category of GL(1) twists of a fixed Maaß form and use mainly GL(1) and GL(2) tools (enhanced by the GL(3) Voronoi formula). Subconvexity in terms of genuine parameters of a GL(3) automorphic L-function (level or spectral parameter) has resisted all attempts so far and seems to require a completely new set of methods.
In this paper we go, for the first time, beyond GL(1) twists and prove a prototype of a genuine GL(3) subconvexity result using the spectral theory of automorphic forms on GL(3). For an automorphic representation π we denote its Langlands parameter by µ = µ π = (µ 1 , µ 2 , µ 3 ). This is a triple of complex numbers satisfying µ 1 + µ 2 + µ 3 = 0, normalized such that the Ramanujan predicts µ ∈ (iR) 3 . Let π 0 be an everywhere unramified automorphic representation with Langlands parameter µ 0 = (µ 0,1 , µ 0,2 , µ 0,3 ). We assume that µ 0 is in generic position, i.e. there exist constants C > c > 0 such that (1.1) c |µ 0,j | µ C (1 j 3), and c |µ 0,i − µ 0,j | µ C (1 i < j 3).
This set describes two cones in each Weyl chamber away from the walls and away from the self-dual forms, and covers 99% of all Maaß forms (choosing c and C appropriately). For the rest of the paper we fix c and C, and all implied constants may depend on them. The convexity bound for L-functions associated with such representations states L(s, π 0 ) ≪ µ 0 3/4+ε . We remark that the same proof works almost literally for any fixed point on the critical line and produces L(1/2 + it, π 0 ) ≪ t µ 0 3 4 − 1 120000 with polynomial dependence in t. It also works for Maaß forms for fixed congruence subgroups Γ 0 (N ) ⊆ SL 3 (Z), again with polynomial dependence on N .
The main tool is the GL(3) Kuznetsov formula that was successively refined, most notably in [Bu2] , and has recently been used for a variety of applications. The starting point is an amplified fourth moment, averaged over representations with Langlands parameter in an O(T ε )-ball about µ 0 . We insert an approximate functional equation and apply Poisson summation in all four variables. It is instructive to compare this with the GL(2) version, which was worked out by Iwaniec [Iw, Theorem 4 ] more than 20 years ago. While for GL(2) a second moment suffices, in rank 2 a fourth moment is necessary, and the method requires an extremely delicate analysis of Kloosterman sums and special functions. There are several other new phenomena in higher rank that will be discussed in due course. On the technical side, we need very precise estimates for the four-fold Fourier transform of the kernel function of the Kuznetsov transform associated to the long Weyl element. Ultimately this amounts to the analysis of a multi-dimensional oscillatory integral with degenerate and non-degenerate stationary points to which we apply, among other things, Morse theory in the form of a theorem of Milnor and Thom. Several auxiliary results on special functions and integral transforms associated with the group GL 3 (R) may be useful in other situations.
The excluded situations in Theorem 1, i.e. forms close to self-dual forms and close to the walls of the Weyl chambers, are exceptional for two different reasons: for self-dual forms the conductor of the L-function drops so that instead of a fourth moment a sixth moment would be necessary (Theorem 1 remains true in the self-dual case, too, but is worse than the convexity bound). Close to the Weyl chambers, on the other hand, the spectral measure drops, so that the spectral average becomes less powerful. Notice that possible exceptional spectral parameters (i.e. violating the Ramanujan conjecture) lie on the Weyl chamber walls, so that these are in particular excluded; this simplifies some of the forthcoming arguments, but is not essential to the method.
1.2. A heuristic roadmap. It might be useful to give a short informal description of the proof which reflects reality -if at all -only in a very vague sense, but may guide the reader through the argument. The mean value µ=µ0+O(1) |L(1/2, π)| 4 contains about T 3 terms, where T = µ 0 . If we can show that the off-diagonal term is ≪ T 3−δ for some δ > 0, then the amplification method will prove subconvexity. Our amplifier has length L = T λ for some very small λ > 0, but for simplicity we suppress the amplifier in the present discussion. By an approximate functional equation we have |L(1/2, π)| 4 ≈ T −3 m1,m2,n1,n2≍T 3/2 A π (m 2 , n 1 )A π (m 1 , n 2 ), where here and throughout the section we do not display smooth weight functions. The contribution of the long Weyl element of the Kuznetsov formula is roughly of the shape (1.2) T −3 m1,m2,n1,n2≍T 3/2 D1,D2
S(n 1 , m 2 , m 1 , n 2 ;
where S(n 1 , m 2 , m 1 , n 2 , D 1 , D 2 ) is a certain Kloosterman sum and Φ(y) = Φ(y 1 , y 2 ) is given by an integral of the form Φ(y) = µ=µ0+O (1) K(y; µ)spec(µ)dµ, where spec(µ)dµ ≈ µ 3 dµ is the spectral measure and K is the kernel function of the GL(3) Kuznetsov transform, an analogue of a Bessel K 2it or J 2it function. The specific shape of this function was clarified recently in [Bu2] , and it is given by a double Mellin transform in Definition 1. A useful alternative representation of independent interest as an integral over a product of two Bessel functions is derived in Lemma 5. This formula suggests that the typical size of K(y; µ) is T −3/2 : each Bessel function saves T 1/2 , and the u-integral also saves T 1/2 by a stationary phase argument. Therefore the typical size of Φ(y; µ) is roughly T 3/2 , the square-root of the spectral measure. Our first aim is to show that Φ(y) is much smaller for small arguments, so that we can truncate the D 1 , D 2 -sums. In Lemma 9 below we show that the expression becomes negligible for D 1 , D 2 ≫ T . This is not obvious; a direct integration by parts argument would only show D 1 , D 2 ≫ T 2 , see [Bl2] . We need to show now that the n 1 , n 2 , m 1 , m 2 -sums have (almost) square-root cancellation. To this end, we apply Poisson summation in all four variables. It follows from Lemma 9 that the dual variables, say x 1 , x 2 , y 1 , y 2 , can be truncated at size max(D 1 , D 2 ) 1/2 ≪ T 1/2 . This is already a step forward since we have shortened the variables, but this alone is not sufficient, and we also need an important Diophantine feature of the Kloosterman sums: the Fourier transform of the Kloosterman sum does not oscillate, but is roughly the characteristic function on x 1 y 1 ≡ D 2 (mod D 1 ) and x 2 y 2 ≡ D 1 (mod D 2 ), see Lemma 7. One could now hope that each Fourier integral saves a factor T 1/2 by a stationary phase argument, so that we get a total saving of T 2 and are left with
D1,D2≪T x1,y1,x2,y2≪max(D1,D2)
T 2 .
Here we can glue together z 1 = x 1 y 1 , z 2 = x 2 y 2 , and notice that z 1 , z 2 ≪ max(D 1 , D 2 ), so that they are essentially fixed by the congruence condition, at least if D 1 , D 2 are roughly of the same size. This gives a total bound of T 5/2 , and we win. The previous discussion is much oversimplified, and real life is more complex. First, some of the x and y variables can be zero, in which case the divisor argument, implicit in the change of variables z j = x j y j , is not possible. Indeed, experience has shown that the central terms in the Poisson summation formula require special care, and in the present situation it turns out that the central Poisson term x 1 = x 2 = y 1 = y 2 = 0 is of order T 3 and furnishes an additional off-diagonal main term in the asymptotic formula of the fourth moment. This phenomenon cannot happen with the GL(2) Kuznetsov formula, and we refer to the remark after Lemma 7 for further discussion. In particular, our initial hope to prove a bound O(T 3−δ ) for the off-diagonal term cannot be fulfilled. This off-diagonal main term can be computed explicitly, and it turns out that we can save not in the T -aspect, but in the L-aspect of the amplifier, which itself is a small power of T , see Section 10.2. This is not obvious and follows after non-trivial manipulations from the existence of an accidental zero in the Mellin transform of the Kuznetsov kernel that becomes only apparent after piecing together various terms in the Kuznetsov formula.
Secondly, when D 1 , D 2 are highly imbalanced, we need extra savings, since the congruences become less powerful. This is a serious issue and requires a fine-scale analysis of the four-fold Fourier transform of Φ(y). Finally and most importantly, the desired T 1/2 -savings by stationary phase are very hard to show and do not happen in general, as there are several degenerate stationary points with smaller savings. This phenomenon can already be seen, for instance, in the one-dimensional case by the function K it (y) in the transitional range t ≈ y. Much more badly behaved phenomena appear in higher rank, and in addition the stationary points are given by implicit algebraic expressions that cannot be used for explicit calculations. We must therefore argue more indirectly. The key result is Lemma 11, where we will show that the four-fold Fourier transform of Φ(y) is bounded by T −1/2244 in typical ranges. This is weaker than our idealistic (and incorrect) treatment above with an estimate T 3/2 /T 2 = T −1/2 , but just suffices for a subconvexity estimate.
1.3. Notation. Unless noted otherwise, we will use "ε-convention": the letter ε denotes a sufficiently small positive quantity that may change from line to line. There are certain places in the argument, however, where it is important to play off some ε against another. We will then announce explicitly that ε-convention will not be in force. For two quantities A, B (positive or negative) we write A ≍ B to mean that there are positive constants c 1 , c 2 such that c 1 A B c 2 A. These constants are absolute and depend only on the constants c, C in (1.1) and the support of the various compactly supported weight functions occurring in the argument. We will sometimes use the phrase "negligible error" by which we mean an error term O B (T −B ) for an arbitrary constant B > 0.
Preparing the stage
For 0 c ∞ let
In the Lie algebra a * C = Λ ∞ we will simultaneously use µ and ν = (ν 1 , ν 2 , ν 3 ) coordinates, defined by (2.1)
The latter are already implicit in (1.1). Throughout the paper the letter µ = (µ 1 , µ 2 , µ 3 ) is reserved for an element in a * C . By unitarity and the standard Jacquet-Shalika bounds, the Langlands parameter of an arbitrary irreducible representation π ⊆ L 2 (SL 3 (Z)\H 3 ) is contained in Λ be the Weyl group. It acts on µ by permutation, which defines a corresponding action on ν. In particular, the action of the 3-cycles are given by
Let π 0 ⊆ L 2 cusp (SL 3 (Z)\H 3 ) be our preferred irreducible cuspidal automorphic representation with Hecke eigenvalues A π0 (1, n) and Langlands parameter µ 0 = (µ 0,1 , µ 0,2 , µ 0,3 ) ∈ Λ 0 , and assume that
for some sufficiently large parameter T . (As mentioned in the introduction, this implies in particular that µ 0 ∈ Λ 0 .) Recall that in general A π (1, m) = A π (m, 1), see e.g. [Go, p. 230] . By a standard approximate functional equation ( [IK, Section 5 .2]) we have
where |κ| = 1 and V is a smooth function satisfying the uniform bounds
Inserting a smooth partition of unity, this shows
(up to a negligible error) for some fixed, smooth, compactly supported function W . Using the Hecke relation ( [Go, Section 6 .4])
and the Cauchy-Schwarz inequality, we obtain
For M ≫ 1 and an arbitrary π ⊆ L 2 (SL 3 (Z)\H 3 ) (potentially generated by an Eisenstein series) let
Then clearly
It follows from [Li1, Theorem 2] or [Br, Corollary 2] that
which together with the Hecke relations and the Cauchy-Schwarz inequality easily implies the trivial bound
We will use this bound if M is small. We fix some small 0 < η < 1 and assume from now on
For any π ⊆ L 2 (SL 3 (Z)\H 3 ) we have the Hecke relation ( [Go, Section 6 .4])
This allows us to construct an amplifier. Let x(n) := sgn(A π0 (1, n)) ∈ S 1 ∪{0}. Fix some sufficiently small 0 < λ < 1/20, and for
Let h be a non-negative function on Λ ′ 1/2 that is rapidly decaying as |ℑµ j | → ∞ for j = 1, 2, 3 and satisfies h(µ 0 ) ≫ 1. Let N (π) be some positive quantities (they will later be some normalizing factors) such that N (π) ≪ µ π ε for cuspidal π. Then clearly
where here and in the following the notation (· · · )dπ is understood as a combined sum/integral over an orthonormal basis of spectral components of L 2 (SL 3 (Z)\H 3 ), which effectively runs over Hecke-Maaß cusp forms and Eisenstein series. The precise shape of the spectral decomposition is given explicitly, for instance, in [Bu2, Theorem 4] . We have
3.1. Normalizing factors. In this subsection we choose the normalizing factors N (π) as the (square of the) ratio between Hecke eigenvalues and Fourier coefficients of L 2 -normalized automorphic forms appearing in the spectral decomposition. An inspection of [Bu2, Theorem 4] shows that for a cuspidal automorphic representation π ⊆ L 2 (SL 3 (Z)\H 3 ) we need to define
where φ is the arithmetically normalized Maaß form φ generating π and ν is given by (2.1). That is, φ is given by the Fourier expansion
where
, where W * ν is the standard completed Whittaker function as in [Go, Def. 5.9.2] , and A π (1, 1) = 1. By Rankin-Selberg theory in combination with Stade's formula (see e.g. [Bl2, Section 4] ) and [Li1, Theorem 2] , it is easy to see that
with implied constants depending at most on ε. For non-cuspidal π, one can check that the proper analogue of N (π) is given by 1 16
if π is generated by a minimal Eisenstein series (see [Bum, Chapter 7] ), and
if π is generated by a maximal Eisenstein series E(z, 1/2 + s, u) associated to an SL 2 (Z) cusp form u, although this plays no role in our situation.
3.2. Kloosterman sums. For n 1 , n 2 , m 1 , m 2 , D 1 , D 2 ∈ N we define the two relevant types of Kloosterman sums bỹ
We have the standard (Weil-type) bounds
The first bound is due to Larsen [BFG, Appendix] , the second due to Stevens (see [Bu1, p. 383] ).
3.3. Integral kernels. Following [Bu2, Theorem 2 & 3] , we define the following integral kernels in terms of Mellin-Barnes representations. For s ∈ C, µ ∈ Λ ∞ define the meromorphic functioñ
, and for s = (s 1 , s 2 ) ∈ C 2 , µ ∈ Λ ∞ define the meromorphic function
The latter is essentially the double Mellin transform of the GL(3) Whittaker function. We also define the following trigonometric functions
. Definition 1. For y ∈ R \ {0} with sgn(y) = ǫ let
For y = (y 1 , y 2 ) ∈ (R \ {0}) 2 with sgn( To substantiate this last claim we observe that the integral kernels have no exponential increase in any of the variables. This is obvious for K w4 , and in the case of K ǫ1,ǫ2 w6 the exponential behaviour is given by exp(− π 2 h ǫ1,ǫ2 (ℑs, ℑµ)), where h ǫ1,ǫ2 (t, r) is the non-negative function
If µ ∈ Λ 0 for instance, then the unbounded part of the integral for K w4 must satisfy ℜs 1/6 − δ, while the unbounded part of the integral for K ±,± w6 must satisfy ℜs 1 , ℜs 2 −δ for some δ > 0.
3.4. The Kuznetsov formula. We define the spectral measure by
where dµ = dµ 1 dµ 2 = dµ 1 dµ 3 = dµ 2 dµ 3 is the standard measure on the hyperplane µ 1 +µ 2 +µ 3 = 0.
We can now state the Kuznetsov formula in the version of [Bu2, Theorems 2, 3, 4] . Let n 1 , n 2 , m 1 , m 2 ∈ N and let h be a function that is holomorphic on Λ 1/2+δ for some δ > 0, symmetric under the Weyl group, rapidly decaying as |ℑµ j | → ∞ and satisfies
Then we have
((y 1 , y 2 ); µ) spec(µ)dµ. 3.5. Choice of test function. We now specify a test function h (depending on µ 0 ) that satisfies the properties required for the Kuznetsov formula, is non-negative on Λ ′ 1/2 , satisfies h(µ 0 ) ≫ 1 and is negligibly small outside O(T ε )-balls about w(µ 0 ) for w ∈ W. To this end let ψ be a fixed holomorphic function on Λ ∞ that is non-negative, rapidly decaying as |ℑµ j | → ∞ and bounded from below at the origin; we choose
for some large fixed constant A. This polynomial has zeros at the poles of the spectral measure, which turns out to be convenient for later contour shifts. Now we choose
for some very small ε. This function localizes at a ball of radius T ε about w(µ 0 ) for each w ∈ W. The T ε -radius gives us a bit of elbow room that is convenient in later estimations. In particular, we have
for any differential operator D j of order j, which we will use frequently when we integrate by parts, as sufficiently many differentiations can save arbitrarily many powers of T . Moreover, we have (not applying ε-convention)
By construction, h is symmetric, holomorphic, rapidly decaying as |ℑµ j | → ∞ and satisfies (3.4). Since ψ(µ) = ψ(−μ) and P (µ) = P (−μ), it follows from unitarity that h is the square of a real number for µ ∈ Λ ′ 1/2 , so that h(µ) 0 for µ ∈ Λ ′ 1/2 . Finally it is clear that h(µ 0 ) ≫ 1. 3.6. Absolute convergence. We will show now that holomorphicity of h on Λ 1/2+δ together with the vanishing condition (3.4) yields the general bounds Φ w4 (y), Φ w5 (y) ≪ |y| 1/10 (say) and Φ w6 (y) ≪ |y 1 y 2 | 1/2+δ ′ for 0 < δ ′ < min(1/2, δ). Together with (3.1) and (3.2) this implies that the Kloosterman terms Σ 4 , Σ 5 , Σ 6 are absolutely convergent. In fact, the following lemma shows more quantitatively, that with our particular choice of h we can truncate the D 1 , D 2 -sums at D 1 , D 2 ≪ T C for some sufficiently large C at the cost of an error O(T −1000 ), provided that n 1 , n 2 , m 1 , m 2 ≪ T 10 , say.
Lemma 1. With h as in (3.6) we have
Proof. We use the Mellin-Barnes representations of Definition 1. In the integral of K w4 (y; µ) we shift the contour to ℜs = −1/10. The remaining integral satisfies the crude bound ≪ |y| 1/10 µ O(1) . We pick up poles at s = µ j . (By marginal contour shifts in µ, e.g. ℜµ 1 = −ε, ℜµ 2 = 0, ℜµ 3 = ε, we can make sure that none of these poles coincide.) For each of the residues we shift the µ j -contour in (3.5) to ℜµ j = −1/10. This crosses no poles, since the spectral measure spec(µ) vanishes at µ i = µ j for i = j and cancels the poles of the Gamma factors. In this way we obtain Φ w4 (y) ≪ |y| 1/10 T O(1) . The same bound holds for Φ w5 .
In the integral of K ǫ1,ǫ2
w6 (y; µ) we shift the contour to ℜs 1 , ℜs 2 = −3/5. The remaining integral satisfies the crude bound ≪ |y 1 y 2 | 3/5 µ O(1) . There are now two sources of (possible) poles. a) There are pure residues at (s 1 , s 2 ) = (µ i , −µ j ) for i = j. It is easy to see that these have at most simple poles at µ ℓ − µ k ∈ Z for ℓ = k. Here we shift ℜµ i = −3/5 and ℜµ j = 3/5. Again this crosses no poles, but this time this requires in addition to the vanishing of the spectral measure at µ i − µ j = 0 also the vanishing of h at µ i − µ j = ±1 since 6/5 > 1. It is at this point where (3.4) is needed.
b) There are mixed terms at s 1 = µ j and ℜs 2 = −3/5 (and the same with exchanged indices). It is easy to see that these have at most simple poles at µ ℓ − µ k ∈ Z for ℓ = k and µ ℓ + s 2 ∈ Z for ℓ = j. Here we shift ℜµ j = −3/5, and the other two µ-coordinates go to real part 3/10. By the properties of the spectral measure, this crosses no poles.
In all cases we obtain the bound Φ w6 (y) ≪ |y 1 y 2 | 3/5 T O(1) .
Analytic preliminaries
In this section we compile various auxiliary analytic results for future reference.
4.1. Oscillatory integrals. We will frequently show that oscillatory integrals are very small using integration by parts. For convenience we quote here a useful lemma from [BKY] that can be applied in all situations.
Lemma 2. Let Y 1, X, Q, U, R > 0, and suppose that w is a smooth function with support on some interval [α, β] , satisfying
Suppose H is a smooth function on [α, β] such that
for any B 0.
This lemma is proved by repeated integration by parts, and we remark that in order to prove (4.2) for some fixed B 0, (4.1) is needed only for j j 0 = j 0 (B). We will use this observation later in Section 15.2.
In the following special case we record a more precise asymptotic evaluation.
Lemma 3. Let x, t ∈ R, and let W be a fixed, smooth function with compact support on R >0 . Let
and let A > 0. There exists a smooth functionW x (y) with compact support on R >0 satisfying W (j)
x (y) ≪ j 1 with the following property: if |x| + |t| 100, then
Proof. Assume that |x| + |t| 100. If t x ∈ [c 1 , c 2 ] for some suitable constants c 2 > c 1 > 0 (depending only on the support of W ), we can use Lemma 2 with X = U = Q = 1, Y = |t|, R = |x| + |t| to show that I ≪ (|x| + |t|)
−B . Otherwise we use [BKY, Proposition 8.2] with Q = V = V 1 = X = 1, Y = |t| and the unique stationary point y 0 = t/(2πx). With the notation of that result we have h (n) (y) = (−1) n−1 (n − 1)! · t/y n for n 2, so that the functions p n (y 0 ) are functions in x and t/x. Combining them along with |x| 1/2 · |h ′′ (y 0 )| −1/2 toW x (t/x) gives the result.
The Gamma function.
We will frequently use the functional equation and the duplication formula of the Gamma-function:
For fixed σ ∈ R, real |t| 10 and any M > 0 we have Stirling's formula
4.3. Mellin formulae. It is useful to define the following functions. For x > 0, α ∈ C let (4.4)
where J α and K α are the usual Bessel functions. We shall need the Mellin formulas
cf. [GR, 17.43.3/4, 17.43.16 along with functional equation of the Gamma function, 17.43.18, 17.43.7, 3.191.2 with u = 1, 3.191.3] . In (4.6) (and in (4.11) below), the upper sign (+) belongs to the upper trigonometric function (sin) and the lower sign (−) to the lower trigonometric function (cos). Moreover, B is the Euler Beta function, and we recall the Barnes convention from Definition 1. In (4.5) -(4.7) it is understood that x > 0, and in (4.8) -(4.10) the two arguments of the Beta function must have positive real part to make the integrals absolutely convergent.
Bessel functions.
We start with the integral representations [GR, 8.432 .4] and [GR, 8.421 
for t ∈ R, x > 0. The integrals are not absolutely convergent, but integration by parts shows that the tail is very small, so that the conditional convergence causes no extra difficulty. We can use these representations to obtain the uniform bounds
for |t|, x 1 and j ∈ N 0 . Indeed, if |t|/x 100 we cut the integrals (4.11) smoothly (using a smooth partition of unity) into the region (4.13) |v| (log |t|/x) − 10, the region (4.14) (log |t|/x) − 10 |v| (log |t|/x) + 10 and (4.15) (log |t|/x) + 10κ |v| (log |t|/x) + 10(κ + 1), κ = 1, 2, . . . .
In each region we differentiate j times with respect to x. In (4.13) we integrate by parts using Lemma 2 with
to see that this portion is negligible. The region (4.14) contains a possible stationary point, and here we estimate trivially. In (4.15) we integrate by parts using Lemma 2 with X = (e 10κ |t|/x)
10κ which is again a negligible contribution. If |t|/x 100, we estimate trivially the range |v| 100 and show as above that the contribution of each interval 100 + 10κ |v| 100 + 10(κ + 1) is negligible. This proves (4.12).
We proceed with the following uniform asymptotic formulae (which can in principle be obtained from (4.11) by a careful stationary phase argument). We have
10 |t| x > 0 and fixed M > 0 with
for any j ∈ N 0 , see [EMOT, 7.13.2(19) ]. The error term there is only O(x −M ), but for x |t| 1/10 , say, the formula (4.16) follows from the power series expansion for
Analogously, we have
for t ∈ R, |t| > 1, x > 0 and fixed M > 0 with
for any j ∈ N 0 , see [EMOT, 7.13.2(17) ]. Notice that (4.19) holds without the restriction x 1 10 |t| (there is no "transitional range"). Again the error term in [EMOT] is O(x −M ), but for small x the error term O(|t| −M ) follows from the power series expansion
Integral representations
In this section we establish alternative expressions for the kernel functions given in Definition 1 in terms of the Bessel functions J ± andK defined in (4.4). These representations will play an important role later, but are also of independent interest.
Lemma 4. For y ∈ R \ {0} and µ ∈ Λ 0 we have
Remarks. The integrals just fail to be absolutely convergent at 0, but since exp(±2iπ 3 y/u) is highly oscillating in a neighbourhood of u = 0, the integrals exist in a Riemann sense, and the portion 0 < u < 1 can be made absolutely convergent after partial integration. It follows from the definition that K w4 (y; µ) is Weyl-group invariant. This is not easily visible from the above formula.
Proof. By (4.6) and (4.7) along with the duplication formula and the functional equation of the Gamma function and the fact that µ 1 + µ 2 + µ 3 = 0, we have
(the left hand side is absolutely convergent in 0 < ℜs < 1/4), and by (4.5) we have
(the left hand side is conditionally convergent in 0 < ℜs < 1). By a formal application of Parseval's identity we conclude
for y > 0. Since the integrand in (5.1) is not in L 1 , this formal argument needs some justification. One way is to work instead with the Mellin pair
for small ε > 0, which can also be derived from (4.5). Then on the left hand side of a correspondingly modified version of (5.2) we can let ε → 0 inside the integral, e.g. by dominated convergence (recall the Barnes integral convention). On the right hand side we cannot use L 1 -theory directly since the pointwise limit is not in L 1 . However, we can split the integral into two pieces u < 1 and u 1. The latter is in L 1 , and in the former we can first integrate by parts (using that cos(2y/u) is highly oscillating) to obtain an L 1 -integrand, then interchange limit and integration, and finally integrate by parts backwards in a Riemann sense. This proves (5.2).
Similarly,
, so that by the same argument
sin(2y/u) du u .
The integral formula for K w4 from Definition 1 follows now easily.
The function K ++ w6 (y; µ) is essentially a GL(3)-Whittaker function, and the integral kernels with different signs are close relatives. For such functions one can derive a nice integral representation in terms of standard Bessel functions in the spirit of [Go, (6.1. 3)]. For y 1 , y 2 ∈ R \ {0} and µ ∈ Λ 0 we define the absolutely convergent expressions
Lemma 5. For y 1 , y 2 > 0 we have 
w6 ((y 2 , y 1 ); w 4 (−µ)); and for y 1 , y 2 < 0 we have
w∈{I,w4,w5}
Remark. It is a very challenging exercise find these identities, but once they are given, it is a straightforward (but tedious) exercise in trigonometry and Mellin inversion to prove them.
Proof. To prove (5.8), we insert the Mellin formula (4.7) for bothK-factors in (5.7) and compute the u-integral using (4.8). After changing variables s 1 − 1 2 µ 2 → s 1 , s 2 + 1 2 µ 2 → s 2 and using µ 1 + µ 2 + µ 3 = 0, this produces the Mellin-Barnes integral for K ++ w6 from Definition 1.
The proof of (5.11) uses the same argument, followed by the trigonometric identity 32π 2 w∈{I,w4,w5}
2 ) for µ 1 + µ 2 + µ 3 = 0, which can be verified by brute force. Equation (5.10) follows directly from Definition 1, see also (2.2).
Finally, for the proof of (5.9) we insert (4.6) and (4.7) in (5.4) -(5.6), compute the u-integral with (4.8) -(4.10), and apply the functional equation of the Gamma function to obtain
for j = 2, 3, 4, where
Using the trigonometric identity −32π 2 w∈{I,w4,w5}
which again can be verified by brute force (but is very challenging to find), we see that (5.9) follows from Definition 1.
Some finite Fourier transforms
This section contains bounds for multiple Fourier transforms of the Kloosterman sums in the Kuznetsov formula.
and the left hand side vanishes unless (D, x) = (r 1 , x), (δ, y) = (s 1 , y) and D | n 2 s 2 .
Proof. The left hand side of (6.1) equals
and the result follows.
For the following lemma we introduce some notation. As usual we denote Euler's function by φ. For a prime ℓ we write r | ℓ ∞ if r is a power of ℓ, and we denote by (ℓ ∞ , r) the highest power of ℓ dividing r.
Lemma 7. (a) We have the general bound
and the left hand side vanishes unless
Remark. Parts (c) and (d) will be used for the treatment of the central Poisson term. The key point is that there is no cancellation in the sum 1
see also [BFG, Property 4.10] . This is very different from the GL(2) case, where always 1
The right hand side of (6.2) could be made more symmetric (and slightly sharper), but the present form suffices for our needs.
Proof. By twisted multiplicativity of Kloosterman sums [BFG, Property 4.7 ] the quantities S r1,s1,r2,s2 (x 1 , y 1 , x 2 , y 2 ; D 1 , D 2 ) also enjoy twisted multiplicativity, and we have
Hence it suffices to assume that D j = q αj are powers of a prime q. By orthogonality of additive characters, S r1,s1,r2,s2 (x 1 , y 1 , x 2 , y 2 ; q α1 , q α2 ) equals the number of solutions B j , C j (mod q αj ) with (B j , C j , q αj ) = 1 satisfying
(a) If q ∤ B 1 , then we can choose Y 1 =B 1 , Z 1 = 0 obtaining s 1 r 1 q α2 ≡ x 1 y 1 (mod q α1 ) from (6.3) and (6.5). On the other hand, if q ∤ C 1 , we can choose
). Multiplying (6.7) withC 1 , this implies, in connection with (6.3), also x 1 y 1 ≡ r 1 s 1 q α2 (mod q α1 ). The same argument works with exchanged indices, and we conclude that the sum in question vanishes unless
From (6.3) and (6.4), the number of choices for B 1 , B 2 is at most (r 1 , q α1 )(r 2 , q α2 ). Having these two fixed, we can now choose C 1 or C 2 freely, then the other variable is determined by (6.7). Hence we conclude that the sum in question is
as desired.
(b) Let x 1 = y 1 = 0. We denote by v q the usual q-adic valuation. There is nothing to prove unless
which we assume from now on. Then (6.3) reads
. From this and (6.4) we therefore conclude v q (x 2 ) min(α 2 , α 1 + v q (r 2 ) − v q (s 1 )). From the second conclusion of part (a) with x 1 = y 1 = 0 we know that α 2 α 1 − v q (r 1 ) − v q (s 1 ), and the desired divisibility condition for x 2 follows. We have already proved q α1 | s 1 B 2 , which together with (6.8) implies q | B 2 , q ∤ C 2 , so that with Z 2 =C 2 , Y 2 = 0 we obtain −s 2C2 B 1 ≡ y 2 (mod q α2 ) from (6.6). This together with (6.9) proves the divisibility condition for y 2 by the same argument. (c) The w 6 Kloosterman sum satisfies the symmetry property [BFG, Property 4 .4]
so that without loss of generality we can assume that q ∤ r 1 r 2 (otherwise we interchange s 1 , s 2 with r 1 , r 2 ). By (6.3) and (6.4), we have B 1 = B 2 = 0 and so q ∤ C 1 C 2 , so that the condition (6.7) implies α 1 = α 2 , and C 2 = −C 1 can be chosen freely, but coprime to q. (d) For D 1 , D 2 coprime to ℓ, the desired bound follows from the conclusion of part (a), so by twisted multiplicativity it suffices to consider the case
We have at most ℓ ρ2 choices for B 2 from (6.4) and trivially ℓ α1 choices for B 1 . Once they are determined, we conclude as above that there are at most ℓ min(α1,α2) choices for the pair (C 1 , C 2 ). This proves the claim and completes the proof of the lemma.
Key lemmas on the weight functions
In this section we summarize important properties of the functions Φ w defined in (3.5). The proofs are long and difficult, and we postpone them to the end of the paper. We have not aimed for the greatest possible generality, but rather for a compact presentation of the necessary bounds needed in our particular application. We recall that the test function h (depending on ε, A and µ 0 ) was specified in Section 3.5, and µ 0 satisfies (2.3).
The following two lemmas will be used to truncate various sums. They show on the one hand that Φ w is negligibly small for small arguments (thereby quantifying and improving Lemma 1), and bound on the other hand the derivatives of Φ w which in connection with Lemma 2 can be used to truncate sums with Fourier integrals containing Φ w . Statements and proofs of Lemma 8 and Lemma 9 do not use ε-convention.
Lemma 8. Let 0 < |y| T 3−ε . Then for any constant B 0 one has
If T 3−ε < |y|, then
The true order of magnitude of Φ w4 is essentially T 2 , but this is of little relevance here. The focus of this lemma is on the cut-off point y ≫ T 3+o(1) and the size of the oscillation, and these bounds are sharp (and need to be sharp for our purposes).
for any fixed constant B 0. If Υ T 1−ε , then
Again the cut-off point T 1+o(1) ≪ Υ and the size of the oscillation are sharp; the true order of magnitude of Φ w6 is roughly T 3/2 .
We continue with strong bounds for multiple Fourier transforms. The following two lemmas feature the smooth, compactly supported weight function W from Section 2. For µ ∈ Λ 0 , and Ξ, Ξ 1 , Ξ 2 , U , U 1 , U 2 , V , V 1 , V 2 ∈ R it is convenient to define the quantities
In this case we have
and (7.8)
and (7.11)
Remark. Parts (a) -(c) and (e) treat special configurations; in particular, part (c) will be used for the central term in the Poisson summation formula. Part (d) treats the generic situation. Its proof is by far the longest. The constant 1/2244 could be improved at the cost of increasing the length of the paper.
The diagonal term
We are now prepared to start with the proof of Theorem 1. We return to (2.8) and apply the Kuznetsov formula as described in Section 3.4 with test function h as in (3.6) and parameters m 1 s 1 → m 1 , n 2 s 2 → m 2 , m 2 r 2 → n 1 , n 1 r 1 → n 2 .
In the following sections we estimate each of the four terms ∆, Σ 4 , Σ 5 and Σ 6 on the arithmetic side of the Kuznetsov formula. We recall the size conditions (2.7) and (2.6) on L and M . We start with the diagonal term.
By (3.8) we have trivially
For the off-diagonal term ℓ 1 = ℓ 2 we notice that m 1 must be divisible by r 2 and m 2 must be divisible by s 1 . Hence we have min(M/(s 0 r 2 ), M/(r 0 s 1 )) choices for the pair (m 1 , m 2 ). Similarly we have min(M/(r 1 s 1 ), M/(s 2 r 2 )) choices for the pair (n 1 , n 2 ). Using min(A, B) √ AB, we see that the off-diagonal contribution is at most
9. The w 4 and w 5 terms By symmetry it is enough bound the w 4 -term
By the argument of Section 3.6 we can truncate the D, δ sum at some T B for some sufficiently large B at the cost of a negligible error. Then by Lemma 8 we can truncate the sum, again with a negligible error, at
or in other words
We apply Poisson summation in the m 1 , n 1 variables and estimate the remaining sums trivially. By (6.1) this gives
Integration by parts using (7.2) and the condition s 1 n 2 ≍ M as well as the bound on D 2 δ shows that this is negligible unless
We insert the definition (3.5) for Φ w4 and pull the µ-integral outside. By the properties of h and (3.8) we are left with bounding
withK µ (Ξ, U, V ) as in (7.5), where µ ∈ Λ 0 satisfies (2.3). Notice that our summation conditions imply
so that the condition |Ξ| 1 of Lemma 10 is satisfied. As usual in the Poisson summation formula, the central terms need special treatment. The summation conditions imply
by (2.7). Thus we conclude from Lemma 10(a) that xy = 0 implies x = y = 0, up to a negligible error.
We start with the contribution Σ We proceed to bound the terms xy = 0 in Σ 4 (r, s; µ), say Σ * 4 (r, s; µ). First we observe that the summation condition implies
Moreover, fixing D and m 2 determines n 2 and δ, up to a divisor function. According to Lemma 10(c) and (9.2) we now obtain
(r 10. The w 6 -term 10.1. Truncation and Poisson summation. We have
It is absolutely crucial to keep the ǫ-sum inside the absolute values. By the argument of Section 3.6 we can truncate the D 1 , D 2 -sum at some T B for some sufficiently large B at the cost of a negligible error. Then by (7.3) we can truncate the sum further at (n 2 m 2 s 2 r 2 ) 1/3 (n 1 m 1 s 1 r 1 )
We apply Poisson summation to all four variables n 1 , n 2 , m 1 , m 2 . This gives
y1,y2∈Z
Integration by parts in connection with (7.4) shows that the integral is negligible unless
and similarly, |y 1 |, |x 2 |, |y 2 | T ε X. We insert the definition (3.5) and sort the integration over µ by Weyl chambers. Recalling that h is Weyl-group invariant, we pull the integration over one Weyl chamber outside, leaving the sum over the Weyl group inside. By the properties of h and (3.8) we are left with bounding
with K µ (Ξ 1 , Ξ 2 ; U 1 , V 1 ; U 2 , V 2 ) as in (7.6), where µ ∈ Λ 0 satisfies (2.3). The first two arguments of
L 4j by (10.1) and (2.6), so that the condition |Ξ 1 |, |Ξ 2 | 1 of Lemma 11 is satisfied by (2.7). Since
by (2.7), we conclude similarly as in the preceding section from Lemma 11(a) that x 1 y 1 = 0 implies x 1 = y 1 = 0 (otherwise the contribution is negligible). Similarly, x 2 y 2 = 0 implies x 2 = y 2 = 0.
The central term.
We start with bounding the contribution Σ 0 6 (µ) of the terms x 1 = x 2 = y 1 = y 2 = 0. We consider first the terms Σ 0, = 6 (µ) with ℓ 1 = ℓ 2 , in which case in particular (r 1 r 2 , s 1 s 2 ) = 1. By Lemma 7(c) we obtain
; 0, 0; 0, 0 .
We conclude from Lemma 11(c) and (2.6) that K µ is negligible for D ≫ L 6+ε . In particular, by (2.7) and (10.1) we can complete the D-sum at the cost of a negligible error. Applying (7.8), we
We proceed to bound the contribution Σ 0,= 6 (µ) of the terms ℓ 1 = ℓ 2 = ℓ, say. We write D j = ℓ αj D ′ j for j = 1, 2 with ℓ ∤ D ′ j . By Lemma 7(d) and (7.7) we obtain
Combining the previous two displays we obtain
10.3. The mixed terms. Next we consider the contribution Σ mix 6 (µ) of the terms x 1 = y 1 = 0 = x 2 y 2 . (By symmetry, the same argument works for x 2 = y 2 = 0 = x 1 y 1 .) From now on we can sum trivially over ǫ ∈ {±1} 2 and w ∈ W. We conclude from Lemma 7(a) and (b) and from Lemma 11(b) that
We write F := (D 1 , r 1 s 1 ) r 1 s 1 , introduce the variable
1 ∈ Z \ {0}, which, up to a divisor function, determines x 2 , y 2 , and we write D 1 D = D 2 F with D ∈ N. In this way we obtain that Σ mix 6 (µ) is at most
We can afford to drop the factor |z| −1/4 . The summation condition on z implies
and z is determined modulo D/(D, r 2 s 2 s 1 r 1 ), so that there are at most 1
In the last term we summed over D 1 ≪ T ε min(∆r 1 s 1 /D, DL 6j ) first and then over D. This gives
10.4. The generic terms. Finally, we bound the contribution Σ gen 6 (µ) of the terms x 1 y 1 x 2 y 2 = 0. From Lemma 7(a) we obtain the congruences x 1 y 1 ≡ r 1 s 1 D 2 (mod D 1 ), x 2 y 2 ≡ r 2 s 2 D 1 (mod D 2 ), which we re-write as
with c 1 , c 2 ∈ Z. This gives
Introducing the variables
and we want to apply Lemma 11(d) and (e) with
We now distinguish the three cases c 1 = c 2 = 0, c 1 c 2 = 0 but (c 1 , c 2 ) = 0, and c 1 c 2 = 0. We call the corresponding contributions Σ 
|U1V1|≫T 2− 1 561
We split the variables into dyadic intervals
, we choose first z 1 and D 2 . This determines, up to a divisor function, c 1 and D 1 . Having all of these fixed, we choose c 2 , which determines the last variable z 2 . The number of choices for z 1 , D 2 and c 2 is
If Z 2 Z 1 , we choose z 2 , D 1 and c 1 getting the same bound. Under the additional conditions |Υ 2 − 1| + Υ 1 ≪ T −1/561 ≪ |U 1 V 1 |T −2 we can estimate more efficiently: using first that |Υ 2 − 1| ≪ T −1/561 and then |U 1 V 1 | ≫ T 2−1/561 , we pick as above z 2 , D 1 and c 1 in
ways which then determine the other variables (up to a divisor function). We also notice that 
Similar bounds hold under the dual conditions |Υ
Picking z 1 and D 2 determines (up to a divisor function) c 1 and D 1 . Using (7.11), we obtain similarly as before
This bound is acceptable unless 
(10.10) by (10.1). From now on we assume (10.8). In this case we have
with the notation from (10.4), so that Lemma 11(e) gives us the additional information
(up to a negligible error). Having picked z 1 , we conclude that
and in particular Z 1 /(r 1 s 1 ) ≍ D 2 . Hence the number of pairs (z 1 , D 2 ) is
Replacing the last factor Z 1 D 2 on the right hand side of (10.7) with this quantity, we obtain under the present assumption (10.8) that in all cases.
Combining (10.5), (10.6) and (10.12), we obtain
Together with (10.2) and (10.3) we obtain finally (10.13)
Proof of Theorem 1
Collecting the bounds (8.1), (9.4) and (10.13), we see that we can bound
and we recall the trivial bound
see (2.5). Recalling (2.4), we choose the trivial bound if η 1/100, otherwise we choose λ = 1/30000 to complete the proof of Theorem 1.
The rest of the paper is concerned with the proofs of the bounds from Section 7.
Proof of Lemma 8
We start by inserting the integral representation of Lemma 4 into the definition of Φ w4 in (3.5). In the µ-plane we introduce the new variables ρ = (ρ 1 , ρ 2 ), where ρ 1 = ℑ(µ 1 + µ 2 ) and ρ 2 = ℑ(µ 1 − µ 2 ). We start with the integral involving theK-function:
We recall that the u-integral is not absolutely convergent at 0, but as in the proof of Lemma 4 this causes no substantial difficulties (we can temporarily integrate by parts in the region 0 < u < 1, for instance). We can at the cost of a negligible error replace h by a real-analytic function that still satisfies (3.7) and (3.8) and is compactly supported in min w∈W |µ − w(µ 0 )| T 2ε , say. In particular, by our assumptions on µ 0 we can assume from now on that µ satisfies (2.3). It is easy to see that the ρ 1 -integral is negligible unless (12.1) u ≍ |y| 2/3 , and (at the cost of a negligible error) we restrict the integral to this interval. Assume first |y| T 3−ε . Then we conclude
so that we can insert the uniform asymptotic formula (4.16). The error term saves arbitrarily many powers of T (choosing M large enough) and is therefore admissible. Moreover, with H(ρ 2 ) = ω(4 √ u, ρ 2 ) we have
by (12.2) (recall that |ρ 2 | ≍ T ). Integrating by parts sufficiently often by means of (3.7) and Lemma 2 with R = 1, Y = Q = T , U = T ε , we see that the ρ 2 -integral is negligible as desired. This proves (7.1).
The integral involving the J ± -function can be treated in the same way using the analogous formula (4.19).
On the other hand, if |y| T 3−ε , we differentiate j times with respect to y under the integral sign. Keeping in mind that u is restricted to the range (12.1), each such differentiation produces a factor T |y|
, and a trivial estimate using (3.5), (3.8), Lemma 4 and (4.12) (with j = 0) completes the proof of (7.2).
Proof of Lemma 9
The strategy of the proof of is similar to the preceding one, but the details are more involved. We will have to play off some ε's against others, therefore need to be very careful with the value of ε and again do not use ε-convention in this proof.
We start with the discussion of the (++) case where y 1 , y 2 > 0. Without loss of generality we can assume y 1 y 2 . As in the previous proof we replace h, at the cost of a negligible error, by a real analytic functionh that satisfies (3.7) and is compactly supported in min w∈W |µ − w(µ 0 )| T 2ε . In particular, we can assume from now on that µ satisfies (2.3). It follows directly from Definition 1 that K ++ w6 is symmetric in µ, hence we can and will assume without loss of generality thath is supported only in the positive Weyl chamber ℑν 1 , ℑν 2 0, so that ℑν 3 0. There we have cos 3 2 πν 1 cos 3 2 πν 2 cos
for any B 0. Now we insert the integral representation (5.8) and (5.7). We consider first the µ 2 -integral
Integrating by parts in combination with (3.7), we can save arbitrarily many powers of T unless
It follows in particular that
1 . At this point we see the significance of the somewhat technical looking cut-off point Υ: if at least one of the arguments in the Bessel functions in (5.7) is significantly smaller than the index 3ν 3 ≍ T of the Bessel function, then we claim that the integral is negligible.
If Υ T 1−ε , we differentiate j 1 times with respect to y 1 and j 2 times with respect to y 2 under the integral sign and estimate trivially, using (3.5), (3.8), (4.12) and (13.2). This proves (7.4).
From now on we assume
and aim at proving (7.3). By (13.2) and (13.3), we can insert into the second Bessel function in (5.7) the uniform asymptotic formula (4.16) (with t = 3ℑν 3 , x = 4πy 1/2 2 √ 1 + u −2 ≪ |t| 1−ε and M sufficiently large so that the error term is negligible). The treatment of the other Bessel function in (5.7) depends on the relative size of y 1 and y 2 .
Case I: Let us first assume that y 1 and y 2 are "close" in the sense that y 2 y 1 T −ε . Then y T 1−ε/2 by (13.3), hence by (13.2) we can insert (4.16) also for the other Bessel function, again with a negligible error term. Now we consider the ν 3 -integral, where we write momentarily ρ := |3ℑν 3 | for notational simplicity:
and H (j) (ρ) ≪ T 1−j for j 2 whenever ρ ≍ T and (13.2) and (13.3) hold. Moreover, in this case the first term in (13.5) is ≫ ε log T , hence recalling (3.7) and the asymptotic formula arccosh(x) = log(2x) + O(x −2 ), we can save arbitrarily many powers of T by integrating by parts unless the two ± signs are different and
(Here we used again Lemma 2 with U = T ε , Y = Q = T , R = T ε/2 .) Combining this with (13.1) we see that we can localize u at |u − 1| ≪ T −ε/2 at the cost of a negligible error. We insert a corresponding smooth cut-off function ψ(u) with ψ (j) (u) ≪ j T ε 2 j for j ∈ N 0 into the integral and consider
for ǫ ∈ {±} with f ± M as in (13.4). With
and recalling ρ = 3|ℑν 3 | we have
Hence by partial integration (using Lemma 2 with R = Y = T , U = T −ε/2 , Q = 1), the u-integral is negligible.
Case II: On the other hand, if y 2 y 1 T −ε , we substitute for the first Bessel function in (5.7) the integral representation (4.11) with t = 3ℑν 3 , x = 4πy 1/2 1 √ 1 + u 2 . We consider first the ν 3 -integral (again with ρ := |3ℑν 3 |) (0) exp ±iω(4πy
With H(ρ) = ±ω(4πy 1/2 2 √ 1 + u −2 , ρ) + ρv we have
whenever ρ ≍ T and (13.2) and (13.3) hold. Integration by parts in connection with (3.7) implies as above that the ν 3 -integral is negligible unless
2 y 1/6 1 by (13.1). As before, we can remember (13.8) by inserting a smooth cut-off functionψ(v) with ψ (j) ≪ j T ε 2 j for j ∈ N 0 at the cost of a negligible error. Then the v-integral becomes
Rψ
(v) cos 4πy
With H(v) = ρv ± 4πy
and H (j) (v) ≪ T (y 1 /y 2 ) 1/3 for j 2. Applying Lemma 2 with Y = R = T (y 1 /y 2 ) 1/3 , Q = 1, R = T −ε/2 , we see that the v-integral is negligible. This completes the proof of (7.3) in the (++) case.
The (−−) case is similar. By symmetry we have
for y 1 , y 2 < 0. Here we use (5.11) and (5.3) in place of (5.8) and (5.7), and argue as before. The analogue of (4.16) is (4.19). This case is a little simpler because it is not necessary to distinguish between |y 2 | |y 1 |T −ε and |y 2 | |y 1 |T −ε , the method of Case I works regardless of the relative size of y 1 and y 2 , since (4.19) has no transitional range. This completes the proof of the lemma in the (−−) case.
Finally we treat the (+−) case (and the (−+) follows by (5.10)). Here we use the integral representation (5.9) together with (5.4)-(5.6). The treatment of the term involving J 3 is identical to the preceding argument. The u-integrals in J 2 and J 4 are slightly different and require a variation of the argument. The analogue of (13.1) is again (13.9) u = |y 2 | 1/6
but we have only a weaker version of (13.2). In the case of J 2 , we have
and in the case of J 4 , we have
This is still sufficient to prove (7.4). From now on we assume (13.3). Let us first assume that |y 1 |, |y 2 | are not close, i.e.
(13.10) min(|y 1 |, |y 2 |) max(|y 1 |, |y 2 |)T −ε .
Then for J 4 the argument of Case II goes through with minor notational changes (note that u 1 implies automatically |y 1 | |y 2 | in this case). For J 2 we can copy the argument of Case I above. Note that the assumption y 2 y 1 T −ε was only needed to insert the uniform asymptotic asymptotic expansion, which in the present case of the Bessel J-function can be done even under the assumption (13.10); moreover, (13.10) in connection with (13.9) implies that u is supported away from 1.
It remains to treat the case when |y 1 | and |y 2 | are close, i.e. min(|y 1 |, |y 2 |) max(|y 1 |, |y 2 |)T −ε . As in (13.6) we conclude
so that we can localize u at |u − 1| ≪ T −ε/2 , and we have automatically (13.11)
(otherwise the contribution is negligible). We are now facing the small technical problem that the integrals J 2 and J 4 have a sharp cut-off at u = 1 which prevents partial integration with respect to u. Therefore we first extract smoothly the region |u − 1| ≪ T −1+ε and insert a smooth weight function ψ(u) with support in T −ε/2 ≫ |u − 1| ≫ T −1+ε and ψ (j) ≪ j T (1−ε)j . We can then apply the argument following (13.7) except that we apply Lemma 2 with U = T −1+ε instead of T −ε/2 . For the remaining region |u − 1| ≪ T −1+ε we need to glue together the two integrals J 2 and J 4 and consider the integral
whereψ(u) has support in |u − 1| ≪ T −1+ε and satisfiesψ (j) ≪ j T (1−ε)j , and and (13.13 )
Here we used (4.17). Notice that the spectral measure has a double zero at ν j = 0 which cancels the poles of the two sin(πα/2) −1 at α = 3ν 3 = 0. By (13.3), (13.11) and the support ofψ, the arguments of the Bessel functions in (13.12) and (13.13) are ≪ T
(1−ε)/2 . This is important, because now the power series expansions (4.18) and (4.20) are decreasing term by term, and truncating at k < M gives an error of size
for |ν 3 | ≍ T and |u − 1| ≪ T −1+ε . This is negligible for sufficiently large M . The remaining terms of the power series expansions produce integrals of the type
If ǫ 1 = ǫ 2 , we keep u fixed and pull the ν 3 -integral inside. We replace the modified functionh(µ) by the original holomorphic function h(µ) at the cost of a negligible error. Now we can shift the ν 3 contour to the far right if ǫ 1 = 1 and to the far left if ǫ 1 = −1, thereby saving arbitrarily many powers of T . The decay properties of h ensure that the poles of 1/ sin( 3 2 πν 3 ) contribute negligibly. If ǫ 1 = −ǫ 2 , then we are left with a u-integral of the form
Notice that the integrand on the right hand side, unlike its appearance on the left hand side, is smooth. Integrating by parts one last time with H(u) = −6ℑν 1 log u or H(u) = 6ℑν 2 log u, R = Q = Y = T , U = T 1−ε , we see that this integral is negligible. This completes the proof of (7.3) in the (+−) case.
Proof of Lemma 10
We start by inserting the Mellin-Barnes representation from Definition 1 into the right hand side of (7.5). We choose the integration line ℜs = ε. We then need to analyze
If V = 0, we integrate by parts with respect to η to see that we can restrict the s-integral to |ℑs| T ε/2 , the remaining part being negligible. But then the ξ-integral is negligible unless U T ε . This proves (a).
If U = V = 0, we obtain
where the Mellin transform W is entire and rapidly decaying. The upper boundK µ (Ξ, 0, 0) ≪ T −3/2+ε follows from Stirling's formula. If |Ξ| T 3+ε , we can shift the contour to the right to see that the integral is negligible (absolute convergence is ensured by the rapid decay of W ). This completes the proof of (b).
Finally we prove (c). Here we assume |U |, |V | T ε . We integrate over ξ and η using Lemma 3 and see thatK µ (Ξ; U, V ) is negligible unless t ≍ U ≍ V in which case (14.1) equals (up to a negligible error)
for some fixed, smooth, compactly supported function F . Writing r j = ℑµ j for j = 1, 2, 3 and recalling (2.3), a trivial estimate using Stirling's formula shows the bound
Proof of Lemma 11
15.1. The simple parts. As in the previous section we start by inserting the Mellin-Barnes representation from Definition 1 into (7.6). In all cases we choose the contour
together with its reflection on the real axis, for some sufficiently large constant B and some sufficiently small ε > 0. The third portion is negligible by Stirling's formula, the second portion is negligible by Lemma 3 and the fact that U j , V j ≪ T O(1) .
Hence we then need to analyze
where (ǫ 1 , ǫ 2 ) = (sgn(Ξ 1 ), sgn(Ξ 2 )). If U 1 = 0, then after integrating by parts in the ξ 1 -integral we see easily that we can restrict the t 1 -integral to |t 1 | T ε/2 , the remaining part being negligible. But then the η 1 -integral is negligible unless V 1 T ε . This proves part (a).
To prove part (b), we recall U 2 = V 2 = 0 and |U 1 |, |V 1 | T ε . We integrate over ξ 1 and η 1 using Lemma 3 and see that the t 1 -integral is negligible unless t 1 ≍ U 1 ≍ V 1 . We shift the s 2 -contour to ℜs 2 = 1 − 2ε (note that because of a possible pole at s 1 + s 2 = 1 of S ǫ1,ǫ2 (s, µ) we cannot shift much further to the right) and truncate the contour at |ℑs 2 | T ε by the rapid decay of W (s 2 ). Now we estimate K µ (Ξ 1 , Ξ 2 ; U 1 , V 1 ; 0, 0) trivially by
by Stirling's formula.
For part (c) we write
where as before (ǫ 1 , ǫ 2 ) = (sgn(Ξ 1 ), sgn(Ξ 2 )). Here we may shift the s 1 and/or s 2 contour to the left. The poles at s 1 = −n + µ j , s 2 = −n − µ j for n ∈ N 0 contribute negligibly by the rapid decay of W(s). By Stirling's formula we see that this forces |Ξ 1 | and |Ξ 2 | to be ≫ T 3−ε for a non-negligible contribution, and we obtain (7.7) for the contours at ℜs 1 = ℜs 2 = ε.
We proceed to prove (7.8). Shifting both contours to ℜs 1 = ℜs 2 = −1/2 (at the cost of a negligible error), say, we have
plus an error O(T −B ), where we used the factorization
for ℜs > 2. Recall that G(s, µ) is invariant under the Weyl group. The key point is now to shift to the right past the possible pole at s 1 + s 2 = 0. This is a very subtle point and sensitive to the signs (ǫ 1 , ǫ 2 ). First we notice that
from Definition 1. We consider now
We have
This is negligible unless
ℑµ 2 < ℑµ 1 < ℑµ 3 or ℑµ 3 < ℑµ 1 < ℑµ 2 , in which case it equals, up to a negligible error,
.
otherwise. Hence for given µ, only two values of w ∈ W contribute non-negligibly to the (+−) term and two values of w ∈ W contribute non-negligibly to the (−+) term. Adding the contributions of the four relevant Weyl chambers gives 0, and we conclude from the previous discussion that the residue of the integrand at s 1 + s 2 = 0 is negligible. We see now why it was important to keep the ǫ-sum and the w-sum intact. We can now shift to ℜs 1 = ℜs 2 = 1/2 − ε at the cost of a negligible error and conclude the desired bound from Stirling's formula.
15.2. Prelude. We proceed to prove (d) and (e). This requires a lot of work and will take the rest of the paper. Here we assume |U 1 |, |V 1 |, |U 2 |, |V 2 | T ε . As in the proof of Lemma 10 we integrate over ξ and η using Lemma 3 and see that K µ (Ξ 1 , Ξ 2 ; U 1 , V 1 ; U 2 , V 2 ) is negligible unless
in which case it equals (up to a negligible error)
where Υ j is as in (7.9) and F is a fixed, smooth, compactly supported function. The idea is now to insert Stirling's formula for the Gamma functions and analyze the integral by a two-dimensional stationary phase method. There are two difficulties. First, the quality of Stirling's approximation depends on the distance to the origin, so that we need to insert several dyadic partitions and treat some ranges trivially. Secondly, due to the complexity of the equations defining the stationary points, we will not actually attempt to locate them, but rather argue that the derivatives of the phase function cannot be too small for too long. We now make these ideas precise.
We write ℑµ = r. The Gamma functions contained in G(s, µ) naturally split the integrals in t 1 and t 2 into intervals based on the signs of t 1 − r j and t 2 + r j . Because |r j − r k | ≫ T for j = k, we know that t 1 and −t 2 can each be close to at most one of the r j . Let r j be nearest to t 1 and r k nearest to −t 2 (possibly j = k). This pair of indices is kept fixed for the rest of the argument. We introduce a dyadic partition of unity and insert a localizing factor 
In order to insert the precise version Stirling's formula that captures the oscillation, we need that B 1 , B 2 , B 3 T ε . We first treat some degenerate cases. If both B 1 and B 2 are T ε , then a trivial estimate gives
which is stronger than (7.10) and (7.11). If
, so that again a trivial estimate gives
, which is also stronger than (7.10) and (7.11). The only remaining case when, say, only B 1 T ε is most efficiently treated on the way, and we will indicate the necessary modifications in due course.
We assume from now on that B 1 , B 2 , B 3 T ε and insert Stirling's formula (4.3) for all Gamma factors. In this way we transform the integral in (15.1) into
where h ǫ1,ǫ2 (t, r) was defined in (3.3),
and the smooth function F has support in t j ≍ U j and satisfies
for n, m ∈ N 0 , where
The function h ǫ1,ǫ2 is non-negative and piecewise linear with kink points only at t 1 = r l , t 2 = −r l , t 1 = −t 2 for l ∈ {1, 2, 3}. As the support of F is, by definition, away from the kink points, we have either exp(− π 2 h ǫ1,ǫ2 (t, r)) = 1 for all t ∈ supp(F ), or the exponential factor is negligibly small. Hence it suffices to analyze the integral (15.2)
for all possible choices of B 1 , B 2 , B 3 to obtain an upper bound for the quantity
featured in Lemma 11(d). For i = 1, 2 we write
(15.4)
We compute the first few derivatives explicitly: let
. Then a direct computation shows ∂g 1 ∂t 1 (t) = P 1 (t)
(15.5)
This can be seen by direct computation, but it is more elegant to observe that
which implies (15.6) immediately. This differs from the case j = k in that P 2 (r j , −r j ) = 0. Using r 1 + r 2 + r 3 = 0, one also verifies that
where {j, l, m} = {1, 2, 3}.
Before we proceed, it is convenient to introduce the notation A ≪ B to mean A δB for a sufficiently small constant δ (where "sufficiently small" depends on c, C in (1.1), the support of the weight functions and ε). Similarly we write A ≫ B to mean A ∆B for a sufficiently large constant ∆.
We now introduce another partition of unity that localizes the size of the derivatives g 1 (t) and g 2 (t), and insert a factor F 4 (|g 1 (t)|/B 4 )F 5 (|g 2 (t)|/B 5 ) into (15.2). Applying Lemma 2 with
, we see that the integral is negligible unless
In certain situations, this can be refined a little. If (15.8)
then we can compute explicitly
(15.9) for n ∈ N. (Here we used again that r 1 + r 2 + r 3 = 0.) Then we can apply Lemma 2 similarly, but with Y = |U 2 |, Q = |U 1 |, and obtain that the integral is negligible unless (15.10)
Notice that depending on the value of ε, (15.9) is needed for some n n 0 = n 0 (ε), see the remark after Lemma 2. This n 0 determines the implicit constants in (15.8).
A similar statement holds with exchanged indices: if
then the integral is negligible unless
With this in mind, let us define A j,k = A j,k (U 1 , U 2 , B 1 , B 2 , B 3 ) to be the set of all t = (t 1 , t 2 ) satisfying (15.13)
except in the situation where (15.8) holds, in which case we replace the first condition for i = 1 with (15.10), and in the analogous situation where (15.11) holds, in which case we replace the first condition for i = 2 with (15.12). Notice that even in these exceptional cases (15.13) still holds. The set A j,k is the subset of the support of F where stationary points can lie, and the above discussion shows (15.14)
up to a negligible error. We note that in particular A j,k is empty unless the consistency relation
holds, see (15.3).
Proof of part (e).
At this point we can already complete the proof of (e). If
Since B 2 , B 3 ≍ |U 2 |, we have E 2 = |U 2 |, so that A j,k is empty unless
which in view of |U 2 | ≍ |V 2 | is equivalent to (7.12). Notice that for this argument we do not need to insert Stirling's formula for Γ(s 1 − µ j ), so that the argument works even in the previously excluded case B 1 T ε , but B 2 , B 3 are automatically ≫ T ε , hence the proof of (e) is complete.
15.4. The measure of the critical set. Obviously, the crucial point in the estimation of (15.14) is the size of the set A j,k , i.e. an estimate how long the derivatives can be small. The following lemma gives a first result in this direction.
Sublemma 1. Let M ⊆ R be an interval. Then we have the following bounds:
If in addition |U
similarly, if |U 2 | ≫ T + |U 1 | and |U 1 U 2 | ≫ T 2 , then we have
Proof. We start with the remark that the number of connected components of A j,k is absolutely bounded. Indeed, up to changing implied constants, A j,k is the intersection of the preimages of intervals (around ±1) under a pair of rational functions, since we can re-write the first condition in the definition (15.13) of A j,k as (15.23) (t i + (−1) i r 1 )(t i + (−1) i r 2 )(t i + (−1) i r 3 ) Υ i t 2 i (t 1 + t 2 ) − α i ≪ T ε E −1/2 i , i = 1, 2, α i ∈ {±1}
(and similarly with a modified right hand side under the extra condition (15.8) or (15.11)). We call the corresponding subsets A α1,α2 j,k . This in turn can be expressed as the intersection of sets where certain polynomials are positive, since we have in general p 1 (t) p 2 (t) ± 1 < A ⇐⇒ A 2 p 2 (t) 2 − (p 1 (t) ± p 2 (t)) 2 > 0.
A theorem of Milnor and Thom [Mi, Theorem 3 ] (see also [Th] ) gives an absolute bound for the number of connected components in terms of the degrees of the polynomials, which for us are fixed. Inspecting the defining conditions (15.13), we see that A j,k is a union of four sets (characterized by two choices of ±1) each of which can be characterized by two inequalities of degree 6 and 4 + 12 + 12 + 4 = 32 linear inequalities, so that by [Mi, Theorem 3] , A j,k has at most 4 · 1035 connected components. Therefore it suffices to prove the bounds for the measure of each connected component of A j,k .
We start with the proof of (15.20) . In this proof we keep track of the value of ε and do not apply ε-convention. To this end we remark that we can assume that E i = min(B i , B 3 , |U i |) ≫ T 10ε , say. Let t ∈ A j,k and consider the connected component A j,k (t) of A j,k containing t. Let B := g ′′ (t)
where D 2ε is the open disk of radius T 2ε centered at 0. The idea is to show that no point of the boundary t+∂B can be contained in A j,k (t), so that A j,k (t) ⊆ t+B.
Suppose that t + u ∈ A j,k (t 
by (15.9). Since under the present assumptions | ∂g1 ∂t1 (t)| ≍ |U 2 ||U 1 | −2 , we arrive at a contradiction by choosing u 1 = |U 2 | −1/2+2ε |U 1 | (provided ε < 1/4). Estimating the u 2 range trivially, we obtain (15.21).
The proofs of (15.16), (15.17) and (15.22) are identical with exchanged indices.
We emphasize that the proofs of (15.18) and (15.21) make no use of the function g 2 , and the proofs of (15.16) and (15.22) make no use of the function g 1 . In particular, the latter two bounds can be used in the following section where we treat the case when B 1 is small and Stirling's formula cannot be inserted. 15.5. The case where B 1 is small. We are now prepared to treat the remaining exceptional case where, say, B 1 T ε . This implies in particular |U 1 | ≍ T . We distinguish several cases depending on the size of |U 2 |. The following analysis is already a precursor to the various cases below.
Case 1: Suppose that |U 2 | ≫ T , so that B 2 ≍ B 3 ≍ E 2 ≍ |U 2 |. In this case (15.22) with B 1 T ε is applicable, and from (15.14) we obtain I ≪ T ε (T + |U 1 |)(T + |U 2 |)
Case 2: Suppose that |U 2 | ≍ T . Then B 2 , B 3 ≪ T . If B 2 T 9/10 or B 3 T 9/10 , we can estimate trivially meas(A j,k ) ≪ B 1 B 2 T ε B 2 , so that Suppose from now on that B 2 , B 3 T 9/10 . By (15.7) we have ∂g 2 ∂t 2 (t) = r j (t 2 − 2r l r m /r j ) t 2 (t 2 + r l )(t 2 + r m )
+ O(T −9/5+ε ) for {j, l, m} = {1, 2, 3} (here k may or may not be different from j). If |t 2 − 2r l r m /r j | T 9/10 , then In the opposite case, when |t 2 − 2r l r m /r j | T 9/10 , we estimate trivially Case 3: Finally suppose |U 2 | ≪ T , so that B 2 ≍ B 3 ≍ T , E 2 ≍ |U 2 |. Then (15.5) implies that P 1 (t) ≍ T 4 (since |t 1 | ≍ |U 1 | ≍ T ), so that | ∂g2 ∂t2 (t)| ≍ |U 2 | −1 . The condition of (15.16) is trivially satisfied, and we obtain
This proves a strong version of (7.10) and (7.11) in all cases and completes the discussion of the case B 1 T ε .
15.6. The nearly generic case. We are now prepared for the proof of (7.10) and (7.11) in the situation where B 1 , B 2 , B 3 T ε . This will be a case-by-case analysis. We first consider the case is a small constant. We will later show that the exponent of (7.11) results from the choice b = 2/561. Our assumption implies T 1−b E 1 , E 2 T 1−b , and from the consistency relation (15.15), we also have T −b Υ l T 3b , l = 1, 2, with the upper bound occuring at |U l | = B 3 = T 1−b , B l = T and the lower bound at |U l | = B 3 = T , B l = T 1−b . In Sublemma 1, every part but (15.20) is concerned with saving the square-root of the length in a single dimension, but this just fails to give a power saving. Similarly, we cannot use (15.20), because we do not have good control over the Hessian det g ′′ (t). In this section, we give a refinement of (15.17), essentially by assuming that any given component has a highly degenerate singular point. B 3 ≪ T and in addition B 1 T 1−b (which we can assume by (15.25)), then by the triangle inequality B 2 ≍ B 3 , and we are again in Case 1c.
Before we give a detailed analysis, we explain briefly why we obtain a non-trivial bound in all cases. In Case 1a, the trivial bounds suffices, because small B 3 is advantageous in (15.14). In Case 1b we know that t 1 ≈ r j and t 2 ≈ −r k , which lets us control the size of P 2 (t) defined in (15.5), and hence the size of the second derivative g ′′ (t). Case 1c is a bit more difficult. In typical situations we have control over the first derivative ∂g 2 /∂t 2 since we know that t 1 ≍ r j . There are certain degenerate configurations, however, but they restrict t 2 to a small interval, so that then a simple bound suffices. In the second case, meas(A j,k ) ≪ T ε B 1/2 1 B 3 , and we obtain the same bound. Case 1b: It follows from the triangle inequality that the current assumptions imply j = k. Moreover t 1 = r j + o(T ) and t 2 = −r k + o(T ), so that P 2 (t), defined in (15.5), satisfies P 2 (t) = P 2 (r j , −r k ) + o(T 6 ) ≍ T 6 by (15.6). We conclude that | det g ′′ (t)| ≍ (B 1 B 2 ) −1 , and hence by (15.20) (whose assumption is automatically satisfied) meas(A j,k ) ≪ T ε (B 1 B 2 )
1/2 so that after inserting into (15.14) we obtain (15.34) I ≪ B
1/2 3
T 2−ε ≪ T −3/2+ε .
Case 1c:
This case follows closely with Case 2 of Section 15.5. If {j, l, m} = {1, 2, 3} (again k may or may not be different from j), we conclude from (15.7) and the present assumptions that ∂g 2 ∂t 2 (t) = r j (t 2 − 2r l r m /r j ) t 2 (t 2 + r l )(t 2 + r m )
+ O(T In the opposite case, we have ∂g 1 ∂t 1 (t) =
