The elliptic Monge-Ampère equation is a fully nonlinear Partial Differential Equation which originated in geometric surface theory, and has been applied in dynamic meteorology, elasticity, geometric optics, image processing and image registration. Solutions can be singular, in which case standard numerical approaches fail.
Introduction 1
In this article we build a finite difference solver for the Monge-Ampère equation, which 2 converges even for singular solutions. Regularity results are used to select a priori be- singularities, a stable, provably convergent monotone discretization is used. Elsewhere a 5 more accurate discretization is used. This allows singular solutions to be computed using 6 a stable method, and regular solutions to be computed more accurately. The resulting M is the number of data points, independent of the regularity of the solution. The domain Ω is strictly convex with boundary ∂Ω ∈ C 2,α .
The boundary values g ∈ C 2,α (∂Ω).
The function f ∈ C α (Ω) is strictly positive.
(2) Remark 1. In the extreme case, with f (x) = 0 for all x ∈ Ω, the equation (MA),(C)
116
reduces to the computation of the convex envelope of the boundary conditions [37, 38] .
117
In this case, solutions may not even be continuous up to the boundary and can also be 118 non-differentiable in the interior.
119
Remark 2. While is it usual to perform numerical solutions on a rectagle, regularity can break down in particular convex polygons [11, 39] . 
Viscosity solutions

122
We recall the definition of viscosity solutions [40] , which are defined for the Monge- convex φ ∈ C 2 (Ω) and x 0 ∈ Ω are such that (u − φ)(x) ≤ (≥)(u − φ)(x 0 ) for all x in a 127 neighbourhood of x 0 , then we must have
The function u is a viscosity solution if it is both a viscosity subsolution and supersolution.
129
Example 1 (Viscosity solution of Monge-Ampère). We consider an example which
130
will later be solved numerically in two and three dimensions (sections 8-9). Consider (MA)
131
with solution and f given by
This function, although it is not a classical C 
For a set V ⊂ Ω, we define ∂u(V ) = x∈V ∂u(x).
141
Now we want to look at a measure generated by the Monge-Ampère operator.
142
Definition 3. Given a function u ∈ C(Ω), the Monge-Ampère measure associated with if the Monge-Ampère measure associated with u is equal to the given meaure µ.
150
Example 2 (Aleksandrov solution). As an example, we consider the cone and the 151 the scaled Dirac measure
A PDE for convexity
153
The convexity constraint (C) is necessary for uniqueness, since without it, −u is also 154 a solution of (MA).
155
For a twice continuously differentiable function u, the convexity restriction (C) can be 156 written as D 2 u is positive definite. Since we wish to work with less regular solutions, (C)
157
can be enforced by the equation Hessian of u.
160
The convexity constraint can be absorbed into the operator by defining
where M is a symmetric matrix, with eigenvalues, λ 1 ≤ . . . , ≤ λ n and 162 x + = max(x, 0).
Using this notation, (MA),(C) becomes
Notice that there is a trade off in defining (3): the constraint (C) is elimi-164 nated but the operator becomes non-differentiable near singular matrices. 
We now apply these considerations to the linearization of the Monge-Ampère opera-
171
tor. When u ∈ C 2 we can linearize this operator as
which is homogenous of order one in D 2 u. In dimension d ≥ 2, the linearization is
The linear operator
is elliptic if the coefficient matrix A(x) is positive definite. 
where for symmetric matrices M ≤ N means 
196
The Monge-Ampère operator has a particularly simple form in two dimensions:
In two dimensions, the natural discretization of the operator is given by
where, writing h for the spatial resolution of the grid,
Remark 5. There is no reason to assume that the standard discretization converges. In 199 fact, the two dimensional scheme has multiple solutions. In [28] this discretization was 200 used, but the the solvers were designed to select the convex solution. discretization parameter, the directional resolution, explained below.
207
In addition to being monotone, which means it is provably convergent, the latter 
210
In this section we present the convergent discretization, which will be used to build 211 the hybrid solver. 
Wide stencils
213
When we discretize the operator on a finite difference grid, we approximate the second 214 derivatives by centred finite differences (spatial discretization). In addition, we consider 215 a finite number of possible directions ν that lie on the grid (directional discretization).
216
We consider the finite difference operator for the second directional derivative in the 217 direction ν, which lies on the finite difference grid. These directional derivatives are 218 discretized by simply using finite differences on the grid
Depending on the direction of the vector ν, this may involve a wide stencil. At points 
Discretization of the convexified Monge-Ampère operator
228
In two dimensions, the largest and smallest eigenvalues of a symmetric matrix can be 229 represented by the variational formula
This formula was used in [31] to build a monotone scheme for the Monge-Ampère oper-231 ator, which is the product of the eigenvalues of the Hessian, by replacing the min, max 232 over all directions, by a finite number of grid directions.
233
In higher dimensions, the formula above does not generalize naturally. Instead, in [32],
234
we used another characterization, which applied to positive definite matrices.
235
Lemma 2 (Variational characterization of the determinant).
positive definite matrix with eigenvalues λ j and let V be the set of all orthonormal bases
Then the determinant of A is equivalent to
We use Lemma 2 to characterize the determinant of the Hessian of a convex C 2 240 function φ in terms of second directional derivatives of φ.
The convexified Monge-Ampère operator (M A) + can then be represented by simply 242 enforcing positivity of the eigenvalues, which leads to the following,
To discretize the operator on a finite difference grid, restrict to the set of orthogonal 244 vectors, G, available on the given stencil. Then the convexified Monge-Ampère opera- 
260
We propose the following hybrid scheme.
261
Discretize (MA) using a weighted average of the two discretizations:
where w : Ω → [0, 1] is a weight function defined a priori from the data as follows.
263
We first identify Ω s which is a neighborhood of the possible singular set of u on Ω, 264 using conditions (2).
265
where is a small parameter, which we can take equal to h, the spatial resolution.
266
Then define w(x) to be a differentiable function which is zero in an h-neighborhood
267
of Ω s , and which goes to 1 elsewhere.
268
Remark 6. The hybrid scheme will sometimes be less accurate than the standard finite 269 differences when the solution is C 2 , because it will lose some accuracy at the flat bound- 6. Explicit and semi-implicit solution methods
273
Any discretization of (MA) leads to a system of nonlinear equations which must be 274 solved in order to obtain the approximate solution. The next method we discuss is a semi-implicit method, which involves solving the implicit solver depends on regularity.
296
Next, we describe a generalization of the semi-implicit method to higher dimensions.
297
We won't be using the method to solve (MA). Instead, we will use one iteration to set 298 up the initial value for Newton's method.
299
Begin with the following identity for the Laplacian in two dimensions, 300 |∆u| = (∆u) 2 = u 2 xx + u 2 yy + 2u xx u yy .
So if u solves the Monge-Ampère equation, then
This leads to a semi-implicit scheme for solving the Monge-Ampère equation, used in [28] .
To generalize this to R d , we can write the Laplacian in terms of the eigenvalues of the
. Taking the d-th power, and expanding, gives the sum of all possible products of d eigenvalues.
where P (λ) is a d-homogeneous polynomial, which we won't need explicitly.
303
The result is the semi-implicit scheme
A natural initial value for the iteration is given by the solution of
7. Implementation of Newton's method
306
To solve the discretized equation damping is sometimes needed.)
311
The corrector v n solves the linear system
To set up the equation (11), the Jacobian of the scheme is needed. Since the hybrid 313 discretization is a weighted average of the monotone and standard discretization, and 314 the weight function, w(x), is determined a priori, the Jacobian of the hybrid scheme will 315 simply be a weighted average of the corresponding Jacobians.
316
The Jacobian of the Monge-Ampère operator, discretized using standard finite differ-317 ences, is given by
which is a discrete version of the linearization of Monge-Ampère (5)
319
The Jacobian for the monotone discretization is obtained by using Danskin's Theo-320 rem [43] and the product rule.
where the ν * j are the directions active in the minimum in (M A) M .
Thus the corrector is obtained by solving the weighted average of the two linearizations
In order for the linear equation (11) Newton's method requires a good initialization for the iteration. Since we need the 327 resulting linear system to be well posed it is essential that the initial iterate: (i) be 328 convex, (ii) respect the boundary conditions, (iii) be close to the solution.
329
In order to do this, we first: use one step of the semi-implicit scheme (9) , to obtain a 
Preconditioning
335
In degenerate examples, the PDE for v n (13) may be degenerate, which can lead
336
to an ill-conditioned or singular Jacobian. To get around this problem, we regularize 337 the Jacobian to make sure the linear operator is strictly negative definite; this will not When needed as part of the initialization, the convex envelope is computed on a 350 coarse grid using the discretization described in [37] . Since the solution can be computed 351 on a coarse grid, and interpolated, the added computational time is negligible. In this section, we give an example where Newton's method breaks down when stan-354 dard finite differences are used.
355
We chose an example which is only singular at one point, on the boundary. Never-356 theless, this mild singularity is enough for Newton's method to break down.
357
Consider the solution of (MA) in [0, 1] 2 , given by
The gradient of the solution is unbounded on |x| = 2, in particular at the point (1, 1).
359
The singularity arises from the fact that f is unbounded there. 
Four representative examples
365
We have tested the hybrid method on a number of examples of varying regularity; Write x = (x, y), and x 0 = (.5, .5) for the center of the domain.
369
The first example solution, which is smooth and radial, is given by
The second example, which is C 1 , is given by
14
The third example is the one which was used in subsection 8.1 to demonstrate that Newton's method for standard finite differences is unstable. The solution is twice differ-373 entiable in the interior of the domain, but has an unbounded gradient near the boundary 374 point (1, 1) . The solution is given by
This final is example solution is the cone, which was discussed in subsection 2.3. It 376 is Lipschitz continuous.
It order to approximate the solution on a grid with spatial resolution h, using viscosity 378 solutions, we approximate the measure µ by its average over the ball of radius h/2, which
otherwise.
Visualization of solutions and gradient maps 381
In Figure 3 is solved on a square. For reference, the identity mapping is also displayed.
387
In each case, the maps agree with the maps obtained using the gradient of the exact 388 solution. 
Computation time
390
The computation times for the four representative examples is presented in Table 1 .
391
The computations time are compared to those for the Gauss-Seidel and Poisson iterations Numerical errors are presented in Table 3 . We compare the accuracy of the hybrid 398 scheme to the standard finite difference discretization, (using the results of [28]) and to 399 the monotone scheme which was also solved using Newton's method.
400
We discuss each example in turn. discretization and achieve the same accuracy.
406
The effect diminishes as the number of grid points increases so that the number of 407 interior points using the higher order scheme dominates. Accuracy approaches O(h 2 ) as 408 the number of grid points increases. This is a definite improvement over the monotone 409 scheme, which has its accuracy limited by the stencil width.
410
The
The accuracy is O(h), which is similar to the standard discretization and better
412
than the limited accuracy permitted by the monotone discretization with a fixed stencil 413 width. We also look at the error at each point (see Figure 4) ; it is evident that the 414 singularity around the circle is the factor that most affects the accuracy. Because of this 415 non-smoothness, there is no reason to expect our scheme to produce the O(h 2 ) accuracy 416 that is possible on C 2 solutions.
417
The blow-up solution (16)
418
In this case, the hybrid scheme accuracy is O(h 1.5 ). This is better than the accuracy 419 of both the standard discretization, which was O(h 0.5 ) [28] , and the monotone scheme, 420 which is limited by the stencil width.
421
The cone solution (17)
422
For this singular example, the hybrid scheme is identical to the monotone scheme 9. Computational results in three dimensions.
431
In this section, we demonstrate the speed and accuracy of the hybrid Newton's method and let x 0 = (.5, .5, .5) be the centre of the domain.
442
The first example is the C 2 solution given by 443 u(x) = exp |x| 2 2 , f (x) = (1 + |x| 2 ) exp ( 3 2 |x| 2 ).
The second example is the C 1 solution given by for Example (19) 138.74 Table 4 : Maximum error and computation time for the hybrid Newton's method on three representative examples.
