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Abstract—In this paper, we give a new framework for con-
structing low ML decoding complexity Space-Time Block Codes
(STBCs) using codes over the finite field F4. Almost all known
low ML decoding complexity STBCs can be obtained via this
approach. New full-diversity STBCs with low ML decoding
complexity and cubic shaping property are constructed, via codes
over F4, for number of transmit antennas N = 2m, m ≥ 1, and
rates R > 1 complex symbols per channel use. When R = N ,
the new STBCs are information-lossless as well. The new class
of STBCs have the least known ML decoding complexity among
all the codes available in the literature for a large set of (N,R)
pairs 1.
I. INTRODUCTION
Consider an N transmit antenna, Nr receive antenna
quasi-static Rayleigh flat fading MIMO channel given by
Y = XH +W , where H is the N × Nr channel matrix,
X is the T × N matrix of transmitted signal, W is the
T × Nr additive noise matrix and Y is the T × Nr matrix
of received signal, where all matrices are over the complex
field C. Throughout this paper, we consider only the case
T = N . An N × N STBC C is a finite subset of CN×N .
An N ×N linear space-time design [1] or simply a design X
in K real variables x1, . . . , xK is a matrix
∑K
i=1 xiAi, where
Ai ∈ CN×N , i = 1, . . . ,K , and the set {A1, . . . , AK} is
linearly independent over R. The rate of this design is R = K2N
complex symbols per channel use (cspcu). The matrices Ai
are known as linear dispersion matrices or weight matrices.
An STBC can be obtained from a design X by making
x1, . . . , xK take values from a finite set A ⊂ RK . The set A
is called the signal set. Denote the STBC obtained this way by
C(X,A), i.e., C(X,A) = {∑Kl=1 alAl|[a1, . . . , aK ]T ∈ A}. If
the symbols x1, . . . , xK can be partitioned into g groups,
g > 1, such that each group of symbols can be ML decoded
independent of other groups, then the STBC C(X,A) is said to
be g-group ML decodable or multigroup ML decodable. If the
maximum number of real symbols per group is λ, the STBC
is also said to be λ-real symbol ML decodable. Since, the
number of real symbols that have to be jointly ML decoded is
only λ, instead of K , the ML decoding complexity is greatly
reduced. A necessary condition for the symbols xi and xj to
belong to different ML decoding groups is that, their weight
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matrices Ai and Aj must be Hurwitz-Radon orthogonal, i.e.,
they must satisfy
AHi Aj + A
H
j Ai = 0. (1)
Constructing low ML decoding complexity STBCs requires
one to find weight matrices satisfying the above equation.
From an information theoretic perspective, it is desirable
that the design X be such that, the capacity of the space-
time coded MIMO system is same as the capacity of the
uncoded MIMO channel Y = XH +W . Designs satisfying
this condition are said to be information-lossless. Another de-
sirable property of STBCs is cubic shaping [2]. Cubic shaping
allows easy bit labeling of codewords, provides savings on
the average transmitted energy and is related to information-
losslessness [2].
It is known that [3], [4], [5], orthogonal designs offer
single real symbol ML decodability and hence have the
least ML decoding complexity. STBCs based on orthogonal
designs were proposed in [6], [7], [8]. Clifford Algebras were
proposed as a means to design square orthogonal designs
in [8]. However, the rates offered by these designs is less
than 1 cspcu when the number of transmit antennas is more
than two [6], [7], [8]. Single complex symbol ML decod-
able or double real symbol ML decodable rate 1 STBCs
were constructed in [3], [4], [5], [9]. In [5], single complex
symbol ML decodable codes called Coordinate Interleaved
Orthogonal Designs (CIODs) were introduced. However, their
rate decreases rapidly with increasing number of antennas.
In [9], [10], [11], the framework for multigroup ML decodable
STBCs was given. In [9], a general algebraic structure of the
weight matrices of g-group ML decodable codes was given.
In [10], 4-group ML decodable rate 1 codes for arbitrary
number of antennas were constructed. In [11], g-group ML
decodable designs, called Clifford Unitary Weight Designs
(CUWDs), were constructed by manipulating the matrices
obtained through representation of Clifford Algebras. In [12],
Extended Clifford Algebras were introduced, an algebraic
framework based on these algebras was created to study
CUWDs and the optimal tradeoff between rate, R, and the
number of ML decoding groups, g, of CUWDs was derived
for a specific class of CUWDs. Codes meeting this tradeoff
were also constructed in [12]. Recently, in [13], [14] and [15],
multigroup ML decodable codes with rates greater than 1
cspcu were constructed.
In [16], the idea of fast-decodable (FD) STBCs was in-
troduced. These codes are not multigroup ML decodable but
they still have low ML decoding complexity. Also in [16], a
rate-2, 4-antenna FD code with cubic shaping was constructed.
In [17], [18], it was shown that the Golden Code [19], which
is a perfect code [20], is fast-decodable and hence has lower
ML decoding complexity than was previously known. The
Silver code [21] [22] [23], which is a perfect code for 2
antennas, is also fast-decodable. In [17], rate 2 codes using
designs for 2 and 4 antennas with the largest known coding
gain were constructed. These codes too are fast-decodable.
The 2 antenna code of [17] is information-lossless and has
non-vanishing determinants. In [24], FD codes for number of
antennas N = 2, 4, 6, 8 and rates R = 1, . . . , N/2, with non-
vanishing determinants were constructed. These codes com-
bine a modified version of perfect codes [20] with Alamouti
embedding [25]. Recently, in [26] a rate-3/2, 4-antenna FD
code was constructed. In [27], rate 2 codes for 4 antennas
with non-vanishing determinants and cubic shaping were con-
structed using Crossed Product Algebras.
In [28], a new class of STBCs called fast-group-decodable
(FGD) STBCs were introduced. FGD STBCs are multigroup
ML decodable STBCs in which at least one group of symbols
is fast-decodable. Thus, these codes combine the low ML
decoding complexity properties of multigroup ML decodable
codes and FD codes.
Let X =
[
0 1
1 0
]
and Z =
[
1 0
0 −1
]
. Note that both X
and Z are Hermitian and unitary. The four matrices I2, X, Z
and iXZ are known as the Pauli matrices. They form a C-
linear basis of C2×2. For an integer m ≥ 1, the finite group
Gm, generated by the mth order tensor products of the Pauli
matrices is called the Pauli group. It consists of all possible
m fold tensor products of the Pauli matrices together with
multiplicative factors ±1,±i, i.e.,
Gm = {iµB1 ⊗ · · · ⊗Bm|µ ∈ Z4, Bk ∈ {I2, X, Z, iXZ}}.
(2)
The following subset of Gm,
Λm = {iλB1 ⊗ · · · ⊗Bm|λ ∈ Z2, Bk ∈ {I2, iX, iZ, ZX}}
is a basis for C2m×2m as a vector space over R. The set Λm
was arrived at by using matrix representation of the natural
basis of Universal Clifford Algebras (see Section IV). The
elements of Λm have multiplicative properties similar to the
Hurwitz-Radon orthogonality condition (1). Let F4 denote
the finite field with 4 elements {0, 1, ω, ω2}, where the non-
zero elements of the field are related as 1 + ω = ω2. We
relate the set Λm to a subset of Fm+14 by defining the map
ψ : {I2, iX, iZ, ZX} → F4, that sends
I2 → 0, iX → 1, iZ → ω and ZX → ω2.
The map ϕ : Λm → F2 ⊕ Fm4 that sends
iλB1 ⊗ · · · ⊗Bm → [λ, ψ(B1), . . . , ψ(Bm)], (3)
is a one to one correspondence between Λm and F2 ⊕ Fm4
(See Proposition 3).
The contributions and organization of this paper are as
follows.
• We give a new framework to construct low ML decoding
complexity STBCs by using codes over F4. It is shown
that, when designs are constructed by using elements
of Pauli group as weight matrices, the Hurwitz-Radon
orthogonality condition (1) can be easily checked by
transferring the problem to the corresponding F4-domain
using (3). This facilitates both the description and the
construction of low ML decoding complexity STBCs in
the F4-domain (Section IV).
• Using this new framework, we construct a new class of
full-diversity FD and FGD STBCs for number of antennas
N = 2m, m ≥ 1, and rates R > 1. The new class of
STBCs have cubic shaping property, and when R = N ,
i.e., full rate, the new STBCs are information-lossless as
well. The new class of STBCs have the least known ML
decoding complexity among all the codes available in the
literature for
N = 2, 4 & R > 1,
N = 8, 16 & 1 < R ≤ 32 , R > N4 + 1N ,
and N = 2m,m ≥ 5, & R > N4 + 1N .
Specifically, when N = 2m, m > 1 and R > 1, the new
class of STBCs can be ML decoded with complexity
3M2
m−2(4R−3)−0.5
, where M is the size of the under-
lying complex constellation. When N = 2 and R = 1,
the constructed class of STBCs can be ML decoded with
complexity M2(R−1) (Section VI).
• We construct a new class of g-group ML decodable
STBCs, g > 1, via codes over F4. The new class of
STBCs meet the (R, g) tradeoff of the class of CUWDs
constructed in [12]. We also give three new recursive
constructions to construct multigroup ML decodable
STBCs for 2m+1 antennas using multigroup ML decod-
able STBCs for 2m antennas. It is shown that almost
all known multigroup ML decodable codes available
in the literature can be constructed via codes over F4.
Specifically, we construct g-group ML decodable STBCs
for g > 1 with rate R = g
2⌊
g+1
2
⌋
for number of antennas
N = 2m, m ≥ ⌈ g2 − 1⌉ (Section V).
• We show that the 4 antenna rate 2 code of [16], the 2
antenna code in [17], the Silver Code [21], [22], [23]
and the FGD STBC constructed in [28] are all specific
cases of STBCs obtainable via codes over F4. Using this
result, we prove that the FGD STBC of [28] has cubic
shaping property (Section VI).
• We show that full-diversity STBCs with lower ML de-
coding complexity than the codes reported in [14], [15]
can be constructed by simply using the same designs
as in [14], [15], but by choosing the signal sets intelli-
gently. The resulting STBCs have the least known ML
decoding complexity for certain (R,N) pairs. Specif-
ically, the resulting g-group ML decodable STBCs,
g > 1, for N = ng2⌊
g−1
2
⌋
, n ≥ 1, antennas and rates
R < Ng2g−1 +
g2−g
2N can be ML decoded with complex-
ity gMNR/g−0.5 (Section VI). (Table I summarizes the
comparison of the ML decoding complexities of already
known codes and the new ones of this paper.)
• We show that, if a design is composed of full-rank weight
matrices, then a full diversity STBC can be obtained from
this design by encoding all the real symbols of the design
independently of each other. We also give a sufficient
condition for a design to give rise to a full-diversity STBC
when the real symbols are encoded pairwise using rotated
square QAM constellations (Section III).
In Section II, preliminary results are reviewed and the idea
of designs with low ML decoding complexity is introduced.
Concluding remarks and directions for future work are dis-
cussed in Section VII.
Notation: For a complex matrix A the transpose, the conjugate
and the conjugate-transpose are denoted by AT ,A¯ and AH
respectively. ||A||F denotes the Frobenius norm of matrix A.
A⊗B is the Kronecker product of matrices A and B, and
A⊗n denotes the n-fold Kronecker product A⊗ · · · ⊗A. In
is the n × n identity matrix and 0 is the all zero matrix
of appropriate dimension. The empty set is denoted by φ.
Cardinality of a set Γ is denoted by |Γ| and the complement of
Γ with respect to a universal set U is denoted by Γc whenever
U is clear from context. 1{·} is the indicator function and
i =
√−1. For a square matrix A, det(A) is the determinant
of A and Tr(A) is the trace of A. For a positive integer
n, Zn is the set {0, 1, . . . , n− 1}. For a complex matrix A,
ARe and AIm denote its real and imaginary parts respectively.
vec(A) is the vectorization of the matrix A. For integers, a,
b and n, a ≡ b mod n denotes that (b − a) is divisible by
n. For square matrices Aj , j = 1, . . . , d, diag(A1, . . . , Ad)
denotes the square, block-diagonal matrix with A1, . . . , Ad on
the diagonal, in that order.
II. PRELIMINARIES
In this section, we review multigroup ML decodable, FD
and FGD STBCs and introduce the notion of designs with
low ML decoding complexity.
Let NK denote the set {1, . . . ,K}. For any K-tuple
x = [x1, . . . , xK ]
T and non-empty set Γ ⊆ NK , define
xΓ = [xi1 , xi2 , . . . , xi|Γ| ]
T
, wherein Γ = {i1, . . . , i|Γ|} and
i1 < i2 < · · · < i|Γ|. The idea of encoding complexity was first
introduced in [29], wherein multigroup encodable STBCs were
defined.
Definition 1 ([29]): Let g be any positive integer. An STBC
C(X,A) obtained from a design X and a signal set A is said
to be g-group encodable if there exists a partition of NK into
non-empty subsets Γ1, . . . ,Γg, and if there exist finite subsets
Ai ⊂ R|Γi|, i = 1, . . . , g, such that
C(X,A) =
{
K∑
l=1
alAl
∣∣∣aΓi ∈ Ai, i = 1, . . . , g
}
.
In short, for a g-group encodable STBC, the tuples
xΓ1 , . . . , xΓg are assigned values independently of each other
during encoding. If for each i, |Γi| = 1, we say that the STBC
C(X,A) is single real symbol encodable. For any non-empty
subset Γ ⊆ NK , let XΓ =
∑
i∈Γ xiAi.
Definition 2: An STBC C(X,A) is said to be g-group
ML decodable if there exists a partition of NK into g
non-empty subsets Γ1, . . . ,Γg, and if there exist finite sub-
sets Ai ⊂ R|Γi|, i = 1, . . . , g, such that the ML decoder,
CˆML = arg minC∈C(X,A)||Y − CH ||2F , decomposes as
CˆML =
g∑
i=1
arg minCi∈C(XΓ
i
,Ai)
||Y − CiH ||2F .
Such a decomposition reduces the ML decoding complexity
from
∏g
i=1 |Ai| computations to
∑g
i=1 |Ai| computations. The
following theorem gives a set of sufficient conditions for g-
group ML decodability of an STBC.
Theorem 1 ([29]): An STBC C(X,A) is g-group ML de-
codable if there exists a partition of NK into g non-empty
subsets Γ1, . . . ,Γg , such that the following conditions are
satisfied:
1) The weight matrices Al, l ∈ NK , of the design X are
such that
AHk Al +A
H
l Ak = 0 for l ∈ Γi, k ∈ Γj , 1 ≤ i < j ≤ g,
2) C(X,A) is g-group encodable with respect to the parti-
tion Γ1, . . . ,Γg.
We now review the FD STBCs (introduced in [16]) and
their low ML decoding complexity property.
Definition 3: An STBC C(X,A) is said to be fast-
decodable or conditionally g-group ML decodable, if there
exists a non-empty subset Γ ( NK , and finite subsets
AΓ ⊂ R|Γ| and AΓc ⊂ R|Γc| such that
1) C(X,A) is 2-group encodable with respect to the parti-
tion Γ, Γc, and signal sets AΓ, AΓc , and
2) the STBC C(XΓ,AΓ) is g-group ML decodable, for
some g > 1.
Since xΓ and xΓc are encoded independently of each other,
one can divide the ML decoding process into two steps.
For each of the |AΓc | values that xΓc can assume, the ML
decoder finds the value of xΓ that optimizes the ML metric
given the value of xΓc . Then, from among the |AΓc | resulting
possibilities of x, the decoder finds the optimal x. For each
proposed value of xΓc in the first step, the problem of finding
the conditionally optimal xΓ is equivalent to ML decoding the
STBC C(XΓ,AΓ). Let C(XΓ,AΓ) be g-group ML decodable
with respect to the partition Γ1, . . . ,Γg , of Γ, and correspond-
ing signal sets Ai ⊂ R|Γi|, i = 1, . . . , g. Then, it is clear
that the ML decoding complexity of C(X,A) reduces from
|AΓc | ·
∏g
i=1 |Ai| computations to |AΓc | ·
∑g
i=1 |Ai| compu-
tations.
FGD STBCs were recently introduced in [28]. A formal
definition of FGD codes is given below.
Definition 4 ([28]): An STBC C(X,A) is said to be fast-
group-decodable if it satisfies the following two conditions:
1) For some g > 1, C(X,A) is g-group ML decodable with
respect to the partition Γ1, . . . ,Γg and corresponding
signal sets A1, . . . ,Ag , and
2) there exists an i ∈ {1, . . . , g} such that the STBC
C(XΓi ,Ai) is fast-decodable.
The complexity of ML decoding an FGD STBC is low
because of two reasons. Firstly, multigroup ML decodability
decreases the number of computations required for ML de-
coding. And secondly, there is at least one component code
which is fast-decodable. Such a low ML decoding complexity
code was given in [28] for 4 transmit antennas and rate 17/8
cspcu.
So far we have only discussed about the ML decoding
complexity of an STBC C(X,A). We conclude this section
by introducing the notion of the ML decoding complexity of
a design X. From Theorem 1, it is clear that the ML decoding
complexity of an STBC C(X,A) is affected by the choice of
both the design X and the signal set A. By the ML decoding
complexity of a design, we refer to the amount of complexity
that the choice of the linear dispersion matrices contributes to
the ML decoding complexity of the STBC. We now introduce
the idea of multigroup ML decodable, FD and FGD designs
in the following definition.
Definition 5: Consider a design X =∑Ki=1 xiAi.
1) X is said to be g-group ML decodable if there exists
a partition of NK into g non-empty subsets Γ1, . . . ,Γg,
such that
AHk Al+A
H
l Ak = 0 for l ∈ Γi, k ∈ Γj , 1 ≤ i < j ≤ g.
2) X is said to be fast-decodable if there exists a non-empty
subset Γ ( NK such that the design XΓ is g-group ML
decodable for some g > 1.
3) X is said to be fast-group-decodable if X is g-group
ML decodable with respect to the partition Γ1, . . . ,Γg,
and there exists an i, 1 ≤ i ≤ g, such that XΓi is fast-
decodable.
III. ON FULL DIVERSITY
Consider the design X =
∑K
i=1 xiAi in real symbols
xi, i = 1, . . . ,K , where K = 2RN and Ai ∈ Λm,
i = 1, . . . ,K , m ≥ 1. Let, for a complex matrix
A, v˜ec(A) = [vec(ARe)
T vec(AIm)
T ]T , where vec(·)
denotes the vectorization of a matrix. We have,
v˜ec(X) =
∑K
i=1 xiv˜ec(Ai) = G[x1, . . . , xK ]
T
, where
G = [v˜ec(A1) v˜ec(A2) · · · v˜ec(AK)] ∈ R2NT×K .
Let the symbol vector [x1, . . . , xK ]T assume values from a
finite subset of QZK , where, Q ∈ RK×K is an orthogonal
rotation matrix. The matrix G = GQ ∈ R2NT×K is called
the generator matrix of the resulting STBC. The STBC thus
obtained is said to have cubic shaping property if GTG is a
scalar matrix, i.e., GTG = aIK , for some a > 0 [2].
In this section, first we show that if a design satisfies a
certain condition (see Theorem 3), full diversity STBCs can
be obtained from this design by encoding the real symbols
pairwise using rotated square QAM constellations. This result
is used in Section VI to construct full diversity STBCs with
cubic shaping and low ML decoding complexity via codes over
F4. Then, we show that if all the weight matrices of a design
are of full rank, then full diversity STBCs can be obtained from
this design by encoding the real symbols independently of each
other. Such an encoding does not increase the ML decoding
complexity than that imposed by the design alone. We use
this result in Section VI to show that full diversity STBCs
with ML decoding complexities lower than those reported
in [14], [15] can be obtained by simply using the same designs
as in [14], [15] and choosing the signal sets intelligently.
Further, all the designs obtained in this paper via codes over
F4 have unitary, and hence, full-rank weight matrices. Thus,
if the design were multigroup ML decodable, FD or FGD,
then there exist signal sets which when combined with these
designs give rise to full-diversity multigroup ML decodable,
FD or FGD STBCs respectively. This enables us to concentrate
on the problem of constructing designs with low ML decoding
complexity with the existence of full-diversity constellations,
that do not increase the decoding complexity, guaranteed. The
problem of constructing explicit, such full-diversity achieving
signal sets for these designs is not addressed in this paper.
A. Full diversity with rotated QAM constellations
Consider an N ×N design
X =
∑K/2
l=1 (xl,1Al,1 + xl,2Al,2), in K real symbols
{xl,1, xl,2|l = 1, . . . ,K/2}. In this section, we show that if the
weight matrices satisfy the condition that Al,1 + iAl,2 is full
rank for each l = 1, . . . ,K/2, then, for a given square integer
M , the symbols pairs {xl,1, xl,2} can be independently
encoded using rotated square M -QAM constellations,
such that the resulting STBC offers full-diversity. For a
square integer M , let AM−QAM denote the square M -ary
QAM constellation with zero mean and unit minimum
Euclidean distance. For any two subsets C1, C2 ⊂ CN×N ,
let C1 + C2 = {A1 +A2|A1 ∈ C1, A2 ∈ C2} and for any
complex number α, let αAM−QAM = {αa|a ∈ AM−QAM}.
Theorem 2: Let C′ be an N ×N full-diversity STBC, M be
a square integer and A1, A2 ∈ CN×N be such that A1 + iA2
is of full rank. Then, there exists a θ ∈ (0, 2π], such that the
STBC, C′ + {x1A1 + x2A2|x1 + ix2 ∈ eiθAM−QAM} has
full diversity.
Proof: For any set A, let ∆A = {a− b|a, b ∈ A}. Let
θ ∈ (0, 2π] and
C = C′ + {x1A1 + x2A2|x1 + ix2 ∈ eiθAM−QAM}.
Any δC ∈ ∆C \ {0} will be of the form
δC′ + δx1A1 + δx2A2, where δC′ ∈ ∆C′,
δx1 + iδx2 ∈ eiθ∆AM−QAM , where not both δC′ and
δx1 + iδx2 are equal to zero. We have, δx1 + iδx2 = eiθt,
for some t ∈ ∆AM−QAM . It is straightforward to show that
δx1A1 + δx2A2 = te
iθC1 + t¯e
−iθC2, where
C1 =
A1 − iA2
2
and C2 =
A1 + iA2
2
.
From the hypothesis of the theorem, C2 has full rank. Now,
δC = δC′ + δx1A1 + δx2A2
= δC′ + teiθC1 + t¯e
−iθC2
= e−iθ
(
eiθδC′ + tei2θC1 + t¯C2
)
.
For full diversity, θ must be chosen in such a way that
det
(
tei2θC1 + e
iθδC′ + t¯C2
) 6= 0, i.e., eiθ is not a root of the
polynomial fδC′,t(z) = det
(
z2tC1 + zδC
′ + t¯C2
)
. We now
show that fδC′,t(z) ∈ C[z] \ {0}. Consider the following two
cases.
Case 1: t = 0: In this case δC′ 6= 0 and since C′ has full
diversity, fδC′,t(z) = det(zδC′) 6= 0.
Case 2: t 6= 0: Evaluating the polynomial fδC′,t(z) at z = 0,
we get fδC′,t(0) = det(t¯C2) 6= 0, since C2 is of full rank.
Thus, fδC′,t(z) 6= 0.
Full diversity can be attained by choosing θ such that eiθ
is not a root of any of the polynomials fδC′,t(z). All these
polynomials are non-zero and are finite in number. Thus,
the set of union of their roots is also finite. Since there are
infinite choices for eiθ on the unit circle of complex plane, we
conclude that there exists a θ such that the STBC C has full
diversity.
Theorem 3: Let X =
∑K/2
l=1 (xl,1Al,1 + xl,2Al,2) be an
N ×N design in real symbols {xl,1, xl,2|l = 1, . . . ,K/2}
such that, for each l = 1, . . . ,K/2, Al,1 + iAl,2 is of full rank
and M be a square integer. Then, there exist θl ∈ (0, 2π],
l = 1, . . . ,K/2, such that the STBC obtained from X by
encoding xl,1 + ixl,2 using eiθlAM−QAM , l = 1, . . . ,K/2,
offers full diversity.
Proof: Let n = K/2 be the number of complex symbols
in the design X. Proof is via induction on n.
When n = 1, by using the argument in the proof of
Theorem 2 with C′ = {0}, we conclude that there exists a
θ1 ∈ (0, 2π], such that the resulting STBC is of full diversity.
We now prove the induction step. Lets say that the theorem
is true for some n = p− 1 ≥ 1. We will now show that the
theorem is true for n = p as well. Let zl = xl,1 + ixl,2, for
l = 1, . . . , p. Since, the theorem is true for n = p− 1, there
exist θl, l = 1, . . . , p− 1, such that the STBC
C′ =
{
p−1∑
l=1
(xl,1Al,1 + xl,2Al,2)
∣∣∣zl ∈ eiθlAM−QAM
}
has full diversity. We now need to show that
there exists a θp ∈ (0, 2π] such that the STBC
C′ + {xp,1Ap,1 + xp,2Ap,2|zp ∈ eiθpAM−QAM} has full
diversity. But, from Theorem 2, this is indeed true. This
completes the proof.
Example 1: 2× 2 CIOD [5]: The 2 antenna Coordinate
Interleaved Orthogonal Design (CIOD) constructed in [5] is
given by
X =
2∑
l=1
xl,1Al,1 + xl,2Al,2 =
[
x1,1 + ix2,1 0
0 x1,2 + ix2,2
]
.
None of the real symbols has full rank weight matrix. Thus,
full diversity STBCs can not be obtained via single real symbol
encoding. However, Al,1 + iAl,2 is full rank for l = 1, 2.
Hence, by encoding the symbols x1,1 + ix1,2 and x2,1 + ix2,2
using rotated QAM constellations, a full diversity STBC can
be obtained. The resulting STBC is the 2 antenna CIOD first
constructed in [5].
In Section VI, we use Theorem 3 to construct full-diversity
STBCs with cubic shaping and low ML decoding complexity
via codes over F4.
B. Full diversity with single real symbol encoding
Let Xn =
∑n
l=1 xlAl be an N × N linear de-
sign in n real symbols {x1, . . . , xn} and let Al ∈ CN×N ,
l = 1, . . . , n, be full-rank. Given a set of n positive integers
Ql, l = 1, . . . , n, we are interested in finding a real constella-
tion Al ⊂ R for the real symbol xl with |Al| = Ql for each
l = 1, . . . , n. The constellations must be such that the STBC
obtained by encoding the real symbols using Al, l = 1, . . . , n,
C(Xn,A1 × · · · × An), must be of full-diversity. Towards
establishing the main result of this section we now introduce
some notation.
For each l ∈ {1, . . . , n}, let
Al = {al[0], al[1], . . . , al[Ql − 1]}, where al[j] ∈ R
and al[0] < al[1] < · · · < al[Ql − 1]. For an n tuple
u = [u1, . . . , un]
T ∈ ZQ1 × ZQ2 · · · × ZQn , define
Cn[u] = Xn(a1[u1], a2[u2], . . . , an[un]) =
∑n
l=1 al[ul]Al.
The single real symbol encodable STBC,
C(Xn,A1 × · · · × An), obtained by using the given
constellations satisfies
C(Xn,A1 × · · · × An) = {Cn[u]|u ∈ ZQ1 × · · · × ZQn}.
We see that the codewords are indexed by the elements of
ZQ1 × · · · × ZQn .
Theorem 4: Let Xn =
∑n
l=1 xlAl be an N × N linear
design in n real variables with full-rank weight matrices
Al. Let Al ⊂ R, l = 1, . . . , n, be such that |Al| = Ql and
C(Xn,A1 × · · · × An) is of full diversity. Let An+1 ∈ CN×N
be any full rank matrix and Qn+1 be any positive integer. Then
there exists a one dimensional real constellation An+1 ⊂ R
such that
1) |An+1| = Qn+1 and
2) the STBC C(Xn+1,A1 × · · · × An+1) offers full diver-
sity.
Proof: Proof is given in Appendix A.
We now present the main result of this section in the
following theorem.
Theorem 5: Given an N × N square linear design
Xn =
∑n
l=1 xlAl with full-rank weight matrices Al and a
set of positive integers Q1, . . . , Qn, there exist constellations
Al ⊂ R, l = 1, . . . , n such that
1) |Al| = Ql for l = 1, . . . , n and
2) the single real symbol encodable STBC
C(Xn,A1 × · · · × An) offers full diversity.
Proof: Proof is by induction. The theorem is shown to be
true for n = 1 here. Theorem 4 is the induction step.
Consider the design for one real symbol X1 = x1A1.
Choose any A1 ⊂ R with |A1| = Q1. The codewords are
indexed by elements in ZQ1 . For any u, v ∈ ZQ1 and u 6= v,
we have
det(C1[u]− C1[v]) = det((a1[u]− a1[v])A1)
= (a1[u]− a1[v])Ndet(A1)
6= 0.
Since the difference matrix of any two codewords is of full-
rank, the STBC C(X1,A1) offers full diversity.
Let X =
∑K
l=1 xlAl, be such that Al, l = 1, . . . ,K are
full-rank. The STBC C(X,A1 × · · · × AK) obtained from
Theorem 5 is single real symbol encodable. Thus, if X
were a g-group ML decodable, fast-decodable or fast-group-
decodable design then the STBC C(X,A1 × · · · × AK) is a g-
group ML decodable, fast-decodable or fast-group-decodable
STBC respectively. Most importantly, Theorem 5 ensures that
C(X,A1 × · · · × AK) offers full-diversity.
The following theorem will be useful when we are con-
structing STBCs with low ML decoding complexity.
Theorem 6: Let X =
∑K
l=1 xlAl be an N × N de-
sign in K real symbols with full-rank weight matrices and
L ∈ {1, . . . ,K} be such that
AHi Aj +A
H
j Ai = 2 · 1{i = j} · IN for all 1 ≤ i, j ≤ L. (4)
Given positive integers Q1, . . . , QK and any set of one di-
mensional real constellations A1, . . . ,AL with cardinalities
Q1, . . . , QL respectively, there exist one dimensional real
constellations AL+1, . . . ,AK such that
1) |Al| = Ql for L+ 1 ≤ l ≤ K and
2) the STBC C(X,A1 × · · · × AK) offers full diversity.
Proof: Consider the design XL =
∑L
l=1 xlAl and the
STBC C(XL,A1 × · · · × AL) generated using the signal
sets A1, . . . ,AL for the independent variables x1, . . . , xL.
Because {A1, . . . , AL} satisfy the complex Hurwitz-Radon
matrix equations (4), we have [7]
XL
H
XL =
L∑
l=1
x2lA
H
l Al = (
L∑
l=1
x2l )IN .
Thus for any real signal sets A1, . . . ,AL, and
u, v ∈ ZQ1 × · · · × ZQL with u 6= v we have
(CL[u]−CL[v])H(CL[u]−CL[v]) =
L∑
l=1
(al[ul]− al[vl])2IN ,
which is full-rank. Since the rank of any square matrix A is
equal to the rank of AHA, we have det(CL[u]−CL[v]) 6= 0.
Thus the STBC C(XL,A1 × · · · × AL) is of full diversity.
By using Theorem 4 repeatedly K−L times with integers Ql
and matrices Al, L < l ≤ K , we get the desired signal sets
AL+1, . . . ,AK .
IV. LOW ML DECODING COMPLEXITY STBCS
VIA CODES OVER F4
In this section, we give a framework for constructing low
ML decoding complexity STBCs using codes over F4. A
subset of elements of Universal Clifford Algebras are seen
to have multiplicative properties similar to (1). We obtain
low ML decoding complexity designs by choosing the linear
dispersion matrices of designs from the matrix representation
of these elements. We proceed in this direction by using a
theorem that establishes an isomorphism between a Universal
Clifford Algebra and a full matrix algebra of appropriate
dimension over C. It is then observed that the set of tensor
products of Pauli matrices is a double cover of the set elements
in question from the Universal Clifford Algebras. We then
define a one-to-one correspondence between the set of tensor
products of Pauli matrices and vectors over F4, using which,
the problem of finding low ML decoding complexity designs
is converted to one of finding a set of vectors in Fm+14 ,
m ≥ 1. Finally, we show that the maximal rate complex
square orthogonal designs [8], the 4 antenna quasi-orthogonal
design [30], the 2× 2 CIOD, the
[
a b
b a
]
design [31] and the[
a b
−b a
]
design [32] are all obtainable via codes over F4.
Let n be any positive integer. Denote by Nn the set
{1, . . . , n}. Let e1, . . . , en be elements of an associative
algebra over C and α ⊆ Nn. For any nonempty sub-
set α = {i1, . . . , i|α|} with i1 < i2 < · · · < i|α| we define
eα = ei1ei2 · · · ei|α| and the element corresponding to the
empty set φ, eφ = 1.
Definition 6 ([33]): Let n be a positive integer. A Universal
Clifford Algebra Un is an associative algebra over C with a
multiplicative identity 1 and generated by n objects e1, . . . , en
that satisfy the following:
eiej = −ejei for 1 ≤ i < j ≤ n, (5)
ei
2 = −1 for i = 1, . . . , n and (6)
{eα|α ⊆ Nn} is a C-linear basis of Un.
From (5) and (6), it is clear that for any α ⊆ Nn, we have
eα
2 = ±1. Also for any α, β ⊆ Nn, either eαeβ + eβeα = 0
or eαeβ − eβeα = 0. This property resembles (1) except for
the conjugate-transpose. Hence, by representing the basis
elements ei, i = 1, . . . , n, using either Hermitian or skew-
Hermitian matrices, we can obtain linear dispersion matrices
that are Hurwitz-Radon orthogonal. Together with the fact that
eα
2 = ±1, i.e., e−1α = ±eα, it is clear that we need unitary
representation of the basis elements. The following theorem
gives a representation of a class of Clifford Algebras. The
matrices X and Z were defined in Section I.
Theorem 7 ([33]): For any positive integer m, the Uni-
versal Clifford Algebra U2m is isomorphic to the full
matrix algebra C2m×2m . The extension of the map
ek → Ek for k = 1, . . . , 2m gives an isomorphism of the al-
gebras, where for s = 1, . . . ,m, Es and Es+m are the m-fold
tensor products given by
Es = i(Z ⊗ · · · ⊗ Z ⊗ iXZ ⊗ I2 ⊗ · · · ⊗ I2) and
Es+m = i(Z ⊗ · · · ⊗ Z ⊗X ⊗ I2 ⊗ · · · ⊗ I2),
there being s− 1 factors of Z in each tensor product.
From Theorem 7, we have that each Ek , k = 1, . . . , 2m is
unitary, squares to −I2m and thus is skew-Hermitian. With Eα
defined similar to eα for α ⊆ N2m we see that all the basis
elements are represented in terms of unitary matrices. The iso-
morphism ensures that these matrices are linearly independent
over C. Since we are concerned with the transmission of real
symbols we note that B = {iλEα|λ ∈ Z2 and α ⊆ N2m} is a
R-linear basis for C2m×2m . With −B defined as {−b|b ∈ B},
we have the following proposition. Gm is the Pauli group (2).
Proposition 1: B ∪−B = Gm.
Proof: We note that both X and Z square to I2. Further,
they anticommute. So it is clear that for any α ⊆ N2m,
Eα ∈ Gm. Since Gm is closed under multiplication by
iI2m and −I2m we have B ∪−B ⊆ Gm. Note there are 22m
distinct subsets of N2m, thus |B| = 22m+1. Since B is
linearly independent over R, for any b ∈ B we have −b /∈ B.
Equivalently B ∩−B = φ. Thus, |B ∪ −B| = 22m+2 = |Gm|.
Thus B ∪−B = Gm.
Proposition 1 says that the weight matrices that are to be
chosen from the matrix representation of the basis elements
of Clifford Algebra can be equivalently obtained through the
Pauli group Gm. However, the set of matrices in the Pauli
group is not linearly independent over R. Thus, we concern
ourselves with a proper subset Λm of Gm which is maximally
linearly independent and thus satisfies Λm ∪ −Λm = Gm. One
such set is
Λm = {iλB1⊗· · ·⊗Bm|λ ∈ Z2 and Bk ∈ {I2, iX, iZ, ZX}}.
(7)
Proposition 2: The set Λm is a R-linear basis of C2
m×2m
.
Proof: {I2, iX, iZ, ZX} is a basis for C2×2 as a vector
space over C. Thus their m fold tensor products form a C-
linear basis for C2m×2m . From this the required result follows.
We now proceed by relating the set Λm to F2⊕Fm4 . Consider
the finite field F4 with 4 elements {0, 1, ω, ω2}, such that
1 + ω = ω2. Define a map
ψ : {I2, iX, iZ, ZX} → F4 (8)
that sends I2 → 0, iX → 1, iZ → ω and ZX → ω2.
Proposition 3: The map ϕ : Λm → F2 ⊕ Fm4 that sends
iλB1 ⊗ · · · ⊗Bm → [λ, ψ(B1), . . . , ψ(Bm)],
is a one to one correspondence between Λm and F2 ⊕ Fm4 .
Proof: Since ψ is one to one, it is clear that ϕ is one to
one. Further |Λm| = |F2⊕Fm4 | = 22m+1. Thus ψ is surjective
as well. This completes the proof.
Definition 7: The (Hamming) weight wt([λ, ξ1, . . . , ξm]) of
a vector [λ, ξ1, . . . , ξm] ∈ F2 ⊕ Fm4 is defined as
wt([λ, ξ1, . . . , ξm]) = 1{λ 6= 0}+
m∑
i=1
1{ξi 6= 0}.
Any matrix t ∈ Λm is either Hermitian or skew-Hermitian.
The following proposition says that, whether the matrix t is
Hermitian or skew-Hermitian can be found from its Hamming
weight.
Proposition 4: A matrix t ∈ Λm is Hermitian if wt(ϕ(t))
is even. Else it is skew-Hermitian.
Proof: Let t = iλB1 ⊗ · · · ⊗Bm, Bi ∈ {I2, iX, iZ, ZX}
and λ ∈ Z2. Except I2, which is mapped to 0 under ψ, the
other 3 matrices are skew-Hermitian. Hence
tH = (−1)1{λ6=0}iλ ⊗mk=1 (−1)1{Bk 6=I2}Bk
= (−1)1{λ6=0}iλ ⊗mk=1 (−1)1{ψ(Bk) 6=0}Bk
= (−1)wt(ϕ(t))t.
Thus, if wt(ϕ(t)) is even, t is Hermitian, else t is skew-
Hermitian.
When the linear dispersion matrices of a design belong to
the set Λm, the Hurwitz-Radon orthogonality condition (1) can
be reformulated in terms of the weight of the corresponding
vectors in F2 ⊕ Fm4 as follows:
Proposition 5: For any t1, t2 ∈ Λm, we have
tH1 t2 + t
H
2 t1 = 0 iff wt(ϕ(t1) + ϕ(t2)) is odd,
where the vector sum is component wise addition.
Proof: Recall that any t ∈ Λm is either Hermitian or
skew-Hermitian. Thus tH1 t2 is skew-Hermitian iff t1t2 is skew-
Hermitian. Let
tk = i
λkψ−1(ξk,1)⊗ · · · ⊗ ψ−1(ξk,m) for k = 1, 2.
Note that ψ−1(ζ)ψ−1(η) = ±ψ−1(ζ + η) for any ζ, η ∈ F4.
Hence, t1t2
= ±iλ1+λ2ψ−1(ξ1,1 + ξ2,1)⊗ · · · ⊗ ψ−1(ξ1,m + ξ2,m)
= ±i(λ1+λ2)mod2ψ−1(ξ1,1 + ξ2,1)⊗ · · · ⊗ ψ−1(ξ1,m + ξ2,m)
= ±ϕ−1(ϕ(t1) + ϕ(t2)).
Thus, t1t2 is skew-Hermitian iff ϕ−1(ϕ(t1) + ϕ(t2)) is skew-
Hermitian. Applying Proposition 4, t1t2 is skew-Hermitian iff
wt(ϕ(t1) + ϕ(t2)) is odd. This completes the proof.
We now state the main theorem of this section.
Theorem 8: If there exist K distinct vectors
y1, . . . , yK ∈ F2 ⊕ Fm4 and a partition Γ1, . . . ,Γg of
{1, . . . ,K} into nonempty subsets such that
wt(yk + yl) is odd whenever k ∈ Γi, l ∈ Γj and i 6= j,
then there exists a design X(x1, . . . , xK) of dimension
2m × 2m in K real variables with unitary weight matrices
and which is g-group ML decodable with the ith group being
{xk|k ∈ Γi}.
Proof: Given the K vectors as in the hypothesis, define
Ak = ϕ
−1(yk) ∈ Λm. The bijective nature of ϕ ensures that
the K matrices Ak are distinct. Since Λm is linearly indepen-
dent over R, Ak, k = 1, . . . ,K are also linearly independent
over R. Define a design X(x1, . . . , xK) as X =
∑K
i=1 xiAi.
Applying Proposition 5 we get the ith ML decoding group as
Γi. Since Ai ∈ Λm, i = 1, . . . ,K, Ai are unitary and are of
size 2m × 2m. This completes the proof.
Theorem 8 converts the original problem of finding g-group
ML decodable designs using weight matrices from Λm to that
of finding certain codes over F4. Once such a code is chosen
in F2 ⊕ Fm4 , the linear dispersion matrices can be obtained by
the one to one correspondence ϕ.
Definition 8: A design from F2 ⊕ Fm4 in K real symbols
for 2m antennas is defined as a subset S ⊆ F2 ⊕ Fm4 such
that |S| = K.
The ‘design’ S in the above definition corresponds to
the matrix design X =
∑K
i=1 xiϕ
−1(yi), that is obtained by
mapping the vectors in S = {y1, . . . , yK} to linear dispersion
matrices in Λm. Using Theorem 8, we now define g-group ML
decodable, FD and FGD designs obtainable via codes over F4.
Definition 9: Let S ⊆ F2 ⊕ Fm4 be a design.
1) S = ∪gi=1Si or equivalently the set {Sk|k = 1, . . . , g}
is said to be g-group ML decodable if for any y ∈ Sk,
z ∈ Sl and k 6= l, we have that wt(y + z) is odd.
2) S is said to be fast-decodable or conditionally g-group
ML decodable if there exists a g-group ML decodable
design S ′ such that, S ′ ( S.
3) A g-group ML decodable design {Si|i = 1, . . . , g}
is said to be fast-group-decodable if there exists an
l ∈ {1, . . . , g} such that the design Sl is fast-decodable.
We now give examples of multigroup ML decodable designs
obtainable from codes over F4. Let the number of groups be
g and let each group have τ vectors in it. The total number
of vectors or the total number of real symbols in the design
is thus K = gτ .
A. Alamouti Code
The Alamouti Code [25] is a 2 × 2 square complex or-
thogonal design of rate 1. Its parameters are: m = 1, K = 4,
g = 4 and τ = 1. Its linear dispersion matrices are: I2, iX ,
iZ , and ZX . All the weight matrices belong to Λ1. The
four sets of vectors in F2 ⊕ F4 corresponding to the four
groups are: S1 = {[0, 0]}, S2 = {[0, 1]}, S3 = {[0, ω]} and
S4 = {[0, ω2]}. It can be seen that the weight of the sum of
any two different vectors is odd, thus the above design is single
real symbol ML decodable.
B. Other 2× 2 codes of rate 1
We now describe designs with parameters m = 1, K = 4,
g = 2 and τ = 2. There are only three such non-equivalent
designs obtainable from Λ1. They are parametrized by
l ∈ {0, 1, 2} and are given by S = S1 ∪ S2, where
S1 = {[0, 0], [1, ωl]} and S2 = {[0, ωl], [1, 0]}.
1) l = 0: The design is given by S1 = {[0, 0], [1, 1]},
S2 = {[0, 1], [1, 0]}. The two groups of weight matrices are
M1 = {I,−X} and M2 = {iX, iI}. With Γ1 = {1, 2} and
Γ2 = {3, 4} the resulting design is
X =
[
x1 + ix4 −x2 + ix3
−x2 + ix3 x1 + ix4
]
.
This is the 2× 2 ABBA design [31].
2) l = 1: The design is given by S1 = {[0, 0], [1, ω]},
S2 = {[0, ω], [1, 0]}. The groups of weight matrices are
M1 = {I,−Z} and M2 = {iZ, iI}. With Γ1 = {1, 2} and
Γ2 = {3, 4} the design is given by
X =
[
x1 − x2 + i(x4 + x3) 0
0 x1 + x2 + i(x4 − x3)
]
.
If we transform the symbols within their groups as follows:[
x˜1
x˜2
]
=
[
1 −1
1 1
] [
x1
x2
]
and
[
x˜3
x˜4
]
=
[
1 1
−1 1
] [
x3
x4
]
,
we get the 2 × 2 Coordinate Interleaved Orthogonal Design
(CIOD) [5],
[
x˜1 + ix˜3 0
0 x˜2 + ix˜4
]
.
3) l=2: In this case, S1 = {[0, 0], [1, ω2]} and
S2 = {[1, 0], [0, ω2]}. The linear dispersion matrices are
M1 = {I, iZX} and M2 = {iI, ZX}. With Γ1 = {1, 2}
and Γ2 = {3, 4} the resulting design is
X =
[
x1 + ix3 x4 + ix2
−x4 − ix2 x1 + ix3
]
.
This is the
[
a b
−b a
]
design [32].
C. 4× 4 Quasi-orthogonal design from [30]
Consider the rate 1 quasi-orthogonal design constructed
in [30] for 4 transmit antennas. The design contains 8 real
symbols x1, . . . , x8 and is 4-group ML decodable. The pa-
rameters are m = 2, K = 8, g = 4, τ = 2 and R = 1. The
design XQOD(x1, . . . , x8) =
∑8
i=1 xiAi is
XQOD =


x1 + ix2 x3 + ix4 x5 + ix6 x7 + ix8
−x3 + ix4 x1 − ix2 −x7 + ix8 x5 − ix6
−x5 + ix6 −x7 + ix8 x1 − ix2 x3 − ix4
x7 + ix8 −x5 − ix6 −x3 − ix4 x1 + ix2

 .
(9)
The linear dispersion matrices, upto a sign change, are
A1 = I2 ⊗ I2, A2 = iZ ⊗ Z,
A3 = I2 ⊗ ZX, A4 = iZ ⊗X,
A5 = ZX ⊗ I2, A6 = iX ⊗ Z,
A7 = ZX ⊗ ZX and A8 = iX ⊗X.
It can be seen that all the 8 matrices belong to the set Λ2. The
corresponding vectors in F2 ⊕ Fm4 , yi = ϕ(Ai) are
y1 = [0, 0, 0], y2 = [1, ω, ω],
y3 = [0, 0, ω
2], y4 = [1, ω, 1],
y5 = [0, ω
2, 0], y6 = [1, 1, ω],
y7 = [0, ω
2, ω2] and y8 = [1, 1, 1].
The 4 groups are S1 = {y1, y7}, S2 = {y2, y8}, S3 = {y3, y5}
and S4 = {y4, y6}. It can be seen that for any two vectors
belonging to different groups, the Hamming weight of their
sum vector is odd.
D. Square Complex Orthogonal Designs of maximal rate
Square Complex Orthogonal Designs [8] are square designs
X(x1, . . . , xK) such that XHX = (
∑K
i=1 x
2
i )I . Such designs
offer both single real symbol decodability and full diversity
when arbitrary real constellations are used to encode each of
the real symbols xi. Maximal rate square complex orthog-
onal designs were constructed in [8]. These designs are of
dimension 2m × 2m, m ≥ 1, and have a rate of R = m+12m
cspcu. These designs are obtainable from codes over F4. There
are 2m+ 2 groups containing one vector each. These vectors
{yk|1 ≤ k ≤ 2m+ 2} are given below. For k = 1, . . . ,m,
yk = [1{k is even}, 0, . . . , 0, ω2, ω, . . . , ω] and
yk+m = [1{k is even}, 0, . . . , 0, 1, ω, . . . , ω],
there being m− k zeros in each vector,
y2m+1 = [1{m is even}, ω, . . . , ω] and y2m+2 = [0, 0, . . . , 0].
V. KNOWN AND SOME NEW MULTIGROUP ML
DECODABLE STBCS VIA CODES OVER F4
In this section, we construct multigroup ML decodable
designs via codes over F4. We give three recursive procedures
to construct a multigroup ML decodable design for 2m+1
antennas by using a multigroup ML decodable design for
2m antennas. These recursive constructions are then used to
obtain 4-group ML decodable codes. We show that the ABBA
codes [31], all square CIODs [5], the Precoded CIODs [12],
the DAST codes [34], the 4-group ML decodable codes
of [32], the GABBA codes [35] are all particular examples
of multigroup ML decodable STBCs obtainable via this ap-
proach. Finally, g-group ML decodable codes for arbitrary
g > 1 are constructed from codes over F4. These designs
meet the (R, g) tradeoff attainable by the class of CUWDs [11]
constructed in [12].
A. Construction A
Let us denote [1, 0, . . . , 0] ∈ F2⊕Fm4 by δm. The following
proposition describes a method to construct a g-group ML
decodable design for 2m+1 antennas using a g-group ML
decodable design for 2m antennas.
Proposition 6: Let l ∈ {0, 1, 2} and
{Si = {yi,j |j = 1, . . . , |Γi|}|i = 1, . . . , g} be a 2m × 2m
g-group ML decodable design of rate R. Then
{S˜i|i = 1, . . . , g} is a 2m+1 × 2m+1 g-group ML decodable
design of rate R, where S˜i = Si,A ∪ Si,B with
Si,A = {[yi,j, 0]|j = 1, . . . , |Γi| } and
Si,B = {[yi,j , ωl] + δm+1|j = 1, . . . , |Γi| }.
Further, if for any i ∈ {1, . . . , g}, wt(y + z) is even for every
y, z ∈ Si, then wt(y˜ + z˜) is even for every y˜, z˜ ∈ S˜i.
Proof: We first show that the design {S˜i} is of rate R.
For any i ∈ {1, . . . , g}, Si,A ∩ Si,B = φ. Thus, |S˜i| = 2|Si|.
Hence, the rate of the new design is∑g
i=1 |S˜i|
2m+2
=
∑g
i=1 2|Si|
2m+2
=
∑g
i=1 |Si|
2m+1
= R.
We next prove that the design {S˜i} is g-group
ML decodable. Let 1 ≤ i1 < i2 ≤ g, y˜1 ∈ S˜i1 and
y˜2 ∈ S˜i2 . Then, y˜1 ∈ {[y1, 0], [y1, ωl] + δm+1} and
y˜2 ∈ {[y2, 0], [y2, ωl] + δm+1} for some y1 ∈ Si1 and
y2 ∈ Si2 . Hence,
y˜1 + y˜2 ∈ {[y1 + y2, 0], [y1 + y2, ωl] + δm+1}.
We now show that both the vectors [y1 + y2, 0] and
[y1 + y2, ω
l] + δm+1 have odd weight, i.e. their
weight, w ≡ 1 mod 2. Since {Si} is a g-group
ML decodable design and y1, y2 belong to different
groups of this design, wt(y1 + y2) ≡ 1 mod 2. Hence,
wt([y1, 0] + [y2, 0]) ≡ 1 mod 2. We have,
wt([y1 + y2, ω
l] + δm+1) ≡ wt([y1 + y2, ωl]) + 1 mod 2
≡ wt([y1 + y2, 0]) + 1 + 1 mod 2
≡ wt([y1 + y2, 0]) mod 2
≡ 1 mod 2.
We now prove the second part of the proposition.
Let y˜, z˜ ∈ S˜i for some i ∈ {1, . . . , g}. Then,
y˜ ∈ {[y, 0], [y, ωl] + δm+1} and z˜ ∈ {[z, 0], [z, ωl] + δm+1}
for some y, z ∈ Si. From the hypothesis
of proposition, wt(y + z) ≡ 0 mod 2. Now,
y˜ + z˜ ∈ {[y + z, 0], [y + z, ωl] + δm+1}. We now show
that both these vectors are of even weight. Clearly,
wt([y + z, 0]) ≡ 0 mod 2. Also,
wt([y + z, ωl] + δm+1) ≡ wt([y + z, ωl]) + 1 mod 2
≡ wt([y + z, 0]) + 1 + 1 mod 2
≡ wt([y + z, 0]) mod 2
≡ 0 mod 2.
This completes the proof.
Let y = [λ, ξ1, . . . , ξm] ∈ F2 ⊕ Fm4 and σ be any permuta-
tion on {1, . . . ,m}. Define σ : F2 ⊕ Fm4 → F2 ⊕ Fm4 as
σ(y) = [λ, ξσ(1), . . . , ξσ(m)].
Thus, σ is a permutation of coordinates of y. In terms of
linear dispersion matrices, the action of σ is to permute the
order in which the 2 × 2 matrices, Bk ∈ {I2, iX, iZ, ZX},
k = 1, . . . ,m, appear in the Kronecker product representation
iλB1 ⊗ · · · ⊗Bm.
Proposition 7: Let S ⊆ F2 ⊕ Fm4 be a g-group ML de-
codable, FD or FGD design and σ be any permutation on
{1, . . . ,m}. Then, S˜ = {σ(y)|y ∈ S} is a g-group ML de-
codable, FD or FGD design respectively.
Proof: The action of σ on the vectors is just a
permutation of the coordinates. Thus, for any y, z ∈ F2 ⊕ Fm4 ,
σ(y + z) = σ(y) + σ(z) and wt(σ(y)) = wt(y). Thus
wt(σ(y) + σ(z)) = wt(σ(y + z)) = wt(y + z). The desired
result follows from Definition 9.
Corresponding to l = 0, 1 and 2 in Proposition 6 and σ in
Proposition 7 we get different recursive constructions that give
us a g-group ML decodable design for 2m+1 antennas by using
a g-group ML decodable design for 2m antennas.
Proposition 8: Let X =
∑K
i=1 xiAi be a g-group ML de-
codable design such that Ai ∈ Λm, i = 1, . . . ,K and W be
an identical design but in a different set of real variables. Then
each of the following designs is g-group ML decodable:[
X W
W X
]
, (10)[
X−W 0
0 X+W
]
and (11)[
X iW
−iW X
]
.
Proof: Proposition 7 is used along with Proposition 6 to
arrive at these constructions. We now describe how construc-
tion (10) is obtained from Proposition 6. Proofs for the other
two constructions can be obtained in a similar way by choosing
l = 1, 2 in Proposition 6, and hence are avoided here.
Let {Si|i = 1, . . . , g} be a g-group ML decodable de-
sign and S = ∪gi=1Si. Then ϕ−1(S) = {A1, . . . , AK} is
the set of linear dispersion matrices. Let {x1, . . . , xK} and
{w1, . . . , wK} be two different sets of real variables. Define
X =
∑K
i=1 xiAi and W =
∑K
i=1 wiAi. Let {S˜i|i = 1, . . . , g}
be the design constructed according to Proposition 6 with
l = 0 and let S˜ = ∪gi=1S˜i. Then ϕ−1(S˜) is the set of linear
dispersion matrices corresponding to the new design. From
Proposition 6, it is clear that S˜ = S˜A ∪ S˜B where
S˜A = {[y, 0]|y ∈ S} and S˜B = {[y, 1] + δm+1|y ∈ S}.
Let σ be the permutation on {1, . . . ,m + 1} given by
σ(1) = m + 1 and σ(k) = k − 1 for k > 1. Using
Proposition 7 on the design {S˜i|i = 1, . . . , g} we get a g-group
ML decodable design with the set of linear dispersion matrices
as ϕ−1 ◦ σ(S˜) = ϕ−1 ◦ σ(S˜A) ∪ ϕ−1 ◦ σ(S˜B). But we have
ϕ−1 ◦σ(S˜A) = {I2⊗Ai|i = 1, . . . ,K} =
{[
Ai 0
0 Ai
]}
and
ϕ−1◦σ(S˜B) = {i(iX)⊗Ai|i = 1, . . . ,K} =
{[
0 −Ai
−Ai 0
]}
.
Associating the variables {xi} with matrices in ϕ−1 ◦ σ(S˜A)
and variables {−wi} with those in ϕ−1 ◦ σ(S˜B) we get the
design in (10).
Proposition 6 gives a large class of multigroup ML de-
codable STBCs via codes over F4. The following multigroup
ML decodable STBCs available in the literature are particular
examples of STBCs belonging to this class of codes.
Example 2: ABBA Construction [31]: Construction (10)
was first proposed in [31] and is known as ABBA construction.
In [31], using the ABBA construction recursively and appro-
priate puncturing of columns, rate 1 codes were obtained for
number of antennas N ≥ 3. In [12], algebraic description of
ABBA construction was given based on matrix representation
of Extended Clifford Algebras.
Example 3: Square CIODs [5]: Let X =∑Ki=1 xiAi be a
maximal rate square complex orthogonal design [8] of size
2m × 2m, m ≥ 1. Let W be identical to X, but be composed
of a different set of variables wi, i.e., W =
∑K
i=1 wiAi. Both
X and W are K-group ML decodable, K = 2m+ 2, and
are obtainable via codes over F4 (See Section IV-D). From
Proposition 8, using (11), the design
Z =
[∑K
i=1 (xi − wi)Ai 0
0
∑K
i=1 (xi + wi)Ai
]
is K-group ML decodable. The K groups of symbols are
{xi, wi}, i = 1, . . . ,K . By transforming the symbols within
each group as[
zi
zi+K
]
=
[
1 −1
1 1
] [
xi
wi
]
, i = 1, . . . ,K,
we arrive at the design
Z(z1, . . . , z2K) =
[∑K
i=1 ziAi 0
0
∑K
i=1 zi+KAi
]
,
in 2K real symbols {zi}. The design Z(z1, . . . , z2K) is
equivalent to the 2m+1 × 2m+1 CIOD, m ≥ 0, constructed
in [5]. In [5], for each l = 1, . . . ,K, zl + izl+K assume values
from a rotated QAM constellation, with the angle of rotation
chosen to maximize diversity and coding gain. This code is
single complex symbol (double real symbol) ML decodable
with the symbol groups as {zl, zl+K}, l = 1, . . . ,K.
Example 4: Precoded CIODs [12]: In [12], rate 1,
4-group ML decodable codes called Precoded CIODs were
constructed for even number of transmit antennas. We now
show that these codes can be obtained via codes over F4.
In Section IV-A, we showed that the Alamouti design is
obtainable from codes over F4. Let {A1, . . . , A4} ⊂ C2×2
be the weight matrices of the Alamouti design, which is
4-group ML decodable, and let n ≥ 0 be an arbitrary integer.
From Proposition 8, by applying the construction (11) over
the Alamouti design n times, we will get a 4-group ML
decodable, rate 1 design for 2n+1 antennas. It can be shown
that the resulting design Z2n+1 , in 2n+2 real variables
{xℓ,j|ℓ = 1, . . . , 2n, j = 1, . . . , 4}, is diag(X1, . . . ,X2n),
where the 2× 2 designs Xℓ, ℓ = 1, . . . , 2n, are given
by Xℓ =
∑4
j=1
(∑2n
k=1 uℓ,kxk,j
)
Aj . Here, U = [uℓ,k] is
the 2n × 2n Hadamard matrix
[
1 −1
1 1
]⊗n
. The 4 ML
decoding groups are {xℓ,j |ℓ = 1, . . . , 2n} corresponding
to j = 1, . . . , 4. Let xΓj = [x1,j , . . . , x2n,j ]T and
zΓj = [z1,j , . . . , z2n,j]
T for j = 1, . . . , 4. Consider the
following transformation of the symbol vectors xΓj ,
j = 1, . . . , 4: zΓj = UxΓj . Then,
Z2n+1 = diag(Z˜1, . . . , Z˜2n), where (12)
Z˜ℓ =
4∑
j=1
zℓ,jAj =
[
zℓ,1 + izℓ,2 zℓ,3 + izℓ,4
−zℓ,3 + izℓ,4 zℓ,1 − izℓ,2
]
,
for ℓ = 1, . . . , 2n. The design (12) is the Precoded CIOD for
2n+1 antennas. In [12], the symbol groups zΓj , j = 1, . . . , 4,
were encoded independently using a finite subset of rotated
Z2
n
constellation. The rotation matrix was chosen to provide
full diversity and large coding gain [36], [37]. Precoded CIODs
for even number of antennas, 0 < N ≤ 2n+1, can be obtained
by removing the last 2m, 0 ≤ m < 2n, columns of (12). The
design thus obtained, say Z2n+1−2m, will be for 2n+1 − 2m
antennas and will have delay 2n+1. But, the design (12) has
block diagonal structure and thus the last 2m rows of the new
design Z2n+1−2m will contain only zero entries. Removing
these 2m redundant rows, we get a square, 4-group ML
decodable design, which is the Precoded CIOD for 2n+1 − 2m
antennas constructed in [12].
Example 5: DAST codes [34]: In [34], rate 1, 2-group
ML decodable codes called Diagonal Algebraic Space-Time
(DAST) block codes were constructed for all number of
antennas N ≥ 1. We now show that these codes are a specific
example of STBCs obtainable via codes over F4. Let n ≥ 0
be an arbitrary integer. We have shown in Section IV-B2
that the 2-group ML decodable, rate 1, 2× 2 CIOD [5] is
obtainable via codes over F4. Applying construction (11)
n times repeatedly on the 2× 2 CIOD we obtain a rate
1, 2-group ML decodable design Z2n+1 , in real variables
{x1, . . . , x2n+2}, for 2n+1 antennas. Since the 2× 2 CIOD
is a diagonal matrix, the new design Z2n+1 is also diagonal
with the ℓth diagonal entry as
2n+1∑
k=1
uℓ,kxk + i
2n+1∑
k=1
uℓ,kxk+2n+1 , ℓ = 1, . . . , 2
n+1.
Here, U = [uℓ,k] is the 2n+1 × 2n+1 Hadamard matrix[
1 −1
1 1
]⊗n+1
. The ML decoding groups are {x1, . . . , x2n+1}
and {x1+2n+1, . . . , x2n+2}. Transform the variables within
each group as
[z1, . . . , z2n+1]
T = U [x1, . . . , x2n+1 ]
T and
[z1+2n+1, . . . , z2n+2]
T = U [x1+2n+1 , . . . , x2n+2 ]
T .
In terms of the variables {zj}, the ℓth, ℓ = 1, . . . , 2n+1,
diagonal entry of Z2n+1 is zℓ + izℓ+2n+1 . By making
[z1, . . . , z2n+1]
T and [z1+2n+1 , . . . , z2n+2]T take value inde-
pendently from a finite subset of rotated Z2n+1 constellation,
we get the DAST codes given in [34] for N = 2n+1. The
rotation matrix is chosen to maximize diversity and coding
gain. When 0 < N ≤ 2n+1, 2-group ML decodable 2n+1 ×N
design ZN can be obtained from Z2n+1 by puncturing the last
2n+1 −N columns. Since, Z2n+1 is a diagonal matrix, the last
2n+1 −N rows of ZN will have only zero entries. Removing
these 2n+1 −N redundant rows we get the N ×N , 2-group
ML decodable DAST code reported in [34].
B. Construction B
The following proposition gives a procedure to obtain 2-
group ML decodable designs for 2m+1 antennas using 2-group
ML decodable designs for 2m antennas.
Proposition 9: Let l ∈ {0, 1, 2} and
{Si = {yi,j |j = 1, . . . , |Γi|}|i = 1, 2} be a 2m × 2m, 2-
group ML decodable, rate R design which satisfies the
following condition for each i = 1, 2:
wt(y + z) is even for every y, z ∈ Si.
Let Si,A = {[yi,j, 0]}, Si,B = {[yi,j, ωl]}, S˜1 = S1,A ∪ S2,B
and S˜2 = S2,A ∪ S1,B . Then, {S˜1, S˜2} is a 2m+1 × 2m+1,
2-group ML decodable, rate R design which satisfies the
following condition for each i = 1, 2:
wt(y + z) is even for any y, z ∈ S˜i.
Proof: Similar to the proof of Proposition 6.
By using different values of l in Proposition 9 and using
Proposition 7 we get different recursive constructions.
Proposition 10: Let X =
∑K
i=1 xiAi and
W =
∑K
i=1 wiAi be rate R, 2-group ML decodable
designs for 2m antennas, such that Ai ∈ Λm, i = 1, . . . ,K,
for some m ≥ 1. Let Γ1 ∪ Γ2 = {1, . . . ,K} be the partition
of the symbols into two ML decoding groups, such that the
corresponding vectors of F2 ⊕ Fm4 satisfy the hypothesis of
Proposition 9. Then, the following designs for 2m+1 antennas:[
X iW
iW X
]
,[
X+ iW 0
0 X− iW
]
and[
X W
−W X
]
, (13)
are of rate R, 2-group ML decodable, all the weight matrices
belong to Λm+1 and their corresponding vectors in F2 ⊕ Fm4
satisfy the hypothesis of Proposition 9.
Proof: These designs can be obtained from Proposition 9
in the same way as construction (10) was obtained from
Proposition 6.
C. Construction C
The following proposition gives a procedure to obtain
4-group ML decodable designs for 2m+1 antennas using
2-group ML decodable designs for 2m antennas.
Proposition 11: Let {Si = {yi,j|j = 1, . . . , |Γi|}|i = 1, 2}
be a 2m × 2m, rate R, 2-group ML decodable design which
satisfies for each i = 1, 2
wt(y + z) is even for any y, z ∈ Si,
and ξi, i = 1, . . . , 4 be any choice of distinct elements of F4.
Then, {S˜i|i = 1, . . . , 4} is a 2m+1 × 2m+1, rate R, 4-group
ML decodable design, where
S˜1 = {[y1,j, ξ1]}, S˜2 = {[y1,j, ξ2]},
S˜3 = {[y2,j, ξ3] + δm+1} and S˜4 = {[y2,j, ξ4] + δm+1}.
Proof: Similar to the proof of Proposition 6.
There are 4! = 24 ways of choosing ξi, i = 1, . . . , 4, in
Proposition 11. However, it can be shown that {ξ1, ξ2, ξ3, ξ4},
{ξ1, ξ2, ξ4, ξ3}, {ξ2, ξ1, ξ3, ξ4} and {ξ2, ξ1, ξ4, ξ3} all lead to
designs which are same upto relabeling of variables. Thus
Proposition 11 gives us 6 constructions. However only 4 of
them are unique i.e. lead to non-equivalent designs. Two
others can be obtained by permutation of columns and re-
labeling of variables of one of the 4 non-equivalent designs.
These 4 constructions correspond to the following choices of
{ξ1, ξ2, ξ3, ξ4}: {0, 1, ω, ω2}, {ω, ω2, 0, 1}, {1, ω2, 0, ω} and
{ω, 1, 0, ω2}.
We now give a procedure to construct a 4-group ML
decodable design for 2m antennas, m ≥ 1, using any 2-group
ML decodable design {S1,S2} for 2m−k antennas, k ≥ 1,
which satisfies the following condition for each i = 1, 2:
wt(y + z) is even for any y, z ∈ Si.
Define Step A and Step B as the following steps.
• Step A: Apply any one of the 6 constructions choosing
from Propositions 6 and 9 and l = 0, 1 or 2.
• Step B: Apply any one of the 4 constructions choosing
from those provided by Proposition 11. Follow it by an
application of Proposition 7 with any σ.
The construction procedure is as follows: Starting with the
design {S1,S2} apply Step A k − 1 times followed by one
application of Step B.
Example 6: 4-group ML decodable codes in [32], [35]: We
now show that the recursive constructions in [32] and [35] are
particular applications of the above algorithm. To explain this,
we need the following proposition.
Proposition 12: Let {S˜1, S˜2} be a 2-group ML decodable
design obtained through the application of any of the construc-
tions in Propositions 6 and 9 on the 2-group ML decodable
design {S1,S2}. If S1,S2 have even and odd weight vectors
respectively, then S˜1, S˜2 have even and odd weight vectors
respectively.
Proof: Similar to the proof of Proposition 6.
Let Mi = ϕ−1(Si), i = 1, 2, be the ith group of linear
dispersion matrices. Both constructions, [32] and [35], start
with the trivial design for one antenna, X = (x1 + ix2).
This design satisfies the hypothesis of Proposition 12. Thus,
at the end of k − 1 applications of Step A, the resulting
code {S1,S2} will be such that M1 has Hermitian and M2
has skew-Hermitian matrices. In such a scenario the matrix
representation of the four constructions in Proposition 11 are
given as follows.
Let {S1,S2} be a two group ML decodable design satisfy-
ing the hypotheses of Propositions 11 and 12. Let X be the
design obtained from {S1,S2} and let W be identical to X
but be composed of a different set of variables. Define for any
square matrix A, AH = 12 (A+A
H) and ASH = 12 (A−AH).
These are the Hermitian and skew-Hermitian parts of A. The
following 4-group ML decodable designs can be obtained
using Proposition 11: [
X
H iW
iWH X
]
,
[
iX WH
−W −iXH
]
,
[
iXSH −WSH WH + iXH
−WH + iXH iXSH +WSH
]
and[
X W
−WH XH
]
. (14)
The above constructions can be obtained in a way similar to
which ABBA construction was obtained from Proposition 6
and by using the fact that M1 has Hermitian and M2 has
skew-Hermitian matrices.
Constructions in [32] and [35] start with X = (x1 + ix2).
Constructions in [32] use either (10) or (13) for the first
application of Step A and uses (10) for each of the remaining
k − 2 applications of Step A. The last step in [32] is the
application of [
X −WH
W X
H
]
(15)
for Step B. This construction, known as the Doubling con-
struction, was first given in [38] and was used in that paper
to obtain 2-group ML decodable STBCs from Division Al-
gebras. But (15) is same as (14) upto relabeling of variables.
Constructions in [35] use (13) for each of the k−1 applications
of Step A and (14) for Step B.
D. g-group ML decodable designs for g > 1
In this section, we construct a new class of g-group ML
decodable designs, g > 1, for the case when the number of
real symbols in each group is same and is equal to a power
of two i.e. τ = 2a. We then show that the constructed class
of codes meet the (R, g) tradeoff of Clifford Unitary Weight
Designs (CUWDs) that have 2a real symbols per ML decoding
group. The new g-group ML decodable designs are for number
of transmit antennas N = 2b, where b ≥ ⌈ g2 − 1⌉. We give the
construction procedure in two cases, one for even g and the
other for odd g.
Case 1: Let us first consider the case where g is even.
Say g = 2m+ 2, m ≥ 0. We start with a square orthogonal
design for 2m antennas. We already saw that square orthogonal
designs are obtainable from F2 ⊕ Fm4 . Such a design has rate
R = m+12m and has 2m + 2 groups, with one real symbol
per group. Now, we apply the recursive construction given in
Proposition 6 on this design a times. Each of the applications
can use any of the three constructions given in Proposition 6
and can be followed with an application of Proposition 7 with
arbitrary permutation function σ. According to Propositions 6
and 7, the resulting code will be for 2m+a antennas, with
g = 2m + 2 groups and rate R = m+12m . Number of real
symbols will be
K = 2×R× Number of antennas = 2(m+ 1)2a.
Therefore, the number of real symbols per group τ = 2a as
required. The rate in terms of g is R = g
2g/2
.
Case 2: Now consider the case when g is odd. Suppose
g = 2m+ 1 for some m, define g′ = g + 1 = 2m+ 2, m ≥ 0.
Since g′ is even, we can construct a g′-group ML decodable
design for τ = 2a as described above. This design for 2m+a
antennas will have g + 1 groups. This is more than what is
required. The desired design is obtained by removing any one
group from this design. The rate of the resulting design is
R = 12
τg
2m+a =
g
2
g+1
2
.
Thus, for a given g > 1, a rate of
R =
g
2⌊
g+1
2
⌋
cspcu, (16)
is achievable using STBCs via codes over F4. Since a g-group
ML decodable square complex orthogonal design exists for
2⌈
g
2
−1⌉ antennas [8], the construction procedure described
above can be used to obtain g-group ML decodable designs
for any number of transmit antennas 2b with b ≥ ⌈ g2 − 1⌉.
In [12], the (R, g) tradeoff of the class of CUWDs for which
τ is a power of 2 was characterized. The maximum rate of any
CUWD for a given g > 1 and τ = 2a is precisely (16) [12].
Thus, whenever the number of symbols per group is a power
of 2, STBCs via codes over F4 can achieve any rate achievable
by CUWDs.
VI. NEW FAST-GROUP-DECODABLE AND
FAST-DECODABLE CODES
In this section, we construct a new class of FD and FGD
STBCs for number of antennas N = 2m, m ≥ 1, and rates
R > 1 via codes over F4. These STBCs have full diversity and
cubic shaping property. The new STBCs which are of full-rate,
i.e., that have R = N , are information-lossless. We derive the
complexity of ML decoding the new class of STBCs. Next, we
show that the FGD code constructed in [28] is a specific case
of STBCs obtainable from codes via F4. Using this result, we
show that this code possesses cubic shaping property. We then
propose full-diversity constellations for designs in [14], [15]
that reduce the complexity of ML decoding. We then compare
the ML decoding complexity of the new STBCs with other
FD and FGD STBCs in literature and show that for a large
set of (N,R) pairs, the new STBCs have the least known ML
decoding complexity in the literature. Finally, we show that
the 4 antenna rate 2 code of [16], the 2 antenna code in [17]
and the Silver Code [21], [22], [23] are all specific examples
of STBCs obtainable via codes over F4.
A. A new class of FD and FGD codes
We first propose a new class of rate 5/4 FGD designs for
2m, m ≥ 2 antennas. These designs are extended to obtain FD
designs with rates R > 5/4. FGD designs of rate less than
5/4 are obtained by puncturing. For m = 1, i.e., N = 2, FD
codes of rates 1 < R ≤ 2 are obtained by puncturing the fast-
decodable Silver code [21], [22]. It is shown in Section VI-G3
that the Silver code is obtainable via codes over F4.
Let the number of transmit antennas be 2m, m ≥ 2.
Let ξ1, ξ2 ∈ F4 \ {0}, ξ1 6= ξ2 and ξ3 = ξ1 + ξ2.
Define Sξ1 = {[0, ζ1, . . . , ζm]|ζi ∈ {0, ξ1}, i = 1, . . . ,m},
SA = {y ∈ Sξ1 |wt(y) is even} and SB = Sξ1 \ SA. Let
νm = [1{m is even}, ξ2, . . . , ξ2] and δm = [1, 0, . . . , 0].
Define SC = νm + SA, SD = νm + SB and SE = δm + SA.
Let S1 = SA and S2 = ∪j∈{B,C,D,E}Sj .
Proposition 13: Every vector in the set ∪j∈{B,C,D,E}Sj
has odd weight.
Proof: By construction, all the vectors in SA have
even weight and all vectors in SB have odd weight. Con-
sider any vector [λ, ζ1, . . . , ζm] ∈ SC ∪ SD = νm + Sξ1 . For
each i = 1, . . . ,m, ζi ∈ {ξ2 + 0, ξ2 + ξ1} = {ξ2, ξ3} and thus
ζi 6= 0, i = 1, . . . ,m. Also, λm = 1{m is even}. We have,
wt([λ, ζ1, . . . , ζm]) = 1{m is even}+
m∑
i=1
1{ζi 6= 0}
= 1{m is even}+m
≡ 1 mod 2.
Hence, all the vectors in SC and SD have odd weight.
Let, yE ∈ SE . Then, there exists a yA ∈ SA such that
yE = δm + yA. We have,
wt(yE) = wt(δm + yA) = 1 + wt(yA) ≡ 1 mod 2.
Thus, every vector in SE has odd weight.
Proposition 14: {SA,SB ,SC ,SD} is a 4-group ML decod-
able, rate 1 design.
Proof: Note that SA is a subgroup of the abelian group
F2 ⊕ Fm4 and SB = γm + SA, where γm = [0, 0, . . . , 0, ξ1].
Thus SB , SC and SD are cosets of the subgroup SA and are
obtained via the translates γm, νm and γm + νm respectively.
From Proposition 13, all three cosets, SB , SC and SD , have
only odd weight vectors. Also {0, γm, νm, γm + νm} is a
subgroup of F2 ⊕ Fm4 . Since F4 has characteristic 2, every
element of F2 ⊕ Fm4 is its own inverse.
Let i, j ∈ {A,B,C,D} and i 6= j. Let yi ∈ Si
and yj ∈ Sj . Then, there exist ui, uj ∈ SA and
wi, wj ∈ {0, γm, νm, γm + νm} with wi 6= wj
such that yi = wi + ui and yj = wj + uj . Thus
yi + yj = wi + wj + ui + uj = w + u for some u ∈ SA
and w ∈ {γm, νm, γm + νm}. Thus, yi + yj is an element of
∪k∈{B,C,D}Sk and hence has odd weight. From Definition 9
the given design is 4-group ML decodable.
The number of elements in Sξ1 is 2m. Thus |Sj | = 2m−1
for j ∈ {A,B,C,D}. It is straightforward to show that the
four subsets are mutually non-intersecting. Thus the rate of
the proposed design is 4·|SA|2·2m = 1. This completes the proof.
Proposition 15: The design {S1,S2} is 2-group ML decod-
able.
Proof: The design {SA,SB,SC ,SD} was shown to be
4-group ML decodable in Proposition 14. It is enough to
show that for every yA ∈ SA and yE ∈ SE , yA + yE has odd
weight. Now, SE is a coset of the additive subgroup SA and
hence yA + yE ∈ SE . But, from Proposition 13, every vector
in SE has odd weight. This completes the proof.
In order to obtain STBCs with cubic shaping and full diver-
sity, we chose ξ1 = ω and ξ2 ∈ F4 \ {0, ω}. For m ≥ 2, define
t = [0, 0, . . . , 0, ω, ω] ∈ F2 ⊕ Fm4 . For j ∈ {A,B,C,D,E},
if y ∈ Sj , then y + t ∈ Sj . This means that the set
F2 ⊕ Fm4 \ S1 ∪ S2 is also closed under addition by t.
From Propositions 14 and 15, we see that {S1,S2} is
an FGD design of rate 5/4. The design S2 is conditionally
3-group ML decodable with the conditional groups as SB ,
SC and SD . Designs with rates 1 ≤ R < 5/4 are obtained
from S1 ∪ S2 by puncturing symbols from SE . Puncturing of
vectors in SE is done in pairs {y, y + t} for y ∈ SE . This
ensures that the remaining set of vectors in the design is
closed under addition with t. When we need designs with
rates R > 5/4, we choose a subset O ⊂ F2 ⊕ Fm4 \ S1 ∪ S2,
which is closed under addition with t and which is of
cardinality 2m−1(4R − 5). Closure can be guaranteed by
choosing vectors for the set O from F2 ⊕ Fm4 \ S1 ∪ S2 in
pairs {y, y + t}, since for every y ∈ F2 ⊕ Fm4 \ S1 ∪ S2, we
have y + t ∈ F2 ⊕ Fm4 \ S1 ∪ S2. The proposed design of rate
R > 5/4 is S1 ∪ S2 ∪O, which is fast-decodable. Thus, for
every N = 2m, m ≥ 2, antennas and rate R > 1, we have con-
structed a low ML decoding complexity design S ⊂ F2 ⊕ Fm4
with the property that, for every y ∈ S , we have y + t ∈ S.
Thus, S can be partitioned as SI ∪ SQ, where SQ = t+ SI .
We have the following proposition.
Proposition 16: Let y ∈ F2 ⊕ Fm4 , m ≥ 2. Then, the
2m × 2m matrix ϕ−1(y) + iϕ−1(y + t) is of full rank.
Proof: Let y = [λ, α1, . . . , αm]T and
t = [0, . . . , 0, ω, ω] = [µ, β1, . . . , βm]. Note that
for any α, β ∈ F4, the map ψ (8) is such that
ψ−1(α+ β) = ±ψ−1(α)ψ−1(β). Now,
ϕ−1(y + t) = ϕ−1([λ + µ, α1 + β1, . . . , αm + βm)
= iλ+µ ⊗ml=1 ψ−1(αl + βl)
= ±iλ+µ ⊗ml=1 ψ−1(αl)ψ−1(βl)
= ±iλ ⊗ml=1 ψ−1(αl) · iµ ⊗ml=1 ψ−1(βl)
= ±ϕ−1(y) · ϕ−1(t)
= ±ϕ−1(y) ·D, where, D = I2m−2 ⊗ Z ⊗ Z.
Note that the matrix D is unitary, diagonal and all of its
entries are real. Hence, I2m ± iD is also diagonal, with non-
zero diagonal entries. Hence, I2m ± iD is of full rank. We
have, ϕ−1(y) + iϕ−1(y + t) = ϕ−1(y) + iϕ−1(y)D. Thus,
ϕ−1(y) + iϕ−1(y + t) = ϕ−1(y)(I2m ± iD). Since ϕ−1(y)
is unitary and I2m ± iD is full ranked, the matrix
ϕ−1(y) + iϕ−1(y + t) is full ranked.
We construct full diversity STBCs from the design S by
using rotated QAM constellations. The proposed matrix design
is
X =
∑
y∈SI
(
xy,Iϕ
−1(y) + xy,Qϕ
−1(y + t)
)
,
where ϕ is the map in Proposition 3. For a given square
integer M , the complex symbols xy,I + ixy,Q, y ∈ SI , are
encoded using the rotated QAM constellation eiθyAM−QAM ,
where AM−QAM is the square M -ary QAM constellation
with zero mean and unit minimum Euclidean distance. From
Theorem 3, a sufficient condition for the existence of θy
leading to full diversity is that for each y ∈ SI , the matrix
ϕ−1(y) + iϕ−1(y + t) be of full rank. From, Proposition 16,
we see that this is indeed the case. Hence, full diversity
STBCs can be obtained from the new designs by encoding
the symbols pairwise using rotated QAM constellations. The
problem of choosing the rotation angles for full diversity
and large coding gain is design specific and is not dealt
with in this paper. Note that encoding xy,I + ixy,Q using the
constellation eiθyAM−QAM is same as encoding the symbol
vector [xy,I , xy,Q]T using a constellation carved out of rotated
Z2 lattice, where the rotation matrix is
[
cos(θy) −sin(θy)
sin(θy) cos(θy)
]
.
This fact is used in the next section to prove the cubic shaping
property of the new STBCs.
B. Cubic Shaping and information-losslessness
We now show that if a 2m × 2m, m ≥ 1, design has
all its weight matrices from the set Λm (7), and if the K
real symbols of the design are encoded using a constellation
carved out of rotated ZK lattice, then the resulting STBC has
cubic shaping property. Note that this includes the case where
the K symbols are partitioned into K/2 encoding groups
Γ1, . . . ,ΓK/2, and the ℓth group, 1 ≤ ℓ ≤ K/2, is encoded
using a constellation carved out of rotated Z2 lattice. Hence, all
the new STBCs of Section VI-A for N = 2m, m ≥ 2 antennas
have cubic shaping property. For N = 2, full diversity STBCs
obtainable via codes over F4 can be obtained by puncturing
the Silver code [21], [22]. It is well known that this code has
cubic shaping property and hence the resulting STBCs after
puncturing will have cubic shaping property as well. When
a design has full-rate, i.e., R = N , it is known that cubic
shaping implies information-losslessness [2]. Thus, the new
full-rate designs constructed for N = 2m, m ≥ 1, antennas in
Section VI-A are information-lossless.
In order to prove the cubic shaping property we need the
following result.
Proposition 17: Let m ≥ 1 be any integer and A,B ∈ Λm.
Then, we have Tr
((
AHB
)
Re
)
= 2m · 1{A = B}.
Proof: All the matrices in Λm are 2m × 2m unitary matri-
ces. Thus, when A = B, Tr
((
AHB
)
Re
)
= Tr (I2m) = 2
m
.
Now consider the case when A 6= B. From the discussion
in Section IV, Λm ⊂ Gm, where Gm is a finite group called
the Pauli group. Since A is unitary, AH is the inverse of
A in the group Gm and hence, AHB ∈ Gm. Since A 6= B,
AHB ∈ Gm \ {I2m}. From Section IV, Λm ∪ −Λm = Gm
and Λm is linearly independent over R.
We now show that AHB 6= −I2m either. Since all the
matrices in Λm are unitary and are either Hermitian or skew-
Hermitian, AHB = −I2m will imply that A = ±B. But, both
A and B belong to Λm. This contradicts the the fact that Λm
is linearly independent over R. Hence, AHB /∈ {I2m ,−I2m}.
Thus, there exists a matrix T ∈ Λm \ {I2m} such that
AHB = ±T . It is enough to show that Tr(TRe) = 0. Ev-
ery matrix in Λm is of the form iλC1 ⊗ · · · ⊗ Cm, where
λ ∈ {0, 1} and Ck ∈ {I2, iX, iZ, ZX}, k = 1, . . . ,m. Let
T = iλC1 ⊗ · · · ⊗ Cm. Since T 6= I2m , either T = iI2m
or there exists a k′ ∈ {1, . . . ,m} such that Ck′ 6= I2 i.e.,
Ck′ ∈ {iX, iZ, ZX}. Note that all three matrices iX , iZ and
ZX are traceless. If T = iI2m , it is straightforward to show
that Tr(TRe) = 0. When T 6= iI2m , we have
Tr(T ) = iλ · Tr (⊗mk=1Ck) = iλ ·
m∏
k=1
Tr(Ck)
= iλTr(Ck′ ) ·
∏
k 6=k′
Tr(Ck) = 0.
Since Tr(TRe) is the real part of Tr(T ), we have
Tr(TRe) = 0. This completes the proof.
Towards recalling the definition of cubic shaping, consider
the design X =
∑K
i=1 xiAi in real symbols xi, i = 1, . . . ,K,
where K = 2RN and Ai ∈ Λm, i = 1, . . . ,K, m ≥ 1. Let,
for a complex matrix A, v˜ec(A) = [vec(ARe)T vec(AIm)T ]T ,
where vec(·) denotes the vectorization of a matrix. We have,
v˜ec(X) =
∑K
i=1 xiv˜ec(Ai) = G[x1, . . . , xK ]
T
, where
G = [v˜ec(A1) v˜ec(A2) · · · v˜ec(AK)] ∈ R2NT×K .
Let the symbol vector [x1, . . . , xK ]T assume values from a
finite subset of QZK , where, Q ∈ RK×K is an orthogonal
rotation matrix. The matrix G = GQ ∈ R2NT×K is called
the generator matrix of the resulting STBC. The STBC thus
obtained is said to have cubic shaping property if GTG is
a scalar matrix, i.e., GTG = aIK , for some a > 0. Since
Q is an orthogonal matrix, this condition is equivalent to
GTG being a scalar matrix. Let 1 ≤ p ≤ q ≤ K . We have,
v˜ec(Ap)
T v˜ec(Aq)
= vec(Ap,Re)
T vec(Aq,Re) + vec(Ap,Im)
T vec(Aq,Im)
= Tr(ATp,ReAq,Re +A
T
p,ImAq,Im)
= Tr
((
AHp Aq
)
Re
)
.
= 2m · 1{p = q}, from Proposition 17.
Thus, GTG = 2mIK and hence, the generator matrix G satis-
fies GTG = 2mIK . Thus any STBC obtained via codes over
F4 that uses a finite subset of rotated ZK lattice for encoding
the real symbols has cubic shaping property. Consequently, all
the STBCs of Section VI-A have cubic shaping property and
the full rate designs of Section VI-A are information-lossless.
C. Complexity of ML decoding
We now derive the complexity of ML decoding the new
class of STBCs constructed in Section VI-A. Consider the
case when N = 2m, m ≥ 2, and 1 < R ≤ 5/4. The corre-
sponding design {S1 ∪ S ′2} is fast-group-decodable, where,
S2 = S ′E ∪j∈{B,C,D} Sj , {S1,S ′2} is 2-group ML decodable
and S ′2 is conditionally 3-group ML decodable with the con-
ditional groups as SB , SC and SD . S ′E is a subset of SE , ob-
tained by puncturing SE as explained in Section VI-A. Further,
|Sj | = 2m−1 for j = 1, B, C,D and |S ′E | = 2m+1(R − 1).
For any vector y ∈ S1 ∪ S ′2, let the associated real symbol
in the matrix design X be denoted by xy . The symbols are
encoded in pairs {xy, xy+t}, where t = [0, . . . , 0, ω, ω]. It was
shown in Section VI-A that for each j ∈ {1, B, C,D}, if
y ∈ Sj , then y + t ∈ Sj and if y ∈ S ′E , then y + t ∈ S ′E . Thus,
symbols in different ML decoding groups and conditional ML
decoding groups are encoded independently and hence, the
resulting STBC C is fast-group-decodable. The ML decoding
complexity of C is equal to the sum of complexities of ML
decoding the symbol groups {xy|y ∈ S1} and {xy|y ∈ S2}.
Note that {xy|y ∈ S1} is composed of 2m−2 symbol pairs. ML
decoding of S1 can be performed by finding the optimal value
of a symbol pair, say {xy′ , xy′+t}, for each of the M2m−2−1
values that the remaining 2m−2 − 1 pairs jointly assume.
Then, from among the M2m−2−1 values of {xy|y ∈ S1} found
in the previous step, the value optimizing the ML metric is
found. Hence,
MLDC(S1) = M2
m−2−1 ·MLDC ({y′, y′ + t}) ,
where MLDC(·) denotes the complexity of ML
decoding. Consider the design {y′, y′ + t}, where
xy′ + ixy′+t assumes values from eiθ
′AM−QAM .
Let the corresponding matrix design be
xy′Ay′ + xy′+tAy′+t and Aa = cos(θ′)Ay′ + sin(θ′)Ay′+t
and Ab = −sin(θ′)Ay′ + cos(θ′)Ay′+t. It is straightforward
to show that the STBC generated by the symbols xy′ , xy′+t
is same as the STBC obtained from the design xaAa + xbAb,
when the real symbols xa, xb take values independently
from
√
M regular PAM. The complex symbols xy′ + ixy′+t
and xa + ixb are related as xa + ixb = e−iθ
′
(xy′ + ixy′+t).
Thus, ML decoding xy′ , xy′+t is equivalent to ML decoding
xa, xb. The symbol pair xa, xb can be ML decoded as
follows. For each of the
√
M values that xb can assume the
conditionally optimal value of xa can be found by simple
scaling and hard limiting. From these
√
M values of xa, xb,
the value that optimizes the ML metric is found. Thus, the
symbol pair xa, xb can be ML decoded with complexity
M0.5. Thus, the symbols corresponding to S1 can be ML
decoded with complexity M2m−2−0.5.
Similarly, symbols corresponding to S ′2 can be ML de-
coded by first finding the conditionally optimal value of
{xy|y ∈ ∪j=B,C,DSj} for each of the M2m(R−1) values that
the symbols corresponding to S ′E assume.Then the value
of {xy|y ∈ S2}, from among the M2m(R−1) values from
the first step, that optimizes the ML metric is found. Note
that, in the first step, the symbols corresponding to SB , SC
and SD can be independently conditionally ML decoded and
MLDC(Sj) = MLDC(S1) for j = B,C,D. Therefore,
MLDC(S ′2) = M2
m(R−1) ·
∑
j=B,C,D
MLDC(Sj)
= M2
m(R−1) · 3M2m−2−0.5
= 3M2
m−2(4R−3)−0.5.
Hence, when R > 1,
MLDC(S1 ∪ S ′2) = MLDC(S1) +MLDC(S ′2)
= M2
m−2−0.5 + 3M2
m−2(4R−3)−0.5
≈ 3M2m−2(4R−3)−0.5 for large M.
For N = 2m, m ≥ 2, antennas and R > 5/4, the new design
of Section VI-A is given by S1 ∪ S2 ∪ O and is fast-decodable.
The set O has cardinality 2m−1(4R − 5) and is closed
under addition by t. Thus, the real symbols corresponding
to S1, S2 and O are encoded independently and thus the
resulting STBC is fast-decodable. In order to ML decode the
resulting STBC, for each of the M2m−2(4R−5) values that the
symbols corresponding to O jointly assume, we first find the
conditionally optimal value of the symbols corresponding to
S1∪S2. Then, from among the M2m−2(4R−5) values from the
first step, the one that optimizes the ML decoding metric can
be found. Using an argument similar to the case 1 < R ≤ 5/4,
it can be shown that the resulting FD STBC can be ML
decoded with complexity 3M2m−2(4R−3)−0.5. Hence, the new
STBCs in Section VI-A for number of antennas N = 2m,
m ≥ 2, and rate R > 1 can be ML decoded with complexity
3M2
m−2(4R−3)−0.5. (17)
For N = 2, i.e., m = 1, FD STBCs obtainable via codes over
F4 with rates R > 1 can be obtained by puncturing the
Silver code [21], [22]. These codes can be ML decoded with
complexity
M2(R−1). (18)
D. FGD Code in [28] as a specific case of STBCs via codes
over F4
It was shown in Section IV-D that square complex orthogo-
nal designs belong to the class of codes obtainable from codes
over F4. Consider the case of m = 2. A square complex
orthogonal design for 22 antennas has 6 vectors each forming
a group on its own. One of the vectors is the all zero vector.
Thus the remaining 5 vectors are of odd weight. Let O be
the set of these 5 vectors. Consider the following 2-group ML
decodable design {S1,S2} where
S1 = {[0, . . . , 0]}, S2 = {y ∈ F2 ⊕ F24|wt(y) is odd}. (19)
Thus, O ⊆ S2. Further O, when considered as a design by
itself, is single real symbol ML decodable or 5-group ML
decodable. Thus, the design in (19) is fast-group-decodable.
Since 16 vectors are of odd weight of the total of 32 vectors
in F2 ⊕ F24, |S2| = 16. Hence, the above design has a rate of
17/8 cspcu.
The ML decoding complexity of the code (19) is the
sum of the ML decoding complexities of S1 and S2. S1
can be ML decoded with complexity M 12 . When decoding
S2, for each set of values assigned to the real variables
corresponding to S2 \ O, the real variables corresponding
to O can be conditionally ML decoded with a complexity
of 5M 12 . The net complexity of ML decoding S2 would
be the product of this term with M 12 (|S2\O|), which is
5M
1
2 ×M 12 (24−5) = 5M 12 (17−5) = 5M6. Thus the complex-
ity of ML decoding the code (19) is 5M6 +M 12 ≈ 5M6.
This design was the one proposed in [28]. A rate 2 code was
obtained in [28] by puncturing one real symbol from S2. A
full diversity STBC was obtained by encoding the real symbols
using a finite subset of rotated integer lattice. Thus, from the
results of Section VI-B, this code has cubic shaping property.
E. ML decoding complexity reducing constellations for de-
signs in [14], [15]
The codes in [14] are for N = 2m antennas with rate
R = 2m−2 + 12m , and are 2-group ML decodable. The 2
group ML decodable code of [13] belongs to the class of
STBCs constructed in [14]. In [15], g-group ML decodable
codes, g > 1, were constructed for N = ng2⌊ g−12 ⌋, n ≥ 1,
antennas with rate Ng2g−1 +
g2−g
2N . The g = 2 codes in [15]
have the same rate as the codes in [14]. Further, all the
codes in [14], [15] have unitary weight matrices. We now
give constellations leading to full diversity and reduced ML
decoding complexity for g-group ML decodable codes, g > 1,
in [15]. Complexity reducing constellations for codes in [14]
can be found in a similar way, and the resulting ML decoding
complexity is same as those of the g = 2 codes of [15] with
new constellations.
In [15], ML decoding complexity of g-group ML decodable
code, g > 1, was given only for arbitrary complex constella-
tions, which is
gMNR/g. (20)
Consider any g symbols, x1, . . . , xg , one from each of the
g groups. Since the linear dispersion matrices are unitary, the
weight matrices A1, . . . , Ag , of the symbols x1, . . . , xg satisfy
AHi Aj +A
H
j Ai = 0, 1 ≤ i < j ≤ g.
We use Theorem 6 to use regular PAM on the g variables
x1, . . . , xg without losing full diversity property. While ML
decoding the ith group of symbols, i = 1, . . . , g, we need to
jointly decode 2NR/g real symbols. Of these, the symbol xi
assumes values from regular PAM constellation. For each of
the MNR/g−0.5 values that the rest of the 2NR/g − 1 real
symbols jointly assume, the conditionally optimal value of xi
can be found via scaling and hard limiting. Thus, ML decoding
can performed with complexity
gMNR/g−0.5. (21)
F. Comparison of ML decoding complexities
Using (17), (18), (20) and (21), we see that the new
class of STBCs constructed in Section VI-A have least ML
decoding complexity compared with all other codes available
in literature, when
N = 2, 4 and R > 1,
N = 8, 16 and 1 < R ≤ 32 , R > N4 + 1N and
N = 2m,m ≥ 5, and R > N4 + 1N .
When N = 2m, m ≥ 3, and 32 ≤ R ≤ N4 + 1N , the 2-group
ML decodable codes in Section VI-E have lower ML decoding
complexities than the STBCs obtained from codes over F4.
When N = 2m, m ≥ 5 and 1 < R ≤ N32 + 6N , the 4-group ML
decodable codes of Section VI-E have lower ML decoding
complexities than the STBCs obtained via codes over F4.
Table I summarizes the comparison of the ML decoding
complexities of already known codes and the new ones of this
paper. Only rates greater than 1 are considered. Comparison
TABLE I
COMPARISON OF ML DECODING COMPLEXITIES†
Transmit Rate New codes EAST Codes 2-group ML New g = 2 FGD Code Sirianunpiboon Oggier
Antennas in Sinnokrot et al. decodable codes codes in from Ren et al. et al. et al.
Sec VI-A [24] in [14], [15] Sec VI-E [28] [26] [27]
N R A‡ B‡
2 2 M2
4
5/4 3M1.5 2M2.5 2M2
3/2 3M2.5 M3
2 3M4.5 4M5 5M5.5 2M6
17/8 3M5 5M6
3 3M8.5
4 3M12.5
8
5/4 3M3.5 2M5 2M4.5
2 3M9.5 4M10 2M8 2M7.5
17/8 3M10.5 2M8.5 2M8
3 3M17.5 4M18
4 3M25.5 4M26
5 3M33.5
6 3M41.5
† M is the size of the underlying complex constellation.
‡ Key: A - Arbitrary constellation, B - Appropriately chosen constellation
is done with EAST (Embedded Alamouti Space-Time) codes
from [24], 2-group ML decodable codes from [14] and [15],
FD code from [26], FD code from [27] and the FGD code
from [28]. The entry for 2 antennas with rate 2 and arbitrary
constellation is that of the Silver code. In Section VI-G3, it
is shown that this code belongs to the new class of STBCs
obtainable from codes over F4. Note that the proposed code for
N = 4, R = 5/4 has lower ML decoding complexity than the
corresponding codes from [14] and [15]. The code for N = 4,
R = 17/8 has lower ML decoding complexity than the code
from [28]. Similarly, for N = 8 and R = 5/4 the proposed
codes have the least known ML decoding complexity.
G. Examples of FD codes in literature obtainable from codes
over F4
In this section, we give examples of STBCs available in
the literature that are obtainable from codes over F4. We
emphasize that these codes have low ML decoding complexity
because the underlying designs come from Λm.
1) 2× 2 from Pavan et al. [17]: In [17], rate 2 STBCs
from designs were constructed for 2 and 4 transmit antennas
with the largest known coding gain. Both these codes are
fast-decodable. The 2 antenna STBC can be obtained from
codes over F4 by using appropriate signal sets. This code
has non-vanishing determinant property and is information-
lossless. Let m = 1 and choose weight matrices from Λ1 as
A1 = I2, A2 = Z,
A3 = iI2, A4 = iZ,
A5 = X, A6 = ZX,
A7 = iX and A8 = iZX.
The corresponding vectors from F2 ⊕ F4 are
y1 = [0, 0], y2 = [1, ω],
y3 = [1, 0], y4 = [0, ω],
y5 = [1, 1], y6 = [0, ω
2],
y7 = [0, 1] and y8 = [1, ω
2].
The resulting design X =
∑8
i=1 xiAi is[
(x1 + x2) + i(x3 + x4) (x5 + x6) + i(x7 + x8)
(x5 − x6) + i(x7 − x8) (x1 − x2) + i(x3 − x4)
]
.
Note that the rate 1 design {y1, y2, y3, y4} is 2-group ML
decodable with the two groups being {y1, y2} and {y3, y4}.
When the symbols in the design X are encoded in 3-groups
{x1, x2}, {x3, x4} and {x5, x6, x7, x8} we see that the re-
sulting STBC is conditionally 2-group ML decodable, the
two conditional groups being {x1, x2} and {x3, x4}. This
leads to low complexity ML decoding. In [17], {x1, x2},
{x3, x4} and {x5, x6, x7, x8} are encoded as follows. Let
sk = sk,I + isk,Q, k = 1, 2, 3, 4, take values independently
from a rotated QAM constellation. The angle of rotation is op-
timized for diversity and coding gain. Encode xi, i = 1, . . . , 8,
as[
x1
x2
]
=
1
2
[
1 −1
1 1
] [
s1,I
s1,Q
]
,
[
x3
x4
]
=
1
2
[
1 1
−1 1
] [
s2,I
s2,Q
]
,
and

x5
x6
x7
x8
 = 12√2

1 −1 1 1
1 −1 −1 −1
1 1 1 −1
1 1 −1 1


s4,I
s3,Q
s3I
s4,Q
 .
The resulting design in terms of {sk} is[
s1,I + is2,Q e
iπ/4(s4,I + is3,Q)
eiπ/4(−s4,Q + is3,I) −s1,Q + is2,I
]
(22)
The STBC presented in [17] is (22) multiplied on the right
hand side by the unitary matrix
[
1 0
0 −i
]
.
2) The BHV code: In [16], the idea of FD codes was
introduced and a rate-2, 4-antenna, FD code was constructed,
which we refer to as the BHV code. Let {x1, . . . , x16} denote
the real symbols in the BHV design XBHV. Then, we have
XBHV = XQOD(x1, . . . , x8) +XQOD(x9, . . . , x16) · T,
where, T = Z ⊗ I2 and XQOD is the rate 1 quasi-orthogonal
design (9) constructed in [30]. It was shown in Section IV-C
that XBHV is a specific example of designs obtainable via
codes over F4. Further, the matrix T ∈ Λ2. Thus, all the
weight matrices of XBHV belong to Λ2. In [16], the symbols
are encoded as follows. The real symbols x1, . . . , x8 are
encoded independently using regular PAM and x9, . . . , x16
are encoded using a finite subset of rotated Z8 lattice. Such
an encoding does not affect the fast-decodability offered by
the design XBHV. To ML decode the BHV code, for each of
the M4 values that the symbols x9, . . . , x16 jointly assume,
the conditionally optimal values of x1, . . . , x8 can be found
out by dividing x1, . . . , x8 into 4 groups and decoding them
independently. Hence, this code can be ML decoded with
complexity 4M4.5.
3) The Silver Code: This is a rate 2 FD code for 2 transmit
antennas. It was was independently discovered by Hottinen,
Tirkkonen and Wichman [21] and by Paredes, Gershman and
Alkhansari [22]. In [23], it was shown that this code is
perfect. Its ML decoding complexity is of the order of M3 for
arbitrary constellations and M2 for QAM symbols [17]. We
now show that this code is obtained from a design with Pauli
Weight matrices. The HTW-PGA code in complex symbols
s1, s2, s3, s4 is
X =
[
s1 s2
−s¯2 s¯1
]
+
[
s3 s4
−s¯4 s¯3
] [
1 0
0 −1
]
,
where s1, s2 are encoded independently and s3, s4 are obtained
from independent complex symbols z3, z4 via a unitary matrix
U as [
s3
s4
]
= U
[
z3
z4
]
. (23)
Let sk = sk,I + isk,Q for k = 1, 2, 3, 4. The weight matrices
Ak,I , Ak,Q of the real symbols sk,I ,sk,Q, upto a sign change,
are
A1,I = I2, A1,Q = iZ,
A2,I = ZX, A2,Q = iX,
A3,I = Z, A3,Q = iI,
A4,I = X and A4,Q = iZX.
This code uses all the 8 elements of Λ2 as weight ma-
trices. From (23), we see that the encoding groups are:
{s1,I , s1,Q},{s2,I , s2,Q} and {s3,I , s3,Q, s4,I , s4,Q}. Since the
combined encoding of {s3,I , s3,Q, s4,I , s4,Q} does not affect
the fast-decodability offered by the design, the resulting STBC
can be ML decoded with complexity 2M3 for arbitrary com-
plex constellations and M2 for regular QAM constellations.
VII. DISCUSSION
In this paper, we have given a new framework for con-
structing low ML decoding complexity STBCs via codes over
F4. We constructed multigroup ML codes and a new class
of FD and FGD codes with full-diversity and cubic shaping
properties using this approach. Some of the directions for
future work are given below.
• Finding the optimal tradeoff between R and g of the class
of multigroup ML decodable STBCs via codes over F4.
What is the minimum possible ML decoding complexity
for STBCs obtained from codes over F4?
• Can we obtain all CUWDs via codes over F4?
• We only showed the existence of constellations leading
to STBCs with full diversity and cubic shaping property.
The problem of constructing explicit constellations that
provably lead to full-diversity STBCs remains to be
explored.
• The framework was obtained by exploring Universal
Clifford Algebras generated from even dimensional vec-
tor spaces over C. Do the Universal Clifford Algebras
generated from odd dimensional vector spaces lead to
more low ML decoding complexity codes?
• Do there exist other algebras whose matrix representa-
tions lead to STBCs with better tradeoff between rate
and ML decoding complexity?
• In [38], the recursive construction (15) was applied to
STBCs from Division Algebras [39] to obtain 2-group
ML decodable STBCs. Is it possible to apply other recur-
sive constructions on Division Algebra STBCs to obtain
large coding gain, multigroup ML decodable STBCs?
• Proving the non-vanishing determinant property, either in
the affirmative or otherwise, of the new classes of codes
proposed in this paper remains an interesting direction to
pursue.
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APPENDIX A
PROOF OF THEOREM 4
Define a map
ρn−1 : ZQ1 × · · · × ZQn → ZQ1 × · · · × ZQn−1
such that for any u ∈ ZQ1 × · · · × ZQn
ρn−1((u1, u2, . . . , un)) = (u1, u2, . . . , un−1)
The proof is by induction on Qn+1. First we show that the
theorem is true for Qn+1 = 1. Then the induction step is
proved.
Let Qn+1 = 1. Choose An+1 = {an+1[0]} where an+1[0]
is any element of R. Let u, v ∈ ZQ1 × · · · × ZQn × Z1 and
u 6= v. Since there is only one element in Z1 we have
that ρn(u) 6= ρn(v). Using this along with the hypothe-
sis that C(Xn,A1 × · · · × An) offers full-diversity we have
det(Cn+1[u]− Cn+1[v])
= det(
n+1∑
i=1
(ai[ui]Ai − ai[vi]Ai))
= det(
n∑
i=1
(ai[ui]Ai − ai[vi]Ai))
= det(Cn[ρn(u)]− Cn[ρn(v)])
6= 0
In order to prove the induction step, we assume that the
theorem is true for Qn+1 = k with the real constellation A′n+1
for some positive integer k. We prove that the theorem is true
for Qn+1 = k + 1 by appending another point an+1[k] ∈ R
to A′n+1. Thus an+1[k] must not be an element of A′n+1. In
order to guarantee full diversity it must satisfy an additional
criterion which is, for any u, v ∈ ZQ1 × · · · × ZQn × Zk+1
and u 6= v, det(Cn+1[u]− Cn+1[v]) 6= 0. There are four cases
given below. For each of these cases this criterion translates
into some condition on an+1[k]. The point to be chosen must
satisfy all these criteria and must not be an element of A′n+1.
1) un+1 6= k and vn+1 6= k : In this case
Cn+1[u], Cn+1[v] ∈ C(Xn+1,A1 × · · · × A′n+1)
Since C(Xn+1,A1 × · · · × An+1) offers full-diversity
this case does not impose any condition on an+1[k].
2) un+1 = vn+1 = k : Together with u 6= v we have
ρn(u) 6= ρn(v). Thus det(Cn+1[u]− Cn+1[v])
= det(
n+1∑
i=1
(ai[ui]Ai − ai[vi]Ai))
= det(
n∑
i=1
(ai[ui]Ai − ai[vi]Ai))
= det(Cn[ρn(u)]− Cn[ρn(v)])
6= 0
Even this case does not impose any condition on
an+1[k].
3) un+1 6= k and vn+1 = k : In this case an+1[k] ∈ R
must not be a solution of the polynomial equation
hu,v(z) = det(Cn+1[u]−
n∑
i=1
ai[vi]Ai − zAn+1) = 0
The above polynomial equation is not identically zero
i.e., hu,v(z) ∈ C[z] \ {0}. This can be shown by con-
sidering two cases
a) When ρn(u) 6= ρn(v), we have hu,v(an+1[un+1])
= det(Cn+1[u]−
n∑
i=1
ai[vi]Ai − an+1[un+1]An+1)
= det(Cn[ρn(u)]− Cn[ρn(v)])
6= 0
b) When ρn(u) = ρn(v), we have hu,v(z)
= det(Cn+1[u]−
n∑
i=1
ai[ui]Ai − zAn+1)
= det(an+1[un+1]An+1 − zAn+1)
= (an+1[un+1]− z)Ndet(An+1)
∈ C[z] \ {0}
4) un+1 = k and vn+1 6= k : In this case an+1[k] ∈ R
must not be a solution of the polynomial equation
gu,v(z) = det(Cn+1[v]−
n∑
i=1
ai[ui]Ai − zAn+1) = 0
The above polynomial equation is not identically zero
i.e., gu,v(z) ∈ C[z] \ {0}. The proof of this is similar to
the proof in last case.
Thus C(Xn+1,A1× · · · ×An+1) will offer full-diversity if
an+1[k] satisfies all of the following conditions
1) an+1[k] /∈ A′n+1
2) an+1[k] is not a root of hu,v(z) for any u, v from case 3.
3) an+1[k] is not a root of gu,v(z) for any u, v from case 4.
Any non-zero polynomial f(z) ∈ C[z] has only finitely
many solutions in C and hence only finitely many solutions
in R. There are only finitely many such non-zero equations
in the above criteria. Also there are only finite number of
elements in A′n+1. Thus there are infinitely many choices of
an+1[k] that can make C(Xn+1,A1 × · · · × An+1) offer full-
diversity. This proves the existence of full-diversity, single
real symbol encodable code C(Xn+1,A1 × · · · × An+1) for
Qn+1 = k + 1. Thus the induction step is proved. 
