Introduction
Designing systems meeting both hard and soft real-time requirements is a challenging problem. There exist wellestablished design methodologies for hard real-time systems, that is, systems that do not violate critical properties such as deadlines. These methodologies are based on worstcase analysis using conservative approximations of the system dynamics and static resource reservation. This implies high predictability but a non optimal use of resources.
In contrast, design methodologies for soft real-time are based on average-case analysis and seek more efficient use of resources (e.g. optimization of speed, jitter, memory, bandwidth, power) without addressing critical behavior issues. They are used for applications where some degradation or even temporal denial of service is tolerated, e.g., multimedia and telecommunications.
These two classes of design methodologies are currently disjoint. Meeting hard real-time properties and making optimal use of available resources seem to be two antagonistic requirements. The existing gap between hard and soft realtime often leads to costly and unreliable solutions. Development of soft real-time approaches that ensure predictability is a key challenge in the design of modern methodologies for real-time embedded systems.
Our method targets multimedia applications. It allows adapting the overall system behavior by adequately setting quality level parameters for its actions. The objective of the quality management policy is to meet QoS requirements including three types of properties: 1) safety (no deadlines are missed); 2) optimality, (maximization of the utilization of available time budget); 3) smoothness of quality levels.
The method takes as input an application software with timing information about its actions. This includes deadlines and (platform-dependent) execution times. It produces a controlled application software meeting the QoS requirements for the target platform. This is obtained by applying to the application software a Controller consisting of a Scheduler and a Quality Manager. Depending on the progress of the computation, the Scheduler chooses the next action to be executed and the Quality Manager computes the associated quality level parameter.
In [5] , we explained how to build quality management policies meeting QoS requirements. We also provided low overhead implementations of the controller in [6] .
In this paper, we present a stochastic approach for computing quality management policies. It uses probability distribution functions representing varying execution times. The proposed quality management policies are parameterized according to the importance attributed to deadline misses. This means that the user is given the possibility to express how hard the real-time constraints are. Besides, given a value of the parameter, we provide tools for computing the expected deadline miss ratio for the controlled application.
We consider the following simplified version of the general problem by assuming that the application software is already scheduled:
• The application software cyclically performs input/output transformations of data streams. It is described as a finite sequence of actions. Its execution during a cycle can be controlled by choosing quality level parameters.
• We consider single-thread implementations of the application software on a platform for which it is possible, by using timing analysis and/or profiling techniques, to compute probability distributions of execution times of actions for different quality levels. Action execution is atomic.
The controlled software can be considered as the composition of the initial application software with a Quality Manager (see figure 1) . The latter monitors the progress of the computation within a cycle of the application software. At any state of the cycle, it chooses the quality level for the next action to be executed, guided by a quality management policy. This is a constraint guaranteeing safety and embodying an optimality criterion. The Quality Manager chooses the maximal quality satisfying this constraint.
Our method significantly differs from existing ones. The main difference is fine granularity of quality management, which allows combination of hard and soft real-time techniques. Most existing techniques are applied at system or task level, focus on average scenario and do not provide predictability. Taking into account worst-case scenario is useful in applications where quality should remain above some minimal level [2] , e.g., home TVs. Buttazzo et al.'s elastic tasks model [3] , as well as slack scheduling [7] , [10] and gain time techniques [1] are based only on worst-case execution times and do not deal with quality smoothness. Lu et al. [11] propose a feedback scheduling based on PID controllers. Steffens et al. [13] minimize deadline misses of an MPEG decoder by applying a Markov decision process and reinforcement learning techniques, combined with structural load analysis. A few papers have studied performance estimation for tasks with varying computation times [9] , [8] , [12] , [14] . Kalavade and Mogh [9] studied the timing performance of networked embedded systems, which may have precedence constraints. The authors proposed an algorithm which aim at finding a probability of each task meeting its timing constraints. Their algorithm is based on a Markovian stochastic processes.
The paper is organized as follows. In section 2 we present the quality management problem. A stochastic quality manager and performance analysis tools are presented in section 3. Section 4 presents experimental results for a non trivial MPEG4 video encoder.
Quality Management

Definition of the Problem
We provide a formalization of the quality management problem by considering that the application software is already scheduled. It is characterized by an execution sequence
is a set of states and for all i we have a i ∈ A where A is a finite set of actions. Actions correspond to blocks of code, their execution is atomic.
Execution times for actions may considerably vary over time as they depend on the contents of data. Furthermore, non predictability of the underlying platform is an additional factor of uncertainty. We consider that they are not known in advance, but are characterized by discrete probability distributions. These can be obtained by profiling techniques. To cope with the inherent uncertainty of execution times, we assume that actions are parameterized by quality levels. This leads to the following model.
Definition 1. A parameterized system P S is an application software (A, S) with
• a finite set of integer quality levels Q • a set of independent and discrete random variables { C(a i , q) ∈ N } a i ∈A,q∈Q , representing the actual execution times of the actions • for each action a i ∈ A and quality level q ∈ Q, we assume that d
The execution of a parameterized system is characterized by the family of sequences { (s
Quality Managers are used to restrict the behavior of a parameterized system so as to meet given properties. 
Definition 2. Given a parameterized system P S a Quality Manager is a function Γ : S × N → Q giving, for a state
Given a deadline D ∈ N, we denote by μ(Γ) the deadline miss ratio for the Quality Manager Γ. It is defined by the probability for missing the deadline in P S||Γ, that is μ(Γ) = P t n > D where t n is the completion time of the last action in P S||Γ.
The quality management problem for a given parameterized system P S consists in finding a Quality Manager Γ meeting the QoS requirements. That is, deadline is met with a minimal probability and the overall quality is maximal. It is formalized as follows.
Definition 3 (quality management problem). Given a parameterized system P S, a deadline D and a target deadline miss ratio λ ∈ [0, 1], find a Quality Manager Γ such that:
• Γ has a maximal deadline miss ratio of λ: μ(Γ) ≤ λ.
• The overall execution time is maximal, that is for any Quality Manager Γ with a maximal deadline miss ratio of λ we have t n ≥ t n , where t n (resp. t n ) is the completion time of the last action in P S||Γ (resp. P S||Γ ).
Figure 1. Quality Manager
In [5] , we require in addition smoothness for the chosen quality levels. Figure 1 shows interaction between the Quality Manager Γ, applying a quality management policy, and the application software, i.e. the parameterized system P S. The Quality Manager observes the current state (s i−1 , t i−1 ) of P S and computes the next quality level q i for the next action a i . The Quality Manager is defined by: 
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.a n , q) denotes an estimation of the total execution time for the sequence of actions a i , a i+1 , . . . , a n .
Choosing an adequate quality management policy, i.e. meeting QoS requirements, is a non trivial problem discussed in [4] and [5] . In [5] we proposed the mixed quality management policy based on average and worstcase estimates of execution times. To cope with overestimated worst-case execution times, the next section propose a stochastic adaptation of the mixed quality management policy by using probabilistic worst-case execution times.
Stochastic Quality Manager
The quality management policy proposed in this section is a stochastic adaptation of the mixed quality management policy defined in [5] . It is obtained from the latter by replacing worst-case estimates of execution times with probabilistic worst-case estimates. We introduce the safety threshold that is a parameter for building these estimates.
As actual execution times may exceed probabilistic worst-case estimates, using stochastic quality management policy may lead to deadline misses. For that reason we provide an algorithm for computing the expected deadline miss ratio of the controlled application. 
Estimates of Execution Times
The computation of probabilistic worst-case execution times is parameterized by the safety threshold τ ∈ [0, 1]. These worst-case estimates are computed so that the probability of exceeding them is lower than τ .
Definition 5. Given a parameterized system P S and a safety threshold τ , we define the probabilistic worst-case execution time function
C wc τ : A × Q → N such that P C(a i , q) > C wc τ (a i , q) ≤ τ , that is: C wc τ (a i , q) = min k≥0 l>k d q a i (l) ≤ τ.
Stochastic Quality Management Policy
The stochastic quality management policy C mx τ considered in this paper is obtained from mixed quality management policy [5] by replacing worst-case execution times with probabilistic worst-case execution times, that is,
As actual execution times may exceed probabilistic worst-case estimates, using stochastic quality management policy may lead to deadline misses. Setting τ to 0 implies that the probability for exceeding probabilistic worst-case execution times C wc 0 is null. In other words, C wc 0 are exact worst-case execution times (i.e. actual execution times never exceed them), with the assumption that probability distribution functions d q a i are an exact model of execution times of actions. For τ = 0 the stochastic quality management policy is equivalent to the standard mixed quality management policy. It ensures that no deadline is missed.
On the contrary, the probabilistic worst-case execution time function C wc τ tends to 0 as τ tends to 1. As a result, using τ = 1 (i.e. C wc 1 = 0) leads to stochastic quality management policies only based on average execution times, without addressing deadline miss ratio minimization.
The stochastic quality management policy provides flexibility in the combination of the average and worst-case behavior. The safety threshold will determine how much the stochastic quality management policy takes the worst-case scenario into account. It ranges from no taking into account the worst-case -which corresponds to pure soft real-time (τ = 1) -to maximal taking into account -which corresponds to hard real-time, that is, no deadline is missed (τ = 0). In some sense, the parameter τ is used to express how hard the deadline D is. Our method helps designers to achieve good compromises between deadline miss ratio and resource utilization.
Performance Analysis
In this section we provide a method allowing prediction of the behavior of the controlled application. We develop an algorithm that computes probability distribution functions for the completion time of the actions.
The completion time t i of an action a i in the controlled system P S||Γ is defined recursively by t 0 = 0 and t i = t i−1 + C(a i , q i ), where q i is only determined by the value of t i−1 , that is, q i = Γ(s i−1 , t i−1 ). We denote by d i : N → [0, 1] the probability distribution function of t i . It is defined by d i (k) = P t i = k where P t i = k is the probability of t i = k.
Let k be an integer. As { t i = k ∧ t i−1 = l } l∈N are mutually exclusive events, we obtain:
As t i = t i−1 + C(a i , q i ), we have:
) and execution times of actions are independent, we obtain:
The above equation and (1) leads to the following relationship between distribution functions:
Algorithm 1 given below is based this relationship. We assume that uninitialized values are equal to 0. The order of computation in the algorithm slightly differs from the one of (2). Given integers l and t, we increment the value of
, which is equivalent to (2) . It can be shown that the proposed algorithm is polynomial in the number of actions and in the length of the distributions of execution times. However, it can easily be accelerated by using Fast Fourier Transform for computing convolutions.
Performance evaluation of the Quality Manager is done by measuring deadline miss ratio, that is, probability of deadline misses, as well as expected time budget utilization, that is, the expected overall execution time t n . The algorithm proposed above allows computing the distribution d n of t n , depending on the safety threshold parameter τ .
Expected Deadline Miss Ratio. The deadline miss ratio is defined by P t n > D (see definition 2). Since d n is the probability distribution function of the random variable t n , the expected deadline miss ratio for the controlled application is defined by
Expected Time Budget Utilization. The expected time budget utilization is computed as the mean value of the distribution d n , that is, E(t n ) = k≥0 kd n (k).
Experimental Results
This section provides experimental results for an MPEG4 video encoder. They confirm the interest of theoretical sections.
Experimental Framework
We applied our results to an MPEG4 video encoder written in C (more than 10,000 lines of code). The encoder cyclically treats frames. Each frame is split into N macroblocks of 16 × 16 pixels.
In the following, we consider frames of 320 × 144 pixels (N = 180). Encoding each macroblock is done by 5 actions: Grab Macroblock, Motion Estimation, DCTQuantIQuantIDCT, IntraPredictionCoding and Reconstruction. The action Motion Estimation is parameterized by a quality level q ∈ Q = { 0, . . . , 8 }.
The other actions do not depend on the quality level q. As a result, the action Motion Estimation is said controllable while the others are said uncontrollable. The probability distribution functions d q a i have been computed by using profiling techniques. Figure 3 gives examples of distributions for Motion Estimation. The considered application corresponds to a videophone application. It captures a sequence of frames with a camera, transmits the sequence, and then displays the frames on a screen. The target platform is an STm8010 board from STMicroelectronics. A register that counts the number of processor cycles elapsed provides a real-time clock with minimal access overhead.
We developed a prototype tool that allows the generation of the controlled application software (see figure 2) . The inputs of the tool are an application software, probability distributions, the deadline, and the safety threshold parameter τ . From these inputs, the tool computes C code corresponding to the application software, and tables containing pre-computed values used by the Quality Manager. We have considered two different schedules (schedules #1 and #2) composed of the same actions, and a deadline D = 100 ms (i.e. 10 frame/s).
Performance Analysis
We have computed the expected deadline miss ratio μ(Γ mx τ ) and the expected time budget utilization E(t n ) for different values of the safety threshold parameter τ (see Figure 4) . The expected time budget utilization E(t n ) are given in percentage of the deadline D. As explained in section 3.3, the computation of μ(Γ mx τ ) and E(t n ) requires the computation of the probability distribution d n of the completion time t n of the last action a n .
The deadline miss ratio and the time budget utilization increase as the safety threshold τ increases, which confirms theoretical definitions of section 3.2. For values of τ sufficiently high (τ > 0.4), the deadline miss ratio as well as the time budget utilization are constant. This is due to the fact that, for these values of τ , the stochastic quality management policy is equal to the average policy (i.e. C mx τ = C av ). The video encoder behaves then as a pure soft real-time application. The difference between the results obtained with schedules #1 and #2 comes from the position of controllable actions in the schedule. Controllable actions are scattered all along schedule #2, whereas they are put together at the beginning of schedule #1. Consequently, the Quality Manager keeps control on the execution times of actions during the execution of schedule #2. On the contrary, once all controllable actions have been executed in schedule #1, the Quality Manager has no control anymore on the (uncertain) execution times of the remaining (uncontrollable) actions.
Uncontrollability combined with unpredictability leads to poor performances when using schedule #1. Figure 4 shows an important amount of time budget lost by the application for τ < 0.2. In addition, the deadline miss ratio reaches 50% for τ > 0.4 (see Figure 4 ). For such an application, our approach can be useful for choosing adequate compromises between the deadline miss ratio and the time budget utilization, depending on user requirements.
Results obtained when running the application with schedule #1 on the target platform confirm expected values of the deadline miss ratio and the time budget utilization computed by our performance analysis tool. In Figure 5 , bursts of jumps correspond to frame skips occurring when deadlines are missed. Notice that no deadline is missed for an application running with τ = 0.1. The amount of deadline misses significantly increases for τ = 0.3. The time budget utilization is, in average, 85% for τ = 0.1 and 95% for τ = 0.3.
Results obtained for schedule #2 confirm that (standard) mixed quality management policy is still useful for some applications. In fact, schedule #2 allow running the application with τ = 0 without significant unused time budget.
Conclusion
Our approach reduces the impact of the worst-case estimates of system behavior by using quality management techniques and probabilistic worst-case estimations of execution times. A parameter is used to determine how much the stochastic quality management policy takes the worstcase scenario into account, ranging from no taking into account the worst-case -which corresponds to pure soft realtime -to maximal taking it into account -which corresponds to hard real-time, that is, no deadline is missed. In some sense, the parameter is used to express how hard the deadlines are.
Our method can considerably help engineers to design real-time applications that are fitted to QoS requirements. In addition, it can improve code reuse as well as reliability.
Choices of the Quality Manager would be more accurate if dependencies between the execution times were considered. We plan to work on models and quality management policies that include these dependencies.
