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1 Écoles des Mines de Nantes - 4, rue Alfred Kastler 44000 NANTES
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Résumé
La programmation par contraintes s’attaque en gé-
néral à des problèmes statiques, sans notion de temps.
Cependant, les méthodes de réduction de domaines
pourraient par exemple être utiles dans des problèmes
portant sur des flux. C’est le cas de la vérification de pro-
grammes temps-réel, avec des variables dont les valeurs
peuvent changer à chaque pas de temps. Dans cet article,
nous nous intéressons à la vérification de domaines de va-
riables (flux) dans le cadre d’un langage de diagrammes
de blocs. Nous proposons une méthode de réduction de
domaines de ces flux, pour encadrer finement les valeurs
prises au cours du temps. En particulier, nous proposons
un nouvel algorithme pour calculer un point fixe dans le
cas des boucles temporelles. Nous présentons ensuite une
application au langage FAUST, un langage fonctionnel
temps réel pour le traitement audio et nous testons notre
approche sur différents programmes FAUST standards.
Abstract
Constraint programming usually deals with static
problems. However, domain reduction method could be
useful in stream-based problems. This is the case in for-
mal verification of real time programs for which variables
can be assigned different values at every single time. In
this paper, we focus on domain checking of stream va-
riables in the context of block diagram languages. We
propose a reduction algorithm for streams in order to
tightly reduce their domains all over the time. Particu-
larly, we propose a new technique to compute fix points
of temporal loops. Finally, we apply our method to the
FAUST language, which is a real time language for pro-
cessing and generating audio streams. We also test some
standards FAUST programs.
1 Introduction
La programmation par contraintes [10] offre un en-
semble de méthodes efficaces pour modéliser et ré-
soudre des problèmes combinatoires, mais pas seule-
ment. Les méthodes de propagation de contraintes,
notamment continues [1], peuvent approximer rapide-
ment des ensembles définis dans un langage générique.
Cela permet de les croiser naturellement avec les outils
d’interprétation abstraite [4], où l’on souhaite vérifier
un programme en calculant des sur-approximations de
ses traces, comme cela a été fait dans différents travaux
récents [7, 15, 14].
On s’intéresse dans cet article à un cas particulier
de programmes, des DSP (Digital Signal Process), qui
opèrent sur des flux infinis, et en particulier au lan-
gage FAUST (Functional Audio Stream) destiné à la
synthèse et au traitement de flux audio [13]. Il est
important de vérifier les programmes FAUST car le
langage est destiné à des non-informaticiens et utilisé
dans des concerts, cas où une erreur est inenvisageable.
Plus précisément, nous souhaitons encadrer les valeurs
prises par les flux calculés, notamment pour éviter des
saturations sur les sons produits 1. Avoir un encadre-
ment des flux calculés permet aussi de pouvoir estimer
la mémoire nécessaire au programme lorsqu’il contient
des tables pour stocker certaines valeurs.
Un langage de flux comme FAUST contient des
boucles, qui consistent à itérer certaines opérations
à chaque pas de temps. Traitant de flux infinis, ces
boucles n’ont pas de condition d’arrêt et sont toujours
1. une saturation se produit quand un son sort sort de [−1, 1],
la limite des sons numériques. Dans ce cas, il est en général coupé
pour les valeurs au delà des bornes, ce qui modifie la forme de
l’onde sonore et provoque un effet clairement audible.
infinies, ce qui ne facilite pas l’analyse des flux gé-
nérés. Le compilateur de FAUST embarque un ana-
lyseur dans le domaine abstrait des intervalles [5, 6],
mais l’opérateur d’élargissement des intervalles, appli-
qué aux boucles FAUST, renvoie presque toujours un
domaine infini, qui ne permet pas de conclure.
Dans cet article, nous utilisons des méthodes de
programmation par contraintes pour vérifier des pro-
grammes temps-réel travaillant sur des flux. Pour cela,
nous proposons une modélisation en contraintes de
diagrammes de blocs, qui décrivent ces programmes.
La propagation des contraintes ainsi générées permet
de calculer des sur-approximations des ensembles de
valeurs prises par les flux au cours du temps. Nous in-
troduisons une contrainte spécifique pour traiter des
décalages temporels et proposons un algorithme de
propagation efficace pour les problèmes incluant cette
contrainte. Enfin, nous appliquons les méthodes déve-
loppées au langage FAUST, un langage temps-réel de
traitement du son. Les contraintes sont calculées dans
la librairie de contraintes continues Ibex [2]. Nous pré-
sentons des tests préliminaires, avec de très bons temps
de résolution, y compris pour des problèmes avec des
décalages temporels.
Ce travail fait suite à [3], où une première modélisa-
tion partielle (uniquement pour certains composants
de FAUST) a été proposée. Cet article présente une
modélisation plus générale des langages de flux, ainsi
qu’un nouvel algorithme efficace pour les boucles. Des
travaux antérieurs comme [9, 8] proposent déjà de ré-
soudre des contraintes sur des flux, mais il s’agit de
calculer un automate dont les chemins sont les solu-
tions des contraintes, ce qui diffère assez nettement de
notre approche où le problème est d’utiliser la propa-
gation de contraintes pour déterminer des propriétés
sur les flux.
Cet article est organisé comme suit : la section 2 in-
troduit la notion de diagrammes de blocs. La section
3 donne la modélisation des diagrammes de blocs en
contraintes, dont l’algorithme de résolution est donné
dans la section 4. Enfin, la section 5 détaille l’applica-
tion visée et les tests réalisés.
2 Diagrammes de blocs
Dans cette section, nous présentons la notion de dia-
grammes de blocs qui sert à définir la sémantique des
langages considérés.
2.1 Syntaxe
Un bloc est une fonction, appliquant un opérateur à








Figure 1 – Un diagramme de blocs de DBloc(R)
Definition 2.1 (Bloc) Soit E un ensemble non vide.
Un bloc sur E est un triplet b = (op, n,m) tel que :
— n ∈ N est appelé nombre d’entrées ;
— m ∈ N est appelé nombre de sorties ;
— op : En → Em est appelé opérateur.
De plus, les n entrées et les m sorties sont ordonnées :
— [i]b correspond à la ième entrée (1 ≤ i ≤ n) ;
— b[j] correspond à la j ème sortie (1 ≤ j ≤ m).
Pour tout bloc, nous écrirons que l’entrée i (resp.
sortie j) existe ssi i est un entier compris entre 1 et le
nombre d’entrées de ce bloc (resp. j, sorties). Dans la
suite, étant donné un ensemble E non vide, Bloc(E)
correspond à l’ensemble des blocs sur E.
Definition 2.2 (Connecteur) Soit B un ensemble
de blocs. Un connecteur défini sur B est un couple
(b[i], [j]b′) tel que :
— b et b′ sont des blocs de B ;
— la sortie i du bloc b existe ;
— l’entrée j du bloc b′ existe.
Definition 2.3 (Diagramme de blocs) Soit E un en-
semble non vide. Un diagramme de blocs sur E est un
couple d = (B,C) tel que :
— B est un ensemble de blocs sur E ;
— C est un ensemble de connecteurs sur B.
De la même manière que pour les blocs nous uti-
lisons la notation DBloc(E) pour l’ensemble des dia-
grammes de blocs sur E.
La Figure 1 représente trois blocs manipulant des
réels (i.e. appartenant à Bloc(R)). Il s’agit du bloc
b1 muni de la fonction carrée comme opérateur ; du
bloc b2 avec la soustraction et du bloc b3 avec la mul-
tiplication. L’ordre des entrées et sorties est indiqué
par la distance de chacun au point noir. Quant aux
connecteurs, ils sont matérialisés par des flèches allant
d’un bloc à un autre. Ce diagramme de blocs en pos-
sède trois : le connecteur (b1[1], [1]b2) allant de b1 à b2 ;
(b1[1], [1]b3) allant de b1 à b3 et (b2[1], [2]b3) de b2 à b3.
Le tout (ces trois blocs et ces trois connecteurs) forme














Figure 2 – Un diagramme de DBloc(R) interprété
2.2 Sémantique
Après avoir défini ce que sont les diagrammes de
blocs, nous définissons leur sémantique.
Definition 2.4 (Interprétation d’un bloc) Soit E un
ensemble non vide. Une interprétation I d’un bloc b =
(op, n,m) ∈ Bloc(E) est donnée par l’association de
chaque entrée i à un élément de E noté I([i]b) et de
chaque sortie j à un élément de E noté I(b[j]).
Definition 2.5 (Interprétation d’un diagramme de
blocs) Soit E un ensemble non vide. Une interpré-
tation I d’un diagramme de blocs d = (B,C) ∈
DBloc(E) est telle que I est une interprétation pour
chaque bloc b de B.
En reprenant le diagramme de DBloc(R) en exemple
dans la Figure 1, donner une interprétation à ce dia-
gramme revient à poser un réel devant chaque entrée
et devant chaque sortie des blocs (e.g. Figure 2 où nous
lisons que I([1]b2) vaut 4 et que I(b3[1]) vaut 12).
Definition 2.6 (Modèle d’un bloc) Soient E un en-
semble non vide, b = (op, n,m) un bloc de Bloc(E) et
I une interprétation de b.
I est un modèle de b⇔
op(I([0]b), . . . , I([n]b)) = (I(b[0]), . . . I(b[m]))
Definition 2.7 (Modèle d’un diagramme de blocs)
Soient E un ensemble non vide, d = (B,C) un dia-
gramme de blocs de DBloc(E) et I une interprétation
de d.
I est un modèle de d⇔
∀b ∈ B : I est un modèle de b
et ∀(b[i], [j]b′) ∈ C : I(b[i]) = I([j]b′)
La Figure 2 propose un modèle au diagramme de
blocs de la Figure 1. Remarquons qu’il s’agit d’un mo-
dèle parmi l’infinité de ceux que le diagramme admet.
Pour I une interprétation et d un diagramme de
blocs, nous noterons I |= d la relation : I est un modèle
de d.
2.3 Cas des flux
Jusqu’ici, nous avons construit des diagrammes de
blocs sur des ensembles quelconques. Dans la suite,
nous prenons comme ensemble de base E un ensemble
de flux. Pour cela, nous considérons que le temps est
discrétisé et nous nous intéressons à des suites de va-
leurs pouvant changer à chaque pas de temps.
Definition 2.8 (Flux) Soit D un ensemble non vide.
Un flux x sur D (appelé aussi un flux de domaine D)
est une suite infinie à valeurs dans D.
Dans ce qui suit, nous appelons x(t) la valeur au
temps t du flux x (t ∈ N). Pour un ensemble D non
vide, nous notons S(D) l’ensemble des flux de domaine
D. Parmi les blocs sur les flux, nous distinguons deux
catégories.
Definition 2.9 (Bloc fonctionnel) Soit D un en-
semble non vide et b = (op, n,m) ∈ Bloc(S(D)).
b est fonctionnel ⇔
∃f : Dn → Dm telle que
∀s1, . . . , sn, s′1, . . . , s′m ∈ S(D)
avec op(s1, . . . , sn) = (s
′
1, . . . , s
′
m) :
∀t ∈ N : f(s1(t), . . . , sn(t)) = (s′1(t), . . . , s′m(t))
Un bloc fonctionnel peut être calculé à chaque pas
de temps indépendamment. Les blocs non fonctionnels
ont des dépendances temporelles.
Definition 2.10 (Bloc temporel) Soit D un ensemble
non vide et b = (op, n,m) ∈ Bloc(S(D)).
b est temporel ⇔ b n’est pas fonctionnel
Parmi tous les blocs temporels, nous en identifions
un particulier : le bloc fby (followed by).
Definition 2.11 (Bloc fby) Soit D un ensemble non
vide. Le bloc fby = (op, 2, 1) de Bloc(S(D)) est défini
comme suit :
op : S(D)× S(D)→ S(D)
(s1, s2) = s3
avec s3(t) =
{
s1(0) si t = 0
s2(t− 1) sinon
Remarque Un diagramme de blocs sur des flux
peut contenir des cycles (équivalent d’une boucle
en programmation). En pratique, si ces boucles ne
contiennent pas de fby, elles provoquent un calcul in-
fini à chaque pas de temps sauf dans des cas très par-
ticuliers (fonctions nulles par exemple). Mais dès lors
qu’elles contiennent au moins un bloc fby dans le cycle,











Figure 3 – Un diagramme de blocs de DBloc(S(R))
Dans toute la suite, on supposera que les dia-
grammes de blocs considérés contiennent toujours au
moins un fby dans chacun de leurs cycles.
La Figure 3 illustre un diagramme de blocs qui, entre
autres, possède un cycle contenant un bloc fby. 2 Dans
ce diagramme, les blocs 0, 0.1 et 0.9 correspondent
aux opérateurs constants (i.e. ∀t ∈ N : 0.9(t) = 0.9).
La Table 1 propose un modèle pour les 5 premiers
temps. Nous pouvons par exemple y lire le décalage
d’un temps entre a et c dû au bloc fby.
3 Vérification des flux par contraintes
Les diagrammes de blocs sur des flux peuvent re-
présenter des programmes. Dans ce cas, il est intéres-
sant de connâıtre certaines propriétés sur les flux gé-
nérés, qu’il s’agisse des sorties du programme ou des
flux intermédiaires (variables locales). Nous présentons
ici une modélisation, sous la forme d’un problème de
contraintes, du problème suivant : encadrer les valeurs
prises par les flux d’un diagramme de blocs.
3.1 Abstraction du temps
La première étape de notre modélisation consiste à
abstraire le temps, de façon à considérer les enveloppes
des flux générés.
Definition 3.1 (Abstraction temporelle) L’abstrac-
tion temporelle d’un flux x est notée ẋ et vaut l’en-





Il est important de souligner que les abstractions
temporelles peuvent contenir un nombre infini d’élé-
ments. De fait, une représentation en extension n’est
pas envisageable. Nous nous intéresseront dans la suite
à des sur-approximations des flux dans les intervalles.
2. Dans la représentation graphique des diagrammes de blocs
sur des flux, nous hachurons les blocs temporels pour les diffé-
rencier des blocs fonctionnels.
t 0 1 2 3 4 . . .
a(t) 0 0.1 0.19 0.27 0.34 . . .
b(t) 0 0.09 0.17 0.24 0.31 . . .
c(t) 0.1 0.19 0.27 0.34 0.41 . . .
d(t) 0.1 0.1 0.1 0.1 0.1 . . .
e(t) 0 0 0 0 0 . . .
f(t) 0.9 0.9 0.9 0.9 0.9 . . .
Table 1 – Modèle du diagramme de la Figure 3
pour les 5 premiers temps.
3.2 Abstraction en intervalles
Dans ce qui suit, nous faisons l’hypothèse que D est
un ensemble totalement ordonné et nous notons ID
l’ensemble des intervalles à valeurs dans D. Pour tout
intervalle I, nous notons dIe sa borne supérieure et bIc
sa borne inférieure.
Definition 3.2 (Sur-approximation) Soit D un en-
semble non vide muni d’un ordre total ≤ et S un en-
semble inclus dans D. Une sur-approximation dans les
intervalles de S est un intervalle englobant noté [S]
appartenant à ID.
[S] = {a ≤ x ≤ b | ∀s ∈ S : a ≤ s ≤ b}
avec a, b et x dans D 3
Definition 3.3 (Sur-approximation minimale) Soit D
un ensemble non vide muni d’un ordre total ≤ et
S un ensemble inclus dans D. La sur-approximation
minimale de S notée JSK est la plus petite sur-
approximation pour l’inclusion ensembliste.
Proposition 3.1 (Treillis des sur-approximations)
Soit D un ensemble non vide muni d’un ordre total
≤ et S un ensemble inclus dans D. L’ensemble des
sur-approximations [S] muni de l’inclusion comme re-
lation d’ordre forme un treillis dont la borne supérieure
est l’union ensembliste et la borne inférieure l’intersec-
tion ensembliste. Le plus petit élément correspond à
la sur-approximation minimale JSK et le plus grand à
l’ensemble étendu D.
Corollaire 3.2 Soit D un ensemble non vide muni
d’un ordre total ≤. Pour tout S inclu dans D, la sur-
approximation minimale existe et est unique.
La démonstration est évidente et laissée au lecteur.
3.3 Modélisation par contraintes
Un diagramme de blocs calcule des sorties en
fonction de ses entrées. Pour calculer une sur-
approximation des flux générés par un diagramme de
3. D appelé ensemble étendu de D correspond à l’union de
D et de ses limites (e.g. R = R ∪ {−∞,+∞})
a := fby( e , c ) d := 0.1
b := ×( f , a ) e := 0
c := +(b , d) f := 0.9
Figure 4 – Modèle en contraintes sur les flux
a := [fby] ( e , c ) d := [0.1]
b := [×] ( f , a ) e := [0]
c := [+](b , d) f := [0.9]
Figure 5 – Modèle en contraintes sur les intervalles
bloc (B,C) de DBloc(S(D)), nous associons à chaque
entrée et à chaque sortie des blocs de B une variable
de domaine S(D) et nous considérons l’opérateur de
chaque bloc comme une contrainte liant les sorties
aux entrées. Par exemple, l’opérateur + du diagramme
de la Figure 3 calcule c en fonction de b et de d,
de sorte que : c = b + d. De plus, nous ajoutons
une contrainte d’égalité pour les variables qui com-
posent chaque connecteur de C. Dans notre exemple,
nous avons unifié les variables ainsi connectées (e.g.
[1]+ = ∗[1] = b). La Figure 4 présente un modèle en
contraintes sur les flux de l’exemple de la Figure 3.
Nous supposons donc que chaque opérateur du dia-
gramme de blocs peut être traduit dans le langage
de contraintes. A partir de ce modèle de contraintes
sur les flux, nous considérons le modèle sur les inter-
valles contenant exactement les mêmes formulations de
contraintes que celui sur les flux, en remplaçant chaque
fonction par son extension aux intervalles comme dé-
fini dans [11]. Dans ce modèle, le domaine des variables
n’est plus S(D) mais ID.
Definition 3.4 (Extension aux intervalles) Soit D un
ensemble non vide et f : S(D)n → S(D)m une fonction
(n,m ∈ N). Une extension aux intervalles de f , notée
[f ] est telle que :
[f ] : (ID)n → (ID)m
X1, . . . , Xn 7→ Y1, . . . , Ym avec
Yi = [{ẏi | xj ∈ Xj , y1, . . . , ym = f(x1, . . . , xn)}]
La Figure 5 présente un modèle en contraintes sur
les intervalles de l’exemple de la Figure 4.
En propageant les contraintes pour le modèle sur les
flux, avec la bonne définition des fonctions étendues
aux intervalles pour le modèle sur les intervalles, nous
pouvons calculer des sur-approximations pour chaque
flux. Ainsi, nous avons traduit un diagramme de blocs
en un problème de contraintes, dans un langage ad
hoc, tel qu’en propageant les contraintes, on obtient
un encadrement (sur-approximation) des valeurs prises
par les flux du diagramme de bloc.
Variable a b c d e f
Solution [0; 1] [0; 0.9] [0; 1] [0.1] [0] [0.9]
Table 2 – Solutions au modèle de contraintes
sur les intervalles de la Figure 5
Le Tableau 2 présente la solution minimale au mo-
dèle de contrainte sur intervalles de la Figure 5.
4 Résolution
Dans cet article, nous résolvons uniquement les dia-
grammes de blocs utilisant exclusivement le bloc fby
comme bloc temporel. Cette restriction n’est pas trop
forte puisque ce bloc suffit à exprimer tous les dia-
grammes de blocs avec une mémoire finie.
4.1 Graphe des dépendances
Pour résoudre les problèmes de contraintes issus des
diagrammes de blocs, nous utilisons les dépendances
entre les flux, devenus des variables du CSP.
Definition 4.1 (Graphe des dépendances) Soient E
un ensemble non vide et d = (B,C) un diagramme de
blocs de DBloc(E). La relation de dépendances notée
→ est la relation sur l’ensemble des entrées et sorties
des blocs de B contenant exactement les couples sui-
vants :
∀(b[i], [j]b′) ∈ C : b[i]→ [j]b′
∀b = (op, n,m) ∈ B : [i]b→ b[j]
(1 ≤ i ≤ n) et (1 ≤ j ≤ m)
Du point de vue de la programmation par
contraintes, le graphe dessiné par cette relation est le
graphe de dépendance des contraintes (dont les nœuds
sont les variables du problème), mais dont les arêtes
sont orientées par la dépendance induite par les blocs/-
contraintes. La Figure 6 correspond au graphe des dé-
pendances de l’exemple de la Figure 3. 4
Le calcul des composantes fortement connexes sur
ce graphe a un intérêt double. Premièrement, il per-
met de découper le problème global en sous-problèmes,
ces sous-problèmes pouvant être traités dans l’ordre
des arêtes qui les relient. Deuxièmement, l’algorithme
standard de [16] retourne les composantes dans l’ordre
de leurs dépendances dans le graphe orienté, ce que
nous utilisons pour choisir l’ordre de la propagation
des contraintes (e.g. pour la Figure 6, nous traiterons
d’abord les composantes du pourtour avant de s’inté-
resser à celle du centre).
4. Comme dans la représentation graphique des diagrammes
de blocs, nous distinguons les blocs temporels des blocs fonction-









Figure 6 – Dépendances inter-connecteurs
Remarque Les cycles du graphe des dépendances
sont produits par les boucles du diagramme de blocs.
4.2 Fonction de transfert
L’algorithme 1 propose une méthode de résolution
des composantes fortements connexes du graphe des
dépendances des contraintes. Nous rappelons l’hypo-
thèse de la section 2.3 : chaque cycle du diagramme de
blocs contient au moins un bloc fby.
Lorsqu’un bloc fby appartient à un cycle, cela im-
plique que son entrée dépend de sa sortie et donc a
fortiori que le flux de sortie au temps t dépend de sa
valeur au temps précédent (cf. Définition 2.11 introdui-
sant la sémantique du bloc fby). Un tel flux de sortie
x peut alors se définir récursivement comme suit :
∀t ∈ N : x(t + 1) = f(x(t))
et x(0) vaut la valeur au temps 0 de [0]fby
Pour trouver cette fonction, appelée fonction de
transfert de la boucle, nous partons du diagramme de
blocs générant la composante fortement connexe consi-
dérée et nous retirons les connecteurs amenant à des
blocs fby (lignes 10 à 17 de l’Algorithme 1). De ce nou-
veau diagramme, un parcours en profondeur du dual
de son graphe des dépendances donne exactement la










Figure 7 – Graphe d’une fonction de transfert
5. Il est nécessaire de respecter l’ordre des entrées imposées
par le diagramme de blocs pour la selection des fils (tous les
opérateurs ne sont pas forcément commutatifs).
1: fonction résolutionComposante(
2: C : Set<Contrainte>,
3: domaine : Map<Variable, ID>)
4: retourne Map<Variable, ID>
5:
6: // Retrait des connexions vers fby
7: entrees : List<Variable>
8: sorties : List<Variable>
9: compteur ← 0 : entier
10: pour chaque contrainte b[i] = [j]b′ dans C faire
11: si b′ égale fby alors
12: C ← C \ {b[i] = [j]b′}
13: entrees.ajouter([j]b′)
14: sorties.ajouter(b[i])
15: compteur ← compteur + 1
16: fin si
17: fin pour chaque
18:
19: // Fonction de transfert
20: f : (ID)
compteur → (ID)
compteur
21: f ← fonctionTransfert(C, domaine,
22: entrees, sorties)
23: approximation : Liste<ID>
24: approximation← surApproximation(f)
25:
26: // MAJ domaines des variables
27: pour chaque i de 1 à compteur faire
28: domaine[entrees[i]]← approximation[i]
29: domaine[sorties[i]]← approximation[i]
30: fin pour chaque




Algorithm 1 – Résolution des composantes fortement
connexes
La Figure 7 représente le graphe des dépendances
du diagrammes de blocs de la composante centrale de
la Figure 6 où le connecteur menant au bloc fby a
été supprimé. Par lecture de ce graphe, la fonction de
transfert de la boucle en notation infixée est ct+1 =
f × fby(e, ct) + d.
Ensuite, en utilisant les extensions aux intervalles
des opérateurs des blocs (cf. Définition 3.4) et en rem-
plaçant les variables n’appartenant pas à la compo-
sante connexe par leur domaine, nous obtenons la fonc-
tions de transfert sur les intervalles de la boucle (dans
l’Algorithme 1, cette fonction est récupérée via l’appel
à fonctionTransfert de la ligne 21). Dans notre
exemple, elle vaut F (X) = [0.9] × [fby]([0], X) + [0.1]
avec X ∈ IR.
La fonction de transfert sur les intervalles et la clé
de voûte pour la résolution de notre problème de part
la Proposition 4.1.
fonction surApproximation(f : Dn → Dn)
retourne Liste<ID>
etat : Liste<String>
courant, min, max, image : Liste<ID>






tant que continuerBoucle(courant, min, max)
faire
image← f(courant)
pour chaque i de 1 à n faire
si etat[i] = ”Widening” et
image[i] ⊆ courant[i] alors
etat[i]← ”Narrowing”
max[i]← courant[i]
sinon si etat[i] = ”Narrowing” et




courant[i] = courant[i] ∪ image[i]











Algorithm 2 – Fonction de recherche aléatoire
Proposition 4.1 Soient D un ensemble non vide et
d = (B,C) un diagramme de blocs de DBloc(S(D)).
Pour tout bloc fby b ∈ B appartenant à une boucle de
d dont la fonction de transfert sur les intervalles est F ,
si un intervalle S de ID est stable par F , alors S est
une sur-approximation valide des flux en sortie de b.
L’Algorithme 2 propose une méthode héritée de l’in-
terprétation abstraite pour déterminer des ensembles
stables par la fonction de transfert sur les intervalles.
Cette fonction ne prétend pas retourner systématique-
ment la sur-approximation minimale mais simplement
une sur-approximation acceptable.
Pour chaque variable d’entrée i de la fonction de
transfert nous associons un espace de recherche dé-
limité par les intervalles min[i] et max[i] qui sont
respectivement initialisés à l’ensemble vide et à l’en-
1: fonction réductionDomaines((B,C) : DBloc(S(D))
2: retourne Map<Variable, ID>
3:
4: // Initialisation
5: domaine : Map<Variable, ID>
6: b : Bloc(S(D))
7: pour chaque b ∈ B faire
8: pour chaque entrée [i]b de b faire
9: domaine[[i]b]← [D]
10: pour chaque sortie b[j] de b faire
11: domaine[b[j]]← [D]
12: fin pour chaque
13:
14: // Pré-traitement
15: graphe : GrapheOrienté<Contrainte>
16: graphe← grapheDépendances(B, C)
17: composante : Set<Connecteur>




22: // Corps de la fonction








Algorithm 3 – Algorithme global
semble étendu du domaine considéré. A chaque tour de
boucle, courant[i] est sélectionné tel qu’il contienne
min[i] et soit inclus dans max[i] (i.e. min[i] ⊆
courant[i] ⊆ max[i] est un invariant de boucle).
Nous associons également à chaque variable d’entrée
i une variable d’état state[i] qui a pour valeur ”Wide-
ning” ou ”Narrowing”. Il y a passage du widening au
narrowing lorsque l’intervalle courant[i] est stable par
la fonction de transfert et passage du narrowing au
widening dans le cas contraire.
Concernant la fonction selectIntervalBetween,
la méthode de sélection est libre mais nous explici-
terons dans nos expérimentations les choix réalisés
(i.e. aléatoire, dichotomiques, etc.). De même pour la
fonction continuerBoucle qui généralement possè-
dera un compteur pour limiter le nombre d’itérations.
Dans les expérimentations, nous appellons selectIn-
tervalBetween l’heuristique de selections et conti-
nuerBoucle l’heuristique de fin de boucle.
Finalement, l’Algorithme 3 correspond à la résolu-
tion complète du problème.
5 Faust
Nous appliquons ici les outils développés au langage





Figure 8 – Un diagramme de blocs généré par FAUST
FAUST (Functional Audio Stream) est un langage
fonctionnel pour la synthèse et le traitement temps-
réel de flux audio. L’une de ses particularités est
d’avoir une sémantique bien définie, dans un langage
de diagrammes de blocs [12]. Le compilateur FAUST
peut générer pour chaque programme le diagramme de
blocs qui en est la sémantique.
Un programme FAUST est un processeur de si-
gnal numérique (DSP : Digital Signal Processor). Le
concept des DSP n’est pas propre à FAUST, ni au trai-
tement audio : il est utilisé dans toutes les applications
qui reçoivent et traitent des signaux numériques : mo-
dems, appareils multimédia, récepteurs GPS, systèmes
vidéo, . . . FAUST propose un langage complètement
spécifié pour écrire les DSPs.
1 A = + ( 0 . 1 ) ;
2 B = ∗ ( 0 . 9 ) ;
3 proce s s = A ˜ B;
Figure 9 – Exemple de DSP pour FAUST
Chaque DSP ainsi écrit passe dans le compilateur
FAUST et produit un programme C++ optimisé, qui
est ensuite compilé pour une plateforme visée. Ce pro-
cessus de compilation en deux étapes permet à un
même programme FAUST de pouvoir être compilé
pour des téléphones, navigateurs web, dispositifs de
concerts, etc. Nous nous intéressons ici à la première
étape de compilation, qui permet de produire le code
C++. En particulier, la première phase d’analyse syn-
taxique ré-écrit le programme sous une forme normale
unique, dans laquelle sont notamment éliminées les for-
mules redondantes (par exemple x − x). Cette forme
6. http://faust.grame.fr







c(t + 1) = b(t), si t > 0





Figure 10 – Bloc prefix de FAUST




b(t + 1) = a(t), si t > 0





Figure 11 – Bloc mem de FAUST
normale nous permet de travailler sur des expressions
avec peu d’occurences multiples pour les variables.
Une fois cette étape réalisée, le compilateur calcule
le diagramme de blocs résultant du programme. Le
programme de la Figure 9 donne ainsi le diagramme
présenté Figure 8 (copie d’écran de la sortie du com-
pilateur FAUST).
5.2 Modélisation
Notre algorithme ne peut résoudre que des dia-
grammes de blocs de flux utilisant exclusivement le
bloc fby comme bloc temporel. Or, il existe dans le lan-
gage des diagrammes de blocs de FAUST trois blocs
temporels : prefix, mem et delay. Les figures 10, 11 et
12 rappellent la sémantique de ces blocs et proposent
des diagrammes de blocs équivalents (possédant exac-
tement les mêmes modèles) utilisant le bloc fby.
En utilisant l’équivalence proposée du bloc delay à
la Figure 12, la complexité spatiale du pré-traitement
peut devenir importante. Cependant, pour notre pro-
blème de sur-approximation des flux, le fait que ces
derniers soient infinis alors que le nombre de fby ajou-
tés ne l’est pas, nous permet d’écrire un seul bloc fby
pour avoir des solutions équivalentes (i.e. de par l’abs-
traction temporelle de la Définition 3.1). Dès lors, nous






b(t) = 0, si t < n
b(t + n) = a(t), sinon







Figure 12 – Bloc delay de FAUST
utilisons la réécriture du bloc mem de la Figure 11 pour
le bloc delay.
Une extension aux intervalles de l’opérateur fby en
accord avec sa sémantique des équivalences proposées
pour les blocs temporels est la suivante : [fby](A,B) =
[A ∪ B]. Le reste du langage FAUST est principale-
ment composé des fonctions arithmétiques usuelles, de
fonctions importées de C++ (dont sin ; cos, exp...)
et d’opérateurs de comparaison. 7 Tous ces opérateurs
s’étendent aux intervalles à la façon de [11], et la tra-
duction par contraintes se fait naturellement dans un
langage usuel de contraintes continues, excepté les opé-
rateurs bit à bit.
5.3 Expériences
Avant de passer aux expérimentations, nous intro-
duisons la notion de distance sur les intervalles afin
de pouvoir mesurer la qualité des solutions retournées
par notre algorithme.
Definition 5.1 (Distance étendue) Soit D un en-
semble non-vide. La fonction de distance étendue d
pour deux éléments x et y de D est donnée par :
d(x, y) = 0 si x = y,
d(x, y) = |x− y| sinon.
Cette définition permet d’évaluer la distance avec les
infinis. Par exemple d(−∞, 0) vaut−∞ et d(+∞,+∞)
retourne 0.
Definition 5.2 (Distance d’intervalles) Soit D un en-
semble non-vide. La fonction de distance pour deux
intervalles X et Y de ID est donnée par :
d(X,Y ) = d(bXc, bY c) + d(dXe, dY e) si X ⊆ Y,
d(X,Y ) = +∞ sinon.
7. voir http://faust.grame.fr/index.php/documentation/
references pour une présentation complète.
Proposition 5.1 Soit un ensemble S inclus dans E,
une sur-approximation [S] est minimale ssi la distance
entre [S] et JSK est nulle.
Une bonne approximation est donc une approxima-
tion ayant la distance la plus petite possible à la sur-
approximation minimale.
Nous avons testé notre approche sur cinq pro-
grammes FAUST : exemple-papier correspond à
l’exemple qui a été déroulé tout au long de ce pa-
pier ; compteur correspond à un flux commençant
à 0 s’incrémentant de 1 à chaque temps (dont la borne
supérieure est infinie) ; bruit-blanc correspond à la
génération d’un bruit (i.e. suite de valeurs aléatoires) ;
son-sinus correspond à la génération d’un son pur et
son-echo à la création d’un écho simple sur une en-
trée audio.
Pour chaque exécution, l’heuristique de fin de boucle
autorise un maximum de 5 branches de recherches
avec pour chaque branche une limite de 500 selections
d’intervalles (i.e. 500 tours de boucles). L’heuristique
de selection des intervalles alterne entre trois : choi-
sir aléatoirement une nouvelle borne inférieure entre
bminc et bmaxc, choisir aléatoirement une nouvelle
borne supérieure entre dmine et dmaxe, ou alors réa-
liser les deux en même temps.
La Figure 13 présente les résultats obtenus en ap-
pliquant notre algorithme de résolution pour une sé-
lection de 5 programmes fondamentaux en FAUST.
L’algorithme a été exécuté 10 fois pour chaque pro-
blème. Nous présentons à chaque fois les moyennes de
temps d’exécution, de distance à la sur-approximation
minimale et du nombre d’itérations.
Ces tests préliminaires, qui seront complétés par
d’autres programmes de la librairie standard de
FAUST, montrent que notre algorithme retourne tou-
jours la plus petite sur-approximation des flux pour
ce jeu d’essais. Le temps de calcul, qui doit être très
rapide pour que notre outil puisse être embarqué dans
le compilateur FAUST, est encourageant : le temps de
calcul est de l’ordre d’une milli-seconde, et varie peu.
5.4 Conclusion
Nous avons présenté une modélisation en contraintes
d’un problème de vérification pour des programmes
temps-réel. Le but à terme est d’implémenter l’outil
dans le compilateur FAUST, ce qui suppose que les
temps de calcul soient très petits (négligeables devant
le temps de compilation). Les premiers tests réalisés
sont encourageant, et nous engagent à poursuivre le
développement de l’outil. Dans un futur proche, ce
travail sera implémenté de façon à pouvoir être inté-
gré dans le compilateur FAUST, et les méthodes seront
#blocs Temps (10−3s) Distance #itérations
Programme (dont fby) Min Avg Max Min Avg Max Min Avg Max
exemple-papier 6 (1) 0, 828 0, 8727 1, 016 0 0 0 851 911, 2 1176
compteur 4 (1) 1, 174 1, 5072 1, 887 0 0 0 1646 2124 2500
bruit-blanc 8 (1) 0, 784 0, 9888 1, 568 0 0 0 1007 1007 1007
son-sinus 5 (1) 0, 326 0, 3906 0, 899 0 0 0 13 13 13
son-echo 7 (1) 0, 134 0, 1376 0, 14 0 0 0 1 1 1
Figure 13 – Résultats pour la résolution du jeu d’essais
testées intensivement pour améliorer le réglage des pa-
ramètres.
Par ailleurs, ce travail montre l’intérêt de l’utilisa-
tion de techniques de programmation par contraintes
dans des cadres exotiques, ici, sur des variables flux.
L’algorithme développé étant générique, il pourrait
avoir des utilisations à d’autres langages de signaux,
ce que nous examinerons par la suite.
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