Stroke is the second leading cause of death in the world and top cause of disability in the US.
: Area Under the Receiver-Operating Characteristic Curve and Average Precision score across models for Hold-out Test set. Blue values > 0.9, yellow values between 0.7 and 0.9, red values < 0.7.
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First (a) The area under the receiver operating characteristic curve (AUROC) for each of the models versus the level of abstract with 'First' being the highest level of abstraction and 'Third' being the least. (b) Average precision, annotated described in (a).
As seen in 2, we found a 9-27% reduction in AUROC performance, compared to a 90-94% 96 reduction in average precision score. 97 2.5. Calibration 98 We calibrated the models to produce meaningful probability estimates since they were trained 99 with approximately a 1:1 ratio of cases and controls and, in general, we expect a 1:100 ratio of figure 12, figure 11). Fig. 3 : Classifier type with SC case-control combination varies in calibration success between stroke score and actual proportion of patients at each probability. Top panel plots the proportion of stroke case patients within a bin of 100 patients with similar stroke scores for models trained with stroke service cases and controls without cerebrovascular disease icd9 or 10 codes. The black circles plot the mean test stroke score across all training set folds, while the blue circles plot the training fold stroke scores combined. Classifier type varies from left to right:Random Forest (RF), AdaBoost (AB), Logistic Regression with L1 penalty (LR), Gradient Boosting (GB), Logistic regression with elastic net penalty (EN). Bottom panel plots the proportion of stroke patients within a bin of 100 test set patients with similar stroke scores versus the calibrated test scores at specific scores rounded to the nearest thousandth (Black dots). The test scores are calibrated from an empirical distribution determined from the training set 4.3. The blue dots plot the proportion of stroke patients within a bin of 100 bootstrapped training set patients with similar stroke scores versus the calibrated training set scores rounded to the nearest thousandth. The light grey dots show perfect calibration. notably, was significant in 12% of the models. The beta coefficient of the T-L category was 141 2-8 times larger than the other category coefficients. 142 2.8. Additional Patients predicted from EHR 143 We applied our models to the entire NYP EHR to determine whether there are AIS patients 144 without a ICD9 or ICD10 codes defined by T-L (methods 4.6). We trained models using 145 our 15 case-control combinations and 5 classifier types and then applied the models to the 146 entire CUIMC EHR with at least one icd9 or 10 diagnosis code, totaling 5,324,725-5,315,923 147 patients depending on the case/control set. Based on the thresholds defined by the maximum 148 F1 score from the training set (see methods 4.1), we determined the prevalence of AIS patients 149 estimated in the EHR by each model. We found that the results varied widely across models, 150 but most predicted that a prevalence between 0.2-2% of patients in the EHR was an acute identifying patients with AIS that may not have been coded with AIS-related diagnosis codes.
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Our study has several strengths over previous methods. Recent studies have either relied on 269 manually curated features sets or boil down to essentially only using the T-L critera. 21 The 270 former will be untenable for any large-scale analysis and the latter will have poor sensitiv-271 ity. 15,21 By removing the T-L criteria from our model training and allowing any code to be 272 used as a feature, we identify patients who may not have been immediately coded with acute 273 ischemic stroke during inpatient treatment. We also have developed classifiers that pheno-274 type patients with a probability of having had an acute ischemic stroke, which moves beyond 275 binary classification of patients. The future of phenotyping calls for moving beyond binary 276 classification and developing a more granular description of patient's disease state. [25] [26] [27] [28] [29] We 277 plan to apply probability scores to expand cohort size of heritability and GWAS studies. We 278 hypothesize that expanding cohort size by assigning a probability of disease will improve the 279 power of these studies. 
Methods

281
From the CDW, we gathered diagnostic and procedure insurance billing codes, medication 282 prescriptions, race, ethnicity, age, and gender of each patient and classified each as a binary 283 feature based on presence or absence of the feature. We mapped ICD9, ICD10, and CPT4 codes 284 for diagnoses and procedures to SNOMED concept IDs, and also included SNOMED concept We trained logistic regression classifiers with l1 and elastic net regularization, random forest, AdaBoost, gradient boosting, and neural network classifiers on the features gathered for fifteen combinations of cases and controls using the python scientific computing package sklearn. We ran a grid search for the hyperparameters of maximum tree depth, number of estimators, l1-l2 ratio, penalty parameters, subsampling rate, learning rate, momentum, and dropout. Outside of the default parameters, we used a max tree depth of 100, 1000 estimators, and square root maximum feature number for the random forest models. For L1 Logistic regression, we used an inverse of regularization strength of 0.1, and for elastic net regularization we used a penalty parameter of 0.01 and l1-l2 ratio parameter of .01, and "log" loss. For the boosting algorithms, we used a learning rate of 0.1, number of estimators 1000, and for gradient boosting we also subsampled at a rate of 0.5, max depth as 10, and square root maximum feature number. The neural network model was comprised of two layers, the first with 64 neurons, relu activator, and l1 kernel regularizer. The second layer contained two neurons and a softmax activator. Learning was compiled by stochastic gradient descent with learning rate of 0.01 and momentum 0.9, nesterov=True. We included a dropout of data in the first node at a rate of 0.3. Loss was calculated by categorical cross-entropy. We evaluated the models using 10-fold cross validation. Evaluators were scored by the area under the receiver operating characteristic curve, sensitivity, and specificity. Within the testing set of each fold, controls were bootstrapped to form a 100:1 control to case ratio to represent the prevalence of acute ischemic stroke in the population. Precision and recall were then calculated from the bootstrapped set. To determine the optimal threshold to maximize precision while maintaining a high recall, we calculated maximum F scores at different βs using the following equation:
where β = 1.0,0.5,0.25, and 0.125. We also evaluated a test set using the same metrics on 308 a held out set of 1000 patients from the stroke service and 100,000 non-overlapping random 309 patients. Sensitivity, specificity, precision, and recall were evaluated by using the probability 310 thresholds determined from cross-validation. To test the robustness of the models, we trained on 100%, 90%, 70%, 50%, 30%, 10%, 5%, 313 1%, 0.5%, and 0.1% of the original training set. We then evaluated the performance of each 314 training size on the test set through area under the receiver operating curve (AUROC) and 315 average precision score, which is a proxy for area under the precision recall curve (AUPR). 316 We resampled the set 10 times at each training size and averaged the results. The classifiers assign a probability of being an acute ischemic stroke case to each patient. In 319 order to interpret the meaning of these model probabilities and its applicability to other pa-320 tients, we evaluated the calibration of the models. For each training fold during 10-fold cross 321 validation, we first sorted the probabilities by value. We then averaged a bin of 100 patients Table 4 : Common top 10 features in the models. After each of the 75 models were trained, we counted the number of times each feature was represented as one of the top ten by absolute coefficient weight, for methods like logistic regression, or by feature importance, for methods like random forest. Above are features from this analysis along with the proportion of models in which they were in the top ten (% Models), the average frequency in the cases (Ave. Freq. Cases) and the average frequency in the controls (Ave. Freq. Controls). ( 206 ) 1184 ( 450 ) 1184 ( 450 ) 1184 ( 450 ) 559 ( 147 ) 534 ( 173 ) 534 ( 173 ) 534 ( 173 ) 1218 ( 469 ) 1152 ( 533 ) 1152 ( 533 ) 1152 ( 533 ) 885 ( 245 ) 855 ( 290 ) 855 ( 290 ) 855 ( 290 ) 992 ( 175 ) 941 ( 155 ) 889 ( 255 ) 889 ( 
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