We propose a response-adaptive model for functional linear regression, which is adapted to sparsely sampled longitudinal responses. Our method aims at predicting response trajectories and models the regression relationship by directly conditioning the sparse and irregular observations of the response on the predictor, which can be of scalar, vector or functional type. This obliterates the need to model the response trajectories, a task that is challenging for sparse longitudinal data and was previously required for functional regression implementations for longitudinal data.
Introduction
Functional linear regression models have been widely developed over recent years ( see Ramsay and Silverman, 2005) . Such models come in many flavors, as either predictors, responses or both may be functional. We interpret here "functional" in the wide sense, i.e., it suffices that the data observed for one subject can be thought of as having been generated by underlying smooth trajectories. For longitudinal studies in the life sciences, completely observed smooth trajectories are rather the exception; a much more common situation is that one has noisy repeated measurements that are obtained at irregular time points. We focus in the following on the case where the responses in a regression situation are of this longitudinal type.
Consider a clinical study regarding viral load and CD4 cell counts, which are important markers for evaluating antiviral therapies in treating AIDS. We are interested in the dependence of trajectories of viral load, which often is hard to measure, on trajectories of CD4 cell counts.
Typically, viral load and CD4 cell counts are scheduled to be measured simultaneously on prespecified days in such studies, but due to missing and modified visiting times, the actual data are often unbalanced, with varying timing of the measurements among different patients. In the clinical trial we study, the number of measurements available for each subject ranges from 4 to 8 with a median of 7, representing a sparse data scheme. Individual trajectories of CD4 cell counts and viral load (on the log 10 scale) are shown in Figure 1 . Generally, the cross-sectional trend for CD4 cell counts is upwards and that for viral load is downwards, reflecting the effect of the treatment. However, these graphs do not reveal the nature of the functional relationship between pairs of CD4 and viral load trajectories that pertain to the same subject. This relationship is of interest for predicting the time course of viral load from that of CD4 counts on at the individual level, as well as for a better understanding of the underlying time-dynamic relationship between CD4 counts and viral load. These considerations motivate a functional regression analysis and careful implementation of such an analysis is of interest for the case of sparse and irregular data as presented in this example (see Section 4).
Among functional regression models, linear models with functional predictors and scalar responses have been the most studied model type to date (Cardot et al., 1999 (Cardot et al., , 2003 (Cardot et al., , 2007 James and Silverman, 2005; Cai and Hall, 2006; Hall and Horowitz, 2007; Crambes et al., 2009) . The case of functional responses was introduced in Ramsay and Dalzell (1991) , see also Faraway (1997) .
Investigations of functional linear regression models with functional responses typically employ a basis representation of the response trajectories (see, e.g. Rice and Wu, 2001; Sy et al., 1997) .
Specifically aiming at regression analysis for data from longitudinal studies, where measurements often are sparsely sampled and noisy, Yao et al. (2005b) proposed a version of the functional linear regression model, in which both predictors and responses are functions.
Using functional principal component analysis, the functional linear model can be decomposed into a series of simple linear regressions between the functional principal components (FPCs) of the response trajectories and those of the predictor trajectories, both of which may be estimated through conditional expectations (Yao et al., 2005a; . While this model is quite flexible and allows for widely varying patterns regarding the timing of the measurements that are obtained for predictor and response trajectories, using the conditional response FPCs in the estimating process is suboptimal, because one can only estimate the functional principal component FPCs conditionally on the observed response measurements, as the true FPCs are not available and cannot be directly targeted in the case of sparse response measurements.
This initial conditioning step has nothing to do with the targeted regression relation and the conditional FPCs contain less information about the regression than the original data, so that this conditioning step is not advisable if the aim is prediction in a functional regression framework.
Motivated by these considerations, we propose response-adaptive functional regression (RARE) as an alternative. The guiding principle of RARE is to model the regression relationship by conditioning the sparsely observed response measurements directly on the predictors, thereby omitting the preliminary and actually counterproductive intermediate step of modeling the response trajectories. In this way, one bypasses the usually employed basis or other representation of the response trajectories, making it possible to target the regression relationship of the response trajectories with the predictors directly. We demonstrate in simulations and applications to growth curves and AIDS longitudinal studies that the proposed RARE approach leads to improved prediction of response trajectories for predictors that are scalar, multivariate or functional.
The paper is organized as follows. In Section 2 we provide a brief review of established functional linear regression methods. The proposed response-adaptive regression model and estimators are introduced in Section 3. Simulation studies that demonstrate the improvements in prediction for the RARE model can be found in Section 4. This is followed in Section 5 by a report on applications of the proposed model to Kiwi weight growth data and an analysis of the dynamic relationship between viral load and CD4 cell counts in AIDS clinical trials.
Review of Functional Linear Regression Model for Sparse and Irregular Data
In the functional linear regression models we consider here, predictors X and responses Y are assumed to be non-stationary smooth random functions in L 2 (S) and L 2 (T ), respectively, with smooth mean functions µ X (s) = EX(s), µ Y (t) = EY (t) and smooth auto-covariance functions
. It is assumed that processes X and Y possess Karhunen-Loève expansions (Ash and Gardner, 1975) with representations
where φ j and ψ k are sequences of orthonormal eigenfunctions of associated auto-covariance operators that form a basis of the function space and are associated with sequences of non-increasing eigenvalues λ j and τ k , satisfying
The coefficients ξ j and ζ k are referred to as functional principal components (FPCs). They are sequences of uncorrelated random vari-ables, respectively, with means E(ξ j ) = 0, E(ζ k ) = 0 and variances var(
The functional linear regression model with response function Y and functional predictor X
where the bivariate regression coefficient function β(s, t) is smooth and square integrable. Under regularity conditions (He et al., 2000) , the regression coefficient surface β has the representation
In view of (1) and (3), model (2) can be further written as
where 
Therefore, the coefficients β jk in the representation of β(s, t) are the slopes of simple linear regressions through the origin between FPCs ζ k and ξ j .
Estimates of the mean functions and covariance functions for processes X and Y may be obtained by applying one-and two-dimensional local linear smoothers to the aggregated data from all subjects, respectively. The eigenfunctions and eigenvalues are then estimated through spectral decomposition of the discretized covariance surface estimates (Rice and Silverman, 1991) . From
(1), the FPCs can be represented as
respectively. These FPCs have traditionally been estimated by numerical integration. This method works well if the trajectories are fully or at least densely observed, but fails to provide reasonable approximations to the true FPCs when only sparse and irregular data are available.
In the latter case, we may obtain FPCs ξ j and ζ k by functional principal component analysis through conditional expectation (PACE), as described in Yao et al. (2005a) .
With estimatesφ j ,ψ k ,ξ ij ,ζ ik in hand, we infer the regression coefficient function β(s, t) from
whereβ jk is the estimated slope of regressingζ k onξ j without intercept, for j = 1, ..., J and k = 1, ..., K ; positive integers J and K are the number of principal components included in the model for predictors X and responses Y , respectively. Methods to choose J and K include one-curve-leave-out cross-validation, AIC and BIC type of criteria (Yao et al., 2005a) and FVE (fraction of variation explained; see Liu and Müller, 2008) . For a newly observed subject with sparse and irregular measurements, the predicted response trajectory becomeŝ 
where δ p (t) is the regression coefficient function associated with the p th predictor, p = 1, ..., P .
As in the case of functional predictors, one may employ basis representations
.., P , and then decompose (7) into a series of multiple linear regressions of the response FPCs against the vector predictors
Since the predictors may be correlated with each other, this model cannot be further decomposed into simple linear regressions between each ζ k and Z p , as was possible by using functional principal components of predictor functions due to their uncorrelatedness. Otherwise, estimation and prediction procedures are similar to those for the case of functional predictors.
The strength of this approach to linear functional regression lies in its flexibility to handle varying patterns of randomness in the timing of the measurements of predictor and response functions and its capability to handle sparse measurements that may be contaminated with additional measurement errors. However, the use of response FPCsζ k in estimatingβ jk (resp.
δ pk in the case of scalar or vector predictors) is suboptimal, because theζ k are estimates for the conditional expectations of the true FPCs ζ k , given the observed sparse and noisy response measurements, while the true response FPCs ζ k are not estimable in the case of sparse data.
The conditioning step to obtainζ k leads to information loss and to inefficient estimation and prediction in the framework of functional regression. These considerations motivate the responseadaptive regression approach for the case of sparsely sampled functional responses.
Response-Adaptive Regression for Sparsely Sampled Functional Responses

Response-Adaptive Regression Model
The central idea of the response-adaptive RARE approach is to model the regression relationship through conditioning the observed response measurements directly on the predictors, rather than conditioning the response FPCs on the predictor. Our objective is to predict an unknown response trajectory based on measurements of a new subject. We assume that the information available for the functional responses consists of noisy, sparse and irregular repeated measurements of the response trajectories. We first consider the case of functional predictors. The repeated observations that are available for these functional predictors can be either dense regular or sparse irregular; we provide a more detailed description for the latter case.
Let U il be the repeated measurements of the ith subject for the predictor and V im for the response, observed at times S i1 , ..., S iL i and T i1 , ..., T iM i , respectively. The distributions of these measurement times need not be uniform, but are assumed to have a density that is bounded away from zero, and the observed measurement times are assumed to be independent from the shapes of the trajectories. The number of measurements available for the i-th subject are denoted by L i (for predictors) and M i (for responses) and are assumed to be i.i.d. random variables, distributed as count variables L and M , which may be correlated but are independent of all other random observations. It is assumed that Conditioning on the observed number of measurements L i and
T of sparsely observed responses for the ith subject, is
If the numbers of principal components chosen to represent the predictor and response processes are J and K, respectively, model (9) can be approximated by
Considering the observed measurements from all subjects,
T and stack (10) for all n subjects, to obtain
This is a multiple linear regression model with response v and design matrix D. We then need to estimate the coefficient β and the intercept α to obtain the regression coefficient surface estimatê β(s, t) and obtain predicted responses for newly observed predictors.
Estimation of the Model Components
Suppose the unknown intercept function α(t) is initially approximated by an arbitrary function
. We further assume that for a sufficiently good approximation function η, α(t) − η(t) can be well approximated by the first K terms of this expansion.
Selecting K = K, we may simplify the above model to obtain
where
T , stacking models (13) leads to
While the design matrix R = (R (14) are then computed through weighted least squares, yielding
The estimate of the intercept function α(t) in model (4) isα(t) =μ Y (t) + K k=1θ kψk (t) and the estimate of the coefficient function β(s, t) is given by (5), withβ jk obtained as in (15).
Analogous to the coefficient of determination R 2 in standard linear regression (Draper and Smith, 1998) , the strength of a functional linear regression may be quantified by
see Müller and Yao (2008) . For sparsely observed responses, (16) suggests a sample based "quasi" R 2 measure, with the following empirical version,
Model for Scalar or Vector Predictors
We now consider the RARE model for the case of scalar or vector predictors. From (7), one has
Analogous to (10), model (18) adapted to sparsely sampled responses for the ith subject is
where K is the number of principal components that is chosen to represent the response Y and the design matrix
Stacking equations (19) across all subjects leads to the RARE model for the case of scalar or vector predictors. The estimation of model components and predictions for newly observed predictor vectors z * is similar to the procedures described in Section 3.2; details are omitted.
Simulation Studies
Simulation studies were carried out to compare the proposed response-adaptive regression (RARE) model and the functional linear regression (FLIN) model reviewed in Section 2 in terms of prediction error. In each simulation, we constructed 200 pairs of responses and predictors, where the response trajectories were sparsely observed, with the number of measurements for each response uniformly selected from {2,3,4,5} to reflect a high level of sparseness. Once the number of observations was determined, the locations of the measurement times were generated uniformly on [0, 5], separately for each response. We also considered responses with denser observations, with predictive performance for these cases reported in the supplementary material.
Simulations for the vector predictor case. We generated the vector predictors z = (Z 1 , Z 2 )
as multivariate normal random variables with means µ Z 1 = 3 and µ Z 2 = 2, variances σ The quality of predicted response curves was measured by the relative mean squared prediction error, defined as
The means and medians of the relative prediction errors for 500 Monte Carlo simulations are displayed in Table 1 . The RARE model consistently outperforms the FLIN model in all cases, especially for vector predictors, where the decrease in prediction error exceeds 50%. The gains in the dense predictor case are also quite large, approaching a 40% decrease in prediction error.
For the sparse predictor case, the improvement is somewhat smaller, but still corresponds to a 10% decrease in prediction error. As discussed in Section 3.2, the reason for smaller gains in the case of sparse predictors is that the predictor FPCsξ j used in the design matrix R are targeting the FPCs conditional on the available data, while the true FPCs are not estimable when only sparse data are available. The results show that the RARE model clearly improves upon the FLIN model and leads to better prediction of response trajectories.
Applications
Kiwi Weight Growth Data
Brown Kiwi is a species of birds endemic to New Zealand. Due to its status as a threatened species, monitoring growth and development of these birds is of great interest. In an ecological study carried out in New Zealand, a sample of n = 165 birds was monitored, of which 70 were wild birds and 60 were involved in the Operation Nest Egg (ONE) program. In this ecological program, Brown Kiwi eggs and chicks are removed from the wild and raised in captivity or a predator-free environment, on a so-called "crèche island", which in this case was the island Motuora near Auckland (see Colbourne et al., 2005) , and then are released back to the wild. An additional 35 birds were kept in captivity and monitored throughout their lives (Jones et al., 2009 ). For each bird, its weight (in grams) was recorded at multiple ages (days). Due to the uncertainty of recapture, the number and timing of measurements varied substantially between different birds.
In addition to weight and age, sex and status (captivity/crèche/wild) were also recorded for each bird. The complete data set is available at http://www-ist.massey.ac.nz/GJones.
We are interested in modeling and comparing the weight growth curves for birds in the wild and in captive status. Sex is a known covariate for weight growth so must be considered as well.
For birds released into the wild during the ONE program, only the weight measurements recorded while they were kept in captivity were included. Five birds started their lives at crèche island without being raised in captivity and were excluded from the analysis. We further truncated the weight trajectories at age 1000 days, because there were no data recorded for birds in captivity between days 1000 and 2500; one wild bird with no weight records before day 1000 was also excluded, so that the data for n = 159 birds were entered into the analysis. Of these, 69 are wild, 90 captive, 81 male and 78 female. The number of available weight measurements for each bird ranges from 1 to 69, with a median of 9 measurements, so the recordings of the weight trajectories are quite sparse and also very irregularly spaced in terms of age.
We consider the regression model (7) with log-transformed weight trajectories as responses and vector predictors z = (Z 1 , Z 2 ), where Z 1 and Z 2 are indicator variables for status and gender, respectively, with Z 1 = Z 2 = 0 indicating male wild birds. The smoothed mean function µ Y (t) for the weight trajectories is displayed in the left panel of Figure 2 . We find that after a rapid increase during the first 250 days of age, the weight increase slows down. The BIC criterion chose K = 2 principal components for response trajectories, explaining 97.8% of total variation. The estimates of the first two eigenfunctions are shown in the right panel of Figure   2 . While the first eigenfunction (explaining 84.0% of total variation) is relatively flat, and thus reflects a bird's overall weight level, the second eigenfunction (explaining 13.8% of total variation) has a prominent peak around day 500. Large positive values of the second functional principal component are associated with a lower starting level followed by a sharper increase in weight during the first 500 days, as compared to the mean function, followed by a subsequent larger degree of slowing of further weight increases compared to the average; negative values are associated with the opposite changes, relative to the mean trajectory.
The fitted log-weight trajectories obtained with the RARE approach, in comparison with those from FLIN, for the four groups are displayed in Figure 3 . We find that fits obtained with RARE generally appear to track the trajectories more closely, as compared to those obtained by fitting from the FLIN model, especially for the female captive birds. The improved fit is also reflected in the value of the quasi-R 2 measure Q (defined in (17)), which increases from 0.107 for FLIN to 0.231 for RARE.
To further investigate predictive performance, we computed the leave-one-subject-out relative prediction errors
is the predicted response for the ith bird, based on the model fitted with the data for the ith bird removed. The median of RPE (−i) was found to be 0.00137 for FLIN and 0.00056 for RARE. This substantial decrease in prediction error clearly demonstrates the improvement in prediction by that one may gain by applying the RARE approach.
Relationship between Viral Load and CD4 Cell Counts in AIDS Clinical Trials
As HIV-1 RNA copies (viral load) and CD4 cell counts are important virologic and immunologic markers for HIV-1 infection, their dynamic relationship during antiviral treatments is of interest. As the viral load measurement is more difficult to obtain and therefore often one has only longitudinal CD4 data available, in which case it is of interest to predict the associ-ated time course of viral load. The data for the following analysis were collected in accordance with AIDS Clinical Trials Group (ACTG) protocol 315 (Lederman et al., 1998) . These data are available at http://www.urmc.rochester.edu/biostat/people/faculty/WuSite/index.htm and have also been studied in Liang et al. (2003) and Wu and Liang (2004) , who based their analysis on varying-coefficient models. The data consist of n = 46 patients with moderately advanced HIV-1 infection, for whom measurements of viral load and CD4 cell counts were available for the first 24 weeks of treatment.
Due to extreme sparsity of available measurements between the last two recorded treatment The fitted viral load trajectories, obtained from both RARE and FLIN approaches and overlaid with the observed measurements for 9 randomly selected patients, are displayed in Figure   5 . Overall, the RARE fits are clearly outperforming FLIN; this is in line with an observed substantial increase of quasi-R 2 from 0.053 for the FLIN model to 0.202 for the RARE model. In Figure 5 , the fitted curves generally are seen to track the observed measurements quite well in the beginning but not as well after about 20 or 30 days. This is consistent with our findings about the weakening relationship after day 20, which we deduce from the shape of the estimated regression coefficient surfaceβ(s, t) (see supplementary materials). Lastly, the median of the leave-one-subject-out prediction errors is 0.0264 for FLIN and 0.0196 for RARE, demonstrating the improvement in prediction that can be achieved by using the RARE approach.
Discussion
The proposed response-adaptive method for modeling functional linear regression (2) (or (7)) is a flexible approach that is applicable to the cases of scalar, multivariate or functional predictors.
Although the method is presented in the framework of sparsely sampled longitudinal responses, (Malfait and Ramsay, 2003) ; the RARE approach is applied for an increasing sequence t ∈ T , with predictors X(u) constrained to u ∈ [0, t] and responses Bootstrap inference is useful to empirically assess the significance of the functional regression (see, e.g., . Formal test procedures for the regression coefficients may be developed under Gaussian assumptions, extending the approach described for confidence regions in Yao et al. (2005a) . Another extension of interest is the inclusion of multiple functional predictors, simply by including the principal components of multiple predictors in the design matrix R in (14). 
