Abstract: This paper provides a concise and up-to-date analysis of the foundations of performance robustness of a linear-quadratic class of servo-systems with respect to variability in a stochastic environment. The dynamics of servo-systems are corrupted by a standard stationary Wiener process and include input functions that are controlled by controllers. Basic assumptions will be that controllers have access to the current value of the states of the systems and would like to learn about performance uncertainty of the systems that is now affected by other noncooperative learners, i.e. model deviations and environmental disturbances named Nature. The controller considered here optimizes a multi-objective criterion over time where optimization takes place with high regard for possible random sample realizations by Nature who may more likely not be acting in concert. It is found that the optimal servo in the finite horizon case is a novel two-degrees-of-freedom controller with: one, a feedback controller with state measurements that is robust against performance uncertainty; two, a model-following controller that minimizes the difference between the reference model and the system outputs.
INTRODUCTION
In recent works Pham (2000) through Pham (2007) , the statistical control theory for a class of optimal stochastic regulator problems has been developed for the task of returning systems to either zero or pre-specified states in a complete statistical description of Chi-squared random measures of performance. In fact, this regulator problem class is a special case of a wider class of problems where it is required that the outputs of a system follow a reference signal which in turn belongs to a known class of signals. The present research investigation now examines a possible extension of this generalized stochastic regulator theory developed so far in such a way that the resulting servo controller consists of a feedback controller together with a model-following controller involving processing of the desired reference signals to ensure the outputs of a linear stochastic system follow as closely as possible the outputs of a reference system in accordance of a given target probability density function of Chi-squared random measure of performance. To the best knowledge of the author, the theoretical development in the sequel appears to be the first of its kind and its novel solution concepts are related well with the extensive literature on tracking and feedforward control design problems such as the earlier works of Davison (1973 Davison ( , 1976 and Yuksel (2006) ; just to name a few. Most of these works only considered the traditional measure of average performance using dynamic programming approach.
The results here will effectively address two key issues that have not been dealt with so far in the stochastic control literature; namely, how to quantify higher-order characteristics of performance uncertainty with respect to all sample realizations of the underlying stochastic process (i.e. Nature) and how to design new model-following strategies that directly influence the performance distribution and robustness. Therefore, the enabling solution included here will bring one step closer the realization of optimal tracking of stochastic systems with multi-attribute performance guarantees. Future work will answer the question of applications as may be seen in longitudinal acceleration command tracking, speed capture systems, and etc.
PERFORMANCE-MEASURE STATISTICS
Precisely stated, both state and output dynamics of a stochastic linear system modeled on [t 0 , t f ] are given by
where the deterministic coefficients
is the p-dimensional Wiener process starting from t 0 with action space of Ω, which is independent of the known x(t 0 ) x 0 . {F t≥t0>0 } is its filtration on a complete filtered probability space (Ω, F, {F t≥t0>0 }, P) over [t 0 , t f ] with the correlation of independent increments 
is robust against Nature's actions ω so that the resulting system outputs z ∈ L
In addition, the stochastic system (1) in the absence of process noises is supposed to be uniformly exponentially stable. That is, there exist positive constants η 1 and η 2 such that the pointwise matrix norm of the closed-loop state transition matrix satisfies the inequality
is also uniformly exponentially stable. Associated with the admissible 3-tuple (
, and invertible R ∈ C([t 0 , t f ]; R m×m ) are deterministic, symmetric and positive semi-definite relative weighting of the terminal state, state trajectory, and control input.
In view of the linear system (1)-(2) and the quadratic performance-measure (5), admissible control laws are therefore, restricted to being generated by the mapping γ :
) with the rule of actions
are, respectively, the admissible feedback gain and the feedforward gain on the reference model states from restraint sets which are yet to be defined. To convert the stochastic servo problem to a stochastic regulator problem, it requires to define augmented state variables and system parameters 
which lead to the equivalent performance-measure of (5) (7) subject to the augmented system of (1)
As previously established by Pham (2000 )-Pham (2005 , the following theorem contains an efficient and tractable procedure for calculating all the performance-measure statistics of any order that completely capture the performance uncertainty of the augmented stochastic system (8) and (7). (7) is given by
with the terminal-value conditions
Note that this computational procedure now allows the incorporation of classes of linear-feedback strategies in the statistical control problems. Moreover, these performancemeasure statistics or cumulants (9) are then interpreted in terms of variables and system parameters of the original servo as follows
provided that the matrix partition is of the form
from which the components
, and
implicitly depend on K x and K x d and satisfy the cumulant-supporting equations
PROBLEM STATEMENTS
Although different states x(t) will result in different values for the "performance-to-come" wherein (7) is redefined with the lower integration limit t 0 being replaced by the running variable α, the cumulant values are however, functions of time-backward evolutions of the cumulantgenerating variables
) and do not take into account of all the intermediate values x(t).
This fact therefore makes the new optimization problem as being considered in statistical control particularly unique as compared with the more traditional dynamic programming class of investigations. In other words, the time-backward trajectories (15)-(21) should be considered as the "new" dynamical equations for statistical control from which the resulting Mayer optimization and associated value function in the framework of dynamic programming Fleming (1975) For notational simplicity and compact formulation, it is required to introduce the convenient mappings to denote the right members of (15)-(21)
with the rules of action
where the components of k-tuple variables H 11 , H 12 , H 22 and D defined by
. Thus, the product mappings of the equations (15)-(21)
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under the obvious definitions
Recall that the product system uniquely determines H 11 , H 12 , H 22 , and D once admissible feedback and feedforward gains K x and K x d are specified. Therefore, it should be considered
The performance index in the statistical control problem can now be formulated in
with μ 1 > 0. Then for the given 3-tuple (t 0 , x 0 , x d0 ), the performance index in statistical control for explicit model-following problems is given by
with the rule of action
where the scalar, real constants μ i represent parametric design freedom and the unique solutions
, and {D i (α)} k i=1 evaluated at α = t 0 satisfy the dynamic equations of motion (22)
-(25).
It is worth to observe the performance index (26) adopts a new and comprehensive optimization criterion which introduces additional parametric design freedom in the class of feedback control laws that will then result in a broad class of problem solutions as one can directly derive from these solutions to other related results in LQG and Risk-Sensitive control problems. More importantly, the ultimate objective here is to introduce a competition among performance-measure statistics as they directly influence on the performance distribution of (5) 
and subject to the equations of motion (22)-(25).
By adapting to the initial cost problem and the terminologies present in statistical control, the Hamilton-JacobiBellman (HJB) equation satisfied by the value function is derived from the excellent treatment in Fleming (1975 
the partial differential equation of dynamic programming 0 = min
is satisfied. The boundary condition for (27) is given by
, Z) be a continuously differentiable solution of (27) which satisfies the boundary condition (22)- (25) 
are optimal feedback and feedforward gains. Moreover
where
is the value function.
STATISTICAL CONTROL SOLUTION
Recall that the optimization problem being considered herein is in "Mayer form" and can be solved by applying an adaptation of the Mayer form verification theorem of dynamic programming given in Fleming (1975) . In the framework of dynamic programming, it is often required to denote the terminal time and states of a family of optimization problems by (ε, 
Replacing the guess solution (30) into the HJB equation (27), one obtains
Differentiating the expression within the bracket (32) with respect to K x and K x d yields the necessary conditions for an interior extremum of the performance index (26) on the finite horizon
where matrices M 0 11
x d0 x T 0 , and M 0 22
. Because these matrices are arbitrary and have rank one, the extremizing K x and K x d must be
in which μ r = μ i /μ 1 . In view of (35) and (36), the value of the expression inside of the bracket of (32) becomes
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The minimum of (37) equal to zero for any ε 
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