In the Gauss sum
the Jacobi symbol χ N (m) is defined in terms of the Legendre symbols χ p i (m) with respect to the
Here, the Legendre symbol χ p i (m) for a prime number p i is
+1 if m ̸ ≡ 0(modp i ) and m = x 2 (modp i )for some integer x; −1 otherwise.
If N is square-free, the Jacobi symbol is a primitive Dirichlet character modN . As shown in
Ref.
[1], the Gauss sum then has the following important properties
If, in addition, (a, N ) > 1, by definition of the Jacobi symbol we'll have
The general formula for the case that N is not square-free can be found in ref.
[1] (p94, Exercise 12). Here, we only need the special case where (a, N ) = 1. Then, the general formula evaluates to
II. QUANTUM NETWORK FOR EXTENDED EUCLIDEAN ALGORITHM
In the main paper and methods, we point out that U 1 (greatest common divisor computation)
and the key part of U 2 (Jacobi symbol computation) 
III. COMPLEXITY ESTIMATION OF THE ALGORITHM
In the complexity estimation of the algorithm (see methods), we made two arguments 2. for an odd integer N , application of Ω will directly yield the square part of N with probability larger than (φ(N )/N ) 2 .
Now we explain why the above arguments are valid.
A. Proof of argument 1
We now prove that at measurement M 2 , if (o, N ) is a square number z 2 , then it must be equal to s 2 . To prove this, set o = tz 2 and N = xz 2 .
We need to evaluate G(tz 2 , χ). First it is rewritten as
Let m = kx + j, where 0 ≤ k ≤ z 2 − 1 and 0 ≤ j ≤ x − 1 such that (kx + j, N ) = 1. As
there is
Since for a certain j
hence
According to the Gauss sum formula, G(tz 2 , χ) ̸ = 0 if and only if x is square-free. Then as the square-free decomposition is unique, x must be r and z 2 must be s 2 .
B. Proof of argument 2
For o = ts 2 and (t, N ) = 1, we then have
Now it is obvious that the probability of obtaining o such that o = ts 2 and (t, N ) = 1 is
As the probability that the algorithm not terminate at measurement M 1 is (φ(N )/N ), the probability that the algorithm proceeds to measurement M 2 and gives the square part s 2 would be r φ(r) 
Algorithm -binary GCD algorithm.
Supplementary Figure S1 : Classical binary GCD algorithm for computing greatest common divisor.
Input : N and m, N is odd, (m,N)=1. Output: r, such that r=ʖ N (m).
if (v mod 4=3) and (u mod 4=3) then r=-r; 10.
if (u mod 8=3) or (u mod 8=5) then r=-r; 13. } 14. Return r.
Algorithm -binary Jaocbi symbol algorithm.
Supplementary Figure S2 : Classical binary algorithm for computing Jacobi symbol. 
