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Povzetek
Naslov: Polinomsko razpoznavanje prasˇtevil
Avtor: Branka Kojic´
Zˇe tisocˇletja poznamo problem razpoznavanja prasˇtevil, vendar je to vcˇasih
veljalo za bolj teoreticˇen problem. Sˇele v 20. stoletju so znanstveniki ugo-
tovili, kako zelo pomemben je ta problem tudi za prakticˇne namene, saj so
bili kriptografski sistemi zasnovani na podlagi velikih prasˇtevil. Razvili so
se polinomski verjetnosti algoritmi, ki so v praksi zelo uporabni in zadostni
za potrebe varnih kriptografskih sistemov, vendar pri izvajanju verjetnostnih
algoritmov vedno obstaja majhna mozˇnost, da podajo nepravilen rezultat.
Sˇe vedno je obstajalo vprasˇanje, ali obstaja polinomski deterministicˇni algo-
ritem za razpoznavanje prasˇtevilskosti. Tak algoritem so leta 2002 predstavili
trije indijski znanstveniki Agrawal, Kayal in Saxena.
V diplomski nalogi smo pregledali najbolj znane algoritme za dan problem
in podrobno opisali prvi polinomski deterministicˇni algoritem AKS ter ga
dokazali. Predstavljena je tudi implementacija tega algoritma.
Kljucˇne besede: AKS, algoritem, prasˇtevilo.

Abstract
Title: Polynomial primality testing
Author: Branka Kojic´
We have known the problem of prime numbers recognition for thousands of
years, but it has been considered a more theoretical problem. It was not until
the twentieth century that scientists realized the importance of this problem
for practical purposes as well, since cryptographic systems were designed on
the basis of large prime numbers. Scientists developed randomized polyno-
mial algorithms, which are in practice very useful and sufficient for the needs
of secure cryptographic systems. There was still open question of whether
there was a polynomial deterministic algorithm for testing primes. Such an
algorithm was introduced in 2002 by three Indian scientists Agrawal, Kayal
and Saxena.
In the thesis we examined the most known algorithms for the given problem
and described the first polynomial deterministic algorithm AKS and proved
it. We also presented an implementation of algorithm AKS.
Keywords: AKS, algorithm, prime number.

Poglavje 1
Uvod
Prasˇtevila so povsod okoli nas, cˇeprav se velika vecˇina ljudi tega ne zaveda.
Prvicˇ so nam predstavljena v osnovni sˇoli in po navadi jim ne pripisujemo
velikega pomena, saj si ne znamo predstavljati, kje se dejansko lahko upo-
rabljajo in zakaj so tako zelo pomembna za nasˇ svet. Njihova lepota in
skrivnost je v tem, da je sˇe zmeraj odprtih ogromno vprasˇanj, na katere sˇe
ne poznamo odgovora. Znanstveniki se z njimi ukvarjajo zˇe tisocˇletja, a sˇe
vedno predstavljajo veliko uganko v matematicˇnem svetu.
Z razvojem informacijske tehnologije se je povecˇala potreba po raziskovanju
teh posebnih sˇtevil, kajti veliko vlogo imajo v varnih metodah za elektronsko
izmenjavo informacij. Leta 1977 se je tako razvil algoritem RSA, ki sˇe danes
predstavlja osnovo vseh enkripcijskih metod. Ideja tega algoritma je, da je
enostavno pomnozˇiti dve veliki prasˇtevili, po drugi strani je pa tezˇko ugotoviti
prasˇtevilske faktorje danega sˇtevila. Leta 1640 je matematik Pierre de Fermat
prvi ugotovil, kako prepoznati prasˇtevilo brez uporabe znanja o deliteljih.
Kasneje se je na podlagi te ugotovitve razvil verjetnostni test prasˇtevilskosti,
ki ga imenujemo Miller - Rabinov test, za katerega pa obstaja mozˇnost, da
ne vrne pravega odgovora, a je sˇe vseeno prakticˇen in je sˇe danes uporaben
pri enkripciji sporocˇil z uporabo metode RSA.
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Pojavi pa se vprasˇanje ali obstaja test za prasˇtevilskost, ki bi bil determini-
sticˇen in brezpogojen. Sˇele leta 2002 smo dobili odgovor na to vprasˇanje, ko
so trije indijski znanstveniki Agrawal, Kayal in Saxena objavili svoj cˇlanek, ki
je nemudoma pritegnil pozornost vseh matematikov, saj je njihov algoritem
predstavljen zelo elegantno in razumljivo. Algoritem AKS je prvi determi-
nisticˇni algoritem, ki se izvede v polinomskem cˇasu in odlocˇi ali je vhodno
sˇtevilo prasˇtevilo ali sestavljeno sˇevilo.
V diplomski nalogi bomo predstavili osnovne lastnosti prasˇtevil in algorit-
mov, nato pa si bomo podrobneje pogledali idejo algoritma AKS, ga dokazali
na cˇim bolj razumljiv nacˇin ter si pogledali nekaj enostavnih primerov izva-
janja.
Poglavje 2
Prasˇtevila
V tem poglavju si bomo pogledali osnovne znacˇilnosti prasˇtevil, definicije in
izreke, ki nam bodo olajˇsali razumevanje naslednjih poglavij.
2.1 Osnovne definicije in izreki
Za zacˇetek bomo definirali prasˇtevila in se osredotocˇili na eno izmed po-
membnejˇsih lastnosti – deljivost sˇtevil.
Definicija 2.1 (Prasˇtevilo) Prasˇtevilo je naravno sˇtevilo, ki je vecˇje od 1
in je deljivo le s sˇtevilom 1 in s samim seboj, torej ima natanko dva delitelja.
Naravno sˇtevilo, ki je vecˇje od 1 in ni prasˇtevilo, pa imenujemo sestavljeno
sˇtevilo.
Definicija 2.2 (Delitelj) Naj bosta n, k ∈ Z. Sˇtevilo k je delitelj sˇtevila n,
cˇe obstaja tako sˇtevilo m, da velja k ·m = n. To zapiˇsemo kot k|n oziroma
pravimo, da je sˇtevilo n deljivo s k.
Izrek 2.3 Naj bodo a, b, c ∈ Z. Cˇe velja a|b in a|c, potem prav tako velja
a|(b + c), a|(b − c) in a|b · c. Vsak delitelj sˇtevila b deli vsakega vecˇkratnika
sˇtevila b, kar matematicˇno zapiˇsemo: cˇe a|b in b|c, potem velja, da a|c.
Dokaz. Cˇe velja a|b in a|c, potem po zgornji definiciji 2.2 velja, da lahko b
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zapiˇsemo kot b = a · k1 in podobno c = a · k2. Iz tega sledi, da je b + c =
a · k1 + a · k2 = a · (k1 + k2). Torej velja a|(b+ c). Podobno bi lahko dokazali
tudi za sˇtevili b− c ter b · c.
Drugi del izreka pa pravi, da a|b in b|c, kar zapiˇsemo kot b = a ·k1 in c = b ·k2.
Iz tega sledi, da je c = a · k1 · k2, torej c = a · (k1 · k2). Sledi a|c. 
Definicija 2.4 (Najvecˇji skupni delitelj, najmanjˇsi skupni vecˇkratnik)
Najvecˇji skupni delitelj gcd (a, b) danih sˇtevil a in b je najvecˇje sˇtevilo, ki deli
a in b. Najmanjˇsi skupni vecˇkratnik lcm(a, b) danih sˇtevil a in b je najmanjˇse
sˇtevilo, ki je hkrati vecˇkratnik sˇtevil a in b.
Sˇtevili a in b sta si tuji, cˇe je velja gcd (a, b) = 1, kar pomeni, da je njun
najvecˇji skupni delitelj sˇtevilo 1.
Sedaj pa si poglejmo sˇe osnovni izrek o deljenju.
Izrek 2.5 Naj bo a ∈ Z in b ∈ N. Potem obstajata celi sˇtevili q in r, da
velja
a = qb+ r. (2.1)
Pri tem velja 0 ≤ r < b. Pravimo, da sˇtevilo b deli a z ostankom r.
Dokaz. [12, str. 29]. 
Poglejmo si sˇe eno izmed lastnosti, ki je tesno povezana z deljivostjo – kon-
gruentnost. Kongruence je uvedel Carl Friedrich Gauss konec 18. stoletja.
Ugotovil je namrecˇ, da se deljenci velikokrat obnasˇajo kot ostanki pri delje-
nju, kar nam pride prav, saj je mnozˇica ostankov omejena.
Definicija 2.6 (Kongruenca) Kadar imata sˇtevili a, b ∈ Z isti ostanek pri
deljenju z naravnim sˇtevilom n ≥ 2, pravimo, da sta sˇtevili a in b kongruentni
po modulu n.
Pravimo tudi, da sta a in b kongruentni po modulu n natanko tedaj, ko
n|(a− b). To lastnost matematicˇno zapiˇsemo a ≡ b (mod n).
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Definicija 2.7 (Red sˇtevila) Red sˇtevila n po modulu r je najmanjˇse po-
zitivno celo sˇtevilo k, da velja nk ≡ 1 (mod r). Oznacˇili ga bomo z ordr(n).
V nadaljevanju bomo definirali binomske koeficiente, ki se pojavijo pri po-
tenciranju vsote dveh elementov. Razlozˇili bomo binomski izrek, ki nam bo
kasneje v veliko pomocˇ.
Definicija 2.8 (Binomski koeficient) Binomski koeficient zapiˇsemo kot(
n
k
)
. Z njim oznacˇujemo sˇtevilo podmnozˇic mnozˇice S = {1, 2, .., n}, ki vse-
bujejo natanko k elementov. Velja naslednja enakost:
(
n
k
)
= n!
k!(n−k)! .
Izrek 2.9 Naj bosta a, b ∈ R. Velja
(a+ b)n =
n∑
k=0
(
n
k
)
akbn−k. (2.2)
Dokaz. Izrek bi lahko dokazali z indukcijo po stopnji n, vendar si poglejmo
bolj intuitiven dokaz.
Poglejmo izraz (a + b)n = (a + b)(a + b)...(a + b). Cˇlen tega izraza dobimo
tako, da iz vsakega oklepaja izberemo bodisi a bodisi b. V primeru, ko k-krat
izberemo a, to pomeni, da smo b izbrali (n−k)-krat. Produkt izbranih sˇtevil
je akbn−k.
Sedaj nas zanima sˇe koeficient, ki se pojavi ob tem cˇlenu. Koeficient ob
akbn−k je pa sˇtevilo nacˇinov, da a izberemo k-krat, torej ravno
(
n
k
)
. 
Ob koncu pregleda vseh potrebnih matematicˇnih osnov pa definirajmo sˇe
Eulerjevo funkcijo in potrdimo nasˇo domnevo o neskoncˇnosti mnozˇice vseh
prasˇtevil.
Definicija 2.10 (Eulerjeva funkcija) Eulerjeva funkcija φ(n) je sˇtevilo
sˇtevil med 1 in n, ki so tuja n.
Iz zgornje definicije lahko sklepamo, da velja φ(p) = p − 1, kadar je p
prasˇtevilo.
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Izrek 2.11 Prasˇtevil je neskoncˇno mnogo.
Dokaz. Izrek dokazˇimo s protislovjem. Recimo torej, da obstaja n ∈ N in ob-
stajajo prasˇtevila p1, ..., pn, tako da je {p1, p2, ..., pn} mnozˇica vseh prasˇtevil.
Poglejmo sedaj sˇtevilo q = p1 ·p2 · · ·pn+1. Ocˇitno je, da sˇtevilo q ni deljivo z
nobenim prasˇtevilom, ki je med vkljucˇno 2 in pn, saj je ostanek pri deljenju
vedno 1. To bi pomenilo, da je q prasˇtevilo, cˇeprav q /∈ {p1, p2, ..., pn}. To je
protislovje. 
2.2 Uporaba prasˇtevil
Prasˇtevila so v praksi zelo uporabna, na njih namrecˇ temelji vecˇina kripto-
grafskih metod. Najbolj zanimiv problem, povezan s prasˇtevili, je faktoriza-
cija [4]. To je razcep naravnega sˇtevila na zmnozˇek prasˇtevil.
Izrek 2.12 Vsako naravno sˇtevilo n je produkt oblike
n = pa11 · pa22 · · · pakk , (2.3)
kjer so pi prasˇtevila in ai pozitivna cela sˇtevila. Ta razcep je enolicˇen.
Izkazˇe se, da je veliko lazˇje najti veliko prasˇtevilo kot pa veliko sˇtevilo raz-
cepiti na prasˇtevilske faktorje. Zaradi tega je problem faktorizacije tako
zanimiv in cˇeprav se matematiki zˇe dolgo ukvarjajo z njim, sˇe vedno ne
poznamo ucˇinkovitega algoritma za njegovo resˇevanje. Ravno na tem pro-
blemu temeljijo sodobne kriptografske metode in ena izmed bolj znanih je
RSA.
Metodo RSA [15] so leta 1977 razvili Ronald Rivest, Adi Shamir in Leo-
nard Adleman. Temelji na uporabi dveh razlicˇnih kljucˇev, javnega in zaseb-
nega. Javni kljucˇ je dostopen vsem, medtem ko ima dostop do zasebnega
kljucˇa le udelezˇenec sam. Takemu nacˇinu sˇifriranja pravimo asimetricˇno
sˇifriranje.
Poglejmo koncept takega sˇifriranja. Naj bo A oseba, ki zˇeli poslati sporocˇilo
osebi B. Oseba A sporocˇilo sˇifrira najprej s svojim zasebnim kljucˇem, nato pa
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sˇe z javnim kljucˇem osebe B. Oseba B to sˇifrirano sporocˇilo najprej desˇifrira
s svojim zasebnim kljucˇem, nato pa sˇe z javnim kljucˇem osebe A. Tako je
lahko oseba B tudi prepricˇana, da je posˇiljatelj res oseba A.
Zˇeleli bi torej, da je funkcija, ki sporocˇilo sˇifrira, dokaj enostavna, desˇifrirna
funkcija pa zapletena, da je ne bi mogel izvesti nihcˇe drug razen tistega, ki mu
je sporocˇilo namenjeno. Algoritem RSA zato uporablja mnozˇenje dveh velikih
prasˇtevil kot funkcijo za sˇifriranje in faktorizacijo kot funkcijo za desˇifriranje.
Tezˇava pri uporabi tega algoritma bi se torej pojavila, cˇe bi nasˇli algoritem, ki
bi v polinomskem cˇasu razcepil sˇtevilo na prafaktorje. Leta 1994 je sicer Peter
Shor predstavil Shorov algoritem za kvantne racˇunalnike, vendar zaenkrat sˇe
ni uporaben v praksi.
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Poglavje 3
Algoritmi za testiranje
prasˇtevilskosti
V tem poglavju bomo razlozˇili, kaj sploh so algoritmi, pogledali si bomo
njihove osnovne znacˇilnosti, kot so cˇasovna zahtevnost, deterministicˇnost in
podobno, kar nam bo prav priˇslo v razlagi konkretnih algoritmov. Nato si
bomo pogledali osnovne algoritme za testiranje prasˇtevilskosti, ki so najbolj
uporabni v praksi.
3.1 Splosˇno o algoritmih
Algoritem je zaporedje korakov, ki nas v koncˇnem cˇasu pripeljejo do resˇitve
problema. Zapisani so lahko na vecˇ razlicˇnih nacˇinov, na primer v naravnem
jeziku, psevdokodi ali pa s pomocˇjo programskega jezika. V diplomski na-
logi se bomo zaradi lazˇjega razumevanja osredotocˇili na pisanje algoritmov v
psevdokodi.
Zelo pomembna lastnost algoritma je njegova kompleksnost oziroma ucˇinkovi-
tost. Marsikdaj se tudi zgodi, da algoritem v teoriji deluje zelo ucˇinkovito,
v praksi pa se izkazˇe drugacˇe, saj imajo velik vpliv na izvajanje tudi zunanji
dejavniki, na primer prostor ali cˇas.
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Definicija 3.1 (Cˇasovna zahtevnost) Cˇasovna zahtevnost algoritma je
cˇas, ki ga algoritem potrebuje za resˇitev problema dane velikosti.
Jasno je, da so si racˇunalniki razlicˇni med seboj, zato pri racˇunanju cˇasovne
zahtevnosti ne moremo vzeti za enoto sekunde ali minute, temvecˇ vzamemo
osnovno racˇunsko operacijo. Sˇtejemo torej sesˇtevanje, odsˇtevanje, mnozˇenje
in deljenje, pa tudi primerjavo dveh spremenljivk med seboj.
Definicija 3.2 (Prostorska zahtevnost) Prostorska zahtevnost algoritma
je kolicˇina porabljenega prostora, ki ga algoritem potrebuje za resˇitev problema
dane velikosti.
V nadaljevanju se bomo osredotocˇili na cˇasovno zahtevnost [8].
Cˇasovno zahtevnost lahko opiˇsemo kot aproksimacijo cˇasa, ki ga algoritem
porabi za dolocˇene vhodne podatke. Ko govorimo o cˇasovni zahtevnosti,
uporabljamo notacijo veliki O. Ta nam pove, koliksˇen je aproksimiran cˇas v
najslabsˇem primeru, torej nam predstavlja zgornjo mejo cˇasovne zahtevnosti.
Zanima nas ucˇinkovitost algoritma glede na velikost vhodnih podatkov, ki jo
oznacˇimo z n. Cˇe je cˇas konstanten, to pomeni, da algoritem ni odvisen od
vhodnih podatkov. Ucˇinkovitost algoritmov je namrecˇ zelo pomembna, kajti
pogosto se zgodi, da ni tezˇko razviti algoritma, ki resˇi problem, pravi izziv
pa je razviti algoritem, ki bo to storil v kratkem cˇasu. Preden se torej lotimo
pisanja algoritma, ki smo si ga zamislili, je priporocˇljivo razmisliti, koliko
cˇasa bo potreboval za dejanske vhodne podatke. Ideja je, da predstavimo
njegovo cˇasovno zahtevnost s funkcijo, katere parametri so enaki velikosti
vhodnih podatkov. Tako lahko zˇe pred implementacijo ugotovimo ali bo nasˇ
algoritem dovolj ucˇinkovit za dan primer. Cˇasovno zahtevnost zapiˇsemo kot
O(f(n)). Spremenljivka n oznacˇuje velikost vhodnih podatkov, na primer
velikost tabele, dolzˇino niza.
V vecˇini primerov nas torej zanima hitrost rasti zahtevnosti algoritma glede
na velikost vhodnih podatkov. Porabo cˇasa, prostora, sˇtevila procesorjev
ipd. zˇelimo opisati z neko funkcijo f(n). Poglejmo definicijo asimptoticˇne
rasti funkcije [12].
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Definicija 3.3 Funkcija g(n) je reda O(f(n)), kadar obstaja konstanta C > 0,
tako da velja g(n) ≥ C · f(n) za vse dovolj velike n.
Ko govorimo o hitrih algoritmih, po navadi govorimo o algoritmih, ki so izve-
dljivi v polinomskem cˇasu. To so tisti algoritmi, katerih cˇasovna zahtevnost
je reda O(nk), kjer je k konstanta in n velikost vhodnega podatka. V naspro-
tju s tem pa poznamo tudi eksponentne algoritme, kjer je cˇasovna zahtevnost
O(an). Jasno je, da so taki algoritmi precej pocˇasnejˇsi.
V diplomski nalogi se bomo osredotocˇili na racˇunanje porabe sˇtevila bitov,
ki jih potrebujemo. Velikost sˇtevila n je torej dlog ne, zato bo tudi cˇasovna
zahtevnost polinomska, kadar bo veljalo O(logk n).
Algoritme locˇimo na deterministicˇne in verjetnostne. Deterministicˇni algo-
ritem se za isti vhod vedno enako obnasˇa in vrne isti rezultat. V nasprotju
s tem pa verjetnostni algoritem temelji na nakljucˇju, zato lahko ob istem
vhodu dobimo drugacˇen rezultat.
Zgoraj nasˇteti dejavniki vplivajo tudi na to, v kateri razred zahtevnosti sodijo
algoritmi. Predstavili bomo dva najpomembnejˇsa razreda.
Definicija 3.4 (Razred P) Razred P je razred problemov, ki so resˇljivi z
deterministicˇnimi algoritmi, katerih cˇasovna zahtevnost je reda O(nk), kjer
je n velikost vhodnega podatka.
Definicija 3.5 (Razred NP) Razred NP je razred problemov, ki so resˇljivi
z nedeterministicˇnimi polinomskimi algoritmi, zato lahko pravilnost njihovih
resˇitev preverimo v polinomskem cˇasu.
3.2 Naivni algoritem
Eden izmed najbolj enostavnih algoritmov za ugotavljanje prasˇtevilskosti de-
luje tako, da vhodno sˇtevilo delimo z vsakim pozitivnim sˇtevilom, ki je manjˇse
od vhodnega in vecˇje od 1, ter ugotavljamo ali je deljivo ali ne. Vemo, da
ima vsako sestavljeno sˇtevilo vsaj enega delitelja, ki je manjˇsi ali enak od
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korena tega sˇtevila, zato nam ni treba preveriti vseh sˇtevil, ki so manjˇsa od
vhodnega. Kljub temu, da ta nacˇin vrne pravilen rezultat, ni primeren za
velika sˇtevila, saj je potrebno veliko sˇtevilo iteracij in posledicˇno veliko cˇasa.
Algoritem 1 Enostaven algoritem
Vhod: sˇtevilo n
1: i = 2
2: while i ≤ √n do
3: if i|n then
4: return n je sestavljeno sˇtevilo in koncˇaj
5: end if
6: i← i+ 1
7: end while
8: return i je prasˇtevilo in koncˇaj
Izracˇunajmo cˇasovno zahtevnost predstavljenega algoritma. Vemo, da je n
vhodno sˇtevilo. Za zapis tega sˇtevila potrebujemo besedo dolzˇine d = dlog ne.
Opazimo lahko, da bomo delili najvecˇ O(
√
n)-krat, kar lahko zapiˇsemo kot
O(
√
2d) = O(2d/2). Ocˇitno je torej, da ima naivni algoritem eksponentno
cˇasovno zahtevnost, zato se v praksi ne izkazˇe najbolje za velika vhodna
sˇtevila n.
3.3 Eratostenovo sito
Sˇe eden izmed preprostejˇsih algoritmov je Eratostenovo sito [12]. Ta metoda
najde vsa prasˇtevila med 2 in n, ki je vhodni podatek.
Metoda deluje tako, da zaporedoma cˇrtamo vecˇkratnike prasˇtevil. Najprej
si zapiˇsemo vsa sˇtevila med 2 in n. Precˇrtamo vse vecˇkratnike sˇtevila 2 in
se nato premaknemo na naslednje neprecˇrtano sˇtevilo, za katerega je ocˇitno,
da je prasˇtevilo. Nato precˇrtamo vse vecˇkratnike tega sˇtevila in tako na-
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daljujemo, dokler ne pridemo do sˇtevila d√ne. Vsakicˇ, ko pridemo do ne-
precˇrtanega sˇtevila, ga dodamo v tabelo prasˇtevil, ki jo na koncu izpiˇsemo.
Po koncˇanem cˇrtanju vecˇkratnikov se zato sprehodimo do sˇtevila n in do-
damo preostala neprecˇrtana sˇtevila v tabelo prasˇtevil.
Algoritem 2 Metoda Eratostenovo sito
Vhod: sˇtevilo n
1: i = 2
2: while i ≤ d√ne do
3: if i je neprecˇrtan then
4: i dodaj v tabelo prasˇtevil in
5: cˇrtaj vsa sˇtevila oblike m = k · i ≤ n, kjer je k ≥ i
6: end if
7: i = i+ 1
8: end while
9: while i ≤ n do
10: if i je neprecˇrtan then
11: i dodaj v tabelo prasˇtevil
12: end if
13: end while
14: return vrni tabelo prasˇtevil in koncˇaj
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3.4 Fermatov test
V nadaljevanju bomo spoznali dva najbolj znana verjetnostna algoritma.
Prvi bo Fermatov test, ki temelji na malem Fermatovem izreku, ki pravi, da
za p ∈ P in 1 ≤ a < p velja
ap−1 ≡ 1 (mod p). (3.1)
Podrobneje bomo ta izrek predstavili in dokazali v naslednjem poglavju. Za-
enkrat poglejmo le, kako s pomocˇjo njega testiramo prasˇtevilskost.
Algoritem 3 Fermatov test
Vhod: sˇtevilo n ≥ 2
1: nakljucˇno izberi seme a ∈ N; 1 ≤ a < n
2: if (an−1 − 1)%n = 0 then
3: return n je morda prasˇtevilo in koncˇaj
4: else
5: return n je zagotovo sestavljeno sˇtevilo in koncˇaj
6: end if
Po malem Fermatovem izreku sledi, da za vsa prasˇtevila n kongruenca drzˇi
ne glede na izbiro a-ja, zato v teh primerih algoritem vsakicˇ zakljucˇi izvajanje
v 3. vrstici in nam poda pravilen odgovor.
Kadar pa testiramo sestavljena sˇtevila, se zna zgoditi, da se obnasˇajo kot
prasˇtevila in zato tudi za njih za nek a velja kongruenca, ki jo testiramo.
Takim sˇtevilom n pravimo psevdoprasˇtevila, sˇtevilu a pa pravimo Fermatov
lazˇnivec za sestavljenost. Primer takih sˇtevil so vsa liha sestavljena sˇtevila
n v kombinaciji z a = n− 1.
Poglejmo primer za n = 9 in a = 8. Velja 88 = (82)4 ≡ 14 = 1 (mod 9).
Sklepali bi torej, da je 9 prasˇtevilo, kar pa ni res. To je razlog, da v praksi
ta algoritem zazˇenemo vecˇkrat, da cˇim bolj zmanjˇsamo verjetnost napake.
Kadar pa v 5. vrstici ugotovimo, da je n sestavljeno sˇtevilo, pravimo, da je
izbrano sˇtevilo a Fermatova pricˇa za sestavljenost.
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Obstajajo pa tudi sˇtevila, za katere algoritem vedno vrne napacˇen odgovor,
ne glede na izbor a-ja, saj nimajo Fermatovih pricˇ za sestavljenost. Pravimo
jim Carmichaelova sˇtevila [5]. To so sestavljena sˇtevila, za katere velja kon-
gruenca (3.1) za vse a. Primer takega sˇtevila je 561, ki ga lahko zapiˇsemo
kot 561 = 3 · 11 · 17.
Fermatov test ima kljub mozˇnosti napake vseeno velik pomen pri ugotova-
ljanju prasˇtevilskosti, saj na njem temeljijo algoritmi, ki so v praksi najbolj
uporabni in hitri.
3.5 Miller-Rabinov test
Naslednji verjetnostni algoritem, ki ga bomo obravnavali, je Miller-Rabinov
test [11]. Ta test temelji na malem Fermatovem izreku in je v praksi sˇe vedno
precej uporaben, cˇeprav obstaja majhna verjetnost, da nam vrne napacˇen re-
zultat. Seveda se ta napaka zmanjˇsuje s ponavljanjem poskusov z razlicˇnimi
semeni. Ta test je sˇe vedno hitrejˇsi od algoritma, ki ga bomo predstavili v
naslednjem poglavju, kar je tudi razlog, da je v praksi bolj uporaben, sploh
v primerih, kjer je dovoljena zelo majhna mozˇnost napake. Za primer, cˇe
ta test ponovimo 30-krat, je mozˇnost napake milijardinka, povrhu pa se sˇe
vedno prej izvede kot algoritem AKS.
Najprej poglejmo izrek, ki je osnova za implementacijo tega algoritma.
Lema 3.6 Naj bo p ∈ P in x ∈ Z tako sˇtevilo, da velja x2 ≡ 1 (mod p).
Potem velja x ≡ 1 (mod p) ali x ≡ −1 (mod p).
Dokaz. Hipoteza pravi, da velja x2 ≡ 1 (mod p). To lahko zapiˇsemo tudi
kot (x+ 1)(x− 1) = x2 − 1 ≡ 0 (mod p). Sledi, da je x+ 1 ≡ 0 (mod p) ali
x− 1 ≡ 0 (mod p) oziroma x ≡ 1 (mod p) ali x ≡ −1 (mod p). 
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Izrek 3.7 Naj bo p liho prasˇtevilo in piˇsimo p − 1 = d · 2l, kjer je d liho
sˇtevilo in l ≥ 1. Cˇe p ne deli a, potem
• ad ≡ 1 (mod p) ali
• a2i·d ≡ −1 (mod p) za nek i, kjer 0 ≤ i ≤ l − 1.
Dokaz. [12, str. 145]. 
Algoritem 4 Miller-Rabin test
Vhod: sˇtevilo n > 1
1: if n je sodo sˇtevilo and n > 2 or n = ab then
2: return n je zagotovo sestavljeno sˇtevilo in koncˇaj
3: end if
4: n− 1 = d · 2l in nakljucˇno izberemo a, kjer 1 ≤ a ≤ n− 1
5: if gcd (a, n) > 1 then
6: return n je zagotovo sestavljeno sˇtevilo in koncˇaj
7: end if
8: izracˇunaj b = ad (mod n)
9: if b = 1 then
10: return n je morda prasˇtevilo in koncˇaj
11: end if
12: izracˇunaj b, b2, b4, ..., b2
l−1
(mod n)
13: if nobeno izmed izracˇunanih sˇtevil ni kongruentno −1 po modulu n then
14: return n je zagotovo sestavljeno sˇtevilo in koncˇaj
15: end if
16: return n je morda prasˇtevilo in koncˇaj
Poglavje 4
Algoritem AKS
Leta 2002 so trije indijski znanstveniki Manindra Agrawal, Neeraj Kayal in
Nitin Saxena objavili cˇlanek z naslovom
”
Prasˇtevila so v P”, kjer so doka-
zali, da je problem razpoznavanja prasˇtevilskosti v razredu zahtevnosti P.
To pomeni, da je v razredu tistih problemov, ki so deterministicˇno resˇljivi
v polinomskem cˇasu. V tem poglavju si bomo pogledali idejo tega algo-
ritma, dokaz njegove pravilnosti in polinomske cˇasovne zahtevnosti ter nekaj
primerov. Sledili bomo knjigi [12].
4.1 Ideja algoritma
V nadaljevanju si bomo pogledali mali Fermatov izrek, ki je osnova za izpe-
ljavo algoritma AKS. Pred tem pa si poglejmo sˇe lemo o deljivosti binomskih
koeficientov, ki nam bo priˇsla prav pri razumevanju izreka.
Lema 4.1 Naj bo p ∈ P in 1 ≤ k ≤ p− 1. Potem velja(
p
k
)
≡ 0 (mod p). (4.1)
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Dokaz. Lema 4.1 v resnici pravi, da je vsak binomski koeficient
(
p
k
)
, za
katerega veljajo omenjeni pogoji, deljiv s sˇtevilom p. Vemo, da velja(
p
k
)
=
p!
k!(p− k)! . (4.2)
Iz te enacˇbe pa takoj dobimo(
p
k
)
k!(p− k)! = p!. (4.3)
Jasno je, da p deli desno in zato tudi levo stran. Ker je p prasˇtevilo in je
1 ≤ k ≤ p− 1, za vsak k sledi, da p ne deli k! in tudi ne (p− k)!. Sledi torej
p|(p
k
)
. 
Izrek 4.2 (Mali Fermatov izrek) Naj bo p ∈ P in a ∈ Z. Potem velja
ap ≡ a (mod p). (4.4)
Dokaz. Poglejmo si dokaz z indukcijo. Zadostuje namrecˇ, cˇe izrek dokazˇemo
za a ≥ 0, saj lahko vsak negativen a zamenjamo z nenegativnim sˇtevilom,
kongruentnim a. Najprej preverimo veljavnost izreka za najmanjˇse naravno
sˇtevilo, a = 0. Ocˇitno je, da velja 0 ≡ 0 (mod p).
Sledi indukcijski korak, s pomocˇjo katerega bomo dokazali, da izrek velja za
a+ 1, cˇe velja za sˇtevilo a. Dokazujemo torej naslednjo enakost:
(a+ 1)p ≡ (a+ 1) (mod p). (4.5)
Velja (a+1)p =
∑p
i=0
(
p
i
)
ap−i. Po lemi 4.1 velja, da so koeficienti
(
p
1
)
, ...,
(
p
p−1
)
deljivi s p. Preveriti moramo torej sˇe primer, ko je i = 0 in i = p. Indukcijska
hipoteza pravi, da velja ap ≡ a (mod p). Iz tega sledi
(a+ 1)p ≡ ap + 1 ≡ a+ 1 (mod p). (4.6)

Spoznali smo vse potrebne matematicˇne osnove, ki nam bodo v pomocˇ pri
razvijanju algoritma. Sedaj pa si poglejmo posplosˇeni Fermatov izrek za
polinome, na katerem temelji algoritem AKS.
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Izrek 4.3 (Posplosˇeni Fermatov izrek) Naj bo p ∈ P. Tedaj za poljuben
polinom P (X) s celimi koeficienti velja
P (X)p ≡ P (Xp) (mod p). (4.7)
Cˇe vzamemo sˇtevilo a ∈ Z in konstanten polinom P (X) = a, opazimo, da
posplosˇeni Fermatov izrek res preide v mali Fermatov izrek, ki pravi da je
ap ≡ a (mod p).
Dokaz. Dokazˇimo zgornji izrek z indukcijo po stopnji d polinoma P (X).
Najprej si poglejmo primer za d = 0. Tedaj je P (X) konstanten in enakost
izhaja neposredno iz malega Fermatovega izreka.
Indukcijski korak predpostavlja, da izrek velja za vse polinome stopnje kvecˇje-
mu d.
Tedaj polinom P (X), ki je stopnje d+ 1, lahko zapiˇsemo kot
P (X) = aXd+1 +Q(X), (4.8)
kjer je a ∈ Z in Q(X) polinom stopnje kvecˇjemu n. S pomocˇjo binomskega
izreka 2.9 lahko zapiˇsemo
P (X)p = (aXd+1 +Q(X))p
= (aXd+1)p +
p−1∑
k=1
(
p
k
)
(aXd+1)kQ(X)p−k +Q(X)p.
(4.9)
Za prvi cˇlen tega izraza velja (aXd+1)p = ap(Xd+1)p = apXp(d+1), zato po
malem Fermatovem izreku velja apXp(d+1) ≡ a(Xp)d+1 (mod p). Binomski
koeficienti
(
p
k
)
so v vsoti deljivi s p po lemi 4.1, torej je vsota v izrazu (4.9)
deljiva s p.
Poglejmo sˇe zadnji cˇlen izraza, Q(X)p. Iz indukcijske hipoteze sledi, da je
Q(X)p ≡ Q(Xp) (mod p).
Iz nasˇih ugotovitev sledi
P (X)p ≡ a(Xp)d+1 + 0 +Q(Xp) (mod p), (4.10)
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torej zaradi enakosti (4.8) sledi
P (X)p ≡ P (Xp) (mod p). (4.11)

Sedaj pa si poglejmo izrek, ki bo izhodiˇscˇe za razvoj algoritma AKS.
Izrek 4.4 Naj bo n ∈ N, n ≥ 2 in a ∈ N tuj sˇtevilu n. Potem velja naslednje:
n je prasˇtevilo ⇐⇒ (X + a)n ≡ Xn + a (mod n). (4.12)
Dokaz. Vzemimo P (X) = X + a.
(⇒) Naj bo n ∈ P. Cˇe uporabimo izrek 4.3, dobimo
(X + a)n ≡ Xn + a (mod n). (4.13)
(⇐) Sedaj pa denimo, da je n sestavljeno sˇtevilo. Dokazali bi radi
(X + a)n 6≡ (Xn + a) (mod n) (4.14)
oziroma
((X + a)n − (Xn + a)) 6≡ 0 (mod n). (4.15)
Ker je n sestavljeno sˇtevilo, obstaja prasˇtevilski delitelj p sˇtevila n, za kate-
rega velja p < n.
Oznacˇimo z j najvecˇjo potenco, za katero velja pj | n. Iz binomskega izreka
2.9 sledi, da je p-ti koeficient izraza (X+a)n enak
(
n
p
)
an−p. Dokazati moramo
torej, da pj ne deli nobenega od faktorjev tega izraza. Preverimo najprej ali
pj deli
(
n
p
)
. Po definiciji 2.8 sledi
p!
(
n
p
)
=
n!
(n− p)!
=
n · (n− 1) · · · (n− p) · (n− p− 1) · · · 1
(n− p) · (n− p− 1) · · · 1
= n(n− 1) · · · (n− p+ 1).
(4.16)
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Ocˇitno je, da sˇtevila n − 1, n − 2, ..., n − p + 1 niso deljiva s p, ker po pred-
postavki p|n in je zato n − p prvo manjˇse sˇtevilo, deljivo s p. Ker smo z
j oznacˇili najvecˇjo potenco, za katero velja pj | n, sledi, da je desna stran
izraza (4.16) deljiva s pj, vendar ni deljiva s pj+1. Sklepamo torej, da pj+1 ne
deli leve strani (4.16) izraza, kar pomeni, da pj ne deli
(
n
p
)
.
Po predpostavki, da sta sˇtevili a in n tuji, sledi n - an−p.
Dokazali smo, da koeficienti izraza (4.15) niso deljivi z n. Iz tega sledi
(X + a)n 6≡ Xn + a (mod n). 
Dokazali smo zelo pomemben izrek, ki bi ga lahko uporabili za razpozna-
vanje prasˇtevilskosti. Vendar se pojavi tezˇava pri cˇasovni zahtevnosti: v
najslabsˇem primeru moramo namrecˇ preveriti n koeficientov na levi strani
kongruence v (4.12). Preprost nacˇin za zmanjˇsanje sˇtevila koeficientov je,
da delimo obe strani izraza (4.13) s polinomom Xr − 1, kjer je r primerno
majhen. Velikost sˇtevila r bomo natancˇneje dolocˇili kasneje. Po deljenju z
Xr − 1 torej zˇelimo testirati veljavnost izraza1
(X + a)n ≡ Xn + a (mod Xr − 1, n). (4.17)
Medtem ko kongruenca v (4.12) velja za natanko vsa prasˇtevila, pa se izkazˇe,
da kongruenca (4.17) velja tudi za nekatera sestavljena sˇtevila. V naslednjem
razdelku bomo pokazali, da iz (4.17) sˇe vedno lahko dobimo deterministicˇni
polinomski algoritem za razpoznavanje prasˇtevil, cˇe pravilno izberemo a in
r.
1Izraz Xn+a (mod Xr−1, n) izracˇunamo tako, da delimo koeficiente polinoma Xn+a
po modulu n in dobljen polinom delimo po modulu Xr − 1.
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4.2 Algoritem
Algoritem AKS je prvi deterministicˇni algoritem, ki odlocˇi ali je sˇtevilo
prasˇtevilo ali ne. Leta 2002 so znanstveniki Agrawal, Kayal in Saxena pred-
stavili prvo verzijo tega algoritma [3], ki pa so jo dopolnili zˇe naslednje leto in
tako predstavili verzijo, ki jo oznacˇujemo kot AKS v3. Kasneje se je cˇasovna
zahtevnost algoritma sˇe izboljˇsala, leta 2005 so namrecˇ predstavili verzijo
AKS v6, kjer so izboljˇsali omejitve za r.
V nadaljevanju bomo predstavili aktualno verzijo tega algoritma - AKS v6
[2] in cˇasovno zahtevnost ter dokazali njegovo pravilnost.
Poglejmo si torej algoritem AKS v6.
Algoritem 5 Algoritem AKS v6
Vhod: sˇtevilo n > 1
1: if n = ab, kjer sta a ∈ N, b > 1 then . 1. korak
2: return n je sestavljeno sˇtevilo in koncˇaj
3: end if
4: najdi najmanjˇsi r, da velja ordr(n) > log
2 n . 2. korak
5: if 1 < gcd (a, n) < n za nek a ≤ r then . 3. korak
6: return n je sestavljeno sˇtevilo in koncˇaj
7: end if
8: if n ≤ r then . 4. korak
9: return n je prasˇtevilo in koncˇaj
10: end if
11: for a = 1 to b√φ(r) log nc do . 5. korak
12: if (X + a)n 6≡ Xn + a (mod Xr − 1, n) then
13: return n je sestavljeno sˇtevilo in koncˇaj
14: end if
15: end for
16: return n je prasˇtevilo in koncˇaj . 6. korak
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4.3 Dokaz pravilnosti
Izrek 4.5 Algoritem AKS v6 odlocˇi, da je n prasˇtevilo⇐⇒ n je prasˇtevilo.
Veljavnost zgornjega izreka bomo v nadaljevanju dokazali v vecˇ korakih. Pri
tem bomo sledili originalnem dokazu iz cˇlanka [2].
(⇐)
Lema 4.6 Cˇe je n ∈ P, potem algoritem odlocˇi, da je n prasˇtevilo.
Dokaz. Cˇe je n prasˇtevilo, potem je ocˇitno, da koraka 1 in 3 ne moreta biti
izpolnjena. Prav tako po izreku 4.4 sledi, da pogoj v koraku 5 nikoli ne bo
izpolnjen za n ∈ P. S tem smo dokazali izrek 4.5 v levo smer. 
(⇒)
Sedaj pa si poglejmo sˇe dokaz v desno smer, ki pa ni tako trivialen in bo
zahteval vecˇ korakov.
Sedaj predpostavimo torej, da algoritem vrne, da je n prasˇtevilo. To se lahko
prvicˇ zgodi v 4. koraku. Kadar je izpolnjen pogoj v tem koraku, je ocˇitno,
da je n res prasˇtevilo. V nasprotnem primeru bi namrecˇ zˇe v 3. koraku nasˇli
delitelja sˇtevila n, ki je vecˇji od 1. Tudi 1. korak algoritma tedaj ne bi bil
izpolnjen, kajti prasˇtevilo ni oblike n = ab.
Ostane nam sˇe mozˇnost, da preverimo ali je n res prasˇtevilo, ko algoritem
tako odlocˇi v zadnjem, 6. koraku.
Najprej poskusimo najti r, ki bo primerne velikosti.
Dolocˇanje vrednosti r
Lema 4.7 Obstaja tak r ≤ max(3, dlog5 ne), da velja ordr(n) > log2 n.
Dokaz. [2, str. 4]. 
Velja ordr(n) > 1 in zato sledi, da obstaja nek prasˇtevilski delitelj p sˇtevila
n, za katerega sledi ordr(p) > 1. Obstaja torej p > r, saj bi v nasprotnem
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primeru 3. ali 4. korak algoritma zˇe vrnil odgovor. Prav tako je ocˇitno, da
velja gcd(n, r) = 1 in tudi gdc(p, r) = 1. Iz tega lahko sklepamo, da sta
elementa p in n obrnljiva po modulu r, torej sta elementa mnozˇice Z∗r.
Testiranje 5. koraka
Sedaj pa sledi testiranje enacˇbe v 5. koraku. Naj bo l = b√φ(r) log nc. V
tem koraku pregledamo l enacˇb. Ker predvidevamo, da algoritem ne odlocˇi,
da je n sestavljeno sˇtevilo, sledi
(X + a)n ≡ Xn + a (mod Xr − 1, n); za 1 ≤ a ≤ l. (4.18)
Ocˇitno velja tudi
(X + a)n ≡ Xn + a (mod Xr − 1, p); za 1 ≤ a ≤ l. (4.19)
Po izreku 4.4 sledi
(X + a)p ≡ Xp + a (mod Xr − 1, p); za 1 ≤ a ≤ l. (4.20)
Iz zadnjih dveh enacˇb lahko sklepamo
(X + a)
n
p ≡ Xp + a (mod X np − 1, p); za 1 ≤ a ≤ l. (4.21)
Cˇe primerjamo zgornje enacˇbe, opazimo, da se sˇtevila n, p in n
p
obnasˇajo
podobno. Razlozˇimo to bolj natancˇno.
Introspektivna sˇtevila
Definicija 4.8 (Introspektivno sˇtevilo) Naj bo f(X) polinom in m ∈ N.
Sˇtevilo m je introspektivno za f(X), kadar velja
f(X)m ≡ f(Xm) (mod Xr − 1, p). (4.22)
Torej so sˇtevila n, p in n
p
introspektivna za X + a pri 1 ≤ a ≤ l.
Sledita dve lemi o lastnostih introspektivnih sˇtevil.
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Lema 4.9 Cˇe sta m in m′ introspektivni sˇtevili za f(X), potem je tudi m·m′
introspektivno sˇtevilo za f(X).
Dokaz. Cˇe je m introspektivno za f(X), sledi
f(X)m·m
′ ≡ f(Xm)m′ (mod Xr − 1, p). (4.23)
Sedaj pa X zamenjajmo z Xm in uposˇtevajmo, da je tudi m′ introspektivno
sˇtevilo za f(X). Dobimo
f(Xm)m
′ ≡ f(Xm·m′) (mod Xr·m − 1, p). (4.24)
Ker velja, da Xr − 1 deli Xr·m − 1, sledi
f(Xm)m
′ ≡ f(Xm·m′) (mod Xr − 1, p). (4.25)
Sedaj zdruzˇimo rezultata in dobimo
f(X)m·m
′ ≡ f(Xm·m′) (mod Xr − 1, p). (4.26)

S tem smo dokazali zaprtost mnozˇice introspektivnih sˇtevil za mnozˇenje.
Velja pa tudi, da je mnozˇica polinomov, za katere je m introspektiven, zaprta
za mnozˇenje.
Lema 4.10 Cˇe je m introspektiven za funkciji f(X) in g(X), potem je tudi
za f(X) · g(X).
Dokaz. Velja (f(X) · g(X))m = f(X)m · g(X)m. Po definiciji (4.8) sledi
f(X)m · g(X)m ≡ f(Xm) · g(Xm) (mod Xr − 1). 
Zadnji dve prikazani lemi kazˇeta na to, da je vsako sˇtevilo v mnozˇici sˇtevil
I = {(n
p
)i · pj; i, j ≥ 0} introspektivno za vsak polinom v mnozˇici P =
{
l∏
a=0
(X + a)ea ; ea ≥ 0}.
Spoznajmo dve grupi, na podlagi katerih bodo zasnovani koncˇni koraki tega
dokaza. Oznacˇimo z G mnozˇico ostankov sˇtevil iz mnozˇice I po modulu
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r. To je hkrati podgrupa grupe Z∗r, saj velja gcd(n, r) = gcd(p, r) = 1.
Oznacˇimo s t mocˇ mnozˇice G. Potem vemo, da velja t > log2 n, saj drzˇi
ordr(n) > log
2 n.
Preden definiramo sˇe drugo grupo, poglejmo, kaj so to ciklotomicˇni polinomi
[10].
Ciklotomicˇni polinomi
Definicija 4.11 (Ciklotomicˇni polinom) Ciklotomicˇni polinom je polinom
oblike
Qd(x) =
∏
i
(x− λi), (4.27)
kjer so λi primitivni d-ti koreni enote.
Vecˇ o tem si lahko bralec prebere v [10, str. 5].
Naj bo Qr r-ti ciklotomicˇni polinom. Potem pri deljenju x
r − 1 z Qr(x)
dobimo nerazcepne faktorje stopnje ordr(p). Naj bo h(x) tak faktor.
Oznacˇimo s C grupo vseh ostankov, ki jih dobimo pri deljenju polinomov po
modulu h(x) in p.
Naslednja lema prikazˇe, koliksˇna je spodnja meja velikosti mnozˇice C.
Lema 4.12 |C| ≥ (t+l
t−1
)
.
Dokaz. [2, str. 5]. 
Kadar pa sˇtevilo n ni potenca sˇtevila p, je grupa C omejena tudi nav-
zgor.
Lema 4.13 Cˇe sˇtevilo n ni potenca sˇtevila p, je |C| ≤ n
√
t.
Dokaz. [2, str. 5]. 
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Lema 4.14 Algoritem vrne odgovor, da je n prasˇtevilo =⇒ n ∈ P.
Dokaz. Sedaj zˇe vemo, da velja |G| = t in l = b√φ(r) log nc. Vstavimo to
v neenacˇbo leme 4.12:
|C| ≥
(
t+ l
t− 1
)
≥
(b√t log nc+ 1 + l
b√t log nc
)
≥
(b√t log nc+ 1 + b√φ(r) log nc
b√t log nc
)
≥
(
2
√
t log n+ 1
b√t log nc
)
> 2b
√
t lognc+1
≥ n
√
t.
(4.28)
V prvem koraku smo uporabili neenakost t > b√t log nc, kar smo sklepali
iz zˇe znanega t > log2 n ⇒ t2 > t log2 n. V drugem koraku smo le vstavili
vrednost za l. Nato smo uposˇtevali, da velja φ(r) ≥ t. V predzadnjem koraku
smo uporabili neenakost, ki velja za vsa naravna sˇtevila n :
(
2n+1
n
)
> 2n+1 [9,
str. 35]. Do koncˇnega rezultata pa pridemo z uposˇtevanjem n = 2logn.
Po lemi 4.13 vemo, da velja |C| ≤ n
√
t, kadar n ni oblike n = pi. Glede na
nasˇ rezultat, bi torej n moral biti oblike nk za k > 0. Cˇe predpostavimo, da
je k > 1, potem bi to pomenilo, da bi algoritem zˇe v 1. koraku odgovoril, da
je n sestavljeno sˇtevilo. Iz tega sklepamo, da je k = 1, torej n ∈ P. S tem
smo dokazali izrek 4.5. 
4.4 Cˇasovna zahtevnost
V tem razdelku bomo postopoma izracˇunali cˇasovno zahtevnost algoritma
AKS.
Izrek 4.15 Cˇasovna zahtevnost algoritma AKS je O(log
21
2 n).
Dokaz. Poglejmo cˇasovno zahtevnost za vsak korak posebej.
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1. korak
Na zacˇetku preverjamo ali je vhodno sˇtevilo n popolna potenca oz. oblike
n = ab. Cˇasovna zahtevnost tega koraka je O(log3 n).
2. korak
V tem koraku iˇscˇemo minimalni r, da velja ordr(n) > log
2 n. Za vsak r je
potrebno preveriti, cˇe velja nk 6≡ 1 (mod r) za vsak k ≤ log2 n. Za dolocˇen
r nam to vzame najvecˇ O(log2 n) mnozˇenj po modulu r. Skupni cˇas je torej
O(log2 n log r). Po lemi 4.7 sledi, da primeren r najdemo v cˇasu O(log5 n).
Skupna cˇasovna zahtevnost tega koraka je torej O(log7 n).
3. korak
Zdaj racˇunamo najvecˇji skupni vecˇkratnik sˇtevil a in n, kjer velja a ≤ r.
Vsak tak izracˇun nam vzame O(log n) cˇasa, cˇe ga npr. izvedemo rekurzivno.
Ponovimo ga najvecˇ r-krat, torej je skupna cˇasovna zahtevnost O(r log n) =
O(log6 n).
4. korak
Naslednji korak je preverjanje pogoja n ≤ r, kar nam vzameO(log n) cˇasa.
5. korak
V 5. koraku pregledamo najvecˇ b√φ(r) log nc enacˇb. Vsako preverjanje
konguence
(X + a)n 6≡ Xn + a (mod Xr − 1, n) (4.29)
zahteva O(log n) mnozˇenj polinomov stopnje r, ki imajo koeficiente velikosti
O(log n). Zato je vsaka konguenca preverjena v cˇasu O(r log2 n).
Cˇasovna zahtevnost tega koraka je torej O(r
√
φ(r) log3 n). To poenosta-
vimo in dobimo O(r
3
2 log3 n). Sedaj uposˇtevamo sˇe cˇasovno zahtevnost za
racˇunanje r, ki znasˇa O(log5 n), in dobimo cˇasovno zahtevnost za 5. korak
O(log
21
2 n).
6. korak
Cˇasovna zahtevnost zadnjega koraka je konstantna, O(1).
Opazimo lahko, da prevladuje cˇasovna zahtevnost 5. koraka, zato je cˇasovna
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zahtevnost nasˇega algoritma enaka O(log
21
2 n). 
Za konec poglejmo sˇe kaksˇna je prostorska zahtevnost algoritma.
V 5. koraku je potrebno shranjevati r koeficientov dolzˇine log n, zato je pro-
storska zahtevnost O(r log n) oz. O(log6 n) [16].
4.5 Primer izvajanja
Pogledali si bomo nekaj primerov izvedbe algoritma AKS, da bomo lazˇje
razumeli kako se algoritem izvaja v praksi.
1. primer
Naj bo n = 16807. Prvi korak algoritma preverja ali je vhodno sˇtevilo oblike
n = dk. To lahko preverimo tako, da najprej nasˇtejemo vse delitelje tega
sˇtevila. V nasˇem primeru velja D(16807) = {1, 7, 49, 343, 2401, 16807}. To so
potencialni d-ji. Vemo, da velja k ≤ log2 n, kar znasˇa k ≤ 14. Sedaj vzamemo
prvi d > 1 in vstavljamo vrednosti k. Ugotovimo, da velja 75 = 16807.
Algoritem torej zˇe v prvem koraku odgovori, da je n sestavljeno sˇtevilo.
2. primer
Poglejmo primer n = 5. Vemo, da to ni popolna potenca, zato nadalju-
jemo z 2. korakom. Isˇcˇemo minimalen r, da velja ordr(n) > log
2 n. To
lahko zapiˇsemo kot ordr(5) > 5.39. Po definiciji velja, da je minimalen k,
za katerega velja nk ≡ 1 (mod r), enak 6. To pomeni, da je potrebno za
k < 6 preveriti, da kongruenca ne velja. Poglejmo algoritem, s katerim smo
implementirali ta korak.
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Algoritem 6 Izbira najmanjˇsega r
Vhod: sˇtevilo n > 1
1: r = 2
2: while r ≤ dlog5 ne do
3: i = 0
4: for k = 1 to log2 n do
5: if (nk − 1)%r = 0 then i = i+ 1
6: end if
7: end for
8: if i = 0 then return r
9: end if
10: r = r + 1
11: end while
Sedaj pa preverimo, kateri je najmanjˇsi r kadar je n = 5.
r = 2: Preverimo vse k < 6. Za k = 1 takoj ugotovimo, da velja (5−1)%2 =
0, zato se lahko pomaknemo na naslednji r.
r = 3: Za k = 2 velja (52 − 1)%3 = 0.
r = 4: Za k = 1 velja (5− 1)%4 = 0.
r = 5: Ugotovimo, da za k < 6 ne velja (5k − 1)%5 = 0.
Algoritem torej vrne r = 5.
Sedaj pa nadaljujemo s 3. korakom algoritma. Preverjamo ali velja 1 <
gcd (a, n) < n za nek a ≤ r. Ocˇitno je, da to ni res.
V 4. koraku preverjamo ali drzˇi n ≤ r. Velja 5 = 5, zato se algoritem ustavi
in odgovori, da je n prasˇtevilo.
3. primer
Naj bo n = 6. Ocˇitno je, da je to sestavljeno sˇtevilo, vendar vseeno po-
glejmo obnasˇanje algoritma. V prvem koraku zlahka ugotovimo, da sˇtevilo
ni popolna potenca. Nato pa poiˇscˇemo minimalen r s pomocˇjo zgornjega
algoritma (6) in ugotovimo, da za r = 2 in za vsak k < 7 kongruenca ne
velja, zato sledi r = 2.
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V naslednjem koraku opazimo, da velja gcd (2, 6) = 2, iz cˇesar sledi, da je n
sestavljeno sˇtevilo.
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Poglavje 5
Implementacija
Algoritem AKS v6 smo implementirali v programskem jeziku Python.
import math
import numpy as np
import s c ipy . s p e c i a l
# e u l e r j e v a f u n k c i j a
def phi ( r ) :
s t = 0
for k in range (1 , r + 1 ) :
i f math . gcd (k , r ) == 1 :
s t += 1
print ( s t r ( s t ) )
return s t
# 1 . ko ra k
# p r e v e r i a l i j e n popo l na po t en ca
def popolna potenca (n ) :
for b in range (2 , int (math . log2 (n) + 1) + 1 ) :
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a = n ∗∗ (1 / b)
i f math . f l o o r ( a ) == a :
print ( s t r (n) + ” j e s e s t a v l j e n o s t e v i l o ” )
return True
return False
# 2 . ko ra k
# p o i s c e min ima ln i r
def p o i s c i r (n ) :
i f n == 2 :
return 3
for r in range (2 , int (math . c e i l (math . log2 (n) ∗∗ 5) ) + 1 ) :
k = 1
nada l j u j = True
while k <= int (math . log2 (n) ∗∗ 2) and nada l j u j :
i f (n ∗∗ k − 1) % r == 0 :
nada l j u j = False
k = k + 1
i f nada l j u j :
#p r i n t (” Min ima ln i r = ” + s t r ( r ) )
return r
return r
# 3 . ko ra k
# p r e v e r i gcd
def p r e v e r i g c d ( r , n ) :
for a in range (1 , r + 1 ) :
gcd = math . gcd (a , n)
i f ( (1 < gcd and gcd < n ) ) :
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print ( s t r (n) + ” j e s e s t a v l j e n o s t e v i l o ” )
return True
return False
# 4 . ko ra k
# p r ime r j a n in r
def pr imer java (n , r ) :
i f n <= r :
print ( s t r (n) + ” j e p r a s t e v i l o ” )
return True
return False
def pomnozi ( a , b , r , p ) :
x = [ 0 ] ∗ r ;
#p r i n t ( x )
for i , u in enumerate ( a ) :
for j , v in enumerate (b ) :
idx = ( i+j ) % r
x [ idx ] = ( x [ idx ] + u ∗ v ) % p
return x
#5 . ko ra k
def t e s t ( a , p , r ) :
o1 = [ 1 ]
o2 = [ a , 1 ]
n = p
while n != 0 :
i f n % 2 != 0 :
o1 = pomnozi ( o1 , o2 , r , p )
n = int (n / 2)
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o2 = pomnozi ( o2 , o2 , r , p )
d = [ 0 ] ∗ r
d [ 0 ] , d [ p%r ] = a , 1 #desna s t r a n ( po modulu )
return o1 == d
def aks (n ) :
i f not popolna potenca (n ) :
r = p o i s c i r (n)
i f not p r e v e r i g c d ( r , n ) :
i f not pr imer java (n , r ) :
max a = int (math . s q r t ( phi ( r ) ) ∗ math . log2 (n))+1
for a in range (1 , max a ) :
i f not t e s t ( a , n , r ) :
print ( s t r (n) + ” j e s e s t a v l j e n o ” )
print ( s t r (n) + ” j e p r a s t e v i l o ” )
Poglavje 6
Zakljucˇek
Poznamo vecˇ vrst algoritmov za razpoznavanje prasˇtevil. V grobem smo jih
razdelili na dva sklopa, na verjetnostne in deterministicˇne algoritme. Verje-
tnostni algoritmi sˇe vedno prevladujejo za prakticˇne namene, saj so bistveno
hitrejˇsi od deterministicˇnih, ki so zaenkrat bolj teoreticˇno zanimivi. Ne glede
na to, da v praksi uporabljamo algoritme, ki nam ne vrnejo vedno pravilnega
odgovora, je mozˇnost za napake zanemarljiva. Odkritje algoritma AKS pred-
stavlja velik korak naprej v teoreticˇnem racˇunalniˇstvu in bi lahko v prihodnje
bilo osnova za razvoj sˇe hitrejˇsega in ucˇinkovitejˇsega deterministicˇnega algo-
ritma, ki bi bil uporaben tudi v praksi.
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