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Abstract
Classes of locally complex and locally simple functions are introduced. The classes are proved
to be invariant with respect to polynomially equivalent complexity measures. A relationship is
considered between proving that a function belongs to a class of locally complex functions and
proving lower bounds for Boolean circuits, switching circuits, formulas, and -circuits (formulas
over the basis {&;∨;- }). ? 2002 Elsevier B.V. All rights reserved.
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1. Introduction
Let f be any computable function de3ned on all binary sequences of length n,
n=1; 2; : : : , and taking the values 0 and 1. In what follows, such functions are called
computable Boolean functions. The function f is represented as a sequence of Boolean
functions fn : {0; 1}n → {0; 1}. Let P2 be the set of all complete Boolean functions,
and let  : P2 → R+ be any computable positive function de3ned on P2. The function 
is called complexity. Suppose that 	 is de3ned on the positive integers and is such that
	(n)=(fn). We extend  to computable Boolean functions by setting (f)=	, i.e.,
(f) = ((f1); : : : ; (fi); : : :). Let us extend  to partial Boolean functions. Suppose
that D ⊆ {0; 1}n and g : D → {0; 1}. The value of  on g is de3ned as (g) =
min (h), where the minimum is taken over all functions of n variables that coincide
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with g on D. A partial function g equal on D to a complete Boolean function h is
denoted by hD.
Let D ⊂ {0; 1}n and F : {0; 1}n → {0; 1}m. An operator F is said to contract D with
respect to a function f if F(x) =F(y) for any x; y∈D such that fn(x) =fn(y). The
partial function fD;F : {0; 1}m → {0; 1} is de3ned as fD;F(y) = fn(x) if y = F(x) for
x∈D.
The local complexity of a Boolean function fn is the function ˜(fn) = maxDminF
(fD;F). Obviously, the local complexity depends on the set of domains D and on
the set of operators F over which the max and min are calculated. We extend ˜
to computable Boolean functions by setting ˜(f) = 	, where 	(n) = ˜(fn) and the
maximum in computing ˜(fn) is taken over all domains D such that |D|¿n. It is
easy to see that the local complexity of a computable function depends only on the set
of contraction operators; moreover, the larger the set of operators is, the smaller the
local complexity of that computable function and the weaker relationship between its
local and ordinary complexities are.
This can be veri3ed by considering the limit case when no constraints are imposed
on the contraction operators, and fn itself can be taken as one of the components
of the contraction operator. Hence, the smaller the set of contraction operators is, the
more interesting the analysis of local complexity becomes; i.e., the main information
on the original function in the pair F, fD;F is contained in the function fD;F .
We consider two sets of operators: arbitrary linear operators and those linear oper-
ators generated by dividing by irreducible polynomials (hereafter, the latter are called
linear polynomial operators). On the one hand, these sets are poor enough because
they belong to the class of linear functions, so that fn and fD;F are closely related.
On the other hand, any domain can be contracted rather strongly by operators from
these sets.
In the set of computable Boolean functions, we distinguish the classes of locally
complex and those of locally simple functions and prove that these classes are in-
variant with respect to polynomially equivalent measures of complexity. We con-
sider a relationship between proving that a function belongs to a class of locally
complex functions and obtaining lower bounds on complexity for circuits, switch-
ing circuits, formulas, and -circuits. Similar topics were examined in [6]. As usual,
the complexity of a Boolean function f in each of the above classes of computa-
tional models is de3ned to be the complexity of a minimal model (circuit, switch-
ing circuit, formula, -circuit) that implements f. The complexity of f in the class
of circuits over the basis of all two-place Boolean functions is denoted by L(f);
in the class of switching circuits, by Lk(f); in the class of formulas over the ba-
sis of all two-place Boolean functions, by L	(f); and in the class of -circuits, by
L(f).
As a rule, we omit the indices indicating the number of variables. It is assumed
that the parameter n is always greater than some positive constant. The concepts used
without de3nitions can be found in [3,4]. By c and ci, i=0; 1; : : : , we denote suitable
constants. Throughout this paper, log designates the logarithm to the base 2.
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2. Contraction operators
This section considers the capabilities of linear and linear polynomial operators used
for contracting domains.
Lemma 1. Let D ⊂ {0; 1}n and m = 	2 log|D|
. Then there exists a linear operator
F : {0; 1}n → {0; 1}m such that F(x) =F(y) for any x; y∈D.
Proof. We prove this lemma by contradiction. Assume that the required linear operator
does not exist for some D and m = 	2 log|D|
. Then; for any linear operator F :
{0; 1}n → {0; 1}m; one can 3nd at least two tuples x; y∈D such that F(x) = F(y).
Since there are 2mn distinct linear operators from {0; 1}n into {0; 1}m; each taking
the zero tuple to itself; and since there are |D|(|D| − 1)=2 pairs of tuples in D; it
follows that for some two tuples x and y in D; there exist at least 2mn+1=|D|(|D| −
1)¿ 2mn+1=|D|2 distinct operators that takes x and y to the same tuple. Consequently;
every such operator takes x⊕ y to the zero tuple. On the other hand; it is easy to see
that the kernels of at most 2(n−1)m linear operators may have the same tuple. Hence;
2mn+1|D|−2¡ 2(n−1)m; i.e.; 2m+1¡ |D|2; contrary to m=	2 log|D|
. Lemma 1 is proved.
Let us de3ne a correspondence between binary tuples of length n and polynomials
of degree n − 1 with binary coeJcients. The tuple xg = (g0; : : : ; gn−1) is assigned to
the polynomial g(t) =
∑n−1
i=0 git
i, and the polynomial gx(t) =
∑n−1
i=0 xit
i, to the tuple
x = (x0; : : : ; xn−1). To each number n and a polynomial g of degree m we assign a
linear operator Fg : {0; 1}n → {0; 1}m such that Fg(x) = y if gy(t) is the residue of
gx(t) modulo g(t). The polynomial g is said to generate the operator Fg.
Lemma 2. Let D ⊂ {0; 1}n and m=	2 log|D|+log n
. Then an irreducible polynomial
g and the linear operator Fg : {0; 1}n → {0; 1}m generated by g exist such that
Fg(x) =Fg(y) for any x; y∈D.
Proof. Assume the contrary. Let G= {gi} be the set of all irreducible polynomials of
degree m. Suppose that the polynomial and linear operator required do not exist for
some domain D and m = 	2 log|D| + log n
. Then for any polynomial gi ∈G and the
linear operator Fgi : {0; 1}n → {0; 1}m; there exist at least two tuples x and y in D
such that Fgi(x)=Fgi(y). It is well known [4] that |G|¿ 2m=m. Since there are exactly
|D|(|D| − 1)=2 unordered pairs of distinct tuples in D; we conclude that for some pair
of tuples (x; y); where x; y∈D; one can 3nd at least 2m+1=m|D|(|D|−1)¿ 2m+1=m|D|2
distinct linear polynomial operators that take x and y to the same tuple x⊕y. Therefore;
each such operator Fgi takes x ⊕ y to the zero tuple. This means that the polynomial
gx⊕y is divided totally by the irreducible polynomial gi. Since all polynomials gi are
relatively prime; the polynomial gx⊕y is divided by their product. Consequently; the
degree of gx⊕y is no smaller than the degree of this product; i.e.; no smaller than
2m+1=|D|2. Hence; 2m+1|D|−2¡n− 1; i.e.; m¡ 2 log|D|+ log n+ 1; which contradicts
m= 	2 log|D|+ log n
. Lemma 2 is proved.
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The next two lemmas are stated without proofs. Results analogous to the 3rst can be
found in many papers, for example in [5]. The second lemma is an obvious consequence
of Theorem 7.18 from [1].
Lemma 3. Let m6 n; and let F : {0; 1}n → {0; 1}m be an arbitrary linear operator.
Then
L(F)6
2mn
log n
:
Lemma 4. Let m6 n; and let g1; : : : ; gk be polynomials of degree m; where mk6 2n.
Suppose that Fgi : {0; 1}n → {0; 1}m is the linear polynomial operator generated by
gi. Then
L(Fg1 ; : : : ; Fgk )6 c0n(log n)
4:
In what follows, the set of linear operators is denoted by Lˆ, and the set of linear
operators that correspond to polynomials, by L˜.
3. Locally complex functions
Put (m) = max (f), where the maximum is taken over all Boolean functions of
m variables.
A computable Boolean function f is called locally complex with respect to a function
 and an operator set F if for any positive constant c1 there exist a constant c2¡ 1
and a positive integer N such that for any n¿N there is a domain D ⊆ {0; 1}n,
|D|¿n, such that
log (fD;F′)¿ c2 log (m)
for any integer m6 c1log|D| and any operator F ′ : {0; 1}n → {0; 1}m in F that
contracts D with respect to f. The set of functions locally complex with respect to 
and F is denoted by LC(;F). The concept of a locally complex Boolean operator
is introduced in a similar fashion. The set of operators locally complex with respect to
 and F is also denoted by LC(;F).
Functions 1 and 2 are said to be polynomially equivalent with the exponent c if
for any computable function f,
1(f)6 (2(f))c; 2(f)6 (1(f))c:
Functions 1 and 2 are said to be polynomially equivalent if there exists a constant
c such that 1 and 2 are polynomially equivalent with the exponent c.
Clearly, if 1 and 2 are polynomially equivalent with the exponent c, then
1(fn)6 (2(fn))c; 2(gn)6 (1(gn))c
for any two computable Boolean functions f and g.
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Lemma 5. Let 1 and 2 be polynomially equivalent with the exponent c. Then
1(m)6 (2(m))c; 2(m)6 (1(m))c:
Lemma 5 follows from
1(m) = 1(g)6 (2(g))c6 (2(m))c;
where g satis3es 1(g) = 1(m).
Theorem 1. Let F be a set of operators; and let 1 and 2 be polynomially equivalent
functions. Then
LC(1;F) = LC(2;F):
Proof. Let 1 and 2 be polynomially equivalent with the exponent c. Assume that the
theorem does not hold. Then there exists a function f such that f∈LC(1;F) and
f ∈ LC(2;F); i.e.; for some constants c1 and c2; any constant c3; and any 3xed N;
one can 3nd an n¿N; a domain D ⊆ {0; 1}n; and an operator F1 : {0; 1}n → {0; 1}m;
where m6 c1 log|D|; that contracts D with respect to f such that
log 1(fD;F′)¿ c2 log 1(m);
log 2(fD;F1 )¡c3 log 2(m); (1)
where F ′ : {0; 1}n → {0; 1}m is an arbitrary operator contracting D with respect to f.
It easily follows from (1) that
log 1(fD;F1 )¿ c2 log 1(m):
Since 1(fD;F1 )6 (2(fD;F1 ))
c and Lemma 5 implies that 2(m)6 (1(m))c; we have
log 1(fD;F1 )6 log(2(fD;F1 ))
c6 cc3 log 2(m)6 c2c3 log 1(m):
Since c3 may be arbitrarily small; we arrive at a contradiction when c2c3¡c2. Theorem
1 is proved.
Theorem 2. Let f be a computable Boolean function such that L(f)¿ c4n2=log n.
Then f∈LC(L; Lˆ).
Proof. We prove the theorem in the case c1 = 2. For large values of c1; the proof is
similar. It follows from [3; Theorem 4] that there exists a domain D ⊆ {0; 1}n such
that |D|= L(f) log L(f) and
L(fD)¿L(f)
c5 log n
n
: (2)
When m= 	2 log|D|
; Lemmas 1 and 3 imply that the circuit complexity of any linear
operator F : {0; 1}n → {0; 1}m contracting D with respect to f satis3es L(F)6 5n log
|D|=log n. If L(f)6 n3; then L(F)6 20n; since L(f)¿ c4n2=log n; it follows from (2)
that L(fD)¿ c4c5n. Since fD(x) = fD;F(F(x)); we have L(fD;F)¿L(fD) − L(F)¿
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(c4c5−20)n. Hence; L(fD;F)¿ n for c4c5¿ 21. Since |D|=L(f) log L(f); it follows
that log|D|6 2 log L(f)6 6 log n. Since m= 	2 log|D|
6 3 log|D|; we have
L(fD;F)¿ 2(log|D|)=6¿ 2m=20: (3)
If L(f)¿n3; then L(F)6 n2; and it follows from (2) that L(fD)¿ 2n2. Therefore;
L(fD;F)¿L(fD)− L(F)¿L(fD)=2¿ (L(f))2=3:
Taking into account |D|6L(f) log L(f) and m6 2 log|D| yields
L(fD;F)¿ (L(f))2=3¿ |D|1=3¿ 2m=6: (4)
Theorem 2 now follows from (3) and (4).
Theorem 3. Let f be a computable Boolean function and Lk(f)¿ n2+; where  is
an arbitrarily small positive constant. Then (f; Lf)∈LC(Lk ; Lˆ).
Proof. As in the previous theorem; we prove this assertion only in the case c1 = 2.
It follows from [3; Theorem 7] that there exists a domain D ⊆ {0; 1}n such that
|D|= Lk(f) log Lk(f) and
Lk(fD; Lf D)¿Lk(f)=S
(
c6n
log n
)
; (5)
where S(x) = x(ln x)4=(ln ln x)2. Furthermore; Lemma 1 implies that there is a linear
operator F : {0; 1}n → {0; 1}m with m= 	2 log|D|
 that contracts D with respect to f.
It is well known that Lk(
∑n
i=1 xi) = 4n− 2. Let S ′ be a switching circuit implement-
ing the functions (fD;F ; Lf D;F)(z1; : : : ; zm); and let li(x1; : : : ; xn) be the ith function of
the operator F . Each switching of the form z ii in S
′ is replaced by a switching cir-
cuit implementing the function l ii (x1; : : : ; xn). Since (fD; Lf D)(x)=(fD;F ; Lf D;F)(F(x));
it is obvious that the new circuit S implements the functions fD and Lf D. Thus;
Lk(fD;F)¿Lk(fD)=4n. From this and (5) it follows that
Lk(f)6 n(ln n)4Lk(fD; Lf D)6 4n
2(ln n)4Lk(fD;F ; Lf D;F)
6 n2+=4Lk(fD;F ; Lf D;F):
Since Lk(f)¿ n2+ and (2 + )(1− =4)¿ 2 + =4 for ¡ 1; we get
Lk(f)6 n2+=4Lk(fD;F ; Lf D;F)6 n
(2+)(1−=4)Lk(fD;F ; Lf D;F)
6 (Lk(f))1−=4Lk(fD;F ; Lf D;F):
Therefore;
Lk(fD;F ; Lf D;F)¿ (Lk(f))
=4: (6)
Since |D|6Lk(f)log Lk(f); we have
|D|¡ (Lk(f))26Lk(fD;F ; Lf D;F)=8:
Combining this inequality and (6) and using m= 	2 log|D|
6 2 log|D| yields
Lk(fD;F ; Lf D;F)¿ |D|=8 = 2( log|D|)=8¿ 2m=16;
which completes the proof of Theorem 3.
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Theorem 4. Let f be a computable Boolean function such that L	(f)¿ n3+; where
 is an arbitrarily small positive constant. Then f∈LC(L	; Lˆ).
Proof. Proof of Theorem 4 repeats; almost word for word; that of Theorem 3. The
main diMerence is that we use Theorem 4 from [2] instead of Theorem 4 in [3].
It follows from [2; Theorem 4] that there exists a domain D ⊆ {0; 1}n such that
|D|= L	(f) log n and
L	(fD)¿L	(f)
(
c7 log n
n
)2
: (7)
Theorem 5. Let f be a computable Boolean function such that L(f)¿ n4+; where
 is an arbitrarily small positive constant. Then f∈LC(L; Lˆ).
Proof. Proof of Theorem 5 repeats; almost word for word; that of Theorem 4. The
only diMerence is that the complexity of implementing a linear function by -circuits
is quadratic rather than linear; which is the case when implementing that function by
formulas over the basis of all two-place Boolean functions.
Theorem 6. Let f be a computable Boolean function such that L(f)¿ n1+; where
 is an arbitrarily small positive constant. Then f∈LC(L; L˜).
Before proving the theorem, we introduce several relevant concepts. The following
de3nition was given in [3].
Let D1 ⊆ D2 ⊆ {0; 1}n, Pn2 be the set of all complete Boolean functions of n
variables, Pn2(D1) be the set of all partial Boolean functions of n variables de3ned in
D1, and F : Pn2(D1) → Pn2 be a function such that (F(f))D1 = f for any f∈Pn2(D1).
Then F(f) is called the extension of f to D2.
For any function f∈Pn2(D1) and any x in D2, this concept allows us to uniquely
de3ne the value of f(x). Let D ⊆ {0; 1}n and f∈Pn2(D). De3ne a particular function
F . Let m = 	2 log|D| + log n
, F(n; m) = {F : {0; 1}n → {0; 1}m}, and Lm = L˜ ∩
(
⋃m
i=1 F(n; i)). Consider the set HD;f = {hi} consisting of Boolean functions hi, each
depending on at most m variables, such that hi(y)=f(x) if x∈D, y=Li(x), Li contracts
D with respect to f, and Li ∈Lm. Let h′D;f be such that
L(h′D;f) = minhi∈HD;f
L(hi) (8)
and LD;f be the corresponding linear polynomial contraction operator, i.e., LD;f ∈Lm
and h′D;f(LD;f(x)) =f(x) for x∈D. We set hD;f(x) = h′D;f(LD;f(x)) and F(f) = hD;f.
The function F has been de3ned, and its existence follows from Lemma 2. The next
lemma is a straightforward consequence of Theorem 1, Theorem 2, and the corollary
to Theorem 2 in [3].
Lemma 6. Let f : {0; 1}n → {0; 1} be such that L(f)¡n3; and let M be the majority
function. Then there exist domains D1; : : : ; Ds; where s6 2n=log n and |Di|¡n7;
such that f =M (fD1 ; : : : ; fDs).
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Proof of Theorem 6. If L(f)¿ n2+; then this theorem follows from Theorem 2. Con-
sider the case L(f)¡n2+. Assume that the theorem does not hold. Then for any
domain D; n¡ |D|¡n7; one can 3nd an integer m satisfying log n6m6 16 log n and
an operator LD ∈ L˜; LD : {0; 1}n → {0; 1}m; such that L(fD;LD)6 2m$; where $ is any
constant. Setting $= =32; we then have
L(fD;LD)6 2
m=326 216 log(n)=32 = n=2: (9)
By Lemma 6; there are domains D1; : : : ; Ds; where s6 2n=log n and |Di|¡n7; and
linear polynomial operators L′Di such that
f =M (fD1 ; : : : ; fDs); (10)
where fDi = hDi;f = h
′
Di;f(LDi;f). Lemmas 2 and 4 easily imply
L(LD1 ;f; : : : ; LDs;f)6 n(log n)
4: (11)
Due to (8); we have L(fDi;LDi )¿L(h
′
Di;f). Hence; by (9);
L(h′Di;f)6 n
=2: (12)
Combining (10)–(12) yields
L(f)6 L(M) +
s∑
i=1
L(h′Di;f) + L(LD1 ; : : : ; LDs)
6O(n+ n(log n)3 + nn=2)¡n1+;
a contradiction. Theorem 6 is proved.
A comparison of Theorems 3–6 and the best lower complexity bounds available at
present for Boolean functions can be summarized as follows. First, no particular func-
tion is proved to have a lower bound on complexity that would imply this function
to be locally complex. Second, the right-hand sides of the inequalities in these theo-
rems (which are equal, within a multiplicative constant, to n1+ for Boolean circuits,
n2+ for switching circuits, n3+ for formulas, and n4+ for -circuits) determine the
same order on the set of computational models as the currently known lower bounds
on complexity (not exceeding, within a multiplicative constant, n for circuits, n2 for
switching circuits, n2 for formulas, and n3 for -circuits).
These two facts suggests the existence of substantial obstructions to proving the
membership of particular Boolean functions in classes of locally complex functions.
This conjecture can be used to give not only a qualitative, but also a quantitative
answer to the question as to why the best lower complexity bounds available at present
for particular Boolean functions are diMerent for diMerent computational models.
In conclusion, we note that the extension of the concept of a locally complex function
to Boolean vector functions is hardly interesting. The reason is that each component
of a vector function can happen to be locally simple, but there may be no contracting
operator common to all components of the vector function to ensure that the induced
functions of fewer variables are simple. This argument does not apply to the vector
function in Theorem 3.
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4. Locally simple functions
A computable Boolean function f is called locally simple with respect to a function
 and an operator set F if for any constant c8¡ 1 there exist a function d(n) and
positive constants c9 and N such that for any n¿N
(a) n26d(n)6 nc9 ;
(b) for any domain D ⊆ {0; 1}n of size d(n), there are an integer m and an operator
F ′ : {0; 1}n → {0; 1}m in F such that F ′ contracts D with respect to f and
log (fD;F′)6 c8 log (m):
The set of functions that are locally simple with respect to  and F is denoted by
LS(;F).
Theorem 7. Let F be a set of operators; and let 1 and 2 be polynomially equivalent
functions. Then
LS(1;F) = LS(2;F):
Proof. Suppose that 1 and 2 are polynomially equivalent with the exponent c. If
the theorem fails; then there exists a function f such that f∈LS(1;F) and f ∈
LS(2;F). Since f ∈ LS(2;F); there is a constant c10¡ 1 such that for any function
d(n); any positive constants c11 and N; and some n¿N; we have
(a) n26d(n)6 nc11 ;
(b) there exists a domain D ⊆ {0; 1}n of size d(n) such that
log 2(fD;F′)¿c10 log 2(m) (13)
for any integer m and any operator F ′ : {0; 1}n → {0; 1}m in F that contracts D with
respect to f.
On the other hand, f∈LS(1;F). Therefore, there exists an operator F ′′ : {0; 1}n →
{0; 1}m in F that contracts D with respect to f and is such that
log 1(fD;F′′)6 c10c−2 log 1(m): (14)
Combining (13) and (14) and using Lemma 5 gives
c10 log 2(m)¡ log 2(fD;F′′)6 c log 1(fD;F′′)
6 c10c−1 log 1(m)6 c10 log 2(m);
a contradiction. Theorem 7 is proved.
The next lemma is a trivial consequence of Theorem 1 from [3].
Lemma 7. Let f : {0; 1}n → {0; 1}; and let d be such that n36d6 nc12 . Furthermore;
let L(fD)6d1=2 for any domain D ⊆ {0; 1}n; |D|= d. Then; among the domains D;
there are D1; : : : ; Ds such that
f =M (fD1 ; : : : ; fDs);
where s¡n.
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A function fn is said to belong to NC if fn can be implemented by a circuit of depth
(log n)O(1) and size nO(1).
Theorem 8. If f∈LS(L; Lˆ); then f∈NC.
Proof. If f∈LS(L; Lˆ); then for any constant c13¡ 1 there exist a function d(n) and
positive constants c14 and N such that for any n¿N
(a) n26d(n)6 nc14 ;
(b) for any domain D ⊆ {0; 1}n of size d(n) there are an integer m and an operator
LD : {0; 1}n → {0; 1}m in Lˆ that contracts D with respect to f, such that
log L(fD;LD)¡c13 log L(m):
Setting c13 = 19 yields
L(fD)6L(LD) + 2c13m6 n(log n)3 + 2m=96 |D|1=2:
Consequently, we can use Lemma 7, which implies that there are domains D1; : : : ; Ds,
s¡n, such that f = M (fD1 ; : : : ; fDs), where fDi = hDi;f = h
′
Di;f(LDi;f). Since each
function h′Di;f depends on at most m variables and m¡ 5 log|D|6 5c14 log n, it follows
that each function h′Di;f can be implemented by a circuit whose depth is equal to log n
within a multiplicative constant. It is clear that any linear operator can be implemented
by a circuit of logarithmic depth. Hence, the depth of each function fDi is at most
log n within a multiplicative constant. Finally, we observe that the majority function
also has a logarithmic depth. Thus f∈NC, which completes the proof of Theorem 8.
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