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Abstract In diesem Bericht werden C Klassen zu linearen Modellen mit
fehlenden Werten in der Kovariablenmatrix X vorgestellt Diese Klassen
implementieren erste verwendbare Modelle wie Zero Order Regression First
Order Regression oder modied First Order Regression und dienen als Aus
gangsbasis f

ur weitere Modellklassen Die hier vorgestellten Klassen k

onnen









Die im folgenden vorgestellten Klassen dienen zur Erleichterung der Imple
mentierung von Methoden im Bereich des linearen Regressionsmodells bei
fehlenden Werten Durch die Bereitstellung von Basisklassen f

ur die Organi
sation der Daten und die Berechnung der Sch

atzer ist die Umsetzung neuer






































































Abbildung 	 Schematischer Aufbau der C Klassen zur linearen Regres
sion bei fehlenden Kovariablen
  Aufbau
Wesentlicher Bestandteil aller hier implementierten Modelle sind die Matri
zen TemplateLibraries die von Kurt Watzka und Christian Heumann zur
Verf

ugung gestellt wurden F

ur eine Beschreibung der zugrundeliegenden
Matrizenbibliotheken wird an dieser Stelle auf 
 verwiesen Es soll hier le
diglich in Erinnerung gerufen werden da Vektoren stets als Matrizen meist
n   aber auch   n aufgefat werden Der Aufbau der hier vorgestellten
Klassen zur linearen Regression l











anonymous ftp unter der Adresse ftpstatunimuenchende bezogen wer
den Sie benden sich im Verzeichnis pubandreascclinreg Die cc
Dateien sind ausf



















ur lineare Regressionsmodelle bei teilweise fehlenden Daten
dienen Es entsteht hierbei auch bereits eine direkt einsetzbare Klasse f

ur
ein klassisches lineares Regressionsmodell ohne fehlende Werte Die bei feh
lenden Werten verwendbaren Klassen werden in Abschnitt  vorgestellt
Die grundlegende Struktur zur Datenorganisation besteht in allen hier vor
gestellten Klassen in der Unterteilung des Modells
y  X  





















Die fehlenden Werte in X
 
werden im folgenden durch verschiedene Imputa
tionsmethoden aufgef

ullt und die so vervollst

































ur alle linearen Regressionsmodelle f

uhren wir die abstrak
te Klasse afAbstractLinearRegressionModel ein Abbildung  Mit
dieser Klasse wird datentechnisch alles brereitgestellt was von einem linea
ren Regressionsmodell ben

otigt wird Dies sind DatenFelder f






















otigeten Funktionen computehatxxxx m

uen
in den von dieser Klasse abgeleiteten Klassen jedoch erst implementiert wer
den sie sind in dieser Klasse nur deklariert







angig voneinander aufgerufen werden
k

onnen So setzt z B ein Aufruf von gethaty nicht einen vorherigen Auf







 default constructor 
afAbstractLinearRegressionModel void 	

 initialize repsonse y and datamatrix X assuming
that all variables are continuous 
afAbstractLinearRegressionModel const matrix y const matrix X 	

 initialize repsonse y and datamatrix X and variabletypes 
afAbstractLinearRegressionModel
const matrix y const matrix X const intMatrix variabletypes 	

 default destructor 
virtual afAbstractLinearRegressionModel void 	 
 element functions 
const matrix gety void 	

const matrix getX void 	

const intMatrix getvariabletypes void 	

virtual const matrix gethatbeta void 	

virtual const matrix gethaty void 	

virtual const matrix gethatepsilon void 	

virtual const double gethatsigmaepsilon void 	

virtual const double getRsquared void 	

virtual const double getadjustedRsquared void 	

virtual matrix getMSEI const matrix truebeta 	

virtual double getMSEII const matrix truebeta 	

virtual double getMSEIII const matrix truebeta 	












 wird  falls er nicht bereits zu einem vorheri
gen Zeitpunkt schon berechnet wurde  mit dem Aufruf von gethaty
automatisch berechnet und abgespeichert
if  mhashatbeta 	 gethatbeta	
 
 auf hatbeta kann nun zugegriffen werden





atzfunktionen in abgeleiteten Klassen sollten sich an dieses oben schema
tisch dargestellte Konzept halten um fehlerhafte Ergebnisse zu vermeiden
die entstehen k

onnten wenn eine gewisse Aufrufreihenfolge der Funktionen





Kovariablen Datentyp In allen Modellen kann optional ein Vektor

ubergeben





Wird dieser nicht angegeben so wird von stetigen Variablen ausgegangen




riablen im momentanen Stand der Klassenbibliothek noch nicht vollst

andig
implementiert sind es wird gegebenenfalls eine Fehlermeldung ausgegeben
Liegen die Daten jedoch bereits in kodierter Form vor so spielen diese Ein
schr










 dann durchweg implementiert sind Bei den Imputationsmethoden ist die
ser Umweg jedoch nicht m

oglich da zB eine fehlende    kodierte 
nicht durch die Spaltenmittel der einzelnen Dummys ersetzt werden kann
die f





Die im folgenden beschriebenen Elementfunktionenwerden mit afAbstract
LinearRegressionModel eingef

uhrt und stehen damit in allen abgeleite
ten Klassen zur Verf

ugung




























Beschreibung get haty liefert den Sch












Beschreibung get hatepsilon liefert den Sch

atzer   y  y zur

uck





















Bemerkungen n entspricht der Anzahl der Zeilen der Datenmatrix X p
der Anzahl ihrer Spalten























































Beschreibung get adjustedRsquared liefert das adjustierte
Bestimmtheitsma zur





Name get MSEI  MSE I Matrix
Synopsis
matrix getMSEI const matrix truebeta 













truebeta In Simulationen bekannter wahrer Wert des Parameters 
Siehe auch get MSEII get MSEIII get Bias
Name get MSEII  MSE II
Synopsis

double getMSEII const matrix truebeta 








   zur

uck
truebeta In Simulationen bekannter wahrer Wert des Parameters 
Siehe auch get MSEI get MSEIII get Bias
Name get MSEIII  MSE III
Synopsis
double getMSEIII const matrix truebeta 











truebeta In Simulationen bekannter wahrer Wert des Parameters 
Siehe auch get MSEI get MSEII get Bias
Name get Bias  Bias
Synopsis
matrix getBias const matrix truebeta 

Beschreibung get Bias liefert den Bias Vektor E

   zur

uck
truebeta In Simulationen bekannter wahrer Wert des Parameters 
Siehe auch get MSEI get MSEII get MSEIII
 Abgeleitete Klassen
Hier kommt das erste praktisch verwendbare Modell Die erste von der Basis
klasse abgeleitete Klasse afClassicalLinearRegressionModel Ab
bildung  implementiert das klassische lineare Regressionsmodell ohne feh
lende Werte Hier werden keine weiteren Felder oder Funktionen bereitge









 default constructor 
afClassicalLinearRegressionModel void 	

 initialize repsonse y and datamatrix X
all X variables are assumed CONTINUOUS 
afClassicalLinearRegressionModel const matrix y const matrix X 	

 initialize repsonse y and datamatrix X and variabletypes 
afClassicalLinearRegressionModel const matrix y const matrix X
const intMatrix variabletypes 	

 default destructor 





 Ein abstrakter Zwischenschritt
Es folgt wieder ein abstrakter Zwischenschritt Die im folgenden vereinbar
te Klasse afAbstractLinearRegressionModelWithMissingValues
Abbildung  wird von der Klasse afClassicalLinearRegression
Model abgeleitet Es werden zus

atzlich einige weitere Datenfelder bereit
gestellt um mit fehlenden Daten umgehen zu k

onnen Dies sind eine mis









ur das Submodell mit unvollst

andigen Beobachtungen
Die von afClassicalLinearRegressionModel geerbten Felder enthal




























atzfunktionen analog zu gethatxxxx die alle Daten des Modells ver
wenden werden noch nicht deklariert Dies erfolgt im n

achsten Schritt Ab
schnitt  zusammen mit der Einf

uhrung eines Imputationsmechanismus
 Noch ein abstrakter Zwischenschritt
Es folgt noch ein weiterer abstrakter Zwischenschritt

Wieso denn nicht
gleich in einem Schritt Motivation daf

ur einen weiteren Zwischenschritt
einzuf





ater an dieser Stelle
in eine Klasse von Modellen zu verzweigen die nicht with replacement sind






 default constructor 
afAbstractLinearRegressionModelWithMissingValues void 	

 initialize completerepsonse y completemodel datamatrix X
incompletemodel repsonse yast and incompletemodel datamatrix Xast
and missing indicator matrix R all variables CONTINUOUS	 
afAbstractLinearRegressionModelWithMissingValues
const matrix yc const matrix Xc
const matrix yast const matrix Xast
const intMatrix R 	

 same as above plus initializing mvariabletypes 
afAbstractLinearRegressionModelWithMissingValues
const matrix yc const matrix Xc
const matrix yast const matrix Xast
const intMatrix R const intMatrix variabletypes 	

 default destructor 
virtual afAbstractLinearRegressionModelWithMissingValues void 	

 element functions first two are virtual because we later
override them as the replacement procedures are implemented
R and the complete case data are never changed 
virtual const matrix getyast void 	

virtual const matrix getXast void 	

const intMatrix getR void 	

 compute estimated missing probabilities from the info in R 






WithReplacement Abbildung  bietet zus

atzlich zu den Feldern die von
der im letzten Abschnitt vorgestellten Klasse afAbstractLinearRegression
ModelWithMissingValues geerbt werden noch eine Ersetzungsmethode
f

ur die fehlenden Werte in X
 
 genauer einen Zeiger auf ein Ersetzungsob
jekt siehe Abschnitt 
Zus






andig beobachteten Daten verwenden complete case werden
wie oben bereits angesprochen nun auch analog arbeitende Prozeduren get
hatxxxxall bereitgestellt die alle Daten verwenden Diese Funktionen
werden vollkommen analog zu den gethatxxxFunktionen verwendet Der
einzige Unterschied besteht in der zus









uft ob die feh
"
lenden Werte bereits ersetzt wurden Falls dies nicht der Fall ist so wird die
Ersetzung an dieser Stelle durchgef






funktion unter Verwendung der nun vervollst

andigten Daten aufgerufen
if  mhasbeenreplaced 	 doreplacement	
 
 fehlende Daten sind nun ersetzt 
 Berechnung des jeweiligen Schatzers 
gethatxxx	

Die Ersetzung der Fehlenden Werte geschieht mittels der Methode replace









































 verwendet werden Die verschiedenen Modelle ZOR FOR MFOR    
ergeben sich durch die verschiedenen Imputationsmechanismen die dann je
weils ein anderes X
R
liefern
Desweiteren werden hier eine Reihe von Diagnosemaen eingef

uhrt die aus
dem Bereich Ausreierentdeckung stammen und hier zur Diagnose bez

uglich
des Fehlendmechanismus verwendet werden Es sei dazu auf die Diplomarbeit
von Walbrunn 
 verwiesen Diese Diagnosemae sind
 getCooksD Cooks Distance berechnet aus Complete Case gegen


































 default contructor 
afAbstractLinearRegressionModelWithReplacement void 	

 all X variables CONTINUOUS 
afAbstractLinearRegressionModelWithReplacement
const matrix yc const matrix Xc
const matrix yast const matrix Xast
const intMatrix R 	

 same as above plus initializing mvariabletypes 
afAbstractLinearRegressionModelWithReplacement
const matrix yc const matrix Xc
const matrix yast const matrix Xast
const intMatrix R const intMatrix variabletypes 	

 default destructor 
virtual afAbstractLinearRegressionModelWithReplacement void 	 
 element functions 
virtual const matrix gethatbetaall void 	

virtual const matrix gethatyall void 	

virtual const matrix gethatepsilonall void 	

virtual const double gethatsigmaepsilonall void 	

 return incomlete matrices after imputation 
virtual const matrix getyast void 	

virtual const matrix getXast void 	

 statistics 
virtual const double getRsquaredall void 	

virtual const double getadjustedRsquaredall void 	

virtual matrix getMSEIall const matrix truebeta 	

virtual double getMSEIIall const matrix truebeta 	

virtual double getMSEIIIall const matrix truebeta 	

virtual matrix getBiasall const matrix truebeta 	

virtual const double getCooksD void 	

virtual const double getDXX void 	

virtual const double getDRSS void 	

 switch the usage of weights for the imputed data on or off 
virtual void setuseweights const unsigned onoff 	

virtual void setwhichweight const unsigned weightnumber 	
  see Little  




Abbildung 	 af Abstract Linear Regression Model With Replacement

 af imprgh
Die Klassen in der Bibliothek afimprghbasieren auf den oben vorgestellten
Klassen Sie stellen Klassen f

ur Modelle mit fehlenden Daten und konkre
ten Ersetzungs und Sch

atzfunktionen bereit Sie besitzen alle den gleichen
Aufbau der im folgenden beispielhaft an der Klasse afZORModel Mixed
Sch

atzer nach ZOR Ersetzung demonstriert wird

Uber die Bereitstellung






 Sie vereinbaren drei Konstruktoren und einen Destruktor
 Sie sind alle von der Klasse afAbstractLinearRegressionModel
WithReplacement abgeleitet Damit besitzen sie bereits einen Zeiger
auf eine replacement Methode doreplacement sowie die com
plete case Sch

atzfunktionen und Versionen dieser Funktionen f

ur die
Verwendung mit imputierten Daten gethatxxxxall
 Sie besitzen ein Feld mreplacementmethod welches ein Zeiger auf
ein Objekt einer Ersetzungsmethoden Klasse ist siehe Abschnitt 





void afAbstractLinearRegressionModelWithReplacementdoreplacement void 	

 call the replacement procedure that will be implemented in
a class derived from afabstractreplacementprocedure
The field is a pointer 
mreplacementmethod  replacemissingvalues	

 set the new Xsb which is now XsbR 
mXast  mreplacementmethod  getXR	






  af ZOR Model
Die Klasse afZORModel Abbildung  implementiert ein lineares Regressi
onsmodell mit fehlenden Werten die durch die ZeroOrderRegression Erset
zungsmethode unconditional mean imputation aufgef

ullt wurden Fehlen



















 initialize completerepsonse my completemodel datamatrix mX
incompletemodel repsonse myast and incompletemodel datamatrix mXast
and missing indicator matrix mR all variables assumed CONTINUOUS	 
afZORModel const matrix yc const matrix Xc
const matrix yast const matrix Xast
const intMatrix R 	

 same as above plus initializing mvariabletypes 
afZORModel const matrix yc const matrix Xc
const matrix yast const matrix Xast
const intMatrix R








 Die anderen Modelle
Weitere implementierte Modelle sind
 afFORModel	 FirstOrderRegression Ersetzung conditional mean



























atzte Regressionskoe#zient der Regression der
jten Spalte von X
c








 afMFORModel	 Modied FirstOrderRegression Ersetzung Wie af
FORModel jedoch mit zus

atzlicher Verwendung der Responsevariablen
y bei Hilfsregressionen zur Ersetzung










In die hier beschriebenen Bibliotheken noch nicht eingearbeitet aber in Pla
nung sind





allen in Anlehnung an die available case Sch

atzer
 optionale Methoden zur Biaskorrektur mittels Bootstrap sofern dies
sich als praktikabel und sinnvoll herausstellt
 af replh
Hier werden die in Abschnitt  angesprochenen Ersetzungsmethoden imple
mentiert die jeweils

uber die Methode replacemissingvalues angespro
chen werden k

onnen Wie bei den oben vorgestellten Klassen werden wieder
alle Gemeinsamkeiten in einer abstrakte Basisklasse vereint Abbildung !




 default constructor 
afAbstractReplacementMethodvoid	

 initialize repsonse my and datamatrix mX 
afAbstractReplacementMethod const matrix yc const matrix Xc
const matrix yast const matrix Xast




 replacement procedure 
virtual void replacemissingvaluesvoid	

 return the filledin matrix XR 
const matrix getXRvoid	









atzliche Struktur der daraus abgeleiteten Klassen sei hier wieder
am Beispiel der ZeroOrderRegression afZORReplacementMethod Ab
bildung " verdeutlicht Es existiert zu jeder Klasse die in Abschnitt  vorge
stellt wurde hier eine zugeh

orige Klasse afxxxxReplacementMethod in

der die jeweilige Ersetzungsmethode implementiert wird Diese Klassen be
stehen immer aus einemoder mehrerenKonstruktoren einemDestruktor und






 default constructor 
afZORReplacementMethodvoid	

 initialize matrices 
afZORReplacementMethod const matrix yc const matrix Xc
const matrix yast const matrix Xast




 implementation of the ZOR replacement procedure 












ur lineare Regressionsmodelle Diese Klassen dienen
zum Beispiel zur Sch





 um so eine biaskorrigierte
Version dieses Sch

atzers zu erhalten Zun

achst die abstrakte Basisklasse Ab
bildung  Ausgehend von der Basisklasse werden zwei weitere abstrakte
Klassen eingef

uhrt die Vektor und Residualsampling Methoden bereitstel
len siehe Abbildungen  und  Konkret verwendbare Modelle sind dann
die hiervon abgeleiteten Klassen afMFORVBootstrapModel modizier






 default constructor 
afAbstractBootstrapModel void 	

 initialize repsonse my and datamatrix mX
assuming that all variables are continuous 
afAbstractBootstrapModel const matrix y const matrix X 	

 initialize repsonse my and datamatrix mX and mvariabletypes 
afAbstractBootstrapModel const matrix y const matrix X
const intMatrix variabletypes 	

 default destructor 
virtual afAbstractBootstrapModel void 	

 element functions 
const matrix gety void 	
  return my
 
const matrix getX void 	

const intMatrix getvariabletypes void 	










 default constructor 
afVectorBootstrapModel void 	

 initialize repsonse my and datamatrix mX
all X variables are assumed CONTINUOUS 
afVectorBootstrapModel const matrix y const matrix X 	

 initialize repsonse my and datamatrix mX and mvariabletypes 
afVectorBootstrapModel const matrix y const matrix X
const intMatrix variabletypes 	

 default destructor 










ur fehlende Werte im Re
sponse ein Der Aufbau ist analog zu den Klassen die in Abschnitt 





benden sich in der Bibliothek afreplh vergleiche Abschnitt  Von






 default constructor 
afResidualBootstrapModel void 	

 initialize repsonse my and datamatrix mX
all X variables are assumed CONTINUOUS 
afResidualBootstrapModel const matrix y const matrix X 	

 initialize repsonse my and datamatrix mX and mvariabletypes 
afResidualBootstrapModel const matrix y const matrix X
const intMatrix variabletypes 	

 default destructor 














 default constructor 
afAbstractLinearRegressionModelWithMissingYvoid	

 initialize completerepsonse my completemodel datamatrix mX
incompletemodel repsonse myast and incompletemodel datamatrix mXast
and missing indicator matrix mR all variables assumed CONTINUOUS	 
afAbstractLinearRegressionModelWithMissingY
const matrix yc const matrix Xc
const matrix yast const matrix Xast
const intMatrix R 	

 same as above plus initializing mvariabletypes 
afAbstractLinearRegressionModelWithMissingY
const matrix yc const matrix Xc
const matrix yast const matrix Xast
const intMatrix R









Diese Klassen dienen zur Erzeugung von Daten gem

a bestimmter Vorgaben
die in Simulationsstudien verwendet werden k

onnen Wie immer	 zuerst
eine abstrakte Basisklasse f

ur die Gemeinsamkeiten Dies ist hier die Klasse
afAbstarctMakeData mit den Elementfunktionen
 getX Zugri auf die Kovariablenmatrix
 gety Zugri auf den Responsevektor
 reset Zur

ucksetzen des Erzeugungsmechanismus d h bei erneu




Davon werden dann die eigentlich verwendeten Klassen abgeleitet Zum Bei
spiel die Klasse afNormalData Abbildung  die zur Erzeugung von
multivariat normalverteilten Zufallszahlen dient genauer	 Matrizen deren
Zeilen iid N$ verteit sind gety liefert hier die erste Spalte der





 constructor if mean and covariance matrix are supplied 
afNormalData const matrix mu
const matrix Sigma
const unsigned N 	

 constructor if mean variance vector and
correlation matrix are supplied 
afNormalData const matrix mu
const matrix Var
const matrix Rho
const unsigned N 	







Weitere Klassen sind momentaner Stand Erweiterung je nach Bedarf
 afLinearRegressionData Die erzeugten Daten sind gem

a dem
Modell y  X   verteilt Die Fehlergr







angenommen Die Varianz 







Diese Klassen dienen zur Erzeugung von fehlenden Werten gem

a bestimm
ter Vorgaben wie z B missing completely at random MCAR um Daten
f

ur Simulationsstudien zu erzeugen Basis ist zun

achst wieder eine abstrak
te Klasse die die n






 default constructor 
afAbstractMakeMissing void 	

 initialize repsonse my and datamatrix mX 
afAbstractMakeMissing const matrix y const matrix X 	

 default destructor 
virtual afAbstractMakeMissing void 	

 element functions 
const matrix getyc void 	

const matrix getyast void 	

const matrix getXc void 	

const matrix getXast void 	

const intMatrix getR void 	

 resets the data ie sets mhascreatedmissingvalues to false 





Davon abgeleitet werden dann die jeweiligen Fehlendmechanismen die die
private Prozedur makemissing implementieren und nach Bedarf wei








 constructor using equal missing probability for all variables columns	 
afMCARMechanism const matrix y const matrix X const double missprob 	

 constructor using a row vector of missing probabilities for the variables 
afMCARMechanism const matrix y const matrix X const matrix missprobvec 	

 default destructor 
virtual afMCARMechanismvoid	

 set a new value for the missing probability 
virtual void setmissprob const double newvalue 	

 same if a vector of probabilities was specified 







Hier werden Hilfs Funktionen f

ur Matrizen wie z B die Berechnung von
Spaltenmittelwerten Blockweises Kopieren von Matrizen etc bereitgestellt
vergleiche Abbildung  Weitere Funktionen f

ur Matrizen sind entweder
bereits Bestandteil der Matrizenklasse

 oder in der Bibliothek matfunh
Ch Heumann implementiert
double colmean const unsigned colnum const matrix X 	

 computes the mean of a column of a given matrix 
matrix getblockrowwise  const matrix X
const unsigned rowfirst const unsigned rowlast 	

 return the block a matrix consisting of the rows of X
from rowfirst to rowlast	 as a new matrix 
matrix getblockcolwise  const matrix X
const unsigned colfirst const unsigned collast 	

 return the block a matrix consisting of the columns of X
from colfirst to collast	 as a new matrix 
matrix getwithoutcol  const matrix X const unsigned colnum 	

 return the matrix consisting of the columns of X
except the column number colnum as a new matrix 
matrix getwithoutrow  const matrix X const unsigned rownum 	

 return the matrix consisting of the rows of X
except the row number rownum as a new matrix 
void printmatrixtabdelimited const matrix X ostream out 	

 like XprettyPrint	 but we may set the width and precision of out
and the elements of the matrix are delimited by tabs which is usefull
if we want to use this output as new input for statistical packages 
void setrow  matrix X const unsigned rownum const matrix newrow 	

 let the values in newrow be the new values in Xs row number rownum 
matrix getcovariancematrix  matrix rho matrix variances 	

 computes the variancecovariance matrix resulting from the correlations matrix rho
and the variances vector variances 
intMatrix columnhavemissings  const intMatrix R 	

 returns a row vector indicating if the respective column has missing values
R is the matrix containing the information about missingness of Xij 
double det const matrix X 	

 returns mathrmdetX	 
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void printTeXmatrix  const matrix X ostream out const unsigned precision 	

 print the matrix as a LaTeX matrix assuming were already im math mode 
void printTeXtabular  const matrix X ostream out const unsigned precision 	

 print the matrix as a LaTeX tabular assuming were using dcolumnsty 
void printTeXheader  ostream out 	

 print a default LaTeX header 
void printTeXfooter  ostream out 	
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