Abstract. In this article we aim at defining the discrete Gaussian free field (DGFF) on a compact manifold. Since there is no canonical grid approximation of a manifold, we construct a random graph that suitably replaces the square lattice Z d in Euclidean space, and prove that the scaling limit of the DGFF is given by the manifold continuum Gaussian free field (GFF).
Introduction and main results
The discrete Gaussian free field has received a lot of attention over the last years thanks to its connections with several areas of mathematics. An on-the-fly definition of it can be given by means of a multivariate centered Gaussian variable on a finite graph, whose covariance matrix is the inverse of the graph laplacian. The DGFF is considered the discrete version of a random distribution, the Gaussian free field, and the interplay between the two has been highlighted in the mathematics literature starting with the work of Sheffield (2007) . As far as the authors know, the DGFF has been considered mainly on lattices due to the reason that, outside of the Euclidean setting, it is difficult to choose a canonical grid that approximates space (see the question on Mathoverflow (2018) ). If one wants to construct the DGFF on a Riemannian manifold for example, one possible strategy to define it is to begin directly with the GFF on the manifold, then construct a triangulation of the space and project the GFF on test functions that are affine on triangles. This procedure is originally contained in Schramm and Sheffield (2013) . The drawback of this construction is that it does not link the DGFF to a metrized graph, in particular does not highlight the relation between the DGFF and the underlying Riemannian metric. In this paper, we want to define a possible construction of a DGFF on a compact Riemannian manifold, and show that it yields the convergence to its continuum counterpart. The idea starts by considering a sequence of weighted random graphs for which the graph laplacians converge to the Laplace-Beltrami operator. If the convergence is uniform over the graph vertices then also the Dirichlet forms converge. Intuitively, since the distributions of the DGFF and the GFF are determined via the exponential of the Dirichlet energy, one would expect the discrete field to approximate the continuum one. This intuition turns out to be correct, but we did not succeed in using directly. Therefore we preferred to rely on another object to prove the main results, namely the Green's function. In addition to uniform convergence, another quite natural assumption we make is that the grid approximates the manifold in terms of integrals, that is, the empirical measure on the grid points converges to the uniform measure on the manifold. Given this, we have to add one final ingredient to the picture: a uniform bound from below on the spectral gap of the discrete laplacians. The reason behind this condition is that one wishes to stay in the region of the spectrum away from zero, where the graph laplacian is invertible. Note, in particular, that we do not require or need to derive any bound on the Green's functions or on the random walks generated by the laplacians. We can now begin by giving the mathematical exposition of our results. Throughout we will be working with a connected and compact Riemannian manifold M of dimension d ≥ 1 with normalized volume measure V. We will use the space of smooth and zero-mean test functions, that is to say the set
For a graph V with positive symmetric edge weights c vw we define the graph laplacian acting on functions f : V → R as
The laplacian L generates a simple random walk on V with associated semigroup (S V t ) t≥0 . We define the zero-average discrete Gaussian free field ϕ V on V as the Gaussian field indexed by V whose covariance function is the inverse of L (for proper definitions see Subsection 2.2). The first Theorem we present is concerned with the convergence of the zero-average DGFF to its continuum counterpart: the Gaussian free field on M, that is, the generalized Gaussian field ϕ with mean zero and covariance matrix G, the Green's function of the Laplace-Beltrami operator on M (these notions will be specified in Section 2). While the first two conditions in the Theorem specify how to choose a suitable graph laplacian approximating the LaplaceBeltrami operator, the third one regards the dispersion of the grid points. (
and assume that for all f ∈ W and t ≥ 0 
where V is the uniform measure on M.
Then N −1/2 ϕ N converges to ϕ in law in the space W ′ equipped with the weak* topology.
We will show (see Remark 3.1) that canonical grids in flat space satisfy the above mentioned assumptions, for example the equally spaced grid on the d-dimensional flat torus T d . Remark 1.2. It will follow from our proofs that we do not necessarily have to work with the Laplace-Beltrami operator. In general, two properties are essential: first of all the operator needs to be symmetric and positive semi-definite. This ensures that we can use its (possibly generalized) inverse as covariance of a Gaussian field, as we are going to do in Section 2. Further the operator must generate a suitably regular semigroup for our approach to work. Then if we have a sequence of discrete approximations of this operator in the sense of Theorem 1.1 with the analogous properties, we get convergence of the corresponding Gaussian fields.
The second Theorem exhibits an example of a graph satisfying Assumptions (1)-(3). As it often happens in statistics and manifold learning (Belkin and Niyogi (2005) , Giné and Koltchinskii (2006) , Hein et al. (2005) , Singer (2006) are only a few of the numerous works on the topic), the points (p N i ) of the grid are obtained as uniform observations of the manifold, and edges between them are weighted by a semi-positive kernel with bandwidth t applied to the distance between those grid points. As the number of observations grows and the bandwidth goes to zero, one should be able to capture the convergence of the graph laplacian to the continuum one, and in turn the scaling limit of the random field. Concretely, we sample points uniformly from V and we define the vertex set of the N th grid to be the first N points. We connect any two vertices with an edge and choose our kernel to be the heat kernel p t (·, ·) on M divided by t (the more precise definitions are in Subsection 2.1). Given the sequence of grids we set a bandwidth t that satisfies
where W 1 denotes the Kantorovich or 1-Wasserstein metric and µ N is the empirical measure
. Finally, we modify the bandwidth so that it goes to 0 slowly enough to get convergence of the spectral gaps of the graph laplacians to the continuum one (see Subsection 3.2.2 for the details). We formulate the result in the following Theorem. Structure of the paper. In Section 2 we will give the precise definitions of the Gaussian fields we consider, as well as the necessary background on the geometry of the manifold and further insight on Assumptions (1)-(3). Section 3 is devoted to showing our two main Theorems, respectively in Subsections 3.1 and 3.2.
Notation. In the following we will use C, c, c ′ , . . . as absolute constants whose value may change from line to line even within the same equation. The norms with subscript N are those on the graphs V N .
2. Definitions and comments on the assumptions 2.1. Assumptions and definitions on the manifold. We assume M to be a compact, connected and d-dimensional Riemannian manifold (for all of the following definitions see for instance Grigor'yan (2009)). The Riemannian structure induces the metric d(·, ·). We denote the volume measure on M by V and the uniform measure by
On M we can define the heat semigroup 1 (S t , t ≥ 0) generated by the Laplace-Beltrami operator ∆ M and the corresponding heat kernel p t (p, q) such that
Recall from the introduction that W ⊂ C ∞ (M) consists of the zero-average smooth functions on M. It is equipped with the topology that is generated by the seminorms
where K ranges over the compact sets that are contained in charts and ∂ α ranges over partial derivatives in charts containing
We recall some basic facts on the Green's function of −∆ M (for more details we refer the reader to Aubin (1982, Chapter 4) , Donaldson (2008) , Grigor'yan (2009, Chapter 13)). One knows that on a compact manifold the spectrum of −∆ M is discrete, and is given by 0 = λ 1 < λ 2 ≤ λ 3 . . . The Green kernel on M is given by the following sum in L 2 (M):
with P j the projection on the j-th eigenspace of −∆ M . We also recall that on a compact Riemannian manifold without boundary f = Gρ solves −∆ M f = ρ for the input datum ρ ∈ W and the solution is normalized to have integral zero. Moreover in that case f ∈ W.
2.2. The zero-average discrete Gaussian free field. We will now recall some definitions concerning the discrete Gaussian free field. The idea behind the construction follows the use of fundamental matrices to define Gaussian processes (Aldous and Fill, 2002, Section 14.6.2) and has been applied for example in studying the zero-average DGFF on the torus by Abächerli (2017) . Let V be a finite graph. For v, w ∈ V, let c vw = c wv ≥ 0 be the conductance between v and w. Assume that V is connected in the sense that for any v, w ∈ V there is a path from v to w such that each edge that is traversed has strictly positive conductance. We define the graph laplacian acting on functions
Since the graph is symmetric all the eigenvalues are non-negative and the corresponding eigenspaces are orthogonal. Moreover, we can conclude from the connectedness that there is exactly one eigenvalue 0 (see for instance Chung and Graham (1997, Chapter 1) ) with eigenfunction the constant function ½. Because of this, the following definition makes sense.
Definition 2.1. We define the Green's operator on functions f : V → R by
There is also an explicit characterization of G V , which we are going to use in the following. Assume that V has n points. Denote the eigenvalues of
with multiplicities. Since ½ is exactly the eigenspace corresponding to λ n 1 we can write
Here P n j is the projection on the eigenspace corresponding to the j-th eigenvalue of L. Now that we have introduced the Green's function, we can make the following definition.
Definition 2.2 (DGFF as a multivariate Gaussian). The zero-average Gaussian free field ϕ V on V is the Gaussian vector indexed by V with mean 0 and covariance matrix G V .
Note that G V is symmetric and positive definite on { f ⊥ ½} (since L is) and 0 on the rest. Therefore ϕ V lives in an (n − 1)-dimensional space and is degenerate in the direction of the constant vectors. Indeed, as the name indicates, ϕ V has average 0 almost surely. One can see this since
Now suppose our graph V consists of points of a manifold (which we generally denote by p or q). To speak of convergence of the DGFF to the GFF, we need to define them as comparable objects. To this end, we interpret them as random linear functionals on W. For the DGFF ϕ V this means introducing the following definition.
Definition 2.3 (DGFF as random distribution). Define for f ∈ W:
Note that for each ω in the underlying probability space ϕ V (ω) is a well-defined linear functional on W, so an element of W ′ . Moreover, it is easy to see that this mapping is continuous (with respect to the weak* topology on W ′ ), so in particular measurable. This implies that ϕ V can be interpreted as a random distribution on M.
We now give the following definition.
Definition 2.4 (GFF on M). There exists a centered Gaussian random distribution
We call this distribution the GFF on M.
Proof. Note that W is a nuclear space, being a subspace of the nuclear space C ∞ (M). By the Bochner-Minlos theorem for nuclear spaces (Umemura, 1965, Theorem A), it suffices to show that the characteristic functional
is continuous around 0, positive definite and satisfies L ϕ (0) = 1. The latter is clear. To show positive definiteness one can use Lodhia et al. (2016, Proposition 2.4) , which says that
This follows from the fact that G is a self-adjoint positive definite operator on W (compare (2.1)). Finally, since f = Gρ ∈ L 2 (M) is the unique solution with integral zero to the Poisson equation with input datum ρ ∈ L 2 (M), also with integral zero, one can use the Poincaré inequality and
to conclude that G is a bounded and hence continuous operator on the set of zero-average square integrable functions on M. Since convergence in W implies convergence in L 2 , it is immediate to see with Cauchy-Schwarz that f → ( f , G f ) is continuous and hence that L ϕ is continuous.
Comments on Assumptions (1)-(3).
N=1 be a sequence of finite subsets of the manifold M with corresponding conductances c N pq = c N qp ≥ 0 for p, q ∈ V N such that each V N is connected in the sense described in Subsection 2.2. Throughout this paper we assume that V N consists of N points, which we label
N=1 be the sequences of corresponding generators, Green's functions and zero-average discrete Gaussian free fields on V N , respectively, and for each N let {S N t , t ≥ 0} denote the semigroup on V N that is generated by L N . Note that we can also interpret ϕ N as a random function on W ′ , as we described in Definition 2.3. Let us comment more on the necessity of Assumptions (1)- (3) of Theorem 1.1. First of all, as we discussed above, all eigenvalues of L N are non-negative and only one eigenvalue equals 0. We denote the second smallest eigenvalue (or the spectral gap) by λ N 2 . Then we know that λ N 2 > 0, so each spectral gap is positive. Assumption (1) says that the spectral gaps are uniformly positive, i.e. inf
Without this condition what could happen is that the spectrum of the graph laplacian would eventually capture the 0-eigenvalue of ∆ M . In this case, we would not be anymore in the domain of invertibility of the Green's function. Secondly, we define the zero-average discrete version of any function f : M → R to be
Moreover, we define an inner product on
Assumption (2) is probably the most natural one would expect in a convergence-to-GFF-type result: as we will see, it implies that the bilinear forms induced by the Green's functions converge pointwise (see Equation (3.1) for the precise statement). One can ensure this limit via a stronger result, namely the uniform convergence of the discrete laplacian to the continuum one. This will be our strategy in the proof of Theorem 1.3. Finally, the third Assumption makes sure that the empirical measures corresponding to the grids converge weakly to the uniform distribution on the manifold. Therefore summing over grid points approximates integrating over the manifold in the same way as discrete lattice sums in Z d approximate integrals in R d .
Proofs
Here we present the proofs of our main results. In Subsection 3.1 we will show that Assumptions (1)-(3) entail the convergence of the rescaled DGFF to the continuum one. We will show, using a spectral decomposition, that the variance of the distribution ϕ N tested against smooth functions converges to that of the continuum field under Assumption (2). Assumptions (1) and (3) will ensure enough regularity to get this convergence. Note that we will not use here the potential theory for the random walk to prove the scaling limit, in contrast to the Z d case (a proof in d = 2 is for example carried out in Biskup (2017, Section 1.4)). Theorem 1.3 will be shown in Subsection 3.2. We will sample uniform points from the manifold, and choose as conductances the heat kernel as explained in the Introduction. The proof of the validity of Assumptions (1)- (3) is in three steps (each step shows one assumption). First we will use the fact that the empirical measures corresponding to the grids almost surely converge in Kantorovich sense to the uniform measure V, which implies weak convergence. Then we will show that the graph laplacians converge, uniformly over the grid points, to the Laplace-Beltrami operator. This will be done by choosing the bandwidth t N appropriately, following the ideas of van Ginkel (2017), van Ginkel and Redig (2018) (here we will need again the Kantorovich convergence of the empirical measures). Finally, to show the bound on the spectral gap, we will use techniques developed in Belkin and Niyogi (2007) , von Luxburg et al. (2008) by proving convergence to an "intermediate" operator whose eigenvalues approximate those of the Laplace-Beltrami. This will yield a second condition on the rate of growth of t N , and by combining the two we will obtain the final result.
3.1. Proof of Theorem 1.1. We would like to prove that N −1/2 ϕ N → ϕ, meaning that the law of N −1/2 ϕ N converges to the law of ϕ in W ′ . Since W is a nuclear Fréchet space, by Meyer (1966, Theorem 2) it suffices to prove pointwise convergence of the characteristic functional, i.e. that for any f ∈ W
Recall that we define f N :
We could subtract any constant from f | V N since ϕ N has average 0, but we choose to subtract the discrete average since it ensures that f N belongs to the discrete counterpart of W. We can abbreviate
and we see that
by definition of ϕ). Therefore it suffices to show that
We now want to make use of the spectral decomposition of the Green's function. Let 0
for A ⊂ σ(L) and λ 2 ≤ λ 3 ≤ . . . the positive eigenvalues of −∆ M . This is a measure with total mass
Note that since P j,N is a projection and since P 1,N f N = 0 by construction of f N , we see by (2.2) that
Analogously, by (2.1) one deduces
Now note that by Tonelli's theorem
By the continuity of f and Assumption (3), the last term converges to f 2 2 . Therefore there exists a C > 0 such that for all N
By the dominated convergence theorem, this implies that
Now we conclude thanks to Assumption (2):
Note that in the last equality we have used the fact that f has average zero on M. 
The spectra of L N and L N are thus given by
One can show that, with the rescaling N 2 , the eigenvalues of L N converge to those of the Laplace-Beltrami operator on T d as N grows. Since the spectral gap of the Laplace-Beltrami operator is strictly positive, this ensures Assumption (1). A Taylor expansion yields that
and the O-term can be bounded uniformly in k due to the compactness of the torus and the translation invariance of the situation. By summing over d coordinate directions, we obtain the approximation to the Laplace-Beltrami operator on T d (which is simply the sum of the second derivatives). A theorem of Trotter and Kurtz gives convergence of the corresponding semigroups, after which Assumption (2) follows from a direct computation (see Corollary 3.6 and Proposition 3.7 for the details in the manifold case). Finally, Assumption (3) is a consequence of the approximation of integrals via Riemann sums in R d .
3.2.
Proof of Theorem 1.3. Since the proof of Theorem 1.3 is divided into three steps, the next three paragraphs will be dedicated to showing the validity of each assumption separately.
Remark 3.2 (Quenched results)
. Note that all the upcoming assertions and quantities like the bandwidths depend on the realization of (p N i ) N i=1 . We will show a quenched result, meaning that we assume from now on that the grid points are fixed on M. Thus all the statements of this Subsection are meant in an almost-sure sense in the law of the grid points.
3.2.1. Assumption (3) holds. This Assumption, in the case of uniformly sampled grid points, is bypassed by a stronger convergence, namely the fact that
We refer the reader for a proof of this fact to van Ginkel and Redig (2018, Section 3.4). 3.2.2. Assumption (2) holds. This Subsection is based on proving one key Proposition:
Proposition 3.3. Set the bandwidth parameter t ′ N to satisfy (1.3). Then the graph laplacian L N on V N is such that for all f ∈ W the following holds:
In order to prove Proposition 3.3 we begin with a few remarks based on the approach of van Ginkel and Redig (2018, Section 3.2), which we recall here for completeness. Choose i ∈ {1, . . . , N}. We see that
To avoid cumbersome notation we will now drop the N sub/superscript in t ′ N and p N i . It is clear that one can write
The strategy of the proof consists in showing that the first term converges to (−∆ M ) f , and the second one becomes negligible in the limit N → ∞. To this purpose, we need a bound on the supremum norm and the Lipschitz constant of the heat kernel. In the following we use L f to denote the Lipschitz constant of a function f .
Lemma 3.4. For t small enough one has
where C depends only on the curvature of the manifold and on the dimension.
Proof. Let us first recall the classical Gaussian bound on the heat kernel (Li and Yau, 1986 , Corollary 3.1):
where K ≥ 0 is such that Ric(M) ≥ −K and where V(x, r) denotes the volume of the ball around x ∈ M with radius r > 0 in the geodesic distance. Note that such K exists in our situation, since M is compact. A simple argument (comparing with a space of constant curvature) shows that there is a C > 0 that does not depend on x such that inf x∈M V(x, √ t) ≥ Ct d/2 > 0 for every x when t is small enough. This immediately entails the sup-norm bound for the function p t (·, ·). As far as the gradient is concerned, we use the bound in Engoulatov (2006, Theorem 1) to deduce that (3.6) and D := diam(M) < ∞. Bounding the exponential term by an absolute constant and plugging this in (3.6) one obtains that
which concludes the proof.
This entails easily that the second summand on the right-hand side of (3.4) goes to zero as t ′ goes to zero, namely one can derive the following.
Corollary 3.5. Uniformly over i ∈ {1, . . . , N} one has
Proof. Observe that
where in the last line we have used Lemma 3.4. The conclusion is a consequence of (1.3). Uniformity follows since the bounds do not depend on i.
We can now begin with the proof of Proposition 3.3.
Proof of Proposition 3.3. Considering the break-up of the graph laplacian as in (3.4) and Corollary 3.5 (remember that t ′ = t ′ N is infinitesimal as N grows), all that is left to show is that
, we know for any smooth f that
uniformly in p ∈ M as t ′ goes to 0 (see for instance Grigor'yan (2009, Theorem 7.13)), so in particular uniformly in the p i 's. Since t ′ goes to 0 as N goes to infinity, this concludes the proof.
As a consequence we obtain the following. 
Proof. The proof is a direct application of Theorem 2.1 from Kurtz (1969) and Proposition 3.3, combined with an argument that the extended limit of L N (as defined in Kurtz's paper) equals the Laplace-Beltrami operator. The reason is that they are both generators and they agree on the set of smooth functions (by Proposition 3.3 they agree on W and it is easy to see that they are both 0 on constant functions), which forms a core for the Laplace-Beltrami operator.
We are now ready to show Assumption (2). 
Thus we see for the second summand above that
For the same reason, we see for the third summand in (3.7)
Now we deal with the first summand of the right-hand side of (3.7):
The first term gives
Now we need to show that the last term in the right-hand side of (3.8) goes 0. Note that
Combining these results with (3.9) yields lim sup
We conclude that ( f , S t f ) is the only non-zero remaining term when taking the limit N → ∞ in (3.7), which was to be shown.
3.2.3. Assumption (1) holds. We will base our proof on the ideas employed by Belkin and Niyogi (2007) to prove convergence of the graph laplacian eigenmaps to the continuum ones. In the article, the authors use the "intermediate" operator Note that this is an almost sure result in the law of the grid points. Since the intersection of two probability one sets still has probability one, we can safely assume that for the grid that was fixed in Remark 3.2 the limit above holds. Now we want to construct a sequence (t N ) ∞ N=1 such that we can reduce (3.10)-(3. (i) n j > n j−1 for j ≥ 2, (ii) |λ 1/j n,2 − λ 1/j 2 | ≤ 1/j for all n ≥ n j , (iii) n j ≥ min{k ∈ N : t ′ k ≤ 1/j}. Such n j exists because of (3.11) and because t ′ N → 0. Now for N ∈ N define j(N) ∈ N such that n j(N) ≤ N < n j(N)+1
and set
First of all j(N) is well-defined for each N because of (i). Moreover, we directly see that j(N) ↑ ∞, so t N ↓ 0. Note that it follows from (iii) and the fact that t ′ N is decreasing that t ′ n j ≤ 1/j. Using this and the monotonicity of t ′ N , we see
We also see |λ .
(II) goes to 0 because of (3.10) and the fact that t N ↓ 0. Further we see
, because of (ii) and the assumption N ≥ n j(N) by construction. Since 1/j(N) → 0, the result follows.
