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Abstract
Convolutional neural networks (CNNs) have achieved remarkable performance
in various fields, particularly in the domain of computer vision. However, why
this architecture works well remains to be a mystery. In this work we move a
small step toward understanding the success of CNNs by investigating the learning
dynamics of a two-layer nonlinear convolutional neural network over some specific
data distributions. Rather than the typical Gaussian assumption for input data
distribution, we consider a more realistic setting that each data point (e.g. image)
contains a specific pattern determining its class label. Within this setting, we both
theoretically and empirically show that some convolutional filters will learn the
key patterns in data and the norm of these filters will dominate during the training
process with stochastic gradient descent. And with any high probability, when
the number of iterations is sufficiently large, the CNN model could obtain 100%
accuracy over the considered data distributions. Our experiments demonstrate that
for practical image classification tasks our findings still hold to some extent.
1 Introduction
Convolutional neural networks (CNNs) have recently exhibited great performance in various fields
such as computer vision [12], natural language processing [6] and reinforcement learning [18]. But why
CNNs work so well still remains mysterious.
Recently, some research works attempted to understand CNNs from different perspectives. From
representational view, [2,13] pointed out that conceptually deep convolution networks are computing
progressively more powerful invariants as depth increases. [15] further showed that the network filters
are guiding nonlinear contractions to reduce the data variability in directions of local symmetries.
Some works tried to visualize the covonlutional filters or feature maps learned by CNNs to see
what patterns the CNNs have captured [16,17,20]. Due to the high complexity of deep CNNs, most
of theoretical analysis lies in investigating the two-layer settings. When considering the learning
dynamics or the generalization bias of CNNs, existing works either assumed Gaussian distribution
for input data or only studied linear convolutional networks [4,8,10,11,19,21].
In this work, we move a further step along the direction of theoretically analyzing CNNs. We
investigate the learning dynamics of a two-layer nonlinear CNN using stochastic gradient descent
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(SGD) for binary classification, with a more realistic assumption on the data distribution. In particular,
an input data point is labeled positive if and only if there is a specific pattern in it and is labeled
negative if and only if there exists another different pattern. This assumption is motivated by image
classification tasks, where an image belongs to a object class if and only if this image owns some
specific patterns (e.g. an image of vehicle has a wheel pattern). We emphasize that analysis under
this setting could potentially help us to understand the learning mechanism of CNNs.
We name those patterns that play an important role in classification as key patterns, and others as
non-key patterns. We prove that, under some assumptions over data distribution, some filters of
the two-layer nonlinear CNN will learn the direction of the key patterns and the norm of them will
increase much faster than others. Therefore, these filters that learn the key patterns will dominate
during the training, and then with any large probability (the randomness is over the initialization and
the selection of training data in each iteration), after enough number of iterations, good generalization
accuracy can be guaranteed. To the best of our knowledge, we are the first to analyze the learning
dynamics of two-layer nonlinear CNNs in more realistic settings. Our theoretical findings that the
covonlutional filters could capture the key pattern in data during training shed light on understanding
the underlying mechanisms of CNNs.
We also conduct experiments over some practical datasets that does not fully satisfy our assumptions.
And we observe our theoretical findings still hold that there exist some filters learn the key patterns in
data and dominate.
1.1 Related Works
We provide some previous works on the learning dynamics of fully connected networks (FCNs) and
CNNs.
Trajectory-based Analysis of FCNs. Recently, there are many works analyze the convergence
property of FCNs through a trajectory-based analysis [1,5,7,9,14,22]. These works mainly focused on
over-parameterized two-layer FCNs. According to [3], their proof techniques can be roughly classified
into two categories. [1,14,22] analyzed the trajectory of parameters and showed that on the trajectory,
the objective function satisfies certain gradient dominance property, while [7,9] analyzed the trajectory
of network predictions on training samples and showed that it enjoys a strongly-convex-like property.
Learning dynamics of CNNs. The works [4,8,10,21] focused on analyzing the learning a two-layer
CNN for regression problem with Gaussian inputs, under the teacher-student network settings. They
showed that the dynamics could converge to true parameter or zero loss. [19] considered learning a
two-layer CNN for some binary classification task assuming a restricted input distribution. Multi-
layer linear CNNs were studied in [11] for binary classification problem with linear separable data
distribution. And they proved that the dynamics could converge to a linear predictor related to the
l2/L bridge penalty in the frequency domain.
2 Problem Setup
2.1 Data Distribution and Network Architecture
Binary classification task We consider using CNNs to solve a binary classification problem, and
the input data x ∈ RD, the convolutional filters of the CNN w ∈ Rd and there exists a positive integer
k such that D = kd. We consider the following two data distributions.
Definition 1. (The Clean Distribution D) Let p+, p− ∈ {p ∈ Rd : ‖p‖2 = 1} be the positive key
pattern and negative key pattern (p+ 6= p−), and let (x, y) be a sample drawn fromD, where x ∈ RD,
y ∈ {−1, 1}, then
(1) P{y = 1} = P{y = −1} = 12 ;
(2) If y = 1, there exists u∗ ∈ [k], s.t. xu∗d+1,...,(u∗+1)d = p+, and for any u ∈ [k], u 6= u∗,
xud+1,...,(u+1)d is an i.i.d. sample drawn from U({p ∈ Rd : 〈p+, p〉 = 0, 〈p−, p〉 = 0, ‖p‖2 = 1}),
where U(S) is the uniform distribution over set S;
(3) If y = −1, there exists u∗ ∈ [k], s.t. xu∗d+1,...,(u∗+1)d = p−, and for any u ∈ [k], u 6= u∗,
xud+1,...,(u+1)d is an i.i.d. sample drawn from U({p ∈ Rd : 〈p+, p〉 = 0, 〈p−, p〉 = 0, ‖p‖2 = 1}).
2
We then define another data distribution by adding some noise to the non-key patterns of data point
drawn from D, as Definition 2 shows.
Definition 2. (The -Noisy Distribution D) Let p+, p− ∈ {p ∈ Rd : ‖p‖2 = 1} be the positive
key pattern and negative key pattern (p+ 6= p−), and let (x, y) be a sample drawn from D, where
x ∈ RD, y ∈ {−1, 1}, then x can be decomposed by
x = x0 + x1 + x2, (1)
where
(1) (x0, y) is a sample drawn from the clean distribution D;
(2) x1,u∗d+1...(u∗+1)d = x2,u∗d+1...(u∗+1)d = 0;
(3) For any u ∈ [k], u 6= u∗, x1,ud+1...(u+1)d is a sample drawn from U({p ∈ Rd : p ∈
span{p+, p−}, ‖p‖2 ≤ }), x2,ud+1...(u+1)d is a sample draw from {p ∈ Rd : 〈p+, p〉 =
0, 〈p−, p〉 = 0, ‖p‖2 ≤ }.
It is obvious that the clean distribution D is linearly separable, but when k is sufficiently large, the
-noisy distribution D is not linearly separable any more, as Proposition 1 shows.
Proposition 1. Assumed that p+ = −p− = p, then when k ≥ 2 + 1, the -noisy distribution D is
not linearly separable.
The proof is left to Appendix. For simplicity we only prove the p+ = −p− case. But for general
cases similar results can be obtained.
CNN architecture In this work, we consider the following two-layer nonlinear CNN architecture
F (x;W,a) =
h∑
i=1
aif(x;wi), (2)
where
f(x;w) = max{0, 〈x1...d, w〉, 〈xd+1...2d, w〉, ..., 〈xD−d+1...D, w〉} (3)
where x = (x1, ..., xD)
T ∈ RD is input data, and xud+1...(u+1)d = (xud+1, xud+2, ..., x(u+1)d)T
is a pattern of x. w1, ..., wh ∈ Rd are filters of the convolutional layer, the scalars a1, ..., ah are
weights of the second layer, W = {w1, ..., wh} stands for the set of parameters in the first layer,
a = {a1, ..., ah} stands for the set of parameters in the second layer. Note that f is a compositional
function of convolution, ReLU activation and max pooling.
This two-layer CNN architecture can be interpreted as: for input data x, conducting a length-d,
stride-d convolution followed by ReLU activation and size-k, stride-k max pooling in the first layer,
then a linear combination in the second layer.
2.2 Learning Process
To simplify the analysis, we only learn the CNN’s filters wi, i = 1, . . . , h. And we assume that ai
equals to 1 or −1 with equal probability 12 and is fixed during training. We then use F (x;W ) to
replace F (x;W,a). We employ a variant of hinge loss as our learning target,
`(F (x;W ), y) = −yF (x;W ). (4)
The learning process tries to minimize the following loss function under clean or noisy distribution,
minWE(x,y)∼D[`(F (x;W ), y)] or minWE(x,y)∼D [`(F (x;W ), y)]. (5)
Note that the two objectives are non-convex and non-concave, we can show it by providing a concrete
example, presented in Proposition 2 of Appendix.
SGD with batch size one is employed for solving the optimization problem. At (t+ 1)-th iteration,
for each filter wi, i = 1, . . . , h, the update is
3
w
(t+1)
i = w
(t)
i + ηaiy
(t+1)x
(t+1)
ud+1...(u+1)dI{f(x(t+1);w(t)i )>0} (6)
u = argmaxv{〈x(t+1)vd+1...(v+1)d, w(t)i 〉} (7)
where η is the learning rate, (x(t+1), y(t+1)) is i.i.d drawn from the training data distribution
(which will be specified in Section 3), the initialization of wi is w
(0)
i ∼ U({w ∈ Rd :
||w||2 = 1}). And we say “x(t+1)ud+1...(u+1)d is activated by w(t)i ” or “x(t+1)ud+1...(u+1)d is activated”
if u = argmaxv{〈x(t+1)vd+1...(v+1)d, w(t)i 〉}.
3 Main Results
We first consider learning the population loss. Under different data distributions, either clean or noisy
one, we show that the convolutional filters can learn the direction of key patterns in data, described
in Theorem 1 and 2, respectively. Secondly, the case of training with empirical data is studied. Its
learning dynamics and generalization performance are characterized in Theorem 3. The proofs are
elaborated in Appendix.
3.1 Learning with Population Loss
(a) (b)
Figure 1: Illustration for Theorem 1. (a) Theorem 1(2), line segments AB and CD satisfy that
AB ⊥ p+, CD ⊥ p−. (b) Theorem 1(3), AB and CD satisfy that AB ⊥ p+, CD ⊥ p−.
Theorem 1. (Learning with Clean Data Distribution) Assumed that (x(t+1), y(t+1)), t = 0, 1, ...
are i.i.d. randomly drawn from the clean distribution D. Then
(1) When p+ = −p− = p,
(1.1) For any σ ∈ (0, 12 ), let θt be the angle between aip and w(t)i , then
P{sin θt ≤ O(t−( 12−σ))} ≥ 1−O(t−σ) (8)
(1.2) For any σ ∈ (0, 12 ),  > 0, when
t ≥ max{ (2
k+2 − 4)(h+ 2)

, (
(η + 2)(h+ 2)

)
1
σ
, (
2k+1(2h+ 1)
η
)
2
1−2σ
}, (9)
with probability at least 1− ( 12 )
h−1 − , after t steps, the classification accuracy over D will be 1;
(2) When 〈p+, p−〉 ≤ 0 and p+ 6= −p−,
(2.1) If ai = 1, let θt be the angle between p+ and w
(t)
i , otherwise let θt be the angle between p− and
w
(t)
i . Decomposed w
(t)
i by w
(t)
i = w
(t)
‖,i + w
(t)
⊥,i, where w
(t)
‖,i ∈ span{p+, p−}, w(t)⊥,i is perpenticular
to p+ and p−. If w
(0)
‖,i is in the shaded region of Figure 1a, then for any σ ∈ (0, 12 ),
P{sin θt ≤ O(t−( 12−σ))} ≥ 1−O(t−σ) (10)
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(2.2) For any σ ∈ (0, 12 ),  > 0, when
t ≥ max{ (2
k+2 − 4)(h+ 2)

, (
(η + 2)(h+ 2)

)
1
σ
, (
2k+1(2h+ 1)
η
)
2
1−2σ
}, (11)
with probability at least 1− 2 · ( 78 )
h − , after t steps the classification accuracy over D will be 1;
(3) When 〈p+, p−〉 > 0, p+ 6= p−, positive and negative examples are sampled alternatively,
(3.1) Let T be a positive integer. If ai = 1, let θt be the angle between p+ − 〈p+, p−〉p− and
w
(T+t)
i , otherwise let θt be the angle between p− − 〈p+, p−〉p+ and w(T+t)i . Decomposed w(t)i
by w(t)i = w
(t)
‖,i + w
(t)
⊥,i, where w
(t)
‖,i ∈ span{p+, p−}, w(t)⊥,i is perpenticular to p+ and p−. If T is
sufficiently large and w(T )‖,i is in the shaded region of Figure 1b, then for any σ ∈ (0, 12 ),
P{sin θt+T ≤ O(t−( 12−σ))} ≥ 1−O(t−σ)−O(T−σ) (12)
(3.2) For any σ ∈ (0, 12 ),  > 0, when T and t are sufficiently large, then with probability at least
1− 2 · ( 78 )
h − , after T + t steps the classification accuracy over D will be 1.
Theorem 1 implies that when training data are i.i.d. drawn from D, some filters of the considered
CNN will approximately learn the direction of the key pattern. According to our proof, the norm of
these filters increase much faster than that of other filters during training process, so these filters will
be dominant when testing. And with the increasing number of filters, the probability of achieving
better classification accuracy can be guaranteed.
Similar results can also be obtained over the noisy distribution D. For simplicity, we only present
the p+ = −p− case, as Theorem 2 shows.
Theorem 2. (Population Loss with Noisy Data Distribution) Assumed that p+ = −p− = p,
(x(t+1), y(t+1)), t = 0, 1, ... are i.i.d. drawn from the -noisy distribution D, where  satisfies
0 <  < 2−2k−1. Then
(1) For any σ ∈ (0, 12 ), let θt be the angle between aip and w(t)i , then
P{sin θt ≤ O(t−( 12−σ))} ≥ 1−O(t−σ) (13)
(2) If |{i|ai = 1}| = |{i|ai = −1}|, the classification accuracy over D will be 1 when t→∞.
According to Proposition 1, D is not linearly separable when k is sufficiently large. So Theorem 2
shows that with any large probability, after enough training steps over D, our considered CNN
architecture can obtain accuracy 1 over this non-linearly separable data distribution.
3.2 Learning with Empirical Loss
We can also prove similar results when training data is limited, drawn from population distribution.
But for simplicity, we only prove the p+ = −p− case, as Theorem 3 describes.
Theorem 3. (Empirical Loss with Clean Data Distribution) Assumed that p+ = −p− = p,
(x(t+1), y(t+1)), t = 0, 1, ... are uniformly i.i.d. drawn from the training set S = {(xi, yi)}|S|i=1
where S is an empirical version of the clean distribution D. Then
(1) There exists µ > 0, Let A1: ∀w⊥ ∈ {w⊥ : 〈p, w⊥〉 = 0}, P(x,y)∼S{y = 1, f(x;w⊥) = 0} ≥ µ,
P(x,y)∼S{y = −1, f(x;w⊥) = 0} ≥ µ. Then P (A1) = 1−O( 1|S| ).
(2) For any  > 0, Let A2: ∀w⊥ ∈ {w⊥ : 〈p, w⊥〉 = 0, ‖w⊥‖2 = 1}, |E(x,y)∼S [yf(x;w⊥]| ≤ .
Then P (A1) = 1−O( 1|S|d+1 ).
(3.1) Let θt be the angle between aip and w
(t)
i , if A1 and A2 hold, then ∀K > 1, P (sin θt <
4Kη
µ )→ 1K when t→∞.
(3.2) If A1 and A2 hold and |{i|ai = 1}| = |{i|ai = −1}|, the classification accuracy over D will
be 1 with probability at least 1−O(ηhµ ).
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The theorem above shows that with  > 0 small enough and A1, A2 hold, the filters can align the key
pattern sufficiently well, and the network can achieve accuracy 1 with probability close to 1. And no
matter how small  is, P (A1), P (A2)→ 1 when |S| → ∞.
3.3 Experiments
To verify the theoretical results, we conduct two classes of experiments. The first one is on the
synthetic data, but the setting is more general than that stated in our theorems. Second class of
experiments is on the MNIST data to empirically demonstrate that our findings also hold for practical
data though the assumptions cannot be strictly satisfied.
3.3.1 Synthetic Data
The data distribution we used in this experiment is defined as follows.
Definition 3. (The General -Noisy Distribution D): Let p+, p− ∈ {p ∈ Rd : ||p||2 = 1} be the
positive and negative key pattern (p+ 6= p−), and let (x, y) be a sample drawn from D, where
x ∈ RD, y ∈ {−1, 1}, then x can be decomposed by x = x0 + x1, where (1) (x0, y) is a sample
draw from the clean distribution D; (2) For any u ∈ [k], x1,ud+1...(u+1)d is an i.i.d. sample drawn
from U({p : ‖p‖2 ≤ }).
Remark: The main difference between D and D is that, there is no noise in key patterns of data
drawn from D, but for data drawn from D there may be some noise in key patterns.
We let D = 100, d = 10, k = 10,  = 10−3, p+ and p− be generated by standard normal
distribution, then we obtain a training set Strain and testing set Stest by i.i.d. sampling from D and
|Strain| = |Stest| = 1000. We set the number of filters h = 50, the total number of iteration 104,
learning rate 10−2, batch size one in the learning process.
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(c)
Figure 2: Results on the synthetic data with an obtuse angle, 〈p+, p−〉 = −0.321. (a) iteration v.s.
‖wi‖2 for 50 filters. (b) cos∠(wi, p+) v.s. ‖wi‖2 when ai = 1. (c) cos∠(wi, p−) v.s. ‖wi‖2 when
ai = −1.
Figure 2 shows the results on the generated synthetic data when the positive and negative key pattern
has an obtuse angle, 〈p+, p−〉 = −0.321. We can easily observe that: (1) the norm of some filters
increases much faster than that of others; (2) when ai = 1, the norm of filters that have similar
direction to p+ is much larger; and when ai = −1, the norm of filters with similar direction to p− is
much larger.
0 2000 4000 6000 8000 10000
iteration
0
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20
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Figure 3: Results on the synthetic data with an sharp angle, 〈p+, p−〉 = 0.472. (a) iteration v.s.
‖wi‖2 for 50 filters. (b) cos∠(wi, p∗+) v.s. ‖wi‖2 when ai = 1. (c) cos∠(wi, p∗−) v.s. ‖wi‖2 when
ai = −1.
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Figure 3 shows the results with an sharp angle, 〈p+, p−〉 = 0.472. It can be seen that the norm of
some filters increases much faster than that of others; and when ai = 1, the norm of filters that have
similar direction to p∗+ is much larger, where p
∗
+ = p+ − 〈p+, p−〉p−; and when ai = −1, the norm
of filters with similar direction to p∗− is much larger, where p
∗
− = p− − 〈p+, p−〉p+.
3.3.2 Variants of MNIST Data
In this part, we attempt to check whether our theoretical findings under strict assumptions still hold
in a practical image classification task. We construct a new dataset that each image in this dataset
consists of nine 14× 14 subsampled MNIST images. For positive examples, there is a number “1”
and other eight positions are random numbers. For negative examples, there is a number “6” and
others are random numbers. See Figure 4a for illustration.
We train a two-layer convolution neural network, the first layer is composed of 200 filters with 14×14
with stride size =[14,14], then the output is fed into a ReLU and global max-pooling layer. The
second layer is a 200× 1 fully connected layer with fixed weight as ±1.
Results. Figure 4b visualizes the 200 learned filters. We can easily observe that most of the filters wi
corresponding to ai = 1 successfully capture the pattern “1”, and most of the filters wi corresponding
to ai = −1 successfully grab pattern “6”. The empirical observations verify our theoretical results on
the behavior of the convolutional filters.
(a) (b)
Figure 4: (a) Top: two positive examples with the pattern “1”. Bottom: two negative examples with
the pattern “6”. (b) Left: filters wi when ai = 1. Right: filters wi when ai = −1.
4 Extensions: Multiple Key Patterns and Joint Training over All Parameters
In this section, we extend our analysis on the learning dynamics of filters to two new scenarios. The
first one is to consider that each data point have multiple key patterns determining its label. And the
second one is to characterize joint learning of filters and output weights.
4.1 Learning with Multiple Key Patterns
Real data often have more than one key pattern in an image (take the eyes and legs of a dog for an
example), or the size of filter is smaller than that of the key pattern. And for some special case of
multiple key patterns, we still can prove similar results in Section 3, i.e. different filters will capture
different key patterns or the different parts of the large key pattern. In order to give a example, we
define a multi-key pattern data distribution in Definition 4 (i.e. two key patterns) and present our
theoretical results in Theorem 4.
Definition 4. (The Multi-Pattern Clean Distribution Dmul): Let p+,1, p+,2 ∈ {p ∈ Rd : ||p||2 =
1} be the positive key patterns and p−,1, p−,2 ∈ {p ∈ Rd : ||p||2 = 1} be the negative patterns, and
let (x, y) be a sample drawn from D, where x ∈ RD, y ∈ {−1, 1}, then
(1) P{y = 1} = P{y = −1} = 12 ;
(2) If y = 1, there exists u∗1, u
∗
2 ∈ [k], s.t. xu∗1d+1,...,(u∗2+1)d = p+,1, xu∗2d+1,...,(u∗2+1)d = p+,2,
and for any u ∈ [k], u 6= u∗1, u∗2, xud+1,...,(u+1)d is an i.i.d. sample draw from U({p ∈ Rd : p ⊥
span{p+,1, p+,2, p−,1, p−,2}, ||p||2 = 1}), where U(S) is the uniform distribution over set S;
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(3) If y = −1, there exists u∗1, u∗2 ∈ [k], s.t. xu∗1d+1,...,(u∗2+1)d = p−,1, xu∗2d+1,...,(u∗2+1)d = p−,2,
and for any u ∈ [k], u 6= u∗1, u∗2, xud+1,...,(u+1)d is an i.i.d. sample draw from U({p ∈ Rd : p ⊥
span{p+,1, p+,2, p−,1, p−,2}, ||p||2 = 1}), where U(S) is the uniform distribution over set S.
Theorem 4. (Learning with Multiple Key Patterns) Assumed that (x(t+1), y(t+1)), t = 0, 1, ...
are i.i.d. drawn from the multi pattern clean distribution Dmul and p+,1, p+,2, p−,1, p−,2 are
perpendicular to each other. Then
(1) When ai = 1, if 〈p+,1, w(0)i 〉 > 〈p+,2, w(0)i 〉, let θt be the angle between p+,1
and w(t)i , if 〈p+,2, w(0)i 〉 > 〈p+,1, w(0)i 〉, let θt be the angle between p+,2 and w(t)i . If
max{〈p+,1, w(0)i 〉, 〈p+,2, w(0)i 〉} > 0 hold, then
P{sin θt ≤ O(t−( 12−σ))} ≥ 1−O(t−σ) (14)
(2) When ai = −1, if 〈p−,1, w(0)i 〉 > 〈p−,2, w(0)i 〉, let θt be the angle between p−,1
and w(t)i , if 〈p−,2, w(0)i 〉 > 〈p−,1, w(0)i 〉, let θt be the angle between p−,2 and w(t)i . If
max{〈p−,1, w(0)i 〉, 〈p−,2, w(0)i 〉} > 0 hold, then
P{sin θt ≤ O(t−( 12−σ))} ≥ 1−O(t−σ) (15)
To empirically verify this multi-pattern case, we construct the following dataset. For positive images,
there is the pattern “12” and other slots are random numbers or noise. For negative examples, there
exists the pattern “67” and others are random numbers or noises, as shown in Figure 5a. The network
architecture and settings are used as in section 3.3.2. It can be observed from Figure 5b that different
filters could learn different parts of the key pattern.
(a) (b)
Figure 5: (a) Top: two positive examples with the pattern “12”. Bottom: two negative examples with
the pattern “67”. (b) Left: filters wi when ai = 1. Right: filters wi when ai = −1.
4.2 Jointly Training ai and wi
The theorems above do not analyze the situation that ai is also trained. If the weight of full-connected
layer ai and filters wi are jointly trained, we will have the following conclusion.
Theorem 5. (Joint Training) Assumed that every mini-batch is i.i.d. randomly drawn from the clean
distribution D with as many positive examples as negative examples, and p+ = −p− = p, with
initialization a(0)i = ±1, and ||w(0)i || < η  1, let w(t)i = α(t)i p+w(t)i,⊥, then sgn(a(t)i ) = sgn(a(0)i ),
a
(t)
i →∞ and for t > 1η , α(t)i = sgn(a(0)i ),α(t)i > ||w(t)i,⊥||, hold with probability p = 1−O(η).
This theorem shows that if the filters and learning rate η is initialized sufficiently small, then with a
high probability, sgn(a(t)i ) will not change, and w
(t)
i,‖ is always dominant during joint training.
5 Conclusion & Future Work
In this work we analyze the learning dynamics of a two-layer nonlinear CNN with stochastic gradient
descent (SGD) for binary classification task. We prove that when training the CNN over some
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relatively realistic data distributions (e.g. image-like data distribution), the convolutional filters will
learn the key patterns from the data and the norm of these filters will increase much faster than that of
others. And then with large probability, the classification accuracy of the learned CNN will be 1 over
the considered distribution.
We believe that the bias introduced by the training of the two-layer CNN is important for understanding
why CNN works. Moreover, it is also crucial to find whether there is a similar bias in deep CNNs.
We leave the investigation along this line as future work. And we think that this bias also can help us
to develop the improved training algorithm for CNNs or conduct channel pruning.
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Appendix
Notations
We use Ft to stand for training data sequence until steps t: {(x(0), y(0)), . . . , (x(t), y(t))}, use [k] to
stand for 1, . . . , k, use sgn to stand for sign function. And we say “x(t+1)ud+1...(u+1)d is activated by
w
(t)
i ” or “x
(t+1)
ud+1...(u+1)d is activated” if u = argmaxv{〈x(t+1)vd+1...(v+1)d, w(t)i 〉} in equation (7).
Proofs for Section 2
Proposition 1 Assumed that p+ = −p− = p, then when k ≥ 2 + 1, the -noisy distribution D is
not linearly separable.
Proof Assume that there exist w ∈ RD and b ∈ R s.t. ∀(x, y) ∼ D, y(wTx + b) > 0, then we
have that
wT (p; 0; . . . ; 0) + b > 0
wT (−p; 0; . . . ; 0) + b < 0
wT (0; p; . . . ; 0) + b > 0
wT (0;−p; . . . ; 0) + b < 0
. . .
wT (0; 0; . . . ; p) + b > 0
wT (0; 0; . . . ;−p) + b < 0
So we have that −wTud+1...(u+1)dp < b < wTud+1...(u+1)dp, ∀u.
Without loss of generality, we assume that
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wT1...dp = minu{wTud+1...(u+1)dp}
Then Let x = (p;−p; . . . ;−p), y = 1 be a sample drawn from D, then we have that
wTx+ b = wT1...dp+ b− 
∑
u>1
wTud+1...(u+1)dp
≤ (1− (k − 1))wT1...dp+ b
≤ −wT1...dp+ b
< 0
Which leads to a contradiction.
Proposition 2 (Non-convex and Non-concave Examples) Let D = 4, d = 2, p+ = (1, 0)
T ,
p− = (−1, 0)T , h = 1, a1 = −1, then the optimization problem minWE(x,y)∼D[`(F (x;W ), y)] is
not convex and not concave.
Proof Let w1 = (w11, w12)
T and let φ(w11, w12) = E(x,y)∼D[`(F (x;W ), y)]. Note that {w ∈
Rd : 〈p+, w〉 = 0, 〈p−, w〉 = 0, ‖w‖2 = 1} = {(0, 1)T , (0,−1)T }, then
φ(w11, w12) = E(x,y)∼D[`(F (x;W ), y)]
= E(ymax{0, 〈x12, w1〉, 〈x34, w1〉})
=
1
4
(max{0, w11, w12}+max{0, w11,−w12}
− max{0,−w11, w12} −max{0,−w11,−w12})
Let w(1) = (4, 4)T , w(2) = (3,−1)T , then we have that
φ(w(1)) + φ(w(2))− 2φ(w
(1) + w(2)
2
) = 1 + 1.25− 2× 1.375
= −0.5 < 0
Let w(1) = (4,−3)T , w(2) = (−3,−3)T , then we have that
φ(w(1)) + φ(w(2))− 2φ(w
(1) + w(2)
2
) = 1.25− 0.75− 2× 0.125
= 0.25 > 0
So E(x,y)∼D[`(F (x;W ), y)] is not convex and not concave.
Proofs for Section 3
Theorem 1 (Learning with Clean Data Distribution) Assumed that (x(t+1), y(t+1)), t =
0, 1, . . . are i.i.d. randomly drawn from the clean distribution D. Then
(1) When p+ = −p− = p,
(1.1) For any σ ∈ (0, 12 ), let θt be the angle between aip and w(t)i , then
P{sin θt ≤ O(t−( 12−σ))} ≥ 1−O(t−σ)
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(1.2) For any σ ∈ (0, 12 ),  > 0, when
t ≥ max{ (2
k+2 − 4)(h+ 2)

, (
(η + 2)(h+ 2)

)
1
σ
, (
2k+1(2h+ 1)
η
)
2
1−2σ
}
then with probability at least 1− ( 12 )
h−1 − , after t steps, the classification accuracy over D will be
1;
(2) When 〈p+, p−〉 ≤ 0 and p+ 6= −p−,
(2.1) If ai = 1, let θt be the angle between p+ and w
(t)
i , otherwise let θt be the angle between p− and
w
(t)
i . Decomposed w
(t)
i by w
(t)
i = w
(t)
‖,i + w
(t)
⊥,i, where w
(t)
‖,i ∈ span{p+, p−}, w(t)⊥,i is perpenticular
to p+ and p−. If w
(0)
‖,i is in the shaded region of Figure 1(a), then for any σ ∈ (0, 12 ),
P{sin θt ≤ O(t−( 12−σ))} ≥ 1−O(t−σ)
(2.2) For any σ ∈ (0, 12 ),  > 0, when
t ≥ max{ (2
k+2 − 4)(h+ 2)

, (
(η + 2)(h+ 2)

)
1
σ
, (
2k+1(2h+ 1)
η
)
2
1−2σ
}
then with probability at least 1− 2 · ( 78 )
h − , after t steps the classification accuracy over D will be
1;
(3) When 〈p+, p−〉 > 0, p+ 6= p−, positive and negative examples sample alternatively,
(3.1) Let T be a positive integer. If ai = 1, let θt be the angle between p+ − 〈p+, p−〉p− and
w
(T+t)
i , otherwise let θt be the angle between p− − 〈p+, p−〉p+ and w(T+t)i . Decomposed w(t)i
by w(t)i = w
(t)
‖,i + w
(t)
⊥,i, where w
(t)
‖,i ∈ span{p+, p−}, w(t)⊥,i is perpenticular to p+ and p−. If T is
sufficiently large and w(T )‖,i is in the shaded region of Figure 1(b), then for any σ ∈ (0, 12 ),
P{sin θt+T ≤ O(t−( 12−σ))} ≥ 1−O(t−σ)−O(T−σ)
(3.2) For any σ ∈ (0, 12 ),  > 0, when T and t are sufficiently large, then with probability at least
1− 2 · ( 78 )
h − , after T + t steps the classification accuracy over D will be 1.
(a) (b)
Figure 6: Illustration for proof of Theorem 1. (a) For proof of Theorem 1(2). (b) For proof of
Theorem 1(3).
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Proof Without loss of generality, we assume that u∗ in Definition 1 is equaled to 1.
(1)When p+ = −p− = p,
Consider the decomposition of w(t)i
w
(t)
i = α
(t)
i p+ w
(t)
⊥,i
where α(t)i ∈ R and w(t)⊥,i is perpendicular to p.
(a) First we will analyze the property of α(t)i .
Without loss of generality, we assume that α(t)i 6= 0.
(a.1)When ai = 1,
According to the dynamics of w(t)i , we have that
α
(t+1)
i p = α
(t)
i p+ ηy
(t+1)x
(t+1)
1...d I{x(t+1)1...d is activated}
= α
(t)
i p+ ηpI{x(t+1)1...d is activated}
Note that when y(t+1) = sgn(α(t)i ) and f(x
(t+1);w
(t)
⊥,i) = 0, x
(t+1)
1...d must be activated by w
(t)
i , so
we have that
α
(t+1)
i = α
(t)
i + ηI{x(t+1)1...d is activated}
≥ α(t)i + ηI{y(t+1)=sgn(α(t)i ),f(x(t+1);w(t)⊥,i)=0}
According to the definition of D, we have that
E[I{y(t+1)=sgn(α(t)i ),f(x(t+1);w(t)⊥,i)=0}|Ft]
= E[I{y(t+1)=sgn(α(t)i ),〈x(t+1)d+1...2d,w(t)⊥,i〉≤0,...,〈x(t+1)D−d+1...D,w(t)⊥,i〉≤0}|Ft]
= 2−k
So no matter what α(t)i and w
(t)
⊥,i are, α
(t+1)
i = α
(t)
i + η will hold with probability at least 2
−k
and if α(t+1)i = α
(t)
i + η does not hold, then α
(t+1)
i = α
(t)
i will hold. So α
(t)
i is monotonically
increasing and there exists a sequence of i.i.d. Bernoulli random variables e1, . . . , et, satisfies
P{es = 1} = 2−k, s = 1, . . . , t and
α
(t)
i ≥ α(0)i + η
t∑
s=1
es
So we have that
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P{α(t)i ≤ α(0)i + 2−k−1ηt} ≤ P{
t∑
s=1
es ≤ 2−k−1t}
≤ P{|
t∑
s=1
es − 2−kt| ≥ 2−k−1t}
≤ 2
−k(1− 2−k)t
(2−k−1t)2
=
2k+2 − 4
t
The last inequality is guaranteed by Chebyshev’s Inequality.
(a.2)When ai = −1,
Similar to (a.1), we can proof that α(t)i is monotonically decreasing and
P{α(t)i ≥ α(0)i − 2−k−1ηt} ≤
2k+2 − 4
t
(b) Next we will analyze the property of w(t)⊥,i.
(b.1)When ai = 1,
If α(t)i > 0, then according to the dynamics of w
(t)
i , we have that
w
(t+1)
⊥,i = w
(t)
⊥,i + ηx
(t+1)
u1d+1...(u1+1)d
I{y(t+1)=1,f(x(t+1);w(t)⊥,i)>α(t)i }
− ηx(t+1)u2d+1...(u2+1)dI{y(t+1)=−1,f(x(t+1);w(t)⊥,i)>0}
where u1, u2 ∈ [k] and u1, u2 6= 1.
So we have that
E[‖w(t+1)⊥,i ‖
2
2
|Ft]
= ‖w(t)⊥,i‖
2
2
+ η2E[I{y(t+1)=1,f(x(t+1);w(t)⊥,i)>α(t)i }|Ft]
+ η2E[I{y(t+1)=−1,f(x(t+1);w(t)⊥,i)>0}|Ft]
+ 2ηE[〈x(t+1)u1d+1...(u1+1)d, w
(t)
⊥,i〉I{y(t+1)=1,f(x(t+1);w(t)⊥,i)>α(t)i }|Ft]
− 2ηE[〈x(t+1)u2d+1...(u2+1)d, w
(t)
⊥,i〉I{y(t+1)=−1,f(x(t+1);w(t)⊥,i)>0}|Ft]
≤ ‖w(t)⊥,i‖
2
2
+ η2 + 2ηE[f(x(t+1);w
(t)
⊥,i)I{y(t+1)=1,f(x(t+1);w(t)⊥,i)>α(t)i }|Ft]
− 2ηE[f(x(t+1);w(t)⊥,i)I{y(t+1)=−1,f(x(t+1);w(t)⊥,i)>0}|Ft]
≤ ‖w(t)⊥,i‖
2
2
+ η2 + 2ηE[f(x(t+1);w
(t)
⊥,i)I{y(t+1)=1,f(x(t+1);w(t)⊥,i)>0}|Ft]
− 2ηE[f(x(t+1);w(t)⊥,i)I{y(t+1)=−1,f(x(t+1);w(t)⊥,i)>0}|Ft]
= ‖w(t)⊥,i‖
2
2
+ η2 + 2ηE[y(t+1)f(x(t+1);w
(t)
⊥,i)|Ft]
= ‖w(t)⊥,i‖
2
2
+ η2
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The first equality is because that
I{y(t+1)=1,f(x(t+1);w(t)⊥,i)>α(t)i }I{y(t+1)=−1,f(x(t+1);w(t)⊥,i)>0} = 0
The first inequality is because that
E[I{y(t+1)=1,f(x(t+1);w(t)⊥,i)>α(t)i } + I{y(t+1)=−1,f(x(t+1);w(t)⊥,i)>0}|Ft]
≤ E[I{y(t+1)=1} + I{y(t+1)=−1}|Ft]
= 1
and
〈x(t+1)u1d+1...(u1+1)d, w
(t)
⊥,i〉I{y(t+1)=1,f(x(t+1);w(t)⊥,i)>α(t)i }
= f(x(t+1);w
(t)
⊥,i)I{y(t+1)=1,f(x(t+1);w(t)⊥,i)>α(t)i }
〈x(t+1)u2d+1...(u2+1)d, w
(t)
⊥,i〉I{y(t+1)=−1,f(x(t+1);w(t)⊥,i)>0}
= f(x(t+1);w
(t)
⊥,i)I{y(t+1)=−1,f(x(t+1);w(t)⊥,i)>0}
The last equality is because that
E[y(t+1)f(x(t+1);w
(t)
⊥,i)|Ft]
=
1
2
E[max{〈x(t+1)d+1...2d, w(t)⊥,i〉, . . . , 〈x(t+1)D−d+1...D, w(t)⊥,i〉}|Ft, y(t+1) = 1]
− 1
2
E[max{〈x(t+1)d+1...2d, w(t)⊥,i〉, . . . , 〈x(t+1)D−d+1...D, w(t)⊥,i〉}|Ft, y(t+1) = −1]
=
1
2
E[max{〈x(t+1)d+1...2d, w(t)⊥,i〉, . . . , 〈x(t+1)D−d+1...D, w(t)⊥,i〉}|Ft]
− 1
2
E[max{〈x(t+1)d+1...2d, w(t)⊥,i〉, . . . , 〈x(t+1)D−d+1...D, w(t)⊥,i〉}|Ft]
= 0
If α(t)i < 0, then we have that
E[y(t+1)f(x(t+1);w
(t)
i )|Ft]
=
1
2
E[max{0, 〈x(t+1)d+1...2d, w(t)⊥,i〉, . . . , 〈x(t+1)D−d+1...D, w(t)⊥,i〉}|Ft, y(t+1) = 1]
− 1
2
E[max{−α(t)i , 〈x(t+1)d+1...2d, w(t)⊥,i〉, . . . , 〈x(t+1)D−d+1...D, w(t)⊥,i〉}|Ft, y(t+1) = −1]
=
1
2
E[max{0, 〈x(t+1)d+1...2d, w(t)⊥,i〉, . . . , 〈x(t+1)D−d+1...D, w(t)⊥,i〉}|Ft]
− 1
2
E[max{−α(t)i , 〈x(t+1)d+1...2d, w(t)⊥,i〉, . . . , 〈x(t+1)D−d+1...D, w(t)⊥,i〉}|Ft]
≤ 0
So according to the dynamics of w(t)i , we have that
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E[‖w(t+1)i ‖
2
2|Ft]
= ‖w(t)i ‖
2
2 + η
2I{f(x(t+1);w(t)i )>0}
+ 2ηE[y(t+1)f(x(t+1);w
(t)
i )|Ft]
≤ ‖w(t)i ‖
2
2 + η
2
combine with ‖w(t)i ‖
2
2 = (α
(t)
i )
2
+ ‖w(t)⊥,i‖
2
2
we have that
E[‖w(t+1)⊥,i ‖
2
2
|Ft] ≤ ‖w(t)⊥,i‖
2
2
+ η2 + (α
(t)
i )
2 − (α(t+1)i )
2
combine with α(t)i ’s monotonically increasing property, we have that
if α(0)i > 0, then
E(‖w(t)⊥,i‖
2
2
) ≤ ‖w(0)⊥,i‖
2
2
+
t∑
s=1
η2
= ‖w(0)⊥,i‖
2
2
+ η2t
if α(0)i < 0, then
E(‖w(t)⊥,i‖
2
2
) ≤ ‖w(0)⊥,i‖
2
2
+ (α
(0)
i )
2
+
t∑
s=1
η2
= ‖w(0)⊥,i‖
2
2
+ (α
(0)
i )
2
+ η2t
So no matter what α(0)i is, we always have that
E(‖w(t)⊥,i‖
2
2
) ≤ ‖w(0)⊥,i‖
2
2
+ (α
(0)
i )
2
+ η2t
So we have that
E(‖w(t)⊥,i‖2) ≤
√
E(‖w(t)⊥,i‖
2
2
)
=
√
‖w(0)⊥,i‖
2
2
+ (α
(0)
i )
2
+ η2t
≤ ‖w(0)⊥,i‖2 + |α
(0)
i |+ η
√
t
According to Markov’s Inequality, we have that for any σ > 0,
P{‖w(t)⊥,i‖2 ≥ t
1
2+σ} ≤
‖w(0)⊥,i‖2 + |α
(0)
i |+ η
√
t
t
1
2+σ
≤ (η + 2)t−σ
(b.2)When ai = −1, similar to case(b.1), we can prove that
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P{‖w(t)⊥,i‖2 ≥ t
1
2+σ} ≤ (η + 2)t−σ
(c) Next we will prove the convergence rate of θt.
(c.1)When ai = 1
Note that sin θt =
‖w(t)⊥,i‖2
‖w(t)i ‖2
≤ ‖w
(t)
⊥,i‖2
α
(t)
i
, so we have that
P{sin θt ≤ t
1
2+σ
α
(0)
i + 2
−k−1ηt
} ≥ P{
‖w(t)⊥,i‖2
α
(t)
i
≤ t
1
2+σ
α
(0)
i + 2
−k−1ηt
}
≥ P{‖w(t)⊥,i‖2 ≤ t
1
2+σ, α
(t)
i ≥ α(0)i + 2−k−1ηt}
≥ P{‖w(t)⊥,i‖2 ≤ t
1
2+σ}+ P{α(t)i ≥ α(0)i + 2−k−1ηt} − 1
≥ 1− (η + 2)t−σ − 2
k+2 − 4
t
(c.2)When ai = −1
Similar to case(c.1), we can prove that
P{sin θt ≤ t
1
2+σ
−α(0)i + 2−k−1ηt
} ≥ 1− (η + 2)t−σ − 2
k+2 − 4
t
(d) Finally, we will analyze the classification accuracy of the learned CNN over D.
With probability of 1− 2 · ( 12 )
h, there exist i1, i2 ∈ [h], s.t.
ai1 = 1
ai2 = −1
When t ≥ max{ (2k+2−4)(h+2) , ( (η+2)(h+2) )
1
σ
, ( 2
k+1(2h+1)
η )
2
1−2σ }, we have that
P{α(t)i1 ≤ α
(0)
i1
+ 2−k−1ηt} ≤ 
h+ 2
P{α(t)i2 ≥ α
(0)
i2
− 2−k−1ηt} ≤ 
h+ 2
P{‖w(t)⊥,i‖2 ≥ t
1
2+σ} ≤ 
h+ 2
, ∀i ∈ [h]
So we have that with probability at least 1− 2 · ( 12 )
h − 
α
(t)
i1
≥ α(0)i1 + 2−k−1ηt, ai1 = 1
α
(t)
i2
≤ α(0)i2 − 2−k−1ηt, ai2 = −1
‖w(t)⊥,i‖2 ≤ t
1
2+σ, ∀i ∈ [h]
So we have that for almost all (x, y) sampled from the clean distributionD (without loss of generality,
we assume that y = 1)
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yF (x;W (t)) =
h∑
i=1
aif(x;w
(t)
i )
=
∑
i:ai=1
f(x;w
(t)
i )−
∑
i:ai=−1
f(x;w
(t)
i )
≥ f(x;w(t)i1 )−
∑
i:ai=−1
f(x;w
(t)
i )
= max{0, α(t)i1 , f(x;w
(t)
⊥,i1)} −
∑
i:ai=−1
max{0, α(t)i , f(x;w(t)⊥,i)}
≥ α(t)i1 −
∑
i:ai=−1
(max{0, α(0)i }+ ‖w(t)⊥,i‖2)
≥ 2−k−1ηt− h(1 + t 12+σ)
≥ t 12+σ
≥ 1
The second inequality is because f(x;w(t)⊥,i) ≤ ‖w(t)⊥,i‖2 and when ai = −1, α
(t)
i is monotonically
decreasing.
The third inequality is because that |α(0)i | ≤ 1.
(2)When 〈p+, p−〉 ≤ 0 and p+ 6= −p−,
Consider the decomposition of w(t)i
w
(t)
i = w
(t)
‖,i + w
(t)
⊥,i
where w(t)‖,i ∈ span{p+, p−} and w(t)⊥,i is perpendicular to p+ and p−.
(a) First we will analyze the property of w(t)‖,i.
Without loss of generality, we assumed that ai = 1.
As Figure 6(a) shows,
−→
OA corresponds to p+,
−−→
OB corresponds to p−,
−−→
OW corresponds to w(t)‖,i, φ
corresponds to φt(the angle between p+ and w
(t)
‖,i), line segment CD is perpendicular to
−→
OA, line
segment EF is perpendicular to
−−→
OB.
(a.1)When φ0 ∈ [0,∠AOF ],
If φt ∈ [0,∠AOF ], then 〈p+, w(t)‖,i〉 > 0, 〈p−, w(t)‖,i〉 ≤ 0, and the dynamics of w(t)‖,i will be
w
(t+1)
‖,i = w
(t)
‖,i + ηp+I{y(t+1)=1,〈p+,w(t)‖,i〉>f(x(t+1);w(t)⊥,i)}
Note that φt will always decrease when w
(t)
‖,i is updated by p+, so φt will monotonically decrease
and will always be no less than 0.
Let zt be the number of times that event "y(s) = 1, f(x(s);w
(s−1)
⊥,i ) = 0" holds, s ∈ [t], then zt will
be a lower bound of the number of times that w‖,i be updated by p+ in the fist t steps, so we have that
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sinφt ≤
‖w(0)‖,i ‖2 sinφ0√
‖w(0)‖,i ‖
2
2
sin2φ0 + (ηzt)
2
≤
‖w(0)‖,i ‖2√
‖w(0)‖,i ‖
2
2
+ (ηzt)
2
Note that
E[I{y(s)=1,f(x(s);w(s−1)⊥,i )=0}|Fs−1] = 2
−k
So zt ∼ Binomial(t, 2−k). According to Chebyshev’s inequality, we have that
P{zt ≤ 2−k−1t} ≤ P{|zt − 2−kt| ≥ 2−k−1t}
≤ 2
−k(1− 2−k)t
(2−k−1t)2
=
2k+2 − 4
t
So we have that
P{sinφt ≤
‖w(0)‖,i ‖2√
‖w(0)‖,i ‖
2
2
+ (2−k−1ηt)2
} ≥ P{zt ≥ 2−k−1t}
≥ 1− 2
k+2 − 4
t
According to the dynamics of w(t)‖,i, we also have that
〈p+, w(t+1)‖,i 〉 = 〈p+, w(t)‖,i〉+ ηI{y(t+1)=1,〈p+,w(t)‖,i〉>f(x(t+1);w(t)⊥,i)}
≥ 〈p+, w(t)‖,i〉+ ηI{y(t+1)=1,f(x(t+1);w(t)⊥,i)=0}
So we have that
〈p+, w(t)‖,i〉 ≥ 〈p+, w(0)‖,i 〉+ ηzt
≥ ηzt
Similarly, according to Chebyshev’s inequality, we can prove that
P{〈p+, w(t)‖,i〉 ≤ 2−k−1ηt} ≤ P{zt ≤ 2−k−1t}
≤ 2
k+2 − 4
t
(a.2)When φ0 ∈ (∠AOF,∠AOB),
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If φt ∈ (∠AOF,∠AOB), then 〈p−, w(t)‖,i〉 > 0 and the dynamics of w(t)‖,i will be
w
(t+1)
‖,i = w
(t)
‖,i + ηp+I{y(t+1)=1,〈p+,w(t)‖,i〉>f(x(t+1);w(t)⊥,i)}
− ηp−I{y(t+1)=−1,〈p−,w(t)‖,i〉>f(x(t+1);w(t)⊥,i)}
Note that φt will always decrease when w
(t)
‖,i is updated by p+ or p−, so φt will monotonically
decrease.
Before φt decreases below to ∠AOF , we always have that
〈p−, w(t+1)‖,i 〉 = 〈p−, w(t)‖,i〉+ η〈p+, p−〉I{y(t+1)=1,〈p+,w(t)‖,i〉>f(x(t+1);w(t)⊥,i)}
− ηI{y(t+1)=−1,〈p−,w(t)‖,i〉>f(x(t+1);w(t)⊥,i)}
≤ 〈p−, w(t)‖,i〉
So before φt decreases below to ∠AOF , we have that 〈p−, w(t)‖,i〉 is monotonically decreasing.
(a.3)When φ0 = ∠AOB
If φt = ∠AOB, then the dynamics of w(t)‖,i will be
w
(t+1)
‖,i = w
(t)
‖,i − ηp−I{y(t+1)=−1,〈p−,w(t)‖,i〉>f(x(t+1);w(t)⊥,i)}
So the norm of w(t)‖,i will monotonically decrease and φt = ∠AOB will always hold before w
(t)
‖,i
changes its direction. So before w(t)‖,i changes its direction, we have that 〈p−, w(t)‖,i〉 is monotonically
decreasing.
(a.4)When φ0 ∈ (∠AOB,∠AOE)
If φt ∈ (∠AOB,∠AOE), then the dynamics of w(t)‖,i will be
w
(t+1)
‖,i = w
(t)
‖,i − ηp−I{y(t+1)=−1,〈p−,w(t)‖,i〉>f(x(t+1);w(t)⊥,i)}
Then φt will monotonically increase. And similar to case(a.2) before φt increases above to ∠AOE,
we have that 〈p−, w(t)‖,i〉 is monotonically decreasing.
(a.5)When φ0 ∈ [∠AOE, 3pi2 ]
If φt ∈ [∠AOE, 3pi2 ], then 〈p+, w(t)‖,i〉 ≤ 0 and 〈p−, w(t)‖,i〉 ≤ 0, so w(t)‖,i will not be updated.
(a.6)When φ0 ∈ ( 3pi2 , 2pi]
Similar to case(a.1), we can proof that
P{sin(2pi − φt) ≤
‖w(0)‖,i ‖2√
‖w(0)‖,i ‖
2
2
+ (2−k−1ηt)2
} ≥ 1− 2
k+2 − 4
t
and
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P{〈p+, w(t)‖,i〉 ≤ 2−k−1ηt} ≤
2k+2 − 4
t
(b) Next we will analyze the property of w(t)⊥,i
Without loss of generality, we assumed that ai = 1.
When 〈p+, w(t)‖,i〉 ≥ 〈p−, w(t)‖,i〉, we have that max{0, 〈p+, w(t)‖,i〉} ≥ max{0, 〈p−, w(t)‖,i〉} and the
dynamics of w(t)⊥,i is
w
(t+1)
⊥,i = w
(t)
⊥,i + ηx
(t+1)
u1d+1...(u1+1)d
I{y(t+1)=1,max{0,〈p+,w(t)‖,i〉}<f(x(t+1);w(t)⊥,i)}
− ηx(t+1)u2d+1...(u2+1)dI{y(t+1)=−1,max{0,〈p−,w(t)‖,i〉}<f(x(t+1);w(t)⊥,i)}
where u1, u2 ∈ [k] and u1, u2 6= 1.
Similar to theorem1(1)(b.1), we can proof that
E[‖w(t+1)⊥,i ‖
2
2
|Ft] ≤ ‖w(t)⊥,i‖
2
2
+ η2
When 〈p+, w(t)‖,i〉 ≤ 〈p−, w(t)‖,i〉, we have that max{0, 〈p+, w(t)‖,i〉} ≤ max{0, 〈p−, w(t)‖,i〉}.
According to the dynamics of w(t)i , we have that
E[‖w(t+1)i ‖
2
2|Ft] ≤ ‖w(t)i ‖
2
2 + η
2 + 2ηE[y(t+1)f(x(t+1);w
(t)
i )|Ft]
= ‖w(t)i ‖
2
2 + η
2 + 2ηE[max{max{0, 〈p+, w(t)‖,i〉}, f(x(t+1);w(t)⊥,i)}I{y(t+1)=1}|Ft]
− 2ηE[max{max{0, 〈p−, w(t)‖,i〉}, f(x(t+1);w(t)⊥,i)}I{y(t+1)=−1}|Ft]
≤ ‖w(t)i ‖
2
2 + η
2
Similar to theorem1(1)(b.1), we can proof that
E[‖w(t+1)⊥,i ‖
2
2
|Ft] ≤ ‖w(t)⊥,i‖
2
2
+ η2 + ‖w(t)‖,i‖
2
2
− ‖w(t+1)‖,i ‖
2
2
According to the proof of theorem1(2)(a), we know that 〈p+ − p−, w(t)‖,i〉 is monotonous. So similar
to theorem1(1)(b.1), we can proof that for any σ > 0
P{‖w(t)⊥,i‖2 ≥ t
1
2+σ} ≤ (η + 2)t−σ
(c) Next we will prove the convergence rate of θt.
Without loss of generality, we assumed that ai = 1.
When φ0 ∈ [0,∠AOF ], according theorem1(2)(a.1) and theorem1(2)(b), we have that
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P{sinφt ≤
‖w(0)‖,i ‖2√
‖w(0)‖,i ‖
2
2
+ (2−k−1ηt)2
} ≥ 1− 2
k+2 − 4
t
P{〈p+, w(t)‖,i〉 ≤ 2−k−1ηt} ≤
2k+2 − 4
t
P{‖w(t)⊥,i‖2 ≥ t
1
2+σ} ≤ (η + 2)t−σ
Note that
sin θt ≤
√
‖w(t)‖,i‖
2
2
sin2φt + ‖w(t)⊥,i‖
2
2
‖w(t)i ‖2
≤
‖w(t)‖,i‖2sinφt + ‖w
(t)
⊥,i‖2
〈p+, w(t)‖,i〉
and
‖w(t)‖,i‖2 ≤ ‖w
(0)
‖,i ‖2 + ηt
So similar to theorem1(1)(c.1), we can prove that for any σ > 0, we have that
P{sin θt ≤
t
1
2+σ +
(‖w(0)‖,i‖2+ηt)‖w
(0)
‖,i‖2√
‖w(0)‖,i‖
2
2
+(2−k−1ηt)2
2−k−1ηt
} ≥ 1− 2
k+3 − 8
t
− (η + 2)t−σ
Similarly, when φ0 ∈ ( 3pi2 , 2pi], we also have that
P{sinθt ≤
t
1
2+σ +
(‖w(0)‖,i‖2+ηt)‖w
(0)
‖,i‖2√
‖w(0)‖,i‖
2
2
+(2−k−1ηt)2
2−k−1ηt
} ≥ 1− 2
k+3 − 8
t
− (η + 2)t−σ
(d) Finally, we will analyze the classification accuracy of the learned CNN over D.
Let ρ = ∠AOF+
pi
2
2pi ≥ 14 , then with probability of 1 − 2 · (1− ρ2 )h ≥ 1 − 2 · ( 78 )
h, there exist
i1, i2 ∈ [h], s.t.
ai1 = 1, the angle between p+ and w
(0)
‖,i1 ∈ (−
pi
2
,∠AOF ]
ai2 = −1, the angle between p+ and w(0)‖,i2 ∈ [
pi
2
,
pi
2
+ ∠AOB)
When t ≥ max{ (2k+2−4)(h+2) , ( (η+2)(h+2) )
1
σ
, ( 2
k+1(2h+1)
η )
2
1−2σ }, we have that
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P{〈p+, w(t)‖,i1〉 ≤ 2−k−1ηt} ≤

h+ 2
P{〈p−, w(t)‖,i2〉 ≤ 2−k−1ηt} ≤

h+ 2
P{‖w(t)⊥,i‖2 ≥ t
1
2+σ} ≤ 
h+ 2
, i ∈ [h]
So we have that with probability at least 1− 2 · ( 78 )
h − 
〈p+, w(t)‖,i1〉 ≤ 2−k−1ηt
〈p−, w(t)‖,i2〉 ≤ 2−k−1ηt
‖w(t)⊥,i‖2 ≥ t
1
2+σ, i ∈ [h]
So similar to theorem1(1)(d) we have that for almost all (x, y) sampled from the clean distribution D
(without loss of generality, we assume that y = 1)
yF (x;W (t)) =
h∑
i=1
aif(x;w
(t)
i )
≥ 〈p+, w(t)‖,i1〉 −
∑
i:ai=−1
(max{0, 〈p+, w(0)‖,i 〉}+ ‖w(t)⊥,i‖2)
≥ 1
The first inequality is because that when ai = −1, 〈p+, w(t)‖,i〉 is monotonically decreasing.
(3)When 〈p+, p−〉 > 0, p+ 6= p−, the positive examples and negative examples sample alternatively.
Consider the decomposition of w(t)i
w
(t)
i = w
(t)
‖,i + w
(t)
⊥,i
where w(t)‖,i ∈ span{p+, p−} and w(t)⊥,i is perpendicular to p+ and p−.
(a) First we will analyze the property of w(t)‖,i and w
(t)
⊥,i.
Without loss of generality, we assume that ai = 1.
As Figure 6(b) shows,
−→
OA corresponds to p+,
−−→
OB corresponds to p−,
−−→
OW corresponds to w(t)‖,i, φ
corresponds to φt(the angle between p− and w
(t)
‖,i), line segment CD is perpendicular to
−→
OA, line
segment EF is perpendicular to
−−→
OB. And let φˆ = ∠BOA.
Let T be a positive even integer.
(a.1)When φT ∈ [φˆ,∠BOC)
Similar to theorem1(1) and theorem1(2), we can prove that for any σ > 0
P{‖w(T )‖,i ‖2 − ‖w
(T )
⊥,i‖2 ≥ Ω(T )} ≥ 1−O(T
−σ)
If in the (T + 2t+ 1)-th step, p+ is activated by wi and in the (T + 2t+ 2)-th step, a non-key pattern
is activated by wi, then we have that
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w
(T+2t+2)
‖,i = w
(T+2t+1)
‖,i = w
(T+2t)
‖,i + ηp+
w
(T+2t+2)
⊥,i = w
(T+2t+1)
⊥,i − ηx(T+2t+2)ud+1...(u+1)d = w(T+2t)⊥,i − ηx(T+2t+2)ud+1...(u+1)d
where 〈x(T+2t+2)ud+1...(u+1)d, w(T+2t+1)⊥,i 〉 > 0.
Then we have that
‖w(T+2t+2)‖,i ‖2 = ‖w
(T+2t+1)
‖,i ‖2 ≥ ‖w
(T+2t)
‖,i ‖2 + ηsinφˆ
‖w(T+2t+2)⊥,i ‖
2
2
≤ ‖w(T+2t+1)⊥,i ‖
2
2
+ η2 = ‖w(T+2t)⊥,i ‖
2
2
+ η2
If in the (T + 2t+ 1)-th step, p+ is activated by wi and in the (T + 2t+ 2)-th step, p− is activated
by wi, then we have that
w
(T+2t+2)
‖,i = w
(T+2t+1)
‖,i − ηp− = w(T+2t)‖,i + η(p+ − p−)
w
(T+2t+2)
⊥,i = w
(T+2t+1)
⊥,i = w
(T+2t)
⊥,i
Then we have that
‖w(T+2t+2)‖,i ‖2 ≥ ‖w
(T+2t)
‖,i ‖2 + ηsin
φˆ
2
‖w(T+2t+2)⊥,i ‖2 = ‖w
(T+2t)
⊥,i ‖2
When T is sufficiently large, we can see that ‖w(T+t)‖,i ‖2sinφˆ ≥ ‖w
(T+t)
⊥,i ‖2 always holds, so when
positive example is encountered, p+ must be activated, so we have that
‖w(T+t+1)‖,i ‖2 ≥ ‖w
(T+t)
‖,i ‖2 +
η
2
sin
φˆ
2
‖w(T+t+1)⊥,i ‖
2
2
≤ ‖w(T+t)⊥,i ‖
2
2
+ η2
always hold. So that
‖w(T+t)‖,i ‖2 ≥ ‖w
(T )
‖,i ‖2 +
η
2
sin
φˆ
2
t
‖w(T+t)⊥,i ‖2 ≤ ‖w
(T )
⊥,i‖2 + η
√
t
Note that if 〈p−, w(T+2t)‖,i 〉 > ‖w(T+2t)⊥,i ‖2, then at (T + 2t + 2)-th step p− must be activated, and
then
〈p−, w(T+2t+2)‖,i 〉 = 〈p−, w(T+2t)‖,i 〉+ η(〈p+, p−〉 − 1)
= 〈p−, w(T+2t)‖,i 〉 − η(1− cosφˆ)
‖w(T+2t+2)⊥,i ‖2 = ‖w
(T+2t)
⊥,i ‖2
So we have that
24
〈p−, w(T+2t+2)‖,i 〉 − ‖w(T+2t+2)⊥,i ‖2 ≤ 〈p−, w
(T+2t)
‖,i 〉 − ‖w(T+2t)⊥,i ‖2 − η(1− cos φˆ)
So we have that
〈p−, w(T+2t)‖,i 〉 − ‖w(T+2t)⊥,i ‖2 ≤ max{〈p−, w
(T )
‖,i 〉 − ‖w(T )⊥,i‖2, η〈p+, p−〉}
Let M = max{〈p−, w(T )‖,i 〉 − ‖w(T )⊥,i‖2, η〈p+, p−〉}+ η〈p+, p−〉, note that
〈p−, w(T+2t+1)‖,i 〉 − ‖w(T+2t+1)⊥,i ‖2 ≤ 〈p−, w
(T+2t)
‖,i 〉 − ‖w(T+2t)⊥,i ‖2 + η〈p+, p−〉
≤ M
So we have that
〈p−, w(T+t)‖,i 〉 − ‖w(T+t)⊥,i ‖2 ≤M
always holds for t.
So that
〈p−, w(T+t)‖,i 〉
‖w(T+t)‖,i ‖2
≤
‖w(T+t)‖,i ‖2 +M
‖w(T+t)‖,i ‖2
≤ η
√
t+M
η
2sin
φˆ
2 t
→ 0(t→∞)
(a.2)When φT ∈ [∠BOC, 3pi2 ]
Then p+ and p− will not be activated, then w
(T+t)
‖,i = w
(T )
‖,i will always hold.
(a.3)When φT ∈ ( 3pi2 , 3pi2 + φˆ]
When φ0 ∈ ( 3pi2 , 3pi2 + φˆ], then φt will monotonically decreasing and similar to theorem1(1) and
theorem1(2), we can prove that
P{φT ∈ (3pi
2
,
3pi
2
+ φˆ]} ≤ O( 1
T
)
(a.4)When φT ∈ ( 3pi2 + φˆ, 2pi]
When φ0 ∈ ( 3pi2 + φˆ, 2pi], then φt will move out of this interval. Similar to theorem1(1) and
theorem1(2), we can prove that
P{φT ∈ (3pi
2
+ φˆ, 2pi + φˆ)} ≤ O( 1
T
)
(a.5)When φT ∈ (0, φˆ)
When φ0 ∈ (0, φˆ), then φt will monotonically increasing and similar to theorem1(1) and theorem1(2),
we can prove that
25
P{φT ∈ (3pi
2
+ φˆ, 2pi + φˆ)} ≤ O( 1
T
)
(b) Next we will prove the convergence rate of w(t)i
Without loss of generality, we assume that ai = 1.
Let p∗ be a pattern that has the same direction as vector
−−→
OE in Figure 1(b). Similar to Theorem1(1)(c)
and Theorem1(2)(c), we can prove that for any σ ∈ (0, 12 )
P{sin θT+t ≤ O( 1
t
1
2−σ
)} ≥ 1−O(t−σ)−O(T−σ)
(c) Finally, we will analyze the classification accuracy of the learned CNN over D.
Similar to theorem1(1)(d) and theorem1(2)(d), we can prove that for any σ > 0,  > 0, when T and t
are sufficiently large, with probability at least 1− 2 · ( 78 )
h − 
P(x,y)∼D(yF (x;W (T+t)) ≥ 1) = 1
Theorem 2 (Population Loss with Noisy Data Distribution) Assumed that p+ = −p− = p,
(x(t+1), y(t+1)), t = 0, 1, ... are i.i.d. drawn from the -noisy distribution D, where  satisfies
0 <  < 2−2k−1. Then
(1) For any σ ∈ (0, 12 ), let θt be the angle between aip and w(t)i , then
P{sin θt ≤ O(t−( 12−σ))} ≥ 1−O(t−σ)
(2) If |{i|ai = 1}| = |{i|ai = −1}|, the classification accuracy over D will be 1 when t→∞.
Proof Without loss of generality, we assume that u∗ in definition 1 is equaled to 1.
Consider the decomposition of w(t)i
w
(t)
i = α
(t)
i p+ w
(t)
⊥,i
where α(t)i ∈ R and w(t)⊥,i is perpendicular to p.
Define some events
A1 = {x(t+1)1...d is activated by w(t)i }
A2 = {x(t+1)ud+1...(u+1)d is activated by w(t)i for some u 6= 1}
(a) First we will analyze the property of α(t)i .
Without loss of generality, we assume that ai = 1.
According to the dynamics of w(t)i , we have that
α
(t+1)
i p = α
(t)
i p+ ηy
(t+1)x
(t+1)
0,1...dIA1 + ηy
(t+1)x
(t+1)
1,ud+1...(u+1)dIA2
= α
(t)
i p+ ηpIA1 + ηy
(t+1)x
(t+1)
1,ud+1...(u+1)dIA2
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So we have that
α
(t+1)
i ≥ α(t)i + ηIA1 − ηIA2
≥ α(t)i + ηIA1 − η
Note that
〈x(t+1)1...d , w(t)i 〉 = 〈y(t+1)p, α(t)i p〉
〈x(t+1)ud+1...(u+1)d, w(t)i 〉 = 〈x(t+1)1,ud+1...(u+1)d, α(t)i p〉
+ 〈x(t+1)0,ud+1...(u+1)d + x(t+1)2,ud+1...(u+1)d, w(t)⊥,i〉, u 6= 1
So we have that
P (A1|α(t)i > 0) ≥ P ({y(t+1) = 1} ∩A1|α(t)i > 0)
≥ P{y(t+1) = 1, 〈x(t+1)1,ud+1...(u+1)d, p〉 < 0,
〈x(t+1)0,ud+1...(u+1)d + x(t+1)2,ud+1...(u+1)d, w(t)⊥,i〉 < 0,∀u 6= 1|α(t)i > 0}
= P{y(t+1) = 1, 〈x(t+1)1,ud+1...(u+1)d, p〉 < 0,
〈x(t+1)0,ud+1...(u+1)d + x(t+1)2,ud+1...(u+1)d, w(t)⊥,i〉 < 0,∀u 6= 1}
= 2−2k+1
Similarly we have that
P (A1|α(t)i < 0) ≥ 2−2k+1
that is to say no matter what α(t)i and w
(t)
⊥,i are, α
(t+1)
i ≥ α(t)i + η − η will be held with probability
at least 2−2k+1. And α(t+1)i ≥ α(t)i − η always holds.
So there exists a sequence of i.i.d. Bernoulli random variables e1, ..., et satisfies P{es = 1} =
2−2k+1, s = 1, ..., t, and
α
(t)
i ≥ α(0)i + η
t∑
s=1
es − ηt
So we have that
E(α
(t)
i ) ≥ α(0)i + 2−2k+1ηt− ηt
> α
(0)
i + 2
−2kηt
and
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P{α(t)i ≤ α(0)i + 2−2k−1ηt} = P{α(t)i − α(0)i + ηt ≤ 2−2k−1ηt+ ηt}
≤ P{
t∑
s=1
es ≤ 2−2k−1t+ t}
≤ P{
t∑
s=1
es ≤ 2−2kt}
≤ P{|
t∑
s=1
es − 2−2k+1t| ≥ 2−2kt}
≤ 2
2k+1 − 4
t
(b) Next we will analyze the property of w(t)⊥,i.
Without loss of generality, we assume that ai = 1.
According to the dynamics of w(t)i , we have that
w
(t+1)
⊥,i = w
(t)
⊥,i + ηy
(t+1)(x
(t+1)
0,ud+1...(u+1)d + x
(t+1)
2,ud+1...(u+1)d)IA2
If α(0)i > 0, we have that
E[‖w(t+1)⊥,i ‖
2
2
|Ft] = ‖w(t)⊥,i‖
2
2
+ η2‖x(t+1)0,ud+1...(u+1)d + x(t+1)2,ud+1...(u+1)d‖
2
2
E[IA2 |Ft]
+ 2ηE[y(t+1)〈x(t+1)0,ud+1...(u+1)d + x(t+1)2,ud+1...(u+1)d, w(t)⊥,i〉IA2 |Ft]
≤ ‖w(t)⊥,i‖
2
2
+ η2‖x(t+1)0,ud+1...(u+1)d + x(t+1)2,ud+1...(u+1)d‖
2
2
E[IA2 |Ft]
≤ ‖w(t)⊥,i‖
2
2
+ η2(1 + )
2
≤ ‖w(t)⊥,i‖
2
2
+ η2(1 + 2)
2
The first inequality is because that
P{A2|y(t+1) = 1} ≤ P{A2|y(t+1) = −1}
So that
E[y(t+1)〈x(t+1)0,uk+1...(u+1)k + x(t+1)2,uk+1...(u+1)k, w(t)⊥,i〉IA2 |Ft]
=
1
2
E[〈x(t+1)0,uk+1...(u+1)k + x(t+1)2,uk+1...(u+1)k, w(t)⊥,i〉IA2 |y(t+1) = 1,Ft]
− 1
2
E[〈x(t+1)0,uk+1...(u+1)k + x(t+1)2,uk+1...(u+1)k, w(t)⊥,i〉IA2 |y(t+1) = −1,Ft]
≤ 0
If α(t)i < 0, we have that
E[‖w(t+1)i ‖
2
2|Ft] ≤ ‖w(t)i ‖
2
2 + η
2(1 + 2)
2
+ 2ηE[y(t+1)f(x(t+1);w
(t)
i )|Ft]
≤ ‖w(t)i ‖
2
2 + η
2(1 + 2)
2
28
The second inequality is because that
E[y(t+1)f(x(t+1);w
(t)
i )|Ft] =
1
2
E[f(x(t+1);w
(t)
i )|y(t+1) = 1,Ft]
− 1
2
E[f(x(t+1);w
(t)
i )|y(t+1) = −1,Ft]
≤ 0
Combine with ‖w(t)i ‖
2
2 = (α
(t)
i )
2
+ ‖w(t)⊥,i‖
2
2
, we have that
E[‖w(t+1)⊥,i ‖
2
2
|Ft] ≤ E[‖w(t)⊥,i‖
2
2
|Ft] + η2(1 + 2)2 + (α(t)i )
2 − (α(t+1)i )
2
So we have that
E(‖w(t)⊥,i‖
2
2
) ≤ ‖w(0)⊥,i‖
2
2
+ η2(1 + 2)
2
t
+
∑
s:α
(s)
i <0,s=0 or α
(s)
i <0,α
(s−1)
i >0
(α
(s)
i )
2
≤ ‖w(0)⊥,i‖
2
2
+ (α
(0)
i )
2
+ 2η2(1 + 2)
2
t
So we have that
E(‖w(t)⊥,i‖2) ≤
√
E(‖w(t)⊥,i‖
2
2
)
=
√
‖w(0)⊥,i‖
2
2
+ (α
(0)
i )
2
+ 2η2(1 + 2)
2
t
≤ ‖w(0)⊥,i‖2 + |α
(0)
i |+
√
2η(1 + 2)
√
t
According to Markov’s Inequaliy, we have that for any σ > 0
P{‖w(t)⊥,i‖2 ≥ t
1
2+σ} ≤
‖w(0)⊥,i‖2 + |α
(0)
i |+
√
2η(1 + 2)
√
t
t
1
2+σ
≤ (2 +
√
2η(1 + 2))t−σ
(c) Next we will prove the convergence of w(t)i .
Without loss of generality, we assume that ai = 1.
Similar to theorem1(1)(c), we can prove that
P{sin θt ≤ t
1
2+σ
α
(0)
i + 2
−2k−1ηt
} ≥ 1− 2
2k+1 − 4
t
− (2 +
√
2η(1 + 2))t−σ
(d) Finally, we will analyze the classification accuracy of the learned CNN over D.
If |{i|ai = 1}| = |{i|ai = −1}|, let aj1 = aj2 = ... = ajh
2
= 1, ak1 = ak2 = ... = akh
2
= −1.
If α(t)jm > |α
(t)
km
| + ‖w(t)⊥,km‖, −α
(t)
km
> |α(t)jm | + ‖w
(t)
⊥,jm‖, ∀1 ≤ m ≤ h2 , the network will get
accuracy 1 over the -noisy distribution D.
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Given m, P (α(t)jm > |α
(t)
km
| + ‖w(t)⊥,km‖) ≥ 1 − P (α
(t)
jm
< 2−k−1ηt) − P (||w(t)⊥,km || > t
2
3 ) =
1 − O(t−1) − O(t− 16 ), when t is sufficiently large. (note that when ‖w⊥,km‖ ≤ t
2
3 and t is
sufficiently large, we have that |α(t)km |+ ‖w
(t)
⊥,km‖ ≤ (1 + ηt) + t
2
3 ≤ 2−k−1ηt)
For the same reason, P (−α(t)km > |α
(t)
jm
|+ ||w(t)⊥,jm ||) = 1−O(t−1)−O(t−
1
6 ), when t is sufficiently
large.
Thus, with any large probability, when t is sufficiently large, the network will get accuracy 1 over the
-noisy distribution D.
Theorem 3 (Empirical Loss from Clean Data Distribution) Assumed that p+ = −p− = p,
(x(t+1), y(t+1)), t = 0, 1, ... are uniformly i.i.d. drawn from the training set S = {(xi, yi)}|S|i=1 where
S is an empirical version of the clean distribution D. Then
(1) There exists µ > 0, Let A1: ∀w⊥ ∈ {w⊥ : 〈p, w⊥〉 = 0}, P(x,y)∼S{y = 1, f(x;w⊥) = 0} ≥ µ,
P(x,y)∼S{y = −1, f(x;w⊥) = 0} ≥ µ, then P (A1) = 1−O( 1|S| ).
(2) For any  > 0, Let A2: ∀w⊥ ∈ {w⊥ : 〈p, w⊥〉 = 0, ‖w⊥‖2 = 1}, |E(x,y)∼S [yf(x;w⊥]| ≤ ,
then P (A2) = 1−O( 1|S|d+1 ).
(3.1) Let θt be the angle between aip and w
(t)
i , if A1 and A2 hold, then ∀K > 1, P (sin θt <
4Kη
µ )→ 1K when t→∞.
(3.2) If A1 and A2 hold and |{i|ai = 1}| = |{i|ai = −1}|, the classification accuracy over D will
be 1 with probability at least 1−O(ηhµ ) when t→∞.
Proof Without loss of generality, we assume that u∗ in definition1 is equaled to 1.
(1) Let S+, S− be positive examples and negative examples. Let φ(x,w⊥) =
max{〈xd+1...2d, w⊥〉, 〈x2d+1...3d}, w⊥〉, . . . , 〈xD−d+1...D}, w⊥〉}, where ||x|| = ||w⊥|| = 1, then
φ(x,w⊥) is a continuous function over a bounded close set, so it is an uniformly continuous function.
So for any δ > 0, there exists δ1 > 0, when ‖(x,w⊥)− (xˆ, wˆ⊥)‖2 ≤ δ1, then |φ(x,w⊥) −
φ(xˆ, wˆ⊥)| ≤ δ.
And for δ1, there exist a integer M = O( 1δd−11 ) and w⊥,1, ..., w⊥,M ∈ {w⊥ : 〈p, w⊥〉 = 0, ‖w⊥‖2 =
1} satisfy that for any w⊥ ∈ {w⊥ : 〈p, w⊥〉 = 0, ‖w⊥|}2 = 1‖, there exists m ∈ [M ], satisfies that
||w⊥ − w⊥,m||2 ≤ δ1.
According to the definition of D, there exists µ > 0, for any w⊥ ∈ {w⊥ : 〈p, w⊥〉 = 0, ‖w⊥‖2 = 1},
we have that P(x,y)∼D,y=1{φ(x;w⊥) < −δ} = 8µ and P(x,y)∼D,y=−1{φ(x;w⊥) < −δ} = 8µ.
Given wm, 1φ(x;w⊥,m)=0 has mean 8µ and variance 8µ(1− 8µ). When there are |S+| positive exam-
ples, P(x,y)∼S+(φ(x;w⊥,m) = 0) =
∑
(x,y)∼S+ 1φ(x;w⊥,m)=0
|S+| has mean 8µ and variance
8µ(1−8µ)
|S+| .
So P(x,y)∼S+(φ(x;w⊥,m) = 0) ≥ 4µ holds with probability at least 1− 8µ(1−8µ)(4µ)2|S+| = 1−O( 1|S+| ).
And P (|S+| > |S|4 ) = 1−O( 1|S| ), so P(x,y)∼S(y = 1, φ(x;w⊥,m) = 0) ≥ µ holds with probability
at least 1−O( 1|S| ).
For the same reason, P(x,y)∼S(y = −1, φ(x;w⊥,m) = 0) ≥ µ holds with probability at least
1−O( 1|S| ).
Then P(x,y)∼S(y = 1, φ(x;w⊥,m) = 0) ≥ µ and P(x,y)∼S(y = −1, φ(x;w⊥,m) = 0) ≥ µ hold
∀m with probability at least 1−O( M|S| ) = 1−O( 1δd−11 |S| ) = 1−O(
1
|S| ).
So for any w⊥ ∈ {w⊥ : 〈p, w⊥〉 = 0, ‖w⊥‖2 = 1}, let m ∈ [M ] be the index satisfies that‖(x,w⊥)− (x,w⊥,m)‖2 ≤ δ1, then we have that
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P(x,y)∼S{y = 1, φ(x;w⊥) ≤ 0} ≥ P(x,y)∼S{y = 1, φ(x;w⊥,m) ≤ −δ} ≥ µ
P(x,y)∼S{y = −1, φ(x;w⊥) ≤ 0} ≥ P(x,y)∼S{y = −1, φ(x;w⊥,m) ≤ −δ} ≥ µ
(2)Let φ(x,w⊥) = f(x;w⊥), then φ(x,w⊥) (with ||x|| = ||w⊥|| = 1) is a Lipschitz continuity
function with constant L.
So for any  > 0, there exists 1 = L , when ||(x,w⊥)− (xˆ, wˆ⊥)||2 ≤ 1, then |φ(x,w⊥) −
φ(xˆ, wˆ⊥)| ≤ 2 .
And for 1, there exist a integer M = O( 1d−11 ) and w⊥,1, ..., w⊥,M ∈ {w⊥ : 〈p, w⊥〉 = 0, ‖w⊥‖2 =
1} satisfy that for any w⊥ ∈ {w⊥ : 〈p, w⊥〉 = 0, ‖w⊥‖2 = 1}, there exists m ∈ [M ], satisfies that‖w⊥ − w⊥,m‖2 ≤ 1.
For any m ∈ [M ], we have that |E(x,y)∼D(yf(x;w⊥,m))| = 0.
Given m, yf(x;w⊥,m) is a random variable with mean 0 and variance σ2 <∞. So with |S| examples,
E(x,y)∼Syf(x;w⊥,m) has mean 0 and variance σ
2
|S| .
So |E(x,y)∼U(S)(yf(x;w⊥,m))| ≤ 2 holds with probability at least 1− σ
2
|S|( 2 )2 .
And ∀m, |E(x,y)∼U(S)(yf(x;w⊥,m))| ≤ 2 hold with probability at least 1 − Mσ
2
|S|( 2 )2 = 1 −
O(Ld−1σ2|S|d+1 ) = 1−O( 1|S|d+1 ).
So for any w⊥ ∈ {w⊥ : 〈p, w⊥〉 = 0, ||w⊥||2 = 1}, let m ∈ [M ] be the index satisfies that||(x,w⊥)− (x,w⊥,m)||2 ≤ 1, then we have that
|E(x,y)∼S(yf(x;w⊥))| = |E(x,y)∼S(y(f(x;w⊥)− f(x;w⊥,m))) + E(x,y)∼S(yf(x;w⊥,m))|
≤ E(x,y)∼S(|f(x;w⊥)− f(x;w⊥,m)|) + |E(x,y)∼S(yf(x;w⊥,m))|
≤ 
2
+

2
= 
(3) Assumed that |S| is sufficiently large so that A1 and A2 hold.
Consider the decomposition of w(t)i
w
(t)
i = α
(t)
i p+ w
(t)
⊥,i
where α(t)i ∈ R and w(t)⊥,i is perpendicular to p.
According to Theorem3(1) and similar to Theorem1(1), we can proof that when ai = 1, we have that
α
(t)
i is monotonically increasing and
P{α
(t)
i ≤ α(0)i +
µ
2
t} ≤ 4(1− µ)
µt
And when ai = −1, we have that α(t)i is monotonically decreasing and
P{α
(t)
i ≥ α(0)i −
µ
2
t} ≤ 4(1− µ)
µt
When ai = 1, if α
(t)
i > 0, the dynamics of w
(t)
⊥,i is
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w
(t+1)
⊥,i = w
(t)
⊥,i + ηxu1d+1...(u1+1)dI{y(t+1)=1,f(x(t+1);w(t)⊥,i)>α(t)i }
− ηxu2d+1...(u2+1)dI{y(t+1)=−1,f(x(t+1);w(t)⊥,i)>0}
where u1, u2 ∈ [k] and u1, u2 6= 1.
So we have that
E[‖w(t+1)⊥,i ‖
2
2
|Ft] ≤ ‖w(t)⊥,i‖
2
2
+ η2 + 2ηE[f(x(t+1);w
(t)
⊥,i)I{y(t+1)=1,f(x(t+1);w(t)⊥,i)>α(t)i }|Ft]
− 2ηE[f(x(t+1);w(t)⊥,i)I{y(t+1)=−1,f(x(t+1);w(t)⊥,i)>0}|Ft]
≤ ‖w(t)⊥,i‖
2
2
+ η2 + 2ηE[f(x(t+1);w
(t)
⊥,i)I{y(t+1)=1,f(x(t+1);w(t)⊥,i)>0}|Ft]
− 2ηE[f(x(t+1);w(t)⊥,i)I{y(t+1)=−1,f(x(t+1);w(t)⊥,i)>0}|Ft]
= ‖w(t)⊥,i‖
2
2
+ η2 + 2ηE[y(t+1)f(x(t+1);
w
(t)
⊥,i
‖w(t)⊥,i‖2
)|Ft]‖w(t)⊥,i‖2
≤ ‖w(t)⊥,i‖
2
2
+ η2 + 2η‖w(t)⊥,i‖2
≤ ‖w(t)⊥,i‖
2
2
+ η2 + 1 + 2η‖w(t)⊥,i‖2
The third inequality is according to Theorem3(2).
If α(t)i < 0, according to the dynamics of w
(t)
i , we have that
E[‖w(t+1)i ‖
2
2|Ft] ≤ ‖w(t)i ‖
2
2 + η
2 + 2ηE[y(t+1)f(x(t+1);w
(t)
⊥,i)|Ft]
= ‖w(t)i ‖
2
2 + η
2 + 2ηE[max{0, f(x(t+1);w(t)⊥,i)}I{y(t+1)=1}|Ft]
− 2ηE[max{−α(t)i , f(x(t+1);w(t)⊥,i)}I{y(t+1)=−1}|Ft]
≤ ‖w(t)i ‖
2
2 + η
2 + 2ηE[f(x(t+1);w
(t)
⊥,i)I{y(t+1)=1}|Ft]
− 2ηE[f(x(t+1);w(t)⊥,i)I{y(t+1)=−1}|Ft]
= ‖w(t)i ‖
2
2 + η
2 + 2ηE[y(t+1)f(x(t+1);
w
(t)
⊥,i
‖w(t)⊥,i‖2
)|Ft]‖w(t)⊥,i‖2
≤ ‖w(t)i ‖
2
2 + η
2 + 2η‖w(t)⊥,i‖2
Combine with ‖w(t)i ‖
2
2 = (α
(t)
i )
2
+ ‖w(t)⊥,i‖
2
2
, we have that
E[‖w(t+1)⊥,i ‖
2
2
|Ft] ≤ ‖w(t)⊥,i‖
2
2
+ η2 + 2η‖w(t)⊥,i‖2 + (α
(t)
i )
2 − (α(t+1)i )
2
≤ ‖w(t)⊥,i‖
2
2
+ η2 + 1 + 2η‖w(t)⊥,i‖2
So no matter what α(t)i is, we always have that
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E(‖w(t+1)⊥,i ‖
2
2
) ≤ E(‖w(t)⊥,i‖
2
2
) + η2 + 1 + 2ηE(‖w(t)⊥,i‖2)
≤ E(‖w(t)⊥,i‖
2
2
) + η2 + 1 + 2η
√
E(‖w(t)⊥,i‖
2
2
)
Let e0 = (η
2+1
2η )
2
and et+1 = et + η2 + 1 + 2η
√
et, then {et} is monotonically increasing so that
et ≥ (η
2+1
2η )
2
always holds.
Without loss of generality we assumed that e0 ≥ 1(only need  ≤ 1), so that E(‖w(t)⊥,i‖
2
2
) ≤ et
always holds.
According to the dynamics of et, we have that
et+1 = et + η
2 + 1 + 2η
√
et
≤ et + 4η√et
≤ (√et + 2η)2
So we have that
√
et+1 ≤ √et + 2η and so that√et ≤ √e0 + 2ηt.
So we have that
E(‖w(t)⊥,i‖2) ≤
√
et
≤ √e0 + 2ηt
=
η2 + 1
2η
+ 2ηt
For any K > 1, according to Markov’s inequality, we have that
P{‖w(t)⊥,i‖2 ≥ 2ηtK} ≤
η2+1
2η + 2ηt
2ηtK
So when ai = 1, P (sin θt ≥ 4Kηµ ) > P (tan θt > 4Kηµ ) ≥ 1−P{‖w(t)⊥,i‖2 ≥ 2ηtK}−P (α
(t)
i <
µt
2 )→ 1K , while t→∞.
If |{i|ai = 1}| = |{i|ai = −1}|, let aj1 = aj2 = ... = ajh
2
= 1, ak1 = ak2 = ... = akh
2
= 1. If
α
(t)
jm
> ‖w(t)km,|‖, −α
(t)
km
> ‖w(t)jm,|‖, ∀1 ≤ m ≤ h2 , the network will get accuracy 1 over the clean
distribution D.
Given m, P (α(t)jm > ‖w
(t)
km,|‖) ≥ 1 − P (α
(t)
jm
< µt2 ) − P (||w(t)km,||| >
µt
2 ) = 1 − O( ηµ) when
t→∞.
For the same reason, P (−α(t)km > ||w
(t)
jm,|||) = 1−O(
η
µ) when t→∞.
Thus, the network will get accuracy 1 over the clean distribution D with probability at least 1 −
O(ηhµ ).
Proofs for Section 4
Theorem 4 (Learning with Multiple Key Patterns) Assumed that (x(t+1), y(t+1)), t = 0, 1, ...
are i.i.d. drawn from the multi pattern clean distribution Dmul and p+,1, p+,2, p−,1, p−,2 are
perpendicular to each other. Then
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(1) When ai = 1, if 〈p+,1, w(0)i 〉 > 〈p+,2, w(0)i 〉, let θt be the angle between p+,1
and w(t)i , if 〈p+,2, w(0)i 〉 > 〈p+,1, w(0)i 〉, let θt be the angle between p+,2 and w(t)i . If
max{〈p+,1, w(0)i 〉, 〈p+,2, w(0)i 〉} > 0 hold, then
P{sin θt ≤ O(t−( 12−σ))} ≥ 1−O(t−σ) (16)
(2) When ai = −1, if 〈p−,1, w(0)i 〉 > 〈p−,2, w(0)i 〉, let θt be the angle between p−,1
and w(t)i , if 〈p−,2, w(0)i 〉 > 〈p−,1, w(0)i 〉, let θt be the angle between p−,2 and w(t)i . If
max{〈p−,1, w(0)i 〉, 〈p−,2, w(0)i 〉} > 0 hold, then
P{sin θt ≤ O(t−( 12−σ))} ≥ 1−O(t−σ) (17)
Proof Consider the decomposition of w(t)i
w
(t)
i = w
(t)
‖,+,i + w
(t)
‖,−,i + w
(t)
⊥,i
where w(t)‖,+,i ∈ span{p+,1, p+,2}, w(t)‖,−,i ∈ span{p−,1, p−,2}, w(t)⊥,i is perpendicular to p+,1, p+,2,
p−,1, p−,2.
Without loss of generality, we assume that ai = 1
According to the definition of the multi pattern clean distribution Dmul, if 〈p+,1, w(0)i 〉 >
max{0, 〈p+,2, w(0)i 〉}, then w(t)i will not activate p+,2 and with probability at least 2−k+1, in step t,
w
(t)
i will activate p+,1. If 〈p+,2, w(0)i 〉 > max{0, 〈p+,1, w(0)i 〉}, then w(t)i will not activate p+,1 and
with probability at least 2−k+1, in step t, w(t)i will activate p+,2.
According to the dynamics of w(t)‖,−,i, we can prove that the norm of w
(t)
‖,−,i will not be larger than
max{‖w(0)‖,−,i‖2,
√
2 +
√
2η}.
Similar to Theorem 1(2), for any σ ∈ (0, 12 ), we have that
P{‖w(t)⊥,i‖2 ≥ O(t
1
2+σ)} ≤ O(t−σ)
So we have that for any σ ∈ (0, 12 ), if max{〈p−,1, w(0)i 〉, 〈p−,2, w(0)i 〉} > 0 hold, then
P{sin θt ≤ O(t−( 12−σ))} ≥ 1−O(t−σ)
Theorem 5 Assumed that every mini-batch is i.i.d. randomly drawn from the clean distribution
D with as many positive examples as negative examples, and p+ = −p− = p, with initialization
a
(0)
i = ±1, and ||w(0)i || < η  1, let w(t)i = α(t)i p+ w(t)i,⊥, then sgn(a(t)i ) = sgn(a(0)i ), a(t)i →∞
and for t > 1η , α
(t)
i = sgn(a
(0)
i ),α
(t)
i > ||w(t)i,⊥||, hold with probability p = 1−O(η).
Proof Given 0 < δ < 1, assume when 1 ≤ t ≤ K,
|a(t)i − a(0)i | < δ|a(0)i | (18)
then
‖w(t)i ‖ < ‖w(0)i ‖+ (1 + δ)|a(0)i |ηt. (19)
Since |a(t)i − a(t−1)i | < η‖w(t−1)i ‖, when
ηK(‖w(0)i ‖+ (1 + δ)|a(0)i |ηK) < δ|a(0)i | (20)
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(18), (19) hold.
With initialization a(0)i ∼ U({−1, 1}), and ||w(0)i || < η  1, when K < 1η
√
δ
1+δ − 1,
ηK(||w(0)i ||+ (1 + δ)|a(0)i |ηK)
<η(K + 1)(η(1 + δ) + (1 + δ)ηK)
<η2(K + 1)2(1 + δ)
<δ = δ|a(0)i |
(21)
Thus, (20) holds.
After K steps, |a(t)i − a(0)i | < δ|a(0)i |, so sgn(a(t)i ) = sgn(a(0)i ).
Without loss of generality, we assume a(0)i = 1.
w
(K)
i = w
(K)
i,‖ +w
(K)
i,⊥ = α
(K)
i p+w
(K)
i,⊥ , as in proof of Theorem 1, α
(K)
i ≥ α(0)i + (1− δ)
∑K
t=1 et
and E||w(K)i,⊥ ||2 ≤ E||w(0)i,⊥||2 + E||w(0)i,‖ ||2 + Kη2(1 + δ), since |α(0)i | < ||w(0)i || < η, then with
probability Pk = 1−O( Kη
2(1+δ)
K2η2p20(1−δ)2 ), α
(K)
i > ||w(K)i,⊥ ||.
Let K = 1η
√
δ
1+δ − 2, so with probability p = 1−O(η), α(K)i > ||w(K)i,⊥ ||.
When α(K)i > ||w(K)i,⊥ || and there are as many positive examples as negative examples in every
mini-batch, ∀t > K, a(t)i and α(t)i monotonic nondecreasing and α(t)i > ||w(t)i,⊥|| holds (since every
key pattern in positive samples will all be actived). So when t > 1η > K, the conclusion holds.
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