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1I. INTRODUCTION
This report describes the research performed under NASA Grant
No. NSG 1004. The research utilizes an integro-differential method
for numerically solving unsteady incompressible viscous flow problems.
The method was developed previously by the principal investigator and
his co-workers at the Georgia Institute of Technology. During the
course of this research, several important advancements were made and
incorporated into the solution procedure. Most of these refinements
are described in articles that appeared in the open literature (References
1 to 4). A computer program was prepared using the integro-differential
method to solve a problem of an impulsively started airfoil. The
results for the airfoil problem have not yet appeared in the open
literature. This report therefore consists of two parts. In the first
part, the work that has been documented in the open literature are
summarized. In the second part, some of the results obtained for the
airfoil problem are discussed and compared with available information.
The second part of this report on the airfoil problem will be supple-
mented by a Ph.D. thesis being prepared by the second author of this
report and by journal articles.
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II. THE INTEGRO-DIFFERENTTA.L M24TWD
The following articles were published a4 results of research
supported by the present grant:
(a) "A Flowfield Segmentation Method for the Numerical Solution
of Viscous Flow Problems" by J. C. Wu, A. H. Spring and N. L. Sankar,
Proceedings of the Fourth International Conference on Numerical Methods
in Fluid Dynamics, pp. 452-457, Springer-Verlag, 1975.
(b) "Integral Representation of Field Variables for the Finite
Element Solution of Viscous Flow Problems," Proceedings of the 1974
International Conference on Finite Element Methods in Engineering,
pp. 827-840, Clarendon Press, 1974, by J. C. Wu.
(c) "Velocity and Extraneous Boundary Conditions of Vise.) s
Flow Problems," AIAA paper 75-47, 1975, 11 pages, by J. C. Wu.
In the remainder of this part of this report, the integro-
differential formulation and the advancements reported in the above listed
articles are summarized.
The Intearo-Differential Formulation
The Navier-Stokes equations for a fluid with constant density
p and viscosity v, and subject to negligible body forces, are expressible
in terms of the velocity v and the pressure p as
at+ (v V)v= 1 pp+vVv	 (1)P
3Together with the continuity equation
pv=0
	
(2)
the equations form a set of four scalar differential equations which are,
in principle, sufficient for the determination of v and p, provided that
adequate initial and boundary conditions are known. Alternative systems
of differential equations can be written in terms of the velocity and the
vorticity, the stream function and the vorticity, or some other dependent
variables. with each of these systems, it has been necessary to compute
the values of the dependent variables, usually by means of a finite
difference method, for the entire flow field. Associated with this common
feature for previous methods there are at least two difficulties in
treating problems involving the flow past the exterior of a finite body
such as an airfoil, particularly for cases where the shape of the body
is not geometrically simple.
The first difficulty arises because the flow region is infinite
in extent (at least in the mathematical sense). Consequently, boundary
conditions imposed at infinity need to be satisfied. The second, said
more serious, difficulty arises bacause of the large number of discrete
data points required in the numerical formulation of complex problems.
In particular, for the general problem of flow past a finite body, there
are a boundary layer and a separated flow region both embedded in a
potential flow. The magnitudes of the velocity gradients differ greatly
in these different flow regions. To obtain a sufficiently accurate
resolution of the numerical solution in all three flow regions, a
large number of discrete grid points must be employed. The data storage
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Vand computer time requirements are, therefore, also large.
It is convenient to introduce, as a dependent variable in the
problem, the vorticity vector defined by
w=vxv	 (3)
and consider the vorticity transport equation
at = v x (v x W) + vV2W 	 ()
which is obtained from equation (1) and describes the convection and
diffusion of vorticity with time, t.
The set of equations (2), (3), and (4) partitions the problem
conveniently into a kinetic part and a kinematic part.
The kinetic part of the problem deals with the change of the
vorticity field W with time and is described by equation (4). Since
equation (4) is parabolic, with known spatial distributions of v and W
at any given time T , the rate of change of W with time and fence the
new distribution of W at a subsequent time, say T + nT, can be computed.
It can be easily seen from equation (4) that, in the computation of the
new vorticity values, it is necessary to know the values of velocity at
the given time T only in the region of non-zero vorticity. Since this
region of zon-zero vorticity is the only region where the flow is
rotational and hence the viscous forces are non-zero, the kinetic part
of the computation can be confined to the viscous region only.
The kinematic part of the problem relates the velocity distribution
v(r, t) at any given instant to the vorticity distribution W(r, t) at
that instant and the velocity conditions at the boundary of the flow
5region. This kinematic relation consists of equations (2) and (3)
together with prescribed velocity boundary condition. It is expressible
as a vector Poisson's equation for the velocity vector
V2;(- t) a - 9 x W(r^ t )
	 (5)
together with the prescribed boundary conditions for v. Equation (5)
is obtained by taking the curl of equation (3) and rasing equation (2)
to simplify the resulting equation. The vector r is the position vector.
Since equation (5) is elliptic, the computation of v at the neighboring
data points. It is, therefore, not possible to compute v explicitly
(point by point) in the flow field. That is, if equation (5) is used
to compute the values of v from known values of W and known boundary
conditions, the computation must be performed for the entire flow field,
inclusive of the viscous region where W is non-zero and the inviscid
region where W is zero. Using an integral representation of the velo-
city vector, however, it becomes possible to evaluate v explicitly,
point by point. The need to compute v in the zero W region is eliminated.
In the earlier development of the integro-differential method
(Reference 6), it has been shown that, for the external flow problem,
the integral representation of v is
W(r , t) x (r - r)
v , t)	
A JR	 oIr - rid
	
dR0 + vw
	
(6)
0
where in three-dimensional problems A = 4n and d = 3, in two-dimensional
problems A = 2n and d = 2, in one-dimensional problems A = 1 and d = 1;
vm is the free stream velocity; R is the entire region occupied by the
V
.e
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fluid. The no-slip condition, v = 0 on the solid surface, and the velo-
city boundary condition infinitely far away from the surface are incor-
porated into the integral representation (6).
With this integral representation, v(r, t) can be computed
explicitly, i.e., the evaluation of v at each data point is accomplished
independently of the evaluation of v at any other point in the flow
field, by numerical quadrature of the integral in equation (6). As a
consequence, in the kinematic part of the problem, the computation of
v can be confined to the viscous region only.
Since, with the integral representation, both the dynamic and
the kinematic parts of the problem can be confined to the viscous regior
of the flow, the number of data points required by the integro-differen-
tial method is drastically smaller than that required by current methods
treating the kinematic equation in the form of Poisson's equation. For
external flow problems, the viscous region usually occupies only a
small portion of the entire flow field and the improvement in compu-
tational efficiency is particularly dramatic. For example, numerical
solutions for a highly complex three-dimensional problem of a jet
issuing from a plate and interacting with a crosswind over the plate
were successfully obtained using the integro-differential method
(Reference 6) .
For the external flow problem associated with an immersed solid
body whose velocity rises suddenly at an initial time from zero to a
constant value, the initial velocity field is given by the potential
flow solution everywhere except on the solid surface. The no-slip
condition at the solid surface gives rise to an initially concentrated
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sheet of vorticity distributed on the surface, the vorticity everywhere
else being zero. As time progresses, the vorticity diffuses outward
from the surface into the fluid and subsequently also convects with the
fluid motion. The integro-differential method allows the time develop
-ment of both the vorticity and velocity distributions to be followed
computationally, offering, in addition to the tire-dependent solution,
steady state or periodic (KArmdn vortex shedding) solutions in the limit
of large time (Reference 5).
The ability of the integro-differential method to confine the
study of a given problem to the viscous region is distinct from the
basic notions of the boundary layer theory, or of the more general
matched asymptotic expansion method. With the integro-differential
method, the viscous and the inviscid regions are not studied separately.
Neither a "matching" nor a "limiting" process is used. The ability to
confine the study to the viscous region results not from a simplifi-
cation of the Navier-Stokea equations but from the use of the integral
--epresentation. Since no simplification or approximations other than
those involved in the derivation of the Xavier-Stokes equations in
their differential form are introduced in the integro-differential
formulation, the method is valid whether or not appreciable flow
separation occurs. Furthermore, no information is lost by confining
the computation to the viscous region. The problem of satisfying the
boundary condition imposed at infinity is removed. Information about
the inviscid region is implicitly contained in the knowledge of the
vorticity distribution, which is non-zero only in the viscous region.
That is, the velocity in the inviscid region can be computed if desired,
i
for equation (b) is valid everywhere in the flow field, although in
following the development of the flow field with time such computations
are unnecessary.
The Flowfield Segmentation Method
The earlier approach of the integro-differential method outlined
in the proceeding section permits the computational field to be confined
to the viscous region. The resulting reduction in the needed number of
data points makes the integro-differential method much more efficient
than other methods. More recently, it has been shown that a generalized
integral representation of the velocity vector further permits the
viscous region to be divided into segments of arbitrary shape and size,
and the computation to be performed within each segment individually.
Error analyses and numerical illustrations show that this flow field
segmentation teclnique leads to further substantial improvement in
solution speed and accuracy.
The generalized integral representation is derived from equations
(2) and (3) by using a vector potential, Green's theorem for vectors,
and principal solution of the Laplace's equation and is
1	 quo x (ro - r)	 (vo n) (ro - r )v ) • -
A R pr - r^d dR # fB	 ^r - -,d	 -°0	 0
(voxno ) x (r0
-r) dB
^g	 'r - r,d	 o	 (7 )
0
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where the subscript "o" denotes that the variable is in the ro space.
This representation is applicable to the internal flow problem
as well as to the external flow problem. For the external flow problem,
if one considers R to be the entire region occupied by the fluid, then
the integrals over B give - v  and equation (7) reduces to equation (6).
Alternatively, one may consider R to be any portion of the fluid domain.
Then_; knowing the vorticity distribution in that portion of the fluid
domain and the velocity on its boundary, the velocity distribution
within that portion can be computed by using equation (7).
This new representation therefore permits the flow field seg-
mentation for the external flow problem as follows;
In the kinetic part of the computation, blowing the distributions
of v and W at points interior of and on the boundary of a segment at a
given time, new vorticity values within the segment at a subsequent
time are computed by numerical solution of the vorticity transport
equation (4). Computation of new vorticity values at the boundary
points are obtained by either a numerical interpolation, or an explicit
finite difference method, or by treating these points as interior points
of a different set of segments. Exceptions to the above are the boundary
points on solid surfaces or openings where specified velocity boundary
conditions enter the problem and only the interpolation method can be
used. The degree of accuracy of the boundary-points computation is
made compatible with that of the interior point computation.
In the kinematic part of the computation, new values of the
velocity at the boundary points are computed from the new vorticity
distribution explicitly by numerical quadrature of the integral
t
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representation (6). With the new velocity at boundary points and new
vorticity at the interior and boundary points determined, the computation
of the new velocity values for the interior points can be performed
either by the numerical quadrature of the integral representation (7)
or by a numerical solution of the Poisson's equation.
The advantage of ftTloying the segmentation m*xhod can be easily
seen from the different numbers of algebraic operations needed for
computing each velocity value using the integral representation. For
illustration, consider the two-dimensional flow problem. By mapping
the solution field into finite-elements, one obtains the following
formula for numerical quadrature from equation (6):
N
vt"i = I 
Ft"ii 
Oj + vt"	 ($)
Jul
where "V' denotes the Uh component of v and is either 1 or 2, "1"
refers to the node for which the value of 
vIL
 is to be computed; "J"
refers to any non-zero vorticity node; F4241 are geometric functions
depending on the relative positions of the nodes i and J; N is the
total number of non-zero vorticity nodes in the flawfield R. Similarly,
one obtains from equation (7):
Q	 2 P
vt,i	 FG,i3 mi + L I m,ii m,k
Jul
	 m=1 k=1
f
where m,ik are geometric functions depending on the relative positions
of the node i and the node k which is located on the compartment boundary;
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Q is the number of non-zero vorticity in tt^e region R; and P is the
number of boundary nodes on B. If there are 4000 nodes on which the
values of vorticity and its derivatives are non-negligible, then velo-
city components need to be computed only for these 4000 nodes. Without
the segmentation of the solution field, one would use equation (8) to
compute the velocity values. Since N • 4000, the computation of each
velocity value requires the multiplication of 4000 values of the
geomac,ric function P40i j with 4000 values of the vorticity w, and the
addition of the products. For the 4000 nodes (and therefore 8000
velocity values), a total of 3.2 x 106 multiplications and 3.2 x 106
additions are needed for the velocity computation. With the solution
field segmented, one first uses equation (8) to compute the: velocity
values at nodes on the boundary of the ccmpartments. This portion of
the velocity computation still requires 4000 multiplications and 4000
additions for earn velocity value. however, for the computation of
velocity values at nodes interior nodes, equation (9) is now used and
the required number of multiplications and additions reduces to Q t 2P
for each velocity value. For example, with a compartment containing a
total of 400 nodes, 80 of which are on the boundary of the compartments,
only 560 multiplications and additions are now required for computing
each velocity value at an interior node. Obvieusly, the segmentation
of the solution field offers a very drastic improvement in solution
sy4ed. This improvement can, in fact, be made even greater by the use
of successive segmentation. That is, one may first compute the velocity
values on boundaries of larger cents each containing, say, 2000
nodes. Once this is accomplished. the computation of the velocity
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values on the boundaries of the 400-node compartments (but are interior
of the 2000-node compartments) can be accomplished much more rapidly.
The flow field segmentation technique utilizes the met Important
feature of the integro-differential method, i.e., the ability to confine
the computational field to the viscous flog region only, and adds a
great flexibility to the method. Since the segments can be of arbitrary
shape and size, simple shapes (e.g., rectangular, triangular, circular
shapes) can be utilized. Consequently, methods which possess great
speed W- accuracy but are'difficult to apply in problems of complex
solid aaiy shapes can be readily incorporated in the computational
procedures. For example, the fast Poisson solvers can be used in the
proposed work in the kiru=tic computation of the velocity at the
I	 interior point of each segment. The alternating direction implicit
method can be used for the dynamic computation of the vorticity.
Furthermore, since the computation is performed individually within
each segment, the use of variable grid spacing is straightforward.
Thus, for the segments adjacent to the solid body sire the velocity
and vorticity gradients are expected to be large, closely spaced grid
points can be used to c:btain sufficient solution resolution.
Nusmerical results obtained utilizing the segmentation method
are found to be practically identical to those obtained without using
segmentation. The results, discussed in more detail in Ref. 1, also
show that very drastic reduction in needed computer time resulted from
the use of the segmentation technique, as was expected.
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Farfield Boundary Condition
It is mown in Reference 3 that, for the external flow problem,
the difficulty of satisfying the freestream velocity boundary condition
at an infinite distance from the solid body is completely removed by
the use of the integro-differential formulation. If the solid body is
not rotating, but is merely translating at a velocity - v
CO 
(which may
be time-dependent) relative to the freestream, then equation (6) is
applicable. The contribution of the freestream velocity boundary
condition to the velocity field is simply v., . The vorticity cp in the
fluid originates from the solid surface and., at any finite time T, is
non-negligible only within a finite distance from the solid surface.
Thus the contribution of the integral in equation (6) to the velocity
field is zero at infinity. That is, with equation (6), the freestream
velocity boundary condition is satisfied exactly at an infinite distance
from the solid body.
In Reference 3, the importance of the "farfield" velocity
boundary condition is illustrated by numerical examples. In addition,
integral expression for the velocity vector are derived for the more
general case where the solid body is undergoing both translation and
rotation. It is shown in Reference 3 that the "farfield" velocity
boundary condition is satisfied exactly by the integral expressions
for this more general case.
Extraneous Boundary Condition
The kinetic processeA of vorticity diffusion and convection in
an incompressible fluid is described by equation (4), the vorticity
15
transport equation. This equation is parabolic in its time-space
relation and is valid in the fluid domain R. In order to solve equation
(4) and obtain the time dependent vorticity field w_(r, t) in the fluid
domain R, the values of W on the boundary B must be known as a function
of time. The boundary B may contain a solid boundary S. The "boundary
values" of W on S may not be computed by solving equation (4) since the
local "generation" or "depletion" of vorticity on S is not described
by the kinetic processes of vorticity transport. Since the specification
of vorticity values on S apparently overspecifies the problem, the
expression "extraneous boundary condition" is used to describe this
difficulty.
In most of the previous investigations, various one-sided
difference formulae have been used to estimate the vorticity values on
solid boundaries from the no-slip condition and the computed velocity
(or stream function) values at grid points near the boundary. It has
been found that difference formulae of first-order accuracy tend to
yield stable solutions while second-order formulae tend to give unstable
results at high Reynolds numbers. In fact, for some problems, second
order formulae, even when stable, gave less accurate solutions than
did the first-order formulae. The use of first-order formulae, however,
restricts the over-all accuracy of the solution. There existed, there-
fore, considerable uncertainties regarding the correct one-sided
formulae to use and the limitations of each formula.
With the integral representation for the velocity vector, it
becomes possible to compute the vorticity values on S accurately based
on kinematic considerations alone. In Reference 3, it is demonstrated
f16
that this new approach correctly simulates the physical process of
vorticity "generation" on the solid surface S and therefore reeves
the difficulty of extraneous boundary condition.
The kinematic aspect of the viscous flow problem relatea the
velocity distribution at wW given instant of time to the vorticity
distribution at that instant, and vice versa. If the velocity field
is known, then the vorticity field is uniquely determined on the basis
of equation (3). On the other hand, if the vorticity field is known
throughout an unbounded region, then the velocity field is uniquely
determined on the basis of equation (6). It is obvious that the stress-
strain relation, which differentiates the kinetic behavior of a solid
from that of a fluid, does not enter into the kinematic relationship
between the instantaneous vorticity and velocity fields. Therefore,
equation (6) is valid in both the fluid domain and the domain occupied
by the solid. In other words, as far as the kinematics of the problem
is concerned, one may replace the solid by a fluid moving at the
instantaneous velocity of the solid. In a reference frame attached to
the solid, the velocity inside the region occupied by the solid happens
to be zero. The vorticity in the solid region is therefore also zero.
As a consequence, the velocity field is uniquely determined by equation
(6) both in the fluid domain R and in the solid domain R` provided that
the vorticity field is known throughout the fluid domain R. The kine-
matic- relation requires that this vorticity field must be such that
the velocity field as determined by equation (6) is zero everywhere
inside the solid domain R'. Clearly, not all vorticity fields in R
would give zero velocity values throughout R'. In other words, the
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vorticity field in R is subject to a kinematic restriction.
One notes that in addition to this kinematic restriction, the
vorticity field in the fluid domain R, except at the fluid-solid inter-
face S is determined by the kinetic process of vorticity transport.
As a consequence, the fact that the velocity field is zero in the solid
domain R' places a kinematic restriction only on the vorticity distri-
bution at the surface S+. This restriction, in fact, gives rise to the
phenomena commonly referred to as the generation or depletion of vorti-
city on the solid surface.
In Reference 3, it is found that for two-dimensional flows, if
a vorticity field in R is found such that either the normal component
or the tangential component of the velocity is zero on the solid surface
E	 S, then both velocity components are zero in the entire region R' bounded
externally by S. As a consequence, to establish the extraneous vorticity
boundary condition on S+, one needs only to search for a vorticity dis-
tribution on S+
 which, when combined with the known (from the kinetics)
vorticity field everywhere in R except S + , gives either zero normal
velocity on S or zero tangential velocity on S. In other words, for
the external flow problem, equation (6) is rewritten as
W X (r - r)	 X (r - r)
-.(r^ 	 1	 O	 O	 1	 O	 Ov	 -^, t ) = - 2rr
	 + 'r - x 
^2 _'o 2n + 
'T - x 12 dS
o
 + vW
R-S	 o	 S	 o
(10)
where Co is a surface distribution of vorticity on S+, treated separately
from the remaining vorticity field in the region R - S +. The vector
equation (10) gives two scalar component equations. With the velocity
18
boundary condition specified on S and the vorticity distribution in the
region R - S+ known, the application of equation (10) at each boundary
point gives two equations, one for the normal velocity and one for the
tangential velocity, both containing the values of C on the boundary
points as unknowns. If N boundary points are used in the numerical
procedure, then the application of equation (10) at the N points gives
a set of 2N algebraic equations containing N unknown values of C.
However, since one needs only to satisfy either the normal velocity
boundary condition or the tangential velocity boundary condition, only
N algebraic equations are needed in the computation.
It is further shown that for an internal flow problem, the
solution of the N algebraic equations exists and is unique. For an
external flow problem, however, the solution of the N algebraic equations
is not unique. The coefficient matrix of the N equations is in fact of
rank N - 1. It is shown that for this external flow problem a unique
distribution of the vorticity on the solid boundary is obtainable from
the integral representation for the velocity vector and the integral
law for vorticity. The analyses for the three-dimensional and interior
f1.7w problems are similar to those given here for the two-dimensional
exterior problem. In fact, they are slightly less involved since for
the two-dimensional exterior problems the flowfield is doubly connected
and for the other problems the flowfield of concern is simply connected.
It is worthwhile noting that the well accepted method for initiating
the time-dependent viscous flow computations is to assume that the
solid is set into motion impulsively, obtain a potential flow solution,
and compute the initial vorticity distribution (which is non-zero only
19
at the solid boundary) from the tangential velocity of the potential
flow on the boundary. The initial vorticity distribution is thus deter-
mined from the kinematical aspect of the problem. This method for
initiating the computation is in fact a specialization of the present
method to the case where the vorticity is non-zero only at the boundary.
The present method does away with the need of using one-sided
difference formula. It allows the generation (or depletion) of vorti-
city at the solid boundary to be followed computationally using kine-
matic relations only. The present .method ensures the satisfaction of
the principle of total vorticity conservation and of the specified
velocity boundary conditions at all data points on the solid boundary.
With a one-sided difference formula, the no-slip condition is applifd
individually at each grid point on the solid boundary and a vorticity
value is obtained for that point. Each vorticity value thus computed,
however, gives rise to a finite velocity at all the other boundary nodes.
The sum of the contributions of boundary vorticities does not in general
vanish at any of the boundary nodes. Thus, in reality, there is no
assurance that either the velocity boundary condition is satisfied or
the total vorticity is conserved.
It should be noted that Lighthill (Rference 8) described an
approach which appears to be similar to that described here. In
reality, however, there are substantial differences between Lighthill.'s
approach and the present work. These differences shall be explained
in a future article. Thus far, with Lighthill's approach, it was only
possible to treat problems involving simple two-dimensional geometries
such as circles and flat plates. The present approach has been used in
20
the study of problems involving more complex geometries, including the
three -dimensional problem of a het issuing normally from a plate into
a corsaflow (Reference 6). Numerical illustrations are provided in
Reference 3•
Integral Representation for Compressible Flows
In Reference 2, an integral representation is presented for the
kinematics of compressible flow. This integral representation is
y r t	 _1 P b
o (ro - r)+po x (ro-r)^
^(r^ ) ` A ` j	 ^r -
 -old
	 o
R	 o
- ^ 6s n'0 ) (ro - ^
o
) - (v^ x n'0) x (ro - r) dS
o	(13.)
 
J	 ^r - r8'	 )	
J
where
b = p • v
is the dilatation of the fluid.
Reference 2 describes a procedure for computing time -dependent
viscous compressible flows using the integral representation (11).
Integral Representation for the Kinetics of Stead- Incompressible Flow
In addition to the integral representation for the kinematics of
compressible flaw, it was found that for steady flows, the kinetic
aspect of incompressible flow can also be recast into the form of an
integral. represention -- for the vorticity vector. The result is,
for the steady incompressible flog problem, a system of integral equations
21
ideally suited for the finite-element approach. Each integral equation
is an integral representation of a field variable. In the derivation
of the integral equations, neither the existence of a variational
principle nor a weighted residual (or Galerkin's) approach is required.
The application of the finite element method is therefore independent
of a minimization of functionals. This new formulation for the steady
flow problem retains the distinguishing feature of the integro-differential
formulation for time-dependent flows -- the computation field can still
be confined to the viscous region only. A method for computing steady
flows based on the new formulation is described in Reference 2. Some
numerical results are presented.
22
III. PWW HOST AN DUMBIVELY STARTED AIRFOIL
This part of this report describes the work that has been carried
out in obtaining a numerical solution of the incompressible viscous flow
past an impulsively started 9% thick symmetric Joukowsky airfoil at an
angle of attack of 150
 and a Reynolds number of 1000. This problem was
studied previously by Mehta (Reference 7) who mapped the fluid domain
into the interior of a unit circle and used the vorticity and stream
function as the primary variables.
To facilitate a,comparison between the results of this research
and the results of Metha, the integral representation and the vorticity
transport equation presented earlier in terms of the velocity and the
vorticity are mollified and reformulated in terms of the vorticity and
the stream function in Mehta's transformed plane. Results are obtained
by numerically solving the resulting integro-differential equations for
some early time levels and compared with that of Reference 7.
Coordinate Transformations
The shape of the 9% symmetric Joukowsky airfoil is given in
Figure 1 in the complex plane z s x + iy. By using the conformal trans-
formation
z° +Y+OC2	 (12)l 
where x - re ie, C and Y are real constants, the airfoil surface trans-
forms into a circle and the exterior of the airfoil, i.e., the fluid
23
domain, is mapped in the x plane as the interior of the circle.
The coordinates of the s-plane and x -plane are related by
jj	
2
x^ll+^ ^ coo + Y} 	 (13)
y° sin 8 j C2r - l 1	 {14)
l f2 	 J
where
f2 .1+yr +2yrcos 8
	 (35)
The scale factor H is given by
 ] i
H ! dx	 L ` 2 - C
2 )2 
+ ^ sin2
 8	 {1F )
r rf
where
f2 s 1 + y r2 + 2Y r cos 8
	
(17)
For the present problem, the values of C and y are taken to be
0.9241635 and - 0 .05214 respectively. The coordinates and the flow
variables are to be non-dimensionalized with respect to the radius of
the circle and the freestream velocity. Therefore the airfoil in the
z plane transforms into a unit circle in the x plane. The non-dimensional
chord length, L. of the airfoil is, according to equation (12),
3.71281277 . The airfoil is 9.999% thick.
A non-conformal transformation is utilized to obtain an efficient
distribution of grid points for computation. The 8 coordinate in the
x plane is not modified. The r coordinate was "stretched" by the relation
P = 1 [	 -1 (1 .996590918 r - 1.032563339) + 2.8 ]	 (18)
This transformation maps the annular region between r = 0.02 and r = 1
in the x-plane into the interior of a unit circle in the p-8 plane.
In Reference 7, both the kinematic and kinetic equations are
expressed in their differential form in the p-8 plane. Finite difference
methods are then used to obtain numerical solutions. In the present
work, the kinetic equation, i.e., the vorticity transport equation, is
expressed in the differential form in the p-8 pl-Ane. The kinematic
equation, i.e., the Poisson's equation, is recast into an integral
respresentation for the stream function in the x plane, as discussed
in the following section.
Governing Equations
The vorticity equation expressed in terms of non-dimensional
variables in the p-8 plane is
r2H2 
=rpt 1 8	 8 N )
+ R (rp')2 a. N + r(p' + rp" )	 + aC	 (19)ap	 02 1
where
2
P' _4 and pn Q a 2
dr
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The Poisson 's equation in the x plane is
a.... +
r'
+ 	
2`
	
(20)
3r	 r be
In Reference 7, equation (20) is re-expressed in the p-e plane.
"Farfield" boundary conditions for the stream function is then used at
the boundary p - 0, which corrdsponds to r = 0.02 in the x-plane and
roughly corresponds to a circle of radius 13L in the z plane (the
physical. plane). In the present study an integral representation for
t is derived and the freestream condition is satisfied infinitely fax
from the airfoil (i.e., at r - 0).
In general, the Poisson's equation can be recast into an integral
representation for the dependent variable by the use of the Green's
theorem and a principal solution of the Laplace's equation (Reference
s). For two-dimensional problems, the principal solution corresponds
to a logarit2mmic potential (Reference 9). The integral representation
for the Pbisson's equation in the z plane, 72* - - 01 is
r rr
mo f dRo + ^ \bn^ f -to 3n ! do	 (21)
R	 B	 °	 °
where
f - 2n In^ 	 `)
I z - Z° I
is the principal solution in the z plane.
Using the prescribed boundary conditions,
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• 0 on the solid surface 8 	 (23)
U
~	 infinitely away from 8 	 (24)
=-V
it can be shown that the second integral in equation (21) reduces to
UOy - vex. Therefore one has
*(z ) 
_ J J mo f dRo + U-Y - vox + Cl	(25)
R
Yhere C1 is an arbitrary constant.
With any conformal transformation z = g(K), the transformed
Poisson's equation is
V.2# = - aoK	 (26)
where H is the scale factor and the subscript K denotes differentiations
in the K plane.
Equation (26) is still a Poicson r. oquation. It differs from
the Poisson's equation in the z plane only by the fact that the
inhomogeneous term in the transformed equation is - sH2 in place of
Thus, one my let
K 
_ d (27))
and write
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t(x) ^^J
 
^x fxdRo
A	 o
x
+	 L `	 ^o f x - to
bf
	 dBo 	 (28)
B	 ox
Who"
f x -L In —=-
(xo ' x^
and the subscript "x" refers to the x plane, e.g., R  is the region in
the x plane that corresponds to the region R in the s-plane. If the
transformation is such that the scale factor approaches unity for large
values of s, then the streamlines at great distance from 8 are not
distorted by the trwwformation. The surface integrals in equasion
(28) then give U j - %C j where S and I are respectively the abscissa
and ordinate in the transformed plane. In the present study, the
exterior of the airfoil is transformed into the interior of a unit
circle in the x plane. The contribution of the surface integral in
equation (28) must therefore be analyzed separately.
Consider the surface S' to be a circle of radius A centered
about the origin, with A a. The surface S' encloses the airfoil in
the r plane. The stream function on 8' is U ry - Ve x. In the trans-
formed plane x, 8' x is a circle of -radius `centered about the origin,
With ! a l/R - o. Since t is a scalar and is invariant to the trans-
formation, one obtains free equation (24),
U
_...	 a
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Ai = - 2 (U^ sine + V^ cos e)	 (29)
r
Together with the boundary conditions on S, the surface integral in
equation (28) gives - 1/4(u
.,
 e + VCO cos 9). Equation (28) thus
becomes
1
* (x) =1 d wx ln	 dRo
	
R	 o	 (x - xo
x
- r (% sin e + V^ cos e) + Cl	 (30)
x
The abritrary constant Clx is the value of the stream function outside
the unit circle in the x plane. It is also the value of the stream
function inside the airfoil in the z plane. The value of C 1 can be
set to be zero and equation (30) can be more conveniently re-written as
(x) = 2n J J win	 dRo
	
R	 X1 	 l K - 'K01
X
- x (Um sin 9 + V^ cos 6)
	
(31)
for reasons to be explained shortly.
Although it is possible to re-express equation (31) in the p-9
plane, for computational purposes it is more convenient to use equation
(31). In the present study, therefore, equation (31) is used.
a
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Extraneous Boundary Condition
The vorticity distribution Wx in the x plane is restricted kine-
matically by the requirement that = 0 exterior of the unit circle.
(Note that this region corresponds to the domain of the solid in the
z plane.) At any given instant of time, the vorticity distribution
away from the fluid-solid interface is determined by the kinetics of
the problem. The kinematic restriction therefore applies only to the
vorticity distribution on the fluid-solid interface at that instant of
time. In Reference 5, an implicit method utilizing the integral repre-
sentation (6) is presented. The method is specifically developed for
the problem formulated in terms of the vorticity and the velocity. It
requires the numerical solution of a system of N simultaneous algebraic
equations involving unknown vorticity values at boundary points on the
interface. In the following, an explicit method for the computation
of the surface vorticity values is described. This new method is
useful both for the vorticity-velocity formulation and for the vorticity-
stream function formulation.
The differential equations describing the kinematic relation
between the vorticity and the stream function (or velocity) are linear.
Therefore the method of superposition is useful in computing the
extraneous boundary condition. If one separates the vorticity on the
surface S  from that in the region R  but not on S, then equation (31)
becomes
1	 J'	 x	 1 P	 ^x^
^(x) = 2n J mxo In x - xo dRo +	 In2rt .l o	 xT	 --Txo dSxo
R -S	 S
x x	 x
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- r (U. sin 8 + Vm cos 8)	 (32)
where C  is a surface distribution of vorticity, its dimension being
that of vorticity times length. Let us consider C  in two parts
Cx = C,I + CK2	 (33)
where Cr1 is the contribution of the freestream condition to the surface
vorticity and Cx2 is the contribution of the vorticity away from S  to
the surface vorticity.
The surface vorticity distribution corresponding to a potential
flow past a circular cylinder is readily available in standard texts.
Upon conformally mapping the exterior of the circle into the interior
of a unit circle, one finds,
CKI = 20m sin 8 + V. cos 8)	 (34)
The stream function associated with the surface vorticity
distribution C
Rl, as given above, shall now be determined for the
region r k 1. (Note that K = re i8 , and that the region r Z 1 corres-
ponds to the domain occupied by the airfoil.) From equation (32), this
stream function is
TT
I1 = n
	
(U^ sin 80 + V^ cos 80 ) In	 2	 1	 d8o
o	 [ r + 1 - 2r cos( 80 - 8)]
-
 2
TT	
.1
rr	
sin (80 + a) In [r2 + 1 - 2r cos (8o - 8) ]2 d8o
	(35)
0
r
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where Q % + Va )I is the freestream velocity magnitude and a =
tan-1
 V.1%. Integrating by parts, one then obtains
RE ^2Tr cos (80 + a) sin(8o - 8)
J	 d8
1 = Tr o r + 1 - 2r cos (80
 - 8) °
Letting S = 80 - 8, one has
Qr
TT-8 [cos 0 cos(8 + a) - sin 0 gin (8 + a)] sin pI1 a	 Tr J	 2	 do8	 r +1-2rcos
The odd part of the integrand above does not contribute to the
integral. The even part of the integrand is periodic in B with the
period 2TT. One therefore has
I __	
"
Qr sin(8 + a) ^TT 	 2 sin S	 d0
1	 Tr	 r2+1 -2r cos 0
= 
Qr sin (9 + a) [ r 2
	
ft	
- j" 2	
cos 28	 do 3 (36)
o r + 1- 2r cos	 o r + 1- 2r cos S
Explicit expressions for the definite integrals in equation (36) are
available in standard mathematical tables. For r > 1, one has
I1 = @ sin(8 + a) = r (U^ sin 8 + V^ cos 8)	 (37)
Thus the contribution of 
Chi 
to the stream function value is the negative
of the freestream contribution to the stream function (the last part of
Tr
	equation 32). It is easy to show , 	C28 = 0 so that C., does
0
not contribute to the total vorticity.
i
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Let dC., be the contribution of the elementary vorticity
mX0dRno located at xo to the surface vorticity distribution C
M2 .
 By
the method of images, one finds
dCw2
( 02 - l) tux0 dRxo
2n[1 + ro - 2r0
 cos (80 - 8)]	
(3$)
By the use of the method of residues, it can be shown that the
stream function associated with dC x2 is exactly opposite to that
associated with w X0dRX0 . Therefore the combined contributions of
dC,, and of KdRx to the stream function is zero inside the airfoil.
Furthermore,
n	 ( 02 - 1) wNOdRxo
	
2	 d80 - - wxodRxo	 (39)0 2n[ 1 + r0 - 2r  cos(80
 - 8)]
dC,,2 together with 
mxodRxo do not contribute to the total vorticity.
Obviously, if one lets
	
j
1	 (r0 - 1) q^x dRxo
 j
 d^az 2n	 J	
2
 [1 + r 2 - 2r cos(8 - 8)]
	
R -S	 o	 0	 0
K x
then the combined contributions of C.2 and W  distributed in R  - S 
to the stream function is zero in the region r > 1 (inside the airfoil).
Furthermore, C,, together with the vorticity away from S gives zero
total vorticity. One therefore has
2
^x 22n
=
	J	
(r0 2 1) m dRxo	 + 2 (U
cc
 sin 8 + V^ cos 8 ) (4o)
R -S [1 + r0 - 2r0 cos(80 - 8)]
x x
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Clearly, the surface vortieity distribution given by equation (40)
satisfied both the kinematic requirement that the stream function
inside the airfoil is zero and the principle of total vortieity con-
servation. It permits the explicit, point by point, computation of
the surface vortieity values.
Farfield Velocity Boundary Condition
It can be shown that for r < 1, equation (36) gives
I1 = r(% sin e + V^ cos e)
so that I1 is zero at the origin. furthermore .  the combined contri-
butions to the stream function of C. and the vortieity distributed in
Rx - S  is zero at the origin. Since the origin in the x plane corres-
ponds to a surface infinitely far from S in the physical plane z, the
freestream condition _ - 1/r(U0 sin 6 + V
w
 cos 9) (or = Uj - Vex
in the z plane) is satisfied exactly at infinity in the z plane.
Aerodynamic Loads
On the surface S the velocity vector vanishes and the Navier-
Stokes equations reduce to
Pp= R 02 v=- R Oxw	 (41)
The tangential component of this equation is, in the x plane,
k_ L LW __ L p I dtu for r= 1	 (42)
ae R Br R	 8p
The pressure is computed from
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P(9) =P(0) +R p' feC ap)dS for r=1	 (43}0
The pressure coefficient is defined by
C (8) = P(e) - P(0)	 (44)
P	 iP (Um + Vm }
The skin friction coefficient is computed from
	
Cf(e) - R m 
'r=1	 (45)
The force coefficients normal and tangential to the airfoil chords are
denoted by C  and CT . The lift, drag, and moment coefficients are denoted
respectively by CL, Cp, and CM, and are computed from C  and C  values.
Numerical Procedure
The grid system in the p-@ plane is formed by using pp = 1/47
and De = Tt/40. These values are identical to those of Reference 7.
As shown in Figure 2, the coordinates of the grid point i j are
p = 1.0 - (3 - 1) pp and 8 = (i - 1) p8. That is, the unit circle,
p = 1, which corresponds to the airfoil surface in the physical plane,
is assigned the value 3 = 1, the point p = 0, which corresponds roughly
to a circle of radius 13 L in the physical plane, is assigned the
value 3 = 48, the leading edge line is assigned the value i = 41, the
trailing edge line is assigned the values i = 1 or 81, as shown in
Figure 1. Values of w, 8t/ap, and a-^/68 are computed at the grid
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points i, J. Values of #, however, are computed midway between the
grid points i,j and i +1, J, as shown in Figure 2 and designated ti,j.
For the kinetic part of the computation, the vorticity transport
equation, (19), is solved using finite difference methods. Both the
ADI (alternating direction implicit) method and the SLR (successive
line relaxation) method have been studied.
With the ADI method, central differences are used for the
diffusion term. For the convection term, four different differencing
schemes have been tried. These axe: (1) central differences, (2)
second upwind differences (Reference 10), (3) combination of the first
two (Reference 11), and (4) selective central or upwind differences
depending on the cell Reynolds number (Reference 12). Scheme (1) gives
spurious values of vorticity near the outer edge of rotational region
around 8 = Ae. Schemes (2) and (3) give unsatisfactory C  distribution
on the lower surface near the forward stagnation point. Scheme (4)
is found to be better than the other three from these respects.
Using Scheme (4), the finite difference form of the vorticity
transport equation is
^2 
L 
w4 -W
r2H-""2Q ^^ = g r^{P' 3 + r^ ", 2a,^ (w1j-1 - wi3'3+1)
2
+ R {rJP'^)	
{^)2 
{wi^3-1 - 
2wij 
+ wi,i+1)
L 1	 n+	 n-	 n+j
+ R (©9)2 
{wi-1,3 - 2wi ,3 + wk>3+1)
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+ (C^)i+* + (C p )s ! ^	 (46)
n+Z n+
r 
I 
m 1^ 
J s 
L r	 + r ") l ( 
n+l _ ^n+l+ )
At	 .1 R ^ (P	 ^P	 2,&pOi,J-1	i,^ 1
+ R (r p'
^ (Ap)
)2 1 2 (wi,^ -1 - 2Oi j1 + Oi.,i+i)R j 
+k 1 2 (^n+j ' 2 n+j + n+j i )(D8)
+ (Cl )i+j + (C p )n31
	(47)
8
Isere, Cg and C  are the finite difference form of the convection terms.
These terms are written out as explained below.
Two cell Reynolds's numbers based on the cell irngths in the
9 and p direction are defined respectively as
a'	 R	 48(RC8)4 = r1P j =R l i,i L a	 ( )
and
and
(RC )ij - r, be Ii^j L (Au)i	 (49)
P
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If the value of RC < 2) central difference is used for the term CO
8
otherwise upwind difference is used. Similarly, central difference
for the term C  is used if RC < 2; otherwise upwind difference is
P
used. These differences are given below:
RC8 < 2:
	 (08)11 _ (rP' )ij 2be [(^►ptp)i+l, j	 (f pas) i-1,3 3 (50)
RC8 2t 2:
	 rj P tj 
f Pij (to - Oi-1,j ) 8e if ^Pij < 0
(C8 )i^ _	 (51)
r^ P' 3 Pik (mi+1, j - Mij ) be 9 if P > 0
RCP < 2:
	 (Cp)i^ _ - r^p'^ 2p C (fem)i^3-1 - (te^)il 	(52)
RCP x 2:	
-r,p, (18)ij (mi3 mi ,j+l) AP ' if $8 > 0
(c p )ij _	 (53)
- r, 
P', Gii (x ,3-1 - ^ij) AP ' if #8 < 0
In the above set of relations, the superscripts for w indicating the
time step are as determined by equation (46) and (47). As of now, the
stream function and its derivatives are allowed to lag by one time
step and so the superscripts for i p and t. are always n, irrespective
of what is implied by equations (46) and Ck7).
The solution procedure is as follows. For each value of J,
equation (46) gives a set of 80 algebraic equations involving 80 unknown
values of vorticity at the 80 grid points "i" on the grid lines and at
the time level (n + J). The coefficient matrices for these sets of
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algebraic equations is cyclic tridiagonal. Recursion relations (Reference
13) are utilized to solve the sets of algebraic equation for each
pertinent j value, beginning with j = 2 and ending with the first "J" grid
line where the vorticity is zero at each grid point "i" at the time
level n.
Equation (47) is then solved to obtain the vorticity values at
the time level n + 1. For each value of i s equation (47) gives a set
of algebraic equations involving unknown vorticity values at the grid
points "3" and at the time level (n + 1). There are 80 sets of algebraic
equations, ove set for each for each value of i. The coefficient
matrices are regular tridiagonal and Thomas algorithm (Reference 10)
is used. It should be noted that the solution requires the surface
vorticity at the (n + 1)th time level be known. The surface vorticity
values at the (n + 1)th time level, however, depends on the vorticity
values away from the surface kinematically, as discussed earlier. An
iterative procedure is therefore adopted with which thq surface vorti-
city values computed from the kinematic relation, equation (39), based
on non-surface vorticity values obtained for each iteration are used
in the subsequent iteration. For the initial iteration, the surface
vorticity values are estimated from the surface vorticity values at
time levels (n-1) and n through an extrapolation procedure.
For the successive line relaxation scheme, using central
differences for the space derivatives and forward differences for the
time derivative, the residue is written as
n+1,k+1
	 n+l,k+l	 n+l, k(Qns)i3	
''ti	 - mii
nn+l,k+l - 2 n+l,k+l + n+l,k+l )
. o. At— [C
n+l k+ln+l k+l	 n+l	 n+l n+l
+ C2 (^, 3 -1 _ Mi., j+1 ) +C 3 (6iYi, " 2^ _ oi.-1, j }
n	 n+l	 n	 n+l
+ C44p
i+l,1 
01+1, 5
 - *pi-1,3 
Oi-1,i )
+ C(tn 	n+l,k+l	 n	 n+l ,k+l	
_	 l 'k	 (54)5 oi, j -1 01, j -1 - *oi,j+1 Ow+1
where k is the iteration counter.
Cl R ^ ' C	 C2 e R 2 Sp	 ' 3 . r RJ(AP)
C4 = 2h ' C5 2QP
The iteration counters for the vorticity values on grid lines
i + 1 and i - 1 in equation (48) are specified in accordance with the
direction of sweep. The sweeps always initiate wi,h the grid line
I . 41 (the leading edge line) and terminate with the grid line i - 81
(or 1). Thus, for the upper surface of the airfoil, the sweep is in
the i t direction, i.e., i:41 (1) 81. The iteration counter for vorticity
values is k + 1 on the grid line i - 1 and is k on the grid line i + 1.
For the lower surface, the sweep is in the 14 direction, i.e., 1:41(-1)1.
The iteration counter for vorticity values is k + 1 on the grid line
EM
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i + 1 and is k on the grid line i. The order in which the upper and
lower surface sweeps are done is alternated for successive iterations.
For odd numbered iterations, the sweep along the upper surface is
followed by the sweep along the loaner surface. For even numbered
iterations, the sweep along the lower surface is undertaken before the
sweep along the upper surface.
With the above procedure, a system of algebraic equations with
a tridiagonal coefficient matrix is obtained from equation (54) for
each value of i. These equations are solved for values ofn+l'k+l
,3
not on the airfoil surface. The corresponding values of surface vorti-
city are obtained by solving equation (39). The values of M at all
grid points are then re-set using the equation
n+1,k+1
	
n+l,k +{)n+l,k+l	
(55)
where 0 is the relaxation parameter and is assigned the value of 0.09.
The calculations with successive line relaxation, were repeated
using ArOmwa difference for the convection terms and three-point
backward difference for the time derivative. The results presented
here are obtained using Arakawa and three-point backward differences.
The method of computation of loads is identical to *bat of
Reference 7.
Discussion of Results
Solutions using ADI method have been obtained up to a time level
of t s 0.212 and using SLR method up to t s 0.02. Figures 3 to 8 show
the vorticity profiles at several chordwise stations obtained using
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the ADI method and the SLR method. A conWarison of these solutions
with those of Reference 7 shows that the ADI solution agrees well with
the SLR solution said the solution given in Reference 7 at stations
xvW from the trailing edge (Figures 3, 4, 5 and 8). At the trailing
edge station (Figure 6 and 7) the ADI solution differs substantially
from that of Reference 7. In particular, the slope of the vorticity
profile changes drastically and repeatedly near the surface (Figure 6)
so that no meaningful eoMutation of the normal voAicity gradient at
the trailing edge is possible. This eratic behavior, in facia, extends
to chorMrise stations near the trailing edge. In addition to the
erratic instantaneous behavior near the trailing edge described above,
it is found (although not shown here) that the vorticity values near
the trailing edge as obtained by the ADI method oscillate violently
as time progresses. As a consequence, no reliable surface pressure
distribution, which must be computed from the normal velocity gradient3,
can be established from the ADI solution near the trailing edge.
The vorticity profiles at the trailing edge as obtained from
the SLR method are in good qualitative agreement with that of Reference
7. Quantitatively, there are noticeable differences between the two
solutions near the surface which increases gradually with the pro-
gression of time. These differences are not unexpected since the
method of determining the surface vorticity in the present study is
substantially different from that of Reference 7.
The surface pressure distribution for 5 a 0.003, 0.006 and 0.02
are pleAted in Figures 9, 11 and 13. For the ADI solution the mean of
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clockwise and anti-clockwise integration is plotted. In the case of SLR
solution the results presented correspond to integration from the leading
edge along the upper and lower surfaces. In addition, the values are
plotted so as to make the leading edge C  same in all cases. The values
of the constant added to achieve this, are indicated in the figures.
Figures 10 and 12 give the C  distribution close to the trailing edge.
Values of results obtained by Mehta are not included in these figures,
as they are not available in such detail in Reference 7. As could be
seen from Figures 9-13, the ADI method gives rise to meaningless values
of C  near the trailing edge. The ADI solution gives C  curves that are
not closed. That is, after the completion of a circuit around the
airfoil the starting value of C  is not returned. This is due to the
erroneous values of the vorticity gradient at the surface as predicted
by ADI method. The ADI solution deteriorates further with time and
gives rise to negative lift as could be seen from Figure 13.
The SLR results for C  are obtained by integrating from the
leading edge along the upper and lower surface. This gives rise to
two values of C  for the trailing edge. We define a AC  obtained by
dividing the difference between these two values by the maximum
absolute value of C  on the surface. A comparison of these values
with those of Reference 7 is as indicated below.
%AC
P , 
Average
— 
Time Block	 No. of Time Steps	 Present Study, STAR	 Mehta
o.o	 -► 0.0o6 6 2.161 1.468
0.0o6 -- o.ol2 3 0.640 1.593
0.012 — 0.02 2 o.400 1.o82
Scheme
1. ADI
2. Point SOR
3. Line SOR with S = 0.09
4. Line SOR with 03	 1.5
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The variation of CL with time, for SLR scheme, is given in Figure 14.
Compared to results of Reference 7, these values show a smoother
variation with time.
From the above discussion it is concluded that successive over-
relaxation is to be prefered over ADI method. As of now, the exact
cause of the failure of the ADI method is not known. Unfortunately,
the SOR method is more time consuming than ADI scheme. It may be
possible to reduce the computer time for the SOR method by choosing
a set of optimum relaxation parameters which has a spacewise variation.
These conclusions are based on a few numerical experiments carried out
in advancing the solution from t = 0.002 to t = 0.003. The following
table summarizes the findings.
Computation
No. of Iterations	 Time sec
	
4o	 81
	1 5	 178
	
74	 149
	
6o	 127
In the above experiments, the convergence tolerance on bw has been
kept same at 0.5. In the ADI scheme the iteration indicated is for
the surface vorticity during r-direction sweep. It is apparent that
successive line over-relaxation has a slight advantage over successive
point over-relaxation. The relation for $i given in item 4 above is
an ad hoc selection and has no theoretical basis.
In continuing this work, a proper investigation of the relaxation
factor for SLR method is to be done. There is also a possibility
of combined usage of ADI and SLR schemes, with the successive over-
relaxation scheme limited to a small region near the trailing edge.
This possibility is still to be explored.
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