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For a metric continuum X , we consider the hyperspaces 2X and C(X) of the closed and
nonempty subsets of X and of subcontinua of X , respectively, both with the Hausdorff
metric. For a given map f : X → X we investigate the transitivity of the induced maps
2 f : 2X → 2X and C( f ) :C(X) → C(X). Among other results, we show that if X is a dendrite
or a continuum of type λ and f : X → X is a map, then C( f ) is not transitive. However, if
X is the Hilbert cube, then there exists a transitive map f : X → X such that 2 f and C( f )
are transitive.
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1. Introduction
Let X be a metric space and f : X → X be a map, i.e., a continuous function. If x ∈ X, then the orbit of x under f is the
set:
orb(x, f ) = { f k(x): k ∈ N ∪ {0}},
where f 0 is the identity map on X, f 1 = f and f n+1 = f ◦ f n for each n ∈ N. The set of all limit points of orb(x, f ) is called
the ω-limit set of x under f , and it is denoted by ω(x, f ). For some properties of ω(x, f ) see (1) and (2) of [6, pp. 70–71].
A subset S of X is said to be invariant under f if f (S) ⊂ S. It is called strongly invariant if f (S) = S. If X is a compact space
then, for each x ∈ X, ω(x, f ) is nonempty, closed and strongly invariant [32, Theorem 5.5].
A continuum is a nonempty, compact, connected metric space. In this paper we are interested in the dynamics of a map
f : X → X for a given continuum X and, if x ∈ X, we are also interested in the structure of the ω-limit set of x under f . In
particular when X is a dendrite, i.e., a locally connected continuum that contains no simple closed curves, some work has
been done. For example, in [1, Theorem 3.8] it is shown that if X is a dendrite, f : X → X is a homeomorphism and x ∈ X,
then ω(x, f ) is either a ﬁnite set or a Cantor set. In the same theorem it is shown that if ω(x, f ) is a Cantor set, then the
map f |ω(x, f ) is an adding machine. As a consequence of this result, in [1, Corollary 3.9] it is shown that if X is a dendrite
and f : X → X is a homeomorphism, then the topological entropy of f is zero.
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points of X is closed and, for each p ∈ R(X), the number of components of X − {p} is ﬁnite. In [14, Theorem B] it is shown
that if X ∈ D, f : X → X is a monotone map and x ∈ X, then ω(x, f ) is a ﬁnite set. In the same theorem it is shown that
the topological entropy of f is zero. Recall that, for a space X, a map f : X → X is monotone if for every p ∈ X the set
f −1(p) is connected.
In [31, Theorem 1∗] it is shown that a nonempty subset M of a nondegenerate hereditarily locally connected con-
tinuum X is an ω-limit set of some map f : X → X if and only if M is either a ﬁnite union of disjoint nondegenerate
subcontinua of X or M is a nowhere dense closed subset of X not satisfying the following condition: M has countably
many components, only ﬁnitely many of which are nondegenerate and M has an isolated nondegenerate component.
Let X be a compact metric space and f : X → X be a map. We say that f is transitive if for each pair U and V of
nonempty open subsets of X, there exists k ∈ N such that f k(U )∩ V 	= ∅. Note that if f : X → X is transitive, then f (X) = X
[6, Lemma 38, p. 154]. In [6, Proposition 39, p. 155] it is shown that f is transitive if and only if there exists x ∈ X such
that ω(x, f ) = X . Moreover, if X contains no isolated points, then f is transitive if and only if there exists x ∈ X such that
orb(x, f ) is dense in X . For other properties of transitive maps see [6, Lemma 37, p. 155].
Given a continuum X we consider the hyperspaces 2X and C(X) of X, both metrized with the Hausdorff metric H . We
recall that 2X consists of all nonempty and closed subsets of X, while C(X) consists of all connected elements of 2X . If X
is a continuum and f : X → X is a map, we can consider the functions 2 f : 2X → 2X and C( f ) :C(X) → C(X) deﬁned by
2 f (A) = f (A), for each A ∈ 2X , and C( f ) = (2 f )|C(X).
It is known that the continuity of f implies the continuity of both 2 f and C( f ) [18, Lemma 13.3]. We refer to 2 f and to
C( f ) as the induced maps of f . Note that if A ∈ 2X and k ∈ N, then (2 f )k(A) = f k(A). Similarly if A ∈ C(X) and k ∈ N, then
(C( f ))k(A) = f k(A). We will use these equalities very often in this paper.
A natural problem is to study connections between dynamical properties of f and of the induced maps 2 f and C( f ).
For papers related to this topic, see [2,4,7,15,17,20–22,27,29,30,33,34]. Section 1.2 of [33] contains a descriptive history of
the study of hyperspace dynamical systems. It is of particular interest to study relations between ω(x, f ) and the sets
ω(A,2 f ) and ω(A,C( f )), where x ∈ A. In Section 7 we show a dendrite X and a homeomorphism f : X → X such that,
for each x ∈ X, ω(x, f ) is a one-point-set, while for each continuum W there exists A ∈ C(X) such that ω(A,C( f )) is
homeomorphic to W (see Theorem 7.17).
Let J be an arc and f : J → J be a map. In p. 683 of [2] it is shown that C( f ) is not transitive. Later, in p. 684, the
author claims that if S1 is the unit circle in R2 and f : S1 → S1 is a map, then the induced map C( f ) is not transitive. Both
results have been generalized for ﬁnite graphs. Recall that a ﬁnite graph is a continuum which can be written as the ﬁnite
union of arcs such that every two of them meet at a subset of their end points. Let X be a ﬁnite graph and f : X → X be a
map. In both [34, Corollary 3.2] and [21, Corollary 29] it is shown that the induced map C( f ) is not transitive.
In Section 4 we show that if X is a continuum that contains a free arc and f : X → X is a map, then the induced map
C( f ) is not transitive (see Theorem 4.5). As an immediate consequence of this result if X is a ﬁnite graph and f : X → X is
a map, then the induced map C( f ) is not transitive. In Section 5 we prove that if X is an irreducible continuum of type λ
and f : X → X is a map, then the induced map C( f ) is not transitive (see Theorem 5.3). In Section 6 we show that if X is
a dendrite and f : X → X is a map, then the induced map C( f ) is not transitive (see Theorem 6.2).
In [2, p. 684] J. Banks says that nontrivial examples for which X is connected and the induced map C( f ) is transitive
may be diﬃcult to ﬁnd. In this paper we show that if Q is the Hilbert cube, then there is a transitive map σ : Q → Q such
that both 2σ and C(σ ) are transitive (see Theorem 7.18).
2. General notions and facts
All spaces considered in this paper are assumed to be metric. For a space X, a point x ∈ X and a positive number ε,
we denote by BX (x, ε) the open ball in X centered at x and having radius ε. If A is a subset of a space X, we deﬁne
NX (A, ε) = ⋃a∈A B X (a, ε). We use the symbols clX (A), intX (A) and bdX (A) to denote the closure, the interior and the
boundary of A in X, respectively.
Let X be a continuum. For A, B ∈ 2X let
H(A, B) = inf{ε > 0: A ⊂ NX (B, ε) and B ⊂ NX (A, ε)}.
Then H is the Hausdorff metric in 2X [18, Theorem 2.2]. We consider that the topology of every subset of 2X is the subspace
topology. Besides C(X), a particular subset of 2X is the hyperspace F1(X) = {{x}: x ∈ X}.
Let A, B ∈ 2X . By compactness of X it follows that H(A, B) < ε if and only if A ⊂ NX (B, ε) and B ⊂ NX (A, ε). It is not
diﬃcult to see that if (An)n is a decreasing sequence in 2X , then it converges in 2X and its limit is
⋂∞
n=1 An.
The following result will be used in Section 4.
Proposition 2.1. Let X be a continuum, k ∈ N and A1, A2, . . . , Ak ∈ 2X . Given j ∈ {1,2, . . . ,k}, let Λ j = {A ∈ 2X : A j ⊂ A} and
Λ = Λ1 ∪Λ2 ∪ · · · ∪ Λk.
Then Λ is not dense in 2X .
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F1(X)}. Take x ∈ X −⋃ j∈M A j . Since {x} ∈ 2X −Λ = 2X − cl2X (Λ), the set Λ is not dense in 2X . 
The proof of the following result is similar to the one of Proposition 2.1.
Proposition 2.2. Let X be a continuum, k ∈ N and A1, A2, . . . , Ak ∈ C(X). Given j ∈ {1,2, . . . ,k}, letΛ j = {A ∈ C(X): A j ⊂ A} and
Λ = Λ1 ∪Λ2 ∪ · · · ∪ Λk.
Then Λ is not dense in C(X).
Let X and Y be compact metric spaces and f : X → X and g : Y → Y be maps. We say that f and g are topologically
conjugate via φ : X → Y , if φ is a homeomorphism and φ ◦ f = g ◦ φ. In such situation, it is not diﬃcult to prove that, for
every x0 ∈ X :
ω(x0, f ) = φ−1
(
ω
(
φ(x0), g
))
. (2.1)
For the deﬁnition and some properties of the topological entropy of a map, we refer the reader to [32, Chapter 7]. We
say that a map f : X → X is topologically chaotic if its topological entropy is greater than zero.
3. Transitivity of 2 f and of C( f )
For a compact metric space X and a map f : X → X let us consider the following assertions:
(a) f is transitive;
(b) 2 f is transitive;
(c) C( f ) is transitive.
In this section we investigate the relationships between the previous assertions. To this end let S1 be the unit circle in R2
and λ be an irrational number. Deﬁne Tλ : S1 → S1 by Tλ(eiθ ) = ei(θ+2πλ). Then, for each eiθ ∈ S1, the set orb(eiθ , Tλ) is
dense in S1 [13, Theorem 3.13, p. 22]. Thus the map Tλ is transitive. In both [4, p. 84] and [29, Example 4.1] it is shown
that the induced maps 2Tλ and C(Tλ) are not transitive. Hence (a) implies neither (b) nor (c).
In [29, Theorem 3.6] it is shown that (b) implies (a). Such result appeared before in the literature, for the case of
homeomorphisms, in [4, Proposition 2]. Now consider the tent map T : [0,1] → [0,1] deﬁned as follows:
T (x) =
{
2x, if 0 x 12 ;
2(1− x), if 12  x 1.
(3.1)
Then T is transitive and in [29, Example 4.3] it is shown that the induced map 2T is transitive as well. By the work done
in [29, Example 4.2] it follows that C(T ) is not transitive. Hence (b) does not imply (c).
Now consider the following result, which generalizes [29, Theorem 3.6].
Theorem 3.1. ([15, Theorem 3.1]) Let X be a compact metric space and f : X → X be a map. Let L be a subspace of 2X such that
F1(X) ⊂ L and 2 f (L) ⊂ L. If (2 f )|L :L → L is transitive, then f is transitive.
By Theorem 3.1, (c) implies (a). To discuss the implication (c) ⇒ (b), recall that a map f : X → X is weakly mixing if the
product map f × f : X × X → X × X is transitive. We say that f is totally transitive if for each n ∈ N the map f n : X → X is
transitive. It is known that if f is weakly mixing, then it is totally transitive (see part (e) of [2, Theorem 1]).
The following result also generalizes [29, Theorem 3.6].
Theorem 3.2. ([27, Theorem 2.1]) Let X be a compact metric space and f : X → X be a map. Then the following statements are
equivalents:
1) f is weakly mixing;
2) 2 f is weakly mixing;
3) 2 f is transitive.
For a generalization of Theorem 3.2, see [2, Theorem 2]. Theorem 3.2 is also formulated in [17, Theorem 3.2] and [20,
Theorem 2.1], though no credit to [27] or to [2] is given (instead in [17], the result is credited to S. Shao). For the case
of homeomorphisms, the equivalence between assertions 1) and 2) of Theorem 3.2 appeared before in [4, Theorem 1 and
Proposition 2].
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Combining Theorems 3.2 and 3.3 we obtain the following result.
Theorem 3.4. Let X be a continuum and f : X → X be a map. If C( f ) is transitive, then 2 f is transitive.
Hence, for continua, (c) implies (b). In the following theorem we show that, for compact spaces, (c) does not imply (b).
The main idea of its proof comes from [2, p. 684].
Theorem 3.5. There is a compact space X and a map f : X → X such that C( f ) is transitive, while 2 f is not transitive.
Proof. Consider the discrete space {0,1} as well as the Cartesian product X =∏n∈N In, where In = {0,1}, for each n ∈ N.
Given (x1, x2, x3, . . .) and (y1, y2, y3, . . .) in X, we deﬁne the following addition:
(x1, x2, x3, . . .)+ (y1, y2, y3, . . .) = (z1, z2, z3, . . .)
where z1 = x1 + y1 (mod 2) and z2 = x2 + y2 + t1 (mod 2). Here t1 = 0 if x1 + y1 < 2 and t1 = 1 if x1 + y1 = 2. So, we carry
a one in the second case. Continue adding and carrying in this way for the whole sequence. Now consider the function
f : X → X deﬁned at (x1, x2, x3, . . .) in X by
f (x1, x2, x3, . . .) = (x1, x2, x3, . . .)+ (1,0,0, . . .).
The function f is called the 2-adding machine map. It is known that f is a homeomorphism such that, for every x =
(x1, x2, x3, . . .) in X, the set orb(x, f ) is dense in X [13, p. 139]. Thus f is transitive. Since C(X) = F1(X) and F1(X) is
homeomorphic to X, the induced map C( f ) :C(X) → C(X) is also transitive. In [2, p. 684] it is noted that, for every n ∈ N,
the map f 2
n
is not transitive. Thus f is not totally transitive, so f is not weakly mixing. Using Theorem 3.2 it follows that
the induced map 2 f : 2X → 2X is not transitive. 
4. Transitive induced maps and ω-limit sets
In this section we assume that X is a continuum and that f : X → X is a map. We present some results that involve the
transitivity of the induced maps 2 f : 2X → 2X and C( f ) :C(X) → C(X). The main result in this section is Theorem 4.5.
Theorem 4.1. Assume that 2 f : 2X → 2X is transitive. Let A, B ∈ 2X and m ∈ N be such that ω(B,2 f ) = 2X and A ⊂ f m(B). Then
(a) there is n ∈ N such that A  f m+n(B);
(b) A  f (A) and f (A)  A.
Proof. To show (a) assume, on the contrary, that A ⊂ f m+n(B) for each n ∈ N. Let Λ = {D ∈ 2X : A ⊂ D}. Then ω(B,2 f ) ⊂ Λ
and, since ω(B,2 f ) = 2X , we have 2X = Λ. This is a contradiction to Proposition 2.1, so (a) holds.
To show (b) assume ﬁrst that f (A) ⊂ A. Then f n+1(A) ⊂ f n(A) for every n ∈ N, so ( f n(A))n is a decreasing sequence
in 2X . Hence it converges, in the Hausdorff metric, to C = ⋂∞n=1 f n(A). Note that C ∈ 2X and that m ∈ N is such that
C ⊂ f m(B) so, by (a), there is n0 ∈ N such that C  f m+n0 (B). Now since A ⊂ f m(B), we have f n(A) ⊂ f m+n(B) for each
n ∈ N. Thus C ⊂ f m+n(B) for all n ∈ N. This contradiction shows that f (A)  A.
Now assume that A ⊂ f (A). Then f n(A) ⊂ f n+1(A) for every n ∈ N. Hence A ⊂ f n(A) for all n ∈ N. Since A ⊂ f m(B),
we have f n(A) ⊂ f m+n(B) for each n ∈ N. Thus A ⊂ f m+n(B) for all n ∈ N. Since this contradicts (a), we have A  f (A). 
The proof of the following result is similar to the one of Theorem 4.1.
Theorem 4.2. Assume that C( f ) :C(X) → C(X) is transitive. Let A ∈ 2X , B ∈ C(X) and m ∈ N be such that ω(B,C( f )) = C(X) and
A ⊂ f m(B). Then
(a) there is n ∈ N such that A  f m+n(B);
(b) A  f (A) and f (A)  A.
Theorem 4.3. Assume that 2 f : 2X → 2X is transitive. Let B ∈ 2X be so that ω(B,2 f ) = 2X . Then, for every n ∈ N ∪ {0}, we have
intX ( f n(B)) = ∅.
Proof. Assume, on the contrary, that there exists n0 ∈ N ∪ {0} such that intX ( f n0 (B)) 	= ∅. Let D = f n0 (B). Note that
ω(D,2 f ) = 2X . Let x ∈ intX (D) and ε > 0 be such that BX (x, ε) ⊂ D. Since {x} ∈ ω(D,2 f ) there is k ∈ N such that
H( f k(D), {x}) < ε. Then
f k(D) ⊂ NX
({x}, ε)= BX (x, ε) ⊂ D,
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in 2X , so it converges to C =⋂∞n=1 f kn(D). This implies that ω(D,2 f k ) = {C} and, since ω(D,2 f k ) is strongly invariant
under 2 f
k
, we have{
f k(C)
}= 2 f k ({C})= 2 f k (ω(D,2 f k ))= ω(D,2 f k )= {C}.
Hence f k(C) = C . Using this equality we can show that if m  k and m ≡ i (mod k) for some i ∈ {0,1, . . . ,k − 1}, then
f i(C) ⊂ f m(D). This implies that ω(D,2 f ) ⊂ Λ, where
Λ =
k−1⋃
i=0
{
A ∈ 2X : f i(C) ⊂ A}.
Since ω(D,2 f ) = 2X , the set Λ is dense in 2X , a contradiction to Proposition 2.1. 
The proof of the following result is similar to the one of Theorem 4.3.
Theorem 4.4. Assume that C( f ) :C(X) → C(X) is transitive. Let B ∈ C(X) be so thatω(B,C( f )) = C(X). Then, for every n ∈ N∪{0},
we have intX ( f n(B)) = ∅.
Theorems 4.3 and 4.4 generalize [34, Theorem 3.1].
Let X be a continuum and A be a nondegenerate arc in X with end points p and q. We say that A is a free arc in X if
A − {p,q} is an open subset of X .
Theorem 4.5. If X contains a free arc, then the induced map C( f ) :C(X) → C(X) is not transitive.
Proof. Assume, on the contrary, that C( f ) :C(X) → C(X) is transitive. Let B ∈ C(X) be so that ω(B,C( f )) = C(X) and let
A be a free arc in X with end points p and q. Consider x, y ∈ A − {p,q} such that x 	= y and the subarc C of A with end
points x and y. Since A − {p,q} is an open subset of X that contains C, there is ε > 0 such that NX (C, ε) ⊂ A − {p,q}. We
can choose ε with the following additional property: BX (x, ε) ∩ BX (y, ε) = ∅. Since ω(B,C( f )) = C(X) there is k ∈ N such
that H( f k(B),C) < ε. Note that f k(B) ⊂ NX (C, ε) ⊂ A − {p,q}. Moreover x, y ∈ C ⊂ NX ( f k(B), ε), so f k(B) ∩ BX (x, ε) 	= ∅
and f k(B) ∩ BX (y, ε) 	= ∅. Since BX (x, ε) ∩ BX (y, ε) = ∅, it follows that f k(B) is a nondegenerate subarc of the free arc A.
Thus intX ( f k(B)) 	= ∅, a contradiction to Theorem 4.4. This shows that C( f ) is not transitive. 
Recall that for the arc I = [0,1] and the tent map T : I → I, deﬁned in (3.1), the induced map 2T : 2I → 2I is transitive.
Thus Theorem 4.5 does not hold for the induced map 2 f of a given map f : X → X (when X contains a free arc).
Since ﬁnite graphs contain free arcs the following result, shown also in [34, Corollary 3.2] and [21, Corollary 29], is an
immediate consequence of Theorem 4.5.
Theorem 4.6. Let Y be a ﬁnite graph and g : Y → Y be a map. Then the induced map C(g) :C(Y ) → C(Y ) is not transitive.
Let X be a continuum, p ∈ X and f : X → X be a map. We say that p is a periodic point of f if there is m ∈ N such
that f m(p) = p. If p is a periodic point of f , then the period of p is the smallest natural number k for which f k(p) = p.
Equivalently, the period of p is the number of elements of the set orb(p, f ). If f (p) = p, we say that p is a ﬁxed point of f .
The point p is a preperiodic point of f if there is n ∈ N ∪ {0} such that f n(p) is a periodic point of f .
Theorem 4.7. Assume that 2 f : 2X → 2X is transitive and that B ∈ 2X is such that ω(B,2 f ) = 2X . Then for each A ∈ orb(B,2 f ) and
every x ∈ A, the set orb(x, f ) is dense in X .
Proof. Let k ∈ N ∪ {0} and x ∈ f k(B). To show that orb(x, f ) is dense in X, take y ∈ X and ε > 0. Since ω(B,2 f ) = 2X ,
we have ω( f k(B),2 f ) = 2X , so {y} ∈ ω( f k(B),2 f ). Then there is j ∈ N such that H( f j( f k(B)), {y}) < ε. Hence f j(x) ∈
f j( f k(B)) ⊂ NX ({y}, ε) = BX (y, ε), so BX (y, ε)∩ orb(x, f ) 	= ∅. This shows that orb(x, f ) is dense in X . 
The proof of the following result is similar to the one of Theorem 4.7.
Theorem 4.8. Assume that C( f ) :C(X) → C(X) is transitive and that B ∈ C(X) is such that ω(B,C( f )) = C(X). Then for each
A ∈ orb(B,C( f )) and every x ∈ A, the set orb(x, f ) is dense in X .
As an immediate consequence of Theorems 4.7 and 4.8 we have the following results.
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every x ∈ A, x is not a preperiodic point of f .
Theorem 4.10. Assume that C( f ) :C(X) → C(X) is transitive and that B ∈ C(X) is such that ω(B,C( f )) = C(X). Then for each
A ∈ orb(B,C( f )) and every x ∈ A, x is not a preperiodic point of f .
5. Continua of type λ
We have seen in Theorem 4.6 that there exist locally connected continua X with the property that, for every map
f : X → X, the induced map C( f ) :C(X) → C(X) is not transitive. In this section we consider a family of continua, most
of whose members are nonlocally connected, such that for each element X in such family and every map f : X → X, the
induced map C( f ) :C(X) → C(X) is not transitive.
Let X be a continuum and p and q be different points. We say that X is irreducible between p and q if p,q ∈ X and
no proper subcontinuum of X contains both p and q. We say that X is irreducible if there exist p,q ∈ X such that X is
irreducible between p and q. A continuum X which is irreducible between p and q is said to be of type λ (see [19, p. 197])
provided that there is a monotone map π : X → [0,1] such that:
π(p) = 0, π(q) = 1 and intX
(
π−1(a)
)= ∅, for all a ∈ [0,1].
The map π is said to be canonical, and the sets {a}X = π−1(a), where a ∈ [0,1], are called layers (or tranches) of X . In
particular {0}X and {1}X are called end layers (or end tranches) of X . If 0 a < b  1, then the set
[a,b]X = π−1([a,b]),
is a closed block of X . We also consider the blocks (a,b]X = π−1((a,b]), [a,b)X = π−1([a,b)) and (a,b)X = π−1((a,b)).
In [19, p. 201] it is shown that the equality {a}X = clX ([0,a)X ) ∩ clX ((a,1]X ) holds for all a ∈ [0,1], except countably many
of them.
A continuum X is decomposable if there exist A, B ∈ C(X) − {X} such that X = A ∪ B. We say that X is hereditarily
decomposable if each nondegenerate subcontinuum of X is decomposable. If X is nondegenerate and it is not decomposable,
then X is said to be indecomposable. Let X be an irreducible continuum such that each indecomposable subcontinuum of X
has empty interior. In [19, p. 216] it is shown that X is of type λ (see also [16, Theorem 2.1]). Hence every irreducible
continuum which is hereditarily decomposable is of type λ. In particular the sin(1/x)-continuum W described in [26, 1.5]
is of type λ. Such continuum is nonlocally connected and contains free arcs. In [19, Example 5, p. 191] a continuum X of
type λ is constructed, so that X contains no free arcs.
From now on, in this section, we will assume that X is a continuum of type λ and irreducible between p and q. We will
also consider that π : X → [0,1] is a canonical map for X .
Lemma 5.1. Let 0< a b < 1 and A ∈ C(X). If π(A)∩ [0,a) 	= ∅ and π(A)∩ (b,1] 	= ∅, then [a,b]X ⊂ A.
Proof. Take x, y ∈ A such that π(x) ∈ [0,a) and π(y) ∈ (b,1]. Note that [0,π(x)]X ∪ A ∪ [π(y),1]X is a subcontinuum of X
that contains the points p and q at which X is irreducible. Thus X = [0,π(x)]X ∪ A ∪ [π(y),1]X and, since [0,π(x)]X ∩
[a,b]X = ∅ and [π(y),1]X ∩ [a,b]X = ∅, it follows that [a,b]X ⊂ A. 
Lemma 5.2. Let f : X → X be a map such that C( f ) :C(X) → C(X) is transitive. Let B ∈ C(X) be so that ω(B,C( f )) = C(X). If
0< a < b < 1, then there is m ∈ N such that [a,b]X ⊂ f m(B).
Proof. Fix a′,b′ ∈ [0,1] such that 0 < a′ < a < b < b′ < 1 as well as points x ∈ {a′}X and y ∈ {b′}X . Let ε > 0 be such that
BX (x, ε) ⊂ [0,a)X and BX (y, ε) ⊂ (b,1]X . Since ω(B,C( f )) = C(X), there is m ∈ N such that H( f m(B), [a′,b′]X ) < ε. Note
that f m(B) ∩ BX (x, ε) 	= ∅ and f m(B) ∩ BX (y, ε) 	= ∅. This implies that π( f m(B)) ∩ [0,a) 	= ∅ and π( f m(B)) ∩ (b,1] 	= ∅ so,
by Lemma 5.1, we have [a,b]X ⊂ f m(B). 
We are ready to show the main result of this section.
Theorem 5.3. For every map f : X → X, the induced map C( f ) :C(X) → C(X) is not transitive.
Proof. Assume that C( f ) :C(X) → C(X) is transitive. Let B ∈ C(X) be such that ω(B,C( f )) = C(X). Fix a,b ∈ [0,1] such
that 0 < a < b < 1. By Lemma 5.2, there is m ∈ N such that [a,b]X ⊂ f m(B). Since (a,b)X is an open subset of X which
is contained in f m(B), it follows that intX ( f m(B)) 	= ∅. Since this contradicts Theorem 4.4, we conclude that C( f ) is not
transitive. 
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In this section we show that if X is a dendrite and f : X → X is a map, then the induced map C( f ) :C(X) → C(X) is not
transitive. Let us note that there are dendrites which contain free arcs (every ﬁnite graph without simple closed curves is
such an example). For each dendrite X which contains a free arc, by Theorem 4.5, the induced map C( f ) is not transitive.
In [10] it is shown that there exist uncountably many dendrites without free arcs no two of which are homeomorphic.
Let X be a continuum and p ∈ X . We say that p is a cut point of X if the set X − {p} is not connected. We denote by
Cut(X) the set of all cut points of X . If f : X → X is a map, we denote by Fix( f ) the set of all ﬁxed points of f .
Theorem 6.1. Let X be a continuum and f : X → X be a map so that C( f ) :C(X) → C(X) is transitive. Let B ∈ C(X) be such that
ω(B,C( f )) = C(X). Then
1) if p ∈ Cut(X), then there is k ∈ N such that p ∈ f k(B);
2) Fix( f ) ⊂ X − Cut(X).
Proof. To show 1) let p ∈ Cut(X). Then X − {p} = A ∪ C, where A and C are nonempty open subsets of X such that
A ∩ C = ∅. Take points a ∈ A and c ∈ C and let ε > 0 be such that BX (a, ε) ⊂ A and BX (c, ε) ⊂ C . Since X ∈ ω(B,C( f )),
there is k ∈ N such that H( f k(B), X) < ε. Then f k(B) ∩ BX (a, ε) 	= ∅ and f k(B) ∩ BX (c, ε) 	= ∅. Now, since B is connected
and f k is continuous, the set f k(B) is a connected subset of X that intersects the mutually separated sets A and C . Thus
p ∈ f k(B). This shows 1).
To show 2) assume, on the contrary, that there is p ∈ Cut(X) ∩ Fix( f ). By 1), there is k ∈ N such that p ∈ f k(B). This
contradicts Theorem 4.10, since p is a preperiodic point of f , so 2) holds. 
Let X be a continuum and p ∈ X . We say that p is an end point of X if for each open subset U of X such that p ∈ U ,
there is an open subset V of X such that p ∈ V ⊂ U and bdX (V ) is a one-point-set. We denote by End(X) the set of all end
points of X . It is known that End(X) ⊂ X − Cut(X) (see (b) of [26, Exercise 6.25]). It is also known that a continuum X is a
dendrite if and only if End(X) = X − Cut(X), i.e., if and only if each point of X is either a cut point of X or an end point
of X [26, Theorem 10.7].
We recall that if X is a dendrite, then every connected subset of X is arcwise connected [26, Proposition 10.9] and each
subcontinuum of X is a dendrite [26, Corollary 10.6]. Moreover, if p,q ∈ X and p 	= q, then there is only one arc in X with
end points p and q. We denote such arc by pq, and we consider that pp = {p}. If X is a dendrite, then p ∈ End(X) if and
only if p is an end point of every arc in X that contains p (see [19, Theorem 15, p. 320] and [26, 10.44]). Thus if X is a
dendrite, then p /∈ End(X) if and only if there exists an arc ab in X such that p ∈ ab − {a,b}.
Theorem 6.2. Let X be a dendrite and f : X → X be a map. Then C( f ) :C(X) → C(X) is not transitive.
Proof. Assume that C( f ) is transitive. Let B ∈ C(X) be such that ω(B,C( f )) = C(X). Since X is a dendrite, we have
End(X) = X −Cut(X). Then, by part 2) of Theorem 6.1, Fix( f ) ⊂ End(X). Take a point p ∈ Cut(X). By part 1) of Theorem 6.1,
there is k ∈ N such that p ∈ f k(B). Thus, by Theorem 4.10, p is not a preperiodic point of f . In particular p 	= f (p) and
f (p) 	= f 2(p). Let Y be the component of X − {p} that contains f (p). We prove the following claim. Note that for its proof
the only property for p that we use is that p is a cut point of X .
1) there is q1 ∈ pf (p)− {p} such that q1 ∈ pf (q1)∩ f (pq1)∩ Cut(X).
To show 1) let r : X → pf (p) be the ﬁrst point map for pf (p) (see [26, Terminology 10.26] and also [26, Lemma 10.25]).
Recall that r(x) = x if x ∈ pf (p) and, otherwise, r(x) is the unique point in the arc pf (p) such that r(x) belongs to every arc
in X connecting x to every point of pf (p). Note that r ◦ f |pf (p) : pf (p) → pf (p) is a map and that pf (p) is an arc. Thus the
set
C1 =
{
a ∈ pf (p): (r ◦ f |pf (p))(a) = a
}
is nonempty [26, Theorem 10.31]. Let q1 = minC1 (in the natural order of the arc pf (p) for which p < f (p)). Then q1 ∈
pf (p) and r( f (q1)) = q1. Since r( f (p)) = f (p) 	= p we have q1 	= p, so q1 ∈ pf (p) − {p}. From the deﬁnition of r( f (q1))
and the fact that r( f (q1)) = q1, we have q1 ∈ f (p) f (q1) and q1 ∈ pf (q1). Since f (p) f (q1) ⊂ f (pq1), we have q1 ∈ f (pq1).
To show that q1 ∈ Cut(X), let us consider two cases. If q1 	= f (p), then q1 ∈ pf (p) − {p, f (p)}. Thus q1 ∈ X − End(X) =
Cut(X). If q1 = f (p), then r( f 2(p)) = r( f ( f (p))) = r( f (q1)) = q1 = f (p). Since f 2(p) 	= f (p), we have f 2(p) /∈ pf (p) and
f (p) is in the arc from f 2(p) to p, so q1 = f (p) ∈ X − End(X) = Cut(X). This shows 1).
Take q1 as in 1). Note that q1 f (q1) ⊂ Y . We claim that:
2) there exists n ∈ N such that pq1 ⊂ f n(B).
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connected subsets U and V of X such that U ∩ V = ∅, a ∈ U , b ∈ V and {p,q1} ∩ (U ∪ V ) = ∅. Let ε > 0 be such that
BX (a, ε) ⊂ U and BX (b, ε) ⊂ V . Since ab ∈ ω(B,C( f )), there is n ∈ N such that H( f n(B),ab) < ε. Then f n(B) ∩ U 	= ∅ and
f n(B)∩ V 	= ∅. Since f n(B) is arcwise connected, as well as U and V , this implies that pq1 ⊂ f n(B), so 2) holds.
Take n as in 2). Since q1 ∈ f (pq1) there exists z1 ∈ pq1 such that f (z1) = q1. Note that z1 ∈ pq1 ⊂ f n(B), so q1 = f (z1) ∈
f n+1(B). Since q1 ∈ f n(B) we also have f (q1) ∈ f n+1(B). Thus q1 f (q1) ⊂ f n+1(B).
Since q1 ∈ Cut(X), we can repeat the argument of the proof of 1) for q1 instead of p to obtain the following:
3) there is q2 ∈ q1 f (q1)− {q1} such that q2 ∈ q1 f (q2)∩ f (q1q2)∩ Cut(X).
Note that q2 f (q2) ⊂ Y . Since q2 ∈ f (q1q2), there is z2 ∈ q1q2 such that f (z2) = q2. Observe that z2 ∈ q1q2 ⊂ q1 f (q1) ⊂
f n+1(B), so q2 = f (z2) ∈ f n+2(B). Since q2 ∈ q1 f (q1) ⊂ f n+1(B), we also have f (q2) ∈ f n+2(B). Thus q2 f (q2) ⊂ f n+2(B).
Proceeding in this way we can construct two sequences (qm)m and (zm)m in Y with the following properties:
(a) qm ∈ Cut(X), for each m ∈ N;
(b) qm ∈ qm−1 f (qm−1)− {qm−1} and qm ∈ qm−1 f (qm)∩ f (qm−1qm), for all m ∈ N − {1};
(c) zm ∈ qm−1qm and f (zm) = qm, for each m ∈ N − {1};
(d) q1 f (q1) ⊂ f n+1(B);
(e) qm f (qm) ⊂ Y , for every m ∈ N.
Proceeding by induction we can show that qm f (qm) ⊂ f n+m(B), for each m ∈ N. Since each arc qm f (qm) is contained
in Y , it follows that:
4) f n+m(B)∩ Y 	= ∅, for every m ∈ N.
Let Λ = {K ∈ C(X): K ∩ (Y ∪ {p}) 	= ∅}. Since clX (Y ) = Y ∪ {p}, from 4) it follows that C(X) = ω(B,C( f )) ⊂ Λ, so
C(X) = Λ. However, since p ∈ Cut(X) and Y is one component of X −{p}, the set Λ is not equal to C(X). This contradiction
shows that C( f ) is not transitive. 
Let X be a dendrite and f : X → X be a map. If X contains a free arc then, by Theorem 4.5, the induced map C( f ) is
not transitive. If X contains no free arcs then, by [12, Theorem 2], C(X) is homeomorphic to a Hilbert cube. Thus we can
consider that C( f ) is a map from a Hilbert cube into itself which is not transitive, by Theorem 6.2. In Section 7 we will
show that there exists a transitive map σ from a Hilbert cube onto itself, such that the induced map C(σ ) (which is also a
map from a Hilbert cube onto itself) is transitive.
A continuum X is hereditarily unicoherent if for every two subcontinua A and B of X, the set A ∩ B is connected.
A dendroid is an arcwise connected continuum which is hereditarily unicoherent. Dendrites are locally connected dendroids
[26, Theorem 10.35]. Let X be a dendroid and f : X → X be a map. If either X is locally connected or if X contains a free
arc then, by Theorems 4.5 and 6.2, the induced map C( f ) is not transitive.
Question 6.3. Do there exist a dendroid X and a map f : X → X such that the induced map C( f ) :C(X) → C(X) is transitive?
A λ-dendroid is a continuum which is hereditarily decomposable and hereditarily unicoherent. It is known that every
dendroid is a λ-dendroid [26, 10.58 and 11.54]. Let X be a λ-dendroid and f : X → X be a map. If X is irreducible then, as
we mentioned in Section 5, X is of type λ. Thus, by Theorem 5.3, the induced map C( f ) is not transitive.
Question 6.4. Do there exist a λ-dendroid X and a map f : X → X such that the induced map C( f ) :C(X) → C(X) is
transitive?
7. A special dendrite
In this section we present a dendrite X and a homeomorphism f : X → X . As we will see, the dynamics of f is simple,
but not the dynamics of C( f ). We will use both X and f to produce a continuum Q and a map σ : Q → Q such that the
induced map C(σ ) :C(Q ) → C(Q ) is transitive. This section is long and several terminology will be introduced. Thus we
divide it in subsections in order to specify certain aspects and results.
7.1. The dendrite X and the map f
First consider, in R2, the points p = (−1,0), q = (1,0) and the sequence ((an,0))n∈Z such that a0 = 0 and, for each
n ∈ N, an = 1− 1n+1 and a−n = −an. Note that an < an+1 for each n ∈ Z. Moreover:
lim an = 1 and lim an = −1.
n→∞ n→−∞
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X = pq ∪
(⋃
n∈Z
Ln
)
.
Note that X is a dendrite with free arcs. Let f : X → X be a homeomorphism with the following properties:
(a) f |pq is a homeomorphism from pq onto itself such that f (p) = p, f (q) = q and f ((an,0)) = (an+1,0) for each n ∈ Z (so
the image under f of the arc from (an,0) to (an+1,0) is the arc from (an+1,0) to (an+2,0));
(b) for each n ∈ Z, f |Ln : Ln → Ln+1 is a linear homeomorphism.
Note that Fix( f ) = {p,q}. Moreover:
ω(p, f ) = {p} and ω(x, f ) = {q}, for each x ∈ X − {p}. (7.1)
Thus f is not transitive. Since X is a dendrite and f is a homeomorphism, by [1, Corollary 3.9], the topological entropy
of f is zero. Now, since f is a homeomorphism, the induced map C( f ) :C(X) → C(X) is also a homeomorphism [18, 77.29,
p. 387]. By either Theorem 4.5 or Theorem 6.2, C( f ) is not transitive.
Using (7.1) it can be proved that:
ω
(
A,C( f )
)= {{q}}, for each A ∈ C(X) such that p /∈ A. (7.2)
7.2. The sets Λ and Q
Now consider the following set:
Λ = {A ∈ C(X): pq ⊂ A}.
Note that Λ is a closed subset of C(X). Since f (pq) = pq, Λ is strongly invariant under C( f ). Using (7.1) it can be proved
that:
ω
(
A,C( f )
)⊂ Λ, for each A ∈ C(X)− {{p}} such that p ∈ A. (7.3)
In order to study the dynamics of C( f ) in Λ, let us consider the following set:
Q =
∏
n∈Z
Jn,
where Jn = [0,1], for each n ∈ Z. Note that:
Q = {tˆ = (tn)n∈Z: tn ∈ [0,1] for every n ∈ Z}.
We consider in Q the metric D deﬁned, for tˆ = (tn)n∈Z and sˆ = (sn)n∈Z in Q as follows:
D(tˆ, sˆ) =
∑
n∈Z
|tn − sn|
2|n|
. (7.4)
From now on we will consider Q as the Hilbert cube. Note that if tˆ = (tn)n∈Z and sˆ = (sn)n∈Z in Q and M ∈ N are such
that tn = sn for each n ∈ [−M,M], then:
D(tˆ, sˆ) =
−M−1∑
n=−∞
|tn − sn|
2|n|
+
∞∑
n=M+1
|tn − sn|
2n
 2
( ∞∑
n=M+1
1
2n
)
= 2
2M
. (7.5)
Note also that if tˆ = (tn)n∈Z and sˆ = (sn)n∈Z in Q and ε > 0 are such that |tn − sn| < ε, for each n ∈ Z, then:
D(tˆ, sˆ) =
∑
n∈Z
|tn − sn|
2|n|
< 2ε
(∑
n∈N
1
2n
)
+ ε = 3ε. (7.6)
7.3. Identifying Λ and Q by ϕ
There is a natural identiﬁcation between Λ and Q . To see this, consider that π1 :R2 → R and π2 :R2 → R are the
projections on the ﬁrst and second coordinate, respectively. Given n ∈ Z recall that Jn = [0,1]. Let Pn : Q → Jn be the
projection deﬁned, at tˆ = (tn)n∈Z, by
Pn(tˆ) = tn.
For A ∈ Λ, let ϕ(A) = tˆ = (tn)n∈Z, where tn = (|n| + 1)max(π2(Ln ∩ A)), for every n ∈ Z. In this way we have a function
ϕ :Λ → Q . Note that ϕ is a homeomorphism. Hence, an element A of Λ can be described in terms of a sequence (tn)n∈Z
in such a way that the value tn tell us, in essence, the height that A reaches in the “leg” Ln.
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Proof. Fix k ∈ N. Given n ∈ Z let tn = 1 if k divides n and tn = 0 otherwise. Let tˆ = (tn)n∈Z and A = ϕ−1(tˆ). Then tˆ ∈ Q ,
f k(A) = A and, for 0< r < k, we have f r(A) 	= A. Thus A is a periodic point of C( f ) of period k. 
Note that if A ∈ Λ is a periodic point of C( f ) of period k, then:
ω
(
A,C( f )
)= {A, f (A), . . . , f k−1(A)}.
This could be the ﬁrst sign that the dynamics of C( f ) and f are really different (by (7.1) the ω-limit sets under f are just
one-point-sets).
7.4. The map σ
Now consider the function σ : Q → Q deﬁned, for tˆ = (tn)n∈Z in Q , by
σ(tˆ) = sˆ = (sn)n∈Z, (7.7)
where sn = tn−1, for each n ∈ Z. We call σ the shift map. Note that σ is a homeomorphism. Note also that if tˆ = (tn)n∈Z ∈ Q
and k ∈ N, then:(
σ k(tˆ)
)
n =
(
Pn ◦ σ k
)
(tˆ) = tn−k and
(
σ−k(tˆ)
)
n =
(
Pn ◦ σ−k
)
(tˆ) = tn+k,
for every n ∈ Z.
The following result, easy to show, will be used in Section 7.5.3.
Theorem 7.2. If tˆ, sˆ ∈ Q , then D(σ (tˆ),σ (sˆ)) 2D(tˆ, sˆ).
A map g : Z → Z is said to be Devaney chaotic [13, Deﬁnition 8.5] if g is transitive and periodically dense, i.e., if the set of
periodic points of g is dense in Z . In Section 2 of [24] the third author considered the set
Q 0 =
∞∏
n=0
Jn (7.8)
with the metric
D0(tˆ, sˆ) =
∞∑
n=0
|tn − sn|
2n
. (7.9)
Then he deﬁned the function σ0 : Q 0 → Q 0 given by the formula:
σ0(t0, t1, t2, . . .) = (t1, t2, t3, . . .) (7.10)
and showed that σ0 is Devaney chaotic [24, Proposition 2.1] and that the topological entropy of σ0 is inﬁnite [24, Proposi-
tion 2.5]. We will show that the map σ share the same properties.
Theorem 7.3. The map σ : Q → Q is transitive.
Proof. Take tˆ = (tn)n∈Z and sˆ = (sn)n∈Z in Q . Let ε > 0 and M ∈ N be so that 12M =
∑∞
n=M+1 12n <
ε
2 . Let cˆ = (cn)n∈Z =
σ−3M(sˆ). Note that, for each n ∈ Z, we have cn = (σ−3M(sˆ))n = sn+3M . Now, for each n ∈ Z, let
un =
⎧⎨
⎩
tn, if −M  n M;
cn, if −4M  n−2M;
0, otherwise.
Deﬁne uˆ = (un)n∈Z. Since un = tn for every n ∈ [−M,M], by (7.5), D(tˆ, uˆ)  22M < ε. Let vˆ = (vn)n∈Z = σ 3M(uˆ). If n ∈[−M,M], then n − 3M ∈ [−4M,−2M], so:
vn =
(
σ 3M(uˆ)
)
n = un−3M = cn−3M = sn.
Thus vn = sn, for each n ∈ [−M,M] and, by (7.5), we have D(sˆ, vˆ) 22M < ε. We have found uˆ ∈ Q and N = 3M ∈ N such
that D(tˆ, uˆ) < ε and D(sˆ, σ N(uˆ)) < ε. This shows that σ is transitive. 
Theorem 7.4. The map σ : Q → Q is periodically dense.
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∑∞
n=M+1 12n <
ε
2 . Given n ∈ Z so that |n| > M, by the
algorithm of division, there is m ∈ Z such that −M  n−m(2M+1) M. Let j(n) = n−m(2M+1). Note that j(n) ∈ [−M,M]
and n ≡ j(n) (mod 2M + 1). Given n ∈ N deﬁne
sn =
{
tn, if −M  n M;
t j(n), if |n| > M.
Let sˆ = (sn)n∈Z. Since sn = tn for each n ∈ [−M,M], by (7.5), D(tˆ, sˆ) 22M < ε. It is not diﬃcult to see that sˆ is a periodic
point of σ of period 2M + 1. This shows that σ is periodically dense. 
Corollary 7.5. The map σ : Q → Q is Devaney chaotic.
Theorem 7.6. The topological entropy of σ : Q → Q is inﬁnite.
Proof. Since σ is a homeomorphism, by [32, Theorem 7.3], the topological entropy of σ coincides with the topological
entropy of σ−1. Now consider the set Q 0 deﬁned in (7.8) with the metric D0 given in (7.9). Let σ0 : Q 0 → Q 0 be the map
deﬁned in (7.10). For tˆ = (tn)n∈Z deﬁne
φ(tˆ) = (t0, t1, t2, . . .).
Then φ : Q → Q 0 is continuous and onto. Moreover φ ◦ σ−1 = σ0 ◦ φ. Thus, by [32, Theorem 7.2], the topological entropy
of σ−1 is greater than or equal to the topological entropy of σ0. Since the topological entropy of σ0 is inﬁnite, we conclude
that the topological entropy of σ−1 is inﬁnite. 
Note that ϕ ◦ C( f )|Λ = σ ◦ ϕ and, since ϕ is a homeomorphism, C( f )|Λ and σ are topologically conjugate via ϕ. Since
σ is Devaney chaotic with inﬁnite topological entropy and such conditions are invariant of topological conjugacy of dynam-
ical systems, the homeomorphism C( f )|Λ :Λ → Λ is Devaney chaotic and its topological entropy is inﬁnite.
Theorem 7.7. Let A ∈ Λ and ϕ(A) = tˆ = (tn)n∈Z. Then A ∈ Fix(C( f )|Λ) if and only if tn = tn−1, for every n ∈ Z.
Proof. Assume ﬁrst that A ∈ Fix(C( f )). Then
(tn)n∈Z = ϕ(A) = ϕ
(
f (A)
)= σ (ϕ(A))= σ ((tn)n∈Z)= (tn−1)n∈Z.
Thus tn = tn−1, for all n ∈ Z. Conversely, if tn = tn−1 for every n ∈ Z, then:
f (A) = ϕ−1(σ (ϕ(A)))= ϕ−1(σ ((tn)n∈Z))= ϕ−1((tn−1)n∈Z)= ϕ−1((tn)n∈Z)= ϕ−1(ϕ(A))= A,
so A ∈ Fix(C( f )). 
Corollary 7.8. The set Fix(C( f )|Λ) is an arc in Λ.
Proof. Clearly Fix(C( f )|Λ) ⊂ Λ. Let α : [0,1] → Q be the function deﬁned, for t ∈ [0,1], by α(t) = (tn)n∈Z, where tn = t for
each n ∈ Z. Note that α : [0,1] → α([0,1]) is a homeomorphism. Thus R = α([0,1]) is an arc in Q and the set A = ϕ−1(R)
is an arc in Λ. Using Theorem 7.7, it is easy to see that Fix(C( f )|Λ) = A. This shows that Fix(C( f )|Λ) is an arc in Λ. 
7.5. Special ω-limit sets under C( f )
We have constructed a dendrite X, a subspace Λ of C(X) and a homeomorphism f : X → X with the following proper-
ties:
(a) f is not periodically dense, so f is not Devaney chaotic;
(b) the topological entropy of f is zero, so f is not topologically chaotic;
(c) Λ is strongly invariant under C( f );
(d) the homeomorphism C( f )|Λ :Λ → Λ is Devaney chaotic;
(e) the topological entropy of C( f )|Λ is inﬁnite, so C( f )|Λ is topologically chaotic.
Hence the dynamics of the induced map C( f ) is far more interesting than the dynamics of f . For example, since C( f )|Λ
is transitive, there exists A ∈ Λ such that ω(A,C( f )) = ω(A,C( f )|Λ) = Λ. Since Λ is homeomorphic to the Hilbert cube Q ,
there is a subcontinuum A of X whose ω-limit set under C( f ) is homeomorphic to the Hilbert cube.
Now we are interested in the following question.
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to B?
The motivation for the previous question is the work done in [1]. More precisely, in [1, Theorem 3.8] it is shown that
if Y is a dendrite, g : Y → Y is a homeomorphism and y ∈ Y , then ω(y, g) is either a ﬁnite set or a Cantor set. Thus, for
homeomorphisms from a dendrite onto itself, the ω-limit sets under g are well understood. It is then natural to expect that
such ω-limit sets, under g, can be used to describe the ω-limit sets under C(g). One can even conjecture that the ω-limit
sets under C(g) are not so different than the ω-limit sets under g. However this is not the case. For the homeomorphism
f : X → X, by (7.1), the ω-limit sets under f are just one-point-sets and, for the induced map C( f ) :C(X) → C(X), we
have one element A ∈ C(X) so that ω(A,C( f )) is homeomorphic to the Hilbert cube. As we will see in this subsection, the
ω-limit sets under C( f ) are far more different than the ω-limit sets under f .
In connection to Question 7.9, let B be a continuum and assume that there exists a point tˆ in Q such that ω(tˆ, σ ) is
homeomorphic to B. Then A = ϕ−1(tˆ) is a subcontinuum of X and, by (2.1),
ω
(
A,C( f )
)= ω(A,C( f )|Λ)= ϕ−1(ω(tˆ, σ )).
Clearly ϕ−1(ω(tˆ, σ )) is homeomorphic to B, so ω(A,C( f )) is homeomorphic to B as well. Conversely if A is a subcontinuum
of X whose ω-limit set under C( f ) is homeomorphic to B, then ϕ(A) is a point in Q whose ω-limit set under σ is
homeomorphic to B as well. Hence solving Question 7.9 is equivalent to determine continua B for which there exists a
point in Q whose ω-limit set under σ is homeomorphic to B.
In the sequel we will show the existence of some subcontinua of X whose ω-limit set under C( f ) are different to the
ones we have already seen.
7.5.1. Via inverse limits
Recall that Jn = [0,1] for each n ∈ Z. For a map g : [0,1] → [0,1] consider the inverse sequence { Jn, gn}n∈Z, where
gn = g for each n ∈ Z. Then
lim←−{ Jn, gn} =
{
(tn)n∈Z ∈ Q : g(tn+1) = tn, for each n ∈ Z
}
is the inverse limit of the inverse sequence { Jn, gn}n∈Z. We can also consider the inverse sequence { Jn, gn}n∈N, where
gn = g for all n ∈ N as well as its inverse limit:
J∞ =
{
(tn)n∈N ∈
∏
n∈N
Jn: g(tn+1) = tn, for each n ∈ N
}
. (7.11)
Deﬁne h : lim←−{ Jn, gn} → J∞ at tˆ = (tn)n∈Z ∈ lim←−{ Jn, gn} by h(tˆ) = (t1, t2, t3, . . .). It is not diﬃcult to see that h is a homeo-
morphism. Thus lim←−{ Jn, gn} is homeomorphic to J∞. It is known that if g is transitive, then J∞ is either an indecomposable
continuum or a 2-indecomposable continuum, i.e., there exist two proper subcontinua A and B of J∞ such that: J∞ = A∪B,
A and B are indecomposable and A ∩ B is a one-point-set [3, Theorem 3].
Note that the map g : [0,1] → [0,1] induces a map
G : lim←−{ Jn, gn} → lim←−{ Jn, gn}
deﬁned, for tˆ = (tn)n∈Z ∈ lim←−{ Jn, gn}, by G(tˆ) = (g(tn))n∈Z. It is not diﬃcult to prove that G is an onto map that coincides
with the restriction of σ to the set lim←−{ Jn, gn}. Thus:
σ
(
lim←−{ Jn, gn}
)= lim←−{ Jn, gn},
so lim←−{ Jn, gn} is a subcontinuum of Q which is strongly invariant under σ .
In the following result we use the terminology deﬁned above.
Theorem 7.10. Let g : [0,1] → [0,1] be a transitive map. Take x0 ∈ [0,1] so thatω(x0, g) = [0,1] and tˆ = (tn)n∈Z ∈ lim←−{ Jn, gn} such
that t0 = x0. Then ω(tˆ, σ ) = ω(tˆ,G) = lim←−{ Jn, gn}.
Proof. Take sˆ = (sn)n∈Z ∈ lim←−{ Jn, gn} and ε > 0. We will show that there exists N ∈ N such that D(sˆ,GN (tˆ)) < ε. Let M ∈ N
be such that 1
2M
=∑∞n=M+1 12n < ε3 . By continuity of the functions g, g2, . . . , g2M at sM , there exists 0< δ < ε9 such that if|sM − x| < δ, then:∣∣sM−1 − g(x)∣∣< ε
9
,
∣∣sM−2 − g2(x)∣∣< ε
9
, . . . ,
∣∣s−M − g2M(x)∣∣< ε
9
.
Since sM ∈ ω(x0, g), there is n0 ∈ N such that |sM − gn0(x0)| < δ. Given n ∈ [−M,M], since tˆ = (tn)n∈Z ∈ lim←−{ Jn, gn}, we
have
gn0+M(tn) = gn0
(
gM(tn)
)= gn0(tn−M) = gn0(gM−n(t0))= gn0+M−n(t0).
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9
,
∣∣sM−1 − gn0+1(t0)∣∣< ε
9
, . . . ,
∣∣s−M − gn0+2M(t0)∣∣< ε
9
.
Hence, for every n ∈ [−M,M], we have∣∣sn − gn0+M(tn)∣∣= ∣∣sn − gn0+M−n(t0)∣∣< ε
9
.
Thus:
D
(
sˆ,Gn0+M(tˆ)
)=∑
n∈Z
|sn − gn0+M(tn)|
2|n|
<
ε
9
(
M∑
n=−M
1
2|n|
)
+ 2
( ∞∑
n=M+1
1
2n
)
< 3
(
ε
9
)
+ 2
(
ε
3
)
= ε.
Hence orb(tˆ,G) is dense in lim←−{ Jn, gn}, so ω(tˆ,G) = lim←−{ Jn, gn}. 
Theorem 7.10 allow us to obtain both indecomposable continua and 2-indecomposable continua B which are constructed
as the inverse limit of an inverse sequence { Jn, g}n∈N, where the map g : [0,1] → [0,1] is transitive. An important class
of indecomposable continua, obtained in this way, is the one of Knaster continua. Given m ∈ N − {1} consider the standard
open map wm : [0,1] → [0,1] deﬁned by
wm
(
i
m
)
=
{
0, if i is even;
1, if i is odd,
which is linear on the closed intervals [ i−1m , im ]. Now consider the inverse sequence { Jn,wm}n∈N as well as its inverse limit:
Km =
{
(tn)n∈N ∈
∏
n∈N
Jn: wm(tn+1) = tn, for each n ∈ N
}
.
We refer to Km as the Knaster continuum associated with m. Note that Km is homeomorphic to the inverse limit
lim←−{ Jn,wm} =
{
(tn)n∈Z ∈ Q : wm(tn+1) = tn, for each n ∈ Z
}
of the inverse sequence { Jn,wm}n∈Z.
Theorem 7.11. Let m ∈ N − {1} and Km be the Knaster continuum associated with m. Then there exists a subcontinuum A of X such
that ω(A,C( f )) is homeomorphic to Km.
Proof. Let m and Km be as assumed. By [23, Proposition 5] the map wm is transitive. Then there exists x0 ∈ [0,1] so
that ω(x0,wm) = [0,1]. Take tˆ = (tn)n∈Z ∈ lim←−{ Jn,wm} so that t0 = x0. Then, by Theorem 7.10, ω(tˆ, σ ) = lim←−{ Jn,wm}.
Let A = ϕ−1(tˆ). Since ω(A,C( f )) is homeomorphic to ω(tˆ, σ ) and lim←−{ Jn,wm} is homeomorphic to Km, it follows that
ω(A,C( f )) is homeomorphic to Km. 
7.5.2. The pseudo-arc
A continuum Y is hereditarily indecomposable if all subcontinua of Y are indecomposable. The pseudo-arc can be de-
ﬁned as the only hereditarily indecomposable continuum that can be written as the inverse limit of an inverse sequence
{ Jn, gn}n∈N [5, Theorem 1].
Theorem 7.12. If P is the pseudo-arc, then there exists a subcontinuum A of X such that ω(A,C( f )) is homeomorphic to P .
Proof. In [25, p. 1169] it is proved that there is an onto map g : [0,1] → [0,1] with the following properties: g is tran-
sitive and the inverse limit of the inverse sequence { Jn, g}n∈N is homeomorphic to P . Thus if x0 ∈ [0,1] is such that
ω(x0, g) = [0,1], then there exists a point tˆ = (tn)n∈Z ∈ lim←−{ Jn, g} so that t0 = x0. By Theorem 7.10, ω(tˆ, σ ) = lim←−{ Jn, g}.
Let A = ϕ−1(tˆ). Since ω(A,C( f )) is homeomorphic to ω(tˆ, σ ) and lim←−{ Jn, g} is homeomorphic to P , the set ω(A,C( f )) is
homeomorphic to P . 
7.5.3. Symmetric continua of the square
Let us consider the family:
Γ = {B ∈ C([0,1]2): if (a,b) ∈ B, then (b,a) ∈ B}.
If B ∈ Γ, then we say that B is a symmetric continuum of the square. Our next step is to show that, for every B ∈ Γ, there
exists A ∈ Λ so that ω(A,C( f )) is homeomorphic to B. To this purpose let γ : [0,1]2 → Q be the function, deﬁned at
(a,b) ∈ [0,1]2, by γ (a,b) = (tn)n∈Z, where
tn =
{
a, if n is even;b, if n is odd.
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(a) γ : [0,1]2 → γ ([0,1]2) is a homeomorphism;
(b) if (a,b) ∈ [0,1]2, then σ(γ (a,b)) = γ (b,a);
(c) if (a,b) ∈ [0,1]2 and sˆ ∈ Q , then γ (a,b) ∈ ω(sˆ, σ ) if and only if γ (b,a) ∈ ω(sˆ, σ ).
Let δ > 0 and tˆ = (tn)n∈Z in Q be so that D(tˆ, γ (a,b)) < δ, for some (a,b) ∈ [0,1]2. Then, by (b) and Theorem 7.2,
D
(
σ(tˆ), γ (b,a)
)= D(σ(tˆ),σ (γ (a,b))) 2D(tˆ, γ (a,b))< 2δ.
Theorem 7.13. Let B be a symmetric continuum of the square. Then there exists a subcontinuum A of X such that ω(A,C( f )) is
homeomorphic to B.
Proof. We will show that there exists sˆ = (sn)n∈Z ∈ Q such that ω(sˆ, σ ) = γ (B). Since γ (B) is homeomorphic to B, this
will imply that ω(sˆ, σ ) is homeomorphic to B. Making A = σ−1(sˆ), it will follow that ω(A,C( f )) is homeomorphic to B.
To construct sˆ let ((an,bn))n∈N be a sequence in B with the following properties: the set {(an,bn): n ∈ N} is dense in B
and
lim
n→∞
∣∣(an+1,bn+1)− (an,bn)∣∣= 0.
Take sˆ = (sn)n∈Z such that sn = 0 for each n 0 and, for every n 1,
s−n =
{
ak, if n = 2k;
bk, if n = 2k − 1.
We claim that:
1) for each ε > 0 there exists n0 ∈ N such that σ k(sˆ) ∈ NQ (γ (B), ε), for all k n0.
To show 1) let ε > 0. Take n1 ∈ N so that n1 is even and 12n1 < ε6 . Take n2 ∈ N such that if n n2, then:∣∣(an+1,bn+1)− (an,bn)∣∣< ε
18(n1 + 1) . (7.12)
Notice that if N  n2 then, for each m ∈ [1,n1 + 1], we have
∣∣(aN+m,bN+m)− (aN ,bN )∣∣ m∑
i=1
∣∣(aN+i,bN+i)− (aN+i−1,bN+i−1)∣∣<
(
ε
18(n1 + 1)
)
m <
ε
18
.
Let n0 = n1 + 2n2. Note that n0 is an even number. We claim that:
1.1) if k n0 is an even number and N = k−n12 then N ∈ N, N  n2 and D(σ k(sˆ), γ (aN ,bN )) < ε2 .
To show 1.1) let k n0 be an even number and N = k−n12 . Since k n1 + 2n2 and both k and n1 are even numbers, N is
a natural number such that N  n2. Note that (σ k(sˆ))n1 = (Pn1 ◦ σ k)(sˆ) = sn1−k. Since k n1 + 2n2 we have n1 − k−2n2,
so n1 − k is a negative number such that |n1 − k| is even. Note that sn1−k = aN . Now consider the point γ (aN ,bN ) of γ (B).
Then:
D
(
σ k(sˆ), γ (aN ,bN )
)=∑
n∈Z
|(σ k(sˆ))n − (γ (aN ,bN ))n|
2|n|
 2
(
ε
6
)
+
n1∑
n=−n1
|(σ k(sˆ))n − (γ (aN ,bN ))n|
2|n|
= ε
3
+
n1∑
n=−n1
|sn−k − (γ (aN ,bN ))n|
2|n|
<
ε
3
+ ε
18
+ 2
(
ε
18
)(∑
n∈N
1
2n
)
= ε
2
.
This show 1.1).
By 1.1) it follows that, for each even number k n0, we have
σ k(sˆ) ∈ NQ
(
γ (B),
ε
2
)
. (7.13)
Now take k > n0 such that k is an odd number. Then k − 1 is an even number and k − 1  n0. By 1.1) there exists N ∈ N
such that:
D
(
σ k−1(sˆ), γ (aN ,bN )
)
<
ε
.2
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D
(
σ k(sˆ), γ (bN ,aN )
)= D(σ (σ k−1(sˆ)), σ (γ (aN ,bN ))) 2D(σ k−1(sˆ), γ (aN ,bN ))< ε.
Since γ (bN ,aN) ∈ γ (B) we have shown that, for each odd number k > n0,
σ k(sˆ) ∈ NQ
(
γ (B), ε
)
. (7.14)
Assertion 1) follows from (7.13) and (7.14).
From 1) we have ω(sˆ, σ ) ⊂ γ (B). In order to prove that γ (B) ⊂ ω(sˆ, σ ), take (a,b) ∈ B. It suﬃces to show that for every
ε > 0 and each M ∈ N, there exists k  M such that D(σ k(sˆ), γ (a,b)) < ε. Take ε > 0 and M ∈ N. Let n1 ∈ N be an even
number such that 12n1 <
ε
6 . Now take n2 ∈ N such that if n n2, then (7.12) holds. Deﬁne n0 = n1 + 2n2. Then assertion 1.1)
holds for n0. We claim that:
2) if N  n2 and k = n1 + 2N, then k is an even number such that k n0 and D(σ k(sˆ), γ (aN ,bN )) < ε2 .
To show 2) let N  n2 and k = n1 + 2N. Clearly k is an even number such that k  n0. Since N = k−n12 , by 1.1),
D(σ k(sˆ), γ (aN ,bN )) <
ε
2 . This shows 2).
Recall that the set {(an,bn): n ∈ N} is dense in B and that γ : [0,1]2 → γ ([0,1]2) is a homeomorphism. Thus the set
{γ (an,bn): n ∈ N} is dense in γ (B). Hence there exists N max{n2, M−n12 } such that:
D
(
γ (aN ,bN ), γ (a,b)
)
<
ε
2
. (7.15)
Let k = n1 + 2N. Since N  M−n12 we have k M and, since N  n2, by 2),
D
(
σ k(sˆ), γ (aN ,bN )
)
<
ε
2
. (7.16)
From (7.15), (7.16) and the triangle inequality, we conclude that D(σ k(sˆ), γ (a,b)) < ε. 
Note that the diagonal of the square [0,1]2 is an arc which is also a symmetric continuum of the square. Using this and
Theorem 7.13 we obtain the following result.
Theorem 7.14. If B is an arc, then there exists a subcontinuum A of X such that ω(A,C( f )) is homeomorphic to B.
7.6. Rigid continua
In order to partially answer Question 7.9, we have seen that all symmetric continua of the square and many indecom-
posable continua are ω-limit sets under C( f ). The Hilbert cube is also an ω-limit set under C( f ). It is then natural to ask
if all continua are ω-limit sets under C( f ). To answer this, in the negative, we require the following result.
Theorem 7.15. Let Z be a (nondegenerate) continuum such that:
(a) Z contains a subset S such that each point of S is a ﬁxed point with respect to every homeomorphism from Z onto Z ;
(b) clZ (S) is a nondegenerate subcontinuum of Z which is not an arc.
Then there is no A ∈ C(X) such that ω(A,C( f )) is homeomorphic to Z .
Proof. Assume, on the contrary, that there is A ∈ C(X) such that ω(A,C( f )) is homeomorphic to Z . Let G1 :ω(A,C( f )) → Z
be a homeomorphism and E = G−11 (S). Note that clω(A,C( f ))(E) = clC(X)(E) = G−11 (clZ (S)). Since G−11 is a homeomorphism,
by (b), clC(X)(E) is a subcontinuum of C(X) which is not an arc. Since Z is nondegenerate, using (7.2) and (7.3), it follows
that p ∈ A and ω(A,C( f )) ⊂ Λ. Now, since C( f ) is a homeomorphism and ω(A,C( f )) is strongly invariant under C( f ),
the function
C( f )|ω(A,C( f )) :ω
(
A,C( f )
)→ ω(A,C( f ))
is a homeomorphism from ω(A,C( f )) onto ω(A,C( f )). Hence the function G = G1 ◦ C( f )|ω(A,C( f )) ◦ G−11 is a homeomor-
phism from Z onto Z . This implies, by (a), that G(s) = s for each s ∈ S. Hence C( f )|ω(A,C( f ))(E) = E, for all E ∈ E, so
clC(X)(E) ⊂ Fix(C( f )|ω(A,C( f ))) ⊂ Fix(C( f )|Λ). By Corollary 7.8, Fix(C( f )|Λ) is an arc. Hence clC(X)(E) is an arc. Since this is
a contradiction, the proof is complete. 
Now we present a family of continua, in R2, with properties (a) and (b) of Theorem 7.15. To this aim recall that for a
given n ∈ N, a continuum Y is a simple n-od if it can be written as the union of n arcs S1, S2, . . . , Sn, so that S1 ∩ S2 ∩ · · · ∩
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the vertex of Y . For l  3 let T be a simple l-od in R2. Let S = {wn: n ∈ N} be a dense subset of T so that wn 	= wm if
n 	=m and, for each n ∈ N, the set T − {wn} has exactly two components. Given n ∈ N attach to T a simple (n + l)-od Tn
with vertex wn so that:
1) Tn ∩ T = {wn} and diam(Tn) < 1n , for each n ∈ N;
2) Tn ∩ Tm = ∅ if n,m ∈ N and n 	=m.
Let
Zl = T ∪
(⋃
n∈N
Tn
)
. (7.17)
Theorem 7.16. {Zl: l 3} is a family of dendrites, with properties (a) and (b) of Theorem 7.15, such that if l, s 3 and l 	= s, then Zl is
not homeomorphic to Zs. Thus for each l 3 there is no A ∈ C(X) such that ω(A,C( f )) is homeomorphic to Zl.
Proof. By construction each continuum Zl is a dendrite and if l, s  3 and l 	= s, then Zl is not homeomorphic to Zs. To
show the rest of the theorem, let l  3. Then S = {wn: n ∈ N} is a subset of Zl such that clZl (S) = T . Since T is a simple
l-od, clZl (S) is a nondegenerate subcontinuum of Zl which is not an arc. Let G : Zl → Zl be a homeomorphism. Given n ∈ N,
by construction, wn is the only point of Zl so that Zl −{wn} has exactly n+ l+2 components. Thus G(wn) is the only point
of Zl so that Zl − {G(wn)} has exactly n + l + 2 components, so G(wn) = wn. This shows that Zl satisﬁes properties (a)
and (b) of Theorem 7.15. 
A continuum Y is said to be rigid if the only homeomorphism of Y onto itself is the identity. We refer the reader to [8,
9,11] for more information about rigid continua. In [28] it is proved that there exist continuum many topologically different
rigid continua of any given dimension. In [8, Proposition 4] it is shown that a continuum Y is rigid if and only if Y contains
a dense subset S such that each point of S is a ﬁxed point with respect to every homeomorphism of Y onto Y . Using this
result it is easy to show that rigid continua satisfy properties (a) and (b) of Theorem 7.15. So, by such theorem, if Z is a rigid
continuum then there is no A ∈ C(X) such that ω(A,C( f )) is homeomorphic to Z . Note that the dendrites Zl described
in (7.17) are not rigid and satisfy properties (a) and (b) of Theorem 7.15.
7.7. A second special dendrite
We saw in the previous subsection that, for the dendrite X and the homeomorphism f : X → X, whose dynamics is very
simple, not all continua are ω-limit sets under C( f ). In this subsection we construct a dendrite Y and a homeomorphism
g : Y → Y , whose dynamics is simple, so that every continuum is an ω-limit set under C(g).
In order to deﬁne Y , we ﬁrst construct a dendrite Fω in R2. For each n ∈ N, let qn = ( 12n , 122n ) and Mn be the straight
line segment joining q0 = (0,0) and qn. Then
Fω =
⋃
n∈N
Mn.
If t ∈ [0,1] and n ∈ N we denote by Mtn the straight line segment joining q0 and tqn. Then Mtn ⊂ Mn and M1n = Mn. We also
consider the set:
C(q0, Fω) =
{
A ∈ C(Fω): q0 ∈ A
}
.
Let p = (−1,0), q = (1,0) and ((an,0))n∈Z be the sequence that we used in the construction of X, i.e., a0 = 0 and for
every n ∈ N, an = 1− 1n+1 and a−n = −an. For each n ∈ Z, let
Fn =
{
(an,0) +
(
1
22|n|
)
x: x ∈ Fω
}
and consider the homeomorphisms ρn : Fω → Fn and gn : Fn → Fn+1 given by
ρn(x) = (an,0)+ 1
22|n|
x
and
gn
(
(an,0)+
(
1
22|n|
)
x
)
= (an+1,0)+
(
1
22|n+1|
)
x.
Let pq be the segment [−1,1] × {0}. Deﬁne
Y = pq ∪
(⋃
Fn
)
.n∈Z
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lim
n→∞diam(Fn) = 0 and limn→−∞diam(Fn) = 0.
Note also that Y is a dendrite that contains a copy of X . Let g : Y → Y be a map with the following properties:
(a) g|pq is a homeomorphism from pq onto itself such that g(p) = p, g(q) = q and g((an,0)) = (an+1,0), for each n ∈ Z
(so the image under g of the arc from (an,0) to (an+1,0), is the arc from (an+1,0) to (an+2,0));
(b) g|Fn = gn, for each n ∈ Z.
It is not diﬃcult to see that g is a homeomorphism such that g ◦ ρn = ρn+1, for all n ∈ Z. Note that Fix(g) = {p,q}.
Moreover:
ω(p, g) = {p} and ω(y, g) = {q}, for each y ∈ Y − {p}. (7.18)
Thus g is not transitive. Since Y is a dendrite and g is a homeomorphism, by [1, Corollary 3.9], the topological entropy
of g is zero. Thus the dynamics of g is as simple as the dynamics of f . Since g is a homeomorphism, the induced map
C(g) :C(Y ) → C(Y ) is also a homeomorphism [18, 77.29, p. 387]. By either Theorem 4.5 or Theorem 6.2, C(g) is not transi-
tive, just as C( f ) is not transitive.
Using (7.18) it can be proved that:
ω
(
A,C(g)
)= {{q}}, for each A ∈ C(Y ) such that p /∈ A. (7.19)
Now consider the following set:
ΛY =
{
A ∈ C(Y ): pq ⊂ A}.
Note that ΛY is a closed subset of C(Y ). Since g(pq) = pq, ΛY is strongly invariant under C(g). Using (7.18) it can be
proved that:
ω
(
A,C(g)
)⊂ ΛY , for each A ∈ C(Y ) − {{p}} such that p ∈ A. (7.20)
For each n ∈ N, let Jn = [0,1]. Consider the set:
Q 1 =
∏
n∈N
Jn
with the metric D1 where, for tˆ = (tn)n∈N and sˆ = (sn)n∈N in Q 1 we have
D1(tˆ, sˆ) =
∑
n∈N
|tn − sn|
2n
.
Note that D1(tˆ, sˆ) 1, for each tˆ and sˆ in Q 1. For each n ∈ Z, let Kn = Q 1 and consider the set:
K =
∏
n∈Z
Kn
with the metric D2 where, for t = (tˆn)n∈Z and s = (sˆn)n∈Z in K , we have
D2(t, s) =
∑
n∈Z
D1(tˆn, sˆn)
2|n|
.
Given n ∈ Z, let χn : K → Kn be the projection deﬁned, at t = (tˆm)m∈Z in K , by
χn(t) = tˆn.
Consider the function ψ0 : Q 1 → C(q0, Fω), deﬁned at tˆ = (tn)n∈N in Q 1, by
ψ0(tˆ) =
⋃
n∈N
Mtnn .
It is easy to see that ψ0 is a homeomorphism. Let ψ : K → ΛY be the function, deﬁned at t = (tˆn)n∈Z in K , by
ψ(t) = pq ∪
(⋃
n∈Z
ρn
(
ψ0(tˆn)
))
.
It is not diﬃcult to see that ψ is a homeomorphism. In essence, ψ is like the inverse function of the homeomorphism
ϕ :Λ → Q that we deﬁned in Section 7.3. Just as we considered a shift map σ : Q → Q in Section 7.4, we can now deﬁne
a shift map λ : K → K as follows: if t = (tˆn)n∈Z is in K , then:
λ(t) = s = (sˆn)n∈Z
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λk(t)
)
n =
(
χn ◦ λk
)
(t) = tˆn−k and
(
λ−k(t)
)
n =
(
χn ◦ λ−k
)
(t) = tˆn+k.
By the deﬁnition of the functions λ,ψ and C(g)|ΛY :ΛY → ΛY , it follows that ψ ◦λ = C(g)|ΛY ◦ψ. Using similar proofs than
the ones we presented in Theorems 7.3, 7.4 and 7.6, it can be seen that λ is transitive, periodically dense, and its topological
entropy is inﬁnite. Thus λ is Devaney chaotic, just as σ is Devaney chaotic. Since C(g)|ΛY is conjugate to λ via ψ, C(g)|ΛY is
a Devaney chaotic homeomorphism whose topological entropy is inﬁnite. We recall that the homeomorphism C( f )|Λ share
this properties. But, in contrast to the induced map C( f ), the map C(g) satisﬁes the property described in the following
theorem.
Theorem 7.17. For each continuum W , there exists a subcontinuum A of Y such that ω(A,C(g)) is homeomorphic to W .
Proof. Let W be a continuum. We can embed W in Q 1. To simplify notation, assume that W ⊂ Q 1. Take a sequence (pˆn)n
in W so that the set {pˆn: n ∈ N} is dense in W and
lim
i→∞
D1(pˆi, pˆi+1) = 0.
Let α : [0,1] → Q 1 be the function deﬁned, for t ∈ [0,1], as α(t) = tˆ = (tn)n∈N, where tn = t, for each n ∈ N. Now consider
the function β : Q 1 → K deﬁned, for tˆ ∈ Q 1, as β(tˆ) = t = (tˆn)n∈Z, where tˆn = tˆ, for each n ∈ Z. It is not diﬃcult to see that
both α and β are one-to-one and continuous. We claim that:
1) there exists z ∈ K such that β(W ) = ω(z, λ).
To show 1), let zˆn = α(0), for each n 0. Let
zˆ−1 = pˆ1, zˆ−2 = zˆ−3 = zˆ−4 = pˆ2, zˆ−5 = zˆ−6 = zˆ−7 = zˆ−8 = zˆ−9 = pˆ3, . . . .
In general, given n ∈ N, the 2n − 1 elements
zˆ−((n−1)2+1), zˆ−((n−1)2+2), . . . , zˆ−n2
are equal to pˆn. Let z = (zˆn)n∈Z and note that z is an element of K such that zˆ−s = pˆn for every (n− 1)2 < s n2. We show
that β(W ) = ω(z, λ). To this aim recall ﬁrst that, for each m ∈ Z and every k ∈ N, we have (χm ◦ λk)(z) = zˆm−k. Using this
equality it follows that:(
χ0 ◦ λn2
)
(z) = (χ1 ◦ λn2)(z) = · · · = (χn2−((n−1)2+1) ◦ λn2)(z) = pˆn,
for every n ∈ N.
Given n ∈ N, if we deﬁne r(n) = n − 1 we also have that:(
χ−r(n) ◦ λn2−r(n)
)
(z) = (χ1−r(n) ◦ λn2−r(n))(z) = · · · = (χr(n) ◦ λn2−r(n))(z) = pˆn.
Take wˆ ∈ W and ε > 0. Since {pˆn: n ∈ N} is dense in W , the set
F =
{
n ∈ N: D1(pˆn, wˆ) < ε
6
and
1
2n
<
ε
8
}
has inﬁnitely many elements. Moreover, given n ∈ F , we have
D2
(
β(wˆ), λn
2−r(n)(zˆ)
)= ∑
m∈Z
D1(wˆ, (χm ◦ λn2−r(n))(zˆ))
2|m|
 2
( ∞∑
m=r(n)+1
1
2m
)
+
r(n)∑
m=−r(n)
D1(wˆ, pˆn)
2|m|
<
ε
2
+ ε
6
( r(n)∑
m=−r(n)
1
2|m|
)
< ε.
Since the correspondence n → n2 − r(n) is one-to-one, there exist inﬁnitely many natural numbers r so that
D2(β(wˆ), λr(zˆ)) < ε. Hence β(wˆ) ∈ ω(z, λ). This shows that β(W ) ⊂ ω(z, λ).
Now we prove that ω(z, λ) ⊂ β(W ). To this aim take x = (xˆn)n∈Z in ω(z, λ). We claim that:
1.1) for each ε > 0, there exists wˆ ∈ W such that D2(x, β(wˆ)) < ε.
To show this take ε > 0. Let N ∈ N be so that 1
2N
< ε16 . Since x ∈ ω(z, λ) and limi→∞ D1(pˆi, pˆi+1) = 0 there exist n, r ∈ N
with the following properties: D2(λn(z), x) < ε2 , D1(pˆr, pˆr+1) <
ε
16 , (N + 1)2 + 2< n and:
r2 − r + 1 n < (r + 1)2 − (r + 1) + 1= (r2 − r + 1)+ 2r.
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that, by the choice of r and n, we have
(N + 1)2 + 2< n < (r + 1)2 − (r + 1)+ 2,
so N < r. Take m ∈ [−N,N]. Thus −r < −N −m N < r. We also have that:
(r − 1)2 = r2 − 2r + 1 = (r2 − r + 1)− r < n −m
and
n −m < [(r + 1)2 − (r + 1)+ 1]+ r = (r + 1)2.
Therefore (r − 1)2 < n −m < (r + 1)2. Since (r − 1)2 < r2 < (r + 1)2 either (r − 1)2 < n −m  r2 or r2 < n −m < (r + 1)2.
In the ﬁrst case we have zˆm−n = zˆ−(n−m) = pˆr and, in the second case, zˆm−n = zˆ−(n−m) = pˆr+1. Thus zˆm−n ∈ {pˆr, pˆr+1}. We
have proved that:(
χm ◦ λn
)
(z) = zˆm−n ∈ {pˆr, pˆr+1}, for all −N m N.
Since D1(pˆr, pˆr+1) < ε16 it follows that D1(pˆr, (χm ◦ λn)(z)) < ε16 , for all −N m N. Thus:
D2
(
x, β(wˆ)
)
 D2
(
x, λn(z)
)+ D2(λn(z), β(wˆ))< ε
2
+ D2
(
λn(z), β(pˆr)
)= ε
2
+
∑
m∈Z
D1((χm ◦ λn)(z), pˆr)
2|m|
 ε
2
+ 2
( ∞∑
m=N+1
1
2m
)
+
N∑
m=−N
D1((χm ◦ λn)(z), pˆr)
2|m|
<
ε
2
+ 2
2N
+ ε
16
(
N∑
m=−N
1
2|m|
)
< ε.
This shows 1.1).
From assertion 1.1) we obtain that x ∈ β(W ). Thus ω(z, λ) ⊂ β(W ) and then ω(z, λ) = β(W ). This shows 1).
Let A = ψ(z) and note that A is a subcontinuum of Y such that ω(A,C(g)) is homeomorphic to ω(z, λ). Since ω(z, λ) =
β(W ) and β(W ) is homeomorphic to W , we conclude that ω(A,C(g)) is homeomorphic to W . 
7.8. C(σ ) is transitive
Recall that the homeomorphism σ : Q → Q is deﬁned at tˆ = (tn)n∈Z in Q by σ(tˆ) = (tn−1)n∈Z. Our ﬁnal goal is to show
that the induced maps 2σ : 2Q → 2Q and C(σ ) :C(Q ) → C(Q ) of σ are transitive. To this end ﬁx a point sˆ = (sn)n∈Z in Q
and N0 ∈ N. We deﬁne a function g[sˆ,N0] : Q → Q so that if tˆ = (tn)n∈Z ∈ Q , then
g[sˆ,N0](tˆ) = uˆ = (un)n∈Z,
where
un =
{
tn, if −N0  n N0;
sn, if |n| > N0.
To simplify notation, let us write g instead of g[sˆ,N0]. It is not diﬃcult to see that if tˆ, rˆ ∈ Q then D(g(tˆ), g(rˆ)) D(tˆ, rˆ).
Thus g is a continuous function. Note that for each tˆ ∈ Q we have
D
(
tˆ, g(tˆ)
)
 2
( ∞∑
n=N0+1
(
1
2
)n)
= 1
2N0−1
.
From this it follows that, for every A ∈ C(Q ), H(A, g(A)) 1
2N0−1 .
Theorem 7.18. The induced maps C(σ ) :C(Q ) → C(Q ) and 2σ : 2Q → 2Q of σ : Q → Q are transitive.
Proof. Since Q is a continuum, by Theorem 3.4, it is enough to show that C(σ ) is transitive. To this aim let A, B ∈ C(Q )
and ε > 0. We will prove that there exist K ∈ BC(Q )(B, ε) and M ∈ N such that σM(K ) ∈ BC(Q )(A, ε). To this aim let
aˆ = (an)n∈Z ∈ A and bˆ = (bn)n∈Z ∈ B. Take N0 ∈ N − {1} such that 12N0 < ε4 . Let cˆ = (cn)n∈Z = σ−3N0 (aˆ). Note that
cn =
(
σ−3N0 (aˆ)
)
n = an+3N0 ,
for every n ∈ Z. Consider the point sˆ = (sn)n∈Z of Q so that:
sn =
⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
0, if n N0 + 1;
bn, if −N0  n N0;
0, if −2N0 + 1 n−N0 − 1;
cn, if −4N0  n−2N0;
0, if n−4N0 − 1.
1032 G. Acosta et al. / Topology and its Applications 156 (2009) 1013–1033Let rˆ = (rn)n∈Z = σ 3N0(sˆ). Hence rn = (σ 3N0 (sˆ))n = sn−3N0 for all n ∈ N. Let g1 = g[sˆ,N0] and g2 = g[rˆ,N0]. Note that
g1(B), g2(A) and σ−3N0 (g2(A)) are subcontinua of Q . Note also that:
H
(
B, g1(B)
)
 1
2N0−1
<
ε
2
and H
(
A, g2(A)
)
 1
2N0−1
<
ε
2
.
Given n ∈ [−N0,N0] we have −4N0  n − 3N0 −2N0, so (g1(bˆ))n = bn = sn and
rn = sn−3N0 = cn−3N0 = a(n−3N0)+3N0 = an =
(
g2(aˆ)
)
n.
If |n| > N0, then (g1(bˆ))n = sn and (g2(aˆ))n = rn. This shows that g1(bˆ) = sˆ and g2(aˆ) = rˆ. Hence sˆ ∈ g1(B) ∩ σ−3N0 (g2(A))
and, since g1(B) and σ−3N0 (g2(A)) are subcontinua of Q , the set
K = g1(B)∪ σ−3N0
(
g2(A)
)
is a subcontinuum of Q . We claim that:
1) σ−3N0(g2(A)) ⊂ BQ (sˆ, ε2 ).
To show this let uˆ = (un)n∈Z ∈ A. Given n ∈ [−N0,N0] we have n + 3N0  N0 + 1 and(
σ−3N0
(
g2(uˆ)
))
n =
(
g2(uˆ)
)
n+3N0 = rn+3N0 = s(n+3N0)−3N0 = sn.
This shows that sˆ and σ−3N0 (g2(uˆ)) are two elements of Q such that sn = (σ−3N0 (g2(uˆ)))n, for every n ∈ [−N0,N0]. Thus
D
(
σ−3N0
(
g2(uˆ)
)
, sˆ
)
 2
2N0
<
ε
2
.
This shows 1).
Now we claim that:
2) H(g1(B), K ) < ε2 and H(B, K ) < ε.
To show 2) note that g1(B) ⊂ K ⊂ NQ (K , ε2 ) and g1(B) ⊂ NQ (g1(B), ε2 ). Since sˆ ∈ g1(B), by 1),
σ−3N0
(
g2(A)
)⊂ BQ
(
sˆ,
ε
2
)
⊂ NQ
(
g1(B),
ε
2
)
.
Thus K ⊂ NQ (g1(B), ε2 ). This shows that H(g1(B), K ) < ε2 . Hence
H(B, K ) H
(
B, g1(B)
)+ H(g1(B), K )< ε
2
+ ε
2
= ε
so assertion 2) is true.
Since σ is a homeomorphism and K is a subcontinuum of Q , the set:
σ 3N0(K ) = σ 3N0(g1(B))∪ g2(A)
is also a subcontinuum of Q . We claim that:
3) σ 3N0(g1(B)) ⊂ BQ (rˆ, ε2 ).
To show this let vˆ = (vn)n∈Z ∈ B. Given n ∈ [−N0,N0] we have n − 3N0 −2N0, so(
σ 3N0
(
g1(vˆ)
))
n =
(
g1(vˆ)
)
n−3N0 = sn−3N0 = rn.
Hence rˆ and σ 3N0(g1(vˆ)) are two elements of Q such that rn = (σ 3N0(g1(vˆ)))n, for every n ∈ [−N0,N0]. Thus
D
(
σ 3N0
(
g1(vˆ)
)
, rˆ
)
 2
2N0
<
ε
2
.
This shows 3).
Using 3) and proceeding as in the proof of 2), it follows that
H
(
g2(A),σ
3N0(K )
)
<
ε
2
and H
(
σ 3N0(K ), A
)
< ε.
This shows that C(σ ) is transitive. 
We end this paper with the following questions.
G. Acosta et al. / Topology and its Applications 156 (2009) 1013–1033 1033Question 7.19. Is there a map f : [0,1]2 → [0,1]2 such that the induced map C( f ) :C([0,1]2) → C([0,1]2) is transitive?
Question 7.20. Are there a ﬁnite dimensional continuum X and a map f : X → X such that the induced map
C( f ) :C(X) → C(X) is transitive?
References
[1] G. Acosta, P. Eslami, L.G. Oversteegen, On open maps between dendrites, Houston J. Math. 33 (3) (2007) 753–770.
[2] J. Banks, Chaos for induced hyperspace maps, Chaos Solitons Fractals 25 (3) (2005) 681–685.
[3] M. Barge, J. Martin, Chaos, periodicity, and snakelike continua, Trans. Amer. Math. Soc. 289 (1) (1985) 355–365.
[4] W. Bauer, K. Sigmund, Topological dynamics of transformations induced on the space of probability measures, Monatsh. Math. 79 (1975) 81–92.
[5] R.H. Bing, Concerning hereditarily indecomposable continua, Paciﬁc J. Math. 1 (1951) 43–51.
[6] L.S. Block, W.A. Coppel, Dynamics in One Dimension, Lecture Notes in Math., vol. 1513, Springer-Verlag, New York, 1992.
[7] J.S. Cánovas-Peña, G.S. López, Topological entropy for induced maps, Chaos Solitons Fractals 28 (2006) 979–982.
[8] J.J. Charatonik, On chaotic curves, Colloq. Math. 41 (1979) 219–236.
[9] J.J. Charatonik, On chaotic dendrites, Period. Math. Hungar. 38 (1–2) (1999) 19–29.
[10] W.J. Charatonik, A. Dilks, On self-homeomorphic spaces, Topology Appl. 55 (1994) 215–238.
[11] H. Cook, Continua which admit only the identity mapping onto non-degenerate subcontinua, Fund. Math. 60 (1967) 241–249.
[12] D.W. Curtis, R.M. Schori, 2X and C(X) are homeomorphic to the Hilbert cube, Bull. Amer. Math. Soc. 80 (1974) 927–931.
[13] R.L. Devaney, An Introduction to Chaotic Dynamical Systems, Addison–Wesley, Redwood City, 1989.
[14] L.S. Efremova, E.N. Makhrova, The dynamics of monotone maps of dendrites, Mat. Sb. 192 (6) (2001) 807–821.
[15] A. Fedeli, On chaotic set-valued discrete dynamical systems, Chaos Solitons Fractals 23 (4) (2005) 1381–1384.
[16] J. Grispolakis, E.D. Tymchatyn, Irreducible continua with degenerate end-tranches and arcwise accessibility in hyperspaces, Fund. Math. 110 (1980)
117–130.
[17] R. Gu, W. Guo, On mixing property in set-valued discrete systems, Chaos Solitons Fractals 28 (2006) 747–754.
[18] A. Illanes, S.B. Nadler Jr., Hyperspaces: Fundamentals and Recent Advances, Monogr. Textb. Pure Appl. Math., vol. 216, Marcel Dekker, New York, 1999.
[19] K. Kuratowski, Topology, vol. 2, Academic Press/PWN, New York/Warszawa, 1968.
[20] G. Liao, L. Wang, Y. Zhang, Transitivity, mixing and chaos for a class of set-valued mappings, Sci. China Ser. A 49 (1) (2006) 1–8.
[21] D. Kwietniak, P. Oprocha, Topological entropy and chaos for maps induced on hyperspaces, Chaos Solitons Fractals 33 (2007) 76–86.
[22] X. Ma, B. Hou, G. Liao, Chaos in hyperspace system, Chaos Solitons Fractals, in press.
[23] H. Méndez-Lango, Some dynamical properties of mappings deﬁned on Knaster continua, Topology Appl. 125 (2002) 419–428.
[24] H. Méndez-Lango, The process of ﬁnding f ′ for an entire function f has inﬁnite topological entropy, Topology Proc. 28 (2) (2004) 639–646.
[25] P. Minc, W.R.R. Transue, A transitive map on [0,1] whose inverse limit is the pseudoarc, Proc. Amer. Math. Soc. 111 (4) (1991) 1165–1170.
[26] S.B. Nadler Jr., Continuum Theory: An Introduction, Monogr. Textb. Pure Appl. Math., vol. 158, Marcel Dekker, New York, 1992.
[27] A. Peris, Set-valued discrete chaos, Chaos Solitons Fractals 26 (1) (2005) 19–23.
[28] M. Ren´ska, Rigid hereditarily indecomposable continua, Topology Appl. 126 (2002) 145–152.
[29] H. Román-Flores, A note on transitivity in set-valued discrete systems, Chaos Solitons Fractals 17 (1) (2003) 99–104.
[30] H. Román-Flores, Y. Chalco-Cano, Robinson’s chaos in set-valued discrete systems, Chaos Solitons Fractals 25 (1) (2005) 33–42.
[31] V. Špitalský, Omega-limit sets in hereditarily locally connected continua, Topology Appl. 155 (2008) 1237–1255.
[32] P. Walters, An Introduction to Ergodic Theory, Grad. Texts in Math., vol. 79, Springer-Verlag, New York, 1982.
[33] Y. Wang, G. Wei, Characterizing mixing, weak mixing and transitivity on induced hyperspace dynamical systems, Topology Appl. 155 (2007) 56–68.
[34] G. Zhang, F. Zeng, X. Liu, Devaney’s chaotic on induced maps of hyperspaces, Chaos Solitons Fractals 27 (2) (2006) 471–475.
