The task of relation extraction is classifying the relations between two entities in a sentence. Distant supervision relation extraction can automatically align entities in texts based on Knowledge Base without labeled training data. For low-resource language relation extraction, such as Tibetan, the main problem is the lack of labeled training data. In this paper, we propose an improved distant supervised relation extraction model based on Piecewise Convolutional Neural Network (PCNN) to expand the Tibetan corpus. We add self-attention mechanism and soft-label method to decrease wrong labels, and use Embeddings from Language Models (ELMo) to solve the semantic ambiguity problem. Meanwhile, according to the Tibetan characteristics, we combine the word vector and part of speech vector to extract deeply feature of words. Finally, the experimental results show that P@avg value increases by 14.4% than baseline.
I. INTRODUCTION
Relation extraction is one of the most fundamental tasks in Natural Language Processing (NLP), which purposes to classify the semantic relationship between two entities in a sentence. Traditional supervised learning methods perform well in relation extraction task. Unfortunately, these methods require high-quality manual annotated data and rely on human-designed features, so it is difficult to be applied to low-resource languages directly, such as Tibetan.
To address this problem, Distant supervision (DS) method is proposed to obtain large-scale labeled training corpus automatically. It assumes that if two entities have a relation in a given Knowledge Base (KB), all sentences that contain the two entities will be positive instances for the relation [1] . Tibetan is a low-resource language, and it is difficult to obtain corpus. The manual labelling is very time consuming and labor intensive. Undoubtedly, DS provides a new idea to extract relations and expand the corpus in Tibetan.
Although DS is effective to label data automatically, it also suffers from the wrong labelling problems. For example, '' '' (Guoguo was born in Lhasa, Tibet Autonomous Region) and
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'' (Guoguo is the mayor of Lhasa.) all contain '' (Guoguo)'' and '' (Lhasa)''. The triple < > (<Guoguo, Born_In, Lhasa>) in KB indicates that the two entities only have one relation, therefore, two sentences are all treated as positive instances of the relation ''Born_In''. But the second sentence does not express the relation of ''Born_In'', which shows that the assumption of DS is so strong and exists the wrong labelling problem.
On the other hand, there are semantic ambiguity problems in Tibetan. For example, '' '' (Nima and Zashi are good friends.) and ' ' '' (The sun is a star in the universe.) all contain the word '' '', and the meaning of the word needs to be determined according to the context. The traditional word embedding training model [28] usually generates static word vector for each word and does not consider the semantic ambiguity problem.
In this paper, we propose an improved distant supervised relation extraction model based on Piecewise Convolutional Neural Network (PCNN) [2] , which combines Embeddings from Language Models (ELMo) [3] with attention mechanisms. Compared with other models, the results show our method is effective in Tibetan. The main contributions of this paper are as follows:
(1) Using ELMo to generate dynamic word vectors based on the current context, and as the input to the PCNN model, which can solve the semantic ambiguity problem.
(2) Traditional DS methods only consider the effect of the sentences, not consider the weights of the words. Since the Tibetan KB is small-scale, and Tibetan part of speech could clearly indicate the grammatical and semantic structure relation between sentences, we add self-attention to combine the word vector and part of speech vector in Tibetan to extract internal features of words, which could reduce the weights of noisy instances and alleviate the wrong labelling problems.
(3) In order to further reduce the wrong labelling problems, soft-label method is introduced to extract semantic information in entity pairs. We adopt a joint score function which combines the relational scores based on the entity-pair representation given by PCNN and the confidence of original DS label to obtain new labels. Soft labels instead of hard labels serve as gold labels.
II. RELATED WORK
In English entity relation extration, there are some open source datasets, such as SemEval-2007 Task 4 [4] , SemEval-2010 Task 8 [5] and FewRel [6] . Based on these corpora, supervised learning methods regard relation extraction task as feature-based multi-classification problems. Many researchers concentrate on extracting complex features [7] - [12] , although these methods could extract effective features effectively, these corpora are mainly based on manual annotated data which should be taken a lot of time and manpower. Therefore, researchers proposed DS methods to align the text with the constructed large-scale KB, such as YAGO [13] , Freebase [14] and DBpedia [15] , to label corpus automatically. The NYT+Freebase dataset [16] is a general data set which aligns Freebase with the New York Times (NYT) corpus. However, there exists wrong labelling problem. To settle the issue, Multi-instance Learning (MIL) method is proposed which divides the sentences into bags based on the same entity pairs to extract more effective features from bags [17] . However, not all the sentences in the bag are the positive instances of the relation. Riedel et al. [16] assumed that at least one sentence in the bag containing the entity pair expresses the relation and introduced a novel undirected graphical model to predict the sentences, and the precision reached to 72%.
With the development of deep neural networks, deep learning methods are applied to DS relation extraction. Takamatsu et al. [18] proposed a generative model which simulates the automatic labelling process in DS and predicts whether instances express the relation by hidden variables, and the F1 value reached to 66.7%, but the labels of sentences are unknown. To consider the labels of sentences, Zeng et al. [2] proposed PCNN with MIL to consider the uncertainty of instance labels, which uses convolutional architecture with piecewse max polling to automatically extract sentence features, and the P@avg value reached to 67.6% in NYT+Freebase dataset [16] . They assumed that only one sentence is positive instance for each bag, which losses a lot of information contained in those neglected sentences. Based on this problem, some attention mechanisns are proposed. In 2016, Lin et al. [19] constructed a sentence-level attention to dynamically reduce the weights of negative instances, and the P@avg value reached to 72.2%. Jiang et al. [20] considered the multi-relation problem and took the maximum value of each sentence in all dimension spaces as sentence vector, and the P@avg value reached to 72%. Feng et al. [21] noted the context words have different effects on entity pairs and introduced a relation-level attention-based Memory Network to calculate the similarity of relations, and the P@avg value reached to 79.7%. Jat et al. [22] found that most of the sentences are very long and word attention mechanism could express sentences better. So they proposed a Bi-directional Gated Recurrent Unit (Bi-GRU) based on word attention model and an entity-centric attention model to improve the accuracy which uses the softmax to calculate the average weight of words in instance set, and the P@avg value reached to 79.7%. Liu et al. [23] introduced a method which exploits semantic information from correctly labeled entity pairs to correct wrong labels dynamically during training, and the P@avg value reached to 82.8%. The attention mechanisms have achieved effective results in relation extraction task [24] . However, the current attention mechanisms consider that words contribute equally to the sentence representation and neglect the features that words plays an different role in each sentence.
Pre-trained word representations are key components to obtain the syntactic and semantic information of words [25] - [34] . However, traditional word2vec model generates a single context-independent representation for each word [28] . In 2018, Matthew et al. [3] proposed ELMo which could benefit from sub words by using character convolutions to learn the information of input sentences. It could extract the complex features of words in semantics and grammar, and generate dynamic word vectors based on the context. ELMo gets a highly performance on some NLP tasks, such as question answering, named entity extraction and sentiment analysis. This paper adopts ELMo to deal with Tibetan semantic ambiguity problem for relation extraction.
There are a few studies on the Tibetan entity relation extraction since the lack of large-scale training corpus. Zhu et al. proposed the method of combining generalization template and SVM to extract Tibetan character attributes, and the F1 value reached to 62.61% [35] .
III. MODEL ARCHITECTURE
The framework of our model is shown in Fig.1 . Using ELMo to generate dynamic word vectors, we add self-attention and selective-attention mechanism to PCNN model. Finally, softlabel method is used to correct new labels. The model mainly includes four parts: (1) Embedding layer: we use ELMo to generate dynamic word vectors, which combines position vector and part of speech vector (POS), as the input of the PCNN model.
(2) PCNN model: to automatically extract sentences features and capture more information, we divide the output of convolution layer into three segments based on the two entities. Then we use a piecewise max pooling layer to extract sentence structural features S i by the maximum of each segment.
(3) Attention mechanism: self-attention and selectiveattention are introduced to learn effective features of words and sentences. The self-attention mechanism is used to compute the contribution of words, which combines the word vector and POS vector in Tibetan to extract internal feature of words. The selective-attention mechanism is adopted to learn the information of sentences and compute the weights of sentences. The output is the bag features b i .
(4) Output: in order to exploit semantic information in entity pairs, we adopt a joint score function which corrects the predicted relation labels r i to new labels. The output is used to confirm the relations by using a softmax operation.
IV. MODEL DETAILS A. GENERATE DYNAMICAL WORD VECTORS 1) WORD EMBEDDING
To improve the quality of word vectors and alleviate semantic ambiguity problems, we generate word embeddings from deep bidirectional language model, which is called ELMo [3] . We learn the word representation in advance by the language model. Then the words have a specific context, and the vector representation of words can be adjusted according to the context.
ELMo contains a two-layer bidirectional language model with a character convolution layer. The forward language model computes the probability of the sentence p (t 1 , t 2 , ...t N ) by summarizing the probability of each k th word t k given the previous context (t 1 , t 2 , ...t k−1 ) through forward LSTMs, as shown in equation (1).
The top layer LSTM output − → e LM k is used to predict the next word t k+1 with a softmax layer. And backward language model is used to compute the probability of the sentence p (t 1 , t 2 , ...t N ) by summarizing the probability of each k th word t k given the future context (t k+1 , t k+2 , ...t N ) through backward LSTMs, as shown in equation (2).
A directional language model combines both a forward and backward language model. The objective function is to take the maximum log likelihood of the forward and backward directions, as shown in equation (3) .
When we input a new sentence, each word in the sentence can get three word embeddings e, − → e LM k,j , ← − e LM k,j |k = 1, 2 , where e is the output of convolutional layer, which represents features of the word; − → e LM k,j is the word embedding from the forward LSTMs, which represents syntactic features of the word; ← − e LM k,j is the embedding from the backward LSTMs, which represents semantic features of the word. And then, word embeddings are treated as input of the downstream task. For inclusion in the relation extraction model, ELMo collapses three embeddings into a single word vector e LM k,j (j = 0, 1, 2) by computing the task specific weight of different layers, as shown in equation (4). where the α j is the task specific weight of each word embedding, γ is the scalar parameter which used to adjust the weight of word vectors in relation extraction task.
2) PART OF SPEECH EMBEDDING
Tibetan is a predicate behind language and the verb is the core of the sentence. Meanwhile, Tibetan auxiliary can clearly indicate the semantic structure of sentences, as shown in TABLE 1.
In Tibetan, POS feature provides powerful help for entity relation extraction. This paper uses POS with words to form a Word-POS pair, such as ( , verb) and ( , noun). And we convert the text into a Word-POS sequence,then input to the vector training model. Word-POS can eliminate the effect of word disambiguation. For example, the ''Depend case'' indicates the relationship of ''interdependence or location'', the ''Occupation case'' indicates the object, location and, etc. This information can be used when embedding Tibetan words.
For example, '' /nr /u /ns /k /v'' (Lausanne Tenzin was born in Gannandroni.), ''/nr'' means person name noun, ''/u'' means auxiliary word, ''/ns'' means location noun, ''/k'' means case word, and ''/v'' means verb [36] .
B. SENTENCE FEATURE EXTRACTION WITH PCNN
We encode sentence with PCNN which merging the local features of all sentences. The representation of a sentence S = {s 1 , s 2 , . . . , s m } by combing word representation and POS vector is treated as the input of convolution layer. Convolution is used to extract the features by operating the weight matrix W and the input vector S. The weights matrix W is regarded as the filter with the size of n. The vector q i is the concatenation of words within the i th window, as shown in equation (5) .
When convolution kernel does not completely cover the boundary, we add zero vector at the edge of the boundary matrix. The i th filter of the convolutional layer takes the dot product of W with q i , as is shown in equation (6) .
where b is a bias vector. We use n filters W = {w 1 , w 2 , . . . , w n } and the convolution result is a matrix f = {f 1 , f 2 , . . . , f n }. Afterward, max pooling operations are applied to capture the most significant features. Due to the single max pooling reduces the size of hidden layer and could not capture the structural information between entity pairs, we employ piecewise max pooling to divide the output of each convolutional filter f i into three segments f 1 i , f 2 i , f 3 i by head and tail entities. The piecewise max pooling operation is defined as equation (7).
where x i is the i th words of sentence vector S.
C. ATTENTION MECHANISM 1) SELF-ATTENTION MECHANISM
DS method could automatically gain training data. However, the automatic labelling inevitably appears wrong labelling problems when entity pair in text has not mentioned the relation in KB. In view of this, the training set T is divided into multiple bags according to the same entity pairs and the bag is labelled with the relation in KB. The attention is used to calculate the mapping from a source sequence to a target sequence. Due to each word has a different influence on the sentence, we need to find the important words in a single sequence. Self-attention could learn the internal dependency and capture the deeply features of the words to represent the sequence by calculating the importance of all the words. The calculation is shown in the equations (8)- (10) .
where v i and v j are different elements in a sequence V , e i,j is the pairwise score between every pair of words within a sentence, α ij is the attention score after softmax normalization. Two words in a sentence are associated with selfattention, so the long-distance dependent features could be utilized more efficiently.
In this paper, we get context semantic information by computing the weight of the words, so the quality of sentence vector is improved.
D. SELECTIVE-ATTENTION MECHANISM
There are many bags containing some sentences for the same entity pair e 1 , e 2 , e.g. B = {t 1 , t 2 , . . . , t n }. To take advantage of all the sentences, the sentences set B is represented with vectors, which depend on all the sentences' representation. The bag vector b is calculated by the weighted sum of the sentences vector S i , as is shown in equation (11) .
In order to make full use of the information in sentences, we use sentence-level attention mechanism to generate bag features. Since the important information could appear in anywhere, we should utilize the local features of the sentences. The selective attention mechanism is used to compute the weight of each sentence. The calculation is shown in the equation (12) .
where θ i is the score function which predicts the confidence, as is shown in equation (13) .
where S i is the representation of sentence vector, A is a weighted diagonal matrix, and r is the relation vector.
The output of softmax layer as follows.
where n r is the number of relations, and o is the output of neural network, which is defined as follows.
where l is the bias vector, M is the relation representation matrix.
E. SOFT-LABEL METHOD
To further alleviate the wrong labelling problem, we use the joint score function to dynamically correct the label of the bag in training. We still use distant supervision labels while testing. The method refers to using the similar semantic structure to dynamically correct the label of each bag based on the right label instances. The calculation is shown in equation (16) .
where D i indicates the DS label, A indicates the confidence of DS labels. To avoid negative effects of dominant NA instances in the beginning of training, the confidence vector A is heuristically set as [0.9, 0.7, . . . , 0.7] (the confidence of NA is 0.9 while confidence of other relations are all 0.7). represents dot product operation, o indicates the relation score vector of representation e i based on the entity pair e 1 , e 2 , and the calculation is shown in equation (17). (17) where N is the relation matrix, b is a bias vector. In the training process, the probability of the correct label is calculated by the cross-entropy loss function as shown in equation (18) .
In the testing process, we use the distant supervision label as shown in equation (19) .
V. EXPERIMENTAL RESULTS AND ANALYSIS A. DATASET
This paper conducts the comparative experiments in English and Tibetan corpus. Since Tibetan is low-resource language and corpus acquisition is difficult, we first need to prove that the improved DS method is feasible in small-scale corpus. Therefore, this paper chooses the same size of corpus in English and Tibetan. The English corpus is used the NYT+Freebase dataset. The training data contains 45,090 sentences and 22,270 entity pairs; the testing data contains 5,232 sentences and 2,045 entity pairs, and 53 relations are selected for experiments.
In Tibetan, We first construct Tibetan KB which contains 103,509 triples of entity pairs and relations, and obtain 25,625 Tibetan sentences by aligning corpus from Tibetan website to KB. In our experiment, we select 20,860 sentences as the training data, 2,787 sentences as testing data and 11 relations as relation set.
The corpus format is six-tuple, which represents the UUID of entity 1, entity 2, the name of entity 1, entity 2, relation and the sentence containing the entity pairs, as is shown in TABLE 2. The UUID is the unique identifier of the entity pair.
B. DATA PREPROCESSING
A syllable is the most basic unit of a language. Tibetan is an alphabetical language with characters as the basic unit which is separated by ''''. In addition, the punctuation marks in Tibetan are extremely few, only a single vertical line ''|''. So, we first divide the sentences by word segmentation and POS tagging in Tibetan [36] , as shown in the following example.
/nr /u /ns /k /v (Lausanne Tenzin was born in Gannandroni.)
After that, the data can be used as the input of ELMo to generate dynamically word vector. 
C. EVALUATION 1) TOP-N PRECISION
Because the number of instances that are expressed the relation in the testing is unknown. Instead, we calculate the precision of the top N instances, which are actually true ranked lists of the extracted relation instances. In order to compare the validity of the experiment results, we present the evaluated precisions for the top 100, top 200, and top 500, P@avg is the average of the three parameter.
2) PRECISION AND RECALL
The recall rate (R) is the ratio of the correctly extracted information, and the precision rate (P) is used to measure the accuracy of extracting information. This paper uses the P-R Curve to evaluate the performance of relation extraction, and uses recall as the x-axis and precision as the y-axis. Firstly, if the positive instance is correctly classified as positive, which is expressed as TP (true positive), or expressed as FN (false negative). And then if the negative instance is correctly classified as negative, which is expressed as TN (true negative), or expressed as FP (false positive).The calculation is shown in equation (20)- (21) . 
E. EXPERIMENTAL RESULTS OF MODELS
We use P@N as the evaluation, and conduct the following experiments. 
PCNN+w2v:
we use the PCNN model [2] with traditional word embedding based on word2vec as the baseline.
PCNN+ELMo: add ELMo to generate dynamic word vector.
PCNN+ELMo+selective-att: add the selective-attention mechanism to make full use of the information in sentences.
PCNN+ELMo+selective-att+self-att: add the selfattention mechanism to capture the internal feature of the words in sentences.
PCNN+ELMo+selective-att+self-att+soft-label: add the soft-label method to correct the relation labels.
In order to prove the validity of our model, the corpus size used to train ELMo, and the size of the files generated by ELMo in English and Tibetan are shown in TABLE 6. The option is a collection of parameters. The weights are the pre-trained models. The experimental results are shown in TABLE 7-8.
From TABLE 7,  we can see our model achieves the best performance. The P@avg value increases by 2.5% when the ELMo is used. It means that the word embedding generated by the language model has alleviated the semantic ambiguity problem and improved the quality of word vectors. On this basis, we add the selective-attention mechanism, and P@avg value increases by 3.7%. It demonstrates the effectiveness of selective-attention mechanism. The self-attention is used to extract the weights of words in sentence, and P@avg value increases by 2.4%. Finally, soft-label method has increased the P@avg value by 3.3%. It shows that the soft-label method performs much better than the models which only focus on the DS label. Comparing with the baseline model, our model achieves better results in English corpus which shows the feasibility in DS relation extraction.
Meanwhile, for low-resource language, we do some experiments in Tibetan. Except for the above experiments, we add POS feature.
PCNN+ELMo+atts+soft-label+POS: add the POS vector to extract internal feature of words in Tibetan.
The experimental results are shown in the effect of the model in Tibetan is not as good as that in English. The main reasons are as follows. Firstly, the data for ELMo, training corpus and KB in English is larger than in Tibetan. Secondly, since the data quality of English is better than Tibetan, the promotion effect of Tibetan is not so obvious. Additionally, according to the Tibetan characteristics, we add the POS feature in the vector to the experiment. The results show that the P@avg value has been increased to 59.2%, increases by 4.9%. In all experiments, the enhancement effect is the greatest. All of the experimental results indicate that the improved distant supervision method based on PCNN proposed in this paper can effectively improve the accuracy of relation extraction. Fig.2 shows the Precision-Recall curves of the different models in Tibetan at the same data scale. In this figure, we use 2,000 sentences which are predicted relations and sorted to describe the curves. Each point includes P and R values of each data. The area of the P-R curve represents the performance of the model. Based on the above information, we have following observations:
(1) Since the probabilities of predicted relations have been ranked, P and R values are all decreasing. And the faster the curve drops, the lower the precision rate is.
(2) The PCNN+ELMo+atts+soft-label+POS model achieves the best results, which indicates the effectiveness of our method.
(3) When the R value is between 0.05 and 0.125, the precision of our model is relatively stabled at 0.67, which demonstrates the model is stable. TABLE 9 gives some examples of original relation and corrected relation labels. Sentence 1 contains two entities < > (<Barack Obama, American>). In KB, this entity pair is labelled with ''birthplace'' relation, actually this sentence does not express the relation. Our model can automatically correct the relation to ''nationality''. The sentence 2 and 3 show that our model can also correct false negative (NA) instances, which correct the ''NA'' relation of entities < > (<Master Tsongkhapa, Leng Bengue>) to ''father'' relation, and the ''birthplace'' relation of entities < > (<Jin Mei Jianzan, Laguyajie>) to ''NA'' relation.
VI. CONCLUSION
In this paper, we propose an improved distant supervision model based on PCNN for Tibetan entity relation extraction. ELMo is added to solve the semantic ambiguity problem in Tibetan which makes the word embedding more accurate. In the training process, the selective-attention mechanism and the self-attention mechanism are introduced to obtain the weights of sentences and words, which could extract more effective features. The soft-label method is used to dynamically correct the relation labels. We combine the word vector and POS vector to extract internal feature of words.
However, there are still many difficulties to be solved, such as the lack of Tibetan corpus, the processing of sentence length, the grammatical features of Tibetan, and the difficulty of ELMo training. In the future, we will continue to expand the Tibetan corpus and knowledge base. And then, we will visualize the weight matrix and incorporate traditional method to alleviate the wrong labelling problems.
