ABSTRACT In this paper, the topology configuration methods for heterogeneous optical satellite networks are investigated. Our objectives are to maximize weighted algebraic connectivity with respect to both network initialization and reconfiguration scenarios subject to onboard hardware constraints. The problems are not strictly convex and have been proven as NP-hard. In order to solve the problems in polynomial time, the original problems are relaxed to a convex optimization problem. Specifically, the relaxed problem is transformed to a positive semidefinite programming form, which can be solved exactly and more efficiently. Furthermore, based on the perturbation theory of matrices, we propose two greedy heuristic methods to deal with the initialization and reconfiguration case from the relaxed solutions, respectively. Simulation results show that the proposed algorithms are able to accomplish network initialization and reconfiguration correctly in the overwhelming majority of situations. The final sub-optimal solutions can also be obtained under low computational complexity.
I. INTRODUCTION
Optical satellite networks [1] have prominent superiority to traditional satellite networks based on microwave communications, especially in broadband applications of space-based information, such as earth observation, military reconnaissance, enhance navigation and space exploration, etc. An ideal optical satellite network is composed of vast heterogeneous satellites with different orbital parameters, which is a self-organized system without terrestrial control. For such networks, the survivability, robustness and efficiency are the important technical indexes.
Due to the orbiting mobility and the on-board payload limitation of satellites, there are some particular characteristics for heterogeneous optical satellite networks: 1) The location of a satellite can be observed, controlled and predicted, so the visibility and distance of any two satellites are predictable.
2) The topology of a heterogeneous optical satellite network is time-varied generally and maybe frequently.
3) The amount of optical antennas on a satellite is limited to a relative small number. 4) The available power on a satellite is also limited strictly. 5) The pointing, acquisition and tracing (PAT) operations are time-consuming and energy-intensive. These characteristics lead to the topology of heterogeneous optical satellite network is difficult to maintain long-term. The frequent switching of the topology will have a serious impact on system performance. Maximizing the algebraic connectivity of the network from the perspective of graph theory can effectively overcome the adverse effects of some nodes or link failures.
From graph theory point of view, the Laplacian matrix can intuitively describe the network architecture. The second smallest eigenvalue of Laplacian matrix is defined as algebraic connectivity [2] , which is a properly fair measure for network robustness [3] - [7] . It has been widely researched in lots of other types of networks [8] - [10] . However, the algebraic connectivity is not yet introduced into satellite-based networks since most existing satellite networks with single task requirements have single-layer and regular architecture. The topology control or routing problem can be analyzed by traditional centralized minimum cost algorithm based on the spherical geometry or other derivatives [11] - [13] . Nevertheless, heterogeneous optical satellite networks have the characteristics including high dynamics, link vulnerability, topology irregularity and strict limitation of on-board resource, which pose huge challenges in the aspects of robust topology control and effi-cient resource allocation. Different from existing works, in this paper, we adopt algebraic connectivity theory [2] to characterize robustness of optical satellite networks and design proper weight definition to describe network efficiency. Based on it, we focus on investigating the weighted algebraic connectivity maximization problems for network initialization and reconfiguration. The particular features of optical satellite networks are considered, and expressed as a series of practical constraints.
For the problem of algebraic connectivity maximization, there exists a mass of achievements in various network scenarios. Abreu [14] surveyed the research results on algebraic connectivity of graphs. Emphasis is given on classifications of bounds to algebraic connectivity as a function of other graph invariants. Boyd [6] considered the problem of optimizing some functions of the eigenvalues of the associated Laplacian matrix, subject to some constraints on the weights, by convex optimization methodology. Through finding edge weights, the maximization of the algebraic connectivity of the graph is obtained. Kim and Mesbahi [4] discussed the algebraic connectivity maximization of weighted graphs, in which the authors proposed an iterative algorithm based on a semidefinite program solver, and showed that it often leads to an optimal solution. Kim [15] proposed a computationally efficient algorithm for solving the problem that finding an edge to add to a given graph so that the algebraic connectivity is maximized. Ghosh and Boyd [16] considered a similar problem of finding the optimal solution subject to a constraint on the number of edges. A greedy algorithm is proposed to obtain the maximal algebraic connectivity by adding edges one by one until the constraint is satisfied. Dai and Mesbahi [10] modelled the algebraic connectivity maximization problems as the mixed integer quadratic constraint programming (MIQCP) problem, which can achieve the sub-optimal solution in the most efficient way.
The rest of this paper is structured as follows. In Section II, a system model based on the graph theory is constructed. The definition of edge weight is proposed. And the practical limitations are abstracted to mathematic forms. In Section III, the optimization problems for initialization and reconfiguration are formulated, respectively. In order to solve them efficiently, then a relaxed convex optimization problem and its corresponding dual SDP formulation is proposed. In Section IV, the evolution role of weighted algebraic connectivity under a matrix perturbation is analyzed. The heuristic algorithms for network initialization and reconfiguration are proposed, respectively. The simulation results are presented and analyzed in Section V. Section VI concludes this paper.
II. SYSTEM MODEL
Different from the networks consisted of nodes with random mobility, the satellite movement is predictable according to the principle of orbital dynamics. Such predictability can be used to calculate the inter-satellite visibility and distance, which are the important inputs to our model. An illustrative example is shown in Fig. 1 . In Fig. 1(a) , an optical satellite network which consists of 3 satellites is illustrated. The blue and red lines represent the orbits and the optical inter-satellite links, respectively. In Fig. 1(b) , the visibility and distance variations between any two satellites are estimated. The solid lines represent the distance variation between two satellites and the dotted lines indicate the invisible duration. The corresponding methods are experienced so that we will not discuss how to calculate the dynamic distance and simply take the results as algorithmic parameters.
Let an undirected weighted graph G = (V , E) to describe an optical satellite network topology, where V = {1, 2, ..., N } is the vertices set of satellite nodes and E = {e ij |i, j ∈ V , i = j} is the edges set of the optical inter-satellite links. A binary variable a ij is introduced to denote if there exists an edge between vertex i and j: for an edge connecting nodes i and j, a ij = a ji = 1. Otherwise, a ij = a ji = 0. The graph has no self-loops, i.e., a ii = 0 for all i. A symmetric N × N matrix A {a ij } is defined as the adjacent matrix. Furthermore, in this network, each link e ij is allocated a duplex and nonnegative link weight w ij = w ji to denote the link strength. If a ij = 0, w ij = 0, else w ij is allocated in the range of [α, β] , where α > 0 is the minimum value of link weight and β ≥ α is the maximum value. Hence, w ij can be expressed as a ij α ≤ w ij ≤ a ij β. The weighted Laplacian matrix L is given by
Clearly, L is positive semidefinite, and L1 = 0, where 1 is the column vector of all ones and 0 is the column vector of all zeros. The eigenvalues of L are sorted 0 = λ 1 ≤ λ 2 ≤ ... ≤ λ N . The smallest eigenvalues λ 1 is equal to 0 with eigenvector 1. The second smallest eigenvalue λ 2 has been defined as the algebraic connectivity of graph G, and the corresponding normalized eigenvector is called the Fiedler vector [2] . The algebraic connectivity of a graph is probably the most important information contained in the spectrum of a graph [5] , which is considered to be a measure of how well-connected a graph is. It has a direct connection to the number of connected components, λ 2 > 0 if and only if the graph is connected [2] , and the multiplicity of the 0 eigenvalue is equal to the number of connected components in the graph. Roughly speaking, with higher algebraic connectivity, the network is more robust; on the contrary, the network is easier to break down. In this paper, we will maximize λ 2 under the practical constraints in heterogeneous optical satellite networks. Considering the practical constraints, it is assumed that a satellite i has a degree limitation, d i , which is equal to the amount of optical antenna on i. The amount of links incident to i has to be no larger than d i , i.e., In order to maintain the link strength, there exists a cost for each optical inter-satellite link. In a real network, the cost is duplex and contains PAT cost, transmitted power cost, power amplifier cost, pre-amplifier cost, backup device cost, mechanical cost, etc. For a link e ij , we use c ij to represent the integrated cost of a specified unit of w ij , which is assumed to be depended on the Euclidean link distance r ij between nodes i and j. The detailed relation between c ij and r ij will not be discussed in this paper. On the other hand, for a satellite node i, there exists a cost limitation C i lim . So the constraint N j=1 w ij c ij ≤ C i lim , ∀i has to be satisfied, which can also be expressed as a matrix form, diag(W T C) ≤ C lim , where W is the weight matrix, C is the cost matrix, C lim is the column vector of cost limitation and diag(Y ) is the function of picking the diagonal elements of Y into a column vector.
In addition, we call the two satellites are "visible" for each other if and only if they meet two conditions simultaneously: 1) the link between two satellites is not blocked by the earth; 2) the link length is less than the maximum communication range of endpoint satellites. Otherwise, they are considered as "invisible" for each other. We define a matrix X consisting of the binary variables x ij to denote the visibility. Let x ij = x ji = 1 if nodes i and j are visible for each other; Otherwise, x ij = x ji = 0. Obviously, A ≤ X has to be satisfied.
III. PROBLEM FORMULATION AND TRANSFORMATION
Due to the feature of dynamic topology of optical satellite networks, initialization and reconfiguration are two equally important issues. In order to satisfy their unique characteristics, we address these two problems individually.
A. INITIALIZATION CASE 1) ORIGINAL PROBLEM AND UPPER BOUND
For an original situation, there is no any links in the network or all existing links have to be recalculated, which is defined as an initialization case. With the objective of maximizing algebraic connectivity under the above constraints, the problem is formulated as
In this problem, the optimization variable is W , and the problem data are the instantaneous location of nodes, the visibility matrix X , the degree limitation vector d, the cost matrix C, the payload limitation of a single satellite C lim , the value range of weight α and β. Unfortunately, this problem is a mixed integer programming (MIP) problem, which is NP-hard and cannot be solved exactly in polynomial time.
By canceling the constraints (5) and (7) from the problem, the original problem is relaxed to a convex optimization form:
Such problem can be solved exactly by convex optimization solvers in polynomial time. Since this problem has a larger set of feasible solutions than (2), the optimal result denotes the upper bound.
2) EXHAUSTIVE TRANSFORMATION AND EDGE REMOVAL IDEA
For a small-scale network, the exhaustive method can be adopted to solve the original problem exactly. For exhaustive method, max λ 2 of all possible situation satisfied all the constraints will be computed and compared. The details are: we list all possible network topology A satisfied the constraints (5), (6) and (7) . For a given A, the original problem degrades into
In this degrading problem, we note that all the constraints are linear functions of the variable W , and the objective function is a concave function of W since λ 2 is the pointwise infimum of a family of linear functions of W [3] :
Therefore, the problem (9) is a convex optimization problem and can be exactly solved in polynomial time. Then, we will compute all max λ 2 and obtain the optimal solution exactly. However, this method will become impossible when the number of N is large since the exhaustive situation brings the tremendous computing workload. The exhaustive method will solve problem (9) about 2 M times to obtain the best solution, where M = 1 T X 1/2 is the number of potential edges in visibility matrix. It is infeasible even adding certain judgment conditions to avoid VOLUME 5, 2017 some useless topology. As a result, we have an idea that removing the "worst" potential edges from X according to the existing distribution of W . Clearly, removing one potential edge will halve the iteration times. Hence, we will propose a greedy edge removal algorithm to remove the ''worst'' edges one-by-one from X until it degrades to satisfy all constraints. Then, the degraded X will be substituted into (9) as the only and final topology. The sub-optimal solution will be obtained efficiently. The details will be illustrated in Section IV.
B. RECONFIGURATION CASE
Differing from fixed networks, the topologies of optical satellite networks are high-dynamic. The dynamic nature is caused by constantly relative movement between satellite nodes, random failures of optical inter-satellite links and manual intervention. Hence, reconfiguration is a very important case in such networks. Reflected in the formulation, the dynamic nature of optical satellite networks refers to, after a duration t from initial time t 0 , the cost matrix C and the visibility matrix X may vary toĈ andX . The existing weight matrix W may no longer be suitable so that we have to find the new optimal (or sub-optimal) solutionŴ to fit the new situation. Rerun the initialization algorithm can obtain the optimal solution again. However, reset operation may lead to drastic topology variation, which will consume massive resource. Our idea is to adjust partial link weight in existing W to fit the new network topology. We consider that the adjustment of A is high-overhead since the PAT operation has to be rolled back. Nevertheless, simply varying link weight consume much less resource. Therefore, we expect to maximize the algebraic connectivity under limited topology variations. Above all, the reconfiguration problem can be formulated as
whereÂ denotes the adjacency matrix at time t 0 + t,â ij denotes the element inÂ, ⊕ is the elementwise ''XOR'' operator in Boolean logic. The constraint (16) denotes the limitation of the divergence between old and new adjacency matrix as k. In this problem, the optimization variable iŝ W , and the problem data are the old configuration W , the corresponding adjacent matrix A, the new visibility matrixX , the new cost matrixĈ and the constant k.
The problem (11) is also not a strict convex optimization problem, and of course, can also be exactly solved by exhaustive method. The exhaustive expression is identical to (10) . The iterative details are similar to initialization case but adding a constraint about k, and will not be repeated here. Hence, we need a similar method to reduce the computational complexity. Considering the practical situation, we will propose a greedy edge addition algorithm to add the ''best'' edges to the basic topology one-by-one under the limitation of k. When constraint (16) is being achieved, the basic topology with added edges will be treated as a final topology, then the sub-optimal solution will be obtained directly. The details of this algorithm will also be discussed in Section IV.
C. SDP FORMULATION OF THE RELAXED PROBLEM
The relaxed problem (8) is convex and can be solved by existing convex solver directly. To solve the larger size problem, a convex optimization problem is expressed as an SDP that will be solved more efficiently [3] , [6] . For a graph Laplacian L, an inequality is always tenable [17] :
where I denotes the N × N diagonal matrix with all elements on the primary diagonal are 1, the symbol denotes matrix inequality, i.e., X Y means Y − X is positive semidefinite. Therefore, the problem (10) can be transformed to a standard SDP formulation
This problem is an SDP since there is a semidefinite constraint and all the other constraints are linear, which can be solved efficiently and globally using standard SDP solvers, and the computational speed is generally higher than the equivalent convex form.
IV. THE PERTURBATION HEURISTIC ALGORITHM
In this section, we propose two greedy heuristic algorithms to deal with the initialization and reconfiguration problems. The main motivation is the matrix perturbation theory [18] . For an unweighted network, a secular equation about λ 2 has been proposed in [19] , which clarifies the variation of eigenvalue when a graph has a rank-one perturbation, i.e., adding or removing an edge about an existing graph. The secular equation is given by
where ρ ∈ {1, −1} is an indicator: ρ = 1 indicates that G is obtained by adding an edge e ij to G; ρ = −1 indicates that G is obtained by removing an edge e ij from G, v n is the eigenvector associated with the nth smallest eigenvalue of the Laplacian of G, v n i is the ith entry of v n . For a weighted network, we derive a modified version:
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The modified equation raises a greedy method: comparing the value of (v n i − v n j ) 2 and w ij of each edge, the single-step best edge can be decided adding an edge to or removing it from an existing graph. For matching this method, we need to vary the form of above-mentioned problems.
A. EDGE REMOVAL ALGORITHM FOR INITIALIZATION
For the initialization case, we can easily solve the relaxed optimization problem. However, the obtained adjacent matrix from relaxed solution is equal to X , which has a great possibility not satisfying the degree constraint. Hence, we need to remove some edges from X one-by-one, until it satisfies the constraint. Considering
when G is obtained by removing an edge from G, we rewrite (3) to the inequations form (in which ρ = −1):
Next, we sum all the inequations and have
where x denotes the average value of x. For simplicity, we let
Obviously, (20) denotes the upper limit of G when remove an edge e ij without reassigning weights of other edges. The condition for equality is that G is an allconnected graph. As for removing a single edge, it is reasonable that removing e ij ∈ G with smallest λ n (G) − ij will lead to that the G has largest weighted algebraic connectivity after optimal weight assignment. That means, ij indicates the first order approximation of the decrease in λ 2 if edge e ij is removed from G. Therefore, the main idea of edge removal algorithm is that we always choose an edge with smallest ij to remove one-by-one. Furthermore, considering the purpose of removing edge is to satisfy the degree constraint, the edge incident to largest-degree node is preferentially chosen to remove.
The abstracted pseudo-code of the edge removal algorithm is illustrated as Algorithm 1.
Algorithm 1 Edge Removal Algorithm
Input: X , C, C lim , d, α, β;
1: Solve (9) with A = X to obtain a solution W; 2: while i x ij ≤ d i are not satisfied for every i do 3: Calculate λ n and v n from W; 4: Find i = arg max j x ij ; 5: Find e ij = arg min ij , j = i; 6: Update X : X = X − e ij ; 7: Solve (9) and update W, λ n and v n ; 8: end while Output: W;
B. EDGE ADDITION ALGORITHM FOR RECONFIGURATION
In the reconfiguration case, we let A old be the adjacent matrix corresponding to the old topology configuration, which is obtained at last optimization. In order to make as few topology adjustments as possible, we keep all the edges that are still available in the time of reconfiguration, which forms a basic topology. Next, we will add k edges to the basic topology one-by-one. The value of k is decided by the tolerable computation complexity. Each addition step follows the greedy idea as well.
In regard to edge addition, we only have λ 2 (G ) ≥ λ 2 (G), G = G + e ij . Hence, we let ρ = 1 and rewrite (21) as
Unfortunately, unlike the initialization issue, the w ij of a candidate edge in reconfiguration is not priori so that w ij (v 2 i − v 2 j ) 2 cannot be calculated directly. Motivated by the constraint j w ij c ij ≤ C i lim , we can roughly consider that the w ij is inversely proportional to c ij , which is not extremely accurate. However, since we are only interested in the relative value of w ij (v 2 i −v 2 j ) 2 , it does not need to be high accuracy. So
It means that adding a potential edge e ij with the largest ij to G will lead to the λ 2 (G ) maximal after optimally reassigning W .
The algorithm is described as follows: Let A rem = A old ⊕X be the remainder available part of A old , which is treated as the basic topology. Considering the degree constraint, we further define the set of candidate edges as
, where e can ij is the edges in A can . We will add k edges from A can to A rem and make the algebraic connectivity maximal. The motivation is similar with the proposed initialization algorithm. We will add e can ij with largest ij to A rem one-by-one. Finally, at most k edges will be added. The proposed heuristic method is abstracted in Algorithm 2.
Algorithm 2 Edge Addition Algorithm
Input: X , A old , k; 1: A rem = A old ⊕X ; 2: A can =X − A rem ; 3: Solve (9) with A = A rem to obtain a solutionŴ; 4: while k > 0 do 5: Select all e can ij ; 6: Find e can ij = arg max ij , i = j;
Update A rem : A rem = A rem + e can ij ; 8: k = k − 1; 9: end while 10: Solve (9) and updateŴ; Output:Ŵ;
C. COMPLEXITY
Both edge removal and addition algorithms has the same form of computation complexity, which is dependent on VOLUME 5, 2017 the number of iterations, i.e., the amount of removing or adding edges. Hence, the iterative complexity is O(N 2 ) for both edge removal and addition algorithms. In practice, the visibility matrix X orX is likely sparse so that the number of feasible solutions is a relative small amount. On the other hand, the complexity is also caused by computing the eigenvectors, which is required in each iteration. Computing all the eigenvectors of an N × N dense matrix costs approximately O(4/3N 3 ) arithmetic operations. Furthermore, in edge removal algorithm, there is an additional computation of solving the SDP problem in each iteration, whose computational complexity have been analyzed in [20] . SDPs and maxdet problems can be solved very efficiently, both in worstcase complexity theory and in practice, using interior-point methods [21] , [22] . Empirically, a standard solver can be used to solve the SDP problems for moderate sizes, where N is up to several hundreds or so.
V. SIMULATION RESULTS

A. SIMULATION SETUP
In the simulation, an optical satellite network with N satellite nodes is considered. The satellites move continuously on their respective orbits, which are distributed randomly. The visibility matrix X ∈ {0, 1} and the cost matrix C ∈ (0, 1) are randomly generated. To simplify the simulation, we assume C lim = 1 and the entries of d are identical.
B. SIMULATION RESULTS OF INITIALIZATION CASE 1) AN EXAMPLE
Since the exhaustive method can only be efficient when N is small, we construct a model with N = 6 and d = 2 to compare the performance of upper bound, exhaustive method We use exhaustive method and edge removal algorithm to deal with this case. The exact The topologies of visibility, upper bound, exact solution obtained by exhaustive method and sub-optimal solution obtained by edge removal algorithm are illustrated in Fig. 2 . It is observed that the sub-optimal solution is comparable to the exact solution although the topologies of them has large differences. Nevertheless, the exhaustive method consumes more than 100 times longer than edge removal algorithm.
2) PERFORMANCE EVALUATION
In order to illustrate the average performance of edge removal method, we compute the model with different random X and C with N = 5. Fig. 3 illustrate the results of upper bound, edge removal algorithm and exhaustive method with d = 2 and d = 3 for 100 times. It is observed that the proposed algorithm can perform well although there are rare instances when the performance of proposed algorithm is very different from exhaustive method. In the sub-optimal solutions, the results of 0 mean that the algorithm is in failure connecting the network, which is the worst case. It proves that the greedy algorithms have opportunity to trap in the local optimum and fail to obtain the global optimum. Since larger d means less edges need to be removed, the accumulation of local optimums is also lower than the case of smaller d, the performance of edge removal algorithm with d = 3 is much better than it with d = 2 obviously. Fig. 4 illustrated the average performance of 100 runs for upper bound and edge removal algorithm with N = 20 and the degree constraints varying from 2 to 10. In this simulation, the degree constraint has no effect on the upper bound. Hence, the upper bound is nearly fixed for different d. On the other hand, the algorithm may fail to find a feasible solution at some visibility condition, in which the graph cannot be connected under the degree constraint and will lead to that the λ 2 is equal to 0, especially when d is relative small, e.g., d = 2 ∼ 5. Hence the upper bound is not a very good bound for small values of d. On the contrary, when d is large enough, e.g., d = 7 ∼ 10, the proposed algorithm can almost achieve upper bound. evolutive visibility situation at time t 0 , t 1 and t 2 (t 0 < t 1 < t 2 ), as shown in Fig. 5(a) , 5(c) and 5(e). The configuration at t 0 is obtained by initialization method shown in 5(b). The configurations at t 1 and t 2 is calculated by reconfiguration method according to current visibility and last configuration, respectively, as shown in 5(d) and 5(f). The results show that the proposed algorithm can keep the network connected and achieve acceptable algebraic connectivity.
Furthermore, the performance with respect to parameters k is investigated. Under an simulation setup with N = 50 and k = 10 ∼ 60, the performance of d = 2, 4, 6, 8, 10 are compared in Fig. 6 . As expected, the performance is increasing with k under any degree constraint. However, the point to be noted is following: due to the degree constraint, the algebraic connectivity increases fast while the number of adding edges is only 30 or so; and the algebraic connectivity is hardly increasing after it. This suggests that an efficient robustness can be obtained by adding a few edges carefully and more adding edges are unnecessary.
VI. CONCLUSION
In this paper, the algebraic connectivity maximization problem for optical satellite networks has been presented and studied. This problem includes network initialization and reconfiguration aspects. In each aspect, the optimization problem has been constructed, the corresponding upper bound can be obtained by canceling integer-constraint. Then, the problems are exactly solved in small-scale networks by exhaustive method, but cannot be dealt with for large-scale networks. In order to obtain sub-optimal solution of a largescale network, we proposed a relaxed form of each original problem, respectively. We found that the two relaxed problems are convex and identical. Then, the equivalent SDP problem is introduced, which can be solved more efficiently.
Based on the relaxed problem, an efficient method with stepby-step edge removal is presented to deal with the initialization issue. And, using the same idea, a step-by-step edge addition algorithm is proposed to solve the reconfiguration problem. Simulation results show that these two algorithm can successfully find the near-optimal solution for the largerscale networks in polynomial time while the exact solution is not able to be obtained. Therefore, the proposed methods are able to obtain suboptimum robustness of optical satellite networks efficiently. These methods provide new approaches to design the similar satellite networks as well.
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