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Using imputation-based whole-genome 
sequencing data to improve the accuracy 
of genomic prediction for combined 
populations in pigs
Hailiang Song1†, Shaopan Ye2†, Yifan Jiang1, Zhe Zhang2, Qin Zhang3 and Xiangdong Ding1*
Abstract 
Background: For genomic selection in populations with a small reference population, combining populations of 
the same breed or populations of related breeds is an effective way to increase the size of the reference population. 
However, genomic predictions based on single nucleotide polymorphism (SNP)-chip genotype data using combined 
populations with different genetic backgrounds or from different breeds have not shown a clear advantage over 
using within-population or within-breed predictions. The increasing availability of whole-genome sequencing (WGS) 
data provides new opportunities for combined population genomic prediction. Our objective was to investigate the 
accuracy of genomic prediction using imputation-based WGS data from combined populations in pigs. Using 80K 
SNP panel genotypes, WGS genotypes, or genotypes on WGS variants that were pruned based on linkage disequi-
librium (LD), three methods [genomic best linear unbiased prediction (GBLUP), single-step (ss)GBLUP, and genomic 
feature (GF)BLUP] were implemented with different prior information to identify the best method to improve the 
accuracy of genomic prediction for combined populations in pigs.
Results: In total, 2089 and 2043 individuals with production and reproduction phenotypes, respectively, from three 
Yorkshire populations with different genetic backgrounds were genotyped with the PorcineSNP80 panel. Imputation 
accuracy from 80K to WGS variants reached 92%. The results showed that use of the WGS data compared to the 80K 
SNP panel did not increase the accuracy of genomic prediction in a single population, but using WGS data with LD 
pruning and GFBLUP with prior information did yield higher accuracy than the 80K SNP panel. For the 80K SNP panel 
genotypes, using the combined population resulted in a slight improvement, no change, or even a slight decrease 
in accuracy in comparison with the single population for GBLUP and ssGBLUP, while accuracy increased by 1 to 2.4% 
when using WGS data. Notably, the GFBLUP method did not perform well for both the combined population and the 
single populations.
Conclusions: The use of WGS data was beneficial for combined population genomic prediction. Simply increasing 
the number of SNPs to the WGS level did not increase accuracy for a single population, while using pruned WGS data 
based on LD and GFBLUP with prior information could yield higher accuracy than the 80K SNP panel.
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Background
Genomic prediction (GP), a method proposed by Meu-
wissen et al. [1], in which breeding values are predicted 
using dense genome-wide markers, has become a rou-
tine procedure in livestock breeding programs. In GP, 
quantitative trait loci (QTL) are presumed to be in link-
age disequilibrium (LD) with at least one of the geno-
typed markers and the markers are used to estimate 
the level of genetic similarity between individuals and 
explain the genetic variance for the trait. Compared with 
pedigree-based prediction of breeding values, GP can 
be performed as soon as DNA is available, which allows 
accurate selection early in life. Generally, the accuracy of 
GP increases as the number of animals in the reference 
population increases. For small reference populations, 
combining populations of the same breed or popula-
tions of related breeds has been reported to increase the 
accuracy of GP, such as for Holstein populations in the 
EuroGenomics [2] and North American consortiums [3]. 
However, GP using combined populations has not shown 
a clear advantage compared with GP using a single popu-
lation [4–6]. The reason may be that the populations that 
are combined are too divergent, such that LD between 
the QTL and genotyped SNPs is not sufficiently consist-
ent between populations. Therefore, an important ques-
tion in this regard is whether the accuracy of combined 
population GP can be improved by using whole-genome 
sequencing (WGS) markers instead of the lower-density 
SNP panels.
The availability of next-generation sequencing technol-
ogies has made it possible to apply GP to WGS data. Gen-
erally, increasing the number of SNPs in a panel increases 
the level of LD between a SNP and a QTL, which should 
be beneficial for GP. WGS data include a large number 
of genomic variants, including most causal mutations. 
Thus, prediction depends much less on LD between 
SNPs and causal mutations. However, some studies have 
demonstrated that using WGS data did not increase pre-
diction accuracy or increased it only slightly compared 
to using high-density SNP panel genotypes. For exam-
ple, van Binsbergen et al. [7] reported that using imputed 
WGS data did not increase the accuracy of GP in Hol-
stein-Friesian cattle compared to using BovineHD SNP 
genotype data. Zhang et al. [8] also showed that increas-
ing marker density did not increase or only slightly the 
accuracy of GP of feed efficiency component traits in 
Duroc pigs. Nevertheless, Brondum et al. [9] showed that 
the accuracy of GP could be improved by adding sev-
eral significant QTL that were detected by genome-wide 
association studies (GWAS) using WGS data. Ni et  al. 
[10] reported that using only SNPs in or around a gene 
from WGS data increased the accuracy of GP in laying 
chickens. Thus, GP with WGS data could be an attractive 
approach, although to date, the expectation of a higher 
accuracy has not been realized with real WGS data.
In pigs, most previous studies on GP have concentrated 
on populations with the same or very similar genetic 
backgrounds [11, 12]. However, in some national pig 
genetic improvement programs, pigs from a wide variety 
of sources are available, e.g., many Chinese pig breeding 
farms have no genetic links between them. To extend the 
size of the reference population, joint genetic evaluation 
can be performed by combining populations with differ-
ent genetics, as in beef cattle [13, 14]. A previous study 
showed that using SNP genotypes from a combined ref-
erence population can improve the accuracy of GP, but 
this improvement was very small [6]. Using WGS data 
for combined population GP could be an attractive and 
meaningful approach to increase accuracy [15–17].
Our objective was to evaluate alternate approaches for 
combined population GP by analyzing WGS data. Three 
Yorkshire pig populations with different genetic back-
grounds were used to establish a combined reference 
population, and two reproduction traits and two produc-
tion traits were investigated to assess the accuracy of GP 
using different methods.
Methods
Ethics statement
The procedure for collecting pig blood samples was car-
ried out in strict accordance with the protocol approved 
by the Animal Care and Use Committee of China Agri-
cultural University (Permit Number: DK996).
Populations and phenotypes
Yorkshire populations were sampled from three breed-
ing farms in China, designated LM, XD, and ZX. Infor-
mation on the populations and phenotypes is in Table 1. 
The pigs in the LM and ZX populations are both Amer-
ican Yorkshire progeny but from different breeding 
companies, and pigs in the XD population are British 
Yorkshire. The phenotypic records of the reproduction 
traits of piglets born alive (NBA) and total number of 
piglets born (TNB), and the production traits of days to 
100 kg (AGE) and backfat thickness (BFT) were exam-
ined. BFT was measured between the 10th and 11th rib 
of pigs at a weight of ~ 100  kg by real-time B-mode 
ultrasound. AGE and BFT were measured from 85 to 
130 kg, and then adjusted to 100 kg. AGE and BFT were 
calculated as follows: AGE = measured age+ (100−
measured weight
)
×
measured age−CF
measured weight  , where CF is a cor-
rection factor (referring to the China National Swine 
Genetic Improvement Program) that is equal to 50.775 
and 46.415 for males and females, respectively; 
BFT = measured backfat thickness + (100−measured
weight
)
×
measured backfat thickness
measured weight−CF  , where CF is equal to 
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− 7.277 and − 9.440 for males and females, respectively. 
For the LM population, records were available for all 
reproduction and production traits, for the XD popula-
tion only NBA and TNB records were available, and for 
the ZX population only production records were 
available.
Derivation of corrected phenotypes
To avoid the double counting problem for parental 
information, corrected phenotypes that were derived 
from pedigree-based estimated breeding values (EBV) 
were used as response variables in GP analyses [8, 12]. 
The model used to estimate EBV is that defined by the 
Center of National Swine Genetic Evaluation of China 
(http://www.cnsge .org.cn/). Pedigree-based EBV and 
genetic parameters for reproduction traits were esti-
mated based on a single-trait repeatability model, which 
was implemented separately for each population. In the 
model, the fixed effect included herd-year-season, in 
which season comprised four levels (1st = December to 
February; 2nd = March to May; 3rd = June to August; 
4th = September to November), and the random effects 
included additive genetic, residual, and permanent 
environment effects. For the production traits, a bivari-
ate animal model was implemented with the fixed effect 
of herd-year-season-sex and the random effects of 
additive genetics, litter, and residual. In total, 141,876 
animals were traced back to construct a pedigree rela-
tionship matrix. Corrected phenotypic values ( yc ) for 
reproduction were calculated as EBV plus the average 
of estimated residuals over parities for a sow, and as 
the EBV plus estimated residual for each individual for 
the production traits. Individuals with an EBV reliabil-
ity lower than 0.3 were removed. The number of geno-
typed animals used in the study is in Table 1. EBV and 
EBV reliability were computed using the DMUAI pro-
cedure in the DMU software [18].
Genotype data and imputation
Whole-genome sequence data on 289 pigs from 6 breeds 
were used as reference data for imputation, comprising 
32 Duroc, 86 Large White, 29 Erhualian, 94 Yorkshire, 
24 China South, and 24 China North pigs. All pigs had 
an average sequencing depth of ~ 25X and were intro-
duced by Yan et al. [19] as a reference panel. SNP calling 
for these individuals was performed following the gen-
eral next-generation sequencing data processing proce-
dures, as described by Yan et al. [19]. After SNP calling, 
46,766,110 SNPs were retained for imputation.
For the animals from the three populations used in 
this study, genomic DNA was extracted from blood sam-
ples using a TIANamp Blood DNA Kit (catalog number 
DP348; Tiangen, Beijing). Genotyping was performed 
using the PorcineSNP80 BeadChip (Illumina, San Diego, 
CA), which includes 68,528 SNPs across the pig genome. 
In total, 6103 pigs, which represented all families as best 
as possible, were genotyped as the target panel for impu-
tation. Furthermore, 22 individuals in the target panel of 
6103 pigs were sequenced (~ 10X) to calculate the gen-
otype concordance rate (CR), which was defined as the 
proportion of genotypes of the imputed variants, which 
were the same as the whole-genome sequence variants.
Imputation from the 80K chip to WGS genotypes was 
performed with Beagle 4.1 [20]. Imputation accuracy was 
assessed by the allelic R-squared measure (AR2) in Beagle, 
which is an estimate of the squared correlation between 
the most probable and the true reference dose. Vari-
ants with a minor allele frequency (MAF) lower than 0.01 
were excluded using the PLINK software (v1.90) [21] and 
only variants located on autosomes were used for further 
analysis, resulting in 56,463 SNPs from the 80K panel, and 
Table 1 Summary of the three Yorkshire populations, numbers of genotyped animals, and estimates of heritability ( h2)
NBA number of piglets born alive, TNB total number of piglets born, AGE days to 100 kg, BFT backfat thickness, N-obs number of individuals/observations
a Yorkshire populations from three Chinese pig breeding farms
Populationa (number  
of animals in the pedigree)
Origin Trait N-obs Birth year Genotyped  
animals
h
2 (SE)
LM (72,998) USA NBA 5907/19,660 2004–2016 1641 0.08 (0.01)
TNB 5907/19,660 1641 0.09 (0.01)
AGE 28,827 2007–2016 1769 0.38 (0.02)
BFT 28,827 1769 0.36 (0.02)
XD (51,964) UK NBA 4842/18,369 2004–2015 762 0.07 (0.01)
TNB 4842/18,369 762 0.07 (0.01)
ZX (16,914) USA AGE 6721 2012–2016 320 0.19 (0.03)
BFT 6721 320 0.24 (0.03)
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18,976,288 SNPs for the imputed whole-genome sequence, 
henceforth referred to as WGS data. The following addi-
tional quality control criteria were used to remove SNPs 
from the WGS data: SNPs with an overall amplification 
of less than 90% and a random pair of SNPs that were in 
high LD with each other  (r2 ≥ 0.9 [22]). After LD pruning, 
4,099,253 SNPs were retained for the WGS data.
Statistical models
Based on the 80K SNP data, the WGS data, and the pruned 
WGS data, three methods were used to predict breed-
ing values using the corrected phenotypes: the GBLUP 
method based on the genomic relationship matrix, the 
single-step GBLUP (ssGBLUP) method with a combined 
pedigree–genomic relationship matrix, and the genomic 
feature BLUP (GFBLUP) method, which included an addi-
tional genomic effect that quantifies the joint effect of a 
group of variants associated with a genomic feature.
GBLUP
The GBLUP [23] model was used to predict the genomic 
EBV (GEBV) of all genotyped individuals:
where yc is the vector of corrected phenotypes, µ is the 
overall mean, 1 is a vector of ones, g is the vector of 
genomic breeding values, following a normal distribution 
of N(0,Gσ 2g  ), where σ 2g  is the additive genetic variance, 
and G is the marker-based genomic relationship matrix 
[23]. Z is an incidence matrix linking g to yc , and e is the 
vector of random errors, following a normal distribution 
of N(0, Iσ 2e  ), where σ 2e  is the residual variance.
ssGBLUP
The ssGBLUP model uses the phenotype information of 
both genotyped and non-genotyped animals in the same 
model as GBLUP, except that yc also contains the cor-
rected phenotype values of the non-genotyped animals, 
and vector g is assumed to follow a normal distribution 
N
(
0,Hσ 2g
)
 . The inverse of H is used in the mixed model 
equations, and is given by this simple form [24–26]:
where A22 represents the submatrix of the pedigree-
based relationship matrix A corresponding to the gen-
otyped animals and, to avoid singularity problems, 
Gw = 0.95Ga + 0.05A22 [27, 28], where Ga is an adjusted 
G according to Christensen et al. [11] to avoid differences 
in scale and location between the elements of G and ele-
ments of A22:
yc = 1µ+ Zg + e,
H−1 =
[
G−1w − A
−1
22 0
0 0
]
+ A−1,
Ga = Gβ+ α.
where α and β are adjustment factors derived from the 
following equations:
where Avg. diag is the average of the diagonal ele-
ments, and Avg. offdiag is the average of the off-diagonal 
elements.
GFBLUP
The GFBLUP [29] model, which uses prior information 
about genomic features, is based on a linear mixed model 
with two random genomic effects:
where yc , 1 , µ and e are the same as in GBLUP, f  is the 
vector of genomic values captured by genetic markers 
associated with a genomic feature of interest, following a 
normal distribution of N(0,Gfσ 2f  ), r is the vector of 
genomic effects captured by the remaining set of genetic 
markers, following a normal distribution N(0,Grσ 2r  ), and 
Z is an incidence matrix that links f  and r to yc . Matrices 
Gf and Gr were constructed in the same way as G , but 
using only the genetic marker set defined by a genomic 
feature, as described in the following, and the remaining 
markers, respectively. Variance components were esti-
mated via the R package EMMREML (v3.1) [30].
Two strategies were used to define genetic markers that 
formed the different classes of genomic features used in 
GFBLUP model analyses. First, the following general lin-
ear model-based association analysis (GLMA) was con-
ducted, as implemented in the MVP software [31]. After 
LD pruning, all WGS variants were tested for association:
where yc , 1 , µ , g , Z and e are the same as in GBLUP, b 
is the additive effect of the variant to be tested for asso-
ciation, and x is the vector of the variant’s genotype indi-
cator variable coded as 0, 1 or 2. The analysis was based 
only on the reference data. Different p value cut-off levels 
 (10−1 to  10−7) were used to assess the statistical signifi-
cance of the effect of individual SNPs. When a SNP was 
determined to be significantly associated with corrected 
phenotypes based on the pre-specified significance cut-
off level, the corresponding genomic region was consid-
ered to define a genomic feature.
Second, we derived genomic features from the sum-
mary statistics of a group of genetic markers located in 
a previously identified QTL region. All QTL for a spe-
cific trait were downloaded from NRSP (National Ani-
mal Genome Research Program), and gene annotation 
information was downloaded from Ensembl (http://www.
Avg. diag(G)β+ α = Avg. diag(A22)
and Avg. offdiag(G)β+ α = Avg. offdiag(A22),
yc = 1µ+ Zf + Zr + e,
yc = 1µ+ Zg + xb+ e,
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ensem bl.org). The markers were grouped according to the 
genomic locations of the QTL region for a specific trait 
category downloaded from the database. The genomic 
region spanned by each individual QTL was standardized 
to three bins of 100, 500 and 1000 kb on each side of the 
QTL midpoint. The SNPs that were mapped to the QTL 
region were considered to define a genomic feature.
Evaluation of the accuracy of genomic prediction
The three methods, GBLUP, ssGBLUP, GFBLUP, were 
compared based on the accuracy of genomic predictions. 
The (ss)GBLUP models based on the 80K SNP panel, 
WGS data, and WGS data after LD pruning were termed 
(ss)GBLUP_80K, (ss)GBLUP_WGS, and (ss)GBLUP_LD, 
respectively. For GFBLUP, the genomic feature matrix 
was constructed based on prior information gained from 
QTL and GWAS strategies, and the results were termed 
GFBLUP_QTL and GFBLUP_GWAS, respectively.
To evaluate the accuracy of genomic prediction, the 
younger LM animals, based on birth dates after Decem-
ber 2013 for reproduction traits and after August 2014 
for production traits, were selected as validation popula-
tions, with sizes of 223 and 270, respectively. Considering 
that, only reproduction records were available from the 
XD population and the small number of genotyped ani-
mals from the ZX population, younger XD animals (born 
after April 2013) were chosen as the validation popula-
tion for reproduction traits, with a size of 196, which 
was similar to the size of the LM validation population. 
The accuracy of genomic prediction was evaluated as 
the correlation between GEBV and yc in the validation 
population. To evaluate the impact of using a combined 
reference population, the accuracy of genomic prediction 
based on the single and combined reference populations 
were compared for the production and reproduction 
traits.
Results
Population structure and genetic parameters
To identify the population structure of the three York-
shire populations, principal component analysis (PCA) 
was performed using the 80K SNP panel. Figure 1 illus-
trates that the genetic backgrounds of the LM and ZX 
populations differed, although both were American York-
shire progeny. Likewise, the XD population was distantly 
related to the LM and ZX groups due to its British origin.
Estimates of heritability of the reproduction and pro-
duction traits in the three Yorkshire populations are in 
Table  1. Heritability estimates for the production traits 
ranged from 0.19 to 0.38 in the LM and ZX populations 
and for reproduction traits they were similar (0.07–0.09) 
in the LM and XD populations.
Genotype imputation accuracy
To assess the imputation accuracy for the imputed vari-
ants, we removed variants with minor allele frequencies 
(MAF) lower than 9.9E−5 and calculated the mean AR2 
and mean CR across the range of MAF for the remain-
ing variants, as shown in Fig.  2. The average CR across 
all variants was 0.92, which is sufficient for further analy-
sis. The AR2 was sensitive to MAF. Variants with a MAF 
lower than 0.15 accounted for ~ 77% of the total num-
ber of variants, and the AR2 was extremely low for vari-
ants with a MAF lower than 0.05. For the variants with 
a MAF higher than 0.15, the AR2 was greater than 80%. 
Fig. 1 Principal component analysis (PCA) for three Yorkshire 
populations. XD, LM and ZX represent three Yorkshire populations 
from three Chinese pig breeding farms; PC1 (3.9%) = first principal 
component (variance explained by PC1 = 3.9%); PC2 (2.1%) = second 
principal component (variance explained by PC2 = 2.1%)
Fig. 2 Imputation accuracy for each minor allele frequency (MAF) 
interval. Genotype concordance rate (CR), which was defined as the 
proportion of genotypes of the imputed variants that were the same 
as the whole-genome sequencing variants. AR2, allelic R-squared 
for consistent variants between imputation and whole-genome 
sequencing. AR2_ALL, allelic R-squared for all imputed variants
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Imputation accuracy was also investigated for each chro-
mosome. As shown in Additional file 1: Figure S1 there 
were no significant differences between chromosomes.
Genomic prediction accuracy
Comparison of the GBLUP method based on different marker 
densities
Genomic relationship matrices for use with GBLUP were 
constructed based on the different marker densities of the 
80K SNP panel, the WGS data, and the WGS data after LD 
pruning. Table  2 presents the accuracy of genomic pre-
diction for the reproduction traits based on the different 
reference populations and the LM validation population. 
For the LM reference population, prediction accura-
cies obtained with GBLUP_80K were 0.453 and 0.450 for 
NBA and TNB and were similar with GBLUP_WGS, i.e. 
0.456 and 0.452, respectively. We found a similar trend 
in accuracies for the XD validation population, as shown 
in Table  3. For the XD reference population, predic-
tion accuracies with GBLUP_80K and GBLUP_WGS 
were almost the same for NBA but slightly decreased 
for TNB from 0.431 with GBLUP_80K to 0.425 with 
GBLUP_WGS. Table 4 presents the accuracy of genomic 
prediction of the production traits for the LM validation 
population. There were no obvious differences in accuracy 
between GBLUP_80K and GBLUP_WGS for the LM ref-
erence population, e.g., the accuracy for AGE was 0.625 
with GBLUP_80K and 0.633 with GBLUP_WGS.
It should be noted that, compared to GBLUP_80K and 
GBLUP_WGS, GBLUP_LD resulted in a higher accu-
racy for all scenarios (Tables 2, 3, 4); improvements were 
on average 1.4 and 1.0% for reproduction traits and 2.2 
Table 2 Accuracy of  genomic prediction for  reproduction 
traits using different reference populations to predict 223 
younger individuals of the LM population
GBLUP_80K genomic BLUP based on the 80K SNP panel; GBLUP_WGS GBLUP 
based on imputed whole-genome sequencing (WGS) data; GBLUP_LD 
GBLUP based on WGS after LD pruning; GFBLUP_QTL genomic feature BLUP 
with a genomic feature matrix constructed based on QTL prior information; 
GFBLUP_GWAS genomic feature BLUP with a genomic feature matrix constructed 
based on GWAS prior information; ssGBLUP_80K, ssGBLUP_WGS, ssGBLUP_LD 
For ssGBLUP, the H matrix was constructed based on the different genomic 
relationship matrices of the 80K chip panel, WGS data and WGS data after 
LD pruning and termed ssGBLUP_80K, ssGBLUP_WGS and ssGBLUP_LD, 
respectively; NBA number of piglets born alive; TNB total number of piglets born
a Yorkshire population LM, XD or LM plus the XD reference population
Reference  seta (size 
of reference population)
Method Trait
NBA TNB
LM (1418) GBLUP_80K 0.453 0.450
GBLUP_WGS 0.456 0.452
GBLUP_LD 0.470 0.464
GFBLUP_QTL 0.473 0.466
GFBLUP_GWAS 0.464 0.459
ssGBLUP_80K 0.649 0.664
ssGBLUP_WGS 0.641 0.658
ssGBLUP_LD 0.662 0.679
LM+XD (2180) GBLUP_80K 0.459 0.460
GBLUP_WGS 0.467 0.468
GBLUP_LD 0.478 0.479
GFBLUP_QTL 0.478 0.471
GFBLUP_GWAS 0.462 0.455
ssGBLUP_80K 0.646 0.664
ssGBLUP_WGS 0.648 0.667
ssGBLUP_LD 0.668 0.686
XD (762) GBLUP_80K 0.026 − 0.016
GBLUP_WGS 0.042 − 0.001
GBLUP_LD 0.050 0.028
GFBLUP_QTL − 0.017 − 0.058
GFBLUP_GWAS − 0.008 − 0.009
Table 3 Accuracy of  genomic prediction for  reproduction 
traits using different reference populations to predict 196 
younger individuals of the XD population
GBLUP_80K genomic BLUP based on the 80K SNP panel; GBLUP_WGS GBLUP 
based on imputed whole-genome sequencing (WGS) data; GBLUP_LD 
GBLUP based on WGS after LD pruning; GFBLUP_QTL genomic feature BLUP 
with a genomic feature matrix constructed based on QTL prior information; 
GFBLUP_GWAS genomic feature BLUP with a genomic feature matrix constructed 
based on GWAS prior information; ssGBLUP_80K, ssGBLUP_WGS, ssGBLUP_LD 
For ssGBLUP, the H matrix was constructed based on the different genomic 
relationship matrices of the 80K chip panel, WGS data and WGS data after 
LD pruning and termed ssGBLUP_80K, ssGBLUP_WGS and ssGBLUP_LD, 
respectively; NBA number of piglets born alive; TNB total number of piglets born
a Yorkshire population LM, XD or LM plus the XD reference population
Reference  seta (size 
of reference population)
Method Trait
NBA TNB
XD (566) GBLUP_80K 0.392 0.431
GBLUP_WGS 0.390 0.425
GBLUP_LD 0.396 0.435
GFBLUP_QTL 0.398 0.435
GFBLUP_GWAS 0.378 0.425
ssGBLUP_80K 0.441 0.465
ssGBLUP_WGS 0.439 0.457
ssGBLUP_LD 0.440 0.462
LM+XD (2207) GBLUP_80K 0.387 0.439
GBLUP_WGS 0.407 0.454
GBLUP_LD 0.403 0.455
GFBLUP_QTL 0.407 0.458
GFBLUP_GWAS 0.429 0.494
ssGBLUP_80K 0.451 0.480
ssGBLUP_WGS 0.455 0.481
ssGBLUP_LD 0.453 0.483
LM (1641) GBLUP_80K 0.121 0.214
GBLUP_WGS 0.204 0.275
GBLUP_LD 0.152 0.228
GFBLUP_QTL 0.163 0.232
GFBLUP_GWAS 0.221 0.282
Page 7 of 13Song et al. Genet Sel Evol           (2019) 51:58 
and 1.0% for production traits, respectively. The highest 
increase was 3.3% for AGE with GBLUP_LD compared to 
GBLUP_80K for the LM+ZX reference population and 
the LM validation population. This result indicates that 
pruning SNPs that are in complete or high LD with other 
SNPs is an effective strategy to reduce the number of 
uninformative markers and increase the prediction accu-
racy with WGS data.
Accuracy of GFBLUP methods with preselection and prior 
biological information
To evaluate the effect of including prior information, 
GFBLUP methods with preselection and prior biology 
strategies were compared with GBLUP_WGS and other 
methods. Prediction accuracies differed for different 
QTL lengths or GWAS p values used for GFBLUP (see 
Additional file  2: Table  S1, Additional file  3: Table  S2, 
Additional file  4: Table  S3, Additional file  5: Table  S4, 
Additional file  6: Table  S5, Additional file  7: Table  S6, 
Additional file  8: Table  S7, Additional file  9: Tables S8]. 
The best results for GFBLUP are in Tables 2, 3 and 4. In 
the scenario in which a single population was used as the 
reference population, the accuracy of genomic predic-
tion increased by on average 1.1 and 1.5% for GFBLUP_
QTL and GFBLUP_GWAS, respectively, compared to 
GBLUP_WGS (Tables 2, 3 and 4), although in some sce-
narios, accuracy did not increase or slightly decreased, 
e.g., with the XD reference and validation population 
for NBA, prediction accuracies were 0.390 and 0.378 
for GBLUP_WGS and GFBLUP_GWAS, respectively 
(Table  3). Therefore, preselection of variants that might 
be causal on the basis of prior biological knowledge (e.g., 
Gene Ontology and pathway) may be key to improving 
prediction accuracy.
Accuracy of ssGBLUP
In this study, the genomic relationship matrix H for ssG-
BLUP was based on the same marker densities as those 
used for GBLUP. Among the three approaches (GBLUP, 
GFBLUP and ssGBLUP) used to predict genomic breed-
ing values, ssGBLUP performed best. For the LM vali-
dation population in Table 2, the accuracy of prediction 
obtained by ssGBLUP ranged from 0.641 to 0.686 for 
NBA and TNB. Averaged across the two traits, ssGB-
LUP yielded a 20.1% higher accuracy than GBLUP and a 
19.3% higher accuracy than GFBLUP for a given scenario. 
A similar trend was also found for the XD validation 
population for reproduction traits and for the LM vali-
dation population for production traits (Tables 3 and 4). 
As shown in Table 3, on average, ssGBLUP had a 4.1 and 
3.1% higher accuracy than GBLUP and GFBLUP, respec-
tively. The size of the increase in accuracy from using 
ssGBLUP was small, which could be due to the small 
number of genotyped animals (the XD reference popu-
lation included 556 animals). In addition, with the XD 
reference population, accuracy was on average slightly 
higher for GFBLUP_GWAS (0.494) than for ssGBLUP 
(0.481) with the LM+XD reference population (Table 3). 
Table  4 presents the accuracy of genomic prediction 
for production traits with ssGBLUP. Among the three 
genomic prediction methods used, ssGBLUP on average 
yielded a 17.0 and 16.4% higher accuracy than GBLUP 
and GFBLUP, respectively.
The accuracies of prediction obtained with ssGBLUP 
when different marker densities were used for the con-
struction of H were also compared, as shown in Tables 2, 
3 and 4. For most scenarios, ssGBLUP_LD performed 
better than ssGBLUP_80K and ssGBLUP_WGS for both 
Table 4 Accuracy of  genomic prediction for  production 
traits using different reference populations to predict 270 
younger individuals of the LM population
GBLUP_80K genomic BLUP based on the 80K SNP panel; GBLUP_WGS GBLUP 
based on imputed whole-genome sequencing (WGS) data; GBLUP_LD 
GBLUP based on WGS after LD pruning; GFBLUP_QTL genomic feature BLUP 
with a genomic feature matrix constructed based on QTL prior information; 
GFBLUP_GWAS genomic feature BLUP with a genomic feature matrix constructed 
based on GWAS prior information; ssGBLUP_80K, ssGBLUP_WGS, ssGBLUP_LD 
For ssGBLUP, the H matrix was constructed based on the different genomic 
relationship matrices of the 80K chip panel, WGS data and WGS data after 
LD pruning and termed ssGBLUP_80K, ssGBLUP_WGS and ssGBLUP_LD, 
respectively; AGE days to 100 kg; BFT backfat thickness
a Yorkshire population of LM, ZX or LM plus the ZX reference population
Reference  seta (size 
of reference population)
Method Trait
AGE BFT
LM (1499) GBLUP_80K 0.625 0.432
GBLUP_WGS 0.633 0.436
GBLUP_LD 0.642 0.445
GFBLUP_QTL 0.642 0.444
GFBLUP_GWAS 0.640 0.444
ssGBLUP_80K 0.739 0.677
ssGBLUP_WGS 0.738 0.663
ssGBLUP_LD 0.745 0.671
LM+ZX (1819) GBLUP_80K 0.615 0.431
GBLUP_WGS 0.636 0.443
GBLUP_LD 0.648 0.454
GFBLUP_QTL 0.638 0.443
GFBLUP_GWAS 0.635 0.452
ssGBLUP_80K 0.737 0.677
ssGBLUP_WGS 0.739 0.664
ssGBLUP_LD 0.746 0.673
ZX (320) GBLUP_80K 0.028 0.067
GBLUP_WGS 0.098 0.111
GBLUP_LD 0.164 0.142
GFBLUP_QTL 0.164 0.144
GFBLUP_GWAS 0.124 0.119
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the reproduction and production traits. However, ssG-
BLUP_LD performed almost as well as ssGBLUP_80K 
and ssGBLUP_WGS with the XD validation population 
(Table 3). Furthermore, in the scenarios that used the LM 
and LM+ZX reference populations, the accuracy of ssG-
BLUP_LD was slightly lower than that of ssGBLUP_80K 
for the production traits (Table 4).
Impact of the combined reference population on accuracy 
of genomic prediction
Our main objective was to investigate how much the 
accuracy of genomic prediction can increase by using 
combined populations with different genetic back-
grounds and WGS data instead of lower-density marker 
panels. For the reproduction traits with the LM valida-
tion population (Table  2), the accuracy of genomic pre-
dictions based on GBLUP_80K increased slightly from 
0.453 and 0.450 to 0.459 and 0.460 for NBA and TNB, 
respectively, when the reference population was enlarged 
from only the LM population to the admixed population 
LM+XD. Corresponding average increases in accuracy 
were 1.4 and 1.2% for GBLUP_WGS and GBLUP_LD, 
respectively. For the same scenarios, the accuracy of 
prediction was not improved or decreased slightly when 
combining the reference populations for ssGBLUP_80K 
for NBA and TNB, while both GBLUP_WGS and 
GBLUP_LD yielded approximately 1% higher accuracy 
with the combined reference population. For the XD 
validation population (Table  3), prediction accuracy 
for NBA and TNB decreased or slightly increased for 
GBLUP with the combined reference population based 
on the low-density marker panel. However, when WGS 
data were used, prediction accuracy on average improved 
by 2.3 and 1.4% for NBA and TNB with GBLUP_WGS 
and GBLUP_LD, respectively. For ssGBLUP, average 
prediction accuracy for NBA and TNB increased when 
combining reference populations, by 1.3, 2, and 1.7% 
for ssGBLUP_80  K, ssGBLUP_WGS, and ssGBLUP_LD, 
respectively. The improvement in prediction accuracy 
from combining reference populations was greater for 
the WGS data than for the 80K SNP panel.
For production traits, prediction accuracy for AGE 
and BFT based on the combined reference population 
LM+ZX compared to the single reference population 
LM decreased for GBLUP based on the 80K SNP panel 
(Table 4). However, when WGS data were used, predic-
tion accuracy increased, although the increase was small, 
at approximately 1%, for GBLUP_WGS and GBLUP_LD. 
A similar trend was also found for ssGBLUP, where a 
small advantage was obtained when WGS data were used 
compared to the 80K marker panel. The reason for the 
small advantage of the combined reference population 
for production traits may be because the LM population 
was already large, and the small size of the ZX population 
did not provide much additional information.
Tables  2, 3 and 4 show that there was no advantage 
from using the combined population genomic predic-
tion for the GFBLUP method. For the reproduction traits 
with the LM validation population, as shown in Table 2, 
similar prediction accuracies were obtained with the sin-
gle and the combined reference population. However, 
for the XD validation population (see Table 3), the accu-
racy of genomic prediction with GFBLUP increased for 
reproduction traits when using the combined LM + XD 
reference population compared to using the XD popu-
lation alone. For the production traits (see Table 4), the 
accuracy of genomic prediction decreased slightly with 
the combined reference population, except that the 
accuracy for BFT increased from 0.444 to 0.452 with 
GFBLUP_GWAS.
We also performed genomic prediction across popula-
tions with different genetic backgrounds. When the XD 
population was used for genomic prediction of reproduc-
tion traits in LM (see Table 2), i.e. when no animals from 
the LM population were included in the reference popu-
lation, prediction accuracies obtained with GBLUP_80K 
were as low as 0.026 and − 0.016 for NBA and TNB, 
respectively. However, GBLUP_WGS and GBLUP_LD 
yielded a 1.6 (1.5) and 2.4% (4.4%) higher accuracy, 
respectively, for this scenario than GBLUP_80K for NBA 
(TNB), while GFBLUP yielded a lower accuracy than 
GBLUP_80K. Likewise, when using LM to predict XD, 
the accuracy of prediction obtained with GBLUP_80K 
was 0.121 and 0.214 for NBA and TNB, respectively, and 
increased with GBLUP_WGS and GBLUP_LD. For the 
production traits (see Table  4), when using ZX to pre-
dict LM, a higher prediction accuracy was also obtained 
for all scenarios when WGS data were used than when 
the 80K SNP panel was used, which further supports the 
advantage of using WGS data in combined population 
genomic prediction.
Discussion
Impact of marker density on accuracy of genomic 
prediction
In this study, we investigated the accuracy of genomic 
prediction based on imputed WGS data versus a 
medium-density SNP panel using real pig data. In the-
ory, using WGS data in genomic prediction is expected 
to lead to higher predictive ability, because WGS data 
include most of the causal mutations that influence traits 
of interest, and prediction is much less limited by LD 
between SNPs and causal mutations [32, 33]. In addi-
tion, simulation studies suggested that WGS data could 
improve the accuracy of genomic prediction within a 
population by as much as 40%, depending on the trait, 
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statistical method, and MAF of the causal mutations 
affecting the traits [17, 34]. However, we observed no 
increase in accuracy when imputed sequence data was 
used for within-population prediction compared to 
50K or 80K SNP data. An example is the genomic predic-
tion of reproduction and production traits when both the 
reference and validation populations were from LM, (see 
Tables 2 and 4), and we observed an even lower accuracy 
with imputed sequence data than with the 80K SNP chip 
for TNB within the XD population (see Table 3). Similar 
results were reported for feed efficiency component traits 
in Duroc pigs [8], backfat thickness in pigs [35], and body 
conformation traits in Chinese Holsteins using imputed 
HD data [36].
When using imputed WGS data for genomic predic-
tion, several factors can affect accuracy of resulting 
predictions:
(1) Genotype imputation accuracy. In the current 
study, we obtained a high average imputation accu-
racy of 0.92 from 80K to WGS. However, poten-
tial imputation errors are difficult to detect, which 
affects the accuracy of genomic prediction. van 
Binsbergen et  al. [7] reported that the predictive 
accuracy was lower with imputed HD array data 
than with genotyped HD array data for a population 
of more than 5000 Holstein-Friesian cattle. Cur-
rently, sequencing all individuals in a population is 
not realistic. Thus, to benefit from the advantage of 
using WGS data instead of high-density genotype 
data for genomic prediction, it is necessary to target 
a large training set with a small average relationship 
between animals to increase imputation accuracy 
[37].
(2) LD pruning of WGS data. One basic assumption 
of GS is that each QTL is in LD with at least one 
SNP; thus, SNPs that are distributed across the 
whole genome can explain most of the genetic vari-
ance [1]. However, when two SNPs are in high LD, 
their genotypic information is redundant and only 
one is necessary to represent the variation in neigh-
boring regions, especially for WGS data. Too many 
SNPs with high LD may introduce noise and result 
in biased genomic prediction. Based on our results, 
pruning SNPs that are in complete or high LD with 
other SNPs is an effective strategy to improve the 
accuracy of genomic prediction, as higher accuracy 
was obtained with GBLUP and ssGBLUP for almost 
all the scenarios (Tables 2, 3 and 4) when high LD 
SNPs ( r2 > 0.9) were removed from the WGS data. 
Removing uninformative SNPs also decreased the 
computational demand for the construction of the 
G matrix. Similar results were obtained in Holstein-
Friesian bulls with an LD threshold for pruning of 
0.9 [22].
(3) Preselection and prior biology of sequence variants. 
WGS data are expected to capture genetic variation 
more completely than SNP panels, but the direct 
use of WGS data did not yield an advantage in our 
study. Many studies have demonstrated that adding 
significant markers derived from HD marker panels 
or sequence data into medium (50K or 80K) density 
panel data can improve the accuracy of genomic 
prediction [9, 36, 38], since it treats significant 
SNPs as genomic features (as in GFBLUP, which 
is discussed below). However, in this study, accu-
racy did not increase by adding preselected GWAS 
markers from the WGS data to the 80K SNP panel 
(results not shown), which agrees with the results 
of Veerkamp et  al. [39] and Calus et  al. [22]. The 
lack of improvement in accuracy may be due to the 
genetic architecture of the trait or the limited ability 
to correctly estimate QTL.
Comparison of methods of genomic prediction
In this study, three different methods, GBLUP, ssGBLUP 
and GFBLUP, were compared. To date, the use of GFB-
LUP and ssGBLUP with WGS data in pigs has rarely 
been investigated. The ssGBLUP model uses a combined 
genotype-pedigree relationship matrix [24, 25], and in 
this study, all ungenotyped animals were added to con-
struct the H matrix. As expected, ssGBLUP performed 
better than GBLUP and GFBLUP for all scenarios, which 
is consistent with other reports [6, 12]. Our results show 
that ssGBLUP did not yield a higher accuracy of genomic 
prediction with WGS data than with the 80K SNP panel 
in the same scenarios. The possible reason is that the A 
matrix portion of the construction of the H matrix was 
the same, and that the other part of the genomic relation-
ship matrix was based on the 80K SNP panel and WGS, 
whereas increasing the number of markers used for pre-
diction to the WGS level does not increase the accuracy, 
as discussed above.
In this study, we investigated the efficiency of GFBLUP 
based on two sources of additional information: incor-
porating prior knowledge of QTL from the literature 
(GFBLUP_QTL) and including significant SNPs obtained 
from GWAS (GFBLUP_GWAS) as known genomic fea-
tures. Our results indicate that GFBLUP yielded approx-
imately 1 to 2% higher accuracy than GBLUP based on 
the WGS data for the reproduction and production traits 
(see Tables 2, 3 and 4). This is consistent with other stud-
ies [29, 40]. Fang et al. [40] reported that the accuracy of 
genomic prediction was marginally improved (approxi-
mately 3%) with GFBLUP compared to standard GBLUP 
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when using imputed sequence variants in Holstein and 
Jersey cattle. The advantage of GFBLUP over GBLUP 
is attributed mainly to the fact that GFBLUP allows the 
assignment of different weights to the genomic vari-
ants in the different genomic relationship based on their 
estimated genomic parameters, which can better fit the 
genetic architecture of the trait [29, 40]. However, GFB-
LUP was not superior to GBLUP for all scenarios, e.g., for 
prediction within the XD population, prediction accura-
cies for NBA were 0.390 and 0.378 with GBLUP_WGS 
and GFBLUP_GWAS, respectively (Table 3). The imper-
fect imputation of WGS variants may be a factor that 
limits the predictive ability of GFBLUP, as noted in other 
studies [29, 41].
Genomic features based on published QTL includes 
non-causal markers, and the genetic architecture of com-
plex traits is currently poorly revealed by GWAS, owing 
to the many individually undetectable QTL with small 
to moderate effects [42], which could affect the predic-
tive ability of GFBLUP. Furthermore, the model may be 
trait-specific, e.g., the total heritability of a trait and the 
number of markers per genomic feature differ by trait, 
which can cause variation in the accuracy of genomic 
prediction (see Additional files 2 to 9: Tables S1 to S8). 
Moreover, published QTL are not available for some 
traits (e.g., farrowing interval of sows), and prior QTL 
information is far from complete for most traits of inter-
est. All these factors limit the use of GFBLUP with pub-
licly available QTL data. The number of SNPs in genomic 
features obtained by using QTLdb or GWAS affects the 
estimate of the genomic feature variance, as shown in 
Additional files 2 to 9: Tables S1 to S8. The prediction 
accuracy of GFBLUP is influenced both by the genomic 
variance explained by the genomic features and by the 
number of noisy SNPs that are present in each feature. In 
addition, any errors in estimates of variance components 
will reduce prediction accuracy, because using incorrect 
variance components results in the genomic relationships 
not being used for prediction in an optimal manner [43].
However, our results indicated that GFBLUP had 
no advantage for genomic prediction in the combined 
population compared to single-population genomic 
prediction, e.g., as shown in Table  2, for the LM vali-
dation population, the accuracy of GS for TNB with 
GFBLUP_GWAS decreased from 0.459 for the LM ref-
erence population to 0.455 for the combined LM+XD 
reference population. Furthermore, GFBLUP_QTL 
did not increase accuracy of prediction for the com-
bined LM+XD reference population compared to the 
LM reference population, which could be caused by 
non-persistent associations between SNPs and QTL or 
inconsistent LD patterns between SNPs and QTL across 
populations. Thus, the same genomic feature matrix in a 
single population for GFBLUP should not be used for the 
combined population.
Combined-population genomic prediction based on WGS 
data
Reference population size and relationships between the 
reference and validation populations are key factors for 
the accuracy of genomic prediction. Generally, the accu-
racy of genomic prediction increases with increasing ref-
erence population size [44]. However, assembling a large 
reference population is challenging due to the relatively 
small population sizes of some breeds or farms. Com-
bining populations into one common reference popula-
tion has been very useful for genomic prediction, e.g., 
in dairy and beef cattle [2, 3, 13, 14]. In this study, we 
assessed the advantage of a combined reference popula-
tion for genomic prediction. Our previous investigation 
showed that the combined reference population in pigs 
did not have an advantage over a single population in 
all scenarios and even performed more poorly with the 
80K SNP panel [6]. This was confirmed by our findings 
in this study, which enlarged the genotyped population 
compared to our previous investigation (Tables 2, 3 and 
4). This phenomenon was also reported in other studies 
[4, 15, 45] and can be due to three factors: (1) inconsist-
ent LD between SNPs and QTL across populations in the 
SNP-chip panel [15, 44]; (2) an increase in the genetic 
distance between individuals of the reference and vali-
dation populations, resulting in lower accuracy for the 
combined reference population [46]; and (3) differences 
in allele substitution effects between populations, result-
ing in differences in the components of that variance 
in terms of the contribution of each QTL, which could 
impact prediction in the combined population [47].
However, our results also indicated that the accuracy 
of genomic prediction increased by 1 to 2.4% and by 
1% when using WGS data instead of the 80K SNP panel 
with GBLUP and ssGBLUP, respectively, in all scenarios 
(Tables  2, 3 and 4). Iheshiulor et  al. [17] also reported 
that the use of WGS data was especially beneficial for 
multibreed prediction. This improvement is mainly due 
to improvements in the three factors discussed above. 
For example, when calculating the G-matrix based on the 
LM and XD populations, the number of genomic rela-
tionships between the two populations that are greater 
than 0.1 increased from 741 for the 80K SNP panel to 
21,310 for the WGS data. Hayes et  al. [33] also noted 
that the main reason for the benefit of WGS data in com-
bined populations and across populations was that the 
presence of QTL in the WGS data increased the prob-
ability of picking up similar QTL that segregate between 
populations.
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However, the size of the increase in accuracy from using 
WGS was still small. Several other sources of improve-
ment could be explored: (1) incorporating imputation 
accuracy into genomic prediction models by weighting 
all SNPs with imputation accuracy of AR2 for the con-
struction of the G matrix; (2) using two Bayesian meth-
ods of split-and-merge Bayesian variable selection [22] 
and BayesR to drop variants with a small effect [48] for 
the combined population prediction to fit the model and 
reduce the computing time, since the Bayesian method 
can theoretically capture all the variants provided by 
the WGS data; (3) using an LD-adjusted kinship matrix 
instead of a standard kinship matrix in genomic predic-
tion models to eliminate the biases due to overestimation 
in regions of strong LD and underestimation in regions 
of low LD, as described by Speed et al. [49]; and (4) using 
a multitrait model for genomic prediction in multipopu-
lation reference populations, in which the same trait in 
different populations is considered as a different trait. For 
populations with similar genetic backgrounds, i.e., for 
which genetic relationships between populations are suf-
ficient, another advantage of using a multitrait approach 
is that it accounts for potential genotype-by-environment 
interactions (G × E) to improve the accuracy of genomic 
prediction [50, 51]. For multitrait GBLUP, a multipopula-
tion genomic relationship matrix can be used to account 
for the genetic relationships between populations [52]. 
However, it might not be possible to apply multitrait ssG-
BLUP if there is little or no pedigree relationship between 
populations. In addition, the computational demand 
of the multitrait approach will increase rapidly with an 
increase in the number of populations, as more (co)vari-
ance components will have to be estimated, and it will 
be more difficult to converge. However, the efficiency of 
these approaches in actual genome prediction requires 
further investigation.
Conclusions
The use of WGS data holds potential to increase the 
accuracy of combined-population genomic prediction, 
and ssGBLUP performed best in all scenarios. How-
ever, WGS is still much more expensive than SNP-chip 
assays; thus, a more acceptable approach is to sequence 
a subset of a population as a reference panel to perform 
genotype imputation with high accuracy. Our results 
showed that simply increasing the number of markers 
used for prediction to the WGS level does not increase 
the accuracy of single-population prediction, while 
pruning WGS data and using GFBLUP based on prior 
information could yield higher accuracy than predic-
tion based on a SNP panel.
Supplementary information
Supplementary information accompanies this paper at https ://doi.
org/10.1186/s1271 1-019-0500-8.
Additional file 1: Figure S1. Imputation accuracy across chromosomes.
Additional file 2: Tables S1. Accuracy of genomic prediction for days to 
100 kg (AGE) with different QTL lengths as prior information in GFBLUP.
Additional file 3: Tables S2. Accuracy of genomic prediction for backfat 
thickness (BFT) with different QTL lengths as prior information in GFBLUP.
Additional file 4: Tables S3. Accuracy of genomic prediction for number 
of piglets born alive (NBA) with different QTL lengths as prior information 
in GFBLUP.
Additional file 5: Tables S4. Accuracy of genomic prediction for total 
number of piglets born (TNB) with different QTL lengths as prior informa-
tion in GFBLUP.
Additional file 6: Tables S5. Accuracy of genomic prediction for days 
to 100 kg (AGE) with different p values of GWAS as prior information in 
GFBLUP.
Additional file 7: Tables S6. Accuracy of genomic prediction for backfat 
thickness (BFT) with different p values of GWAS as prior information in 
GFBLUP.
Additional file 8: Tables S7. Accuracy of genomic prediction for number 
of piglets born alive (NBA) with different p values of GWAS as prior infor-
mation in GFBLUP.
Additional file 9: Tables S8. Accuracy of genomic prediction for total 
number of piglets born (TNB) with different p values of GWAS as prior 
information in GFBLUP.
Acknowledgements
The authors are grateful to Dr. Zhiyan Zhang (Jiangxi Agricultural University) 
who provided help on genotype imputation.
Authors’ contributions
XDD designed the experiments. HLS performed statistical analysis and wrote 
the manuscript. SPY performed the calculation of GFBLUP method and made 
substantial contribution to the results interpretation. YFJ contributed materi-
als and genotype imputation. QZ, XDD and ZZ revised the manuscript. All 
authors read and approved the final manuscript.
Funding
This work was supported by the grants from the earmarked fund for China 
Agriculture Research System (CARS-35), the National Natural Science Founda-
tion of China (31671327 and 31772556), the Program for Changjiang Scholar 
and Innovation Research Team in University (Grant No. IRT_15R621), Major 
Project of Selection for New Livestock and Poultry Breeds of Zhejiang Province 
(2016C02054-5) and Beijing Innovation Consortium of Agriculture Research 
System (BAIC02-2016).
Availability of data and materials
The datasets used during the current study are available from the correspond-
ing author on reasonable request.
Consent for publication
Not applicable.
Competing interests
The authors declare that they have no competing interests.
Author details
1 Key Laboratory of Animal Genetics and Breeding of Ministry of Agriculture, 
National Engineering Laboratory of Animal Breeding, College of Animal Sci-
ence and Technology, China Agricultural University, Beijing, China. 2 Guang-
dong Provincial Key Lab of Agro-Animal Genomics and Molecular Breeding, 
National Engineering Research Centre for Breeding Swine Industry, College 
Page 12 of 13Song et al. Genet Sel Evol           (2019) 51:58 
of Animal Science, South China Agricultural University, Guangzhou, Guang-
dong, China. 3 Shandong Provincial Key Laboratory of Animal Biotechnology 
and Disease Control and Prevention, Shandong Agricultural University, Taian, 
China. 
Received: 3 April 2019   Accepted: 7 October 2019
References
 1. Meuwissen THE, Hayes BJ, Goddard ME. Prediction of total genetic value 
using genome-wide dense marker maps. Genetics. 2001;157:1819–29.
 2. Lund MS, Roos AP, Vries AG, Druet T, Ducrocq V, Fritz S, et al. A common 
reference population from four European Holstein populations increases 
reliability of genomic predictions. Genet Sel Evol. 2011;43:43.
 3. VanRaden PM, Van Tassell CP, Wiggans GR, Sonstegard TS, Schnabel RD, 
Taylor JF, et al. Invited review: reliability of genomic predictions for North 
American Holstein bulls. J Dairy Sci. 2009;92:16–24.
 4. Erbe M, Hayes BJ, Matukumalli LK, Goswami S, Bowman PJ, Reich CM, 
et al. Improving accuracy of genomic predictions within and between 
dairy cattle breeds with imputed high-density single nucleotide poly-
morphism panels. J Dairy Sci. 2012;95:4114–29.
 5. Pryce JE, Gredler B, Bolormaa S, Bowman PJ, Egger-Danner C, Fuerst C, 
et al. Short communication: genomic selection using a multi-breed, 
across-country reference population. J Dairy Sci. 2011;94:2625–30.
 6. Song H, Zhang J, Jiang Y, Gao H, Tang S, Mi S, et al. Genomic prediction 
for growth and reproduction traits in pig using an admixed reference 
population. J Anim Sci. 2017;95:3415–24.
 7. van Binsbergen R, Calus MP, Bink MC, van Eeuwijk FA, Schrooten C, 
Veerkamp RF. Genomic prediction using imputed whole-genome 
sequence data in Holstein Friesian cattle. Genet Sel Evol. 2015;47:71.
 8. Zhang C, Kemp RA, Stothard P, Wang ZQ, Boddicker N, Krivushin K, et al. 
Genomic evaluation of feed efficiency component traits in Duroc pigs 
using 80K, 650K and whole-genome sequence variants. Genet Sel Evol. 
2018;50:14.
 9. Brondum RF, Su G, Janss L, Sahana G, Guldbrandtsen B, Boichard D, 
et al. Quantitative trait loci markers derived from whole genome 
sequence data increases the reliability of genomic prediction. J Dairy Sci. 
2015;98:4107–16.
 10. Ni G, Cavero D, Fangmann A, Erbe M, Simianer H. Whole-genome 
sequence-based genomic prediction in laying chickens with different 
genomic relationship matrices to account for genetic architecture. Genet 
Sel Evol. 2017;49:8.
 11. Christensen OF, Madsen P, Nielsen B, Ostersen T, Su G. Single-step meth-
ods for genomic evaluation in pigs. Animal. 2012;6:1565–71.
 12. Guo X, Christensen OF, Ostersen T, Wang Y, Lund MS, Su G. Improving 
genetic evaluation of litter size and piglet mortality for both genotyped 
and nongenotyped individuals using a single-step method. J Anim Sci. 
2015;93:503–12.
 13. Chen L, Vinsky M, Li C. Accuracy of predicting genomic breeding values 
for carcass merit traits in Angus and Charolais beef cattle. Anim Genet. 
2015;46:55–9.
 14. Rolf MM, Garrick DJ, Fountain T, Ramey HR, Weaber RL, Decker JE, et al. 
Comparison of Bayesian models to estimate direct genomic values in 
multi-breed commercial beef cattle. Genet Sel Evol. 2015;47:23.
 15. Hayes BJ, Bowman PJ, Chamberlain AC, Verbyla K, Goddard ME. Accuracy 
of genomic breeding values in multi-breed dairy cattle populations. 
Genet Sel Evol. 2009;41:51.
 16. Raymond B, Bouwman AC, Schrooten C, Houwing-Duistermaat J, 
Veerkamp RF. Utility of whole-genome sequence data for across-breed 
genomic prediction. Genet Sel Evol. 2018;50:27.
 17. Iheshiulor OOM, Woolliams JA, Yu X, Wellmann R, Meuwissen THE. Within- 
and across-breed genomic prediction using whole-genome sequence 
and single nucleotide polymorphism panels. Genet Sel Evol. 2016;48:15.
 18. Madsen P, Jensen J. A user’s guide to DMU. A package for analyzing 
multivariate mixed models. Version 6 release 5.2. 2017. http://dmu.agrsc 
i.dk/DMU/Doc/Curre nt/dmuv6 _guide 5.2.pdf. Accessed 10 Sept 2017.
 19. Yan G, Qiao RM, Zhang F, Xin WS, Xiao SJ, Huang T, et al. Imputation-
based whole-genome sequence association study rediscovered the miss-
ing QTL for lumbar number in Sutai pigs. Sci Rep. 2017;7:615.
 20. Browning BL, Browning SR. A unified approach to genotype imputation 
and haplotype-phase inference for large data sets of trios and unrelated 
individuals. Am J Hum Genet. 2009;84:210–23.
 21. Chang CC, Chow CC, Tellier LCAM, Vattikuti S, Purcell SM, Lee JJ. Second-
generation PLINK: rising to the challenge of larger and richer datasets. 
Gigascience. 2015;4:7.
 22. Calus MPL, Bouwman AC, Schrooten C, Veerkamp RF. Efficient genomic 
prediction based on whole-genome sequence data using split-and-
merge Bayesian variable selection. Genet Sel Evol. 2016;48:49.
 23. VanRaden PM. Efficient methods to compute genomic predictions. J 
Dairy Sci. 2008;91:4414–23.
 24. Legarra A, Aguilar I, Misztal I. A relationship matrix including full pedigree 
and genomic information. J Dairy Sci. 2009;92:4656–63.
 25. Christensen OF, Lund MS. Genomic prediction when some animals are 
not genotyped. Genet Sel Evol. 2010;42:2.
 26. Aguilar I, Misztal I, Tsuruta S, Wiggans GR, Lawlor TJ. Multiple trait genomic 
evaluation of conception rate in Holsteins. J Dairy Sci. 2011;94:2621–4.
 27. Lourenco DAL, Misztal I, Tsuruta S, Aguilar I, Ezra E, Ron M, et al. Methods 
for genomic evaluation of a relatively small genotyped dairy population 
and effect of genotyped cow information in multiparity analyses. J Dairy 
Sci. 2014;97:1742–52.
 28. Aguilar I, Misztal I, Johnson DL, Legarra A, Tsuruta S, Lawlor TJ. Hot topic: 
a unified approach to utilize phenotypic, full pedigree, and genomic 
information for genetic evaluation of Holstein final score. J Dairy Sci. 
2010;93:743–52.
 29. Edwards SM, Sørensen IF, Sarup P, Mackay TF, Sørensen P. Genomic 
prediction for quantitative traits is improved by mapping variants 
to gene ontology categories in Drosophila melanogaster. Genetics. 
2016;203:1871–83.
 30. Akdemir D, Okeke U. EMMREML: Fitting mixed models with known 
covariance structures. R package version 3.1. 2015. https ://CRAN.R-proje 
ct.org/packa ge=EMMRE ML. Accessed 22 Jul 2015.
 31. Klarin D, Damrauer SM, Cho K, Sun YV, Teslovich TM, Honerlaw J, et al. 
Genetics of blood lipids among ~ 300,000 multi-ethnic participants of the 
Million Veteran Program. Nat Genet. 2018;50:1514–23.
 32. Meuwissen T, Goddard M. Accurate prediction of genetic values for com-
plex traits by whole-genome resequencing. Genetics. 2010;185:623–31.
 33. Hayes BJ, MacLeod IM, Daetwyler HD, Bowman PJ, Chamberlain AJ, 
Vander Jagt CJ, et al. Genomic prediction from whole genome sequence 
in livestock: the 1000 bull genomes project. In: Proceedings of the 10th 
world congress on genetics applied to livestock production: 17–22 
August 2014. Vancouver; 2014.
 34. Druet T, Macleod IM, Hayes BJ. Toward genomic prediction from 
whole-genome sequence data: impact of sequencing design on 
genotype imputation and accuracy of predictions. Heredity (Edinb). 
2014;112:39–47.
 35. Perez-Enciso M, Forneris N, de Los Campos G, Legarra A. Evaluating 
sequence-based genomic prediction with an efficient new simulator. 
Genetics. 2017;205:939–53.
 36. Song H, Li L, Ma P, Zhang S, Su G, Lund MS, et al. Short communication: 
improving the accuracy of genomic prediction of body conformation 
traits in Chinese Holsteins using markers derived from high-density 
marker panels. J Dairy Sci. 2018;101:5250–4.
 37. Ma P, Lund MS, Ding X, Zhang Q, Su G. Increasing imputation and predic-
tion accuracy for Chinese Holsteins using joint Chinese-Nordic reference 
population. J Anim Breed Genet. 2014;131:462–72.
 38. VanRaden PM, Null DJ, Sargolzaei M, Wiggans GR, Tooker ME, Cole JB, 
et al. Genomic imputation and evaluation using high-density Holstein 
genotypes. J Dairy Sci. 2013;96:668–78.
 39. Veerkamp RF, Bouwman AC, Schrooten C, Calus MPL. Genomic predic-
tion using preselected DNA variants from a GWAS with whole-genome 
sequence data in Holstein-Friesian cattle. Genet Sel Evol. 2016;48:95.
 40. Fang L, Sahana G, Ma PP, Su GS, Yu Y, Zhang SL, et al. Use of biological 
priors enhances understanding of genetic architecture and genomic 
prediction of complex traits within and between dairy cattle breeds. BMC 
Genomics. 2017;18:604.
 41. Sarup P, Jensen J, Ostersen T, Henryon M, Sorensen P. Increased predic-
tion accuracy using a genomic feature model including prior information 
on quantitative trait locus regions in purebred Danish Duroc pigs. BMC 
Genet. 2016;17:11.
Page 13 of 13Song et al. Genet Sel Evol           (2019) 51:58 
•
 
fast, convenient online submission
 •
  
thorough peer review by experienced researchers in your field
• 
 
rapid publication on acceptance
• 
 
support for research data, including large and complex data types
•
  
gold Open Access which fosters wider collaboration and increased citations 
 
maximum visibility for your research: over 100M website views per year •
  At BMC, research is always in progress.
Learn more biomedcentral.com/submissions
Ready to submit your research ?  Choose BMC and benefit from: 
 42. Kemper KE, Goddard ME. Understanding and predicting complex traits: 
knowledge from cattle. Hum Mol Genet. 2012;21:R45–51.
 43. Fang L, Sahana G, Ma P, Su G, Yu Y, Zhang S, et al. Exploring the genetic 
architecture and improving genomic prediction accuracy for mastitis 
and milk production traits in dairy cattle by mapping variants to hepatic 
transcriptomic regions responsive to intra-mammary infection. Genet Sel 
Evol. 2017;49:44.
 44. Goddard ME, Hayes BJ. Mapping genes for complex traits in domes-
tic animals and their use in breeding programmes. Nat Rev Genet. 
2009;10:381–91.
 45. Calus MPL, Huang HY, Vereijken A, Visscher J, ten Napel J, Windig JJ. 
Genomic prediction based on data from three layer lines: a comparison 
between linear methods. Genet Sel Evol. 2014;46:57.
 46. de Roos AP, Hayes BJ, Goddard ME. Reliability of genomic predictions 
across multiple populations. Genetics. 2009;183:1545–53.
 47. Wientjes YC, Veerkamp RF, Bijma P, Bovenhuis H, Schrooten C, Calus MP. 
Empirical and deterministic accuracies of across-population genomic 
prediction. Genet Sel Evol. 2015;47:5.
 48. van den Berg I, Bowman PJ, MacLeod IM, Hayes BJ, Wang T, Bolormaa S, 
et al. Multi-breed genomic prediction using Bayes R with sequence data 
and dropping variants with a small effect. Genet Sel Evol. 2017;49:70.
 49. Speed D, Hemani G, Johnson MR, Balding DJ. Improved heritability 
estimation from genome-wide SNPs. Am J Hum Genet. 2012;91:1011–21.
 50. Robertson A. The sampling variance of the genetic correlation coefficient. 
Biometrics. 1959;15:469.
 51. Li X, Lund M, Zhang Q, Costa C, Ducrocq V, Su G. Improving accuracy 
of predicting breeding values in Brazilian Holstein population by 
adding data from Nordic and French Holstein populations. J Dairy Sci. 
2016;99:4574–9.
 52. Raymond B, Bouwman AC, Wientjes YCJ, Schrooten C, Houwing-Duister-
maat J, Veerkamp RF. Genomic prediction for numerically small breeds, 
using models with pre-selected and differentially weighted markers. 
Genet Sel Evol. 2018;50:49.
Publisher’s Note
Springer Nature remains neutral with regard to jurisdictional claims in pub-
lished maps and institutional affiliations.
