Abstract. In this paper, a new iterative algorithm involving quasi-nonexpansive mapping in Hilbert space is proposed and proved to be strongly convergent to a point which is simultaneously a fixed point of a quasinonexpansive mapping, a solution of an equilibrium problem and the set of solutions of a variational inequality problem. The results of the paper extend previous results, see, for instance, Takahashi 
Introduction
Let H be a real Hilbert space and let C be a nonempty closed convex subset of H. Let ϕ be a bifunction of C × C into R, where R is the set of real numbers. The equilibrium problem for ϕ : C × C −→ R is to find x ∈ C such that ϕ(x, y) ≥ 0, ∀ y ∈ C.
(1.1)
The set of solutions of (1.1) is denoted by EP (ϕ). Given a mapping T : C → H, let ϕ(x, y) = ⟨T x, y − x⟩ for all x, y ∈ C. Then, z ∈ EP (ϕ) if and only if ⟨T z, y − z⟩ ≥ 0 for all y ∈ C, i.e., z is a solution of the variational inequality. Numerous problems in physics, optimization and economics reduce to find a solution of (1.1). Some methods have been proposed to solve the equilibrium problem; see, for instance, [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] .
A mapping T of C into H is called nonexpansive if
We denote by F (T ) the set of fixed points of T . If C ⊂ H is bounded, closed and convex and T is a nonexpansive mapping of C into itself, then F (T ) is nonempty; for instance, see [14] .There are some methods for approximation of fixed points of a nonexpansive mapping. In 2000, Moudafi [15] proved the following strong convergence theorem.
Theorem 1.1 ([15]). Let C be a nonempty closed convex subset of a Hilbert space H and let T be a nonexpansive mapping of C into itself such that F (T )
is nonempty. Let f be a contraction of C into itself and let {x n } be a sequence defined as follows: x 1 = x ∈ C and
for all n ∈ N , where {ε n } ⊂ (0, 1) satisfies
Then {x n } converges strongly to z ∈ F (T ), where
Such a method for approximation of fixed points is called the viscosity approximation method. In 2007, Takahashi and Takahashi [8] proved the following fixed point theorem. Theorem 1.2. Let C be a nonempty closed convex subset of H. Let ϕ be a bifunction from C × C to R satisfying (A1) − (A4) and let T be a nonexpansive mapping of C into H such that F (T ) ∩ EP (ϕ) ̸ = ∅. Let f be a contraction of H into itself and let {x n } and {u n } be sequences generated by
If T : C −→ H is nonexpansive and the set F (T ) of fixed points of T is nonempty, then T is quasi-nonexpansive.
In 2010, P.E.Maingé [16] proved the following convergence result of fixed point for the quasi-nonexpansive mappings in Hilbert spaces. Theorem 1.3. Let C be a nonempty closed convex subset of H, and let {x n } be a sequence defined as follows,
where {α n } is a slow vanishing sequence, i.e.
Then {x n } converges strongly to the unique element z ∈ F (T ),where
, which equivalently solves the following variational inequality problem:
(1.5)
In this paper, motivated and inspired by the above results, we introduce a new iterative algorithm in Hilbert space H. Let C be a nonempty closed convex subset of H. Let ϕ be a bifunction from C × C to R satisfying (A1)-(A4) and let T ω : (1 − ω)I + ωT (I being the identity mapping on C) be a mapping with T : C −→ H being quasi-nonexpansive and demi-closed on C, ω ∈ (0, 1), such that F (T ) ∩ EP (ϕ) ̸ = ∅. Let f : H −→ H be a contraction of modulus ρ ∈ [0, 1), and let {x n }and {u n } be sequences generated by
for all n ∈ N , where {α n } ⊂ (0, 1), and
for finding a common element of the set of fixed points of a quasi-nonexpansive mapping and the set of solutions of an equilibrium problem in Hilbert space. Furthermore, we also proved that {x n } and {u n } converge strongly to z ∈ F (T )∩ EP (ϕ), where z = P F (T )∩EP (ϕ) f (z), which equivalently solves the following variational inequality problem:
The results of this paper extend some previously published results, see for instance [5, 6] .
Preliminaries
Throughout this paper, we assume that H is a real Hilbert space endowed with an inner product and its induced norm denoted by ⟨·, ·⟩ and |·|, respectively. C is a closed convex subset of H. When {x n } is a sequence in H, x n ⇀ x implies that x n converges weakly to x, and x n −→ x means the strong convergence. In a real Hilbert space H, we have
for all x, y ∈ H, and λ ∈ R. Let C be a nonempty closed convex subset of H. Then, for any x ∈ H, there exists a unique nearest point in C, denoted by
For solving the equilibrium problem for a bifunction ϕ : C × C −→ R, let us assume that ϕ satisfies the following conditions:
(A4)for each x ∈ C, y −→ ϕ(x, y) is convex and lower semicontinous.
Lemma 2.1 ([1]). Let T be a quasi-nonexpansive mapping on C with F (T ) ̸ = ∅, and set
T ω := (1 − ω)I + ωT for ω ∈ (0, 1]. Then the following statements are reached: (i) ⟨x − T ω x, x − v⟩ ≥ ω∥x − T x∥ 2 , ∀(x, v) ∈ C × F (T ); (ii) ∥T ω x − v∥ 2 ≤ ∥x − q∥ 2 − ω(1 − ω)∥T x − x∥ 2 , ∀(x, v) ∈ C × F (T ); (iii) T ω is quasi-nonexpansive mappings; (iv) F (T ) = F (T ω ).
Lemma 2.2 ([1]). Let {Γ n } be a sequence of real numbers that does not decrease at infinity, in the sense that there exists a subsequence
Then {τ (n)} n≥n1 is a nondecreasing sequence verifying lim n→∞ τ (n) = ∞, and for all n ≥ n 1 , it holds that Γ τ (n) ≤ Γ τ (n)+1 and we have
Lemma 2.3 ([1]). Let C be a nonempty closed convex subset of H and let ϕ be a bifunction of C × C −→ R satisfying (A1)-(A4). Let r > 0, and x ∈ H, then there exists
For r > 0 and x ∈ H, define a mapping T r : H −→ C as follows: 
EP (ϕ) is closed and convex.
Lemma 2.5 ([17]
). Let {α n } be a sequence of non-negative real numbers satisfying α n+1 ≤ (1 − γ n )α n + δ n , where {γ n } ⊂ (0, 1) and {δ n } ⊂ (−∞, +∞) satisfying the condition: , and let {x n }and {u n } be sequences generated by
which equivalently solves the following variational inequality problem:
Then Qf is a contraction of H into itself. In fact, there exists ρ ∈ [0, 1), such that ∥f (x) − f (y)∥ ≤ ρ∥x − y∥ for all x, y ∈ H. So we have that
for all x, y ∈ H. So Qf is a contraction of H into itself. Since H is complete, there exists a unique element z ∈ H such that z = Qf (z). Such a z ∈ H is an element of C.
3)
So we have that ∥x n − v∥ ≤ M for any n ∈ N and hence {x n } is bounded. We also obtain that {u n }, {T w u n }, {T w x n }, {f (x n )} and {f (u n )} are bounded. Then we have
and (3.6) equivalently
(3.7) can be equivalently rewritten as
The rest of the proof will be divided into two parts: Case 1. Suppose that there exists n 1 such that Γ n := ∥x n − v∥ 2 , n ≥ n 1 is nonincreasing, i.e. ∥x n − v∥ 2 ≥ ∥x n+1 − v∥ 2 . In this situation, {Γ n } is then convergent because it is also nonnegative(hence it is bounded from below), so that lim n→∞ (Γ n+1 − Γ n ) = 0; together with (3.9), and α n −→ 0, and the boundness of {x n }, we obtain
and hence
Therefore, from the convexity of ∥ · ∥ 2 , we have
and hence, 10) because that lim
we obtain that lim
Next, we show that lim sup
To show this inequality, we choose a subsequence
Since {u ni } is bounded ,there exists a subsequence {u nij } of {u ni }, which converges weakly to ε without loss of generality, we can assume that {u ni } ⇀ ε.
Since ∥T u n − u n ∥ → 0, T is demi-closed, we known that any weak cluster-point of {u n } belongs to F (T ). So, we get ε ∈ F (T ). Let us show ε ∈ EP (ϕ). By u n = T rn , we have
From (A2), we also have
For t with 0 < t ≤ 1 and y ∈ C, let y t = ty + (1 − t)ε. Since y ∈ C and ε ∈ C, we have y t ∈ C, and hence ϕ(y t , ε) ≤ 0, so from (A 4 ) we have
and hence 0 ≤ ϕ(y t , y). From (A 3 ), we have 0 ≤ ϕ(ε, y) for all y ∈ C, and hence
So we have
where 
In this situation, we consider the sequence of indices {τ (n)} as defined in Lemma 2.2. It follows that Γ τ (n)+1 − Γ τ (n) > 0, which from (3.9) amounts to
− v⟩, hence, by the boundedness of {x n } and α n −→ 0, we immediately obtain
As Γ τ (n)+1 − Γ τ (n) > 0, which from (3.10), amounts to
which from (3.11), amounts to lim sup
which from (3.12), amounts to
Then, recalling that Γ n ≤ Γ τ (n)+1 , by Lemma 2.2, we conclude that lim n→∞ ∥x n − z∥ 2 = 0. Following the proof of case 1 and case 2 we obtain that: {x n } and {u n } converge strongly to z ∈ F (T )∩EP (ϕ), where
Which equivalently solves the following variational inequality problem:
As direct consequences of Theorem 3.1, we obtain two corollaries. Proof. Put ϕ(x, y) = 0 for all x, y ∈ C and r n = 1 for all n ∈ N in Theorem 3.1. Then, we have u n = P C x n . So, from Theorem 3.1, the sequence {x n } generated by x 1 ∈ H and x n+1 = α n f (x n ) + (1 − α n )T w P C x n , for all n ∈ N , converges strongly to z ∈ F (T ), where z = P F (T ) f (z). Proof. Put T ω x = x for all x ∈ C in Theorem 3.1. Then, from Theorem 3.1, the sequence {x n } and {u n } generated in Corollaty 3.3 converge strongly to z ∈ EP (ϕ), where z = P EP (ϕ) f (z).
