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Algebra of formal power series, isomorphic to the
algebra of formal Dirichlet series
E. Burlachenko
Abstract
Ordinary algebra of formal power series in one variable is convenient to study
by means of the algebra of Riordan matrices and the Riordan group. In this paper
we consider algebra of formal power series without constant term, isomorphic to the
algebra of formal Dirichlet series. To study it, we introduce matrices, similar to the
Riordan matrices. As a result, some analogies between two algebras becomes visible.
For example, the Bell polynomials (polynomials of partitions of number n into m
parts) play a certain role in the ordinary algebra. Similar polynomials (polynomials
of decompositions of number n into m factors) play a similar role in the considered
algebra. Analog of the Lagrange series for the considered algebra is also exists. In
connection with this analogy, we introduce matrix group, similar to the Riordan
group and called the Riordan-Dirichlet group. As an example, we consider analog
of the Abel’s identities for this group.
1 Introduction
Transformations, corresponding to multiplication and composition of series, play the main
role in the space of formal power series over the field of real or complex numbers. Multi-
plication is geven by the matrix (a (x) , x) nth column of which, n = 0, 1, 2, ... , has the
generating function b (x) xn; composition is given by the matrix (1, a (x)) nth column of
which has the generating function an (x), a0 = 0:
(b (x) , x) g (x) = b (x) g (x) , (1, a (x)) g (x) = g (a (x)) .
Matrix
(b (x) , x) (1, a (x)) = (b (x) , a (x))
is called Riordan array [1] – [4]; nth column of Riordan array has the generating function
b (x) an (x). Thus,
(b (x) , a (x)) f (x) gn (x) = b (x) f (a (x)) (g (a (x)))n,
(b (x) , a (x)) (f (x) , g (x)) = (b (x) f (a (x)) , g (a (x))) .
Matrices (b (x) , a (x)), b0 6= 0, a1 6= 0, form a group called the Riordan group.
nth coefficient of the series a (x), nth row and nth column of the matrix A will be
denoted respectively by
[xn] a (x) , [n,→]A, [↑, n]A,
at that [xn] a (x) b (x) = [xn] (a (x) b (x)). We associate rows and columns of matrices with
the generating functions of their elements.
Matrices
|ex|−1 (b (x) , a (x)) |ex| = (b (x) , a (x))ex ,
1
where |ex| is the diagonal matrix whose diagonal elements are equal to the coefficients of
the series ex: |ex| a (x) =
∑∞
n=0 anx
n/n! , are called exponential Riordan arrays. Denote
[n,→] (b (x) , a (x))ex = sn (x) , b0 6= 0, a1 6= 0.
Then
(b (x) , a (x))ex(1− ϕx)
−1 = |ex|−1 (b (x) , a (x)) eϕx = |ex|−1b (x) exp (ϕa (x)) ,
or
∞∑
n=0
sn (ϕ)
n!
xn = b (x) exp (ϕa (x)) .
Sequence of polynomials sn (x) is called Sheffer sequence, and in the case b (x) = 1,
binomial sequence [4]. If sn (x) corresponds to the nth row of the matrix (1, log a (x))ex ,
then
aϕ (x) =
∞∑
n=0
sn (ϕ)
n!
xn.
Matrices
(a (x) , x) =
∞∑
n=0
an (x
n, x) ,
(a (x) , x) =


a0 0 0 0 . . .
a1 a0 0 0 . . .
a2 a1 a0 0 . . .
a3 a2 a1 a0 . . .
...
...
...
...
. . .


form the algebra, isomorphic to the algebra of formal power series. Theme of this paper
appeared as a result of the following observation. If in the algebra of matrices (a (x) , x) =∑∞
n=1 an (x
n, x), isomorphic to the algebra of formal power series without constant term,
the matrix of multiplication (xn, x) is replaced by the matrix of composition (1, xn), the
result will be algebra, isomorphic to the algebra of formal Dirichlet series.
In the following sections of this paper we will consider the basic elementary aspects of
the algebra thus obtained. Emphasis is on its relationship with ordinary algebra of formal
power series. Research tools are the matrices, similar to the Riordan matrices. Group,
similar to the Riordan group, is introduced in the last section, in which we consider series,
similar to the Lagrange series
2
Denote (1, xn) = 〈xn, x〉, where we take into consideration the analogy with Riordan
matrices, which will be developed in the future. Then
〈a (x) , x〉 =
∞∑
n=1
an 〈x
n, x〉 ,
2
〈a (x) , x〉 =


aΣ 0 0 0 0 0 0 0 0 0 . . .
0 a1 0 0 0 0 0 0 0 0 . . .
0 a2 a1 0 0 0 0 0 0 0 . . .
0 a3 0 a1 0 0 0 0 0 0 . . .
0 a4 a2 0 a1 0 0 0 0 0 . . .
0 a5 0 0 0 a1 0 0 0 0 . . .
0 a6 a3 a2 0 0 a1 0 0 0 . . .
0 a7 0 0 0 0 0 a1 0 0 . . .
0 a8 a4 0 a2 0 0 0 a1 0 . . .
0 a9 0 a3 0 0 0 0 0 a1 . . .
...
...
...
...
...
...
...
...
...
...
. . .


,
where
[↑, n] 〈a (x) , x〉 = a (xn) , a (1) =
∞∑
n=1
an = aΣ.
Sum of the coefficients of formal power series, obviously, in need of definition. Perhaps,
each numerical series
∑∞
n=1 an has the value equal to a certain number or ±∞, which in
the case of convergent series coincides with the its sum. For divergent numerical series,
selection of the value corresponding to the sum of series, is ambiguous and depends on
the accepted conditions [5]. We go around this problem and will consider the expression
aΣ as “formal numerical series”. Actions with the formal numerical series we define by the
action with the corresponding power series: if a (x) + b (x) = c (x), then aΣ + bΣ = cΣ;
if 〈a (x) , x〉 b (x) = c (x), then aΣbΣ = cΣ. Numerical series, corresponding to the series
a (xn), are considered to be identical; if a (x) = ϕxn, then aΣ = ϕ.
Algebras of the matrices (a (x) , x), 〈a (x) , x〉 and the corresponding algebras of formal
power series we will be called the (a (x) , x)- algebra and the 〈a (x) , x〉- algebra. Denote
〈a (x) , x〉 b (x) = a (x) ◦ b (x) , b0 = 0.
If a (x) ◦ b (x) = c (x), then cn =
∑
d|n adbn/d , where summation is over all divisors d of
number n. Inverse to the series a (x) we call the series a(−1) (x), which is defined by the
identity
a (x) ◦ a(−1) (x) = a(0) (x) = x.
This is consistent with the fact that 〈x, x〉 is the identity matrix: xn ◦ a (x) = a (xn).
Denote also
a(n−1) (x) ◦ a (x) = a(n) (x) .
Note parallels between two algebras. Since
(xn, x) (xm, x) = (xm, x) (xn, x) =
(
xn+m, x
)
,
〈xn, x〉 〈xm, x〉 = 〈xm, x〉 〈xn, x〉 = 〈xnm, x〉 ,
then
(a (x) , x) (b (x) , x) = (b (x) , x) (a (x) , x) ;
〈a (x) , x〉 〈b (x) , x〉 = 〈b (x) , x〉 〈a (x) , x〉 .
Since
(xm, x)n = (xmn, x) ,
then the matrix (a (x) , x) is the power series:
(a (x) , x) =
∞∑
n=0
an(x, x)
n;
3
since
〈xm, x〉n =
〈
xm
n
, x
〉
,
then
〈a (x) , x〉 = a1 〈x, x〉+
∞∑
m=2
∞∑
n=1
amn〈x
m, x〉n, m 6= ks, s > 1.
Thus, matrices of the form
〈a (x) , x〉 =
∞∑
n=0
an〈x
m, x〉n, m > 1,
being power series, form the algebra, isomorphic to the (a (x) , x)- algebra: if(
∞∑
n=0
anx
n
)(
∞∑
n=0
bnx
n
)
=
∞∑
n=0
cnx
n,
then (
∞∑
n=0
anx
mn
)
◦
(
∞∑
n=0
bnx
mn
)
=
∞∑
n=0
cnx
mn .
For example, for integers k,
(x+ xm)(k) =
∞∑
n=0
(
k
n
)
xm
n
.
In the (a (x) , x)-algebra the identity(
∞∑
n=0
anβ
nxn
)(
∞∑
n=0
bnβ
nxn
)
=
∞∑
n=0
cnβ
nxn
holds for any values β. In the 〈a (x) , x〉-algebra the similar identity holds:(
∞∑
n=1
ann
βxn
)
◦
(
∞∑
n=1
bnn
βxn
)
=
∞∑
n=1
cnn
βxn.
3
We introduce matrices 〈x|a (x)〉, which will play the role of connecting link between the
(a (x) , x), 〈a (x) , x〉-algebras:
[↑, n] 〈x|a (x)〉 = a(n) (x) , a1 = 0.
For example,
〈
x|
x2
1− x
〉
=


0 0 0 0 . . .
1 0 0 0 . . .
0 1 0 0 . . .
0 1 0 0 . . .
0 1 1 0 . . .
0 1 0 0 . . .
0 1 2 0 . . .
0 1 0 0 . . .
0 1 2 1 . . .
0 1 1 0 . . .
0 1 2 0 . . .
0 1 0 0 . . .
0 1 4 3 . . .
...
...
...
...
. . .


.
4
Denote
〈x|a (x)〉 f (x) = f ◦ (a (x)) , f (x) =
∞∑
n=0
fnx
n;
〈b (x) , x〉 〈x|a (x)〉 = 〈b (x) |a (x)〉 .
Product of matrices of the form 〈b (x) |a (x)〉 is not a matrix of the same form, but since
〈x|a (x)〉 xmf (x) = a(m) (x) ◦ f ◦ (a (x)) ,
then
〈x|a (x)〉 (f (x) , x) = 〈f ◦ (a (x)) |a (x)〉 ,
〈x|a (x)〉 f (x) c (x) = f ◦ (a (x)) ◦ c ◦ (a (x)) ,
〈x|a (x)〉 (1, g (x)) = 〈x|g ◦ (a (x))〉 ,
〈b (x) |a (x)〉 (f (x) , g (x)) = 〈b (x) ◦ f ◦ (a (x)) |g ◦ (a (x))〉 . (1)
Thus, any matrix of the form 〈b (x) |a (x)〉 can be represented as the product of matrix
of the same form and Riordan array.
Here we get the definitions of the power and of the logarithm for the 〈a (x) , x〉-algebra.
Denote
a(ϕ) (x) = 〈x|a (x)− x〉 (1 + x)ϕ, a1 = 1.
Then
a(ϕ) (x) ◦ a(β) (x) = a(ϕ+β) (x) ,
(
a(ϕ) (x)
)(β)
= a(ϕβ) (x) .
Denote
log ◦a (x) = 〈x|a (x)− x〉 log (1 + x) , a1 = 1.
Then
log ◦a(ϕ) (x) = ϕ log ◦a (x) , log ◦ (a (x) ◦ b (x)) = log ◦a (x) + log ◦b (x) ,
〈x| log ◦a (x)〉 eϕx = a(ϕ) (x) , a(ϕ) (x) ◦ b(ϕ) (x) = (a (x) ◦ b (x))(ϕ).
Denote
|ex|−1 〈x| log ◦a (x)〉 |ex| = 〈x| log ◦a (x)〉ex , [n,→] 〈x| log ◦a (x)〉ex = s˜n (x) .
Then
a(ϕ) (x) =
∞∑
n=0
s˜n (ϕ)
n!
xn.
4
We note the following analogy between the matrices (1, a (x)) and 〈x|a (x)〉. Denote
Bn,m (a1, a2, ..., an) =
∑ m!
m1!m2! ... mn!
am11 a
m2
2 ... a
mn
n , n > 0,
where expression
∏n
k=1 a
mk
k corresponding to the partition n =
∑n
k=1 kmk,
∑n
k=1mk = m
and summation is done over all partitions of number n into m parts. Since(
n∑
k=1
akx
k
)m
=
∑
m1+m2+...+mn=m
m!
m1!m2!...mn!
(a1x)
m1
(
a2x
2
)m2
... (anx
n)mn =
=
∑
m1+m2+...+mn=m
m!
m1!m2!...mn!
am11 a
m2
2 ... a
mn
n x
∑
,
∑
= m1 + 2m2 + ...+ nmn,
5
then
[xn]
(
∞∑
n=1
anx
n
)m
= Bn,m (a1, a2, ..., an) , [n,→] (1, a (x)) =
n∑
m=1
Bn,m (a1, a2, ..., an) x
m :
(1, a (x)) =

1 0 0 0 0 0 . . .
0 a1 0 0 0 0 . . .
0 a2 a
2
1 0 0 0 . . .
0 a3 2a1a2 a
3
1 0 0 . . .
0 a4 2a1a3 + a
2
2 3a
2
1a2 a
4
1 0 . . .
0 a5 2a1a4 + 2a2a3 3a
2
1a3 + 3a1a
2
2 4a
3
1a2 a
5
1 . . .
0 a6 2a1a5 + 2a2a4 + a
2
3 3a
2
1a4 + 6a1a2a3 + a
3
2 4a
3
1a3 + 6a
2
1a
2
2 5a
4
1a2 . . .
...
...
...
...
...
...
. . .


If a0 = 1, log a (x) = b (x), sn (x) = [n,→] (1, b (x))ex , then
sn (x) = n!
n∑
m=1
Bn,m (b1, b2, ..., bn)
m!
xm, bn =
n∑
m=1
(−1)m+1
Bn,m (a1, a2, ..., an)
m
.
Denote
B˜n,m (a2, a3, ..., an) =
∑ m!
m2!m3! ... mn!
am22 a
m3
3 ... a
mn
n , n > 1,
where expression
∏n
k=2 a
mk
k corresponding to the decomposition n =
∏n
k=2 k
mk ,
∑n
k=2mk = m,
and summation is done over all decompositions of number n into m factors . Since
(
n∑
k=2
akx
k
)(m)
=
=
∑
m2+m3+...+mn=m
m!
m2!m3!...mn!
(
a2x
2
)(m2) ◦ (a3x3)(m3) ◦ ... ◦ (anxn)(mn) =
=
∑
m2+m3+...+mn=m
m!
m2!m3!...mn!
am22 a
m3
3 ... a
mn
n x
∏
,
∏
= 2m23m3 ... nmn ,
then
[xn]
(
∞∑
n=2
anx
n
)(m)
= B˜n,m (a2, a3, ..., an) , [n,→] 〈x|a (x)〉 =
n∑
m=1
B˜n,m (a2, a3, ..., an)x
m :
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〈x|a (x)〉 =


0 0 0 0 0 . . .
1 0 0 0 0 . . .
0 a2 0 0 0 . . .
0 a3 0 0 0 . . .
0 a4 a
2
2 0 0 . . .
0 a5 0 0 0 . . .
0 a6 2a2a3 0 0 . . .
0 a7 0 0 0 . . .
0 a8 2a2a4 a
3
2 0 . . .
0 a9 a
2
3 0 0 . . .
0 a10 2a2a5 0 0 . . .
0 a11 0 0 0 . . .
0 a12 2a2a6 + 2a4a3 3a
2
2a3 0 . . .
0 a13 0 0 0 . . .
0 a14 2a2a7 0 0 . . .
0 a15 2a3a5 0 0 . . .
0 a16 2a2a8 + a
2
4 3a
2
2a4 a
4
2 . . .
...
...
...
...
...
. . .


If a1 = 1, log ◦a (x) = b (x), s˜n (x) = [n,→] 〈x|b (x)〉ex , then
s˜n (x) = n!
n∑
m=1
B˜n,m (b2, b3, ..., bn)
m!
xm, bn =
n∑
m=1
(−1)m+1
B˜n,m (a2, a3, ..., an)
m
.
5
Relationship between the (a (x) , x), 〈a (x) , x〉-algebras is most visibly manifested in the
following theorem.
Theorem 1. Each formal power series a (x), a0 = 1,
aϕ (x) =
∞∑
n=0
sn (ϕ)
n!
xn, sn (x) = [n,→] (1, log a (x))ex ,
corresponds to the series a˜ (x),
a˜(ϕ) (x) = x+
∞∑
n=2
sm1 (ϕ) sm2 (ϕ) ...smr (ϕ)
m1!m2! ... mr!
xn, n = pm11 p
m2
2 ... p
mr
r ,
where n = pm11 p
m2
2 ... p
mr
r is the canonical decomposition of number n.
Proof. We will denote a prime number of the letter p. Consider series
a˜(ϕ) (x) =
∞∏
p=2
◦
(
∞∑
n=0
ap,nx
pn
)(ϕ)
=
∞∏
p=2
◦a˜(ϕ)p (x) , ap,0 = 1,
where product, denoted similar to the ordinary product, is taken over all prime numbers.
In view of the isomorphism between the algebra of matrices 〈a (x) , x〉 =
∑∞
n=0 an〈x
p, x〉n
and the algebra of matrices (a (x) , x), the series a˜p (x) corresponds to the series ap (x),
such that[
xp
n]
a˜(ϕ)p (x) = [x
n] aϕp (x) =
sp,n (ϕ)
n!
, sp,n (x) = [n,→] (1, log ap (x))ex .
Hence,
a˜(ϕ) (x) = x+
∞∑
n=2
sp1,m1 (ϕ) sp2,m2 (ϕ) ...spr ,mr (ϕ)
m1!m2! ... mr!
xn, n = pm11 p
m2
2 ... p
mr
r .
7
We are interested in the case when all the series a˜p (x) corresponds to the same series
a (x). In this case the series a˜ (x) form a group, isomorphic to a group of the series a (x):
if a (x) b (x) = c (x), then a˜ (x) ◦ b˜ (x) = c˜ (x). Note that
[xn] log ◦a˜ (x) = 0, n 6= pm; = [xm] log a (x) , n = pm.
Denote ζ (x) =
∑∞
n=1 x
n. Then
ς(ϕ) (x) = x+
∞∑
n=2
(ϕ)m1(ϕ)m2 ...(ϕ)mr
m1!m2! ... mr!
xn, n = pm11 p
m2
2 ... p
mr
r ,
where (ϕ)mi = ϕ (ϕ+ 1) (ϕ+ 2) ... (ϕ+mi − 1). Denote
[n,→] 〈x| log ◦ς (x)〉ex = s˜n (x) .
Then
s˜0 (x) = 0, s˜1 (x) = 1,
s˜n (x)
n!
=
(x)m1(x)m2 ...(x)mr
m1!m2! ... mr!
.
A-priory,
[xn] log ◦ς (x) = 0, n 6= pm; =
1
m
, n = pm.
On the other hand,
[xn] log ◦ς (x) =
n∑
m=1
(−1)m+1
B˜n,m (1, 1, ..., 1)
m
,
where
B˜n,m (1, 1, ..., 1) =
∑ m!
m2!m3! ... mn!
, n =
n∏
k=2
kmk ,
n∑
k=2
mk = m,
and summation is done over all decompositions of number n into m factors. We note also
the identity
n∑
m=1
(
ϕ
m
)
B˜n,m (1, 1, ..., 1) =
(
ϕ+ s1 − 1
s1
)(
ϕ+ s2 − 1
s2
)
...
(
ϕ+ sr − 1
sr
)
,
n = ps11 p
s2
2 ... p
sr
r , similar to the identity
n∑
m=1
(
ϕ
m
)
Bn,m (1, 1, ..., 1) =
(
ϕ+ n− 1
n
)
,
where
Bn,m (1, 1, ..., 1) =
(
n− 1
m− 1
)
=
∑ m!
m1!m2! ... mn!
, n =
n∑
k=1
kmk,
n∑
k=1
mk = m,
and summation is done over all partitions of number n into m parts.
Analog of the exponential series for the 〈a (x) , x〉-algebra is the series
ε(ϕ) (x) = x+
∞∑
n=2
ϕm1+m2+...+mr
m1!m2! ... mr!
xn, n = pm11 p
m2
2 ... p
mr
r .
Series log ◦ε (x) is closely connected with the sequence of prime numbers:
[xn] log ◦ε (x) = 0, n 6= p; = 1, n = p.
In general case
(log ◦ε (x))(m) =
∑ m!
m1!m2!...mr!
xn,
where summation is done over all n = pm11 p
m2
2 ... p
mr
r , m1 +m2 + ...+mr = m.
8
6It follows from the Lagrange series expansion for arbitrary formal power series b (x) and
a (x), a0 = 1:
b (x)
1− x(log a (x))′
=
∞∑
n=0
xn
an (x)
[xn] b (x) an (x)
that each formal power series a (x), a0 = 1, is associated by means of the transform
aϕ (x) =
∞∑
n=0
xn
aβn (x)
[xn]
(
1− xβ(log a (x))′
)
aϕ+βn (x)
with the set of series (β)a (x), (0)a (x) = a (x), such that
(β)a
(
xa−β (x)
)
= a (x) , a
(
x(β)a
β (x)
)
= (β)a (x) ,
[xn] (β)a
ϕ (x) = [xn]
(
1− xβ
a′ (x)
a (x)
)
aϕ+βn (x) =
ϕ
ϕ+ βn
[xn] aϕ+βn (x) ,
[xn]
(
1 + xβ
(β)a
′ (x)
(β)a (x)
)
(β)a
ϕ (x) =
ϕ+ βn
ϕ
[xn] (β)a
ϕ (x) = [xn] aϕ+βn (x) .
(
1, x(β)a
β (x)
)−1
=
(
1, xa−β (x)
)
,(
1 + xβ
(
log (β)a (x)
)′
, x(β)a
β (x)
)−1
=
(
1− xβ(log a (x))′, xa−β (x)
)
,
[n,→]
(
1, x(β)a
β (x)
)
= [n,→]
(
1− xβ(log a (x))′aβn (x) , x
)
,
[n,→]
(
1 + xβ
(
log (β)a (x)
)′
, x(β)a
β (x)
)
= [n,→]
(
aβn (x) , x
)
.
Denote
[n,→]
(
1, log (β)a (x)
)
ex
= (β)sn (x) , (0)sn (x) = sn (x) .
Then
(β)a
ϕ (x) =
∞∑
n=0
ϕ
ϕ+ βn
sn (ϕ+ βn)
n!
xn, (β)sn (x) = x(x+ βn)
−1sn (x+ βn) .
Apparently, the series (β)a (x) for integer β, denoted by Sβ (x), were first considered
in [6]. In [7] these series, called generalized Lagrange series, are considered in connection
with the Riordan arrays. Examples of this construction are the generalized binomial and
generalized exponential series [8; p. 200]:
a (x) = 1 + x, (β)a
ϕ (x) =
∞∑
n=0
ϕ
ϕ+ βn
(
ϕ+ βn
n
)
xn;
a (x) = ex, (β)a
ϕ (x) =
∞∑
n=0
ϕ(ϕ+ βn)n−1
n!
xn.
We introduce analog of the differential operator for the 〈a (x) , x〉-algebra:
D˜a (x) = a∗ (x) =
∞∑
n=1
lnnanx
n.
Since
lnn
∑
d|n
adbn/d =
∑
d|n
ln (n/d ) adbn/d +
∑
d|n
ln dadbn/d ,
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then
(a (x) ◦ b (x))∗ = a (x) ◦ b∗ (x) + a∗ (x) ◦ b (x) ,
(
a(n) (x)
)∗
= na(n−1) (x) ◦ a∗ (x) ,
(log ◦a (x))∗ = a∗ (x) ◦
∞∑
n=1
(−1)n−1(a (x)− x)(n−1) = a∗ (x) ◦ a(−1) (x) .
Since
a(ϕ) (x) = 〈x|a (x)− x〉 (1 + x)ϕ, D˜ 〈x|a (x)− x〉 = 〈a∗ (x) |a (x)− x〉D,
where D is the matrix of differential operator, then(
a(ϕ) (x)
)∗
= ϕa(ϕ−1) (x) ◦ a∗ (x) .
Theorem 2. Each formal power series a (x), a0 = 0, a1 = 1, is associated by means of
the transform
a(ϕ) (x) =
∞∑
n=1
a(−β lnn) (xn) [xn] (x− β(log ◦a (x))∗) ◦ a(ϕ+β lnn) (x)
with the set of series (β)a (x), (0)a (x) = a (x), such that
[xn] (β)a
(ϕ) (x) = [xn]
(
x− βa∗ (x) ◦ a(−1) (x)
)
◦ a(ϕ+β lnn) (x) =
=
ϕ
ϕ+ β lnn
[xn] a(ϕ+β lnn) (x) ,
[xn]
(
x+ β(β)a
∗ (x) ◦ (β)a
(−1) (x)
)
◦ (β)a
(ϕ) (x) =
ϕ+ β lnn
ϕ
[xn] (β)a
(ϕ) (x) =
= [xn] a(ϕ+β lnn) (x) .
For proof we introduce the matrices 〈x, a (x)〉:
〈x, a (x)〉 =


(aΣ)
ln 0 0 0 0 0 0 0 0 0 0 . . .
0 1 0 0 0 0 0 0 0 0 . . .
0 0 a21 0 0 0 0 0 0 0 . . .
0 0 0 a31 0 0 0 0 0 0 . . .
0 0 a22 0 a
4
1 0 0 0 0 0 . . .
0 0 0 0 0 a51 0 0 0 0 . . .
0 0 a23 a
3
2 0 0 a
6
1 0 0 0 . . .
0 0 0 0 0 0 0 a71 0 0 . . .
0 0 a24 0 a
4
2 0 0 0 a
8
1 0 . . .
0 0 0 a33 0 0 0 0 0 a
9
1 . . .
...
...
...
...
...
...
...
...
...
...
. . .


,
amn = [x
n] a(lnm) (x) , [↑, n] 〈x, a (x)〉 = a(lnn) (xn) .
Denote
〈x, a (x)〉 b (x) = bd ◦ (a (x)) , [x
n] bd ◦ (a (x)) =
∑
d|n
bda
d
n/d ;
〈b (x) , x〉 〈x, a (x)〉 = 〈b (x) , a (x)〉 .
Since
a(lnn) (xn) = xn ◦ a(lnn) (x) , n > 0,
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Then
[↑, n] 〈b (x) , a (x)〉 = xn ◦ b (x) ◦ a(lnn) (x) .
Let bd ◦ (a (x)) = c (x). If we accept the rules
(aΣ)
ln 0bΣ = cΣ(aΣ)
ln 0, (aΣ)
ln 0(bΣ)
ln 0 = (aΣcΣ)
ln 0, (1)ln 0 = 1,
then following theorem is true.
Theorem 3. Matrices 〈b (x) , a (x)〉, b1 6= 0, a1 6= 0, form a group whose elements are
multiplied by the rule
〈b (x) , a (x)〉 〈f (x) , g (x)〉 = 〈b (x) ◦ fd ◦ (a (x)) , a (x) ◦ gd ◦ (a (x))〉 .
Proof. Since
〈x, a (x)〉 b (xm) =
∞∑
n=1
bna
(lnmn) (xmn) = xm ◦ a(lnm) (x) ◦
∞∑
n=1
bna
(lnn) (xn) ,
then
〈x, a (x)〉 〈b (x) , x〉 = 〈bd ◦ (a (x)) , a (x)〉 .
Thus,
〈x, a (x)〉 b (x) ◦ c (x) = bd ◦ (a (x)) ◦ cd ◦ (a (x)) .
Since
〈x, a (x)〉 b(lnm) (xm) = xm ◦ a(lnm) (x) ◦ (bd ◦ (a (x)))
(lnm),
then
〈x, a (x)〉 〈x, b (x)〉 = 〈x, a (x) ◦ bd ◦ (a (x))〉 .
As we shall see, with respect to the some structure that in the ordinary algebra of
formal power series corresponds to the Lagrange series, a complete analogy exists between
the group of matrices 〈b (x) , a (x)〉, b1 6= 0, a1 6= 0, and the Riordan group. So we call
this group the Riordan-Dirichlet group.
Note the identity for the matrices 〈b (x) |a (x)〉, complementary to identity (1):
〈f (x) , g (x)〉 〈b (x) |a (x)〉 = 〈f (x) ◦ bd ◦ (g (x)) |ad ◦ (g (x))〉 .
Now we prove the theorem 2. Let the matrices
〈
x, a(−1) (x)
〉
, 〈x, b (x)〉 are mutually
inverse. Then 〈
x, a(−1) (x)
〉
b (x) = a (x) , 〈x, b (x)〉 a (x) = b (x) .
Let D˜1 = 0 (perhaps we should accept D˜1 = ln 0, but this is not fundamentally now).
Since
D˜b(lnn) (xn) =
(
xn ◦ b(lnn) (x)
)∗
= lnnxn ◦ b(lnn) (x) ◦
(
x+ b∗ (x) ◦ b(−1) (x)
)
,
then
D˜ 〈x, b (x)〉 = 〈x+ (log ◦b (x))∗, b (x)〉 D˜, 〈x+ (log ◦b (x))∗, b (x)〉 a∗ (x) = b∗ (x) ,
〈x+ (log ◦b (x))∗, b (x)〉
−1
=
〈
x− (log ◦a (x))∗, a(−1) (x)
〉
.
Denote
[xn] a(lnm) (x) = amn , [x
n] (x− (log ◦a (x))∗) ◦ a(lnm) (x) = cmn ,
am (x) =
∞∑
n=1
amnn x
n, cm (x) =
∞∑
n=1
cmnn x
n.
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Construct the matrices A, C:
[↑, 0]A = ϕ, [↑, n]A = an (x
n) , [↑, 0]C = ϕ, [↑, n]C = cn (x
n) ,
where ϕ is a some number,
A =


ϕ 0 0 0 0 0 0 . . .
0 a11 0 0 0 0 0 . . .
0 a22 a
2
1 0 0 0 0 . . .
0 a33 0 a
3
1 0 0 0 . . .
0 a44 a
4
2 0 a
4
1 0 0 . . .
0 a55 0 0 0 a
5
1 0 . . .
0 a66 a
6
3 a
6
2 0 0 a
6
1 . . .
...
...
...
...
...
...
...
. . .


, C =


ϕ 0 0 0 0 0 0 . . .
0 c11 0 0 0 0 0 . . .
0 c22 c
2
1 0 0 0 0 . . .
0 c33 0 c
3
1 0 0 0 . . .
0 c44 c
4
2 0 c
4
1 0 0 . . .
0 c55 0 0 0 c
5
1 0 . . .
0 c66 c
6
3 c
6
2 0 0 c
6
1 . . .
...
...
...
...
...
...
...
. . .


.
It is obvious that (n > 0)
[n,→]A = [n,→]
〈
a(lnn) (x) , x
〉
,
[n,→]C = [n,→]
〈
x− (log ◦a (x))∗ ◦ a(lnn) (x) , x
〉
.
Since (
x− a∗ (x) ◦ a(−1) (x)
)
◦ a(lnm) (x) = a(lnm) (x)−
1
lnm
(
a(lnm) (x)
)∗
,
or
[xn] (x− (log ◦a (x))∗) ◦ a(lnm) (x) =
ln (m/n )
lnm
[xn] a(lnm) (x) ,
then
[xnm]Axm ◦ (x− (log ◦a (x))∗) ◦ a(− lnm) (x) = [xnm]Cxm ◦ a(− lnm) (x) =
= [xn] (x− (log ◦a (x))∗) ◦ a(lnn) (x) = 1, n = 1; = 0, n > 1.
Thus, up to the element equal ϕ,
A = 〈x+ (log ◦b (x))∗, b (x)〉 , C = 〈x, b (x)〉 ,
[xn] b(lnm) (x) = cmnn =
lnm
lnmn
[xn] a(lnmn) (x) .
Denote 〈
x, a(−β) (x)
〉−1
=
〈
x, (β)a
(β) (x)
〉
.
Then
[xn] (β)a
(β lnm) (x) =
β lnm
β lnm+ β lnn
[xn] a(β lnm+β lnn) (x) .
Denote
[n,→]
〈
x| log ◦(β)a (x)
〉
ex
= (β)s˜n (x) , (0)s˜n (x) = s˜n (x) .
Then
(β)a
(ϕ) (x) =
∞∑
n=1
ϕ
ϕ+ β lnn
s˜n (ϕ+ β lnn)
n!
xn,
(β)s˜n (x) = x(x+ β lnn)
−1s˜n (x+ β lnn) .
Example.
[xn] ε(ϕ) (x) =
ϕs(n)
f (n)
, [xn] (1)ε
(ϕ) (x) =
ϕ(ϕ+ lnn)s(n)−1
f (n)
,
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s (1) = 0, f (1) = 1, s (n) = m1 +m2 + ... +mr, f (n) = m1!m2!...mr!,
n = pm11 p
m2
2 ... p
mr
r is the canonical decomposition of number n. From
(1)ε
(ϕ+β) (x) = (1)ε
(ϕ) (x) ◦ (1)ε
(β) (x)
we obtain analog of the Abel’s generalized binomial formula:
(ϕ+ β) (ϕ+ β + lnn)s(n)−1 =
∑
d|n
(
n
d
)
f
ϕ(ϕ+ ln d)s(d)−1β(β + ln (n/d ))s(n/d )−1,
where (
n
d
)
f
=
f (n)
f (d) f (n/d )
;
or, since
[xn]
(
x+
(
log ◦(1)ε (x)
)∗)
◦ (1)ε
(ϕ) (x) = [xn] ε(ϕ+lnn) (x) ,
then
(ϕ+ β + lnn)s(n) =
∑
d|n
(
n
d
)
f
(ϕ+ ln d)s(d)β(β + ln (n/d ))s(n/d )−1.
Since
(1)ε
(ϕ) (x) =
〈
x, (1)ε (x)
〉
ε(ϕ) (x) , ε(ϕ) (x) =
〈
x, ε(−1) (x)
〉
(1)ε
(ϕ) (x) ,
then
ϕ(ϕ+ lnn)s(n)−1 =
∑
d|n
(
n
d
)
f
ϕs(d) ln d(lnn)s(n/d )−1,
ϕs(n) =
∑
d|n
(
n
d
)
f
ϕ(ϕ+ ln d)s(d)−1(ln (1/d ))s(n/d ).
When n = pm formulas take the form of Abel’s identities [9; p. 92-99]:
(ϕ+ β) (ϕ+ β +ma)m−1 =
m∑
k=0
(
m
k
)
ϕ(ϕ+ ka)k−1β(β + (m− k) a)m−k−1,
(ϕ+ β +ma)m =
m∑
k=0
(
m
k
)
(ϕ+ ka)kβ(β + (m− k) a)m−k−1,
ϕ(ϕ+ma)m−1 =
m∑
k=0
(
m
k
)
ϕkka(ma)m−k−1,
ϕm =
m∑
k=0
(
m
k
)
ϕ(ϕ+ ka)k−1(−ka)m−k, a = ln p.
We generalize this example. Let sn (x) is the certain binomial sequence. Construct
the series a (x) :
[xn] a(ϕ) (x) =
un (ϕ)
f (n)
, un (x) = sm1 (x) sm2 (x) ...smr (x) , n = p
m1
1 p
m2
2 ... p
mr
r .
Then
[xn] (β)a
(ϕ) (x) =
ϕ
ϕ+ β lnn
un (ϕ+ β lnn)
f (n)
,
(β)a
(ϕ) (x) =
〈
x, (β)a
(β) (x)
〉
a(ϕ) (x) , a(ϕ) (x) =
〈
x, a(−β) (x)
〉
(β)a
(ϕ) (x) ,
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ϕϕ + β lnn
un (ϕ+ β lnn) =
∑
d|n
(
n
d
)
f
ud (ϕ)
ln d
lnn
un/d (β lnn) ,
un (ϕ) =
∑
d|n
(
n
d
)
f
ϕ
ϕ+ β ln d
ud (ϕ+ β ln d)un/d (β ln (1/d )) .
Since upm (x) = sm (x), when n = p
m formulas take the form of mutually inverse relations
for the Lagrange series:
ϕ
ϕ+ma
sm (ϕ+ma) =
m∑
k=0
(
m
k
)
sk (ϕ)
k
m
sm−k (ma) ,
sm (ϕ) =
m∑
k=0
(
m
k
)
ϕ
ϕ + ka
sk (ϕ+ ka) sm−k (−ka) , a = β ln p.
Note the identities for the coefficients
(
n
d
)
f
, similar to the identities
n∑
k=0
(
n
k
)
= 2n;
n∑
k=0
(
n
k
)
k(−1)n−k = 0, n 6= 1.
Since ε (x) ◦ ε (x) = ε(2) (x), ε∗ (x) ◦ ε(−1) (x) = (log ◦ε (x))∗, then
∑
d|n
(
n
d
)
f
= 2s(n);
∑
d|n
(
n
d
)
f
ln d(−1)s(n/d ) = 0, n 6= p.
Generalization of the theorem 2 is the formula
b (x) = (x− (log ◦a (x))∗) ◦
∞∑
n=1
a(− lnn) (xn) [xn]b (x) ◦ a(lnn) (x) ,
which follows from
[n,→]
〈
x− (log ◦a (x))∗, a(−1) (x)
〉−1
= [n,→]
〈
a(lnn) (x) , x
〉
.
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