is adopted as a measure of the information carried by P over X with higher entropy corresponding to more uncertainty (less information). Broad (e.g. Gaussian distributed) phenomena result in higher entropy (less information) whereas populations distributed over a small variance with respect to the average have lower uncertainty (more information). The entropy is calculated according to the Shannon formula (Eq. S1): Supporting information, sup-2
(1) Standard deviation: measures the amount of variation or dispersion from the average.
(2) Average absolute deviation: measures the average of the absolute deviations and is a summary statistic of statistical dispersion or variability. Normal distributions are expected to show an average absolute deviation ~0.8 times the standard deviation.
(3) Kurtosis: measures the "peakedness" of a probability distribution.
(4) Skewness: measures the asymmetry of a probability distribution about its mean. Quantitative measurement of the flexibility (by using R flex and R σ ) does not indicate significant difference when compared to that derived from the original implementation. Moreover, the improved resolution of EOM 2.0 allows to better identify three main subpopulation present in the ensemble.
i Usually |X|=54 in EOM 2.0, with 50 intervals effectively used for the distribution and 4 used for smoothing
