Scene-context plays an important role in scene analysis and object recognition. Among various sources of scene-context, we focus on scene-context scale, which means the effective scale of local context to classify an image pixel in a scene. This paper presents random forests based image categorization using the scene-context scale. The proposed method uses random forests, which are ensembles of randomized decision trees. Since the random forests are extremely fast in both training and testing, it is possible to perform classification, clustering and regression in real time. We train multi-scale texton forests which efficiently provide both a hierarchical clustering into semantic textons and local classification in various scale levels. The scene-context scale can be estimated by the entropy of the leaf node in the multi-scale texton forests. For image categorization, we combine the classified category distributions in each scale and the estimated scene-context scale. We evaluate on the MSRC21 segmentation dataset and find that the use of the scene-context scale improves image categorization performance. Our results have outperformed the state-of-the-art in image categorization accuracy.
Introduction
When people wish to find an image in large database such as web albums, it is important to categorize an image not only simply but as quickly and accurately as possible. As more and more digital images are shared online by individual users, automatically categorizing an image has become one of the most important tasks. Popular search engines have begun to provide tags based on simple characteristics of images, but they still have difficulty in automatically assigning a set of text labels to an image based on its visual content.
Image categorization is to determine, for a given image, the category to which the image belongs (e.g. dog images, beach images, indoor images). Image categorization is one way in which we can perform image retrieval, and it can be used to inform other tasks, such as semantic segmentation or object detection. For example, an image retrieval system will become easy to use if semantic categories and keywords for an image are provided. Furthermore, image categorization can enhance the understanding of visual content for easy browsing in the website. Prior categorization frameworks have tackled the problems of extracting features as image cues [1] , or combining features [2] to improve the performance. Recently not a few results have shown that the dense sampling of visual words and their combinations with image cues can improve categorization performance significantly [3] . They were developed in such a way that visual words are integrated into the bag-of-words model for learning of each category. In this paper, we propose a new framework for image categorization that exploits new context information, namely scenecontext scale, and incorporate it into the classified category distributions.
Computer vision approaches have demonstrated that the use of context improves recognition performance [4] - [8] . While the term context is frequently used in the literature as one of important keywords, it is difficult to give its clear definition. There are many sources of context, and thus numerous psychophysical studies that have presented new theories on context for human object recognition [9] - [11] . As a result, a specific agreement has been achieved in the community that scene-context plays an important role in scene categorization and object recognition.
When the scene-context is used on a per-pixel level, we can capture the local context where image pixels within a region of interest carry useful information. Some image pixels/patches have ambiguous features at a very local scale, because the color and texture of the local level are insufficient to identify the pixel-class. The more the region of Copyright c 2011 The Institute of Electronics, Information and Communication Engineers interest increases, the more it includes the neighborhoods of pixels. Therefore, increasing the size of a region of interest is one of the common methods to include valid local context [12] .
The size of a region of interest depends on an object in a scene. Given object presence and location, its scale or the relative size in a scene can be a significant cue for recognizing the object in the scene. We refer to this scale as the scene-context scale. We focus in this work on the scenecontext scale that is present in a scene, but rarely used as context to improve the recognition performance. Various scene-context scales of images are illustrated in Fig. 1 . The size of an object (face or car) strongly differs in each image. When the object is recognized in a scene, the scene-context scale should be considered to improve the recognition performance.
There are several possible sources to estimate the scene-context scale in an image. If the actual scale of objects within an image is provided, or the absolute distance between the observer and a scene can be measured, we may easily estimate the scene-context scale in each image. Torralba and Oliva inferred the scene scale and estimate the absolute depth in the image [13] . Saxena et al. presented an algorithm for predicting depth from a single still image [14] . They dealt with the scale problem in a scene, however, they did not use scale information as a cue to recognize the object in a scene. We motivate the scale of an object in a scene to be performed as an important cue for categorization and segmentation.
On the other hand, textons have been proven effective in categorizing materials [15] as well as generic object classes [16] . The term texton means a compact representation for the range of different appearances of an object. The collection of textons are clustered to produce a codebook of visual words in bag-of-textons model. Recently, textonization process is performed using random forests to generate semantic textons. Random forests are powerful tools with high computational efficiency in vision applications [17] .
In this paper, we estimate the scene-context scale using multiple random forests. We propose multi-scale texton forests, which can generate different textons according to scale space. For categorization and segmentation, Shotton et al. [18] proposed semantic texton forests as efficient texton codebooks without using of scene-context scale. We investigate how scene-context scale combines with multiscale texton forests to show the accuracy improvement of categorization.
To assess the utility of multi-scale texton forests and the scene-context scale, we compare the clustering and classification accuracy and the categorization accuracy with that of the state-of-the-art [18] . The results show that our method achieves better classification and categorization accuracy than those of the state-of-the-art that is without using of scene-context scale.
This paper is organized as follows: Sect. 2 explains the multi-scale texton forests in detail. Section 3 describes how to combine the scene-context scale into the image categorization module. Section 4 shows experimental results on performance and our conclusions are presented in the final section.
Scale Extension Based on Random Forests
The textons facilitates dense representation for visual words in bag-of-word model. When the textonization process is performed on randomized decision forests, there are many advantages in the framework. Firstly, the texton codebooks are available without computing expensive filter-banks or descriptors. There is no need to be time-consuming clustering method and nearest-neighbor assignment using k-means. Secondly, using the learned randomized decision forests, we can simultaneously exploit both hierarchical clustering and classification with category distribution. In this section, we explain how to generate semantic textons according to various scale-level using randomized decision forests.
The randomized decision forest, which is simply called random forest, is a machine learning technique which can be used to categorize individual pixels of an image [19] . We perform textonization process using random forests to formulate multi-scale texton forests. We employ the semantic texton forest proposed by Shotton et al. [18] and extend its concept to obtain multi-scale texton forests.
Each data for each node of random forest indicates an image patch p as shown in Fig. 2 (a) . The image patch p has the size of (d×d) image pixels as shown in Fig. 2 (b) . At each node, a simple test is performed as shown in Fig. 2 (c) , and the result of that test is used to determine which child node to choose in a decision tree. In a decision tree, the recursive node branching continues to the maximum depth or until no further information gain is possible [21] . We employed a depth-first manner, which recursively splits nodes until a maximum depth is reached.
To formulate multi-scale texton forests, we employ the method to expand scale level of random forests that is to be increased in size of image patches p for split functions. Each random forest has its own scale level and its scale level can be expanded by increasing the region of interest in multiscale texton forests. The effective region size for local context can be chosen among the multi-scale texton forests with different scale.
Multi-scale texton forests are random forests created in different scale space for textonization of an image. The multi-scale texton forests consist of several random forests F S with various scale space S = (S 1 , . . . , S τ ). As shown in Fig. 3 , a random forest F S is a combination of T decision trees at each scale space S k , where k is the level of scale (k = 1, . . . , τ). The nodes in the trees efficiently provide a hierarchical clustering into semantic textons with scalecontextual features.
The split nodes in multi-scale texton forests use split functions of image pixels within a region of interest. Each random forest F S k has a different set of pixel combinations within a region of interest as shown in Fig. 2 (b) . We can increase the scale level k of a random forest by dilatation of a region of interest.
At the first scale space S 1 , the region of interest R S 1 covers whole pixels within a (d × d) image patch, on which the split functions in F S 1 act. In next scale space S 2 , the region of interest R S 2 deals with the pixels within the difference of (dk × dk) image patch from the region R S 1 of a previous scale space S 1 . Therefore, the region of interest Fig. 4 . The number of possible com- binations of selecting two pixels inside a region of interest also increases quadratically with respect to the scale level k.
To textonize an image according to scale space, image patches centered at each pixel with various sizes are passed down the multi-scale texton forests. Each random forest consists of many leaf nodes L = (l 1 , . . . , l T ) and we can compute the averaged class distribution in the leaf node. The class distribution is F S {p(c|L)}, where c is a category. The textons generated by each random forest can be extracted in different scales from other forests. By pooling the statistics of semantic textons and class distributions over an image region, the bag of textons presents a powerful feature for image categorization. 
Image Categorization Using Scene-Context Scale
In this section, we explain how to estimate the scene-context scale of each image pixel using multi-scale texton forests. To obtain classified category distributions, we adopt the pyramid match kernel and non-linear support vector machine (SVM) in each scale. Finally, we combine the estimated scene-context scale and classified category distributions in the end of this section.
Scene-Context Scale and Its Estimation
Scene-context scale is the effective scale of local context to classify an image pixel in a scene. Since the scale of objects strongly differs in each input image, the use of the scenecontext scale improves image categorization performance.
The scene-context scale of each image pixel is obtained by computing the entropies of an image patch in the leaf nodes of each random forest. Since the objects in various size and background/foreground appear together in the image, we should compute scene-context scale per pixel. The confidence of each random forest is computed as the entropies of the class label distribution in leaf nodes. We regard the confidence as the criterion of an optimal scale level to be chosen. At each image pixel, therefore, one scale level with minimum entropy is chosen as the scene-context scale among the multi-scale texton forests.
At first, we compute the entropy E(p|L) of each image patch p at leaf nodes L of a random forest as
The entropy E(p|L) can be computed in each random forest F S k with scale level k = (1, . . . , τ) and we note the entropy of a random forest as F S k {E(p|L)}. Among the whole scale space S = (S 1 , . . . , S τ ), only one scale space S i is chosen that contains the leaf nodes of a random forest F S i with minimum entropy as
The scene-context scale of an image pixel is the instance S * i of the best scale space of image patches as shown in Fig. 5 (b) . Now, we can estimate the scene-context scale in an image as the proportion of the instances of scale space S * k of image pixels. This gives the distribution of scale space P(S) in input image as
We can also determine the Scale-Level Prior [18] that is the most likely scale space S * S LP in whole image like as
Integration of Scene-Context Scale into Classifier for Categorization
We use a bag of textons model [22] computed across the whole image for image categorization. The bag of textons model can construct the histogram of semantic textons and calculate the node prior distributions over the whole image, even discarding spatial layout. A histogram consists of the nodes of each random forest, containing both leaf nodes and split nodes as shown in the left histogram of Fig. 5 (a) . Because the hierarchical clusters are better than the leaf node clusters alone, we use both of leaf and split nodes for constructing histograms. The histogram of each random forest is used as an input of a classifier for recognizing object categories. For a classifier for categorization, we use a non-linear support vector machine (SVM). The non-linear SVM depends on a kernel function, which measures similarity between input images. Grauman et al. [23] proposed a pyramid match kernel over unordered feature sets that allows them to be used effectively and efficiently in kernel-based learning methods. We employ the pyramid match kernel to efficiently compute the approximation of global correspondence between sets of features in two images. Therefore, the first categorization process for each random forest we use is very similar to those in [18] , but our classifier is different from that in [18] because ours involves scene-context scale to include scale information of object in a scene. We build a 1-vs-others SVM classifier, which gives probability of every class per each image. The probability can be computed per each random forest as P F S (c|I), where I indicates the whole image. At scene-context scale S * i , the category distributions F S i {p(c|I)} are also available for local classification and consist in the histogram of a bag-oftextons model.
For each test image, therefore, we estimate the scenecontext scale and we combine the output of SVM categorization algorithm with it. The categorization performance increases by multiplying the distributions of each category P(c|F S ) and of scene-context scale P(S) as
And the SLP is used to emphasize likely categories and discourage unlikely categories, by multiplying the average distribution of the multi-scale texton forests and the distributions at SLP as
using parameter α to soften the prior.
Experimental Results
This section presents our experimental results for image categorization using multi-scale texton forests. To assess the utility of the scene-context scale and multi-scale texton forests in image categorization, we compare the classification accuracy with that of conventional semantic texton forests method [18] without using the scene-context scale. We evaluate our algorithm using challenging MSRC (Microsoft Research Cambridge) segmentation dataset [25] . The MSRC database is composed of 591 photographs of the 21 objects. The dataset includes 21 object classes such as building, grass, tree, cow, sheep, sky, airplane, water, face, car, bicycle, flower, sign, bird, book, chair, road, cat, dog, body, boat. Note that the ground-truth labeling of the 21-class database contains pixels labeled as 'void'. Void pixels are ignored for both training and testing. We used the 45% training and 10% validation data for training, and the handlabeled ground truth to train the classifiers. The remaining 45% images were used for test data.
Before presenting categorization accuracy, let us show the clustering and classification results using the multi-scale texton forests. The multi-scale texton forests provide both a hierarchical clustering into semantic textons and local classification in various scale space. We separately train the forests in different scale space.
To train the multi-scale texton forest, we prepared six scale steps S = (S 1 , . . . , S 6 ) and an initial image patch size is (15 × 15) . Therefore, the size of image patches for split function is (15k × 15k) at each scale step S k . A random forest F S has the following parameters: T = 5 trees, maximum depth D = 10, 500k feature tests and 10 threshold tests per split, and 0.25 of the data per tree, resulting in approximately 500 leaves per tree. Training a semantic texton forest took approximately 30 × 2 k minutes on MSRC dataset at each scale step k, however, testing an image took 0.1 second per a semantic texton forest.
At test time, the most likely class in the averaged category distribution gives the clustering and classification results for each pixel as shown in Fig. 6 . Clustering and local classification performance is measured as both the class average accuracy (the average proportion of pixels correct in each category) and the global accuracy (total proportion of pixels correct). Figure 7 shows the results of the clustering and local classification based on scene-context scale. We estimate the scene-context scale per image pixel using multi-scale texton forests as shown in the third row of Fig. 7 . Since each image pixel has the category distribution at the scene-context scale, we can infer the most likely category c * i = arg max c i P(c i |L) of leaf nodes L = (l 1 , . . . , l T ) for each pixel i as shown in Fig. 7 (a) . On the other hand, Fig. 7 (b) shows the results of the state-of-the-art [18] without using scene-context scale based on single-scale semantic texton forests. The single-scale semantic texton forests used the same parameter of the multi-scale texton forests with the first scale level F S 1 .
As shown in Fig. 8 , a pixel level classification based on the local distributions P(c|L) gives poor, but still good performance. The global classification accuracy without scene-context scale gives 50.2% and the result with using scene-context scale based on multi-scale texton forests gives 53.0%. In particular, significant improvement can be observed in most of the classes except some classes: tree, water, car, bicycle, sign and road. It should seem that they have not influence on scene-context scale. Across the whole MSRC dataset, using the scene-context scale achieved a class average performance of 48.3%, which is better than the 38.4% of (b) as shown in the table of Fig. 8 . Therefore, we can see that the proposed scene-context scale can be powerful and effective context information for category classification and clustering.
In Fig. 9 , we plot the class average accuracy against the number of scene-context scale. The number of scenecontext scale corresponds to the number of semantic texton forests according to scale step k. A noticeable improvement is obtained until the scale step k is 5. From the Fig. 9 , we can see that class average increases with more scene-context [18] scale.
The pixel level classification based on the local distributions gives different results according to each scale step. Figure 6 shows the clustering and classification results of each random forest F S i with different scales. As can be seen, each image has the best accuracy according to category in some scene-context scale. Therefore, there is the scenecontext scale in not each image but each image patch. Using the multi-scale texton forest, we find the scene-context scale per image patch in a test image. By multiplying the distributions of each category and the proportion of the scenecontext scale in the test image, we can finally improve the learned per-category distribution.
We obtained the categorization accuracy as shown in Fig. 10 (a) The proposed method (d) using the distribution of scene-context scale gives better results than any other methods without using scene-context scale. Across the whole challenging dataset, using the distribution of scene-context scale achieved a class average performance of 74.9%, which is better than all the 72.8% of (a), the 72.2 % of (b), and the 73.7 % of (c). The proposed method improves performance for all but three classes. This is probably because the proportion of the scene-context scale is inappropriate for the objects in an image such as dog and bird, therefore poor at categorizing the objects. In addition, the three classes also have low performance in clustering and classification process with low class average such as dog (22%), bird (6%), and chair (14%). We should devote to estimate more accurate scene-context scale and to generate more discriminate texton for various objects in future works. In particular, significant improvement can be observed difficult classes: grass and cat.
Conclusion
This paper presented a new framework for image categorization using multi-scale texton forest and scene-context scale. We have (i) introduced the concept of scene-context scale in object recognition, (ii) expanded the random forests to multi-scale texton forests, and (iii) achieved efficient categorizing by using a combination of scene-context scale and multi-scale texton forest. In experiments, we confirmed that the proposed method using the scene-context scale gives better results than any other methods without using scenecontext scale. The multi-scale texton forest can be utilized in semantic segmentation and object recognition by integrating scene-context scale with bag of textons method.
In future work, we improve accuracy per-category distribution by using geometric transformations and affine photometric transformations on training/test dataset. In addition, the results of image categorization are utilized as region priors for object recognition and semantic segmentation.
