While the determination of free-energy differences by MD simulation has become a standard procedure for which many techniques have been developed, total entropies and entropy differences are still hardly ever computed. An overview of techniques to determine entropy differences is given, and the accuracy and convergence behavior of five methods based on thermodynamic integration and perturbation techniques was evaluated using liquid water as a test system. Reasonably accurate entropy differences are obtained through thermodynamic integration in which many copies of a solute are desolvated. When only one solute molecule is involved, only two methods seem to yield useful results, the calculation of solute-solvent entropy through thermodynamic integration, and the calculation of solvation entropy through the temperature derivative of the corresponding free-energy difference. One-step perturbation methods seem unsuitable to obtain entropy estimates.
I. INTRODUCTION
Computing free energies and entropies is one of the main goals and major efforts in the field of MD simulation, since these properties are among both the most sought-after and most elusive properties of a system. Knowledge about free energies is essential to understand the direction of any chemical process as well as the composition of any equilibrium, while knowledge about entropies contributes to our understanding of chemical processes, e.g., of the driving forces of the folding of biomolecules or the binding of ligands. Entropy is the key property to understand chemical phenomena such as hydrophobic interactions. Unfortunately, these two statistical properties are not that easily accessible to simulations, as their evaluation involves a measurement of the extent of phase space available to the system, and so in principle requires an infinitely long simulation to scan the entire space. Nevertheless, a sizable effort has so far been invested in studying free-energy differences, showing that it is, in spite of all sampling problems, possible to obtain reasonable free-energy estimates. [1] [2] [3] [4] [5] [6] [7] The reason is, that in order to obtain free-energy differences between two states, the evaluation of the complete partition function is not really necessary, but extensive sampling of the relevant parts where the two states differ, suffices. In contrast to free-energy differences, determining both absolute entropies and entropy differences from MD simulations requires in principle sampling of the complete phase space. Generally, one can distinguish two types of attempts to obtain reasonable estimates for entropies by MD simulations. One type of methods focuses on conformational entropies, where not all, but only internal ͑conformational͒ nondiffusive degrees of freedom, for example, in a protein, are considered. [8] [9] [10] [11] [12] The other type of method relies on the principles of statistical thermodynamics, where, usually in analogy to the methods to determine free-energy differences, formulas for entropy differences between two states can be derived. 13, 14 The first type of methods has been successfully applied to proteins and other biomolecular systems, e.g., to estimate sidechain entropies. 15 A study of the internal entropy of the unfolded and folded conformations of a small peptide showed though, that knowing these conformational entropies is not sufficient to understand the underlying forces that drive peptide and protein folding, 16 but that inclusion of solvent degrees of freedom is necessary. The second type of approach which extends techniques to estimate free-energy differences to entropies, has been applied very rarely so far, [17] [18] [19] [20] [21] the reason being that they involve an accurate estimate of an ensemble average that includes the complete Hamiltonian of the system which shows large fluctuations and therefore takes a very long simulation time to converge. Here, several methods to estimate entropy differences are presented and tested for a pure water system, namely by calculation of the excess and hydration entropies of a widely used water model, the simple point charge ͑SPC͒ model. 22 
II. THEORY

A. Basic statistical mechanics formulas and notation used
The classical Hamiltonian for a system of N atoms, expressed in their Cartesian coordinates r and conjugate momenta p reads
E kin (p) and E pot (r) being the kinetic and the potential energy of the system. The partition function in the canonical ensemble is given by
a͒ Author to whom correspondence should be addressed. where V is the volume of the system, T is the absolute temperature, k B is Boltzmann's constant, and h is Planck's constant, respectively. The factorial should only be present when the N particles are indistinguishable. In analogy, the partition function of the isothermal-isobaric ͑NPT͒ ensemble can be written
the only difference being a pV term in addition to the Hamiltonian and an additional integration over volume. The phase-space probability (p,r) to find the system in a given state ͑in the canonical ensemble͒ with configuration r and conjugate momenta p is given by
and is used to define the ensemble average of a property X through
͑5͒
The key quantity of the canonical ensemble, the Helmholtz free energy, can thus be expressed as an ensemble average
In the NPT ensemble the analogous quantity is the Gibbs free energy
In the statistical mechanical context, the entropy can be formulated through two fundamental expressions, first as temperature derivative of the free energy (A or G)
and second through the difference of free energy (A or G) and energy U ͑or enthalpy H)
In the following, we will focus on the canonical ensemble and give only the key equations for the NPT ensemble or brief indications how to obtain these.
B. Determining free-energy differences
There exists various methods to determine the freeenergy difference between two states a and b of a system. We concentrate on two basic approaches, thermodynamic integration 13 and perturbation, 14 which we wish to apply to the determination of entropies.
In the thermodynamic integration ͑TI͒ method, the Hamiltonian H(p,r) is made a function of a coupling param- eter , H(p,r,) . Thus, the free energy also becomes dependent and the free-energy difference between two states a and b, characterized by a and b , respectively, can be expressed through the following integral:
where the derivative of the free energy with respect to can be written as
The original perturbation ͑PT͒ formula was derived by Zwanzig
and, in the terminology of coupling parameter approach, corresponds to making use of the numerical derivative of the free energy with respect to . The PT method can be applied in two ways: as in TI, one can make use of artifical intermediate states between states a and b ͑multistep perturbation 23 ͒, or one can perform a single simulation of one of the endstates 24, 25 or of an artificial reference state, 26 -28 from which extrapolations to the ͑other͒ endstates are carried out ͑one-step perturbation͒. The Gibbs free energy G is computed in analogy to A when using NPT simulations.
C. Determining entropy differences
The most obvious, ''naive'' approach to estimate the entropy difference of two states a and b is based on Eq. ͑9͒ and uses the free-energy difference, e.g., determined through TI or PT, and the difference of the energies ͑or enthalpies͒ of the two states ͑i.e., the endpoints of the TI or PT pathways͒
A second approach makes use of Eq. ͑8͒, which leads to the finite-difference approximation to compute the entropy at temperature T via the free energies (A or G) at Tϩ⌬T and TϪ⌬T,
This method assumes a constant difference in the heat capacity ⌬c v,ba ͑or ⌬c p,ba for NPT͒ over the temperature range 2⌬T.
Other techniques to determine entropy differences can be derived from the methods to compute free-energy differences ͓using Eq. ͑8͔͒. In order to obtain a TI formulation for ⌬S ba , the entropy needs to be expressed as a function of the coupling parameter ,
Differentiated with respect to this gives
thus, the entropy difference reads
The corresponding perturbation analog is
͑19͒
Note, that equations analogous to Eqs. ͑17͒ and ͑19͒ can be derived for the NPT ensemble. They contain additional pV terms in any ensemble average linear in the Hamiltonian.
Thus, any ensemble average ͗H͘ becomes ͗HϩpV͘, and ͗H•X͘ becomes ͓͗HϩpV͔•X͘. Generally, these pV terms do not contribute much to the ensemble-average differences and are therefore neglected throughout this study.
D. Splitting the Hamiltonian: Solute-solvent entropy
Alternative formulas to compute entropy differences ͑both for TI and PT͒ can be derived by distinguishing parts of the Hamiltonian that are and that are not dependent on the coupling parameter ͑that do or do not differ for the two states a and b). Without loss of generality, we may think of a Hamiltonian that distinguishes between solute (u) and solvent (v) degrees of freedom, in which the intra-solute and the solute-solvent interactions are dependent on , while the intrasolvent interactions are independent H͑p,r, ͒ϭH uu ͑ p,r, ͒ϩH uv ͑ p,r, ͒ϩH vv ͑ p,r͒. ͑20͒
We then find for the free energy ͑TI͒,
For ⌬S ba , Eq. ͑18͒, ͑TI͒ becomes
͑23͒
The last integral can be simplified using
͑24͒
Thus, Eq. ͑23͒ can be reformulated
where the notation ⌬S ba TI,uuv was introduced to indicate that the first integral refers to the solute-solute and solutesolvent entropy difference. Physically, this result shows that the entropy difference is determined through the difference in the solute-solute plus the solute-solvent entropy and the solvent-solvent energy, since the contributions of solventsolvent entropy and solute-solvent energy cancel exactly ͓Eq. ͑24͒, see also Ref. 29͔ . A detailed analysis of these types of entropy-enthalpy compensation is given in Ref. 30 .
Splitting the Hamiltonian, Eq. ͑19͒ ͑PT͒ can be reformulated too,
where the last line again gives a physical explanation of the different terms that contribute to ⌬S ba PT , namely, combining the first three lines yields an estimate for the solute-solute and solute-solvent entropy difference, whereas the next two lines refer to the difference in the solvent-solvent energy.
Concluding this section, it should be mentioned that, since the kinetic energy part of the Hamiltonian ͓Eq. ͑1͔͒ can be separated in the ensemble averages, in practice only the potential energy E pot (r) is considered instead of H(p,r). This implies that the internal ͑total͒ energy U is replaced by the internal potential energy U pot .
E. Other methods to compute entropy
Obviously, other methods to determine free-energy differences can in principle also be extended to obtain entropy differences. One method that can be mentioned here as example is particle insertion, 19 the application of which is limited to the calculation of solvation free energies ͑and entropies͒ of atoms and small molecules.
For completeness, other techniques to determine entropy should be mentioned: the adiabatic switching method 31 can be used to obtain absolute entropies and has been succesfully applied to determine excess entropies of pure liquids, 32 however, a generalization to other ͑mixed͒ systems seems to be difficult, if not impossible. An acceptance ratio method to determine the excess entropy of pure liquids has been developed and successfully tested for water. 33 A number of methods to determine configurational entropies based on a harmonic approximation of the internal degrees of freedom has been developed for nondiffusive systems. [8] [9] [10] [11] [12] 
III. COMPUTATIONAL DETAILS
All simulations were performed using the GROMOS96 package of programs. 34, 35 They were all based on an equilibrated cubic, periodic simulation box containing 1000 SPC ͑Ref. 22͒ molecules ͑initial box length: 3.132 nm͒. The simulation temperature was kept constant by weakly coupling to a temperature bath with a relaxation time of 0.1 ps. 36 For NPT simulations, the pressure was maintained at 1 atm by also applying the weak coupling algorithm with a relaxation time of 0.5 ps and an isothermal compressibility of 76.24ϫ10
For the nonbonded interactions, a twin-range method with cutoff radii of 0.8 and 1.4 nm was used. 34, 35 Outside the longer cutoff radius a reaction field correction 37 was applied with a relative dielectric permittivity of 78.5. The integration time step was 2 fs, the pairlist for pairs within the inner cutoff and the energies and forces for pairs between the inner and outer cutoff radii were updated every 10 fs.
In a thermodynamic cycle three types of SPC molecules were considered: SPC molecules with normal interactions ͑denoted as SPC͒, SPC molecules without Coulombic interactions ͑denoted as SPC nc ), and SPC molecules without nonbonded interactions (SPC nn ). Two types of transitions between these molecules were performed: ͑i͒ perturbing the interactions of all molecules ͑for the transition SPC →SPC nn this gives the excess free energy and entropy͒, and ͑ii͒ perturbing only one molecule, which yields the hydration free energy and entropy of the molecule of interest.
Two methods to determine free-energy differences and to test various approaches to compute entropies were applied, thermodynamic integration and one-step perturbation.
Multistep perturbation had been briefly tested and performed essentially like TI. It should be noted though, that perturbing all molecules can only sensibly be carried out using thermodynamic integration ͑with constant volume͒.
In the TI calculations the states a and b were connected using points 0.1 apart in the range ͓0,1͔. In particular cases more points were inserted to obtain a more accurate reference free energy or entropy value ͑see Figs. 1 and 2͒. All TI calculations were performed using a quadratic dependence of the potential energy on the coupling parameter and a softcore interaction on the perturbed atoms ͑see below͒. At each point, an initial equilibration of 50 ps for the all-molecule perturbation TI calculations and of 250 ps for the singlemolecule perturbation TI calculations was carried out. After this equilibration period, the simulation at each point was performed for 100 ps for the all-molecule perturbation TI, for 600 ps for the one-molecule perturbation TI at 300 K, and for 200 ps for the one-molecule perturbation TI at 280 and 320 K.
The one-step perturbation calculations were carried out using an uncharged soft-core reference state as described in Refs. 27 and 28. The van der Waals interactions of the softcore reference state with the solvent molecules had the form
where ␣, a parameter that controls the ''softness'' of the interaction, was set to 1.51, and , a coupling parameter included here only for implementation reasons, was set to 0.5. The parameters C6 SO and C12 SO of the Lennard-Jones interactions between the soft-core reference and the oxygen atoms of the SPC molecules were computed using geometric combination rules as described in Ref. . We note that in Ref. 27 the squares of these parameter values are erroneously attributed to the soft-core oxygen interactions. The height of the softcore potential used at rϭ0 thus is 9.37 kJ mol Ϫ1 , and not 6.99 kJ mol Ϫ1 as quoted in Refs. 27 and 28. The initial configuration was generated by replacing one SPC molecule of the equilibrated box described above by the soft-core particle and equilibrating for 10 ps. As described in Ref. 28 , the insertion of a SPC ͑or SPC nc ) molecule at the soft-core site was performed with additional translational and rotational sampling. The molecule was first inserted in ten random orientations, and then for each orientation ten random displacements in an interval of ͓Ϫ0.05 nm, 0.05 nm͔ were carried out. 
IV. RESULTS
The following estimates for entropy differences were computed ͑whenever applicable͒: PT ͓Eq. ͑19͔͒. Due to the nature of the one-step perturbation approach ͑simulation only at one state, from which the other ones are extrapolated͒, no one-step perturbation equivalents to ͓B͔ and ͓C͔ can be given, the corresponding equations ultimately lead to Eq. ͑19͒, i.e., the estimates are identical. ͑F͒ One-step perturbation equivalent to ͓D͔: Equation ͑15͒
͑A͒
with ⌬A PT (TϮ⌬T) ͓or ⌬G PT (TϮ⌬T)] computed using PT according to Eq. ͑13͒. Figure 1 shows the ͑well-converged͒ derivatives of A and S with re- ͒ gives excellent agreement. The results for perturbing only a single molecule are presented in the lower part of Table I both for constant volume and constant pressure simulations at 280, 300, and 320 K. The convergence behavior differs significantly from the case where all molecules are perturbed. Again, the freeenergy differences ⌬A TI seem to be reasonably well converged, as can be seen from cycle closures and from the comparison of the results for different simulation lengths per value. This is confirmed by Fig. 2 , where the derivative of the free energy with respect to is presented in the left panels ͑again, the error bars are too small to be visible͒. Estimates of the statistical error of ⌬A TI in the table range from 0.4 to 0.6 kJ mol Ϫ1 for the simulations with 600 ps per point and from 0.5 to 1.1 kJ mol Ϫ1 for the simulations with 200 ps per point. The dA/d profiles are qualitatively very similar to those discussed above for Fig. 1 where all molecules were perturbed. The resulting Gibbs free energy of solvation of water ͑transition SPC→SPC nn ) agrees reasonably well with experimental values ͓26.5 kJ mol Ϫ1 at 303 K; 27.5 kJ mol Ϫ1 at 283 K; 25.5 kJ mol Ϫ1 at 323 K ͑Ref. 39͔͒, in particular the temperature dependence of ⌬G TI seems to be quite decent. As expected, the free-energy estimates do not differ much between the NPT and NVT ensembles. The entropy differences ⌬S TI though have not converged after 600 ps of simulation per point. This is not only demonstrated by the nonclosure of thermodynamic cycles (⌺⌬S TI amounts to up to 44 and Ϫ46 J K Ϫ1 mol Ϫ1 for NVT and NPT at 300 K, respectively͒ but also by the rather erratic behavior of dS/d as displayed in the middle panels of Fig.  2 . As expected, the estimates of ⌬S end are equally or even more erroneous as the ⌬S TI estimates, which results from the large error in the potential energy ensemble averages. The statistical error of ⌬U end ranges beween 10 and 15 kJ mol
A. Thermodynamic integration
Ϫ1
for the simulations with 600 ps per point and is approximately 20 kJ mol Ϫ1 for the simulations with 200 ps per point. It should be noted that the statistical error is not sufficient to describe possible deviations in ⌬U end when completely independent simulations are considered. This is probably due to dependence of the total potential energy of the system on the ͑not entirely converged͒ pressure. Again it should be noted that one is dealing here with errors in the total potential energy of the system, which is in the present cases in the order of Ϫ40 000 kJ mol Ϫ1 . When only one molecule is perturbed, it is possible to determine the solute-solvent entropy difference ⌬S TI,uuv ͓Eq. ͑25͔͒. As ⌬S TI,uuv relies only on solute-solute and solute-solvent potential energy terms, it converges much better than the total entropy difference ⌬S TI , where the necessary ensemble averages include the total potential energy. This is reflected in the right panels of Fig. 2 , where the derivatives of ⌬S TI,uuv with respect to are displayed. Comparing the profiles of dS TI,uuv /d with those obtained for dS/d when perturbing all molecules ͑Fig. 1͒, one notices a qualitative agreement of maxima and minima for the different transitions. A similar agreement can only be guessed for the middle panels of Fig. 2 , where all interactions are considered. However, if one wants to use the ͑well-converged͒ estimates of the solute-solvent entropy difference ⌬S TI,uuv to compute the difference of the total entropy ⌬S TI,all ͓Eq. ͑25͒; method ͓C͔͔, an accurate estimate of the solventsolvent potential energy difference ⌬U pot end,vv between states a and b is required. The corresponding columns in Table I show, that this is exactly the problem, the values of ⌬U pot end,vv are by far too ill-converged to result in a good estimate for ⌬S TI,all . Thermodynamic integrations were not only carried out at 300 K but also at 280 and 320 K. Thus ⌬S at 300 K can also be determined using the free-energy difference estimates at TϮ⌬T ͓Eq. ͑15͒; method ͓D͔͔. The simulations at each point were performed only for 200 ps, as this seemed to be sufficient to obtain a reasonable estimate for the free-energy differences at 300 K. The results are presented in Table II . The resulting entropy of solvation at constant pressure ͑tran-sition SPC→SPC nn : 58 J K Ϫ1 mol Ϫ1 ) agrees very well with the experimental value 39 (51 J K Ϫ1 mol Ϫ1 ). Note that cycle closure is not necessarily a good measure to assess the quality of the resulting entropy differences. The fact that the cycle for ⌬S ⌬T closes reasonably well ͑since ⌬S ⌬T values rely on free-energy differences͒ does not say anything about the accuracy of ⌬S ⌬T , since it is not related to the tempera- NPT 33 ture dependence of the free energies involved. Another weak point of this approach is, that, as opposed to the TI and PT formulas which are in principle exact, this finite-difference approach assumes a constant difference in heat capacity ⌬c v ͑or ⌬c p for NPT͒ over the temperature range of interest. Table III presents the results of the one-step perturbation calculations. As observed in previous studies, 28 the one-step perturbation method with additional translational and rotational sampling when inserting a ͑dipolar͒ molecule at the soft-core site yields reasonably good estimates for freeenergy differences ⌬A PT . However, comparison with the values obtained by TI, ⌬A TI ͑Table I͒, shows that the method is of no use to predict a reasonable temperature dependence of the free-energy. This implies that the one-step perturbation finite-difference method ͓F͔ ͓Eq. ͑15͔͒ cannot be used to obtain accurate ⌬S ⌬T values. In Fig. 3 , the convergence of ⌬A PT at 300 K is presented. It shows that the best convergence is achieved for the transition SPC nc →SPC nn , where no charges are involved. This is reasonable, since the uncharged soft-core particle is a better reference for uncharged states a and b than for a state involving partial charges. This can apparently not be completely compensated by the additional translational and rotational sampling. Table III Fig. 4 , showing that indeed the overall entropy difference is completely erratic, whereas the solutesolvent entropies do converge, at least towards some value.
B. One-step perturbation
V. CONCLUSIONS
We have compared the accuracy of various formulas and procedures to compute entropy differences, in particular the excess entropy and the entropy of solvation using liquid water as a test system. The methodological problem of calculating entropy is that any method requires an accurate esti- mate of an ensemble average that includes the complete Hamiltonian of the system. Such an ensemble average shows enormous fluctuations and therefore takes a very long simulation time to converge. Two different types of perturbations were considered: perturbing all molecules in the system ͑ex-cess entropy͒ and perturbing a single molecule ͑entropy of solvation͒. For the first case good, well-converged estimates for entropy differences could be obtained, while the second case was by far more problematic. In this case, comparing the entropy difference obtained by thermodynamic integration, ⌬S TI , and the one obtained from the free-energy difference ͑from thermodynamic integration͒ combined with the energy/enthalpy difference of the endpoint simulations, ⌬S end , the following observations were made: ͑i͒ with the applied simulation lengths of 600 ps per value ͑or per endstate͒, neither method yields an accurate result for ⌬S, ͑ii͒ ⌬S TI requires a value for the ensemble average ‫͘ץ/‪H‬ץ͗‬ ͗H͘ Ϫ͗‫ץ‬H/‫ץ‬H͘ which shows smaller fluctuations than the ensemble average ͗H͘ needed for ⌬S end , as the latter ensemble average is an extensive quantity, thus growing with system size, ͑iii͒ on the other hand, for ⌬S TI a comparatively long simulation has to be carried out at each point, whereas for ⌬S end the simulations at each point can be much shorter, as they are only needed to determine ⌬A TI , the gained simulation time can in principle be invested in performing longer simulations of the two endstates. The most promising approach is to determine the temperature dependence of the corresponding free-energy difference by thermodynamic integration. Using thermodynamic integration, one can also get a decent estimate for the difference in the solute-solvent entropies. For processes in which the solvent-solvent energy/enthalpy term is nearly constant, the solute-solvent energy/enthalpy and entropy terms will be representative for for the total energy and entropy terms, respectively. For example, 40, 41 the relative contributions of enthalpy and entropy to the free enthalpy of solvation of a series of small solutes in different binary and ternary aqueous solutions could be understood using the solute-solvent energy and entropy terms investigated here. The one-step perturbation approach is a poor approximation to determine entropy differences, even when using it to estimate an entropy difference through determination of the temperature dependence of the corresponding free-energy difference. None of the techniques considered seems suitable to give a perspective for the calculation of the entropy of ligandprotein binding or entropy of polypeptide folding.
