This paper deals with the problem for improving the accuracy of the grey model (GM(1,1)) in traffic flow and CO 2 emission prediction. In order to improve the prediction accuracy, we adopt a data grouping technique along with the GM(1,1) and a Grouped GM(1,1) (GGM(1,1)) is established. Moreover, by applying techniques of accumulated generating operation (AGO) and inverse accumulated generating operation (IAGO) on training data collected from national route 11 of Tokushima City, Japan, the accuracy of GM(1,1) and GGM(1,1) in forecasting vehicle volume and CO 2 emissions is investigated. Therefore, in this paper we contribute to develop and enhance the GM(1,1)'s accuracy in prediction.
Introduction
Traffic congestion on motorways is becoming an ever more pressing problem all over the world [1] . Managing traffic congestion and traffic control call for a clear understanding of traffic systems, and sustainable development has become a priority course in modern society. Therefore, the emphasis of the transportation system should not be only on its function and mobility, but planners should seek a balance among energy consumption, economic development and environmental protection [2] . The negative impacts of traffic congestion (e.g. economic loss, air pollution etc.) have raised a concern in the decision and policy making processes in the transportation sector, with a view to curb environmental pollution and global warming. Thus it is critical to carry out prediction by an accurate model to provide "white" information to enable transportation management team and concerned engineers in setting measures and policies to mitigate traffic congestion. As Ruijing [3] put it "Accurate incident forecasting of infectious desease provides potentially valuable insights in its on right". However, in this paper we do not consider an infectious desease, rather we consider the traffic system as an uncertain dynamical system and investigate it by GGM(1,1) with an aim to improve the accuracy of prediction.
By the way, a lot of literature have been written on GM(1,1)'s accuracy improvement (e.g. [3, 4, 5, 6, 7, 8] ). A non-equidistant GRM(1,1) was based on accumulated generating operation of reciprocal number [4] ; this model makes a monotonic decreasing series of data from the original data. After applying the IAGO, the accuracy of the model is improved. Additionally, a non-equidistance grey model (NGM(1,1)) based on grey interval weighting accumulated generating operation (GIWAGO) to enhance the predicted accuracy has been proposed [6] . In this work, a whitening coefficient based on grey interval was employed to generate accumulated series, and then Taylor series approximation was adopted to optimize the whitening coefficient. The use of hybrid algorithm combining grey model (GM) and back propagation artificial neural networks (BP-ANN) to forecast hepatitis B in China based on the yearly numbers of hepatitis B and to evaluate the method's feasibility has been investigated [3] . The proposed method in [3] had advantages over GM (1, 1) and GM(2,1). The grey system has been explored in traffic volume prediction based on Tall database [8] . In the work of [8] , before training the traffic volume model, the training samples were normalized to the range of [0, 1] , and the simulation results show that the GM(1,1) had mean relative predictive error of 3.9 percent, which accomplished their intended prediction accuracy.
The two main types of traffic analysis models are macroscopic analysis and microscopic analysis [11, 12] . The macroscopic traffic flow models anlyzes the relationships among the traffic flow main parameters-speed, flow and density. Macroscopic models can simulate traffic stream parameters on a large scale scope, but they cannot model detailed behavior in individual vehicle movements. In some cases research requires more in-dept simulation results and this involves programming the traffic signals at several intersections to optimize the flow of traffic. Such an operation is suited in microscopic model. Microscopic models simulates traffic behavior with higher accuracy than macroscopic models, calculating position, speed and accerelation of every vehicle at every moment. It can provide great deal of information to traffic management and simulation. These models are intended to simulate the movement of individual vehicles. Thus microscopic models smaller networks than macroscopic in order to provide detailed information. Useful results on traffic jam analysis and CO 2 emission prediction in Tokushima city, have been presented by state space model via a MIcroscopic model for analysing TRAffic jaMs (MITRAM) [11] .
In this paper, we aim to improve the prediction accuracy of the GM (1, 1) , by the data grouping technique. We propose a GGM(1,1) to improve the accuracy of the conventional GM(1,1). The technique of grouping training data is introduced into the GM(1,1) prediction and this improves the GM(1,1)'s accuracy. The Grouped data GM(1,1) is reffered to as GGM(1,1) in this paper, i.e. we define the proposed GGM(1,1) in detail. We also consider five data grouping techniques, illustrate the prediction results graphically and carry out error analysis to determine the most accurate technique. The proposed GGM(1,1) has another advantage of being applicable to both equal-interval and unequalinterval data. Moreover, accurate predicted information about traffic system by GGM(1,1) enhances the decision and policy making processes to mitigate traffic congestion. Note that in this paper, traffic demand data from national route 11 of Tokushima city are collected, and vehicle volume and CO 2 emissions data outputs, which are used as training data sets, can be obtained by running MITRAM. This paper is organized as follows: In section 2 we introduce the grey theory and its application in modeling. The first order differential equation is described in order for the reader to develop concrete understanding of the GM(1,1). Section 3 serves to show how the method of least squares relates to the GM(1.1). In section 4 we introduce the technique of grouping the training data, and we discuss data source and the results in section 5. Section 6 evaluates the error performance of the conventional GM(1,1) and the proposed GGM(1,1). Finally, we draw conclusions and state our future work.
Grey System Theory and Modelling
The grey system theory was introduced in 1982 by Deng [1] . In all human endeavors almost all systems are grey systems (systems lacking information). The term 'grey' means poor, incomplete, uncertain etc. The grey system theory is interdisciplinary and stands the test of time [1] .
The system has been applied in various fields such as ecology, economy, environment , engineering transportation etc to analyze, estimate, forecast and model the various systems considered to be grey systems. The grey process in modeling requires as few as 4 data sample points to analyze a system. In this paper we adopt the concepts of grey modeling, forecasting and prediction control.The grey process in modeling is highlighted in section 2.2.
Grey modelling and forecasting
In this concept of grey modeling we considered a single variable first order differential equation prediction model based on grey system theory. It consists of accumulated generating operation (AGO) and the forecasting concept involves inverse accumulated generating operation (IAGO). In grey modeling concept Deng Julong [1] deduced that the grey modeling is based on the generating series rather than on the raw one [1] . To construct the GM(1,1) the following procedure is followed.
AGO generation Suppose the data set to be forecast is presented as
where
(ti) is the observed data at time sample point t i , i = 1, 2, 3, · · · , n and n equal to the total number of sample points, and this data set can be either of regular or irregular distribution, then the AGO series set is generated as follows;
where X (1) is the first order AGO series set generated by accumulating the set X (0) of (1). Furthermore the set X (1) of (2) can be written as
(tn) .
The grey differential equation Based on the AGO series set X (1) , the first order single variable differential equation, which is the grey differential equation, is obtained by
where y(t) is considered as a background grey value at time sample t, a is a developing coefficient and b is a grey input (grey control) coefficient [1, 2, 4, 6] . Parameters a and b are obtained from the concept of the method of least squares, described in Section 3. It is well known that the solution of (4) with initial condition
can be obtained as
Therefore, the predicted value based on the AGO series set X (1) can approximately be obtained as
where x (1) (k+1) is the predicted value of the AGO series set X (1) of (3). Thus, the set of the predicted value denoted by X (1) can be described as
IAGO generation From X (1) series set we deduce the IAGO technique as
(ti) of (1) and we can obtain the set X (0) as
where the set X (0) is the final predicted value of the set X (0) of (1).
The Method of Least Squares
This method gives a way to find the best estimate. We assume that the errors (i.e the differences from true values) are random and unbiased. Given observations
(N is the number of observations), we may define the error associated to saying
by
The goal is to find values of a and b that minimize the error. This requires us to find the values of (a, b) such that
Eventually, we can show that ⎡
where A is the data matrix and y is the measured vector, i.e. y = (y 1 , · · · , y N ) T (see references [1, 4, 5, 6] for details).
On the basis of the existing results (e.g. [1, 4] ), the least square sequence of the whitenization equation in grey system is given as
where a is a developing coefficient, b is a grey control coefficient and z (1) (t k ) is the background adjacent means of the set X (1) of (3) given as
such that a set Z (1) of the background adjacent means is obtained as
then the matrix Ψ and the vector ψ which correspond to the matrix A and the vector y in (14) are given as,
. . .
Training Data Grouping Techniques and Prediction based on Grouped data GM(1,1) (GGM(1,1))

Training Data Grouping Techniques
To develop and improve the accuracy of the GM(1,1) we grouped the training data by various techniques. These techniques are illustrated below. Note that according to the grey system theory the smallest suitable group is of 4 data sample points. By introducing the data grouping technique into grey prediction, we obtain a Grouped data GM (1, 1) and in this paper, we consider the following three grouping techniques;
(I) No grouping (NG) technique
All the training data set makes one group of N sample points. For N = 10 sample points, see Figure  1 . Note that GM(1,1) correspond to this grouping technique. 
Figure 3. Strong grouping (SG). (II) Weak grouping (WG) technique
Based on this grouping technique, the formed groups do not overlap so much and thus the errors do not cancel out. Consequently, the prediction accuracy is low. Considering a data set of 10 sample points we can form 3 groups of 4's (see Figure 2) . In Figure 2 , we have shown the first group containing elements 1 to 4 and the third group consists of 4 elements (7 to 10). The second group contains elements 4 to 7.
(III) Strong grouping (SG) technique This is the most accurate grouping technique as the groups overlap so much and hence the errors tend to reduce to a minimum. For any particular data set the number of groups is given by
where N is the number of groups, n is the total number of data used, and k is the number of group data points. This technique is illustrated in Figure 3 . With 10 sample points, we form 7 groups of 4's. The first group includes elements 1 to 4, the second group consists of elements 2 to 5 and so on. The last group is composed of elements 7 to 10.
For high accuracy in prediction we take the strong grouping technique because in this grouping technique the data groups overlap so much and hence the error tends to reduce to a minimum. Furthermore, data strongly grouped in 4's is the most accurate grouping technique.
Prediction Method based on GGM(1,1)
In this paper, we propose a method based on the grey system theory and data grouping technique to improve the accuracy of prediction. We employed MATLAB software to carry out statistical analysis. The data grouping technique involves a lot of computations but with the use of a matlab code the computations become easier. GM(1,1) is the main and basic model of grey predictions. It requires small sample size (at least 4). So the grouping criteria was based on this fact. The grey differential equation (also called whitenization equation) of (4) was adopted in our forecasting. As explained in Section 2.2, the response to this equation was obtained as shown in (6) . Therefore, the forecasting model in this paper is given by
(19) In Section 3, we have explained on how to obtain parameters a and b. With the aid of our matlab code we applied AGO and IAGO on grouped data and in the following section we present our forecasted results.
Data Source and Result Analysis
Data source
In this paper, we focus the national highway route 11 of Tokushima city, Japan. Traffic demand from this route were collected during peak hours (6:00am to 8:00am) of the day and simulated in a microscopic traffic simulator (MITRAM) [12] and MITRAM output data were recorded. Therefore, in this paper the training data sets consist of vehicle volume and CO 2 emissions data outputs as recorded during the time of simulation. See Table 1 .
Result Analysis
In this paper in order to show the improvement on the accuracy of the GM(1,1) in forecasting by data grouping technique, we present three categories of results. These include ungrouped (GM (1,1) ), weakly grouped and strongly grouped results. In total five (5) grouping techniques are presented i.e. ungrouped (NG), strongly grouped in 4's, strongly grouped in 5's, weakly grouped in 4's and weakly grouped in 5's techniques. We show that strong grouping and especialy data in groups of 4's is the most accurate data grouping technique. We choose to explain this data grouping technique in detail. To further validate our work we perform error analysis as tabulated in Table 2 and 3.
Vehicle volume forecasting
Firstly, we consider the no grouping (NG) technique. The training data in Table 1 were employed and for the ungrouped data the GM(1,1) x 20) and we have the following corresponding de-trended time 
where d stands for de-trended.
Next, we show the result for the strong grouping (SG) technique based on same prediction model of (19) (the only difference from one formed group of data to the other is that the values of the parameters a and b are not necessarily equal). Similarly for the strongly grouped data in 4's the forecasted data set X (0) is given by In addition, the corresponding de-trended time series set X (d) is derived as curves. It can be positive, negative or zero. When it is zero it shows that the forecasting error at that time sample is zero and thus the accuracy of prediction at this point is 100% . Figure 5 shows the vehicle volume forecasted results for data strongly grouped in 4's and the de-trended vehicle volume. By observation of the de-trended curves in Figure 4 and 5 we see that data grouping improves the GM(1,1)'s forecasting accuracy (see Table 2 ). The results for strongly grouped data in 5's and weakly grouped data cases are shown in Figure 6 to 8. Note that for Figure 6 to 8 the forecasted data set X (0) and de-trended time series data set X (d) are not provided in this paper and can be similarly obtained by the same procedures of computation.
CO 2 emission forecasting
Prediction of CO 2 emission was based on the same GM(1,1) of (19). The only difference from one formed group of data to the other is that the values of the parameters a and b are not necessarily equal. However, the procedure of computation i.e application of the AGO and IAGO, is the same. From our Matlab code the CO 2 emission forecasted results are illustrated in Figure 9 to 13. Figure 9 shows the ungrouped data forecast result for CO 2 emission as well as its de-trended CO 2 emission. Comparison of the ungrouped data de-trended CO 2 emission (in Figure  9) and that of strongly grouped data in 4's (in Figure 10 ) still reveals that grouping training data improves prediction accuracy. Even with the weakly grouped data (see Figure  12 and 13) the GM(1,1)'s prediction accuracy is improved. We also computed error evaluation on the CO 2 emission forecasting and this further validated the reliability of the proposed GGM(1,1) (see Table 3 ).
Error Evaluation
To evaluate the accuracy of the various grouping techniques applied in this paper, we adopt the root mean square error (RMSE), root mean square percentage error (RMSPE), mean absolute error (MAE), and the mean absolute percentage deviation (MAPD) indicators to analyse the accuracy of forecasted results. These error indicators are calcu- 
where x
(ti) is the actual value at time sample t i , and x
(i) is the corresponding forecasted value at time sample t i , n is the number of data used for prediction. The errors obtained show that the GGM(1,1) is more accurate than the GM (1,1) . Note that the 'No grouping technique' correspond to the GM (1,1) . Furthermore, groupimg the training data in groups of 4's is the most accurate grouping tech-nique (see Table 2 and 3). In Table 2 and 3 the RMSPE and MAPD errors are expressed in percentage. The criteria of mean absolute percentage error (also called MAPD) and RMSPE are as shown in Table 4 (see [9, 10] ).
We evaluated prediction performance of the GM(1,1) and GGM(1,1) by error analysis. Considering the indicator MAPD, the accuracy of the GM(1,1) was 83.7142% and 73.3472% for vehicle volume and CO 2 emission prediction respectively, while that of GGM(1,1) (data strongly grouped in 4's) was 92.6646% and 94.0466% for vehicle volume and CO 2 emission prediction respectively. This clearly indicates the improvement on the accuracy of the GM(1,1) by data grouping technique. Namely, the effectiveness and usefulness of the proposed GGM(1,1) have been presented.
Conclusion
In essence to ensure sustainable mobility, environment and economic development, it is critical to apply high precision techniques and models in forecasting. Information about the vehicular system (e.g. traffic flow and CO 2 emission) is vital in setting traffic congestion and CO 2 emission mitigation policies and measures, consequently handling of the problem of global warming.
From these view points, in this paper we have employed MITRAM traffic simulator, Matlab code, the basic GM(1,1) model of grey predictions and the proposed GGM(1,1) to predict vehicle volume and CO 2 emissions of data collected from national route 11 of Tokushima city, Japan. Particularly, we aimed and focused on how to improve the accuracy of the GM(1,1) in prediction modeling. Based on data grouping technique we have shown that the GM(1,1)'s prediction accuracy is improved significantly when data is especialy grouped in 4's. This validates the applicability and reliability of the proposed GGM(1,1) in grey prediction. Moreover, the GGM(1,1) has the advantage of being applicable to both equal-and unequal-interval data prediction, unlike the conventional GM(1,1) model.
Our future work is to compare the accuracy of the GGM(1,1) with other various models in practice so as to ascertain the reasonability and meaningfulness of the proposed concept. In addition, we will investigate and implement the GGM(1,1) model's application in grey prediction control. It can be integrated into a traffic control system and the generation of real-time prediction can aid in timely and advance traffic flow control to mitigate traffic congestion as well as reduce CO 2 emissions.
