This paper explores the effects of structural modi®-cations on the fast dynamics of DNA and the ability of time-resolved Stokes shift spectroscopy to measure those changes. The time-resolved Stokes shift of a synthetic coumarin base-pair replacement within an oligomer is measured between 40 ps and 40 ns. Comparisons are made between 17mers without modi®cation, with a deleted base near the coumarin and with the coumarin placed near the end of the oligomer. The deletion of a next-to-nearestneighbor base pair does not change the subnanosecond dynamics, but does cause an additional motion with a time constant of~20 ns. A candidate for this motion is the¯ipping of the abasic sugar out of the helix and the concomitant intrusion of water into the interior of the helix. A nearby chain end causes little change in the dynamics after 1 ns but leads to a reduction in the amplitude of the dynamics between 40 ps and 1 ns. We suggest that at the chain end, where DNA on one side of the probe has been replaced by water, the chargestabilizing dynamics have the same overall amplitude, but that much of the relaxation occurs before the start of the measurement time window.
INTRODUCTION
Although the time-averaged structure of DNA is understood at a high level, thermal¯uctuations about that average structure have been more dif®cult to measure. We recently introduced a new method for studying DNA dynamics, time-resolved Stokes shift (TRSS) spectroscopy (1±4). Studies using this method have established general features of DNA dynamics that distinguish it from other molecular systems. These include a large range of motion within the picosecond and nanosecond timescales (2) , unusual logarithmic kinetics (3) and sensitivity to counter-ion binding (4) . This paper explores the range of variation within the family of DNA structures. Speci®cally, we compare the dynamics of a normal DNA sequence with those of two models of damaged DNA: an abasic site and a helix terminus. Because these comparisons are looking for small effects, the reproducibility of the TRSS method is tested and improvements in the analysis method are made.
The¯uorescence of the native DNA bases decays within a few picoseconds (5) and so is not useful in a TRSS experiment. We must introduce a long-lived solvatochromic uorophore into the DNA structure to act as a probe for the nearby dynamics. In the current experiments, we use a coumarin-102 deoxyriboside (6) in the synthesis of the oligonucleotides (Fig. 1 ). When paired with a tetrahydrofuran abasic site analog on the complementary strand, molecular modeling indicates that the coumarin group occupies the position of a base pair within the DNA helix and only slightly alters the DNA structure (2) . This conclusion is supported by circular dichroism spectra showing B-form helices and by optical spectra and quenching studies that show that the coumarin is solvent inaccessible. Furthermore, the oligonucleotides remain biologically active for binding and cleavage by 5¢-apurinic/apyrimidinic endonuclease (APE1), albeit with moderately reduced ef®ciency relative to strands with native bases (M.Wyatt, personal communication). Thus the coumarin is well positioned to sense the conditions typical of the interior of DNA.
The optical spectra of the coumarin chromophore are sensitive to the polarity of the coumarin's surroundings (7, 8) . Upon optical excitation, there is an intramolecular charge transfer within the coumarin that increases its dipole moment. The electric ®eld from this dipole extends into the material surrounding the coumarin and exerts a force on any group with a full or partial charge. These groups then move at a rate determined by the intrinsic dynamics of the system. As they move, they lower the energy of the coumarin by changing the local electric ®eld at the coumarin and thereby stabilize the excited state dipole. As the energy of the coumarin excited state is reduced, its¯uorescence shifts to lower frequency. The TRSS experiment consists of monitoring the shift of this emission spectrum as a function of time after excitation (9, 10) .
The time-dependent spectral shift is a direct measure of the response of the various components of the DNA to the photoinduced dipole on the coumarin. Although the motion of the DNA is driven by an arti®cial source, the induced dipole moment, the rate of response is determined by the intrinsic dynamics of the DNA. The¯uctuation±dissipation theorem guarantees that the dynamics seen in the TRSS experiment are the same ones that occur due to thermal¯uctuations in the unperturbed system (11) .
TRSS experiments have a number of features that provide a perspective on DNA dynamics that is distinctly different from the perspective provided by other techniques. First, TRSS experiments measure motion on fast timescales, from 40 ns to 40 ps in the current experiments, with extension to <100 fs possible with existing techniques. By comparison, NMR (12± 14) and EPR (15) measurements are sensitive to longertimescale motion, but lose sensitivity as motions move into the subnanosecond region. Changes in¯uorescence quantum yield may be caused by fast motions, but the quantum yield measurements do not resolve those motions in time (16) . Fluorescence anisotropy measurements extend into the picosecond time range (17, 18) , but measure motion relative to the laboratory reference frame (as NMR and EPR also do). As a result, they are most sensitive to large-amplitude motions, such as long-range bending and twisting of the helix. In contrast, the TRSS experiment is sensitive to motion relative to the molecular frame and over the distance of electrostatic interactions. These features make TRSS measurements most sensitive to motion of molecule-sized groups within the DNA and to other molecules, such as water and ions, in the local environment.
Other techniques, such as X-ray crystallography or NMR, provide accurate pictures in terms of the Cartesian coordinates. In contrast, the TRSS experiment is directly sensitive to a chemically relevant parameter, the local polarity. Polarity is a well known concept that characterizes the total ability of a solvent to stabilize charge (19, 20) . Polarity encompasses a number of speci®c mechanisms, including dielectric relaxation, electronic polarizability and solvent quadrupole reorientation (21) , that all contribute to the same total chemical effect. In the currently relevant case of a dipolar charge distribution, polarity and the TRSS experiment measure the stabilizing electric ®eld that the environment creates at the induced dipole.
Regardless of the speci®c mechanism, polarity involves the reorganization of the local environment of a charge or charge distribution to lower its energy. Thus the polarity is characterized by a rate of reorganization in addition to the total energy of stabilization at equilibrium. The rate of reorganization is most famously known to govern the rate of fast electron transfer (22) , but it also affects chemical rates, when the charge distribution changes in the transition state (23, 24) .
The current experiments measure the reorganization of the DNA structure to stabilize a dipole moment within its interior. This reorganization is the collective effect from a variety of groups within the DNA and the nearby solvent, with the importance of each group weighted by its effectiveness in changing the electric ®eld at the probe. The positions and orientations of nearby water molecules and ions as well as phosphate charges and base heteroatoms are all likely contributors to the TRSS measurement. The individual contribution of any of these groups is not immediately obvious without further analysis. Nevertheless, it is the total contribution of all these groups that directly affects chemical interactions, and it is this total that is measured by the TRSS experiment. Although TRSS measurements do not give a visual picture of the motion of atoms in Cartesian space, they do give a chemical picture of the DNA as sensed by chemical interactions.
TRSS experiments have been extensively used to study the dynamics of simple liquids, which in this context are often called`solvation dynamics' (9,24±26). Other techniques, such as three-pulse-echo peak shifts (27) and 2D electronic spectroscopy (28) , have been introduced as alternative methods for measuring solvation dynamics in liquids. In the last few years, at least 10 groups have extended these solvation experiments to proteins (29±38).
In comparison, relatively little has been done with DNA. Computer simulations have long suggested that there are substantial subnanosecond¯uctuation in the DNA structure (39±41), although¯uctuations in the local electric ®eld have not been speci®cally examined. There have been a few reports of steady state Stokes shifts of dyes bound in the grooves of DNA (42±44). Our previous papers demonstrated the feasibility of TRSS measurements in the interior of DNA (1±4). They also showed that the dynamics observed in DNA are characteristically different from those observed in other condensed phase systems. The rates are broadly distributed over at least three decades in time. Rather than normal kinetics that are described by an exponential e ±kt or as a sum of exponentials, the TRSS dynamics of DNA are well described by logarithmic kinetics, log(t/t 0 ). Pal et al. (45) have made TRSS measurements on a groove-bound dye. Because their measurements were over a different time range, it is not possible to say if they see the same phenomena that we have reported.
Rather than trying to explain the origin of the unusual dynamics in DNA, this paper looks at whether changes in the DNA structure can alter those dynamics. It is conceivable that the TRSS dynamics of DNA are very different from those of typical liquids, but that all DNA structures would have essentially the same dynamics. In fact, we ®nd that representative lesions in the DNA structure produce clear and qualitative changes in the TRSS signal. Thus the TRSS Figure 1 . Structure of the¯uorescent probe and its complementary abasic site. The probe is large enough to ®ll the entire space left by removing a base pair. experiment has potential for characterizing the dynamical changes induced by lesions and for assessing their possible role in the biological recognition of DNA damage (46, 47) .
Three oligonucleotide sequences were used in this work (Table 1) : sequence 1 representing`normal' DNA, sequence 2 containing an extra abasic site and sequence 3 showing the effects of double-strand cleavage. The abasic lesion is an apyrimidinic site in which an entire base is deleted from the normal DNA structure (`abasic' sequence 2). Spontaneous hydrolysis of the glycosidic bond to create an abasic site is a common form of spontaneous damage to DNA (48±50). Abasic sites also appear as intermediates in the base-excision repair of other types of lesion (51) . In the complex with the AP endonuclease that initiates the repair sequence, the DNA is sharply bent, leading to the hypothesis that increased exibility of the abasic site is important in its recognition by the endonuclease (46, 47) .
The second lesion studied is the abrupt termination of the DNA helix (`chain-end' sequence 3), which is commonly believed to induce`fraying' at the end of the helix. The termination of the helix can be used as an extreme model of other major disruptions to the helical structure such as strand breaks, helix openings or junctions. The complete termination of the helix provides an upper bound on the range of dynamic perturbations to be expected in these more common structures.
Before looking at the effects of these two lesions, it is important to accurately characterize the behavior of normal DNA. In particular, the accuracy and reproducibility of the TRSS measurements should be known, so that physically signi®cant changes can be distinguished from experimental noise. In the Materials and Methods section, we describe a new method for extracting a Stokes shift from time-resolved spectra with improved accuracy and reproducibility. This method is robust toward experimental noise, but accommodates the wide range of spectral shapes found in DNA.
MATERIALS AND METHODS

Sample preparation
Coumarin-102 C-deoxyriboside was synthesized as described by Coleman and Madaras (6) . Oligonucleotides containing the coumarin-102 C-deoxyriboside were synthesized by standard procedures (2) . Complementary strands were either synthesized or obtained commercially.
The oligonucleotides were dissolved in sodium phosphate buffer (pH 7.2, 100 mM) at a concentration of 0.1 mM in nucleotides (6 mM in coumarin). At the excitation wavelength of 395 nm, the samples had an absorbance of 0.03 through the 5 mm long region from which¯uorescence was collected. Reabsorption of the¯uorescence within the 3 Q 3 mm cross-section of the cell was negligible.
Circular dichroism spectra of the oligomers indicate B-form helical DNA. The sample temperature in the TRSS experiment was maintained at 15°C by thermal contact between the sample cell and an actively regulated sample block. Melting experiments indicate complete hybridization of each of the sequences at this temperature, despite the disruptions in the DNA structure.
Steady state spectroscopy
Room temperature steady state emission spectra ( Fig. 2A) were excited at 385 nm with excitation and collection bandpasses of 8 and 4 nm, respectively. The emission spectra were corrected for instrumental sensitivity to radiometric intensity units I(l) (W/nm) (52) . Excitation spectra were detected at 525 nm with emission and excitation bandpasses of 4 and 8 nm, respectively ( Fig. 2A) . All spectroscopy was performed with magic-angle polarization.
Spectra in a rigid glassy matrix (Fig. 2B) were obtained under the same conditions from oligonucleotides in a 3:1 solution of glycerol and the sodium phosphate buffer (pH 7.2, 100 mM). The samples were frozen to a glass using a bath of dry ice in acetone (195 K).
Subsequent steady state and time-resolved spectra are presented and analyzed as susceptibility c" versus frequency n. This format has a number of advantages for the quantitative analysis of spectra. Unlike the wavelength, the frequency is directly related to the energy of a transition, and thus shifts along a frequency axis are directly proportional to changes in molecular energy. Susceptibility spectra are more directly 
The coumarin-102 C-deoxyriboside probe is represented by * and an abasic site analog is represented by f. related to theoretical expressions for spectral line shapes than intensities are (53±55). It is in the form of susceptibility spectra that absorption and emission display mirror symmetry. The area under a susceptibility spectrum also remains proportional to population, even as the spectrum shifts in frequency.
The conversion from intensity to susceptibility is detailed in the Supplementary Material. Whether analyzed as intensities or susceptibilities, the same qualitative trends with time and comparisons between samples still hold. The analysis here is conducted with susceptibilities to facilitate future comparisons with theory and other experiments (e.g. transient absorption measurements) that are in progress.
Emission and excitation spectra were also collected from coumarin 102 (without DNA) in ethanol glass at 77 K. Emission spectra were excited at 400 nm and excitation spectra were detected at 480 nm.
Time-resolved spectroscopy
The time-resolved measurements were made using standard time-correlated single-photon counting techniques (56±58). Subpicosecond pulses were generated at 8 MHz from a modelocked Ti:sapphire laser with an external acousto-optic pulse picker. Excitation pulses were produced at 395 nm by secondharmonic generation in a 1 mm b-barium borate (BBO) crystal. Fluorescence was collected through a 20 mm diameter Glan-laser polarizer set at the magic angle (54.7°) to eliminate any rotational effects. A subtractive double monochromator with a bandpass of 2 nm selected the¯uorescence wavelength. The¯uorescence photons were detected by a microchannel plate detector and timed relative to the exciting laser pulse with standard electronics.
The instrument response function was measured from a scattering solution prior to each¯uorescence decay measurement. It had a typical full width at half-maximum (FWHM) of 50 ps and drifted by no more than one channel in any experiment.
Fluorescence decay measurements were made at 10 equally spaced wavelengths between 420 and 600 nm. A total of 4 Q 10 7 counts were collected in each decay, except at 420 and 600 nm where only 4 Q 10 6 counts were collected due to the low signal level. Sample datasets are shown in Figure 3 .
Time-resolved spectra were reconstructed by standard methods (7). Each¯uorescence decay curve was ®rst ®tted to an empirical ®tting function using iterative reconvolution. The ®tting function consisted of a sum of two to ®ve exponentials plus an overall background and an instrumentresponse time shift. After ®tting, the amplitude of the ®tting function for each wavelength was adjusted to match its integral to the relative intensity of the steady state emission spectrum at the same wavelength. Time-resolved spectra were obtained by evaluating the ®tting functions at the desired time. Examples are shown in Figures 4 and 5.
Spectral interpolation with cubic splines
The spectra that result from spectral reconstruction are sparse in frequency (Figs 4 and 5). These points must be interpolated to extract the peak or mean frequency accurately. The standard method has been to ®t the points to a log-normal function (59):
where the amplitude A, center frequency n p , width w and asymmetry g are adjustable parameters. This is a purely empirical function, but it has proven to be useful in the context of solvation dynamics in liquids. Because four parameters are used to ®t a dataset of 10 points, this procedure is relatively robust toward experimental error in individual points.
In the standard theory of TRSS spectroscopy, the emission spectrum is predicted to shift with time, but not to change shape (55) . In experiments in simple liquids, there are some changes in the shape of the emission spectrum with time (60) . However, the changes are usually small enough that they can be accommodated by changes in the width and asymmetry parameters of the log-normal function. In general, these changes in emission spectral shape have been ignored. In our earlier studies in DNA, we also used log-normal ®ts to extract a mean frequency and ignored changes in the width and shape of the emission spectra (2,3).
Two factors have led us to develop a new approach in the current studies. First, spectral shape changes can be quite large in DNA and are physically signi®cant. This characteristic of DNA is the subject of a separate paper, in which we conclude that the spectral shape changes are related to counter-ions binding to the DNA (4). Thus the reconstructed spectrum needs to accurately represent all the features of the spectral shape, not just its peak position. Secondly, as we seek to make more subtle comparisons between different DNA structures, the errors that are overlooked in the standard analysis become comparable to the effects that we are seeking. Figure 4 shows an example of a log-normal ®t to a time-resolved spectrum in DNA. It ®ts the low-frequency and peak regions, but not the high-frequency wing. For high accuracy work, this function is not an adequate representation of the spectrum. Examples of time-resolved¯uorescence decay data at three collection wavelengths for sequence 1. In order of increasing decay time, the wavelengths are 460, 500 and 580 nm, corresponding to the high-frequency side, peak and low-frequency side of the steady state emission spectrum, respectively (see Fig. 2A ). The difference between the decay curves is due to a dynamic Stokes shift.
We adopt a new analysis procedure for these spectra based on cubic-spline interpolation of the data points (61) . Cubic spines are an interpolation, not a ®t, in the sense that the resulting curve hits each data point exactly. A cubic spline does not rely on any prior assumptions about the spectral shape other than smoothness. Thus a cubic-spline interpolation can reproduce an arbitrary spectral shape, but does not have the data-averaging effect of a log-normal ®t.
The biggest problem with this approach is extrapolating the tails of the spectra. We noted that the high-and low-frequency tails of the steady state emission spectra are exponential. Inspired by this fact, we interpolated between our spectral points with a cubic spline on a semilogarithmic plot of the time-resolved spectrum. To extrapolate the tails of the spectra, we use a linear term on the semilogarithmic plot, i.e. the tails are continued as exponentials. On the high-frequency side, the extrapolation is taken from the slope of the cubic spline at the highest frequency data point. Because the data on the highfrequency side of the spectra extend to low values of the susceptibility, the area under the extrapolation on this side is small and this simple procedure is adequate.
At low frequencies, data quality is limited by the reduced sensitivity of the detector. At the same time, the frequency corrections to the data emphasize this portion of the spectrum. Using the same extrapolation procedure on this side of the spectrum gave erratic results that were very sensitive to small errors in the last two data points. First moments extracted from the resulting spectra had modest but signi®cant errors. For example, the spectral shapes shown in Figure 6 (discussed below) were not correctly overlapped by this procedure. The reproducibility of the measurement at long and short times was also poorer than in our ®nal analysis (see Fig. 8 below) .
A comparison of steady state glass spectra and timeresolved spectra at different times and in different samples suggests that the shape of the low-frequency side of the spectra does not change. Therefore we measured the exponential slope of the low-frequency side of the steady state glass spectra and used this value to extrapolate the low-frequency side of the time-resolved spectra. The slope in the glass was very similar for all of the sequences, so a common average value was used to extrapolate all the time-resolved spectra. This procedure has a combination of¯exibility in shape and robustness to experimental errors. Figure 4 shows an example of the ®nal interpolation/extrapolation and demonstrates the improvement over the log-normal ®t.
Spectral position characterized by ®rst moment Figure 5 shows examples of interpolated spectra in DNA across the observed time range. Because the shape of the spectrum is changing, the best method of quantifying the timedependent shift is uncertain. For example, the time dependence of the peak frequency, the half-intensity point on the low-frequency side and the half-intensity point on the highfrequency side are all qualitatively similar, but quantitatively different.
In this paper, we characterize the Stokes shift through the mean frequency or ®rst moment w 1 of the susceptibility spectrum c"(n)
In each case, the integral is applied to the spectrum after interpolation and extrapolation as described above.
Compared with other measures of the spectral shift, the mean frequency has several advantages. The shift in the mean frequency can be unambiguously interpreted as the drop in the average energy of the ensemble of DNA molecules with time. Moreover, the mean frequency makes use of all the available data points, whereas other measures, such as the peak frequency, rely heavily on only a few points.
Finally, the shift of the mean frequency is additive for independent processes. If the spectrum is broadened or shifted by two independent processes, the full spectrum c"(n) is the convolution of the contributions from each process c I "(n) and c II "(n):
In this case, the mean frequency shifts are additive: w 1 (t) = w 1,I (t) + w 1,II (t).
On the other hand, if the ensemble consists of two independently relaxing subsets, i.e. c"(n) = ac A "(n) + bc B "(n), the mean frequency shift is the weighted average of the two component shifts:
RESULTS
Spectral shapes and ion-dependent dynamics are not affected by lesions
The simple theory for Stokes shifts in solution predicts that the emission spectrum will shift with time but will not change shape (55) . We have already reported that this result is not found in DNA (4). Rather, there is an unexpectedly broad wing on the high-frequency side of the spectrum, which collapses with time. Furthermore, we have found that this effect is related to binding of sodium ions to the DNA. The effect disappears if tetrabutylammonium ions replace the sodium, presumably because the tetrabutylammonium ions are too bulky to bind effectively (62) . Thus there are at least two components of the overall Stokes shift: an ion-dependent component and an ion-independent component. If the balance between these two components were to change between our different samples, the comparison would become more complex. A single parameter such as the mean frequency w 1 would not be suf®cient to describe all the differences between the spectra.
In reality, we ®nd that the spectral shape changes are the same in all the samples. This result is demonstrated in Figure 6 . Changes in shape are highlighted in this ®gure by removing the time-dependent changes in amplitude and frequency, i.e. the intensity is divided by w 0 , the spectral area, and the frequency is shifted by w 1 , the mean frequency. The average of the interpolated spectra is also plotted. The steady state spectrum in the glass is shown at each time to provide a reference shape.
The change in the high-frequency edge of the time-resolved spectra with time is evident, with the spectral shape becoming identical to the glass spectrum at long times. However, there is no discernible difference between the spectral shapes in different sequences at the same time. Thus the time-dependent shift of the mean frequency has extracted all of the information available about the differences between the samples. The remainder of the paper will focus on this parameter. Information on the decay of w 0 is given in the Supplementary Material.
Stokes shift amplitudes indicate that the interior of DNA is a polar environment
One important issue is how much DNA can reorganize its structure. Steady state spectra can be used to make an initial estimate of the total range of motion in the DNA. Fluorescence excitation and emission spectra of the three sequences at room temperature are shown in Figure 2A . The excitation spectra are essentially identical to the absorption spectrum of the coumarin band. The peak of the emission spectrum is at a signi®cantly longer wavelength than the peak of the absorption spectrum, indicating substantial relaxation in the excited state. The amplitude of this relaxation appears substantial, not as judged in linear distance but in the stabilization energy of a charge dipole. Thus the magnitude of the relaxation is related to the apparent`polarity' in the interior of the DNA. The remainder of this section makes this comparison more rigorous.
De®nition of the absolute Stokes shift. Making a quantitative measure of the absolute magnitude of this Stokes shift, i.e. one in which zero Stokes shift has physical relevance, is subtle. Although the peak separation between absorption and¯uores-cence is sometimes used as a measure of the Stokes shift, this measure is not useful for our purposes. The position of the spectral peaks is determined in large part by the vibronic structure of the spectrum, which is entirely governed by intramolecular properties of the coumarin.
The Stokes shift can be de®ned as the separation of the 0±0 vibronic lines in absorption and emission (63) . In an isolated gas phase molecule, the 0±0 vibronic lines in absorption and emission are at the same wavelength. Thus this de®nition captures the total magnitude of intermolecular effects on the probe. Unfortunately, the spectral broadening in the condensed phase makes it dif®cult to judge the positions of the 0±0 lines accurately.
As a more practical alternative, we use the emission spectrum in a frozen glass as a reference point for measuring Stokes shifts (Fig. 2B) . Some very fast relaxation processes are still active in the glass, including vibrational relaxation of the chromophore and inertial or vibrational motions of the environment. However, large-amplitude diffusive motions are frozen (64) . We de®ne the absolute Stokes shift as the difference between the mean frequency of a time-resolved or room temperature steady state spectrum and the steady state glass spectrum. We assume that the spectral changes due to the cryogenic matrix and the low temperature can be ignored. With this assumption, our de®nition measures the absolute magnitude of the diffusive motions in the DNA. It excludes simple quasi-harmonic vibrations of the chromophore or the DNA or`inertial' motions of the solvent (64) .
In a previous paper (3), we used the emission spectrum of free coumarin 102 in a nonpolar solvent as a reference point, as suggested by Fee and Maroncelli (65) . That reference point removes the contribution of nonpolar solvation processes, but may not reproduce the vibronic structure as well as the glass reference. It also requires an additional correction for the solvatochromic shift of the absorption spectrum.
Steady state versus time-resolved Stokes shifts. An examination of the steady state spectra ( Fig. 2A) shows that there is a Stokes shift of~38 nm for the room temperature sample. This fact recapitulates our previous ®nding that there is substantial diffusive motion in DNA within the¯uorescence lifetime (1± 3). However, only minor differences between the sequences can be seen in the steady state spectra.
Time-resolved Stokes shift measurements give a much more detailed view of the relaxation process. The absolute Stokes shifts of the three oligonucleotide sequences in Table 1 are plotted on a logarithmic time axis in Figure 7 . The steady state Stokes shift is an average of the time-resolved shift that is strongly weighted toward times near the¯uorescence lifetime of 6 ns (see Supplementary Material). As expected from the steady state spectra, the TRSSs near this time are similar for all three sequences.
Stokes shift amplitude outside the observed time range. None of the sequences shows a Stokes shift that stabilizes within the measured time range, meaning that the DNA structure has not fully equilibrated to the new dipole moment by 40 ns (Fig. 7) . Unlike the case of solvation in simple liquids, the steady state emission spectrum cannot be equated with the spectrum of the equilibrated excited state. The longest time-resolved spectrum is also not the equilibrium spectrum. Without knowledge of the maximum Stokes shift, it is not possible to form a normalized correlation function from the data, as is typically done in TRSS studies. The analysis must proceed using un-normalized Stokes shifts.
Each of the sequences shows relaxation on all timescales within the 40 ps to 40 ns range of the measurements. Moreover, they already have a large Stokes shift at the earliest measured time. This fact implies that there is substantial diffusive relaxation at early times and that the amplitude of this relaxation is comparable to the amplitude within the measured time range.
In general, the fastest diffusive times are expected to bẽ 0.1 ps. At shorter times, the dynamics should have the form of intramolecular vibrations (a 33 cm ±1 vibration has a period of 0.1 ps) or intermolecular inertial dynamics (66), both of which are present in the glassy reference spectrum. Thus the absolute Stokes shift should reach zero near 0.1 ps. Figure 7 shows simple extrapolations from the measured time range (see below for details). They do not account for the amplitude of relaxation seen in the <40 ps range, suggesting that the relaxation becomes faster in the short time region. Preliminary results with better time resolution support these inferences and will be reported in detail at a later date.
For now, we note that the total amplitude of the Stokes shift at 40 ps differs signi®cantly between the three sequences. There may be important differences between the sequences at shorter times that still need to be resolved. This paper focuses primarily on the differences at times >40 ps.
Stokes shift amplitude and`polarity'. At a qualitative level, the concept of solvent polarity is well known and essential to any discussion of environmental effects on a chemical reaction (19) . However, the quantitative de®nition and measurement of polarity is more dif®cult. In the simplest models, polarity is directly related to the dipole moment of the solvent molecules or the dielectric constant of the pure solvent. However, these models do not quantitatively reproduce the chemical effects of polarity, e.g. solubility or stabilization of transition states. These ideas also do not easily generalize to complex highly structured environments such as DNA.
Rather than regarding polarity as the result of a speci®c mechanism or model, such as the relaxation of a dielectric continuum around a solute cavity, it is more useful to de®ne polarity as the total stabilization energy that an environment can provide for a charge or a charge distribution. With this de®nition, mechanisms other than the rotation of solvent dipoles can contribute to polarity, including electronic polarization of the solvent, movement of solvent quadrupoles or more complex solvent charge distributions (21) , local compression of the solvent (electrostriction) and so on.
With this broader de®nition of the polarity, the meaning of the polarity of the interior of DNA is a clear concept. It includes the effects of all motions that stabilize a dipole located in the interior of DNA, including the motion of groups at the surface of or outside the DNA, as long as their electrostatic ®elds penetrate to the interior. The measured polarity will vary with exactly where the probe dipole is placed within the DNA and even how it is oriented. Thus the polarity is a concept distinct from and more easily de®ned than the`local dielectric constant' (67). Table 1 (symbols). The absolute Stokes shift is expected to reach zero near 0.1 ps. Extrapolations (dashed lines) of ®ts to the observed time range (solid curves) do not account for the magnitude of the observed Stokes shifts. Circles, normal sequence 1; triangles, abasic sequence 2; squares, chain-end sequence 3. The Stokes shift in a typical polar liquid (ethanol, solid curve) has a similar total magnitude, but is substantially faster than in DNA. The calibration of the polarity axis on the right is described in the text.
The magnitude of the Stokes shift of coumarins in simple liquids is known to correlate well with other measures of solvent polarity (7, 8) . Thus comparing the TRSS curves for coumarin in two different environments provides a sense of the relative polarities of the two environments. In Figure 7 Because the p* scale divides the polarity into hydrogen-bonding and non-hydrogenbonding components, it is not possible to make a unique assignment of the DNA Stokes shifts. However, if we assume that the DNA polarity is entirely non-hydrogen-bonding, the observed Stokes shift (1700 cm ±1 ) implies p* = 1.17. Again, DNA is more polar than dimethyl sulfoxide (p* = 1.00), acetonitrile (p* = 0.66) or propylene carbonate (p* = 0.83) (68) . By all these measures, DNA provides a very polar environment.
Although the comparison of DNA with small-molecule solvents provides a useful context for judging the magnitudes of the Stokes shifts reported here, one should be cautious in how far the analogy is pressed. For example, the polarity relaxation in ordinary solvents is relatively fast, whereas the relaxation in DNA is slow. In ethanol the TRSS is complete by 100 ps, whereas in DNA it has not equilibrated by 40 ns (Fig. 7) . In many cases, the chemical effects of polarity depend not only on the magnitude of the charge stabilization, but also on the rate of stabilization (23) .
Previous studies. To the best of our knowledge, this work is the ®rst to use TRSS to characterize the polarity of the interior of DNA. However, we note that three studies have looked at steady state Stokes shifts of groove-binding dyes. These papers have characterized the minor groove as nonpolar (42) and the major groove as somewhat polar (43, 44) , results that might not seem compatible with our characterization of the interior as quite polar.
In all these previous studies, only the steady state Stokes shift was reported. They do not comment on the logarithmic dynamics reported here. In light of the current results, their results may only represent a lower bound on the equilibrium Stokes shift. In those studies, the steady state Stokes shifts were converted to an`orientational polarity' which was then converted to an apparent`dielectric constant.' Both steps deserve comment.
As discussed above, converting the polarity to an average local dielectric constant presents a conceptual challenge in a highly structured environment like DNA. Setting these issues aside for the moment, there is another concern with the Lippert equation, which converts orientational polarity to a dielectric constant. This equation is highly nonlinear. Thus for the dye in the minor groove, the reported orientational polarity is 84% of the value in water but the calculated dielectric constant is only 25% of that in water (42) . Thus comparison on the basis of apparent dielectric constant can greatly magnify small changes in the actual energy of charge stabilization.
The other factor that should be considered is the conversion of Stokes shifts to orientational polarity. The assumption is that the Stokes shift is dominated by reorientation of solvent dipoles. However, other mechanisms can also contribute to polarity. In particular, the solvents used to calibrate the conversion of Stokes shift to orientational polarity are either capable of hydrogen-bonding (water, alcohols) or quadrupolar solvation (dioxane) (21) . If the calibrating solvents have sources of polarity that are not re¯ected in their dielectric constants, the calculated dielectric constants in DNA will be arti®cially low.
Logarithmic kinetics is an accurate description of kinetics in a`normal' sequence
In a previous paper (3), we showed that several different DNA sequences show very similar relaxation in the 40 ps to 40 ns time range and that their relaxation is logarithmic in time. The focus of this paper is on the additional dynamics added by more severe modi®cations of the DNA structure. To isolate small changes in the relaxation, we ®rst need a good reference measurement of unmodi®ed DNA and an understanding of the reproducibility of the measurements.
In most experiments, the random scatter of the data points is a good indicator of the reliability of the measurement. However in TRSS spectroscopy, the spectral reconstruction process includes both deconvolution and data smoothing. The reconstructed spectra are one possible ®t to the original uorescence decay data, but do not in themselves indicate how much the spectra could vary and still stay within the experimental noise. For example, reconstructed spectra can be generated at arbitrarily long or short times, even though the error range must diverge in both limits. Rather than trying to propagate errors through the data analysis, we judge the experimental error by comparing two independent measurements of the same sample. The ®rst dataset is the one reported for sequence 1 in an earlier paper (3) . The data have been reanalyzed according to the procedures described in the last section. The second dataset was collected 2 years after the original dataset on a new sample of the same sequence. The Stokes shifts from each measurement and the average of the two are shown in Figure 8 .
The agreement between the two curves is best near thē uorescence lifetime of 6 ns (see Supplementary Material). This result is expected, because both datasets were normalized to match the same steady state spectrum. The steady state spectrum is dominated by emission at times near the excited state lifetime.
At long times, the signal level drops to near the noise level because of the decay of the excited state population (see Fig. 3 ). At the peak of the spectrum, the signal can be followed for many lifetimes and reaches the background level only beyond 60 ns. However, the ®rst moment also depends on points in the wings of the spectrum where the signal cannot be followed for quite as long. Taking a conservative approach, we quote the ®rst moment out to 40 ns.
At short times, the error increases because the measurements are increasingly dependent on accurate deconvolution of the instrument response function (50 ps FWHM). The exact short-time cut-off for reliable data is not precise, but Figure 8 suggests that 40 ps is a conservative, but reasonable, value. Thus the results in this paper are quoted over a three-decade range in time from 40 ps to 40 ns.
In comparing the two datasets within this time range, none of the deviations from logarithmic kinetics appear to be signi®cant. For further analysis, the averaged Stokes shift of the two datasets is used. This average and a ®t to S(t) = S 0 + A log 10 (t/t 0 ) 5 are also shown in Figure 8 . The ®t amplitude S 0 is relative to an arbitrary reference time t 0 = 0.1 ps and has a value of S 0 = 452 cm ±1 . The ®t slope is A = 218 cm ±1 per decade. The logarithmic behavior cannot continue to arbitrarily long or short times (3). Despite these limitations and its empirical nature, this formula is an excellent ®t to the data within the measured time range.
Regardless of the speci®c function used in the ®t, it is clear that no special relaxation times are indicated by the data. Relaxation functions with a speci®c relaxation time, e.g. exponentials or stretched exponentials, have an in¯ection point on a log-time plot near the characteristic relaxation time. Although the data could be ®t with the sum of a large enough number of exponentials, the resulting parameters would not be uniquely determined by the data and would not re¯ect underlying physical processes. This improved dataset reinforces our original conclusion that the dynamics of unmodi®ed DNA have a very broad and continuous range of relaxation times (3).
An additional process due to an abasic site is tentatively assigned to¯ipping the abasic sugar to an extrahelical position
The`abasic' sequence 2 is identical to the normal sequence 1 except for the replacement of a cytosine by an abasic site 1 bp removed from the coumarin site (Table 1) . We sought evidence that the resulting void in the DNA structure would introduce additional dynamics that could be detected by the coumarin probe. Figure 9 compares the TRSSs of the two sequences. For ease of comparison, the relative Stokes shift is displayed. The data from the two sequences have been shifted to match in the early portion of the time range. In the ®rst nanosecond, the data from both sequences overlap almost perfectly. After 1 ns, the abasic sequence has additional relaxation not found in the normal sequence.
We ®t the abasic data by adding an extra exponential relaxation with amplitude B and time constant t to the logarithmic relaxation of the normal sequence (equation 5):
The logarithmic constant A has been ®xed to be the same as that in the normal sequence (218 cm ±1 ). The new relaxation formula ®ts with a time constant t = 20 ns and an amplitude B = 120 cm ±1 . Because the ®nal amplitude is not well de®ned by the data, there is quite a bit of¯exibility in the ®t. We show the ®t that minimizes both the amplitude and relaxation time while remaining consistent with the data. In general, the properties of an abasic site depend signi®c-antly on both the opposing and¯anking bases (69) . For the abasic site examined here, the basic B-DNA structure remains intact, the opposing base remains intrahelical and the¯anking bases remain well separated (70) . Our ®nding that the logarithmic component of the dynamics remains unchanged is consistent with the idea that this abasic site does not induce a major structural change in the helix.
This result contrasts with ®ndings from diffusion experiments (46) and molecular modeling (47) , which suggest that abasic sites increase the¯exibility of DNA. One possibility is that the predicted changes in¯exibility [<10% (47) ] are too small to be detected in the TRSS measurement. It is also possible that the mechanical aspects of¯exibility that are emphasized by other techniques do not strongly affect the polarity dynamics emphasized by the TRSS measurement.
Although the TRSS measurement does not show an overall increase in the speed or range of the general dynamics of the oligonucleotide upon introducing an extra abasic site, it does show the presence of a new and well de®ned relaxation process. An interesting candidate for this process is suggested by the computer simulations of Barsky et al. (71) . They simulated an abasic site with an opposing guanine base (the same as our sequence) and with cytosine and thymine¯anking bases (as opposed to¯anking guanine bases in our sequence). They found that the opposing guanine and intrahelical abasic sugar close in on the gap left by the missing base to the extent that water is excluded from the abasic site. However, the abasic sugar can also¯ip to an extrahelical position. The transition is rapid and consistent with two well de®ned states for the abasic site. [Experimental studies have also indicated both intra-and extrahelical conformations for apyrimidinic sites (70, 72) .] Barsky et al. found that when the sugar is extrahelical, water ®lls the abasic gap, forming a continuous bridge of water through the interior of the helix.
The intra/extrahelical transition of the abasic sugar is an attractive candidate for the 20 ns relaxation seen in the TRSS measurements for two reasons. First, the timescale of the transition is consistent with the computer simulations. In a 2 ns trajectory, the transition occurred once. This observation only gives a broad idea of the rate constant, but it must be in the low nanosecond range. Considering the differences between the sequences in simulation and experiment and the errors intrinsic to simulation and to experiment, the observed relaxation time of 20 ns is compatible with the simulation results.
The second reason supporting assignment of the observed relaxation to the sugar transition is that there is a clear reason why this transition should show up distinctly in a TRSS measurement. As discussed earlier, the TRSS experiment measures the effective polarity of the coumarin's immediate neighborhood. The movement of the relatively nonpolar sugar itself would not necessarily affect the coumarin signi®cantly. However, the in¯ux of water into the interior of the helix that accompanies the sugar transition would have a strong effect on the polarity near the coumarin and thus have a clear signature in the TRSS experiment.
Terminating the helix causes modest changes in the dynamics
Sequence 3 was measured to examine chain-end effects on DNA dynamics. The sequence around the coumarin probe is the same as in sequence 1, except that the chain terminates after the ®rst neighboring base pair on one side of the probe (Table 1) . It is generally accepted that there will be some degree of`fraying' of the chain near its end, and so we might expect a more dynamic environment in this case. Figure 10 compares the`chain-end' sequence 3 with the normal sequence 1. The results are surprising, showing a smaller range of motion, i.e. smaller Stokes shift range, near the chain end. Interestingly, the rate of shifting after 1 ns is exactly the same as in the normal sequence. However, between 40 ps and 1 ns it is slower.
The ®nding of slower motion in the early part of the time range may seem contrary to having a more¯exible system. However, it is possible that some of the dynamics are speeding up, so their effects appear at even earlier times that lie outside the current time window. This interpretation is supported by the absolute Stokes shifts shown in Figure 7 . The estimated Stokes shift at the earliest observed time in the chain-end sample exceeds that of the normal sample. However, by the end of the observed time widow, the total Stokes shift in the chain-end sample is nearly identical to that in the normal sample. Thus near a chain end, some of the dynamics become faster, but from the perspective of the TRSS experiment, the total range of motion does not increase.
In interpreting this result, two features of the TRSS experiment should be kept in mind. First, the experiment does not measure the range of motion in Cartesian space; it measures the change in the electric ®eld resulting from those motions. Thus a large motion of an uncharged group may have little effect relative to a small motion of a charged group. Secondly, the probe is sensitive to its entire environment, not just the DNA proper. Thus water and counter-ions can play an important role.
The results in the chain-end sample can be rationalized as follows. Viewed from a distance, the creation of the chain end is equivalent to removing the DNA structure on one side of the probe and replacing it with water and counter-ions. In terms of the total ability to reorganize to stabilize charge, the two environments are quite similar. This idea is in keeping with the earlier ®nding that DNA is a polar material. However, water can move much more quickly than DNA, so its contribution to the Stokes shift moves outside our observation window.
However, half the DNA structure with its slow dynamics remains. It should still contribute to our observed Stokes shift, but with half the amplitude. Figure 10 compares the chain-end data with the dynamics of the normal sample with it amplitude reduced by half (dashed line). This description is reasonable before 1 ns.
Although the picture just described is valid over long length scales, it is not for short ones. The probe replaces the penultimate base pair, so over distances comparable to the base-pair separation, the basic DNA structure remains intact on both sides of the probe. After 1 ns, the Stokes shift dynamics are unperturbed by the termination of the helix, so they must be governed by features near the probe that remain the same as in the normal sequence.
This conclusion is somewhat unexpected. It is easy to hypothesize that the dynamics with the longest timescale are associated with processes operating over a long length scale, e.g. diffusion of ions over long distances or long-wavelength twisting and bending of the helix. However, the data indicate a different conclusion. The slowest dynamics (>1 ns) are determined by motions quite near the probe, whereas longrange motions dominate at intermediate times (40 (75)]. The method demonstrated here begins to explore a new time region from nanoseconds to picoseconds. Although many basic questions about the dynamics being measured by this technique still remain, it is appropriate to begin thinking about how the TRSS dynamics may be related to slower processes and ultimately to biological function.
One speci®c, well known and still controversial example is long-range electron transfer through DNA (76±78), a process that has implications for oxidative damage of DNA. Standard theory for electron transfer in solution identi®es three key quantities in determining the rate: the electronic coupling between donor and acceptor, the reorganization energy (polarity magnitude in our language) and the rate of reorganization (polarity relaxation time in our language) (22) . In the limit of very fast adiabatic transfer, the electron transfer rate becomes equal to the reorganization rate. Base-tobase transfer times have been measured in the 5±500 ps range (79, 80) , and we have shown that reorganization also occurs across this time range. Under these conditions, the rate of electron transfer is expected to be intimately intertwined with the DNA dynamics. The TRSS experiments presented here provide exactly the type of information needed to understand such effects.
Although electron transfer in DNA has been intensely studied for a least a decade (81) , detailed consideration of the reorganization process has only begun in the last few years (82±87). So far, estimates of the reorganization energy (82± 86) have been based on extensions of models appropriate for simple solvents. None of these models predict the unique features of DNA reorganization that have been documented in this paper, and thus the completeness of the existing calculations must be questioned.
Environmental dynamics, which have a particularly strong effect on electron transfer, also affect other chemical reactions. Whenever the charge distribution in either the product or transition state differ from the distribution in the reactant, the magnitude and rate of the environmental reorganization will affect the stability of the product or rate of the reaction (23) .
With any study using model systems such as our modi®ed oligonucleotide, one must ask how well the results will transfer to biological DNA. The study of an oligonucleotide in vitro already involves many severe deviations from the cellular environment. These deviations are considered acceptable because the basic molecular structure, reactivity and many biological functions are retained.
The introduction of a non-native base or base pair into DNA has been well studied in recent years (88, 89) . If the replacement is a¯at aromatic molecule of the appropriate size and shape, the modi®ed DNA is only modestly perturbed in structure, stability and reactivity (90, 91) . The best studied example is the replacement of a base pair by pyrene (92) . Pyrene-modi®ed DNA is thermodynamically stable (93), produces only modest structure changes in the nearby bases (94) and is ef®ciently replicated by polymerases (95) . However, there is evidence that the pyrene may arti®cially stabilize the syn conformation of a neighboring adenine (96) .
Coumarin is also a¯at aromatic molecule with the correct size and shape to replace a base pair (2) . Although the same detailed studies have not yet been conducted on coumarinmodi®ed DNA, we expected it to have a similar relationship to unmodi®ed DNA. At a detailed and quantitative level, differences will certainly exist. However, the same basic processes will be at work in both systems and qualitative conclusions about the nature and operation of these mechanisms can be drawn from studies on modi®ed DNA. In particular, the fact that the modi®ed DNA can still bind and be cleaved by endonucleases (M.Wyatt, personal communication) at the modi®ed site suggests that the structure and dynamics of the modi®ed DNA are close enough to unmodi®ed DNA to yield biologically relevant conclusions.
To further increase the reliability of our conclusions, we have made comparisons between coumarin-modi®ed DNA without further alteration and with the addition of an additional speci®c modi®cation. Even if the coumarin alters the dynamics of the DNA in an absolute sense, we can expect these comparisons to isolate the additional effects of the second modi®cation.
CONCLUSIONS AND SUMMARY
The results have shown that lesions in DNA structure can change its dynamics on the picosecond and nanosecond timescales and that these changes can be measured by TRSS experiments. In the case of either an abasic site or a chain end, the changes from normal DNA are not radical. The overall magnitude of the Stokes shift remains similar and the relaxation kinetics retain a component that is nearly identical to that of normal DNA. However, modest deviations from normal DNA kinetics are observed.
In the case of an abasic site, the deviations only begin after 1 ns. We suggest that they result from the¯ipping of the abasic sugar between intra-and extrahelical positions. There was no evidence of a generalized increase in the¯exibility of the helix at the abasic site. Thus these measurements do no support the proposal that increased¯exibility plays a prominent role in recognition of abasic sites by repair enzymes (46) . However, the opposing and¯anking bases in our sample form one of the most stable contexts for the abasic site. Other contexts may produce greater changes in the dynamics.
In the case of a chain end, the deviations from normal dynamics were con®ned to times before 1 ns. We interpreted them as a shift of half the Stokes shift amplitude from intermediate times to fast times as a result of replacing half the DNA with water. Surprisingly, the deviations stop after 1 ns, and the long-time dynamics are not altered. Apparently, the long-time dynamics are governed by very local features of the DNA that are not altered by terminating the chain 1 bp away from the probe.
To obtain these results, we improved the spectral analysis procedures and increased the accuracy of the control results in normal DNA. The improved data verify the unusual features seen before: widely dispersed logarithmic kinetics and a high polarity in the interior of DNA.
Chemical reactions in general, and biochemical reactions in particular, are affected by their environment by two major classes of interaction: steric and electrostatic. Methods such as X-ray crystallography or 2D NMR provide structural models of biomolecules that provide simple and direct predictions of steric interactions. However, electrostatic interactions are less obvious from these structural models. Another layer of modeling and interpretation is needed to predict the effective polarity within these complex structures.
The experiments presented here directly yield the magnitude and dynamics of the electrostatic interactions felt in the interior of DNA. However, another layer of modeling and interpretation is still needed to connect the electrostatic effects with a structural perspective, i.e. how much does each component of the DNA move in x±y±z coordinates and how much does each group contribute to the net electric ®eld at a given position in the DNA.
Computer simulations may be very helpful in bridging the structural and electrostatic pictures of dynamics in DNA (39± 41,71). Fortunately, some of the features seen in our experiments are on short enough timescales that computer simulations should be capable of aiding the interpretation of the results. Extensions of TRSS experiments to even faster times are in progress and will allow even better comparison between simulation and experiment. Once the major experimental results have been replicated in simulations, we will be able to dissect the contributions of various structural elements to the total dynamics sensed by a polarity probe.
