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New methods for EXAFS analysis in structural
genomics
Grant Bunker,* Nicholas Dimakis and Gocha Khelashvili
Illinois Institute of Technology, Physics, BCPS Department, Chicago, IL 60616, USA.
E-mail: bunker@iit.edu
Data analysis is one of the remaining bottlenecks in high-throughput EXAFS
for structural genomics. Here some recent developments in methodology are
described that offer the potential for rapid and automated XAS analysis of
metalloproteins.
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1. Introduction
The Human Genome Project has provided a wealth of genetic
information whose structural and functional implications have
only begun to be tapped. A large amount of effort is presently
being invested to express, crystallize, measure diffraction
patterns and determine the crystal structures of expressed
proteins.
Even having accomplished this, determining the functional
role of a protein from a crystal structure is generally not a
simple or even well de®ned task. In many cases proteins may
require insertion of metal cofactors or other post-translational
modi®cations that occur in cells, but may or may not happen
in vitro. Proteins may fold differently depending on the metal
cofactors with which they are presented. Evidently there is a
need to structurally characterize metalloprotein structures
before, during and after crystallization.
X-ray absorption ®ne-structure (XAFS) spectroscopy has
strengths and weaknesses relative to X-ray crystallography
and higher-dimensional NMR. Although it is a relatively near-
sighted technique, probing atoms only several angstroms from
the selected metal atoms, if the metal is in a functionally
important site within the protein it provides a unique
perspective, and can do so under non-crystalline conditions.
In recent years substantial improvements have been made
in third-generation synchrotron radiation sources, beamline
optics, controls and detectors. Good quality EXAFS data on
millimolar concentration samples can be acquired with scan
times of seconds and total integration times of minutes.
Analyzers are now available (Zhang et al., 1999; Karan®l et al.,
2000) that effectively eliminate problems due to detector
saturation. Cumulatively these advances offer the potential for
high-throughput acquisition of XAFS data for structural
genomics.
Despite these improvements to experimental methods,
however, a signi®cant rate-limiting step still exists: analysis of
the EXAFS data. Historically this has been carried out in a
labor-intensive manner by data reduction and subsequent
modeling of the atomic distribution. There have been signi®-
cant improvements in theoretical methods (Ankudinov et al.,
1998; Filipponi & Di Cicco, 2000), and with improvements in
computational power there now appears to be a good poten-
tial for high-throughput methods of data analysis of biological
data.
2. Data reduction and analysis
Biological EXAFS data analysis can be divided into three
stages: data reduction, ®rst-shell data analysis and multi-shell
modeling. Data reduction normally consists of the following
steps: applying instrumental (e.g. detector dead-time) correc-
tions if needed; scan averaging to improve signal-to-noise
ratio; selection of energy zero; normalization to unit edge step;
interpolation to k-space; and background subtraction to
obtain the EXAFS signal. These steps can be carried out in an
automated manner (Newville et al., 1993).
First-shell data analysis is usually accomplished by
restricting the range of interest in r-space by Fourier methods.
Modeling the ®rst-shell distribution of atoms may be simple or
complex depending on the number of different atomic species
present in the ®rst shell, the variation in distances, and more
subtle issues such as the relative scattering phases of the
atoms, the extent of the usable data range, weighting etc. The
traditional approach of modeling the distribution as sums of
Gaussian or slightly non-Gaussian (e.g. Poisson distribution)
subshells is often successful, but this non-linear modeling
process can be poorly conditioned or even numerically
unstable in complex cases. Because the ®tting is non-linear, i.e.
the ®tting function depends non-linearly on the ®t parameters,
traditional algorithms are prone to get caught in multiple false
minima rather than the global best ®t.
3. Direct methods to determine the nearest-neighbor
distribution
There now exist (Khelashvili & Bunker, 1999; Khelashvili,
2001) direct methods for determining the distribution of atoms
in the ®rst shell in an automated way. These do not require the
analyst to assume a particular functional form of the distri-
bution.
To a good approximation the strong single-scattering signals
can be separated from the weak ®rst-shell multiple-scattering
signals based on their path length. Reconstruction of the
interatomic distance distribution amounts to solving a set of
linear equations, which by virtue of their linearity have a single
global minimum. However, the solution is numerically
unstable unless other suf®cient constraints or a priori infor-
mation are included. This inverse problem [reconstruction of
the radial distribution function (RDF) from the experimental
EXAFS data] can be `regularized' (made stable) by inclusion
of smoothness constraints, and normalization constraints if
appropriate. Early work (Babanov et al., 1981) introduced
regularization methods to EXAFS analysis. Recently this
approach has been extended (Khelashvili & Bunker, 2004;
Babanov, 2004) to automate the choice of regularization
parameters and also to generate error bars for the generated
RDFs.
By way of illustration we consider a notoriously (Clark-
Baldwin et al., 1998) ill-behaved experimental situation that
occurs in XAFS when nitrogen or oxygen (e.g. His or Asp/
Glu) ligands are simultaneously present with sulfur (e.g.
cysteine) ligands in some unknown con®guration. The dif®-
culty lies in the fact that the phases of the N/O and S signals
are approximately 180 out of phase over the data range, so
that, in the ®tting process, S atoms appear roughly as `anti-
nitrogen/oxygen'. This results in destructive interference and a
high degree of parameter correlation between the coordina-
tion numbers for N and S if both are allowed to ¯oat, as well as
exacerbating the usual correlation between the Debye±Waller
factors (DWF) and coordination numbers. This is one of many
cases in which a good understanding of the non-linear ®tting
problem is needed. Unacceptable results will be obtained if
traditional methods are automatically (or naively) used.
Fig. 1 shows a calculated spectrum for a situation in which
there are four N atoms at 2.00 AÊ and two S atoms at 2.20 AÊ ,
with random noise added to simulate experimental noise in
the data. The single-scattering amplitudes and phases for
nitrogen and sulfur were generated using FEFF8.0 (Anku-
dinov et al., 1998). The synthetic noise was generated so as to
increase in proportion k3, with a maximum value of 0.5 at k =
16. The projected Tikhonov Landweber±Friedman (PTLF)
regularization method was then used to invert the data into
two RDFs, one for nitrogen and one for sulfur. This automated
direct method does not assume any particular functional form
of the RDFs and it also handles well distributions that include
non-Gaussian disorder. Fig. 2 shows the reconstructed RDFs
with error bars that are estimated by the method. The integrals
of the RDFs yield the correct coordination numbers of four N
and two S and distances, even without imposing any other
constraints on the RDFs. Including a priori information, if
available (e.g. total coordination number of six), reduces the
error bars further. The primary limitation at this point is that
the approach is limited to single-scattering analysis.
In the context of structural genomics, the PTLF XAFS
method affords the possibility of automatically determining
the distributions of mixed nearest-neighbor atoms, such as
oxygen/nitrogen versus sulfur ligands in a relatively high
throughput mode. This nearest-neighbor information can be
used to supplement and cross-check results from X-ray crys-
tallography and NMR, and to check for correct metal insertion
and folding of the protein before crystallization.
Inclusion of information from atoms beyond the nearest
coordination shell can be very illuminating for structure
determination by XAFS. For example, it is well known that
multiple scattering from second- and third-shell atoms of the
imidazole ring of coordinated histidine residues contributes
characteristic features to the EXAFS spectra. More than two
decades ago this was used to determine the presence and
geometry of coordinated histidine residues in the iron site of
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Figure 1
EXAFS spectrum for four N atoms at 2.00 AÊ , 2 = 0.003 AÊ 2, and two S
atoms at 2.20 AÊ , 2 = 0.005 AÊ 2, calculated using FEFF 8.0 and with
simulated noise.
Figure 2
Radial distribution functions for (a) nitrogen and (b) sulfur as
reconstructed by PTLF regularization.
photosynthetic reaction centers (Bunker et al., 1982), without
bene®t of any prior crystallographic analysis.
There is considerable information in the more distant
coordination shells, but also much greater complexity.
Multiple scattering (MS) of the photoelectron must be expli-
citly considered in most cases; unlike single scattering,
multiple scattering depends on the three-dimensional
geometry of the metal site. Fortunately in recent years there
has been excellent progress in developing programs to theo-
retically calculate MS XAFS spectra, taking as input a known
or hypothetical three-dimensional structure. These theoretical
calculations can be used to ®t experimental data and deter-
mine structures, provided the effects of vibrations on the
spectra are also accurately accounted for.
Vibrational effects are often described in terms of the
EXAFS DWFs, which are similar to but distinct from the
analogous quantities in X-ray diffraction. EXAFS DWFs
depend on the mean square variation of the path length for all
important multiple-scattering paths. These can number in the
hundreds, so that it may be impossible to ®t them without
exceeding the limited information content of the data. If the
force constants for relevant bonds can be accurately deter-
mined by alternative means, or are suf®ciently few in number
that they can be treated as ¯oating variables, it is possible to
directly ®t the EXAFS data.
In practice, the parameters have often been speci®ed in an
ad hoc manner by making plausible estimates of the DWFs
and verifying that they give good results on known test cases.
This is not a very satisfactory procedure, however, and better
alternatives are desirable. Dimakis and Bunker (Dimakis et al.,
1999; Dimakis & Bunker, 2001) have explored this issue and
have recently found that calculating the force constants by
density functional theory (DFT) can prove multiple-scattering
DWFs that are reliable and accurate. The force `constants' are
rather strongly dependent on bond length, being dependent
on chemistry, and tabulated force constants were insuf®cient
for the purpose. The DWFs of all important paths have been
mapped out for histidine, cysteine and carboxylate residues as
a function of interatomic bond length, angle (as necessary)
and sample temperature. Structures such as Zn tetraimidazole,
as shown in Fig. 3, are accurately calculated from ®rst prin-
ciples with no free parameters.
One essential point is that in this approach the laborious
DFT calculations need to be performed and parameterized
only once, and the results can then be reconstructed rapidly
and easily for use in ®tting experimental data. As of the third
quarter of 2003, tables are presently available for Zn sites, Cu
sites are presently being parameterized, and the other ®rst-
row transition-metal sites are planned, contingent on funding.
Another key point is that it is possible (Dimakis & Bunker,
2002) to model the spectra on a group-by-group basis, i.e.
apart from scattering through the central metal atom the inter-
group multiple scattering is negligible to a ®rst approximation
and only intra-group scattering is included. This is important
because it is presently not practical to calculate the vibrational
dynamics of the whole metal active site by DFT for all
hypothetical conformations.
4. Inverse problem for multishell modeling
The foregoing section describes one viable approach to the
DWF problem in the multiple-scattering ®tting of biological
XAFS data. There may be other viable approaches, but it is
clear that the technical infrastructure can be put in place for
rapid multi-shell calculation of accurate EXAFS spectra,
including vibrational effects. This `forward problem' (calcu-
lating the spectrum accurately if the structure is known) is
only part of the problem, however. Data analysis requires
solution of the inverse problem: determining the structure
from the data.
The inverse problem is actually not well posed. In general
there may be multiple structures that are consistent with the
data, within the experimental (and computational) uncer-
tainties. The analyst's job is to identify and describe the entire
range of structural models that are consistent with the data,
within the errors. Well chosen a priori information and
constraints can be vital for excluding unphysical solutions and
for stabilizing the inversion. A multiple-scattering general-
ization regularization procedure for single-scattering analysis
has not yet been developed, so indirect methods, e.g. non-
linear ®tting, must presently be used.
Fortunately there are advances in this area as well. Simple
yet powerful algorithms are available for global minimization
that can exploit the inexpensive computational power
provided by parallel computers. The simplest approach
involves job farming of conventional minimization algorithms
with different randomly selected starting values. Different
starting values may result in minimization into either the same
or different local minima, and these `attractors' within the
parameter space can be mapped out and characterized
according to their goodness of ®t. This generally involves
many function evaluations. However, with a number of
modern inexpensive computers, rapid solution of unknown
structures is possible because the approach is inherently
parallel and asynchronous and requires only moderate-band-
width interconnects between the computers. Other parallel
bioXAS and metallogenomics
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Figure 3
Structure of Zn tetraimidazole, test case for ab initio Debye±Waller
calculations (Dimakis et al., 1999; Dimakis & Bunker, 2001).
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algorithms such as parallel genetic algorithms (Storn & Price,
1995; Rabinowitz, 1995) and hybrid genetic/Levenberg±
Marquardt approaches are also promising for this purpose,
and have been successfully applied to ®tting XAFS. The
implementation of these on larger clusters is a subject of
future research. Constraints based on a priori information can
be imposed through penalty functions, and the parameter
errors estimated in a self-consistent manner by Bayesian
methods (Krappe & Rossner, 1999).
Because of the generality of this approach, ®tting can also
be used in concert with crystallographic data in simultaneous
re®nement (Hasnain & Strange, 2003). For this approach to be
valid, the XAFS spectra and the diffraction data must be
measured on the same crystalline forms, and the effects of
X-ray linear dichroism must be explicitly addressed, and
preferably used to advantage.
5. Conclusion
The primary bottlenecks for both rapid and robust experi-
mental data acquisition and analysis have been eliminated in
principle. A dedicated effort to implement these approaches
in an integrated system for XAFS structural genomics could
be a viable complement to macromolecular crystallography
and NMR.
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