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Waveform-Independent Frame-Timing
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Abstract—In this paper, the problem of frame-level symbol
timing acquisition for UWB signals is addressed. The main goal
is the derivation of a frame-level timing estimator which does not
require any prior knowledge of neither the transmitted symbols
nor the received template waveform. The independence with
respect to the received waveform is of special interest in UWB
communication systems, where a fast and accurate estimation of
the end-to-end channel response is a challenging and computation-
ally demanding task. The proposed estimator is derived under the
unconditional maximum likelihood criterion, and because of the
low power of UWB signals, the low-SNR assumption is adopted. As
a result, an optimal frame-level timing estimator is derived which
outperforms existing acquisition methods in low-SNR scenarios.
Index Terms—Frame-timing, nondata aided, synchronization,
ultra-wideband (UWB) communications.
I. INTRODUCTION
THE emergence of ultra-wideband (UWB) communicationsystems is part of an unprecedented transformation in the
design and application of high data rate and low-power con-
sumption devices. The original and defining characteristics of
UWB technology are its carrierless nature and its very high frac-
tional bandwidth, that is, the ratio between the effective band-
width and the center frequency [1]. In particular, UWB systems
are characterized by the transmission of low-power extremely
short pulses which, in principle, do not require any interme-
diate frequency processing and can operate in baseband [2].
Thus, original UWB systems can be considered to be nonsinu-
soidal transmission systems. Nonetheless, recent proposals are
emerging for a more practical carrier-based (i.e., multiband) im-
plementation [3].
Although UWB technology has been around since the
1960s, it has been mainly used in the past for low data rate
noncommunications applications because of the great difficulty
in efficiently handling a stream of subnanosecond pulses. It
has not been until the recent years that the implementation
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of high data rate UWB communication systems has become
feasible. In 2002, and after detailed discussions and studies,
the FCC First Report and Order (R&O) on UWB technology
[4] established for the first time the required rules for modern
UWB systems to operate safely. Since then, an incredible
growth has been experienced in the fields of computer net-
working and high data rate communications [5]. An example
is the on-going IEEE 802.15.3a standard for short-distance
high data rate wireless personal area networks (WPAN) [6] for
which UWB technology is envisaged for the physical layer.
Despite of the increasing interest in UWB technology, there are
still several challenging issues to be addressed regarding the
signal processing at the receiver [2]. Probably the most critical
aspect is the acquisition and synchronization of UWB signals.
This is due to the fact that pulse-position modulation (PPM)
is usually adopted in UWB systems, a modulation format that
is characterized by conveying the information message on the
time position of the transmitted pulses. Since UWB transmitted
pulses have an extremely short time duration, proper alignment
of the received signal becomes an essential task.
This paper addresses the acquisition problem of UWB signals
under a nondata-aided or blind approach. The motivation is to
obtain the best possible synchronization of the received signal
by avoiding the insertion of any pilot symbol. This allows us
not only to maximize the effective transmitted throughput and
to minimize the mean transmitter power, but also to design flex-
ible receivers which are able to synchronize at any time by ob-
serving any piece of modulated data. In the recent literature, it is
found that many of the approaches to blind acquisition and syn-
chronization of UWB signals are derived in a rather heuristic or
ad-hoc manner by adopting some kind of correlator-based re-
ceiver [7], [8]. Usually, the output statistics are processed either
by exploiting the cyclostationary properties of the transmitted
signal [9], by adopting search algorithms [10], [11] or by using
parallel architectures [12]. However, significant efforts are cur-
rently being placed on addressing the acquisition problem under
a more rigorous approach. To this end, the maximum likelihood
formulation has already been proposed, for instance, in some
valuable contributions such as the ones in [13] and [14].
The key assumption in most of the traditional acquisition
methods for UWB signals is that a replica of the transmitted
monopulse train is available at the receiver for matched filtering.
However, this is a rather weak assumption since both the wide-
band radiating antennas and the propagating medium seriously
distort the transmitted waveform [15], [16]. Indeed, the received
waveform suffers from direction-dependent distortion when the
receiver looks at the transmit antenna from different directions
[17], and the large multipath resolution of UWB signals makes
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the computation of fast and accurate channel estimates a chal-
lenging and computationally demanding task. Recent contri-
butions in the field of UWB signal acquisition are aware of
this problem and also of the necessity to make the acquisition
process a waveform-independent procedure. By waveform-in-
dependent we mean that no effort is placed on estimating the
channel response. For instance, a possible alternative is to use
a piece of the received signal as the correlating pattern. This
is the idea behind the concept of dirty template which is pre-
sented in [18] and related to transmitted reference approaches
in [19]–[21]. However, the main drawback of this approach is
that a relatively high signal-to-noise ratio (SNR) is required for
the obtention of a valid timing estimate when dealing with mod-
ulated data. Another possible alternative is to transmit asym-
metric amplitude modulating symbols [22]. In this way, the re-
ceived signal can be averaged on a symbol-by-symbol basis so
as to obtain the received waveform at the expense of a degrada-
tion in spectral efficiency.
The work to be presented herein differs from previous con-
tributions in timing acquisition for UWB signals. The reason
is that the problem is addressed in a systematic and analytic
manner under the well-known unconditional maximum likeli-
hood criterion. By adopting a general blind approach, it is shown
that it is possible to obtain an optimal frame-level timing esti-
mator which does not require any prior knowledge of neither
the transmitted symbols nor the received waveform. Indeed, the
resulting estimator is reminiscent of the energy detection ap-
proach adopted in many radar signal detection techniques [23],
and some insights into this estimator have been preliminary
provided in [24]. Finally, it is worth noting that the proposed
method is not restricted to the UWB modulation format and
it can be employed in other spread spectrum communication
systems.
The paper is structured as follows: first, the signal model is
introduced in Section II. Next, the maximum likelihood func-
tion for the problem at hand is derived under the low-SNR as-
sumption in Section III. Since the likelihood function is found
to be based on the synchronous autocorrelation matrix of the re-
ceived signal, Section IV provides some details on the structure
and properties of this matrix. In Section V, the proposed timing
acquisition method is presented, and finally, simulation results
are provided in Section VI. Section VII concludes the paper.
II. SIGNAL MODEL
A. General Model for PPM and PAM Modulations
Owing to the very low power spectral density of UWB sig-
nals, the transmission of a single information bearing symbol
is usually implemented by the repetition of pulses. How-
ever, the distortion introduced by transmit and receive antennas,
as well as the multipath channel, cause their repeated pulses
to arrive severely distorted at the receiver. Let us collect these
distorted waveforms into the so-called template waveform
whose discrete-time representation is given by
(1)
with the end-to-end chip-rate sampled received waveform.
Although it is out of the scope of this manuscript, the adoption
of a chip-rate sampling approach involves a significant com-
plexity from the analog-to-digital conversion (ADC) point of
view. Note that the ADC sampling rate can be reduced up to
frame-rate or symbol-rate sampling, but this requires the re-
ceived waveform to be known at the receiver and the matched fil-
tering operation to be performed in the analog-domain. Since we
envisage an all-digital signal processing front-end to work with
an unknown received waveform, chip-rate sampling is required.
In this case, sign-bit ADCs [25] or channelized ADCs [26] can
be considered for a reasonable complexity implementation.
In order to avoid any possible interference between adjacent
waveforms, the transmission is configured in such a way that
each waveform is confined within a frame duration of
samples. Therefore, the total length of the template waveform
(i.e., the symbol duration) is . Notice that the
frame duration should be large enough so as to encompass the
maximum delay spread of the multipath channel, the position
modulation and the maximum time shift of the time-hopping
(TH) sequence with which allows other
users to have access to the medium without catastrophic colli-
sions. The time resolution of the TH sequence is samples,
and similarly to [18], the TH code is assumed to be periodic
within the symbol duration. With the above considerations, the
general discrete-time signal model for the received UWB signal
is
(2)
where stands for the real-valued pulse amplitude modu-
lating (PAM) symbols and stands for the pulse position
modulating (PPM) symbols with a time resolution of sam-
ples. The above signal model combines both PAM and PPM, an
approach that has also been adopted in [27], [28], or in [29] for
the case of transmitted-reference systems. The noise samples are
indicated by and they comprise the Gaussian contributions
from both the thermal noise and the multiple access interference
(MAI). Finally, the symbol timing error is constrained within
, and it can be decomposed as
(3)
with the integer being the frame-level
timing error and the pulse-level timing error. In
the sequel, the goal is the estimation of the frame-level timing
error which is an unknown deterministic parameter. The
pulse-level timing error is left as a nuisance parameter and it
is assumed to be a uniformly distributed random variable within
.
B. Signal Model in Matrix Notation
The matrix notation to be presented herein is based on the fact
that PPM modulation can be expressed as the sum of parallel in-
dependent linear modulations [30]. Let us take an observation
interval comprising a total of symbols (i.e tem-
plate waveforms) with some positive integer number. Then,
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assuming , the signal model in (2) can
be equivalently expressed in matrix notation as
(4)
where is an vector of real-valued received samples
with . The transmitted symbols through the -th
PPM position are contained in the vector . Because
just one PPM position can be active within the transmission of
a symbol, the entries equal to zero in indicate which of the
-th PPM positions are not active. Due to the PAM modulation,
the symbols in are assumed to be zero mean, for
any , and to have a covariance matrix given by1
. Finally, the noise samples are incorporated in the
vector with covariance matrix .
The shaping matrix is defined as follows:
(5)
(6)
(7)
Note that the vector contains the samples of the template
waveform for the -th position of the PPM modulation. The
subscript in (6) refers to the th column of the shaping ma-
trix , and finally, the matrix is an zero-
padding and -samples shifting matrix
(8)
(9)
(10)
In these definitions, stands for the identity matrix
and is an all-zeros matrix.
III. LOW-SNR UNCONDITIONAL MAXIMUM LIKELIHOOD COST
FUNCTION FOR TIMING ACQUISITION
The present contribution concentrates on the Stochastic or
Unconditional Maximum Likelihood (UML) which considers
that the nuisance parameters are all random. Therefore, not only
the transmitted symbols but also the received waveform are as-
sumed to be random. According to [31], the analysis is started by
formulating the likelihood function for the linear signal model
under consideration. By doing so, the likelihood function is
found to be based on the Gaussian noise probability density
function as follows:
(11)
1The notation  stands for the Kronecker delta.
with an irrelevant constant. By expanding the quadratic norm
in (11) and taking into consideration just those terms which de-
pend on the parameters of interest, we have
(12)
(13)
with and where the dependence of
on is omitted for the sake of simplicity. Assuming the
SNR to be sufficiently low, the likelihood function presented
so far can be importantly simplified. This is the reason why the
low-SNR assumption is traditionally adopted in the derivation
of many blind synchronizers within the ML estimation frame-
work [32]. For the case of UWB signals, the application of the
low-SNR assumption is completely justified by the extremely
low-power radiating conditions of UWB transmissions. A
low-SNR analysis not only provides an easier manipulation
of the likelihood function but also a realistic approach to the
real working conditions. Under the low-SNR assumption, the
likelihood function in (12) and (13) can be approximated by its
second-order Taylor series expansion as follows:
(14)
In order to obtain a likelihood function which does not depend
on neither the transmitted symbols nor the received waveform,
the next step is to eliminate the dependence on the set of nui-
sance parameters from (14).
A. Marginal Likelihood Function With Respect to the
Transmitted Symbols
The dependence on the transmitted symbols can be avoided
by adopting the marginal likelihood function
(15)
Therefore, and according to the results in Appendix I and Ap-
pendix II, it is found that
(16)
(17)
with two constant terms with respect to the
symbol timing error but with dependence on the template
waveform . With these considerations, the likelihood function
in (15) can be expressed as
(18)
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Next, the expression of the shaping matrix in (5)–(7) can be
substituted into (18) resulting in
(19)
with
(20)
(21)
Note that is a scaled version of the syn-
chronous autocorrelation matrix of the received signal when a
time shift correction of samples is applied on it. In this
sense, the time-shifted synchronous autocorrelation matrix is
defined as
(22)
with
.
B. Marginal Likelihood Function With Respect to the Template
Waveform
In the current approach to the timing estimation problem for
UWB signals, the received template waveform is assumed to be
unknown at the receiver. For this reason, the template waveform
is considered a nuisance parameter in the subsequent formula-
tion. Similarly, the residual pulse-level timing error can be con-
sidered a nuisance parameter as well. This is consistent with the
fact that we are addressing the timing synchronization problem
as a two-step procedure in which the coarse or frame-level ac-
quisition is performed prior to the fine or pulse-level acquisition.
Since the present manuscript concentrates on the frame-level
acquisition, the residual pulse-level timing error can be rea-
sonably assumed to be a nuisance parameter. The rationale be-
hind this reasoning is similar to that of traditional timing es-
timation through an unknown frequency-selective channel [33,
p. 434]. In that case, the pulse-level timing error is not properly
defined since it is always related to some reference pulse. Thus,
no pulse-level timing error can be defined when the reference is
unknown.
Since both the received waveform and the pulse-level timing
error are assumed to be nuisance parameters, the marginal likeli-
hood function from (15) depends only on the frame-level timing
error
(23)
In particular, it is found that
(24)
with
(25)
(26)
(27)
In (27), the notation stands for an all-ones vector
and is an unknown but nonzero matrix which
resumes the statistical characterization of the frame-level wave-
form. The key point in (27) is not the particular structure of
but the repeated structure of because of the frame repetition
within a symbol interval.
Finally, and in order to avoid all the irrelevant constant
terms in (24), the equivalent likelihood function
is adopted. Thus, the optimal frame-level timing
estimation results in
(28)
The interpretation of (28) shows that the estimation of the frame-
level timing error must be performed by choosing the time-
shifted synchronous autocorrelation matrix that maxi-
mizes the projection onto . It is true that this procedure may
seem rather vague, especially with respect to the “unknown”
matrix within . However, the clear conclusion is that the
timing search becomes now a problem related to finding a reg-
ular structure for similar to the one in the right hand side
of (27). Thus, we can forget about and concentrate on the
analysis of the structure of itself. Further insights on the
procedure to obtain the frame-level timing error from are
presented in Section V.
IV. ANALYSIS OF THE TIME-SHIFTED SYNCHRONOUS
AUTOCORRELATION MATRIX
A. Structure of the Time-Shifted Synchronous Autocorrelation
Matrix
The estimation of the frame-level timing error is shown in
Section III-B to be based on the exploitation of the structure of
the time-shifted synchronous autocorrelation matrix in
(22). The purpose here is to analyze the structure of the trans-
mitted signal within the received synchronous autocorrelation
matrix.
To this end, and in the presence of some frame-level timing
error , the segments of the received data are
decomposed into an upper and a lower part as shown in Fig. 1.
More specifically, the lower part of corresponds to the trans-
mission of the current symbol. This lower part is indicated by an
vector of samples . Similarly, the
upper part of corresponds to the transmission of the previous
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Fig. 1. Structure of the received signal when some time delay is present. Note that each vector of received samples r(n) is composed by an upper and lower part,
b(n) and a(n), respectively, which correspond to segments of two consecutive transmitted templates.
symbol. This upper part is indicated by an
vector of samples . According to these considerations
(29)
with
. Note that we have
made explicit the amplitude modulating symbols
in (29) whereas the possible position modulating symbols
are incorporated in and . Then, by taking into con-
sideration that , the time-shifted synchronous
autocorrelation matrix results in [see (30) at the bottom of the
page] where and come from the definition of in (20)
but in its block-partitioned form
(31)
with
(32)
(33)
(34)
At this point, there are two important remarks to be made.
First, the fact that the particular structure of the synchronous
autocorrelation matrix in (30) is due to the statistical indepen-
dence of the amplitude modulating transmitted symbols. There-
fore, the proposed frame-timing estimator requires the adoption
of a signaling scheme with amplitude modulating symbols, ei-
ther PAM or both PAM and PPM at the same time. Second, it is
also important to note that the smaller the all-zeros matrices in
, the closer is to the regular structure of in (27),
(28). This will be the basis for the timing acquisition procedure
to be presented in Section V.
B. Timing Search in the Time-Shifted Synchronous
Autocorrelation Matrix
According to (28), every trial value implies the com-
putation of a new matrix . However, this is
clearly inefficient. A simple and straightforward alternative is
based on computing the augmented synchronous
autocorrelation matrix once, and then extracting from it all the
required matrices .
Let us denote the augmented synchronous
autocorrelation matrix by . Then, similarly to Sec-
tion IV-A, the structure of the is found to be given by
(35) at the bottom of the page. The key point in considering the
augmented synchronous autocorrelation matrix
is that the synchronous autocorrelation
matrix can be easily recovered from as follows:
(36)
where the selection matrix is defined as
(37)
(30)
(35)
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Fig. 2. Illustration of the sliding matrix  (m)R (m) (thick line) whenR is computed from received samples with perfectly acquired timing (left) or with
some timing error  (right).
Therefore, it is just required to compute once, for instance,
, and all the subsequent time-shifted versions of
can be obtained via (36). An example on the structure of both
and is shown in Fig. 2.
V. PROPOSED TIMING ACQUISITION METHOD
A. Maximization of the Likelihood Function for the Optimal
Frame-Level Timing Error Recovery
The derivation of the proposed frame-level timing estimator
can be summarized as follows.
Lemma 1: Without loss of generality, the frame-level timing
estimate which maximizes the likelihood function in (28) can
be obtained as
(38)
where and the residual timing error is
constrained within .
Proof: The maximization of the likelihood function in (28)
can be understood as the inner product of matrices as follows:
(39)
where stands for the inner product operator. Similarly to the
scalar case, the inner product of matrices is maximum when
for any positive constant [34]. Thus, by taking
into consideration the property , (39) can
equivalently be written as
(40)
Finally, by substituting (36) into (40), we have
(41)
Lemma 2: The solution to the proposed timing acquisition
method in (38) is unique.
Proof: Let us define the cost function as
(42)
For the case in which , it turns out that
. Thus,
is maximum with value
(43)
with the energy of the received template waveform, which
is assumed to be constant. For the case in which , it
turns out that . Thus, from the
definition of in (30) and in (31) we have that
(44)
where for . As a result,
(45)
which guarantees the uniqueness of the solution to (38).
It is important to note that the proposed frame-level timing
estimation method in (38) is based on a frame-level search over
the synchronous autocorrelation matrix of the received signal.
Therefore, the synchronous autocorrelation matrix becomes the
sufficient statistics for the problem at hand. Contrary to [18],
where a noncoherent integration of the noise is performed,
an important advantage of the proposed method is that a co-
herent integration is addressed in the off-diagonal entries of the
synchronous autocorrelation matrix. As a result, the proposed
method is expected to be more robust to low signal-to-noise
ratio scenarios than the one in [18].
B. Proposed Algorithm Implementation
An important issue when implementing the proposed method
is to realize that it is not necessary to compute the Frobenius
norm for every trial value in (38). The reason is that, from
to , most of the entries in the associated
Frobenius norm are the same, so they can be reused as indicated
in Fig. 3. Therefore, the Frobenius norm for can be
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Fig. 3. When the sliding matrix  (m   1)R (m   1) is shifted to
 (m)R (m), the backward and the forward regions appear which allow
an optimized computation of the Frobenius norm for  (m)R (m).
computed from the Frobenius norm for , resulting
in the following procedure:
(46)
(47)
(48)
(49)
(50)
(51)
(52)
(53)
(54)
(55)
(56)
(57)
In the above description, the Matlab notation
has been used to denote the elements of matrix contained
within the -th to -th rows and within the -th to -th columns,
with and . That is, the entries contained within
the rectangular region which is bounded by the upper left hand
corner and the lower right hand corner .
Regarding the computational complexity, most of the re-
quired computational burden of the proposed algorithm is due
to the computation of the synchronous auto-
correlation matrix in (46). In particular, the overall complexity
of the proposed algorithm can be roughly approximated to
flops (floating point operations). Note that the com-
plexity of the proposed algorithm is quadratic on the number
of samples per frame . This is in contrast with the timing
acquisition algorithm in [18] which is adopted for comparison
in the simulation results of Section VI. The algorithm in [18] is
quite simple and it just requires approximately flops.
Thus, it has a linear dependence on the number of samples per
frame in contrast with the quadratic dependence of the
proposed algorithm. However, the increase in complexity for
the proposed method comes at the expense of a better perfor-
mance. This can be observed in Section VI where the proposed
frame-timing acquisition method is found to clearly outperform
the one in [18] for the low signal-to-noise ratio scenarios
typically encountered in UWB communication systems.
VI. SIMULATION RESULTS
In this section, simulation results are presented which com-
pare the performance of the proposed frame-timing acquisition
method with existing techniques in the literature. Two distinct
simulation scenarios are considered,
(A) Transmission of ultra-short pulses corresponding to the
second derivative of the Gaussian pulse with a total dura-
tion of 4 ns. The UWB channel is randomly generated ac-
cording to the channel model CM1 proposed by the IEEE
802.15.3a working group [35]. The power profile is tru-
cated to make the maximum delay spread of the multipath
channel equal to 74 ns. The frame duration is set to 86 ns,
which avoids any possible inter-frame interference.
(B) Reception of Gaussian-distributed random waveforms.
The purpose is to provide a more general analysis than
that provided by the channel model in [35]. To this end,
we assume the received waveforms to be all random.
The received waveform duration is 10 ns. and the frame
duration is set to 14 ns.
For both simulation scenarios, only PAM symbols are trans-
mitted for the sake of simplicity. The symbol duration involves
the repetition of frames and the sampling period is set
to . The symbol timing error is randomly generated
and uniformly distributed within . In order to trans-
late the frame-timing acquisition performance into bit error rate
(BER), it is important to isolate mistiming from channel esti-
mation errors. For this reason, channel estimation is assumed
to take place after frame-timing acquisition and the channel
estimate is assumed to be error-free. Thus, a clean template
is adopted at the receiver which incorporates the pulse-timing
error. This is a common approach in the field of frame-timing
acquisition for UWB signals. The reason is that it allows us to
separate the performance degradation due to the channel uncer-
tainty from the performance degradation which is purely due
to the frame-timing acquisition algorithm. Finally, the results of
the proposed method are compared with the dirty template (DT)
method proposed in [18].
Experiment 1—BER Performance as a Function of :
The results for an observation interval of sym-
bols are presented in Figs. 4 and 5. These results correspond to
scenario (A) with from 0 to 12 dB. Note that when the
observation interval is long enough to estimate properly the au-
tocorrelation matrix, the BER is significantly reduced by using
the proposed method. This is also observed in Fig. 6 for the
case of scenario (B). Finally, since the BER is degraded when
the frame-timing error is not correctly acquired, Fig. 7 evaluates
this BER degradation. This is done by understanding the BER
degradation as a loss in terms of with respect to the case
with perfect timing acquisition.
Experiment 2—Probability of Correct Frame Acquisition:
For the simulation set-up specified in scenario (A), Fig. 8 depicts
286 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 55, NO. 1, JANUARY 2007
Fig. 4. BER for scenario (A) with an observation interval comprisingL = 100
symbols.
Fig. 5. BER for scenario (A) with an observation interval comprisingL = 200
symbols.
the probability of correct frame-timing acquisition as a function
of . As it can be shown, the proposed method is found to
provide a significantly higher probability of correct frame-timing
acquisition than the dirty template with the same simulation
parameters. For the same number of transmitted symbols , the
coherent integration of the noise allows the proposed method to
provide a more robust behavior in the low-SNR regime. This is in
contrast with the dirty template, which is found to be more sen-
sitive to the noise since it is based on a noncoherent integration.
This fact can also be observed in Fig. 9, where the probability
Fig. 6. BER for scenario (B) with an observation interval comprisingL = 100
symbols.
Fig. 7. E =N loss (dB) with respect to perfect frame acquisition for sce-
nario (A).
of correct frame-timing acquisition is depicted as a function of
the observation interval . The results in Fig. 9 correspond to
the simulation set-up specified for the simulation scenario (B)
where random Gaussian distributed waveforms are considered.
Experiment 3—Degradation Caused by Inter-Frame Inter-
ference (IFI): It is important to remark that the proposed
method has been derived under the assumption that no IFI was
present in the received signal. However, it is also interesting
to evaluate the performance when this assumption does not
hold. Fig. 10 presents the probability of correct frame-timing
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Fig. 8. Probability of correct frame acquisition for scenario (A) as a function
of E =N .
Fig. 9. Probability of correct frame acquisition for scenario (B) as a function
of the observation interval L.
acquisition for scenario (B) in the case of frame intervals with
28% and 57% overlap. The results are compared with the
standard performance in the case of no IFI. For low-
values, the proposed method is more sensitive to IFI than the
dirty template. However, the proposed method still outperforms
the dirty template. For high- values, both methods
degrade similarly and the probability of correct frame-timing
acquisition decreases 15% to 20% for both methods.
Fig. 10. Impact of inter-frame interference on the probability of correct frame
acquisition for scenario (B) with L = 100 symbols.
VII. CONCLUSION
A nonassisted and waveform-independent frame-level timing
acquisition method has been proposed for UWB signals. The
derivation of the proposed method has been performed under
the systematic framework of unconditional maximum likeli-
hood estimation for which the low-SNR assumption has been
adopted. The major advantage of the proposed technique is that it
is able to succeed regardless of the transmitted symbols and the
received waveform. Therefore, the problem of timing acquisition
is solved without requiring any prior channel estimation. The
algorithm implementation is based on a timing-search over the
synchronous autocorrelation matrix of the received signal, and
the low-SNR UML approach provides a robust performance in
the presence of a severe noise degradation. In particular, and for
low-SNR scenarios, the proposed method is found to outperform
existing acquisition methods in the literature. Finally, it should
be noticed that the proposed method, whose application has
been demonstrated for the case of UWB signals, is also valid for
blind acquisition of other spread-spectrum signaling schemes.
APPENDIX I
DERIVATION OF THE FIRST-ORDER MOMENT OF
WITH RESPECT TO
This appendix is devoted to the derivation of
as required in (15). For this purpose, and from the definition of
in (13) we have
(I.58)
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(I.59)
(I.60)
(I.61)
(I.62)
As indicated in Section II, the fact that for any ,
and , has been used in (I.59) and (I.60),
respectively. Moreover, it is important to note that the first-order
moment of with respect to does not depend on the
timing error but just on the energy of the template waveform
, which is a constant term.
APPENDIX II
DERIVATION OF THE SECOND-ORDER MOMENT OF
WITH RESPECT TO
The derivation of the second-order moment of
with respect to involves the evaluation of .
From the definition of in (13),
(II.63)
Therefore, the second-order moment of with re-
spect to involves the expectation of the terms B1, B2, and B3
in (II.63).
B1: The expectacion of this term can be easily obtained by
recalling that . Therefore
(II.64)
B2: This term vanishes as it depends on the odd moments
of the transmitted symbols.
B3: This term should be further manipulated by taking into
consideration the relationship between the trace operator
and the operator [34]
(II.65)
However, note that the products in (II.65) do not
depend on the timing error because all the waveforms
within the column vectors of do have the same delay .
Indeed
(II.66)
for any and with
the autocorrelation function of the
received waveform . Hence, it is found that
(II.67)
where is a term which only depends on the received
template waveform.
Finally
(II.68)
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