We introduce a distance (similarity)-based mapping for the visualization of high-dimensional patterns and their relative relationships. The mapping preserves exactly the original distances between points with respect to any two reference patterns in a special two-dimensional coordinate system, the relative distance plane (RDP). As only a single calculation of a distance matrix is required, this method is computationally efficient, an essential requirement for any exploratory data analysis. The data visualization afforded by this representation permits a rapid assessment of class pattern distributions. In particular, we can determine with a simple statistical test whether both training and validation sets of a 2-class, high-dimensional dataset derive from the same class distributions. We can explore any dataset in detail by identifying the subset of reference pairs whose members belong to different classes, cycling through this subset, and for each pair, mapping the remaining patterns. These multiple viewpoints facilitate the identification and confirmation of outliers. We demonstrate the effectiveness of this method on several complex biomedical datasets. Because of its efficiency, effectiveness, and versatility, one may use the RDP representation as an initial, data mining exploration that precedes classification by some classifier. Once final enhancements to the RDP mapping software are completed, we plan to make it freely available to researchers. Crown
Introduction

Biomedical [magnetic resonance (MR), infrared (IR)
or Raman] spectra of biofluids and tissues [1] [2] [3] [4] [5] , mass spectra, e.g., from proteomics [6] [7] [8] [9] and microarray expression profiles [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] are being acquired at an ever-increasing rate. The principal goal is to discriminate non-invasively diseases and disease states. Biomedical data are characterized by relatively few patterns (N = O(10)-O(100)) that are initially presented in a very high-dimensional feature space (L = O(1000)-O(10000)). A major problem is the difficulty of reliably visualizing such high-dimensional patterns and their relative relationships. An accurate visualization would help the assessment of the characteristics, peculiarities, failings, etc., of the high-dimensional dataset, prior to the desired processing (e.g., classification).
There are several techniques that map L-dimensional patterns to a lower, M-dimensional space, M ( L, typically M = 2 or 3. We can group them into two categories: linear and nonlinear. An excellent early review is in [22] , with experimental comparisons in [23] . All mapping methods aim to preserve all interpoint distances as accurately as possible.
Linear methods generally involve no extensive optimization. High-dimensional data are frequently mapped onto a plane, whose coordinate axes are formed by the first two principal components (PCs) obtained from principal component analysis (PCA) [24] . However, these PCs rarely discriminate between patterns from known classes, because PCA finds orthogonal directions that sequentially explain the variance in the data, independently of class information. (Good class separation is accidental.) Multidimensional scaling (MDS) [25] [26] [27] [28] and KohonenÕs self organizing map (SOM) [29] are nonlinear variants, requiring the minimization of some objective (cost) function of the distances. None can preserve all relative distances exactly.
In general, MDS-based mapping helps visualize proximity relations of samples, represented in the original Ldimensional feature space by (Euclidean) distances D [25] . Frequently, the X fi Y mapping does not exist and only some proximity information is available. This is typically represented in terms of dissimilarity values. The (symmetric) dissimilarity between objects i and j is denoted by d ij = d ji . Quite often a monotonic nonlinear transformation Gðd ij Þ ¼ D R ij is applied to the raw dissimilarity values. A general choice for the objective function J to be minimized is
with weights w ij controlling whether short, medium or long distances are matched best. As an example, a general, one-parameter mapping proposed in [30] minimizes the objective function J q , where
with q a user-defined parameter. The choice of q determines whether the shorter or the longer distances are reproduced more faithfully in the reduced, low-dimensional space. For q = 0 we recover SammonÕs mapping [31] . Whatever the value of q, the optimal mapping is obtained by some multivariate minimization process, with the minimization space typically multimodal. One serious difficulty with these approaches is that unless an explicit form is available for the X fi Y mapping, the mapping/ optimization has to be repeated for new patterns. KohonenÕs self-organizing maps (SOMs) are based on neural network ideas [29, 32, 33] . SOMs have recently been applied to microarray data [34, 35] and to data visualization in particular [36] . SOMs are subject to the same general constraints as the other mapping methods. An additional restriction is that the mapping is to a 2-or 3-dimensional grid, typically rectangular or hexagonal. Furthermore, only topological relations are preserved, and a colouring scheme, such as the U-matrix method [37] is needed to visualize the actual distance interrelations. SOM tends to preserve the shorter distances. A recent variant, ViSOM [38] , is claimed to be computationally simpler than SOM, with the additional advantage that not only the topological relations, but also the actual map distances are preserved (approximately). Furthermore, no retraining of the map is needed when new data points are presented.
Projection Pursuit (PP) [39, 40] approaches the problem differently. Its 1-dimensional version attempts to find ''interesting directions,'' by projecting (mapping) the data onto lines traversing the input space. ''Interesting'' is usually defined as ''least Gaussian.'' As an extreme example, if the projection is multimodal, it is definitely ''interesting'' because it indicates the presence of structure, i.e., clusters, groupings in L-space. To find these ''interesting directions,'' PP uses nonlinear optimization, with all its attendant, known difficulties. Furthermore, PP requires the setting of several parameters and the selection of a monotonically decreasing function. Note that when the projection is directly from the original L-space, PP is a linear method.
Ideally, we would like a visualization method that does not require optimization, yet displays the high-dimensional data in some low (3-, 2-or even 1-) dimensional manifold, without distorting any of the original L-space distances. Although this cannot be done exactly for all distances, we propose a simple approach that achieves certain important aspects of this goal. It can be used either as an exploratory tool, or as a confirmatory one, if class labels are available for members of the different classes comprising the dataset.
Our approach is a distance (similarity)-based, intrinsically nonlinear projection. It only requires a single computation of a distance matrix D = {D jk }, j < k = 1,. . ., N in some user-selected metric. This is computationally quite feasible for the number of samples (N = O(100)) we generally encounter in biomedical applications. Our method is based on the simple but essential fact that the three distances between any three points in the original L-space are exactly preserved when displayed in a 2-dimensional coordinate system (S, T). Although this appears trivial and was recognized as the basis of a mapping approach called the triangulation method [41] , it has not been exploited, especially in the context we propose. This is likely because the emphasis for all mapping methods always seems to have been on the best possible (hence necessarily approximate) preservation of all distances. In particular, the triangulation approach, although recognizing that 2N À 3 of the N (N À 1)/2 interpattern distances can be preserved exactly, only focuses on the display and maintenance of the minimum spanning tree (MST) of the graph whose nodes are patterns and whose edge weights are the interpattern distances. However, MST still has some arbitrariness in its planar representation and does not appear to provide as good a discriminatory visual display as does our mapping.
We call our mapping plane the relative distance plane (RDP). Our purpose and emphasis is different; in particular, we avoid any nonlinear optimization since we do not need to insist that in the projected space all original distances be preserved as closely as possible. Although we expound the RDP mapping in the context of supervised pattern recognition (known class labels), it still should be viewed as an exploratory data analysis method. As the examples demonstrate, its role is to help assess the properties/quality of the high-dimensional data via easy 2-and 1-dimensional visualization.
The RDP mapping method
Denote the members (''patterns'') of the N-sample dataset in the L-dimensional feature space by
Our proposed procedure consists of the following steps:
1. Choose some distance (or similarity) measure and compute the corresponding N · N distance matrix. 2. Select any two points R 1 ("X j ) and R 2 ("X k ) in the original L-dimensional space as reference points (''patterns''); the distance D (R 1 , R 2 ) " D 12 has already been computed in Step 1. The line through R 1 and R 2 defines a reference axis onto which one can further project the data. 3. For each pattern X m , m " j, k, of the dataset, denote its distances to the reference patterns by
Note that from the three given distances, it is equally easy to compute the (S, T) coordinates in another distance metric. Naturally, the RDP display, because it is distance-based, is independent of the metric the (S, T) coordinates are eventually expressed in. Only the (S, T) coordinates will be different. Eqs. (1a) and (1b) assume Euclidean distances, but in the L 1 norm the result is even simpler:
In implementing the mapping, for display and comparison purposes we place R 1 at (À1, 0), and R 2 at (1, 0) of the (S, T) coordinate system of the RDP. 
(For notational convenience, in the rest of the paper we remove the * from these scaled equations.) In Step 1, the distance measure used in the input feature space can be the standard Euclidean distance, or its extension by some ''kernel trick,'' any of the Minkowski distances, the Mahalanobis distance, the AndersonBahadur distance [42] , some user-defined or data-driven weighted distance, or even some arbitrarily defined dissimilarity measure, (e.g., correlation, converted into a distance). The N · N distance matrix can be augmented by the 2 class centroids C i , i = 1, 2, creating the final
In the original L-space, the distance of point X m from any reference axis is T [X m ]. T max (R 1 , R 2 ) is the radius of the hyper-cylinder that contains all Q points, with axis R 1 -R 2 . One may create a histogram by projecting all points in the RDP onto this axis. If the histogram is multimodal, then the R 1 -R 2 axis provides a ''potentially interesting'' line traversing the original L-space. The points in the RDP will then display more-or-less distinct clusters. The current R 1 -R 2 axis may not represent the most ''interesting'' line in L-space. However, all N pair = Q (Q À 1)/2 pairs of points (R j , R k ) are available for testing and inspection. When projecting the patterns onto the reference axis, one can view our approach as a discretized version of Projection Pursuit, consisting only of N pair lines through existing pattern pairs, or some other readily computable directions.
Thus we can display all points of the dataset, without distorting their original distances to the two reference patterns. (We emphasize again that the original L-space distance between any two arbitrary patterns is not generally preserved in the RDP. However, for our purpose this is not relevant.) For any reference pair the RDP mapping preserves exactly 2N À 3 distances.
An easy 3-dimensional visualization and appreciation of what mapping to the RDP means is to view the R 1 -R 2 reference axis as the spine of a Rolodex, and the N À 2 points in L-space as N À 2 transparent cards in the Rolodex, with the relative position of any given point marked on its own card. Then the RDP mapping corresponds to aligning the N À 2 cards in a common plane. (This analogy is exact if the mapping is from 3 to 2 dimensions.)
In Fig. 1 , we show these aspects of the RDP map, using a real-life, 2-class example (this particular mapping display is from 10 original features). The red and blue disks represent samples from class 1 and class 2, respectively. We depict the distances of an arbitrary data point X m to R 1 and R 2 as D 1m and D 2m , respectively. When the mapping separates the data perfectly, the vertical red lines pass through the nearest patterns that separate the two classes in the RDP, their separation distance indicated as the ''Support Vector Margin.'' In Fig. 1 , all vertical lines between the margins represent the hyperplanes (a ''hyper slab'') in L-space that separate exactly the two classes. We also display the histograms formed when the data points of the RDP are binned and projected onto the reference axis. When no perfect separation of the two classes is possible, the vertical red line pairs are placed to minimize visual ''misclassifications'' in the data.
For any two classes, a particularly informative subset of the total number N pair of possible reference pairs is the subset {R 1 "
, where X i (1) denotes sample i from class 1, X j (2) sample j from class 2. This is the subset of all (N 1 + 1) (N 2 + 1) pattern pairs (including the class centroids C 1 , C 2 ) whose members belong to different classes. By cycling through this subset, we can explore the dataset in detail by designating any or all of these pairs as new reference points (R 1 , R 2 ), and mapping the remaining patterns. In fact, this process transcends the conventional notion of classifiers that rely on using the class centroids. Thus, we may identify better separating hyperplanes than the one based on the C 1 -C 2 axis. As a matter of fact, more frequently than not, there are lines in the original L-space that lead to better class discriminators than the one passing through the class centroids (such as produced by LDA).
What can one do with the RDP mapping-examples
We demonstrate various features of the RDP mapping on publicly available gene microarray data, and on mass spectra from proteomics. Both types of data are characterized by a small, O(10-100) number of patterns in the classes, and very large, O(1000-10,000) numbers of attributes. We focus on supervised pattern recognition, i.e., when class labels are known. We are in the process of developing an unsupervised version (''clustering'') of the RDP mapping. Direct classification of the mapped patterns in the RDP will be discussed in another publication.
Direct mapping from a high-dimensional feature space
The first example is the well-studied two-class leukemia set, acute myeloid leukemia, AML (47 samples) vs. acute lymphoblastic leukemia, ALL (25 samples), based on microarray expression profiles [14] . The cDNA microarrays contain 7129 genes. The creators of the dataset partitioned it into training (38 samples, 27 AML + 11 ALL) and validation sets (34 samples, 20 AML + 14 ALL). As shown in Fig. 2 , two of the many gene pairs, (2300, 4847) and (4211, 4847), give no errors for the training set (TS; red and blue disks for class 1 and 2, respectively) and 1 misclassification for the validation set (VS; yellow and turquoise triangles for class 1 and 2, respectively) [43] . However, as a direct mapping (without feature reduction) from 7129 dimensions to the RDP demonstrates in Fig. 2 , this is an ''easy'' dataset to classify: identical classification results are obtainable, without using sophisticated classifiers or feature selection, with the simplest possible classifier, the Euclidean-distance-based Nearest Mean Classifier. In fact, 10 of the possible 315 reference pairs classify the TS perfectly with respect to the TS margin, and when the reference pair consists of the two class centroids, there is only one error with respect to the VS margin. When TS and VS are swapped, the best mapping from 7129-space to the RDP, with the reference pair the class centroids of the VS, produces a single misclassification in the new TS (original VS) and no error in the new VS (second panel). (This single misclassified sample is the same as found prior to the TS-VS swap.)
The next two datasets (nos. 2 and 3) were downloaded from the NIH/FDA Clinical Proteomics Program Databank (http://clinicalproteomics.steem.com). The second is a prostate and the third an ovarian cancer mass spectroscopy dataset. Both contain 15,154 ''features'' (mass/charge, M/Z values). With these datasets we demonstrate several useful features of the RDP mapping.
Consequences of different distance metrics and feature space reduction
Currently, we have implemented the following distance metrics in the original high-dimensional space:
ðEuclidean distance ðL 2 normÞÞ;
ðCityblock distance ðL 1 normÞÞ;
ðAnderson-Bahadur ðABÞ distanceÞ:
with W k the covariance matrix of class k, k = 1,2, p 1 ,p 2 , are the prior class probabilities, p 1 + p 2 = 1, and c is a parameter, 0 6 c 6 2. W (1.0) gives the Mahalanobis distance, used in LDA. When R 1 , R 2 are the two class centroids, we can optimize c to equalize the misclassification probabilities P 1 , P 2 for the two classes, or, for a given P 1 , minimize P 2 and vice versa [42] . Several other distance measures are possible, e.g., based on any other Minkowski metric, on the Bhattacharya distance, or on some similarity measure, such as correlation converted into a distance, or the L 2 norm extended by the kernel approach. Below, we shall demonstrate on the same datasets the outcomes of selecting the L 2 , L 1 , L 1 norms, or the AB or Mahalanobis distance (when possible).
Any mapping from higher to lower dimensions necessarily removes details. Whether this is beneficial or not depends on the data. In particular, the RDP mapping eliminates L À 2 of the L original feature space dimensions. For microarray or spectral data in particular, many of the ''feature'' dimensions are experimental ''noise'' and/or are strongly correlated, hence not independent. Eliminating these is generally not detrimental to visualization or eventual classification.
To illustrate the importance and consequences of feature space reduction, we used the prostate cancer dataset (''JNCI 7-3-02''), with 42 class 1 and 42 class 2 samples in the TS and 21 and 27 samples in the VS.
In Fig. 3 , we show mapping (L 2 norm) from the original 15,154-dimensional feature space to the RDP. This produced eight misclassifications in the TS and nine in the VS (Fig. 3A) . After feature space reduction, two different 5-dimensional feature sets, with M/Z value positions 7-12-17-37-53 and 9-22-26-43-54, had no misclassification error for either TS or VS, when using LDA. The RDP maps for these two 5-dimensional classifiers show how the separability of the two classes improves over the original 15,154-dimensional dataset. Equally as importantly, the maps aid us in selecting one of these seemingly ''perfect'' classifiers over the other. Judging from the RDP maps, classifier ''7-12-17-37-53'' is more likely to generalize better than classifier ''9-22-26-43-54,'' since, when using the L 2 norm, ''9-22-26-43-54'' had seven misclassifications in the TS and two in the VS (Fig. 3C) , whereas ''7-12-17-37-53'' produced eight reference pairs with zero misclassification for the TS, three of which (one displayed in Fig. 3B ) were also without misclassification in the VS. If the distance measure is the Anderson-Bahadur distance, then there are more reference pairs with perfect TS + VS classification on RDP mapping. Superior class separation in the RDP is to be expected with both 5-dimensional feature sets, since an LDA-wrapper-based feature reduction from the original high-dimensional feature space was used.
The superiority of the ''7-12-17-37-53'' classifier is indeed preserved: 726 of the 1849 reference pairs give perfect results (Fig. 4 displays the pair with the largest TS margin), whereas only 394 of the 1849 pairs are perfect for classifier ''9-22-26-43-54'' (Fig. 5) .
In the second column of Tables 1 and 2 we display the fraction of total reference pairs giving zero errors for both TS and VS, using the five different distance measures implemented (Mahalanobis (c = 1.0), c-optimized Anderson-Bahadur, L 2 , L 1 , and L 1 ), for the ''7-12-17-37-53'' and ''9-22-26-43-54'' classifiers, respectively. In these tables we also show the best reference pairs, the rank of the reference pair comprising the two class centroids, and TS + VS misclassification errors with respect to the TS margins. The reference pairs are ranked in increasing order of misclassification errors. For equal TS misclassification errors, the pairs are first ranked in the order of decreasing VS errors, then according to decreasing TS margins. (For breaking ties, other ranking options currently implemented are the absolute R 1 -R 2 distance, and the absolute and relative spreads. The absolute spread is the sum of the average of the deviations of the S-coordinates of class 1 from l and the average of the deviations of the S-coordinates of class 2 from l, where l = (m 1 À m 2 )/2 and m 1 , m 2 are the S-coordinates of the two margin samples. The relative spread is the absolute spread divided by the R 1 -R 2 distance.)
An additional example is provided by the ovarian cancer dataset (''6-19-02''), which we randomly partitioned into TSs and VSs. The TSs contained 61 samples from both cancer and healthy classes, the VSs 30 cancer + 101 healthy samples. Mapping directly (L 2 norm) to the RDP from the original, 15,154-dimensional space (not shown) misclassified 3 TS + 8 VS samples with respect to the best reference pair, {1, 76}. (Note that when the reference points are the class centroids, the misclassifications increase to 12 TS + 15 VS samples.)
Using our wrapper-based feature selection method [43] , only three features (2193, 2241, and 2349) were required to produce perfect separation for both TS and VS. When mapping from this 3-dimensional feature space into the RDP, perfect separation is retained with respect to the reference point pair {56, 112}. In fact, 54 other reference pairs out of the total possible 3844 pairs achieve zero misclassification (L 2 norm). In Table 3 we collect the mapping results for all five distance measures implemented. The best mapping is obtained with the AB distance, c = 2.0, with 3352 of 3834 possible reference pairs producing perfect TS classification. The best reference pair is {52, 102}. With the Mahalanobis distance (c = 1.0), 3121 of 3844 reference pairs classified without error. It is evident from the RDP maps that the three features found are sufficient to produce classifiers with good generalization potential.
Detection of potential outliers
Potential outliers are readily identifiable visually via the RDP mapping. In particular, if the two reference patterns are the class centroids, any new point ''well outside'' the boundaries encompassing the current data points is a possible outlier. Furthermore, if certain data points appear to be outliers with respect to many reference pairs (corresponding to viewing the dataset from different perspectives), then the likelihood that these points are truly outliers is increased because of this consensus.
We demonstrate the outlier detection capability of the RDP mapping on the ovarian cancer dataset (''6-19-02'') discussed above. As apparent in Fig. 6 , with Comparison of the mapping results for five distance metrics (AB, Mahalanobis, L 2 , L 1 , L 1 ). The fraction of error-free reference pairs, the best pair and the rank of the class centroid pair, and the TS and VS errors with respect to the TS margin are shown.
Mahalanobis distances, there are three likely outliers in the TS (samples 11, 15, and 22), and three in the VS (samples 185, 191, and 216). The likelihood of these six being genuine outliers is confirmed by viewing the RDP mappings with respect to the 10 best ranking reference pairs: For all 10, the triplet of {11, 15, 22} appeared to be outliers, and for 9 of these 10, so did the triplet {185, 191, 216}. We gain additional confidence in identifying outliers when the same patterns appear as outliers for other distance metrics. For the ovarian cancer dataset this seems to be the case for {11, 15, 22}, both in the L 2 and L 1 norms (not shown), suggesting that they are truly outliers. Furthermore, RDP maps with respect to different reference pairs still indicate {11, 15, 22} as likely outliers.
Distributional properties of training and validation sets
An important advantage of the RDP representation is that one can visually assess whether an ''independent'' validation set derives from the same probability distribution as the training set. This is essential to correctly assess the generalization power of any classifier based on the training set. We make use of histograms constructed for each class (as shown in the figures). By ordering the patterns of the two classes according to their distances to their own class means, these histograms show the class membership distributions (and the overlap between the two classes). A statistically more precise approach is to carry out the standard, one-dimensional KolmogorovSmirnov (KS) test (or some variant, e.g., KuiperÕs test) [44] to assess the two distributionsÕ similarity to each other, when mapped onto the reference axis.
The two-sample, two-sided KS test [44] compares the empirical cumulative distribution functions of the two groups to be assessed for distributional origin. It is a nonparametric, distribution-free test of the probability that the two groups are not from the same distribution. The null hypothesis, H 0 , is that the two groups of samples come from the same distribution. The D-statistic is a measure of the distributional differences. It is the maximal absolute deviation between the two cumulative distributions. D = 1.0 means that the origins of the two groups are unequivocally different; D small ($0 for sufficiently large sample sizes) suggests a common Comparison of the mapping results for five distance metrics (AB, Mahalanobis, L 2 , L 1 , L 1 ). The fraction of error-free reference pairs, the best pair and the rank of the class centroid pair, and the TS and VS errors with respect to the TS margin are shown. Comparison of the mapping results for five distance metrics (AB, Mahalanobis, L 2 , L 1 , L 1 ). The fraction of error-free reference pairs, the best pair and the rank of the class centroid pair, and the TS and VS errors with respect to the TS margin are shown.
distributional origin. We can assign statistical significance to the computed D values (e.g., at a significance level a = 0.05) and compare it to sample-size-dependent, tabulated or easily computable critical values, D (N 1 , N 2 ). For a 2-class problem, let ''1'' denote the TS for class 1, ''2'' for class 2, ''3'' the VS for class 1, and ''4'' for class 2. Then if the classes separate perfectly for the TS, we expect the KS D-statistics to give D (1-2) = 1.0, and if the same applies to the VS, D (3-4) = 1.0. The more interesting tests are D (1-3) and D (2-4) . The former assesses the similarity of the distributional origins of the class 1 TS and VS, the latter that of class 2. If the TS and VS derive from the same distribution, both should be less than D a (N 1 , N 2 ) . The mixed tests (e.g., D (1-4) and D (2-3)) can be used for confirming consistency. They ought to match D (1-2) and D (3-4) , respectively.
For the ovarian dataset, we display in Table 4 the D values obtained for the RDP mapping when projecting from the original 15,154-dimensional feature space (L 2 norm). In the six columns we display the six possible pairwise mappings of the four datasets. We also show the number of samples used in the mappings and the corresponding critical D (N 1 , N 2 Columns 1 vs. 3 and 2 vs. 4 of the table reflect the RDP-mapping-based maximum separation achievable for the TS and VS of classes 1 and 2, respectively. Despite this maximization of the separations, in the case of both the 1 vs. 3 and the 2 vs. 4 mapping, the corresponding Ds are less than the critical D for both a = 0.05 and 0.01, suggesting that the TS and VS for both classes derive from the same distribution. Of course, the relative dispositions of the four datasets in the RDP display depend on which two are used for the mapping. Thus, for the 1 vs. 3 mapping, the other five Ds are also less than the critical D for both a = 0.05 and 0.01. In contrast, for the 2 vs. 4 mapping, all the other five Ds are greater than the critical Ds.
Inspection of the two rows corresponding to D (1-3) and D (2-4) indicates that, independently of which of the six RDPs we consider, the TSs and VSs for both classes appear to belong to the same distribution. Similarly, the next four rows, D 
Assessment of dataset sparsity
We cannot ignore the influences of dataset sparsity [43] on the TS and VS distributions. We demonstrate this on a microarray dataset [16] , created for discriminating between the four classes of small, round blue-cell tumor (SRBCT). There are 2308 genes expressed on the chips. Of the four classes, we select two that have very few samples per class, Burkitt lymphoma (BL; TS: 8, VS: 3) and neuroblastoma (NB; TS: 12, VS: 6).
In Table 5 , we repeat the RDP mapping and the KS test computations we have reported in Table 4 (there, for a dataset with larger number of samples). We now use the much sparser BL vs. NB class pair. The first important observation is that because of the limited number of samples, the critical D values are much larger than those computed for Table 4 . Furthermore, most of the D (I-J) values are 1.0, suggesting either that no statistical decision can be made, or that because of dataset sparsity, TS and VS separate perfectly (D = 1.0) for both classes, instead of showing a common distributional origin. In fact, of the 36 D (I-J) values, only eight are less than the maximum possible 1.0. These results (counterintuitive because we know what they ought to be) are simply illustrated and resolved in Fig. 7 , where we display the RDP maps based on TS(BL) vs. VS(BL) (Fig.  7A ) and on TS(NB) vs. VS(NB) (Fig. 7B) . For instance, the D (1-2) value of 0.292 < 0.875 (D 0.05 ) would suggest that TS(BL) and TS(NB) come from the same distribution. Inspection of Fig. 7A reveals that this is simply an accident of that particular projection. We reach similar conclusions for the mapping shown in Fig. 7B . In contrast, whereas VS(BL) and VS(NB) separate perfectly visually (Fig. 7A) , they separate only marginally at the D 0.05 level, and no statistical decision is possible at the D 0.01 level.
Thus, the RDP mapping, together with the final projection onto some reference axis and consequent execution of the 1-dimensional KS test, provides a visualizable yet more quantitative measure of the adequacy of the sample sizes for a statistically meaningful analysis. A 2-dimensional version of the KS test, or some variant, would be an even more appropriate statistical test to achieve this goal. We are in the process of implementing such a test.
Discussion
Note that by projecting exemplars belonging to a different class C k , k " 1 or 2, onto the RDP patterns, one may immediately display their distance relation to the original two classes. For every new pattern, we need to calculate only two additional distances in the original L-space of attributes, making online classification possible.
Recall that with the RDP mapping, we can preserve only the distances to the two reference points (e.g., the two class centroids). Furthermore, in general, their RDP displays will not correspond to the best possible classification achievable in the original L-space. That is because any projection into a lower dimensional space leads to a loss of flexibility (degrees of freedom). Consequently, the number of misclassifications in the current RDP will likely be an upper bound to that in any dimension greater than two. Furthermore, we have the flexibility to choose any pair of other reference points (e.g., two putative or identified support vectors) to recompute a new RDP mapping and possibly improve classification accuracy. The examples presented clearly support this.
What can we do when the dimensionality is high, and the dataset size is large? The simplest approach is to first carry out some clustering, requesting O(100) clusters and use the cluster centroids in place of the individual samples. If class labels are available, clustering each class separately, and using the cluster centroids as representatives of the classes, will serve the same purpose.
An alternative approach is to pick randomly any two reference points (one from each class), and first compute only the distances to these two. By saving these distances, the distance matrix can be built up sequentially. Mapping only those points that have their distance ratio R m = D 1m /D 2m (m " 1, 2) within a pre-specified tolerance, e.g., 0.9 6 R m 6 1.1, will create an RDP map of only those points near the class boundary. This ''on-line'' version of the RDP mapping can be repeated, either for a fixed number of reference pairs, or exhaustively.
Extensions to higher dimensions and other generalizations
We can readily extend the mapping of multidimensional points into higher than two-dimensional spaces, without losing relative distance information. In particular, consider any two RDP reference points R 1 and R 2 , and add to them any point already in the RDP, say R 3 . By construction, the original distances D km , m " k = 1, 2, 3 are preserved. In the original L-space, an arbitrary point P has distances D kP to the R k . The distances D kP are preserved, but generally only in 3-space. The three coordinates (S P , T P , V P ) of any P in the 3-dimensional relative distance volume can be readily calculated analytically. We can then easily visualize the data with any 3-dimensional display software. If there are three or more classes present, the three class centroids are the natural first choices for the R k s, although any three points can be selected. For a twoclass problem, a reasonable choice for the triplet R 1 , R 2 , R 3 is the pair of reference points that gave the best class separation in the RDP, and any one from either class that provides the best separation in 3 dimensions.
Such stepwise extension to higher (>3) dimensions is immediate, although the analytical expressions become increasingly more complex. Furthermore, anything beyond 3-space is unlikely to be useful for visual display. Of course, mapping from these progressively higher (e.g., 4 or 5) dimensions to 3 dimensions is possible and would distort less the other patternsÕ mutual distance relationships than mapping directly from the original L-dimensional feature space.
With N (= N 1 + N 2 ) L-dimensional 2-class patterns, there are at least N P = N 1 N 2 possible reference axes in the RDP if the reference pairs consist of two patterns not belonging to the same class. Thus, selecting any two reference axes A j and A k , and using the corresponding S j (X m ) and S k (X m ) values as the two coordinates for sample X m , one can display, and classify all patterns in this (generally oblique) coordinate system. The choice of the pair A j and A k determines how good will be the classifier. Extension to higher dimensions is immediate. We shall report on these generalizations elsewhere.
If one found several, equally accurate classifiers in an M-dimensional (2 < M < L) feature space via some feature reduction method, ties could be broken by comparing misclassification errors when going from M-space to the RDP. We gave an example, for the prostate cancer dataset, for which two error-free classifiers were found in a reduced, 5-dimensional feature space. However, mapping from these to the RDP clearly showed that one of these feature sets produces a classifier that generalizes considerably better than the other.
Conclusion
The RDP representation is a similarity-based mapping for the visualization of high-dimensional patterns and their relative relationships in which original distances between points are exactly preserved with respect to arbitrary reference pattern pairs in a special two-dimensional coordinate system, easily extendible to three or higher dimensions. As only a single calculation of a distance matrix is required, this method is computationally efficient, an essential characteristic for exploratory data analysis. The data visualization afforded by this representation permits a rapid assessment of class pattern distributions, an important consideration for any eventual classification strategy. We can explore any dataset in detail by identifying the subset of reference pairs whose members belong to different classes, cycling through this subset, and for each pair, mapping the remaining patterns. These multiple viewpoints help identify and confirm possible outliers. Furthermore, we can eliminate the curse of dimensionality and facilitate the construction of nonlinear decision boundaries between classes. We demonstrated the effectiveness of this method for the analysis of several complex biomedical datasets. Because of its efficiency, effectiveness, and versatility, one may use the RDP representation as an initial, data mining exploration that precedes eventual classification. We recommend using the RDP mapping in an interactive, feedback fashion during all stages of high-dimensional biomedical data analysis.
