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microRNAs form an abundant class of 21–22
nucleotide, non-coding RNA that is common to
diverse species of multicellular life. Although they are
currently the subject of intense, directed study, the
path toward their discovery has been dominated by
chance and serendipity. In this review, I examine how
these tiny molecules have risen from genetic obscu-
rity to scientific stardom, and discuss the emerging
biological functions of these novel riboregulators.
‘But there are also unknown unknowns. The ones we
don’t know we don’t know.’
-Donald H. Rumsfeld, U.S. Secretary of Defense
To date, the analysis of sequenced genomes has
focused most heavily on the protein-coding genes.
Indeed, when numbers of genes are quoted in the
scientific and popular media as being the figure nec-
essary to ‘make’ say, a fly or a human, it is largely the
protein-coding set that is implicitly under considera-
tion. However, the genomes of all living organisms
also contain a constellation of non protein-coding
RNA genes, whose study has historically been a
rather serendipitous affair. Many of them truly qualify
as ‘unknown unknowns’ in the genome.
Our collective ignorance of the totality of non-coding
RNA genes was laid bare by recent work on microRNAs
(miRNAs), an abundant family of 21–22 nucleotide (nt)
non-protein-coding RNAs with a presumed post-tran-
scriptional regulatory activity. The founding members of
this family, lin-4 and let-7, emerged from genetic
studies of nematode developmental mutants during the
1990s. While they were long regarded as genetic
curiosities, the past two years have seen the identifica-
tion of hundreds of these small RNA genes from both
animals and plants. This makes miRNAs one of the
largest gene families in higher eukaryotes. In spite of
this, they currently exist chiefly as annotated features of
the genome whose specific biological functions are
generally mysterious.
In this review, I will trace the history of miRNA
studies and discuss current directions for their investi-
gation. To provide a temporal perspective on this body
of work, I have summarized the key findings in a time-
line (Figure 1).
The ‘Classical’ Genetic Period: Identification of 
lin-4 and let-7
Although the current study of miRNAs involves a rich
interplay amongst biochemists, molecular biologists,
geneticists and bioinformaticists, it was undoubtedly
genetics that led the path for their discovery. The story
begins with genetic studies of cell lineages in
Caenorhabditis elegans. A collection of so-called ‘het-
erochronic’ genes regulates the timing of landmark
developmental events, so that mutant animals execute
stage-specific cell lineages at inappropriately early or
late times [1]. The resulting mis-specification of cell
fates results in defects in the highly stereotyped nema-
tode cell lineage, so that most heterochronic genes fall
into the larger category of ‘lin’ mutants.
One of the first heterochronic genes to be studied
was lin-4. Worms lacking lin-4 reiterate diverse cell
lineages normally specific to the first larval stage L1
at later times in development [2]. Another mutant, lin-
14, displays the converse phenotype. Instead of
repeating L1-specific events, the absence of lin-14
causes worms to skip L1 altogether and initiate cell
programs for later larval stages prematurely [3]. The
antagonistic relationship between these two genes
was further evidenced by the phenotypic similarity of
lin-14 gain-of-function and lin-4 loss-of-function, and
the observation that lin-4 mutants accumulate LIN-14
inappropriately at stages later than L1. Interestingly,
lin-14 gain-of-function mutations affect its 3′ untrans-
lated region (3′ UTR) [4], which suggested that lin-4
somehow inhibits lin-14 via its 3′ UTR.
The Ambros group mapped a deletion allele of lin-4
to a gene intron, but the structure and limits of this
gene were then unknown. It was decided to initially test
some small pieces of genomic DNA in the vicinity of the
deletion for lin-4 activity, just in case the mutation hap-
pened to affect a smaller unpredicted gene within the
affected intron. This turned out to be a prescient move,
as a small intronic fragment with no coding potential
was found to rescue lin-4 [5]. In 1993, they reported the
surprising finding that lin-4 encodes a small untrans-
lated RNA. In conjunction with the Ruvkun group, who
had cloned lin-14 and characterized its post-transcrip-
tional regulation, lin-4 was noticed to be complemen-
tary to multiple conserved sites in the lin-14 3′ UTR [6].
This led to the characterization of a novel regulatory
mechanism in which lin-4 negatively regulates lin-14
translation by binding directly to its 3′ UTR [7,8]. A
similar mechanism was later described for the negative
regulation of the lin-28 3′ UTR by lin-4, which similarly
mediates stage-specific accumulation of the cold
shock domain protein LIN-28 [9]. Thus, the lin-4 RNA
directly inhibits the translation of multiple heterochronic
genes (Table 1, Figure 2B).
Additional heterochronic genes were identified as
genetic modifiers of known heterochronic genes, a
strategy that allowed the Ruvkun group to recognize
that the lethal mutant let-7 [10] affects developmen-
tal timing. A definite sense of deja vu emerged during
the molecular and functional analysis of let-7, as it
was determined that let-7 encodes a small RNA that
negatively regulates the RBCC gene lin-41 [11]. The
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similarity between lin-4 and let-7 is striking: both are
21–22 nt RNAs that are associated with apparent
precursor RNAs with stem-loop structure, and both
mediate post-translational regulation of target
mRNAs via imperfectly complementary sites in their
3′ UTRs. Some putative target transcripts even
contain potential binding sites for both RNAs. As lin-
4 and let-7 both regulate developmental timing, they
were for some time called small temporal RNAs
(stRNAs). It is remarkable that lin-4 and let-7 were
the fourth lineage mutant and seventh lethal mutant
described in C. elegans, mutant classes for which
~60 and ~900 mutants have been described, respec-
tively. Thus, genetics had long pointed its finger at
the importance of such loci.
The discovery of let-7 proved that lin-4 was no
genetic oddity. But it was still possible that they repre-
sented regulatory curiosities of the nematode.
Prompted by the presence of let-7 in the partially com-
pleted sequence of the fruitfly and human genomes
and further spurred by discussions at a 1999 NASA
meeting on developmental evolution, the Ruvkun
group organized a consortium that asked whether lin-
4 or let-7 could be detected in other species. In 2000,
this group reported that let-7 was conserved in amaz-
ingly diverse bilaterian species, including molluscs, sea
urchins, flies and humans [12]. Curiously, initiation of
let-7 expression usually coincided with the onset of
developmental transitions, raising the possibility of a
conserved role for small RNAs in controlling develop-
mental timing [13–16]. Suddenly, it became clear that
these small RNAs were something that would be inter-
esting to a lot of researchers.
The Molecular Period: Deliberate Cloning of
Hundreds of Animal miRNAs
Perhaps one of the most spectacular examples of sci-
entific serendipity is the fortuitous initial observation of
RNA interference (RNAi), whereby exogenous double-
stranded RNA strongly antagonizes the activity of a
homologous endogenous mRNA. Gene knockdowns
using antisense RNA have been attempted in many
organisms, based on the idea that they should  interfere
with the translation of their cognate mRNAs.  However,
the efficacy of antisense RNA has historically been
highly variable, so it never became established as a
proven protocol. Even more puzzling was the observa-
tion that sense RNA could sometimes elicit a loss-of-
function response, a technique reliably used for some
years in plants to silence endogenous loci. In 1998, Fire
and Mello attempted antisense knockdowns in nema-
todes, but went the extra mile by also testing the effect
of sense RNA and double-stranded sense plus anti-
sense RNA as controls. To their surprise, they found
that introduction of double-stranded RNA (dsRNA)
induced specific and nearly complete phenocopies of
corresponding genetic mutations [17].
RNAi was subsequently applied successfully to other
species, revolutionizing reverse genetics in animals.
Furthermore, this unleashed an avalanche of studies on
the biochemical mechanism of RNAi. The initial key
insights were reported in late 1999 to 2001: (1) in animal
cells, exogenous dsRNA is converted into short 21–22
nt RNA molecules (silencing RNA, or siRNA) by the
RNase III enzyme Dicer; (2) siRNA guides the cleavage
and degradation of perfectly complementary mRNA
targets via RISC, a RNA-induced silencing complex
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Figure 1.
A timeline of key events in miRNA and RNAi research. The events are loosely divided into miRNA/genetic studies (above) and
RNAi/biochemical studies (below). Bear in mind that this overview is not intended to be an exhaustive summary of all such studies,
especially those in the RNAi field.
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containing nuclease activity [18–22]. As this work has
been extensively reviewed, I refer the reader to recent
detailed assessments of RNAi [23,24].
It goes without saying that the similarity in size of lin-
4, let-7, and siRNAs was provocative. By mid-2001, a
mechanistic connection between miRNA and siRNA bio-
genesis was established through the combined work of
a number of labs, including the Mello, Fire, Ruvkun,
Plasterk, Hannon, Bass, Tuschl and Zamore groups.
Collectively, they showed that Dicer is required not only
for RNAi and siRNA production, it also processes let-7
and lin-4 from their respective stem-loop precursors
(Figure 3) [25–28]. Argonaute proteins, which are found
in the RISC, were also shown to be required for miRNA
biogenesis. Finally, dicer and argonaute-like mutant
worms are defective in some aspects of RNAi and
display phenotypic similarities to let-7, thus demon-
strating the biological relevance of the in vitro work.
Taken together, these studies indicated that elements of
a common pathway are involved in regulation by siRNA
and stRNA.
At the same time, Tuschl and colleagues had worked
out a technique to directionally clone siRNAs, which
they used to determine the distribution of siRNAs gen-
erated from input dsRNA [20]. When they applied this
protocol to dsRNA-treated fly and human cells, they
fortuitously found that endogenously encoded small
RNAs could be cloned, whose expression was actually
independent of the dsRNA treatment. One class of
these molecules corresponded to 21–22 nt RNAs
derived from retrotransposons, which was consistent
with genetic evidence that linked RNAi to suppression
of transposon activity. To their surprise, however, they
found that the collection of cloned sequences also
included let-7. The Bartel and Ambros labs indepen-
dently applied similar techniques to clone small
endogenous RNAs from worms. The results of the three
labs were published near the end of 2001. Together,
they demonstrated that small RNAs with the structural
characteristics of lin-4 and let-7 exist throughout devel-
opment and are widespread in metazoans [29–31]. As
the initial discovery of ‘small temporal RNAs’ appears
to have come about by an accident of history, this term
has been largely subsumed by the general designation
of microRNAs (miRNAs).
The existence of small cloned RNAs as products of
discrete miRNA genes, as opposed to random RNA
breakdown products, was judged in several ways: (1)
the cloning procedure used by the Tuschl and Bartel
groups selected for molecules with 5′ phosphate and
3′ hydroxyl groups, which are characteristic of Dicer
cleavage products, but are uncharacteristic of hydro-
lyzed RNA from random breakdown; (2) Northern
analysis demonstrated the specific accumulation of
these 21–22 nt miRNAs; (3) many miRNAs associated
specifically with a Gemin-containing protein complex
dubbed the ‘miRNP complex’ by the Dreyfuss lab
[32]; (4) most importantly, the corresponding genomic
context of miRNAs showed that, as a rule, one could
infer the existence of a longer precursor transcript
(pre-miRNA) 70–100 nt in length. This precursor
adopts a hairpin structure that contains the miRNA in
one arm.
Two corollary points come from the search for
miRNA-encoding sequences in the genome. First,
perfect matches to cloned miRNAs almost always
derive from non-genic portions of the genome. This
indicates that animal miRNAs are not generally
involved in siRNA-like regulation of perfectly comple-
mentary endogenous targets. Second, whereas
siRNAs from both strands of processed dsRNA are
stable, only one arm of the processed pre-miRNA
hairpin is stable. Nevertheless, the non-miRNA cleav-
age products of pre-miRNA, termed ‘miRNA* species’,
were cloned occasionally. Alignment of miRNA:miRNA*
products within the parental hairpin indicates that they
are excised as a duplex with 2 nt 3′ overhangs, similar
to a classic siRNA duplex. The instability of most
miRNA* species is attributable to asymmetric transfer
of Dicer cleavage products into the RISC. This is
heavily influenced by the relative stability of the ends
of the diced miRNA:miRNA* duplex, as the strand
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Table 1. Summary of miRNAs with genetically defined activities and in vivo validated direct target mRNAs. 
miRNA Characterized in Orthologs in Biological function Genetically validated direct targets
lin-4 Nematodes Flies, vertebrates Heterochronic lineages lin-14 (novel, nuclear)
lin-28 (cold shock domain, zinc finger, RNA binding?)
let-7 Nematodes Flies, vertebrates, other Heterochronic lineages lin-41(zinc finger, RNA binding?)
hbl-1 (zinc finger txn factor)
bantam Flies Mosquitos, nematodes Inhibits apoptosis, head involution defective (novel, pro-apoptotic)
promotes cell proliferation
miR-14 Flies Mosquitos Inhibits apoptosis,
regulates lipid metabolism
miR-165/166 Arabidopsis Wheat, rice Radial shoot patterning PHABULOSA, PHAVOLUTA (HD-ZIP txn factors)
JAW Arabidopsis Wheat, rice, tobacco, corn Leaf cell proliferation TCP genes (TCP domain txn factors)
miR-172 Arabidopsis Rice, tobacco, corn Floral homeotics APETALA2 (AP2 domain txn factor)
The nematode and fly examples are the only miRNAs thus far associated with loss-of-function mutant phenotypes; evidence for the
activity of the plant examples comes from either gain-of-function studies (JAW and miR-172) or the dominant effect of miRNA binding
site mutations in target genes (miR-165/166). Many other plant miRNAs have been connected to regulation of highly complementary
targets only through in vitro studies and are not listed here. Note that levels of the proapoptotic caspase effector encoded by drice
are negatively regulated by miR-14, but this has not yet been shown to be a direct effect.
whose 5′ end is more easily unwound is preferentially
incorporated into the RISC [33, 34].
Plants Join the miRNA Club
As alluded to earlier, the phenomenon of post-tran-
scriptional gene silencing (PTGS) was discovered in
plants long before RNAi was characterized in animals.
It was first reported in 1990 as the unexpected effect
of creating petunia flowers engineered to overpro-
duce pigmentation genes [35,36]. Their normally
purple flowers actually became white as a result.
PTGS (also known as co-suppression or sense-sup-
pression) came to describe the paradoxical property
of silencing endogenous and introduced loci by
adding in additional copies of a gene. PTGS was later
shown to involve degradation of homologous mRNAs
and production of short (25 nt) RNAs [22]. These
characteristics were only later recognized as hall-
marks of RNAi-related processes. Although let-7 is
not present in plants, the usage of RNAi by plants
suggested that they too might harbor small RNA reg-
ulators. In mid-2002, the Carrington, Bartel, Chen and
Matzke labs reported the cloning of small RNAs from
Arabidopsis and identification of their orthologs in
rice, tobacco and maize [37–40]. The biogenesis of
one class of 21–22 nt plant RNAs is identical to that
of animal miRNAs, demonstrating that miRNAs are a
fundamental feature of multicellular eukaryotic life.
As with their animal counterparts, pre-miRNA pro-
cessing in plants is genetically dependent upon a Dicer
enzyme (DICER-LIKE1 or DCL1, also known as
CARPEL FACTORY and SHORT INTEGUMENTS and
also requires a novel protein named HEN1 [38,39].
However, plant pre-miRNAs differ from their animal
counterparts in that their precursors are often signifi-
cantly longer, with some hairpins ranging from 150–300
nt. In stark contrast to animal miRNAs, plant miRNAs
not only match discrete miRNA loci, but are often highly
or completely complementary to one or more endoge-
nous mRNAs as well. This suggested that plant miRNAs
might act via an RNAi-like mechanism, a hypothesis
substantiated by studies from the Carrington, Bartel
and Zamore labs. Their work validated many target
sequences that are strongly complementary to miRNAs
as sites of mRNA cleavage [41–44] (Figure 2A). Strik-
ingly, the majority of mRNAs that are predicted to be
regulated by plant miRNAs are transcription factors
involved in pattern formation [45]. This has suggested
that a major role of plant miRNAs may be to clear cells
of mRNAs encoding transcriptional regulators following
the specification of cells.
The recent characterization of P1/HC-Pro, a
PTGS/silencing inhibitor from turnip mosaic virus
(TuMV), provided further interesting insight [44,46].
TuMV infection and directed misexpression of P1/HC-
Pro induces several developmental phenotypes that
overlap with those of dcl1 mutants, such as non-fused
carpels, loss of pollen sacs and stunting. P1/HC-Pro
interferes with the cleavage of multiple miRNA-guided
mRNA targets, thus providing a satisfying explanation
for the concordance of phenotypes between TuMV
infected plants and dcl1 mutants. P1/HC-Pro does not
interfere with miRNA production; in fact, it actually
increases the steady state levels of most miRNAs.
Therefore, it probably interferes with a later step in
miRNA-mediated regulation, potentially by inhibiting
the assembly or activity of the RISC.
Many plant viruses turn out to interfere with PTGS,
and several structurally unrelated viral inhibitors of
silencing have now been identified, indicating that this
inhibition has evolved many times. When considered
alongside the finding that animal mutants in the RNAi
pathway display ectopic transposon activity, we may
envisage that RNAi originally evolved as a cellular
defense against viral invasion and transposon mobi-
lization, both of which can involve dsRNA intermediates
[24]. The evolution of silencing inhibitors by viruses may
represent their counterattack in this cellular warfare.
Biochemical characterization of other viral silencing
inhibitors may shed new light upon and provide useful
tools for studying the miRNA/RNAi pathway.
The Informatic Period: Computational Methods to
Identify miRNAs
With any cDNA sequencing endeavor, returns are
diminishing with continued mining of an individual
library, as more highly expressed genes are encoun-
tered over and over again. The construction of new
miRNA libraries from different tissues and develop-
mental stages helped to identify new miRNA genes to
a certain extent. Nevertheless, it became increasingly
clear that computational methods to identify miRNAs
would be desirable. This task culminated in the sys-
tematic computational identification of miRNAs in the
major sequenced animal genomes (nematodes, fruit-
flies, mammals and fish) over a period of a few months
during early to mid 2003 [47–51].
The essential features of the various computational
schemes involve looking for conserved non-coding
genomic sequences that can fold into extended hair-
pins as RNA. An important lesson from the collected
work, however, is that not only are there far more
extended hairpins than miRNA genes, there are in fact
many more conserved stem-loops than there are miRNA
genes. Therefore, additional informatic considerations
are necessary to make useful assessments. The most
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Figure 2.
Two major functional outputs of miRNA-mediated regulation.
The miRNA (red line) is associated with a regulatory protein
complex (blue oval) that recognizes complementary mRNA
targets (black line). Perfectly complementary targets are
subject to cleavage (A, scissors) and subsequent degradation,
while less-complementary targets are subject to translational
inhibition (B, red curve). Note that the regulatory output may
depend on other factors (see text for details) and that other reg-
ulatory consequences are not yet ruled out.
A Target cleavage B Translational inhibition
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effective schemes appear to have been miRscan [51]
and miRseeker [48] from the Bartel and Rubin labs,
respectively.
miRscan begins by finding hairpins. It does so by
sliding a 110 nt window across a single genome and
folding each segment as RNA to identify hairpins of
desired free energy and duplex length. The program
then identifies homologous non-coding hairpins by
WU-BLAST of one or more additional genomes. Finally,
miRscan creates a consensus structure and evaluates
all possible 21 nt candidate miRNAs in the hairpin by
checking for features such as the degree and amount
of base-pairing, distance of the candidate miRNA from
the terminal loop, a propensity for a higher degree of
conservation in the 5′ versus the 3′ portion of the
miRNA, and a tendency for miRNAs to begin with a
uridine residue. Candidate miRNAs are ranked by the
aggregate score of these features [51].
By contrast, miRseeker begins by identifying orthol-
ogous conserved sequences through a whole-genome
alignment [48]. From this, it extracts 100 nt windows of
non-coding sequence with a minimum level of
nucleotide conservation. miRseeker then folds ortholo-
gous sequences in both species and evaluates them
with respect to the length of the potential hairpin, the
quality of the hairpin and the free energy of the struc-
ture. Finally, miRseeker evaluates the distribution of
divergent nucleotides across the hairpin. It was realized
that the hairpin loop is evolutionarily far less stable than
the miRNA* arm, even though both will diverge given
sufficient evolutionary time (Figure 4). On the timescale
of the 30 million years that separate the two Drosophilid
genomes analyzed, >95% of the genuine pre-miRNAs
are either completely conserved, display divergence
exclusively within the loop, or show a greater number of
diverged nucleotides within the loop than on the pre-
sumed miRNA* arm (Figure 4A–C). This inference of a
canonical evolutionary pattern for miRNA genes allows
miRseeker to discard other classes of strikingly con-
served, extended stem-loop structures with confidence
(Figure 4E).
miRseeker was the most effective program for cor-
rectly identifying genuine, expression-validated miRNA
genes via two-genome analysis. The opportunity to
begin with high-quality aligned Drosophilid genomes
restricted the miRNA search to truly orthologous and
syntenic candidate regions. This probably contributed
to its success, as BLAST retrievals using certain
relaxed settings can produce a preponderance of non-
homologous sequences from other species. However,
usage of BLAST by miRscan to identify candidates is
essential in cases in which good whole genome align-
ments are not feasible. In addition, its feature of creat-
ing a consensus from multiple species may be useful
in higher-order genome analyses, as the criterion of
true three-genome conservation significantly raises the
confidence level of completely novel miRNA candi-
dates in silico.
Can We Find All miRNAs in All Species?
Given the success of current miRNA cloning proto-
cols, it has now become quite en vogue to apply this
technique to RNAs from one’s favorite organism,
tissue or cell type. However, as a majority of cloned
21–22 nt RNAs are either fragments of tRNAs or
rRNAs, or are processed from non-hairpin RNAs, the
categorization of completely novel cloned sequences
as miRNAs will depend upon the availability of the
corresponding genomic sequence that relates it to a
hairpin pre-miRNA transcript [52]. Accordingly, the
subsequent, published cloning efforts have focused
on microRNAs from sequenced genomes, including
those of mice and men [53–56], zebrafish and puffer-
fish [50, Drosophila [57] and C. elegans [47,51].
We may soon expect second generation miRNA pre-
diction programs as well. For example, an approach
that marries aspects of miRscan with miRseeker could
prove superior to either program alone. Incorporation
of promoter evidence, if it can be found, might also
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Figure 3.
Biogenesis of miRNAs involves stepwise processing by the
RNase III enzymes Drosha and Dicer (red ovals). Most miRNAs
are likely initially transcribed as longer primary-miRNA (pri-
miRNA) transcripts containing one or more miRNAs; some of
these may even be spliced (denoted by ‘splicing?’). Nuclear
Drosha cleaves pri-miRNAs to release the pre-miRNA as a 70 nt
hairpin. These are exported to the cytoplasm, where they are
then processed by cytoplasmic Dicer to give a ~22 nt duplex
RNA with 2 nt 3′ overhangs. Only one of the two strands is pre-
dominantly transferred to the RISC/miRNP effector complex,
which mediates target regulation. Although effector complexes
contain a common protein core, there may be functional varieties
of effectors, which are symbolized by various shades of blue.
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improve the miRNA gene model. In addition, we await
algorithms that identify plant miRNAs, whose predic-
tion is made trickier by their widely heterogenous pre-
miRNA sizes. It is also apparent, though, that a modest
fraction of cloned miRNAs are found in only one
genome — be they truly species-specific or perhaps as
yet unsequenced in one of the species. Another small
fraction of miRNAs is poorly conserved even between
related species. Therefore, both informatics and thor-
ough cloning efforts are necessary to obtain a reason-
ably complete description of miRNAs in any given
species. The collected work now places a reasonable
upper limit on the number of miRNA genes in animal
genomes at nearly 1% of the number of protein coding
genes (200–255/32,000 in humans, ~95–125/13,000 in
flies, ~90–120/19,000 in nematodes) [48,50,51].
Perhaps surprisingly, cloning efforts from more basal,
single-celled eukaryotes have not yielded miRNAs thus
far, at least not small RNAs that can be related to a
hairpin precursor transcript. This lack of evidence is
most notable for the yeast Schizosaccharomyces
pombe and the parasite Trypanosoma brucei, as both
contain other small endogenous RNAs [58,59] and
active RNAi pathways [60–62]. This has prompted spec-
ulation about a possible involvement of miRNA-medi-
ated gene regulation in the advent or diversification of
multicellular life. It will, therefore, be interesting to see
whether miRNAs can be isolated from any unicellular
eukaryote. Complementary informatic approaches may
also be useful in determining if there are any likely sus-
pects lurking within their genomes.
So Many miRNA Genes, so Few miRNA Mutants:
Why?
miRNAs are now known to constitute one of the most
prevalent classes of gene regulators in higher eukary-
otes. Given this, one might have expected that corre-
sponding mutations with noteworthy phenotypes would
have emerged by now, especially in the premier genetic
model systems. So why haven’t miRNA mutants been
isolated more commonly?
A trivial explanation might be that many miRNA
mutants may not have significant phenotypes. We
cannot assume a priori that every miRNA has an
essential regulatory role, and if they are more often
used only to fine-tune gene expression, then mutations
may not be obviously revelatory. Genetic redundancy
or overlap might also contribute to this phenomenon,
as a significant fraction of miRNAs belongs to gene
families whose members could compensate for each
other. Lastly, many miRNAs are expressed only at
adult stages and might regulate processes such as
behavior or metabolism, so their mutant phenotypes
could require very specific assays to detect.
Other practical and psychological reasons also figure
into the equation. Forward genetic screens usually
require the isolation of a complementation group com-
prising several mutant alleles of one gene for further
analysis, whereas the large number of ‘single hit’
mutants are generally not characterized further due to
the difficulty of identifying such mutations molecularly.
As well, there is a powerful behavioral reinforcement
from repeatedly hitting the same gene in a mutant
screen, which is often taken as a measure of its ‘impor-
tance’. The size of typical protein-encoding genes in
worms or flies is such that individual genes are hit every
few thousand mutagenized individuals. As the target
size of a miRNA is perhaps 2 to 3 orders of magnitude
smaller, however, one would not retrospectively expect
to obtain an miRNA complementation group in a
genetic screen of typical scale.
With the advent of transposon-based screens,
single-hit loci are now easily cloned if they are trans-
poson-tagged.  However, there has traditionally been
a strong practical bias to work with transposon inser-
tions that are proximal to an identified protein-encod-
ing gene. Thus, certain ‘interesting’ insertions have
languished on stock shelves over the years.
The ‘Modern’ Genetic Period: Functional Genetic
Studies of Fly and Plant miRNAs
The above concerns aside, some recent examples now
make it clear that a subset of transposon insertions with
interesting phenotypes affects miRNAs. A breakthrough
study came from the Cohen group in early 2003, which
described the first miRNA mutant outside worms,
bantam [63]. This enigmatic locus had originally been
discovered some years earlier through its effect on
growth control [64]. Many person-years were devoted
to the cloning of bantam, but these efforts succeeded
only in demonstrating that bantam apparently corre-
sponded to none of the protein-encoding loci in the
region. In fact, bantam was eventually found to encode
a miRNA that promotes cell proliferation and sup-
presses apoptosis, in part by directly inhibiting transla-
tion of the pro-apoptotic gene head involution defective
(Table 1). This was the first demonstration of a miRNA
that regulates a process other than cell lineage, and its
genetic properties classify bantam as a genuine onco-
gene. Regulation of apoptosis by bantam does not fully
explain its effects on proliferation, however, and none of
the known players seems to be a likely direct target.
Therefore, further studies of this miRNA may lead to the
discovery of new genes and to mechanistic insight into
the control of cell proliferation.
A second genetically defined fly miRNA emerged
shortly after bantam. The Hay lab identifed a loss-of-
function mutation in mir-14 as a genetic enhancer of
ectopic apoptosis [65]. Conversely, overexpression of
miR-14 was a potent inhibitor of cell death and pro-
duced a stunning suppression of cell death induced by
any of several pro-apoptotic genes (Table 1). mir-14
mutants display elevated levels of the proapoptotic
caspase effector Drice, although it remains to be seen
if miR-14 regulates drice directly. Null mutations in mir-
14 also show defects in lipid metabolism, a role that is
under investigation. With the proverbial lightbulb
turning on in everyone’s head now, many researchers
have gone back to their P-element collections or
mutant stocks to re-evaluate ‘the ones that got away’.
It is now evident that existing collections contain trans-
poson insertions that affect other miRNAs.
Plants are not to be left out of the current flurry of
miRNA genetic studies. As discussed, strong bio-
chemical evidence links plant miRNAs to regulation of
transcription factors that control various aspects of
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developmental patterning, and both mutations and
viruses that affect the RNAi/miRNA pathway certainly
show strong developmental defects. Nevertheless, the
geneticist seeks firm in vivo evidence that the effects
seen in the test-tube actually play a significant biolog-
ical role that can be detected by mutant phenotypes.
An early indication that specific miRNAs play major
developmental roles in plants came from the domi-
nant phabulosa (phb) and phavoluta (phv) mutants
(Table 1). These mutants identify related homeo-
domain-leucine zipper transcription factors that
control radial patterning of the leaf primordium [66].
Mutant phb transcripts are present at elevated levels
and are expressed ectopically on the abaxial domain
of the leaf primordium, rather than being restricted to
the adaxial domain. This might suggest a regulatory
defect in these alleles. It was subsequently noticed
that the phb/phv dominant mutations disrupt a
miRNA-complementary site [45], and in vitro studies
established that miR165/166 promote cleavage at this
site in wild-type but not mutant mRNAs [42]. These
findings strongly suggest that the basis of the domi-
nant phb/phv alleles is their resistance to negative
regulation by miR165/166.
Although the phb/phv story is quite compelling, two
additional studies from mid-2003 provide some neces-
sary genetic links for the involvement of plant miRNAs
in developmental patterning. In one study, the Weigel
and Carrington groups studied the JAW locus, which
was identified by activation tags that lead to overex-
pression of an endogenous gene. The gene name is
actually a bit of a misnomer: the mutant was originally
described as having serrated leaves, but the actual
defect is uneven leaf growth that results in crinkly leaf
edges. Coincidentally, recent studies in snapdragons
showed that in CINCINNATA mutants, which affect a
TCP transcription factor, the coordinated pattern of
proliferation is disturbed, resulting in crinkly leaves [67].
The researchers traced the JAW locus to overexpres-
sion of a miRNA of the miR-159 family [68]. miR-JAW
displays excellent complementarity to a motif found in
several TCP genes, suggesting that its gain-of-function
phenotype is caused by downregulation of TCP genes
(Table 1). This was confirmed in several ways: (1)
microarray expression studies showed that multiple
TCP genes are indeed downregulated in the JAW gain-
of-function background, (2) cleavage sites were
mapped to the JAW-complementary site in multiple
TCP genes, (3) introduction of a TCP4 transgene con-
taining synonymous substitutions in the miR-JAW site
produced a range of mutant phenotypes not seen with
its wild-type counterpart, which is presumably kept in
check by miR-JAW.
Finally, Xuemei Chen has recently shown the in vivo
significance of miRNA-mediated regulation of floral
homeotic patterning [69]. There are three classes of
transcription factors whose combinatorial activities
specify the four organ types in floral meristem. One of
these, APETALA2 (AP2), regulates the identity of peri-
anth organs. AP2 protein levels are elevated in mutant
backgrounds that affect miRNA accumulation, and ap2
contains a strong binding site for miRNA-172. Overex-
pression of miRNA-172 in transgenic plants accelerates
floral transition and induces homeotic phenotypes that
resemble ap2 loss-of-function (Table 1). Conversely,
AP2 constructs that mutate the miRNA binding site, but
not wild-type constructs, cause strong defects in floral
patterning. Together, these new plant studies begin to
fulfill the prophecies made about the regulatory roles
for miRNAs during plant development.
Systematic Searches for Animal miRNA Targets
Because of their spectacular complementarity to
target mRNAs [45], the status of plant miRNA targets
is way ahead of their animal brethren. While it is
widely presumed that miRNAs will generally turn out
to be negative post-transcriptional regulators, only a
few of the hundreds of animal miRNAs have actually
been linked to direct regulatory targets. Target-finding
schemes are therefore a burning topic of the moment.
Genetics will surely help in this regard. After all, the
first well characterized animal miRNA–target pairs
Current Biology
R931
Figure 4. Evolution of a miRNA gene. 
The pre-miRNA sequence represents the
superposition of two orthologs from differ-
ent species, and diverged nucleotides are
represented by X. The mature miRNA is
shown in red and its miRNA* in pink. The
miRNA* sequence diverges slower than
does the loop sequence. Therefore, when
miRNA sequences from closely related
species are compared, they can be
grouped into three classes: no divergence
(A), divergence exclusively within the loop
(B), loop divergence ≥miRNA* divergence
(C). In more distantly related species, the
miRNA* sequence eventually diverges
enough that essentially only the miRNA is
preserved (D). Because of this pattern of
divergence, homologous miRNAs always
derive from the same hairpin arm. These
characteristics aid the informatic identifica-
tion of miRNA genes. For example, strongly
conserved hairpin sequences that show
divergence in the presumed miRNA* but
not the loop (E) can be discounted with
~95% confidence.
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came from noticing phenotypic similarities between
miRNA loss-of-function and the gain-of-function con-
sequences of potential mRNA targets. As more miRNA
genes are characterized genetically, either through
loss- or gain-of-function analyses, we may expect
additional miRNAs to become associated with specific
biological processes. This may suggest candidate
target genes for directed tests. For example, indepen-
dent genetic approaches by the Slack and Rougvie
groups revealed that developmental timing is also reg-
ulated by a C. elegans Hunchback homologue (Hbl-1),
whose temporal activity is in turn directly regulated by
let-7 [70,71].
Connections have also been made in the opposite
direction: A set of 3′ UTR motifs, such as the Brd-box
(AGCUUUA), the K-box (cUGUGAUa) and the GY-box
(GUCUUCC), were characterized some years ago as
motifs involved in negative post-transcriptional regula-
tion of genes in the Enhancer of split and Brd gene
complexes of Drosophila [72–74]. More recently, it was
noticed that the 5′ ends of various miRNAs contain
precise complements to each of these motifs, thus
implicating miRNAs in regulation of these Notch target
genes [75]. This analysis further implied that the 5′
ends of miRNAs may be important for target recogni-
tion, a precept that appears to be true for most of the
verified lin-4 [6,9], let-7 [11,70,71] and bantam [63] reg-
ulated target sites.
Do these observations allow us to more generally
determine animal miRNA targets informatically? The
first attempt to do so has just been reported by the
Cohen and Russell groups, where predictions of
Drosophila miRNA targets were made based upon the
principles of overall complementarity, site conserva-
tion and 5′ pairing [76]. Their strategy succeeded in
validating several new miRNA–mRNA regulatory pairs.
Notably, their study showed in vivo evidence for direct
regulation of multiple pro-apoptotic genes (including
grim, reaper and sickle) by the K-box family members
miR-2a and miR-2b, and direct regulation of hairy and
multiple Notch-regulated members of the Enhancer of
split complex by miR-7, a GY-box family member. This
single study doubled the number of identified animal
miRNA targets.
One sobering note, however, is that the amount of
complementarity between miRNAs and their vali-
dated target sites is not statistically significant at the
genome-wide scale. As single target sites can
mediate regulation, additional insight needs to be
gained as to the functionally relevant features of
miRNA–mRNA pairing in order to improve target-
finding. Informatic strategies will also be aided by the
availability of genomic sequence from other related
species. For example, although the mosquito
Anopheles is too distant to Drosophila to permit a
systematic genome wide analysis, the conservation
of certain target sequences in Anopheles orthologs
helped make a compelling case in silico for regula-
tion of multiple genes in the valine, leucine and
isoleucine degradation pathway by miR-277 [76]. It is
also possible that molecular biological methods that
report on miRNA–mRNA hybridization may prove
useful [77].
Mechanisms of miRNA-Mediated Regulation:
mRNA Cleavage vs. Translational Inhibition
The studies of miRNA-mediated regulation have
focused on target cleavage and translational inhibition,
with plant miRNAs as archetypes of the former mode
and animal miRNAs as representatives of the latter
mode (Figure 2). Are these regulatory outputs mediated
by different effector complexes? Early speculation
along this line came from the separate purification of
the RISC, a nuclease complex that mediates target
cleavage during RNAi [78,79], and the miRNP, a ribo-
nucleoprotein complex that contains miRNAs [32].
However, continued research revealed significant
overlap in the composition of these protein complexes.
Endogeneous animal miRNAs associate with and can
guide RISC nuclease activity, while RISC associates
with ribosomes and includes multiple protein compo-
nents of the miRNP [80–84]. Therefore, different types
of miRNA-mediated regulation are probably mediated
by the same core RISC/miRNP complex (Figure 3). This
complex is now known to include the PPD protein Arg-
onaute 2, the helicase Gemin 3, the putative RNA
binding proteins VIG and FXR, the nuclease Tudor-SN,
and the novel protein Gemin 4 [32,78,80,83,84]. Physi-
cal commonalities between the RISC and the miRNP
mesh well with the functional demonstration that,
depending on the amount of target complementarity, a
given small RNA can mediate both cleavage and trans-
lational inhibition. Animal miRNAs that normally mediate
translational inhibition of imperfect targets will mediate
target cleavage of artificial, perfectly complementary
targets, while siRNAs will mediate translational inhibi-
tion of targets containing mismatches [82,85,86]. There-
fore, a given small RNA does not appear to ‘know’ its
regulatory activity in advance.
It still remains to be seen, however, whether an indi-
vidual complex can mediate both cleavage and trans-
lational inhibition, or whether the pool of any processed
miRNA is apportioned into related RISC/miRNP com-
plexes with separable functions (Figure 3). The fact that
in most species there are multiple Argonaute proteins
[87], which are an essential component of the
RISC/miRNP, suggests that a common core complex
could indeed have many flavors and functional varieties
in vivo. Consistent with this idea, different Argonaute
proteins fractionate with protein complexes of differing
sizes, as do different miRNAs [83,84]. It is tempting to
imagine that these could represent functionally distinct
RISC/miRNP complexes.
Although many studies support the notion that the
degree of miRNA–mRNA complementarity determines
the type of regulatory mode, the recent study of ap2
regulation by Chen challenges this model. The regula-
tory site of ap2 is nearly perfectly complementary to
the products of the five different miR-172 genes, and
was previously demonstrated to be a site of miR-172-
guided cleavage [44]. The cleavage assay, however,
does not give quantitative information about the frac-
tion of total ap2 that is actually cleaved. Chen showed
that negative regulation of ap2 by miR-172 in vivo pri-
marily takes place at the level of translational inhibi-
tion [69]. A second indication that the strict amount of
complementarity might not be the whole story comes
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from the analysis of phb and phv point mutations.
Whereas in vitro studies suggest that placement of
mismatches in the center of the miRNA–mRNA duplex
is critical for disrupting RISC-mediated cleavage, all
seven independently derived phb/phv point mutations
affect the 3′ end of the miRNA binding site instead
[45,66]. Insight into the rules for determining the regu-
latory output of small RNAs may come from system-
atic mutational studies of a model regulatory site. This
should allow to elucidate the relative contribution of
factors such as the particular arrangement of A–U
versus G–C basepairs, the location of G–U basepairs
and the position or extent of unpaired nucleotides.
Finally, it is worth keeping in mind that while target
cleavage is known to involve a biochemically defined
RISC nuclease (‘Slicer’ [79,84]), very little is known
about how miRNA-mediated translational control might
work. As mentioned, there is abundant evidence for
protein–protein interactions between RISC/miRNP
components and the ribosome. But what does actually
happen? In the case of lin-4, it is known that repressed
lin-14 and lin-28 transcripts remain associated with
actively translating polysomes, indicating that transla-
tion is blocked after initiation [8,88]. Which step of
translation precisely is affected by lin-4, and whether
its mode of action applies to other miRNAs remains to
be seen. One can certainly imagine that the hundreds
of different miRNAs could affect translation in different
ways. Moreover, miRNAs might mediate other regula-
tory mechanisms that are not addressed by the popu-
larly used assays for miRNA activity. For example, RNA
processing or localization might theoretically be
affected by miRNAs, which will require specific assays
to be detected. The recent identification of new miRNA
targets opens the door for more general biochemical
investigations of miRNA function.
Where Do miRNAs Come from? Regulation and
Structure of Primary miRNA Transcripts
Despite the wealth of miRNA genes now available for
study, not a single miRNA promoter or defined start of
miRNA transcription is known. As discussed, a defining
feature of miRNAs is that they derive from a slightly
larger ~70 nt hairpin precursor transcript called the pre-
miRNA. However, a variety of circumstantial evidence
suggests that miRNAs are not born as 70 nt hairpins.
For example, many miRNAs are found in dense gene
clusters, and some evidence points to their co-tran-
scription as operon-like units [13,29,89]. In addition, as
the vast majority of intronic miRNAs are located on the
transcribed strand of their host genes,these miRNAs
might derive from excised host transcript introns
[48,51,57]. Some miRNA sequences are actually found
within larger polyadenylated, and occasionally spliced,
cDNA clones [90]. Finally, miRNAs show strong biolog-
ical activity when placed into heterologous transcripts
that are generated by RNA polymerase II, thus demon-
strating that they generally can be efficiently processed
from larger transcripts in vivo [63,65,91].
Biochemical studies now support a compartmental-
ized, stepwise view of miRNA processing from longer
primary miRNA (pri-miRNA) transcripts (Figure 3). It was
recently shown that the RNase III enzyme Drosha
cleaves pri-miRNAs in the nucleus to yield pre-miRNA
hairpins [89,92]. The pre-miRNA is then exported from
the nucleus and subsequently processed by Dicer in
the cytoplasm to give rise to the mature 21–22 nt
miRNA. Since at least some miRNAs can be associated
with spliced cDNAs, some miRNA genes may even be
initially transcribed as a ‘pre-pri-pre-miRNA’.
It is easy to imagine that various aspects along the
way of miRNA production could be subject to regula-
tion. For instance, could the existence of rare cDNA
clones for some miRNAs reflect that processing of
their pri-miRNAs by Drosha is negatively regulated?
Does the accumulation of certain pre-miRNA hairpins
in wild-type conditions reflect a negative regulation of
Dicer cleavage? Perhaps most importantly, how is the
transcription of miRNAs regulated? As is the case for
many mRNAs, miRNA expression can be temporally
regulated and/or tissue specific. Since miRNA mis-
expression can have profound effects, it will be essen-
tial to understand how miRNA deployment is regulated
during the course of normal developmental patterning
and homeostasis.
The recent study of bantam employed a novel
‘sensor’ approach to detect miRNAs in situ for the first
time. The sensor is a ubiquitously expressed reporter
gene containing sites that are perfectly complementary
to bantam and thus subject to bantam-mediated RNAi.
The expression of the sensor is therefore lower in cells
containing high levels of bantam, creating a ‘negative’
of bantam expression. The bantam sensor revealed a
spatially complex expression pattern, and nicely
demonstrated that bantam levels were highest specifi-
cally in proliferating cells, which was consistent with its
genetic role in promoting proliferation [63]. More tradi-
tional promoter–reporter fusions were also used to
define transcriptional regulatory elements for let-7 [93].
We may expect the full range of promoter bashing tech-
niques to soon be applied more generally to under-
stand the spatial and temporal regulation of miRNAs.
Finally, the laborious method of Northern analysis
limits the scope of studies that can be performed. A
first-generation miRNA microarray shows some
promise for allowing simultaneous evaluation of the
levels of a genome's worth of miRNAs [94]. If the
example of conventional microarrays aimed at moni-
toring mRNA levels is any indication, we may expect
this strategy to be tremendously useful in grouping
functionally related miRNAs and potentially connecting
them to specific biological processes or pathways.
Small RNAs: Unknowns No Longer, or Is There
More to Come?
It is apparent that regarding small RNAs, we under-
stand only a piece of the picture. There is clearly much
that does not fit neatly into current models. Although
the initial reports did not call attention to them, larger
censuses of small RNA cDNA libraries have revealed a
significant class of 21–22 nt RNAs whose origin is not
well-accounted for. These have been variously called
‘tiny non-coding RNAs’ (tncRNA) [47], ‘miRNA-like’
(miR-lk) [55] molecules and ‘repeat-associated silenc-
ing RNAs’ (rasiRNAs) [57]. It remains to be determined
how many functionally different types of small RNAs are
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represented by these clones. These small RNAs differ
fundamentally from miRNAs in that they do not arise
from 70–100 nt hairpin precursors. Nevertheless, these
other classes of small RNA display a strong size bias
that suggests regulated processing by a Dicer-like
activity, and the accumulation of several tncRNAs is
Dicer-dependent. A second difference is that unlike
miRNAs, whose sequence is subject to functional con-
straint, these other small RNAs are not generally con-
served phylogenetically. Still, the fact that many of them
were cloned multiple times indicates that they cannot
be considered as freak occurrences. rasiRNAs were
noticed to potentially be derived from genomic regions
rich in repeats. This suggested a role in heterochro-
matic silencing, similar to endogenous siRNAs that are
involved in chromatin methylation and silencing [60]. As
for the rest of the other small RNAs, it remains unclear
whether they serve vital cellular functions or are ran-
domly processed bits of RNA.
In summary, what started as a genetic oddity in
worms over a decade ago has emerged in the past few
years as a regulatory mechanism of fundamental
importance to all multicellular life. Given the current
flood of research, with nearly every finding in the field
being made simultaneously by multiple labs, we may
expect to see rapid progress on open questions. The
most important amongst these are determining the bio-
logical functions of the hundreds of anonymous
miRNAs in different species and understanding the bio-
chemical mechanisms by which they operate. However,
the course of research will inevitably be influenced by
the unforeseen and the unanticipated. And what of
these remaining unknown unknowns? We may rest
assured that whether by chance or by design, they will
eventually announce themselves and receive their day
in the scientific limelight.
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