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Abstract –We analyze the Casimir forces for an ideal Bose gas enclosed between two infinite
parallel walls separated by the distance D. The walls are characterized by the Dirichlet boundary
conditions. We show that if the thermodynamic state with Bose-Einstein condensate present
is correctly approached along the path pertinent to the Dirichlet b.c. then the leading term
describing the large-distance decay of thermal Casimir force between the walls is ∼ 1/D2 with a
non-universal amplitude. The next order correction is ∼ lnD/D3. These observations remain in
contrast with the decay law for both the periodic and Neumann boundary conditions for which
the leading term is ∼ 1/D3 with a universal amplitude. We associate this discrepancy with the
non-zero D-dependent positive value of the one-particle ground state energy in the case of Dirichlet
boundary conditions.
Introduction. – The properties of Casimir forces at-
tracted broad attention in recent years. Various systems
enclosed by walls of varied geometries have been studied
both experimentally and theoretically [1–7]. In particu-
lar, the critical region turned out to be of special interest
because there the Casimir forces are expected to gain, for
large wall separations, a universal form.
A special role among systems investigated theoretically is
played by the ideal Bose gas enclosed between two infinite
parallel walls. On the one hand the bulk system displays
the Bose-Einstein condensation while on the other hand
various boundary conditions usually taken to be Dirich-
let, periodic, or Neumann type are straightforwardly in-
corporated into the analysis. The energy spectrum of the
gas enclosed in a L1 × L2 × L3 box is composed of one-
particle energy levels ǫk = ℏ
2k2/2m with the boundary-
conditions dependent wave vector k = (k1, k2, k3). In
contradistinction to the periodic or Neumann bound-
ary conditions where the ground state energy vanishes
the Dirichlet boundary conditions imply the spectrum
ki = πni/Li, with ni = 1, 2, ..., i = 1, 2, 3, so that
k2 ≥ π2(L−2
1
+ L−2
2
+ L−2
3
) and the ground state energy
ǫG > 0. This important aspect of the energy spectrum
has to be properly taken into account when discussing the
Bose-Einstein condensation in the grand canonical ensem-
ble parametrized by temperature T , chemical potential µ,
and volume V = L1L2L3.
The macroscopic occupation of the ground state takes
place in the thermodynamic limit only when T < Tc and
µ = 0. Here Tc denotes the critical temperature de-
fined by ρλ3c = ζ(3/2), where ρ = lim
∞
< N > /V is
the number density of the gas evaluated in the thermo-
dynamic limit, λc denotes the thermal de Broglie wave-
length λ = h/
√
2πmkBT evaluated at T = Tc, and ζ de-
notes the Riemann zeta function. The condensate density
ρ0(T ) = lim
∞
< nG > /V , where < nG > denotes the av-
erage number of particles in the ground state is non-zero
for T < Tc and µ = 0.
The crucial element of theoretical analysis of Bose-
Einstein condensation consists in choosing the correct
path along which the thermodynamic state of infinite sys-
tem with ρ0 > 0 should be approached [8–10]. Along this
path taken at constant temperature T < Tc the chemical
potential cannot be kept constant because both V and µ
must vary simultaneously in such a way that the equality
< nG >
V
=
1
V
[
exp
(
ǫG − µ
kBT
)
− 1
]
−1
= ρ0. (1)
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holds when V →∞.
The above defined procedure should be applied to the
evaluation of both bulk and surface quantities. In partic-
ular, it should be followed when determining the Casimir
forces for thermodynamic states characterized by the pres-
ence of the condensate. In the case of Dirichlet boundary
conditions, where the ground state energy ǫG > 0, the
correctly chosen path makes µ tend to zero when V →∞
according to the formula [8–10]
µ = µD(T, V ) = ǫG − kBT ln
(
1 +
1
V ρ0
)
. (2)
If one chooses a different procedure in which one sets in
eq. (1) µ = 0 first and only then takes the thermody-
namic limit, one is led to the erroneous conclusion about
non-existence of Bose-Einstein condensation for Dirichlet
boundary conditions [10, 11].
Casimir forces. – In this Section we consider the
ideal Bose gas enclosed in a L × L × D box with walls
represented by Dirichlet boundary conditions. In this case
the path defined in eq. (2) has the following form
µD(T, L,D) =
kBT
{
π
4
[
2
(
λ
L
)2
+
(
λ
D
)2]
− ln
(
1 +
1
L2Dρ0
)}
. (3)
We study the grand canonical free energy Ω(T, µ, L,D) at
µ = µD(T, L,D) with the purpose of calculating Casimir
forces in the presence of condensate. The relevant quan-
tity is then the surface contribution obtained by sub-
tracting from Ω(T, µ, L,D) the bulk term Ωb(T, L,D) =
−L2Dp(T, 0), where p(T, 0) denotes the Bose gas pressure
at µ = 0.
We focus here on the pair of walls each of area L2 sep-
arated by distance D and evaluate the surface free energy
density
Φ(T,D) = lim
L→∞
Ω(T, µD(T, L,D), L,D)
L2
(4)
describing the gas contained between two infinite walls.
The Casimir force FC(T,D) acting between the walls mea-
sures the rate of change with distanceD of the pure surface
contribution
Φs(T,D) = lim
L→∞
Ω(T, µD(T, L,D), L,D)− Ωb(T, L,D)
L2
=
Φ(T,D) +Dp(T, 0). (5)
It reads
FC(T,D) = −
∂Φs(T,D)
∂D
= −∂Φ(T,D)
∂D
+ p(T, 0) . (6)
Our purpose is to evaluate Φ(T,D) and the correspond-
ing Casimir force FC(T,D) along the path defined in
eq. (3), and to determine its D dependence for large D,
i.e., D ≫ λ. We then compare the large D behavior of
Φs(T,D) with that of the surface free energy density
Φ0s(T,D) = lim
L→∞
Ω(T, µ = 0, L,D)− Ωb(T, L,D)
L2
. (7)
evaluated for fixed values of parameters (T, µ = 0, D). The
latter procedure would thus correspond to setting µ =
0 first, and only then analyzing the large D decay. As
stressed before, it is known to give qualitatively wrong
results in the bulk case for Dirichlet boundary conditions.
In order to settle the above issue we evaluate Φ(T,D)
using the energy spectrum under Dirichlet boundary con-
ditions and equation (3) (in the limit L→∞). One then
arrives in a straightforward way at the formula
Φ(T,D) =
kBT
λ2
∞∫
0
dw
∞∑
n=1
ln
{
1− exp[−w − s2(n2 − 1)]
}
, (8)
where s =
√
πλ/2D.
In order to determine the leading contributions to
Φ(T,D) for D ≫ λ (s ≪ 1) we performed an asymptotic
analysis which was not straightforward, rather cumber-
some. So, for reasons of clarity we present here the final
result first, and only then sketch the essential steps of our
calculations.
Our final result written in dimensionless form is as fol-
lows
λ2
kBT
Φ(T,D) = − 2√
π
1
s
ζ(5/2) +
1
2
ζ(2)
−
√
π
2
s ζ(3/2)− s2 ln s− s2
(
ζ(3)
2π2
− 1
2
)
+ o(s2). (9)
The first term on the rhs of eq. (9) is linear in D and
represents the bulk grand canonical free energy evaluated
at µ = 0. It implies the well known formula p(T, 0) =
kBTζ(5/2)/λ
3 [8, 9].
The remaining terms represent contributions to the sur-
face free energy density Φs(T,D) defined in eq. (5).
Φs(T,D) = 2σwg(T )−
πkBT
4λ2
[
ζ
(
3
2
)
λ
D
+
(
λ
D
)2
ln
(
λ
D
)
+
(
ζ(3)
2π2
− 1
2
+
1
2
ln
(π
4
)) ( λ
D
)2]
+ o
((
λ
D
)2)
. (10)
The D-independent term 2 σwg(T ), where σwg(T ) =
kBT
4λ2 ζ(2) is the coefficient of wall-gas surface tension
evaluated at µ = 0 [9, 12].
Our result should be compared with the asymptotic be-
havior of the surface free energy density Φ0s(T,D) defined
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in eq. (7) and discussed in [13], see also [14]. For D ≫ λ
one finds
Φ0s(T,D) = 2 σwg(T )−
kBTζ(3)
8π
1
D2
+ o
((
λ
D
)2)
. (11)
We note the essential difference in the large D behav-
ior of Φs(T,D) and Φ
0
s(T,D). In Φs(T,D) the leading
term decays ∼ 1/D and is followed by terms ∼ lnD/D2
and ∼ 1/D2, while in Φ0s(T,D) the leading term decays
∼ 1/D2. We also note that the leading decay term in
Φ0s(T,D)/kBT has simple form −ζ(3)/8πD2 often termed
in the literature as −1/D2 decay with a universal am-
plitude ζ(3)/8π. On the other hand, the leading decay
term in Φs(T,D)/kBT is −πζ(3/2)/4λD. This −1/D
decay cannot be accompanied by a universal amplitude
for dimensional reasons. We also note that the term
∼ −1/D2 present in Φs(T,D) has a different amplitude
ζ(3)/8π−π/8+π/8 ln(π/4) < 0 from the analogous term
in Φ0s(T,D)/kBT . The difference is, in particular, mani-
fested in their different signs. However, both in Φs(T,D)
and in Φ0s(T,D) the leading terms describing the large
distance decay are negative and thus both calculations
agree at least in predicting attractive Casimir forces. Thus
we conclude that in the case of Dirichlet boundary condi-
tions the proper choice of the path along which the con-
densed state of ideal Bose gas is approached reveals a non-
universal decay of Casimir forces
FC(T,D) = −
πkBT
4λ3
[
ζ
(
3
2
) (
λ
D
)2
(12)
+ 2
(
λ
D
)3
ln
(
λ
D
)
+
(
ζ(3)
π2
+ ln
(π
4
)) ( λ
D
)3]
(13)
+o
((
λ
D
)3)
. (14)
With the leading order term ∼ 1/D2 followed by ∼
lnD/D3 and ∼ 1/D3 it is qualitatively different from
the case of periodic or Neumann boundary conditions for
which the leading order term is ∼ 1/D3.
Appendix. – In this Section we sketch the essential
steps of calculations leading to our main result in eq. (9).
First, using eq.(8) we find
λ2
kBT
Φ(T,D) =
∞∫
0
dw
∞∑
n=1
ln
{
1− exp[−w − s2(n2 − 1)]
}
=
−
∞∑
k=1
∞∑
n=1
exp[−ks2(n2 − 1)]
k2
(15)
The right-hand side of (15) can be rewritten as −[S1(s) +
S2(s)], where
S1(s) =
∞∑
k=1
∞∑
n=1
exp[−ks2n2]
k2
(16)
and
S2(s) =
∞∑
k=1
exp(ks2)− 1
k2
∞∑
n=1
exp(−ks2n2). (17)
Using the Poisson formula [13] we get
S1(s) =
∞∑
k=1
1
k2
[
−1
2
+
√
π
s
√
k
(
1
2
+
∞∑
n=1
exp[−n2π2/s2k]
)]
=
√
π
2
ζ(5/2)
1
s
− 1
2
ζ(2) +
ζ(3)
2π2
s2 + . . . . (18)
The term S2(s) can be rewritten as
S2(s) =
∞∑
k=1
[
s2
k
+
s4
2!
+
s6
3!
k + . . .
] ∞∑
n=1
exp(−ks2n2) =
−s2
∞∑
n=1
ln(1 − exp(−s2n2) + s
4
2!
∞∑
n=1
1
exp(s2n2)− 1+
s6
3!
∞∑
n=1
exp(s2n2)
[exp(s2n2)− 1]2 + . . . (19)
In order to evaluate the first term on the rhs of eq. (19)
one uses the Euler-Maclaurin formula [9, 12]
N∑
n=1
f(n) =
N∫
0
dxf(x) +
1
2
[f(N)− f(0)]+
2
N∑
p=1
N∫
0
dxf(x) cos(2πpx) (20)
which, after inserting f(x) = ln
[
1− exp(−s2x2)
]
− lnx2,
gives
∞∑
n=1
ln[1 − exp(−s2n2)] =
− ln s−
√
π
2s
ζ(3/2) + ln(2π) +O(e−c/s), (21)
where c > 0. The remaining terms on the rhs of eq. (19)
are at least of order s2. After summing all contributions
of order s2 one obtains
s4
2!
∞∑
n=1
1
exp(s2n2)− 1 +
s6
3!
∞∑
n=1
exp(s2n2)
[exp(s2n2)− 1]2 + . . .
= s2
∞∑
n=1
ζ(2n)
n(n+ 1)
+ o(s2) = s2 ln(2π)− s
2
2
+ o(s2). (22)
The above expressions for S1(s) and S2(s) give the final
result in eq. (9).
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