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Repetitive construction projects require construction crews to repeat their work in a 
number of locations in the same project, moving from one location to the next. Scheduling 
this type of projects often requires maximizing work continuity for these crews while 
reducing the project duration and the use of overtime. The main goal of this study is to 
present the development of novel models for optimizing the scheduling of repetitive 
construction projects that is capable of accomplishing these planning objectives. To 
achieve this goal, the research objectives of this study are to develop (1) a novel heuristic 
and computationally-efficient scheduling model for repetitive projects that minimizes both 
the project duration and crew work interruptions; (2) an innovative optimization model for 
scheduling repetitive construction projects that is capable of searching for and identifying 
optimal schedules that minimize project duration, work interruptions, and interruption 
costs; and (3) a novel multi-objective optimization model for repetitive construction 
projects that generates optimal tradeoffs among project duration, work interruptions, and 
overtime use. 
 
The performance of these developed models was analyzed and verified by comparing 
their results to those generated by existing models. The results of this analysis illustrates 
the novel and unique capabilities of the developed models in generating optimal tradeoffs 
among project duration, work interruptions, and overtime use. These novel capabilities 
are expected to provide much needed support to planners of repetitive construction 
projects and enable them to (i) minimize project duration, (ii) maximize crew work 
continuity, (iii) minimize interruption costs, (iv) minimize the use of overtime hours; and 
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(v) reduce the required time and effort to perform the scheduling computations for large-
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1. CHAPTER 1 
INTRODUCTION 
1.1 Overview 
Repetitive construction projects require construction crews to repeat their work in a 
number of locations in the same project, moving from one location to the next (Hyari and 
El-Rayes 2006; Long and Ohsato 2009). This continuous movement of crews on site is 
often encountered during the construction of high-rise buildings, housing projects, 
highways, pipeline networks, and bridges. Repetitive construction projects can be 
classified as either typical repetitive projects or non-typical repetitive projects (El-Rayes 
1997; Huang and Sun 2006; Bakry et el 2014). Typical repetitive projects consist of 
activities that have identical duration in all units, as shown in Figure 1.1(a). Non-typical 
repetitive projects consist of activities that have varying durations in its repetitive units 
(see Figure 1.1(b)) due to either the variation in quantity of work among the units, or the 
variation in crew output rate when the crew performs the work in these units (El-Rayes 
1997). An example of non-typical activity is the excavation in a pipeline project where the 
excavation duration may change from one mile to another because of possible variations 
in the excavated quantity of soil due to site topography, and possible crew output rate 









b) Non-typical repetitive project 
 
Figure 1.1 Repetitive Construction Project Types 
 
Traditional scheduling methods such as bar charts and critical path method are ineffective 
in scheduling repetitive construction projects due to their inability to consider and 
maximize work continuity for the construction crews on these projects (Birrell 1980; 
Selinger 1980; Kavanagh 1985; Reda 1990; Russell and Wong 1993; Adeli and Karim, 
1997; ElRayes and Moselhi, 1998; El-Rayes and Moselhi 2001; Hassanein and Moselhi 
2005; Fan and Tserng 2006; Georgy 2008 and Dolabi, et el 2014). Maximizing work 
continuity improves construction productivity by minimizing crew idle and non-productive 
times and by maximizing the benefits of the learning curve effect for working crews (Birrell 














      






benefits, a number of scheduling models were developed for repetitive construction 
projects that are capable of considering and maximizing crew work continuity. 
1.2 Problem Statement 
A significant number of models has been developed to address the specific needs of 
repetitive construction projects. These models can be grouped in two main categories: 
(1) models that strictly enforce work continuity for all construction crews without allowing 
any interruptions (Selinger 1980; Reda 1990; Moselhi and El-Rayes 1993a and 1993b; 
Senouci and Eldin 1996; Adeli and Karim 1997; Hegazy and Wassef 2001; Hassanein 
and Moselhi 2005; Georgy 2008; Fan et al. 2012; Damci et al. 2013a and 2013b; Bakry 
et al. 2014; Bakery 2014); and (2) models that maximize work continuity for all 
construction crews while allowing selected interruptions to minimize project duration, as 
shown in Figure 1.2 (Russell and Wong 1993; El-Rayes and Moselhi 1998; El-Rayes and 
Moselhi 2001; El-Rayes 2001; Hegazy and Wassef 2001; Hegazy et al. 2004; Hyari and 
El-Rayes 2004 and 2006; Nasser 2006; Liu and Wang 2007; Ipsilandis 2007; Long and 






Figure 1.2 Impact of Allowing Work Interruptions on Project Duration 
 
Scheduling models in the second category can be further classified into (1) heuristic 
models (Rayes and Moselhi 1998; and Long and Ohsato 2009), and (2) optimization 
models that used various optimization techniques such as linear programing (Ipsilandis 
2007); dynamic programming (Russell and Wong 1993; El-Rayes and Moselhi 2001; and 
El-Rayes 2001); constraint programing (Liu and Wang 2007); and genetic algorithms 
(Hegazy and Wassef 2001; Hegazy et al. 2004; Hyari and El-Rayes 2004 and 2006; 
Nasser 2006; Long and Ohsato 2009; Hyari et al. 2009). Despite the contributions of the 
aforementioned models, they are incapable of (1) generating an early start schedule that 
minimizes both the project duration and its total work interruptions; (2) considering and 
minimizing interruption costs that are often incurred as a result of interrupting the work 
continuity of selected construction crews while maintaining minimum project duration; and 
(3) generating and analyzing optimal tradeoffs among the project duration, work 





The first main limitation of existing models is their inability  to (1) generate an early start 
schedule that minimizes both the duration project and its total work interruptions; (2) 
calculate important types of floats for repetitive construction projects that can be used to 
analyze the impact of delaying the early start of repetitive construction activities on the 
work continuity of construction crews; and (3) provide planners with the early start and 
late start schedules for each repetitive activity which provides them the flexibility to 
generate a wide range of intermediate schedules. Accordingly, there is a pressing need 
for a novel scheduling model for repetitive construction projects that is capable of 
circumventing these three main limitations of existing heuristic models. 
 
The second main limitation of existing models is their inability to consider and minimize 
interruption costs that are often incurred as a result of interrupting the work continuity of 
selected construction crews while maintaining minimum project duration. These crew 
interruption costs increase the project direct cost and they include (a) crew movement 
cost if the interruption duration enables the crew to be utilized in another project during 
its encountered interruption and its movement cost is less than its idle cost; and/or (b) idle 
crew cost if the interruption duration is not long enough to utilize the crew in another 
project during its encountered interruption or its idle cost is less than its movement cost, 
as shown in Figure 1.4. As stated earlier, existing single and multi-objective optimization 
models are incapable of considering and minimizing interruption costs. This inability to 
consider and minimize interruption cost does not guarantee that the generated optimal 
schedule by existing models will minimize the total project interruption cost, as shown in 





and work interruptions can generate an optimal schedule such as schedule B in Figure 
1.4 that produces the least project duration (157.2 days) and crew work interruptions (28.2 
days). This schedule (B), however, leads to the highest interruption cost compared to 
other optimal schedules that are equally capable of providing the same minimum duration 
and work interruptions such as schedules C, D, E and F in Figure 1.4. For example, the 
interruption cost of schedule B is $26,238 and accordingly it is 325% higher than that of 
schedule F that is $12,557. The main reason for this significantly higher interruption cost 
of schedule B is the inability of existing models to consider and minimize interruption cost 
that depends on a number of factors including the number of interruption periods, the 
number of crew movements off-site, the crew movement cost, and the idle crew cost, as 
shown in Figure 1.4. The higher interruption cost of schedule B in this example was 
caused by its 12 interruption periods and 6 crew movements off-site compared to those 
of schedule F that required only 5 interruption periods and 5 crew movements, as shown 
in Figure 1.4. This simple example highlights the pressing need for a novel optimization 
model that is capable of considering and minimizing interruption cost in order to generate 
an optimal/near optimal schedule that minimizes project duration, crew interruptions, and 
crew interruption cost, as shown in Figure 1.4. 
 
The third main limitation of existing models is their inability to generate and analyze 
optimal tradeoffs among the project duration, work interruptions, and overtime use. A wide 
range of optimal tradeoffs among these three critical objectives of repetitive construction 
projects can be generated and utilized by construction planners to address the specific 





schedule B provides the shortest possible duration for the analyzed example in Figure 
1.5 and can be selected by construction planners when the duration is the most important 
project objective. This schedule however can only be achieved by allowing an increase 
in work interruptions and overtime use compared to other schedules, as shown in 
Figure1.5. For other projects where work interruptions and overtime use are more 
important, schedule K in Figure 1.5 can be the preferred solution by construction planners 
since it minimizes the project duration while eliminating work interruption and overtime 
usage. Additional optimal tradeoff solutions among the aforementioned three project 
objectives can be generated for the same project example, as shown schedules A and C 
to J in Figure 1.5. Each of these optimal solutions provides a unique tradeoff among these 
three important objectives and construction planners can analyze these optimal tradeoffs 
to identify and select the best schedule that addresses the specific needs of their 
construction project. As stated earlier, existing optimization models for repetitive 
construction projects are incapable of generating optimal tradeoffs among the 
aforementioned three important objectives. These models can only generate a single 
optimal solution or tradeoffs between two objectives, such as minimizing both project 
duration and crew work interruption, without providing the capability of minimizing the use 
of overtime. Accordingly, there is a pressing need for a novel model for scheduling 

































































































































































A No 173.3 0 - - - - - - 































C Yes 157.2 28.2 9 6 15,907 10,331 26,238 209% 
D Yes 157.2 28.2 11 7 18,035 17,028 35,385 282% 
E Yes 157.2 28.2 8 8 20,858 0 20,858 166% 
F Yes 157.2 28.2 5 5 12,557 0 12,557 0 
 
Near optimal schedule that minmizes project duration, work interruptions, and interruption cost. 
Figure 1.4 Challenges and Research Gaps in Considering and Minmizing Interruption 
Cost 












































































































Schedule A 117.2 0 20.6 
Schedule B 106.8 15 49.1 
Examples of additional optimal tradeoff solutions 
Schedule C 108.8 9 35.4 
Schedule D 110.1 8 39.4 
Schedule E 111.2 6 35.3 
Schedule F 112.1 8 32.1 
Schedule G 115 3 25 
Schedule H 142.8 0 0 
 
Figure 1.5 Tradeoffs among Project Duration, Work Interruptions, and Overtime in 
Repetitive Construction Projects 
1.3 Research Objectives 
The main goal of this study is to develop novel models for scheduling repetitive 
construction projects that circumvent the aforementioned limitations and research gaps 
in existing models.  To achieve this primary goal, the following objectives of this study 
and its relevant questions are identified. 
 
Objective one: Conduct a comprehensive literature review of the latest research on 
the scheduling and optimization of repetitive construction projects in order to create a 
concrete point of departure for the proposed research. 
Research Questions: (i) What are the latest scheduling techniques for construction 
projects and to what extent these techniques are suited for repetitive construction 
projects? (ii) What are the capabilities and limitations of existing techniques in 
scheduling repetitive construction projects? (iii) What are the capabilities of existing 


















Schedule A (Eliminates work interruptions)









optimization models for scheduling repetitive construction projects? and (iv) What are 
the main optimization techniques that have been used in existing models to optimize 
the scheduling of repetitive construction projects? 
 
Objective 2: Develop a novel heuristic and computationally-efficient scheduling 
model for repetitive projects that minimizes both the project duration and crew work 
interruptions while providing the capability of (1) generating the early and late start 
schedule for each repetitive activity in the project; (2) calculating novel types of floats 
for repetitive construction projects that can be used to analyze the impact of delaying 
the early start of repetitive construction activities on the work continuity of construction 
crews; and (3) efficiently performing the scheduling computations without the need to 
utilize optimization techniques that often require significant computational time and 
effort.  
Research Questions: (i) How to formulate a computationally-efficient scheduling 
model for repetitive construction projects that minimizes project duration and work 
interruptions and is capable of generating early and late start schedules? (ii) How to 
formulate novel types of floats for repetitive construction projects that are capable of 
analyzing the impact of delaying the early start of repetitive construction activities on 
the work continuity of construction crews? and (iii) How to implement the formulated 
scheduling model and evaluate its performance and capabilities? 
 
Objective 3: Develop an innovative optimization scheduling model for repetitive 





intermediate schedule between the early and late schedules for each activity in order 
to simultaneously minimize project duration, work interruptions, and interruption cost. 
Research Questions: (i) What are the decision variables and constraints that need to 
be considered in this optimization problem? (ii) How to develop intermediate 
schedules between early and late schedules? (iii) How to search for and identify an 
optimal intermediate schedule that minimizes interruption cost? and (iii) How to 
construct the formulated optimization model and evaluate its performance? 
 
Objective 4: Develop a novel multi-objective model for optimizing the scheduling of 
repetitive construction projects that is capable of minimizing the use of overtime hours 
and generating optimal tradeoffs among project duration, work interruptions, and 
overtime use. 
Research Questions: (i) What are the requirements, decision variables, objective 
functions, and constraints that should be considered in modeling this optimization 
problem? (ii) How to formulate a multi-objective optimization model to generate 
optimal tradeoffs that minimize project duration, work interruptions and overtime 
usage? and (iii) How to evaluate the performance and capability of the developed 
optimization model? 
1.4 Research Methodology 
In order to accomplish the above-mentioned objectives of this study, a research 
methodology is proposed and organized into four main research tasks as shown in Figure 





latest related research on the planning and scheduling of repetitive construction projects; 
(2) develop a new scheduling model for repetitive construction projects; (3) develop an 
optimization model for repetitive construction projects to simultaneously minimize project 
duration, work interruptions and interruption costs; and (4) develop a multi-objective 
model for optimizing the scheduling of repetitive construction projects. 
1.4.1 Task 1: Comprehensive Literature Review 
The objective of this task is to conduct a comprehensive literature review in order to 
investigate the existing research efforts in repetitive construction projects. This research 
task provides a solid point of departure for the current study. The work in this task is 
divided into two sub-tasks:  
Task 1.1 Investigate available scheduling techniques in construction projects 
This research task investigates existing scheduling techniques for construction 
projects including scheduling techniques that are designed to specifically address 
the unique requirements of repetitive construction projects. This task also analyzes 
the capabilities and limitations of the investigated scheduling techniques. 
Task 1.2: Study existing optimization models for scheduling repetitive construction 
projects  
The purpose of this task is to review available single and multi-objective 
optimization models for the scheduling of repetitive construction projects. 
Furthermore, this task investigates the optimization tools that are used in solving 
these optimization problems as well as reviewing the capabilities and limitations of 





1.4.2 Task 2: Heuristic Scheduling Model 
In this task, a new heuristic scheduling model for repetitive construction projects will be 
developed to generate early and late start schedules that minimize the project duration 
by allowing selected work interruption while maximizing work continuity for construction 
crews. To achieve this task, the following three sub-tasks are identified: 
Task 2.1: Early schedule computation  
The objective of this task is to formulate a computationally-efficient scheduling 
model to generate early and late start schedules that minimize project duration by 
allowing selected work interruptions while maximizing work continuity.  
Task 2.2: Work-continuity float calculation 
The purpose of this task is to introduce novel types of floats that are capable of 
calculating and analyzing the impact of delaying the early start of repetitive 
construction activities on the work continuity of construction crews.  
Task 2.3: Performance evaluation 
The main goal of this task is to evaluate, refine and improve the performance and 
capabilities of the developed model using an application example of a repetitive 
construction project. 
1.4.3 Task 3: Interruption Cost Optimization Model 
The main purpose of this task is to develop an innovative construction optimization model 
for scheduling repetitive construction projects that is capable of identifying near optimal 





interruption costs while maintaining minimum project duration. To accomplish this 
research task, its work is organized into four sub-tasks:  
 
Task 3.1: Optimization module 
The main goal of this task is to develop a novel optimization model using genetic 
algorithm technique to minimize interruption cost by searching for and identifying 
optimal start time for each repetitive activity. This task includes formulating 
decision variables, optimization objectives, and constraints. 
Task 3.2: Initial scheduling module 
The objective of this task is to develop initial scheduling module that is used in this 
model to identify a boundary of the feasible schedules that minimize both project 
duration and work interruptions by calculating for each activity its early start 
schedule and its work-continuity total float. 
Task 3.3: Intermediate scheduling module 
The objective of this task is to develop intermediate scheduling module that is used 
in this model to generate a set of intermediate schedules for repetitive construction 
projects that simultaneously minimize the project duration and work interruptions. 
Task 3.4: Interruption cost module 
This task focuses on developing an interruption cost module to calculate total 






Task 3.5: Performance evaluation 
This task focuses on evaluating, refining and improving the performance and 
capabilities of the proposed optimization model using an application example of a 
repetitive construction project. 
1.4.4 Task 4: Multi-Objective Optimization Model 
The main purpose of this task is to develop a novel multi-objective optimization model for 
scheduling repetitive construction projects that is capable of generating a wide range of 
optimal tradeoffs among project duration, work interruptions, and overtime use. The 
model is designed to support construction planners in analyzing these optimal solutions 
to identify and select the best schedule that addresses the specific needs of their 
construction project. To accomplish this research task, the work is organized into three 
sub-tasks:  
Task 4.1: Model formulation 
This task focuses on formulating the multi-objective optimization model that is 
capable of generating optimal tradeoffs among project duration, work interruptions, 
and overtime use. This includes (a) identifying all relevant decision variables in the 
model; and (b) formulating the three objective functions. 
Task 4.2: Model implementation  
The main goal of this task is to implement the formulated optimization model using 






Task 4.3: Model performance evaluation 
This task validates, evaluates, and refines the performance and capabilities of the 





Figure 1.6 Research Methodology 
1.5 Research Significance 
The proposed research will provide construction planners with effective scheduling 





construction projects. The application of these models are expected to have several 
significant impacts on (1) improving the planning and scheduling of repetitive construction 
projects; (2) reducing the cost of repetitive construction projects; and (3) improving 
construction productivity. 
1. Impacts on planning and scheduling of repetitive construction projects 
This research will result in the development of a new heuristic and computationally-
efficient scheduling model for repetitive projects that is capable of generating early and 
late start schedules that minimize the project duration while keeping work interruptions a 
minimum. The model is also expected to provide much-needed support for construction 
managers and enable them to identify novel types of floats for repetitive construction 
projects that maintain the shortest project duration and least work interruptions. This can 
lead to numerous and significant improvements in the planning and scheduling of this 
type of projects that include (1) reducing the possibility of delaying project delivery, and 
avoiding delay penalty by generating an early start schedule that enables each repetitive 
unit to start as early as possible and utilize its float only when needed; (2) providing 
planners with the flexibility to generate and evaluate a wide range of intermediate 
schedules between the early and late start schedules that minimize the project duration 
and work interruptions simultaneously; (3) identifying novel types of floats for repetitive 
construction projects that are capable of analyzing the impact of delays on crew work 
continuity; and (4) reducing the required time and effort to perform the scheduling 
computations for large-scale repetitive construction projects by using a computationally 






2. Impact on reducing the cost of repetitive construction projects 
This study will lead to the development of an innovative interruption cost optimization 
model for scheduling repetitive construction projects that is capable of minimizing project 
duration, work interruptions, and interruption costs simultaneously. This model can lead 
to significant reduction in the cost of repetitive construction projects by (1) reducing 
project indirect costs due to minimizing project duration by allowing selected work 
interruptions, and (2) minimizing interruption costs that are incurred as a result of 
interrupting the work continuity of construction crews. 
 
3. Impact on improving construction productivity 
This study will lead to the development of a novel multi-objective optimization model for 
repetitive construction projects that is capable of minimizing the use of overtime hours 
and generating optimal tradeoffs among project duration, work interruptions, and overtime 
use. This is expected to result in significant improvements in construction productivity due 
to (1) maximizing the learning curve effect for construction crews by maximizing their work 
continuity; (2) reducing the use of overtime hours and its negative impacts on labor 
productivity; and (3) improving the overall productivity of the construction industry by 
accelerating the completion of repetitive construction projects and improving the 
efficiency of resource utilization in repetitive construction projects. 
1.6 Report Organization 
The organization of this report along with its relation to the main research objectives and 






Chapter 2 explores the latest literature in area of planning and scheduling of repetitive 
construction projects in order to establish the baseline knowledge. It presents a detailed 
and comprehensive review on existing scheduling techniques and existing scheduling 
optimization models that were specifically designed to address the unique requirements 
of repetitive construction projects. 
 
Chapter 3 presents the development of a novel heuristic scheduling model for repetitive 
projects that provides the capability of (1) generating an early start schedule that 
minimizes both project the duration and its total work interruptions; (2) calculating 
important types of floats for repetitive construction projects that can be used to analyze 
the impact of delaying the early start of repetitive construction activities on the work 
continuity of construction crews; and (3) providing planners with the early start and late 
start schedules for each repetitive activity which provides them the flexibility to generate 
a wide range of intermediate schedules. This chapter discuss the model development in 
three main phases (1) early schedule computation phase; (2) work-continuity float 
calculation phase; and (3) performance evaluation phase. 
 
Chapter 4 presents the development of an innovative optimization model for scheduling 
repetitive construction projects that is capable of searching for and identifying an optimal 
schedules for each activity that minimizes the project duration, work interruptions, and 
interruption costs. The computations of the developed model in this chapter are organized 





optimal schedule that simultaneously minimizes the project duration, work interruptions, 
and interruption costs; (2) an initial scheduling module that calculates the early start date 
and work-continuity total float for each activity in all of its repetitive sections; (3) an 
intermediate scheduling module that generates a set of feasible schedules that 
simultaneously minimize project duration and work interruptions; and (4) an interruption 
cost module that calculates total interruption cost for each of the generated schedules in 
the previous module. 
 
Chapter 5 presents the development of a novel multi-objective optimization model for 
repetitive construction projects that is capable of minimizing the use of overtime hours 
and generating optimal tradeoffs among project duration, work interruptions, and overtime 
use. The multi-objective optimization model in this chapter is developed in three main 
phases (1) formulation phase that identifies all relevant decision variables, and formulates 
the three objective functions of the model; (2) implementation phase that executes the 
model computations using multi-objective genetic algorithms; and (3) performance 
evaluation phase that analyzes the performance of the developed model and illustrates 
its new and novel capabilities using an application example of a repetitive construction 
project. 
 
Chapter 6 presents the conclusions, research contributions, and recommended future 







2. CHAPTER 2 
LITERATURE REVIEW 
2.1 Introduction 
Planning construction projects efficiently is one of the most important aspects of delivering 
projects successfully. Therefore, research examining the scheduling and planning of 
construction projects has become increasingly more important over the past several 
decades. Due to the necessity of maintaining work continuity for construction crews in 
repetitive construction projects, traditional scheduling techniques are not suited for 
scheduling this class of projects efficiently. Therefore, there is a strong demand for 
planning and scheduling techniques that are suited for repetitive construction projects. 
This chapter discusses previous research examining existing scheduling techniques in 
construction projects, with an emphasis on the techniques that were developed primarily 
for scheduling repetitive construction projects. It also includes a review of studies of the 
optimization of scheduling of such projects.  
2.2 Construction Scheduling Techniques 
Over the past several years, many scheduling techniques have been developed for the 
construction industry. The overarching goal of each of these techniques is to provide the 
project with a plan and schedule that account for specific aspects of the project. For 
example, network-based scheduling methods were designed to identify the minimum 
project duration without accounting for resource availability and utilization. This section 





construction projects with a focus on the development of techniques for scheduling of 
repetitive construction projects. More specifically, the review will address non-repetitive 
and repetitive construction project techniques, as well as the integration of repetitive and 
non-repetitive activities techniques. 
2.2.1 Traditional Scheduling Techniques 
Many scheduling techniques have been developed to determine minimum project 
duration for construction projects. These techniques have evolved since the World War I 
and primarily include the Gantt chart and network scheduling techniques. 
2.2.1.1 Gantt Chart Technique 
The Gantt chart technique is a graphical scheduling technique that was developed by 
Henry L. Gantt during World War I (Wilson 2003). It displays project activities in the form 
of bar charts. Each bar represents a scheduled activity, and its start and finish times; thus, 
the bar’s length reflects the activity’s duration. Due to its simplicity, this scheduling 
technique is still one of the most commonly used tools in the construction industry 
(Olawale and Sun 2010) and in general project management (Besner and Hobbs 2008; 
Geraldi and Lechter 2012). However, the Gantt chart technique is limited by its lack of 
illustration of the precedence relationships between the tasks and its incapability of 
determining the free float and total float to identify the critical activities that may delay the 
project (Chrzanowski and Johnston 1986; Stradal and Cacha 1982). Moreover, it does 





2.2.1.2 Network Scheduling Techniques 
During the 1950s, network scheduling techniques were developed and then have been 
widely used as a main scheduling tool in construction field (Lu el et. 2008). These 
techniques include the arrow diagram method (ADM) and precedence diagram method 
(PDM). In the ADM, project tasks are represented in a form of arrows, with the nodes 
between these arrows representing events. The finish-to-start relationship between 
successive tasks is the only relationship considered in this method. However, in the PDM, 
project tasks are displayed in the form of nodes, and the arrows connecting them illustrate 
the precedence relationships between the scheduled activities. The precedence 
relationships in this method can be finish-to-start, finish-to-finish, start-to-start and start-
to-finish. Similar to the Gantt chart technique, network technique is designed to identify 
the schedule that will allow the project to be completed as early as possible. However, 
network techniques have the advantage being able to identify critical activities in the 
considered project. In addition, these techniques can calculate early start, early finish, 
late start, and late finish times to help decision makers manage projects. 
 
Another similarity between network techniques and the Gantt chart technique is the lack 
of consideration of workspace conditions and resource utilization and availability. For this 
reason, many researchers have criticized these scheduling techniques because they 
focus on achieving minimum project duration without accounting for such critical elements 
(Birrell 1980; Davies 1974; Kavanagh 1985). Birrell (1980) argued that network 
scheduling techniques were originally developed for the purposes of military and industrial 





decision makers are most concerned about resource utilization rather than determining 
how to achieve the shortest project duration.  Moreover, construction planners prioritize 
resource utilization, rather than critical path identification, in scheduling construction 
projects (Kavanagh 1985). Others have criticized network scheduling techniques 
because they are incapable of considering multiple resources strategies or graphically 
presenting a project’s progress (Adeli and Karim 1997).  
2.2.2 Repetitive Construction Scheduling Techniques 
Although the traditional scheduling techniques, such as Gantt, ADM, and PDM, are widely 
used in the construction industry, their applications to scheduling repetitive construction 
projects have been criticized for several reasons. When used for scheduling repetitive 
projects, these techniques produce a complicated network of tasks that are hard to 
visualize (Reda 1990; Suhail and Neale 1994; and Stradal and Cacha 1982). El-Rayes 
(1997) provides an example that illustrates the complexity and redundancy of traditional 
scheduling methods once applied to repetitive tasks. The example uses data generated 
by a previous residential project in which there were 200 housing units and each unit 
consisted of a simple network of 24 tasks (Carr and Meyer 1974). If network-based 
techniques were used in scheduling this project, they would have produced a complex 
and redundant network of 4800 tasks (El-Rayes 1997). 
 
Traditional scheduling techniques also fail to consider the importance of maintaining work 
continuity for the construction crews, particularly for projects in which crewmembers are 





1990; Russell and Wong 1993; Hegazy and Wassef 2001; and Arditi et al. 2002).  El-
Rayes (1997) and Hegazy et al (1993) argued that the resource allocation method is also 
incapable of maintaining work continuity. The strategy of maintaining work continuity in 
repetitive projects is an effective and efficient tool for managing resource utilization, as it 
enables crews to keep working without interruptions when they move between repetitive 
units. Consequently, it leads to a project schedule with minimum crew idle time, thus 
maximizing learning curve effects and improving crew productivity (Ashley 1980; and 
Birrell 1980). 
 
Because of the limitations of using traditional scheduling methods, several alternative 
techniques have been developed for scheduling repetitive projects. These techniques 
focus on maintaining work continuity and are classified into four categories: (1) Line of 
Balance (LOB), (2) a combination of LOB and CPM, (3) Linear Scheduling Method (LSM) 
and (4) other repetitive scheduling techniques.  
2.2.2.1 Line of Balance 
In 1942, the U.S. Navy developed the Line of Balance (LOB) technique for the purpose 
of scheduling and controlling industrial manufacturing operations (Lumsden 1968). The 
National Building Agency later adapted the technique to make it suitable for scheduling 
repetitive construction projects (Yang and Loannou 2004). The LOB method was 
developed based on the assumption that the output rates for repetitive activities are a 
constant. Thus, this technique is only capable of scheduling typical repetitive activities. It 
is a graphical method that presents the project schedule in a diagram on an X-Y Axis, 





illustrates project duration, and the start and finish times of each repetitive unit in each 
activity. Activities in the LOB diagram are highlighted in the form of bars, where the width 
of the bars represents the duration of activities, and their slops represent the output rate 
of the repetitive activities as shown in Figure 2.1. 
 
 
Figure 2.1 Line of Balance (LOB) Representation 
 
LOB scheduling techniques enable construction planners to maximize resource utilization 
by adjusting the production rates of the repetitive activities. These adjustments are a part 
of a process known as “balancing production rate”, which is one of the primary objectives 
of the LOB technique (Srisuwanrat 2009). Lutz (1990) argued that balancing production 
rate leads to identifying the most efficient crew sizes for repetitive activities, thereby 
avoiding overuse of resources. Theoretically, schedulers are required to select minimum 
production rates among the repetitive tasks and apply this minimum production rate to 
other repetitive tasks to achieve the balancing production rate (Srisuwanrat 2009). For 





















2 units per day respectively, the selected productivity rate for these activities that 
balances the production rate is 1 unit per day. If the project schedulers want to speed up 
the project, they are required to increase the unit production rate for activity A by one unit 
per day; then the balance production rate will be 2 units per day. 
 
Several researchers have attempted to develop different versions of LOB for scheduling 
repetitive construction projects while maintaining these core concepts and assumptions 
(Lumsden 1968; Carr and Meyer 1974; Arditi and Albulak 1979; Arditi and Albulak 1986; 
and AlSarraj 1990). Hegazy et al (1993) introduced a new version of LOB to facilitate 
developing an improved LOB diagram. One of the difficulties associated with the original 
LOB method was preparing the graphical presentation of overlapping activities when their 
productivity rates are same. Thus, the new version of LOB plots repetitive activities in two 
diagrams instead of one diagram, where critical activities are plotted in one and other 
activities are plotted in another to avoid overlapping among the concurrent activities. Arditi 
and Albulak (1979) suggested also using different colors to simplify preparation of the 
LOB diagram, represent repetitive activities and enhance clarity of the project schedule.  
 
Other research efforts have focused on developing a mathematical approach, as opposed 
to a graphical approach, for the LOB technique. AlSarrig (1990) developed a formulation 
that is capable of identifying the start and finish times for each unit in each task.  Adapting 
a concept similar to LOB, Hegazy et al (1993) developed a prototype PC-based computer 
program (BAL) to schedule and control typical repetitive activities. The BAL prototype 





interface for construction planners to update the project schedule to complete the project 
within the target duration. It also provides essential information about the project’s 
planned and actual progress and an index of the project’s schedule performance. 
 
Thabet and Beliveau (1994) developed a model similar to LOB that also accounts for 
workspace constraints. This model determines the workspace demand and availability for 
each activity before the activity begins. If the workspace demand for any particular activity 
is less than workspace availability, the model schedules that activity. If not, it allows for 
one of the following alternatives to avoid a lack of workspace: decrease the production 
rate of construction crew, delay the start of the activity or interrupt activity flow. 
 
To compare the effectiveness of network and LOB techniques in scheduling repetitive 
projects, Arditi and Albulak (1979) carried out two schedules for the same repetitive 
construction project. They found that scheduling using LOB tends to be more practical 
and efficient than network techniques, particularly in terms of time and effort consumed, 
schedule insights and resource utilization. In spite of the widespread use of traditional 
scheduling techniques, this and other studies demonstrate the apparent advantages of 
LOB over using traditional methods in scheduling linear construction projects (Harmelink 
and Rowings 1998). The primary advantages of LOB are the elimination of resource 
allocation, as it produces a resource-driven schedule; maintenance of resource continuity; 







Despite these advantages, LOB has been also criticized for its limitations.  As discussed, 
the LOB graphical schedule presents a visual challenge when activities overlap due to 
identical productivity rates (Arditi and Albulak 1979). In addition, Kavanagh (1985) argued 
that LOB is an impractical tool for scheduling complex repetitive projects, as this 
technique was designed for scheduling simple repetitive activities. Because LOB 
assumes a constant productivity rate for repetitive activities, it cannot be used for 
addressing and scheduling non-typical repetitive projects (Carr and Meyer 1974; 
Johnston 1981; O'Brien 1985; Arditi and Albulak 1986; Lutz 1990; Russell and Wong 
1993; Yang 2002). In reality, many repetitive construction projects include non-typical 
repetitive activities, and thus are unable to use the LOB scheduling method, as it is 
restricted to typical repetitive projects. 
2.2.2.2 Combination of CPM and LOB Techniques 
Several studies have combined CPM and LOB in repetitive construction projects in efforts 
to maximize the benefits of each method (Suhail and Neale 1994; Hegazy and Wassef 
2001; Ammar 2013; and Dolabi, et al. 2014). The CPM provides a time-based schedule 
that has more details and identifies critical activities, while LOB provides a schedule that 
complies with resource continuity and availability constraints. 
 
Suhail and Neale (1994) introduced a CPM/LOB scheduling method for repetitive 
construction projects. To identify the total float of each first unit in the activities and the 
needed duration for the subnetwork, they used CPM to schedule the network of repetitive 
activities for only the first units. Then, to meet the desired deadline, LOB was used to 





were relaxed without affecting the project deadline. This approach, however, does not 
allow for the maintenance of construction crew continuity (El-Rayes 1997). It also does 
not consider the availability of construction crews, and it may not provide accurate results 
if the required number of crews are rounded to an integer (Ammar 2013). 
 
Similarly, Ammar (2013) developed a CPM/LOB model to schedule typical linear projects 
to meet the pre-specified deadline; this model considers work continuity and logic 
relationships. The model was implemented in five steps: 1) perform CPM for the 
subnetwork; 2) perform LOB to identify the number of needed crews; 3) determine 
duration of the activities; 4) specify the logic dependency; and 5) perform CPM with 
overlapping activities. The initial step is to identify the critical activities, total floats and the 
duration of the subnetwork. Then, the model calculates the number of required crews for 
each activity based on the information obtained from the first step. Third step is to 
determine the required time for completion of all units for each activity. The logic 
relationships between the activities are specified in fourth step based on the selected 
progress rate for the activities; these relationships can be start-to-start, start-to-finish, 
finish-to-start and finish-to-finish. To produce a final schedule, forward and backward 
paths are performed for the network, which consists of overlapping activities. The 
scheduling model provides early start time and late start time for each activity. 
 
As discussed, CPM/LOB methods are not always ideal, as they may lack accuracy in 
meeting the project deadline if the number of required crews is rounded to an integer. 





challenge in scheduling linear projects. They proposed new algorithms, heuristic line of 
balance (HLOB) and search-based heuristic line of balance (SBHLOB), for scheduling 
repetitive activities. The repetitive activities are grouped in a number of blocks, where 
consecutive activities are grouped together in one block. They suggest four heuristic rules 
to consider through scheduling process that may help to make a proper decision to crash 
the project time in order to meet the project deadline. The first three rules are used to 
determine whether or not to increase the number of crews involved in the first block, 
intermediate blocks and last block. For example, one rules states that an increase in the 
number of crews for activities in the first block of the project is allowed if the first block 
and its successive coverage. The fourth rule identify the blocks that have higher priority 
in the selection process. 
 
Although the combination of CPM and LOB methods provides more details in scheduling 
repetitive projects, this technique is still inadequate for scheduling non-typical repetitive 
projects. Moreover, most of the limitations of the LOB scheduling technique still exist for 
CPM/LOB techniques. 
 
2.2.2.3 Linear Scheduling Method 
The Linear Scheduling Method (LSM) was developed to schedule typical and non-typical 
repetitive projects and overcome the limitations of the LOB technique (Slinger 1980; 
Johnston 1981; and Chrzanowski and Johnston 1986). Similar to LOB, LSM was 
designed to maintain work continuity, and it presents the schedule in the form of a 





are represented by lines. Since the quantity of work varies from one unit to another in a 
single activity, the production rates (i.e., the slopes) for repetitive activities also change 
from one unit to another, as shown in Figure 2.2, which shows the differences between 
LOB and LSM. 
 
 
Figure 2.2 Linear Scheduling Method (LSM) Representation 
 
While the principle of LOB is to balance the productivity rate among the repetitive units, 
the primary principle of LSM is to plan and schedule the repetitive activities; these are the 
fundamental differences between the two methods (Johnston 1981). Compared to CPM, 
there are advantages and disadvantages associated with using LSM. Chrzanowski and 
Johonston (1986) demonstrated this in scheduling a practical highway project using these 
two techniques. They found that LSM provided a project schedule with fairly information 
and made it easier to visualize project progress and production rate of each unit in each 
activity. However, LSM did not consider non-repetitive activities, and compared to CPM, 






















Many researchers argue that the duration of repetitive construction projects can be 
minimized by allowing selected interruptions (Selinger 1980; Russell and Wong 1993; El-
Rayes and Moselhi 2001). Several studies attempt to demonstrate this by maximizing 
work continuity for construction crews (Russell and Wong 1993; El-Rayes and Moselhi 
2001; Hyari and El-Rayes 2006; Nasser 2006; and Long and Ohsato 2009). Most of these 
models, as will be discussed in the next part of the literate, require construction planners 
to develop an optimization model and set the interruption vectors as a decision variable. 
More recently, Long and Ohsato (2009) developed a scheduling formulation that, through 
a series of mathematical steps, determines minimal project duration and maximum work 
continuity for all construction crews; this technique eliminates the need for the 
development of an optimization model. The developed algorithms identified the start and 
finish times of each repetitive unit in repetitive activities, as well as how much interruption 
time construction crews should have between the sequential units in those activities. 
 
Duffy et al. (2011) developed another approach to scheduling repetitive activities: linear 
scheduling method with varying production rates (LSMVPR). The model considers three 
production variables. The first variable is time, where the production rates for the 
repetitive activities are changed at specific points along the project’s duration. For 
instance, the production rates for the activities in week 3 could be reduced by half due to 
a holiday. Thus, the model considers time variations, such as holidays, in the scheduling. 
The second variable is location, where the production rate is changed in some locations 
(units) of the repetitive activities due to, for example, site and/or geotechnical conditions. 





and locations, such as location 3 of the project between the third and fourth weeks. This 
time-location variable can be applied for weather conditions. This method does not, 
however, consider non-typical repetitive activities. It is also designed to assign a single 
construction crew for each repetitive activity. 
2.2.2.4 Other Repetitive Scheduling Techniques 
There are several other techniques that have either different procedures or names but 
still aim to maintain work continuity. El-Rayes and Moselhi (1998) introduced a resource 
driven scheduling model for typical and non-typical repetitive activities. The model was 
designed to schedule repetitive construction projects under the constraints of precedence 
relationships, crew availability, and crew work continuity. It allows construction planners 
to assign multiple crews to perform a single activity simultaneously as each unit is 
completed by single crew.  With this model, construction planners can also specify the 
crew availability period, work interruption between two successive units and using a 
different unit order for each activity. The model was implemented using the language 
programming of Borland C++ for Windows incorporated with object-oriented 
programming for the scheduling formulation. The algorithm was developed in two stages, 
the first of which involves setting precedence relationships constraints and crew 
availability constraints. In the second stage, crew work continuity constraints are used to 
correct the idle time that may be generated in some units during in the first stage. The 
outputs of the model are the start time, finish time and assigned crew for each unit.  
 
Huang and Sun (2006) presented a non-unit-based algorithm for planning and scheduling 





determine the duration of repetitive projects while maintaining the continuity of crew 
usage.  There are four primary characteristics of the non-unit-based algorithm. First, the 
repetitive units in each activity are grouped to share various resource crews. Thus, each 
unit in a repetitive activity can use a different resource crew. Second, there is no logic 
relationship between the units in a single activity, and the repetitive units for each activity 
are ordered based on the priority set by construction planners. In addition, construction 
planners must specify the relationship between each unit in an activity with other units in 
other activities. Finally, cost and time of mobilization, demobilization and routing between 
units in a repetitive activity are considered in the planning and scheduling. Since this 
method is not capable of optimizing resource assignment or prioritizing assignment of the 
repetitive units, the construction planners must assign a specific resource for each unit in 
the repetitive activities and input the priority of each unit in each activity. 
 
As discussed previously, one of the drawbacks associated with scheduling techniques 
such as CPM and LSM is the consideration of job logic constraints between the sequential 
units as hard logic. This means that construction crews should perform the work starting 
from a pre-specified unit, termed unit one, and move in a pre-specified order (i.e., 1, 2, 
3…). Srisuwanrat (2009) provides an illustration of the impact of hard job dependency on 
a repetitive project schedule. The example was a residential project consisting of three 
houses, units 1, 2, and 3. When scheduled based on the order 1, 2 and 3, the project 
duration was two weeks longer than scheduling the project based on order 2, 3, and 1, 
as shown in Figure 2.3. Thus, altering the units’ order, a process termed “soft logic”, 





typical repetitive projects.  It should also be noted, however, that in some cases, soft logic 
is not applicable.  An example of this would be a constructing slab task in high-rise 
building consisting of repetitive floors in which the lowest floor’s slab must be completed 




a) Project schedule based on ordering units from unit 1 to unit 3. 
 
 
b) Project schedule based on ordering units from unit 2 to unit 3 and unit 1. 


























































Several studies have attempted to develop a schedule for repetitive construction projects 
with a consideration of soft logic (Fan and Tserng 2006; Fan and Lin 2007; and Fan et al. 
2012). Fan and Tserng (2006) introduced soft logic sequencing principles in scheduling 
typical repetitive constitution projects. They argued that construction planers might select 
fixed logic relationships between repetitive activities that lead to longer project duration. 
The developed model considered the maintenance of strict work continuity without 
allowing for any selected interruptions. The repetitive project in the proposed scheduling 
method was divided into number of work areas (i.e., building 1, building 2 and building 3), 
and repetitive activities were repeated a given number of times in each work area, such 
as level 1, level 2 and level 3. The proposed method was capable of parallel assignment 
of multiple crews to perform a repetitive activity in different work areas. This model 
consists of three modules: 1) input module, 2) scheduling module and 3) work continuity 
maintenance module. The input model provides an interface for construction planners to 
input the data required for analyzing and scheduling the repetitive projects; these data 
include durations, work areas, number of available crews and basic construction process 
(BCP). Each repetitive activity can be defined in this model as fixed or soft logic. The 
schedule model uses an object-oriented evaluation and review technique (OERT) 
developed by Fan et al. (2003) and its goal is to determine the logic that provides near-
shortest duration. Lastly, the work continuity algorithm was developed to avoid any work 
interruptions generated in the previous schedule by identifying optimal start for activities. 
 
In reality, after starting the project, the actual progress may be behind the planned 





delays in receiving supplies, unforeseen circumstances or quality issues. Thus, there was 
a pressing need to develop a model to re-schedule repetitive projects and accelerate 
certain activities to meet project deadlines with minimal additional cost (Hassanein and 
Moselhi 2005; and Bakry et al. 2014). 
 
Hassanein and Moselhi (2005) introduced a formulation to address this challenge. This 
model was designed to identify the repetitive activities that should be accelerated and the 
amount of overtime usage for the selected activities. It also allows for several expediting 
strategies, including overtime work, double shifts and weekends, and accounts for the 
impact of the overtime strategy on overall productivity. This model was developed using 
a Windows-based prototype software and incorporates an object-oriented scheduling 
model (Hassanein 2002), which maintains strict work continuity. 
 
Bakry et al. (2014) enhanced the capabilities of Hassanein and Moselhi’s (2005) model. 
In this model, construction planners are required to assess project performance and 
update the crews’ productivity rates and the size of buffers based on project performance. 
This model suggests a formulation that project managers can use to determine the new 
size of buffers. While the previous model (Hassanein and Moselhi 2005) accelerated the 
all repetitive activities once they were selected and with the same rate of overtime usage, 
this model was designed to select the units that must be accelerated, and each unit may 
be assigned different overtime hours. This procedure can reduce the inefficient use of 






Another group of scheduling techniques, non-deterministic techniques, have been 
established to consider uncertainty in scheduling repetitive projects. Most the 
development models in this group (Ashley 1980; Kavanagh 1985; Lutz 1990; Lutz and 
Halpin 1992; Lutz et al. 1994; Senior and Halpin 1994; Chehayeb and Abourizk 1998; 
Polat et al. 2009; and Srisuwanrat 2009) incorporate simulation tools to account for the 
uncertainty of activities’ durations. They attempt to include stochastic input in the process 
of generating the project schedule by using historical data. Besides the challenge of 
gathering a sufficient amount of previous records, using historical data may provide 
inaccurate information because they may be from projects that were subjected to 
uncertain conditions, such as severe weather and poor skilled labor, while the undertaken 
project may be subjected to other sources of uncertainty (Bakry 2014). Thus, using 
historical data may inaccurately present uncertainties for the project being considered.  
 
Unlike the previous models, Maravas and Pantouvakis (2011) developed the fuzzy 
repetitive scheduling method (F-RSM), a graphical method that eliminates the need for 
historical data when considering uncertainties in scheduling typical and non-typical 
repetitive activities. The proposed method takes into consideration the uncertainty of unit 
production rates, which are affected by crews’ outputs. Since the quantity of work may 
vary from one unit to another in an activity, the unit production rate (duration) may differ 
among the repetitive units. This method incorporates fuzzy set theory and the repetitive 
scheduling method (RSM). Each repetitive unit consists of three production rates (a, b, c) 
representing the lowest expected production rate, the most likely expected production 





specified by experts. In a scheduling process, this method does not allow for any crew 
work interruptions.  The resulting graphical solution presents each repetitive activity with 
three lines matching to the three fuzzy values (a, b, c). This model helps construction 
planners visualize the uncertainty of outputs of construction crews in the simple project 
schedule. For complex projects, however, it may become difficult to visualize the schedule 
due to overlapping activities.  
 
Other repetitive scheduling techniques include the vertical production method (VPM) (O’ 
Brien 1975), repetitive scheduling method (RSM) (Harris and Loannou 1998; and Yang 
and Loannou 2004), time space scheduling method (Stradal and Cacha 1982), and a 
productivity scheduling method that is based on mathematical model and uses singularity 
functions (Lucko 2008). These methods aim to schedule linear and repetitive construction 
projects. However, none of these methods considers identifying selected work 
interruptions to minimize the project duration while maximizing the continuity of work for 
construction crews. In addition, and most of them were designed for specific types of 
repetitive projects. 
2.2.3 Integration of Repetitive and Non-Repetitive Activates in Scheduling 
Construction projects, such as the construction of high-rise buildings, may consist of 
repetitive and non-repetitive activities. Activities of mobilization, excavation, foundation 
and demobilization in the high-rise building are considered to be non-repetitive activities 
because they are performed only one time during the project, while activities of column, 





carried out on the first floor and repeated on the above floors of the building. One of the 
main limitations of the aforementioned scheduling techniques (i.e., CPM, LOB and LSM) 
is their inability to consider both repetitive and non-repetitive activities. Non-repetitive 
activities can be scheduled using traditional techniques, such as the critical path method, 
which satisfies job logics among the activities. However, repetitive activities can be 
scheduled using repetitive scheduling techniques, such as LOB and LSM, which maintain 
work continuity for construction crews and satisfy job logics among the repetitive 
activities. Thus, the development of a scheduling model that integrates repetitive and non-
repetitive scheduling techniques would provide a practical and efficient tool for scheduling 
construction projects (El-Rayes 1997). Several studies have attempted to develop such 
scheduling models (O’Brien 1975; O’Brien et al. 1985; El-Rayes and Moselhi 1993a; 
Russel and Wong 1993; El-Rayes 2001b; Adeli and Karim 1997; and Moselhi and 
Hassanien 2003(.  
 
The Vertical Production Method (VPM) was introduced by O’Brien (1975) to schedule the 
construction of high-rise buildings. It suggests that schedulers use network-based 
techniques to schedule non-repetitive activities separately, while using VPM to schedule 
repetitive activities, VPM has the same concept of LOB. Moselhi and El-Rayes (1993a) 
later developed an object-oriented scheduling model for scheduling of repetitive and non-
repetitive activities in construction projects. The model defines three types of precedence 
relationships between the two types of the activities: regular-relation, repetitive-relation 
and hetero-relation. The objects utilized in this model represent the repetitive and non-





scheduling techniques and traditional scheduling techniques were integrated in the 
process of designing these objects. 
 
To conclude the investigation of scheduling methods and models for repetitive 
construction projects, it is essential to note that the discussed scheduling techniques are 
incapable of optimizing the project schedule.  
2.3 Optimization of Repetitive Construction Scheduling 
Optimizing the schedules of repetitive construction projects is more complicated than non-
repetitive projects because of the need to consider work continuity constraints for 
construction crews. Thus, many optimization models have been introduced to optimize 
repetitive construction projects’ schedules. These optimization models have different 
objectives, such as minimizing project duration or project cost.  
 
One of the challenges of repetitive construction projects is identifying optimal resource 
utilization for each repetitive activity to achieve a specific objective. The costs and time 
required to perform any particular task may vary based on different factors, such as the 
crew size, the number and type of equipment, overtime usage, number of shifts and 
construction methods. The duration of construction activities can be reduced to a certain 
limit at additional cost. In non-repetitive projects, minimizing project duration can be 
achieved by reducing the duration of critical paths’ activities. However, in repetitive 
projects that maintain strict work continuity, the situation is more complex, as reducing 





increasing the direct and indirect project costs. Consequently, construction planners are 
required to examine different combinations of crew options to identify the optimal 
combination for minimum project duration or cost. The number of possible combinations 
that need to be considered is NI, where N is the number of crew formations for each 
repetitive activities and I is the number of repetitive activities (El-Rayes 1997). For 
instance, a in order to identify optimal crew formation for construction project that consists 
of 20 activities, and each activity can be performed by one of five possible crew 
formations, schedulers are required to analysis a notation of 520 possible combinations to 
indicates the optimal crew formations (El-Rayes 1997). It is clearly inapplicable and 
unfeasible to determine optimal repetitive projects’ schedules by using enumeration 
techniques (Cooper and Cooper 1981; El-Rayes 1997; and Bakery 2014). 
 
Another challenge of scheduling repetitive projects is identifying the optimal interruption 
vectors for each repetitive activity for minimizing overall project costs or project duration.  
As stated earlier, allowing work interruptions between repetitive units may minimize the 
project duration (Selinger 1980; Russell and Wong 1993; El-Rayes and Moselhi 2001). 
For example, in the context of minimizing project costs, there are three possible outcomes 
of allowing work interruptions between two sequential units by random periods: reducing 
project costs, increasing project costs or having no impact on project costs. If, after 
allowing work interruptions, the project duration decreases, the indirect costs of the 
project decrease and the direct costs of the project increase due to interruption costs. In 
this case, there are three possible outcomes. The overall project costs decrease because 





project. Secondly, the overall project costs increase because the reduction in the indirect 
costs is less than the increase in the direct costs of the project.  Thirdly, the overall project 
costs stay at the same level because the reduction in the indirect costs is equal to the 
increase in the direct costs of the project. If, after allowing work interruptions, the project 
duration increases or does not change, then the project costs directly increase. This 
demonstrates the complexity of the process of planning repetitive projects.  
 
The total number of possible combinations that need to be considered to identify the 
optimal length of work interruptions between two sequential activates is T(I x (J-1)), where T 
is the maximum allowed period of work interruption between any two sequential units, 
and J is the number of repetitive units in the project. Continuing with the previous example 
(520), if each activity consists of 10 units and the maximum allowed interruption between 
repetitive units is 7 days, the total possible combinations of work interruption vectors that 
need to be considered is 7(20 x (10-1)), or (7180) combinations. Thus, the total possible 
combinations that need to be considered to determine the optimal crew formation and 
work interruptions for each activity is 520 x 7180 combinations. Again, it is inapplicable and 
unfeasible to address this challenge using enumeration techniques.  
 
These challenges provide an overview of the complexity of planning repetitive projects. 
Due to the proposed limitations of enumeration techniques to identify an optimal repetitive 
project schedule, many optimization models have been developed for planning and 
scheduling repetitive construction projects and achieving multiple objectives. These 





programming and genetic algorithms (GAs). The following sections discuss optimization 
models developed by utilizing these techniques. 
2.3.1 Dynamic programming Models 
A number of formulations have been introduced for optimizing repetitive construction 
project schedules using dynamic programming techniques. These techniques are 
categorized based on their corresponding construction objectives: minimization of project 
duration, minimization of project costs or a combined of time-cost bidding. 
2.3.1.1 Minimizing Project Duration 
Selinger (1980) introduced a dynamic programming model to schedule repetitive 
construction projects. The model aims to identify optimal resource utilization for 
minimizing project duration. It applies a strict work continuity strategy once the 
construction crews start the job, even though allowing work interruptions may lead to a 
shorter project duration. This model allows for the identification of the optimal crew for 
each activity among suggested crew options from construction planners, hence 
identifying the optimal schedule. 
 
Russell and Caselton (1988) presented a two state variable, N-stage dynamic 
programming formulation for scheduling linear construction projects. The model’s 
objective is to minimize overall project duration. The two state variables for any one 
activity, which are specified by construction planners and represented as vectors, are a 





This model can schedule non-typical repetitive activities and considers work continuity 
constraint. To achieve the model’s objective, the adopted notational scheme is 
implemented to represent unit duration and interruption duration vectors. Consequently, 
the local optimization is performed to generate the earliest start times for each activity 
associated with different combinations of crew options and interruption duration vectors. 
After solving all local optimization problems, the possible project duration times are 
identified based on the determined earliest start times. The optimal project duration is 
then defined as the minimum value among the computed project durations. Although the 
model introduced work interruption in computational process, unlike the model developed 
by Selinger (1980), its primary limitation is its consideration of only the set of interruption 
vectors that were pre-prepared by construction planners. Thus, it cannot consider all 
possible sets of interruption vectors to find the optimal solution, which makes the model 
impractical, as the construction planners are required to identify an arbitrary unbound set 
of interruption vectors for each crew option prior to scheduling (El-Rayes and Moselhi 
2001). 
 
Similarly, El-Rayes and Moselhi (2001) developed a perfect dynamic program formulation 
to minimize project duration by optimizing construction crew formations and maximize 
work continuity by optimizing work interruption for the crews. This model aims to 
circumvent the limitation of the available formulations in accounting for a work interruption 
strategy in optimizing repetitive construction projects. Its interruption algorithm 
automatically provides a set of non-dominated and feasible interruption options for each 





the repetitive activities while complying with crew availability constraints, job logic and 
then crew work continuity constraints. Then, an interruption algorithm is developed to 
automatically generate a set of non-dominated and feasible interruption vectors for each 
crew option, which will be used as a second decision variable in the proposed optimization 
model. This algorithm calculates the upper limit of the number of interruption days for the 
construction crew in each repetitive unit, which makes the developed optimization model 
a bounded optimization problem. This dynamic programming model uses a forward and 
backward path to meet its objectives of identifying the optimum interruption vector and 
crew formation for each activity to minimize the project duration and maximize work 
continuity. The forward path generates the local optimal predecessor crew option and 
work interruption vector for each combination of crew formation and work interruption 
vector in each activity in the project; this path is performed from the starting activity of the 
project to the last.  The information from the forward path is scanned into the backward 
path to identify the global optimum crew formation and interruption vector for each 
repetitive activity. While interruption options are automatically generated from the 
interruption algorithm, the crew formation for each activity must be specified by users. 
2.3.1.2 Minimizing Project Cost 
Moselhi and El-Rayes (1993b) presented a dynamic programming model to optimize costs 
in typical or non-typical repetitive construction project. The model was designed to 
eliminate any interruptions in working between the repetitive units. The primary objective 
of this model is to identify the optimal crew formation for each activity to minimize the total 
costs. This model follows a similar procedure of time-cost trade-off that was developed 





and backward pass. The forward pass is performed to identify the local optimal crew 
formation at the activity level from the starting activity to the last activity. The backward 
pass is performed to identify the overall optimum (global optimal) crew formation for each 
activity by scanning the generated local optimum crew formation in the forward pass 
through the last project activity to the starting activity. In addition to identifying optimal 
crew formations, this model can also present the optimal schedule that minimizes the total 
costs of the repetitive construction project.   
 
This model was further developed by Moselhi and El-Rayes (1993c) to address the 
impacts of the weather and learning curve on the crews’ productivity and thus on the 
overall costs in repetitive construction projects. The weather model was implemented 
using non-linear formulas to determine the productivity factor due to the weather, which 
is based on the temperature and humidity. The productivity factor is the average of the 
daily productivity factor for the activity’s duration. The learning curve effect shows that 
construction duration decreases due to improvements in the productivity rate when work 
progresses from one repetitive unit to another. The productivity factor due to learning 
curve effects is determined using equations developed by Humphreys (1991). 
Consequently, the model modified activity duration based on the two generated factors. 
In addition to its inability to account for work interruptions, Moselhi and El-Rayes’ (1993a 
and 1993b) models cannot produce a direct costs profile and time-cost trade-off curve to 






Another dynamic programming formulation was developed by Senouci and Eldin (1996) 
to determine the optimum crew formation for each activity to minimize overall construction 
costs. The model was designed to schedule non-serial linear projects that consist of 
multiple non-overlapping loop structures. This model can produce a time-cost trade-off 
curve and simultaneously analyze sequential and concurrent activities. However, this 
model does not account for work interruptions between repetitive units in the scheduling 
algorithm. In addition, the formulation is only designed for use with typical repetitive 
activities.  The dynamic programming for the proposed model was implemented in the 
two-stage forward path and backward path process previously described.  
 
Adeli and Karim (1997) introduced another dynamic programming formulation specifically 
for highway construction scheduling problems.  The formulation can model both repetitive 
and non-repetitive activities, with the objective of minimizing direct costs under a given 
project duration. The main feature of this model is that construction planners can specify 
different distances of the highway project for each segment in each activity. In addition, 
they can assign multiple crews to perform each repetitive activity. The formulation is 
implemented in four steps: 1) identification of project task, crew and segments; 2) 
specification of internal logic between repetitive tasks; 3) specification of logical 
relationships between repetitive and non-repetitive tasks; and 4) implementation of a 
neural dynamics cost optimization model. The first step includes breaking the project 
down into activities, and classifying each activity as repetitive or non-repetitive activity. 
This step also includes assigning the length of the segments in each repetitive activity 





repetitive activates.  The model does not allow assigning two crews to perform one 
segment of the highway project. The second step specifies the internal logic between 
repetitive activities. This includes specifying the work continuity relationships between two 
consecutive segments and the precedence relationships between the segments. The 
third steps assigns the sequence of all project activities, including repetitive and non-
repetitive tasks, as well as the buffer time between activities. The last step is to develop 
a neural dynamics cost optimization model. Although the model accounts for the impact 
of job condition on the crews’ outputs, its computations do not include interruption cost, 
which is the cost of crews during being idle. The model do not also attempt to identify 
optimal work interruptions of construction crews between the segments of the highway 
projects that minimize overall cost. 
 
Fan and Lin (2007) introduced a dynamic programming model to create a trade-off 
between time and cost in repetitive construction projects while considering soft logic. The 
aim of the model is to identify the optimal output rate for construction crews and optimal 
number of crews that perform repetitive units simultaneously for each repetitive activity 
(NAOT) to minimize total project costs. The precedence relationships among repetitive 
activities in this model were assumed to be finish to start only, and the model uses a cost 
optimization procedure that is similar to that of Moselhi and El-Rayes (1993a). Although 
this dynamic model has several benefits, it was designed to allow work interruptions 
without attempting to maximize work continuity. The model also requires of schedulers to 





procedure may lead to uncover all possible options of number of crews in the optimization 
process to select the optimal number of crews among them. 
 
Furthermore, other models were developed that are capable of minimizing either project 
duration or cost. El-Rayes (2001b) developed LSCHEDULER, an object-oriented model, 
for scheduling of repetitive construction projects with satisfying the following scheduling 
requirements: 1) resource-driven scheduling, 2) optimization of the project schedule and 
resource utilization and 3) integration of repetitive and non-repetitive activities in the 
scheduling model. To achieve the first and second requirements, the models developed 
by El-Rayes and Moselh (1998) and Moselhi and El-Rayes (1993b) were incorporated 
into LSCHEDULER. The model aims to either minimize project costs or project duration 
by optimizing the project schedule and resource utilization. 
 
Bakery (2014) developed a single state, N-stage dynamic programing model that 
accounts for uncertainty in optimizing the schedule of non-typical repetitive activities. This 
model utilizes a fuzzy technique during the process of scheduling the repetitive activities 
to account for uncertainty in crews’ outputs and quantities of unit work in the activities. 
When there are uncertainties, crews’ productivity and work quantities are expressed by 
three fuzzy values, which represent the lowest, most likely and highest possible values. 
Otherwise, when uncertainties are not being considered, one value (most likely) 
represents crews’ output and work quantity. The model aims to minimize project duration 
or cost by identifying optimal crew options for each repetitive activity. It determines 





backward path to identify global optimal crew options. The solution identifies three fuzzy 
values for project duration or cost, which are then combined in single value using 
algorithms. However, the model does not consider a work interruption strategy to 
minimize either project duration or cost while maximizing work continuity.  
2.3.1.3 Optimizing resource utilization for A+B Bidding 
El-Rayes (2001) developed a practical dynamic programming model to address the 
optimization of resource utilizations in highway construction projects under the A+B 
contracting method (bidding on cost and time). The primary objective of this model is to 
optimize the project duration and cost that minimizes the total combined bid price of the 
project being considered by identifying the optimal crew option and interruption days for 
each activity. This model was designed to apply a scheduling technique for repetitive 
construction projects, and it is supported with a Windows-based application to facilitate 
the optimization analysis for construction planners. The model uses algorithms developed 
by Hyari and El-Rayes (2001) for scheduling and generating a set of feasible interruption 
vectors. Inputted data are the activities information from the optimized project (i.e., 
number of activities and repetitive units, work quantity and job logic) and crew information, 
which includes number of crew formations for each activity and their daily outputs and 
cost of labor, equipment, material and interruption. This dynamic programming 
formulation was designed to perform the optimization in the forward and backward path 
sequence previously described. The output of the optimization identifies the optimal 
schedule, optimum crew formation for the activities, optimum idle time between the 
repetitive units of the highway project and crew and time costs for each activity and the 





Another two-state variable, N-stage, dynamic programming algorithm for A+B bidding 
was presented by Moselhi and Hassanien (2003). This model aims to optimize the 
scheduling of linear construction projects with respect to cost, duration or both. It is a 
resource-driven model that considers repetitive and non-repetitive tasks and accounts for 
non-typical repetitive units in the optimization process. The model takes into consideration 
the presence of horizontal obstructions such as rivers on resource assignments, and the 
impact of the learning curve and bad weather on productivity. It was designed to allow for 
multiple available crews performing a single activity simultaneously as each crew works 
in a different unit within the activity. However, unlike other models, this model applies a 
different crew assignment strategy in which construction crews are assigned to adjacent 
units to minimize travel time and cost as well as mobilization cost as shown in Figure 2.4. 
For example, if two crews are assigned to perform a typical repetitive activity consisting 
of 8 units, the first crew would perform units 1 through 4, and the second crew would 
perform units 5 through 8 as shown in Figure 2.4 (a). This is in contrast to other models 
that would assign crew 1 to units 1, 3, 5 and 7 and crew 2 to units 2, 4, 6 and 8 as shown 
in Figure 2.4(b). This model also enabled construction planners to input multiple 
availability periods for each crew, which addresses the limitation of other models that are 
designed to only allow a single availability period for each crew. However, this model 
maintains strict crew work continuity without permitting any interruptions.  The dynamic 
programming formulation was developed in two levels; activity and project levels, to 
identify optimal crew formation for each repetitive section. The model was implemented 









a) Moselhi and Hassanien (2003) Model 
 
b) Other models 
Figure 2.4 Crew Assignment Strategies 
 
2.3.2 Evolutionary Algorithms Models 
Evolutionary algorithms have widely used to search for the optimal schedule of repetitive 
construction projects. These efforts can be categorized into four groups based on the 
project objectives they attempt to optimize: 1) minimization of project duration, 2) 
minimization of project cost, 3) minimization of project duration and/or cost and 3) 
resource leveling. 
2.3.2.1 Minimizing Project Duration 
Hyari and El-Rayes (2004) developed a multi-objective optimization model that considers 
trade-offs between crew work continuity and project duration in the repetitive construction 





dominated construction plans that simultaneously minimizes work interruptions for crews 
and project duration. The model was developed to circumvent problems of the available 
planning and scheduling models that are only able to generate a single optimal solution 
for construction planners such as models developed by Selinger (1980), Russell and 
Caselton (1988), and El-Rayes and Moselhi (2001). This model, however, allows 
construction planners to have flexibility in selecting one of the generated optimal plans 
based on the specific requirements of the project. The model is implemented in two 
stages. The first stage involves the use of a scheduling model to establish a practical 
schedule for the activities included in the repetitive construction project. The scheduling 
model considers typical and non-typical repetitive activities. Additionally, it allows for 
compliance with crew availability, job logic, and crew work continuity constraints. This 
model presents the scheduled start and finish for each repetitive unit, total project duration 
and total number of interruption days. In the second stage, a multi-objective optimization 
module is performed to generate a set of optimal construction plans that maximize crew 
work continuity while minimizing the project duration at the same time. Thus, each 
generated optimal plan is a unique and non-dominated solution. The decision variables 
of the optimization model consist of the main two resource utilization variables, which are 
the crew formation for each activity and the crew interruption vector for each repetitive 
section. While interruption upper limits are automatically generated from the interruption 
algorithm, the crew formation for each activity must be specified by user.  
 
This multi-objective model was further developed by Hyari and El-Rayes (2006) to provide 





generated optimal solutions. To achieve this objective, a ranking and selection module 
was developed to operate in tandem with the scheduling module and multi-objective 
optimization module. This allows for ranking of the generated optimal plans from the multi-
objective optimization module. This module employs the multi-attribute utility theory to 
allow decision makers to indicate their degree of satisfaction with the generated optimal 
plans in terms of project duration and crew interruption days. 
 
Nasser (2005) presented a two-state variable model using spreadsheet software to 
minimize the overall repetitive construction project duration and number of interruption 
days. A genetic algorithm was utilized to determine the optimal resource formation, as 
well as the optimal crew interruption days for repetitive activities. This model was 
developed to present new techniques to minimize project duration and interruption days. 
It uses a simple spreadsheet without either inputting an arbitrary set of interruption vectors 
(Russell and Caselton 1988), or automatically generating a set of interruption vectors by 
using a detached module similar to that developed by El-Rayes and Moselhi (2001). This 
model was implemented in three steps. In the first step, calculations determine the earliest 
start time for the repetitive activities. Then, the model calculates the latest start time for 
each of the activity. Both of the previous steps generate the schedules that do not comply 
with work continuity constraint. Finally, the model determines the optimal start time for 
each activity that minimizes the project duration and interruption days for construction 
crews. The two-state variables that are considered are the interruption days between two 
successive units and the crew options for each activity. It requires construction planners 





work interruptions between any two repetitive units. This model can optimize typical and 
non-typical activities. However, the proposed approach has two significant limitations. 
First, it is not guaranteed to provide the optimal solution if the optimal solution requires 
work interruptions between at least one of two following units exceeding the upper limit 
specified by construction planners. In addition, the optimization model may become 
impractical and unsuited for large-scale construction projects because it requires a scan 
of a large number of possible solutions, and these feasible solutions increase once the 
upper limit of the permitted work interruptions is increased. 
2.3.2.2 Minimizing Project Cost 
There are several genetic algorithm (GA)-based optimization models designed to improve 
the efficiency of large construction projects. Hegazy and Wassef (2001) introduced one 
such model. This model was designed to examine the trade-offs between cost and time 
in non-serial repetitive projects. The purpose of the model is to optimize overall project 
cost, which includes the direct, indirect, and interruption costs; liquidated damages; and 
incentives for early completion. The model combines the advantages of the critical path 
and line of balance methods in an effort to achieve a single optimal plan. This model 
allows for a consideration of the specified deadline set by the construction planner in 
analyzing the project being considered. In addition, the solution produced by the model 
identifies the optimal construction method and number of crews, as well as work 
interruptions for each repetitive activity. This GA-based optimization model is designed 
for use with Microsoft Excel 97. This software was selected because of its ease of use for 
new and experienced users. An Excel macro is used to link the model to Microsoft Project 





using CPM for a single repetitive unit based on the desired method that was specified by 
users for each activity; 2) calculations of crew synchronization to comply with the project’s 
deadline; 3) calculations of detailed scheduling, which includes identifying the activities 
that allow for construction crews to interrupt the work between repetitive units, and 
determining start and finish dates for each unit performing each activity; 4) 
implementation of cost optimization to generate the optimal above-mentioned options. 
Although this GA-based model has several benefits, it does have some limitations. One 
of such limitations is that the finish to start relationship between activities is the only 
relationship allowed in the model. In addition, the model only allows each activity to have 
a maximum of three predecessors and three successors. Users are also required to 
specify upper allowed limit of work interruptions, which may lead to increase the solution 
space and exclude possible solutions that require work interruption higher than the 
specified upper limit. Finally, there is no consideration of non-typical repetitive activities 
since the model uses the same duration for each repetitive unit in a single activity. 
 
Hegazy et al. (2004) developed a formulation that addresses the challenges of 
infrastructure projects that involve a number of distributed locations with varying 
conditions. The main objectives of the developed model are to schedule and plan the 
resource and optimize the costs of large infrastructure network projects and/or 
maintenance programs that involve typical and non-typical repetitive activities. The 
distributed scheduling model (DSM) incorporates a resource-driven scheduling model 
and utilizes a GA algorithm to optimize overall construction costs, including construction 





three construction methods for each repetitive activity and can order the repetitive units 
(sites) with a consideration of the costs and the time associated with crew moving among 
sites. Instead of using the traditional approach that sequentially assigns multiple 
construction crews to multiple locations to perform the repetitive activity, DSM assigns 
available construction crews to the next un-started site based on the site order generated 
by optimization model. The four variables included in the model are: the construction 
methods, number of crews for each activity, interruptions between the sites and site order.  
The schedulers must specify maximum allowed work interruptions between two 
sequential locations and a project deadline. DSM incorporates an information system that 
stores the date so that project estimates can be generated. The model also allows 
construction planners to include or exclude some variables of the optimization process to 
satisfy their project requirements. DSM was developed utilizing the Visual Basic 
application micro associated with the Microsoft Project software. 
 
Another GA-based model, developed by Hegazy and Kamarah (2008), aims to produce 
an efficient schedule for the construction of high-rise buildings by minimizing overall costs, 
which includes direct and indirect costs, liquidated damages, and incentives for early 
completion. This model takes the approach of integrating CPM and LOB to schedule two 
different types of activities. The CPM is used to schedule activities that have logical 
relationships and are conducted on the same floor of the construction site. In contrast, 
LOB is used to schedule activities that have logical relationships and are conducted 
across different floors; this includes core structure activities related to beams, columns 





calculations are performed for a single floor based on the low-cost option (cheapest 
construction method) for each activity. The second step is to schedule activities using 
LOB. The core structure activities are assigned the same production rate, while other 
activities may be assigned different rates of production. Then, crew synchronization is 
performed to satisfy the project’s deadline as specified by project managers. Finally, a 
cost optimization model is used to identify the optimal combination of construction 
methods, number of crews, and interruption duration on various floors of the construction 
site. This model was designed to consider the impact of session of severe weather 
conditions on crews’ productivity for the activities performing outside. This is done by 
dropping the crews’ productivity by certain percentage of the normal case. The model 
was proposed constraints especially for high-rise building including vertical constrains 
and constrains related to the selection process of the construction methods for the 
activities. However, the model executes the repetitive activities at the same number of 
crews from the first floor to the last one without considering space constraint in case of 
that the area of any particular floor is significantly less than other. Moreover, construction 
planners must manually enter the maximum allowed limit of work interruption for the entire 
crews, and this approach may not guarantee the optimal solution. Additionally, the 
interruption costs are not comprised during the optimization process. 
 
Hyari et al. (2009) developed a practical multi-objective optimization model to create a 
trade-off between project costs and project duration in repetitive construction projects. 
This model uses a GA-based approach and was developed to circumvent the limitations 





programmed to optimize only project costs, or combined the two objectives of time and 
cost into one objective. Consequently, these models could not generate the entire Pareto 
optimal front in a single run. Therefore, the new model aims to generate a set of optimal 
solutions that minimize project costs and duration simultaneously in a single run. It 
incorporates four main modules: 1) scheduling module, 2) direct cost module, 3) multi-
objective optimization module and 4) total project cost module. The scheduling module 
schedules the repetitive units while complying with relationship logic, crew availability and 
crew work continuity constraints; it utilizes the scheduling algorithm developed by Hyari 
and El-Rayes (2006). This model identifies the project duration for any suggested plan 
generated by the optimization model.  On the other hand, the direct cost module 
calculates the direct costs for any suggested solution from the optimization model. The 
direct costs in the model include material, labor, equipment and idle resource costs for 
each repetitive unit in the project. The multi-objective optimization module uses a two-
stage process to generate a set of optimal plans that form the optimal trade-off between 
time and cost. Each generated plan identifies an optimal resource utilization option and 
an optimal interruption vector for each repetitive activity. The first stage in performing the 
computations of the optimization module identifies a set of initial resource utilization 
solutions, and the second stage was uses the solution obtained from the first stage to 
generate non-dominated solutions that provide the optimal/near optimal time-cost 
tradeoffs. Finally, the total cost module calculates the total project costs for each optimal 
trade-off solution obtained from the multi-objective optimization module. The total cost 
module is the summation of the direct and indirect costs for the project; it includes three 





costs in the total cost so that construction planners can select the solution that satisfies 
their project requirements. Unlike most other available models in field of repetitive 
construction projects, the proposed model can produce a time-cost trade-off curve. 
 
Huang and Sun (2009) also developed a GA-based optimization model. In this case, 
however, the model is designed to maximize the revenue of linear projects by creating 
non-unit-based repetitive schedules. The suitability of each alternative schedule 
generated by the model is evaluated by utilizing a net present value (NPV). This model 
uses a method developed by Huang and Sun (2006) to produce a workgroup-based 
schedule where the number of activities is grouped together so that they can share the 
same resource group. A NPV is calculated based on payments and expenses incurred 
throughout the life of the project and on a given Minimum Attractive Rate of Return 
(MARR). 
 
The GA-based optimization model developed by Fan et al. (2012) considers soft logic to 
schedule repetitive construction projects. The main objective of this model is to identify 
the NAOT, the optimal output rate for crews in each activity, and optimal logic sequences 
between work zones that minimize the overall project cost. This model was designed to 
supersede the other models available at the time of creation by employing a soft logic not 
previously considered in analyses of logic sequences between work zones particularly for 
repetitive activities. It provides an effective tool for construction planners seeking to 
efficiently manage resource usage by helping them to select optimal crew outputs from a 





number of crews. However, this model only considers finish to start as a logic relationship 
between repetitive activities. Similar to the aforementioned model that was developed by 
Fan and Lin (2007), this model was designed to allow work interruptions between units 
without attempting to maximize work continuity, which may lead to increase the project 
costs and effect negatively on learning curves. 
2.3.2.3 Minimizing Project Cost and/or Duration 
Long and Ohsato (2009) developed an optimization model using a GA -based method. 
The main objective of this method is to generate an optimal schedule for non-typical 
repetitive construction projects with a consideration of a number of objectives such as 
minimizing project duration, minimizing project costs or minimizing the combination of 
these two objectives. For projects that have the combined objective of minimizing duration 
and the costs, decision makers must specify the weights for each objective to reflect its 
importance from the perspective of the construction planners. The model allows project 
managers to maintain strict work continuity in some activities; it also allows for an 
interruption in the other activities. The model also allows construction planners to identify 
different forms of the relationships between duration of the activities and their direct costs, 
for example linear, continuous, non-linear or discrete relationships. Therefore, the model 
can assist decision makers in utilizing resources efficiently. The model is implemented in 
two stages. In the first stage, the GA-based algorithm identifies practical durations for 
each activity. The generated duration is then used in second stage, in which a scheduling 
algorithm computes the start time of each activity to evaluate the fitness function (i.e., the 
project duration, project cost or both) that provide the optimal schedule.  The 





optimal scheduling for the activities that maintain work continuity and then determining 
the optimal scheduling for the activities that do not allow for interruptions. The primary 
objective of the first step is to minimize project duration by optimizing the schedule of 
activities that do not allow for interruptions.  On the other hand, the second step aims to 
minimize the work down duration by determining the optimal schedule of activities that 
allow for interruptions. The second step involves backward and forward processes. The 
backward process determines the minimum of total interruption duration by shifting all 
units that belong to this class of activities to start as late as possible. After performing the 
backward process, the forward process is performed by fixing the start time of the first 
unit in each activity that allows work interruptions, and then trying to push the repetitive 
units forward starting from the second unit to last unit (2 to n). If the value of finish time of 
one unit is equal to the start time of the successor unit after the pushing forward process, 
the method will push the successor unit forward to minimize the interruption duration. 
Otherwise, the model will not push forward the successor unit and will keep it as it was 
scheduled in the backward process. The proposed method has an apparent advantage 
in its ability to produce the optimal interruption vectors that maximize the work continuity 
without the need for a consideration of the interruption vectors as a state variable. 
However, the model does not always provide the optimal interruption vectors if the model 
schedules non-serial repetitive activities. 
2.3.2.4 Levelling Resources 
Georgy (2008) developed a GA-based model to use a resource-leveling technique to 
schedule the use of resources in linear projects. The model aims to minimize the 





of total resource usage in the project’s life by optimizing number of crewmembers and 
buffers for each activity. The model was designed to assign a single crew for each activity. 
The algorithm maintains strict work continuity and its usage is limited to typical repetitive 
projects. The resource scheduling considers project duration as pre-specified by 
construction planners. This model is implemented by using AutoLISP programming. A 
limitation of the model is its assumption that all crewmembers are the same. 
  
In contrast to Georgy’s model (2008), the model developed by Damci et al. (2013a) is 
designed to level resources in LOB scheduling without adjusting the production rate of 
activities. Although LOB performs resource allocation, it does not consider resource 
levelling. This model minimizes the fluctuation of resource usage without changing the 
project duration obtained from LOB scheduling. It assigns multiple crews for each activity 
and performs resource levelling without affecting the activities’ productivity. This is done 
by relaxing an activity before or after a unit without affecting the successor and 
predecessor activities. Thus, there is no effect on project duration. For example, an 
activity may start the initial two units using two crews, with the first crew completing the 
first unit and the second crew completing the second unit. Then, the first crew completes 
the rest of the units instead of both crews completing the entire activity. This is done only 
if it does not affect the start time of any successor and predecessor activities. However, 
this model is also limited by the assumption that all crewmembers involved in the activities 
are the same. Additionally, it is incapable of identifying optimal crew formations for each 






Damci et al. (2013b) introduced another GA-based optimization model to level multiple 
resources in LOB scheduling. This model shares the basic concept of the model (Damci 
et al. 2013a), but this model accounts for multi-resources involved in one crew instead of 
one type of resource for all crews performing the project. However, the model was 
designed to treat typical activities only, and still has the limitations of the previous model 
in incapability with optimizing output rate of construction crews. 
 
Another approach for addressing resource levelling was developed by Lucko (2011). This 
approach uses singularity functions to analyzes the criticality and floats of the activities. 
The outcomes of this analysis are used to establish the resource profile for the executed 
project. The model is implemented using a Microsoft Excel spreadsheet and uses a 
genetic algorithm to level resource profile by minimizing what is called “the first moment 
of area”. However, this model assumes that activities are sharing the same resource and 
it is applicable for typical repetitive projects only. 
2.3.3 Linear Programming Models 
There are also several models that apply linear programming formulations to the planning 
and scheduling of repetitive construction projects. Perera (1983) developed a linear 
programming formulation to plan economically the resource utilization by identifying 
optimal resource usage for the repetitive activities. This model maintains strict the work 






Reda (1990) introduced the repetitive project model (RPM), which aims to minimize a 
project’s direct costs under a given target project duration. The model incorporates 
network, graphical, and analytical techniques. It also assumes a linear relationship 
between the time and cost. Additionally, construction planners are required to input the 
following information for each activity: 1) the normal duration, 2) maximum number of 
days that the activity can be crashed, and 3) the cost slope for the linear relationship 
between time and cost. With a consideration of project duration constraints, the model 
determines how to minimize direct project costs through identifying optimal duration of 
each activity.  The model maintains a strict work continuity constraint, and the production 
rate for each construction crew among repetitive units is constant. LINDO, a linear 
program is used to implement the model, and its results are presented graphically using 
flow line curves. This model is only able to address repetitive projects. 
 
Ipsilandis (2007) developed a multi-objective linear programming model for planning and 
scheduling construction projects that are classified as repetitive due to their geometrical 
layout. The model aims to optimize project costs, taking into consideration the following 
cost elements while calculating optimal scheduling: 1) project duration, 2) resource idle 
times, and 3) unit completion times. The first cost factor considered by the model is the 
impact of delays in project delivery. Project duration is defined based on CPM outcomes. 
The cost of work interruptions is also examined in the process of identifying the optimal 
scheduling. Finally, the model considers the delays in completion of repetitive units 
determined based on the completion time of the units of the last activity in early start time 





cost per day for each of these cost factors. The model generates a schedule that provides 
the lowest cost while considering these three cost elements, the fewest amount of work 
breaks, or two of the cost factors. For example, construction planners can generate a 
schedule that balances the cost of delay in project duration and the cost of work 
interruptions. Therefore, project managers can produce alternative schedules and select 
from those schedules based on the importance of the three cost factors. However, this 
model is not able to include a consideration of crew options in the optimization process. 
In other words, decision makers are required to specify a single crew for each repetitive 
activity. 
2.3.4 Artificial Intelligence Software 
Rene Morkos developed in 2017 a new software for scheduling construction projects 
named Artificial Intelligence Construction Engineering “ALICE” (Alicetechnologies 2018). 
The software utilizes artificial intelligences and is reported to generate a wide range of 
project schedules to enable construction planners to minimize project time or cost. The 
software is available for invited-only users and its computations methods and algorithms 
have not been published (Alicetechnologies 2018). 
2.4 Limitations of Existing Scheduling Models 
Despite the significant research contributions of the aforementioned models, they are 
incapable of (1) providing a computationally efficient heuristic scheduling model to 
minimize both the project duration and crew work interruptions for repetitive construction 





calculating important types of floats for repetitive construction projects that can be used 
to analyze the impact of delaying the early start of repetitive construction activities on the 
work continuity of construction crews; (3) considering and minimizing interruption costs 
that are often incurred as a result of interrupting the work continuity of selected 
construction crews while maintaining minimum project duration; and (4) generating and 
analyzing optimal tradeoffs among the project duration, work interruptions, and overtime 
use. Accordingly, there is a pressing need to conduct in-depth research to overcome the 
aforementioned four main limitations in existing models in order to improve the planning 

















3. CHAPTER 3 
HURISTIC SCHEDULING MODEL 
3.1 Introduction 
This chapter presents the development of a novel scheduling model for repetitive 
construction projects that overcomes the limitations of existing heuristic models and 
provide the capability of (1) generating an early start schedule that minimizes both project 
the duration and its total work interruptions; (2) calculating important types of floats for 
repetitive construction projects that can be used to analyze the impact of delaying the 
early start of repetitive construction activities on the work continuity of construction crews; 
and (3) providing planners with the early start and late start schedules for each repetitive 
activity which provides them the flexibility to generate a wide range of intermediate 
schedules. As shown in Figure 3.1, the model is developed in three main phases (1) early 
schedule computation phase that provides a novel methodology for generating an early 
start schedule for repetitive construction projects that minimizes both the project duration 
and its total work interruptions; (2) work-continuity float calculation phase that introduces 
novel types of floats to calculate and analyze the impact of delaying the early start of 
repetitive construction activities on the work continuity of construction crews and to enable 
the development of intermediate schedules between the early start and late start 
schedules; and (3) performance evaluation phase that analyzes the performance of the 
developed model and illustrates its new and novel capabilities using an application 
example of a repetitive construction project. The following sections of this chapter 







Figure 3.1 Model Development Phases 
   
3.2 Phase 1: Early Schedule Computation 
This phase of the model focuses on developing a novel scheduling algorithm for repetitive 
construction projects that seeks to minimize project duration by allowing selected work 
interruptions while maximizing work continuity. The scheduling algorithm is designed to 
(1) calculate early start (ESi,j), late start (LSi,j), early finish (EFi,j), late finish (LFi,j) and work 
interruptions (Inter j,j−1
i ) for each unit (j) in the repetitive activities (i), as shown in Figure 
3.1; (2) compute the project duration (D) and total work interruptions (TR), as shown in 
Figure 3.1; (3) comply with crew availability and precedence relationships constraints; (4) 
maximize work continuity; and (5) enable the scheduling of activities with varying 






The required input data for this schedule computation phase include: (a) repetitive 
activities data that include the total number of activities (I) and their logical precedence 
relationships; (b) number of the repetitive units (J); (c) the quantity of work (Qi,j) for each 
activity at each repetitive unit (j); and (d) daily productivity rates for the specified crew in 
each activity (Pi), as shown in Figure 3.1. The computations in this schedule computation 
phase are performed in two main stages that focus on: (1) developing an initial schedule 
that provides the shortest possible duration for the project while complying with the job 
logic/precedence relationships and crew availability constraints, and (2) generating a final 
schedule that maximizes compliance with work continuity constraint. 
3.2.1 Stage 1: Initial Scheduling Calculation 
This stage is designed to identify the earliest possible start time of each activity (i) at each 
repetitive unit (j). The generated initial schedule in this stage is designed to comply with 
the two main scheduling constraints of precedence relationships and crew availability, as 
shown in Figure 3.2. To this end, the scheduling computations in this stage are performed 
in two steps. 
3.2.1.1 Step 1.1: Duration Calculation 
The duration of each activity (i) at each repetitive unit (j) is calculated based on the 
quantity of work in each activity (i) at each repetitive unit (j) and the daily productivity rate 
for the assigned construction crew in activity (i), as shown in Equation (3.1). The variation 
in crew daily output rate between the repetitive units in an activity that is often 
encountered during constructing repetitive construction projects due to learning curve 










𝛽𝑖,𝑗  ×   𝑃𝑖 
  (3.1) 
 
Where: 
Di,j: Duration of activity (i) at repetitive unit (j). 
Qi,j: Quantity of work in activity (i) at repetitive unit (j). 
𝛽𝑖,𝑗: User-specified factor of activity (i) at repetitive unit (j) that represents 
the combined productivity impact of learning curve effects, weather, and/or 
site topography, if any. 







Figure 3.2 Flowchart of Stage 1 of the Early Schedule Computation Phase 
 
3.2.1.2 Step 1.2: Forward Pass 
The forward pass is designed to determine the early start and finish dates of construction 
of each activity (i) at each repetitive unit (j) that comply with crew availability and job logic 
constraints only, and to provide minimum duration for the project. The forward pass 





they are designed to calculate the early start date and early finish date of each activity (i) 
at each repetitive unit (j), as shown in Equations (3.2) to (3.4). 
 
𝐸𝑆1,1 = 0  (3.2) 
𝐸𝑆𝑖,𝑗 = 𝑀𝑎𝑥 (𝐸𝐹𝑖−1,𝑗 + lag𝑖.𝑖−1, 𝐸𝐹𝑖,𝑗−1)  (3.3) 
𝐸𝐹𝑖,𝑗 = 𝐸𝑆𝑖,𝑗 + 𝐷𝑖,𝑗  (3.4) 
 
Where: 
ES1,1: Early start date of activity (1) at repetitive unit (1). 
ESi,j: Early start date of activity (i) at repetitive unit (j). 
EFi-1,j: Early finish date of previous activity (i-1) at repetitive unit (j). 
Lagi,i-1: Lag time between activity (i) and activity (i-1). 
EFi,j-1: Early finish date of activity (i) at previous repetitive unit (j-1). 
EFi,j: Early finish date of activity (i) at repetitive unit (j). 
3.2.2 Stage 2: Final Scheduling Calculation 
This stage is designed to revise the initial schedule generated in Stage 1 to maximize 
compliance with the crew work continuity constraint. This is achieved by identifying for 
each repetitive activity (i) the required shift for the start date of its earlier repetitive unit (j 
= 1 to J-1) while maintaining the initial/earliest possible start and finish dates for its last 
repetitive unit (j = J) to minimize work interruptions for all assigned crews while 
maintaining the shortest project duration, as shown in Figure 3.3. The revised final 





finish for each activity (i) at all its repetitive unit (j). The scheduling computations in this 




Figure 3.3 Maximizing Work Continuity Constraint While Maintaining Shortest Project 
Duration 
 
3.2.2.1 Step 2.1: Backward Pass 
The goal of the backward pass is to determine the latest start schedule that minimizes 
the project duration and work interruptions simultaneously. For each activity (i), this latest 
start schedule is calculated based on the late start of its successor activity (i+1) and the 
availability of its assigned crews, as shown in Figure 3.4. The backward pass 
computations start from activity I to 1 and from repetitive unit J to 1 (see Figure 3.5) and 
they are designed to calculate the late finish and late start date of each activity (i) at each 
repetitive unit (j) as shown in Equations (3.5) to (3.7) and Figure 3.4. It should be noted 
that Equation (3.5) in this step identifies the late finish date of the last repetitive unit (LFi,J) 
 
Early start and finish date s of last unit in 
each activity are not revised.  
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        Total work interruptions:  74.3 days.  
 






of all activities to be identical to its early finish (EFi,J) to minimize work interruptions for all 
assigned crews while maintaining the shortest project duration, as shown in Figure 3.4. 
 
𝐿𝐹𝑖,𝐽 = 𝐸𝐹𝑖,𝐽  (3.5) 
𝐿𝐹𝑖,𝑗 = 𝑀𝑖𝑛 (𝐿𝑆𝑖+1,𝑗 − 𝑙𝑎𝑔 𝑖+1,𝑖, 𝐿𝑆𝑖,𝑗+1) 𝑗 < 𝐽 (3.6) 
𝐿𝑆𝑖,𝑗 = 𝐿𝐹𝑖,𝑗 − 𝐷𝑖,𝑗  (3.7) 
 
Where: 
LFi,J : Late finish date of activity (i) at repetitive unit (J). 
EFi,J : Early finish date of activity (i) at repetitive unit (J). 
LFi,j : Late finish date of activity (i) at repetitive unit (j). 
LSi+1,j : Late start date of successor activity (i+1) at repetitive unit (j). 
Lagi+1,i: Lag time between activity (i+1) and activity (i). 
LSi,j+1 : Late start date of activity (i) at next repetitive unit (j+1). 






Figure 3.4 Calculation Steps 1.2 and 2.1 
 
   
Step 1.2: Calculate 
Initial ES schedule for 
current activity (i) 
Step 2.1: Calculate LS schedule 
for current activity (i) 
 

















3.2.2.2 Step 2.2: Forward Pass 
The purpose of this step is to calculate the early start schedule that minimizes the project 
duration and work interruptions simultaneously. This early start schedule for each activity 
(i) is calculated based on the early start of its predecessor activity (i-1) and the availability 
of its assigned crews, as shown in Figure 3.6. The forward pass computations start from 
activity 1 to I and from repetitive unit 1 to J (see Figure 3.5) and they are designed to 
calculate the early start and finish dates of each activity (i) at each repetitive unit (j) as 
shown in Equations (3.8) to (3.10), and the minimum project duration (D), as shown in 
Equation (3.11). It should be noted that Equation (3.8) in this step identifies the early start 
date of all activities at the first repetitive unit (ESi,1) to be identical to its late start (LSi,1) to 
identify the earliest start date for the remaining repetitive units (j = 2 to J) while maintaining 
the minimum work interruptions achieved in Step 2.1 and the shortest project duration, as 
shown in Figure 3.6. 
 
𝐸𝑆𝑖,1 = 𝐿𝑆𝑖,1  (3.8) 
𝐸𝑆𝑖,𝑗 = 𝑀𝑎𝑥(𝐸𝐹𝑖,𝑗−1 + 𝑙𝑎𝑔 𝑖,𝑖−1, 𝐸𝐹𝑖−1,𝑗)  (3.9) 
𝐸𝐹𝑖,𝑗 = 𝐸𝑆𝑖,𝑗 + 𝐷𝑖,𝑗  (3.10) 
𝐷 = 𝐸𝐹𝐼,𝐽  (3.11) 
 
Where: 
ESi,1: Early start date in first repetitive unit (1) in activity (i). 
LSi,1: Late start date in first repetitive unit (1) in activity (i). 





EFI,J: Early finish date of repetitive unit (J) in activity (I). 
 
 
Figure 3.6 Calculation of Early Start Schedule in Step 2.2 
 
3.2.2.3 Step 2.3: Work Interruptions Computation 
Work interruptions among all repetitive units are calculated in this step based on the early 
start schedule developed in Step 2.2. The computations in this step as shown in Figure 
3.5 are designed to calculate: the work interruptions between each repetitive unit (j) and 
its predecessor unit (j-1) for each activity (i) as shown in Equation (3.12); and total work 
interruptions for the project as shown in Equation (3.13). 
 
𝐼𝑛𝑡𝑒𝑟 𝑗,𝑗−1
𝑖 = 𝐸𝑆𝑖,𝑗 − 𝐸𝐹𝑖,𝑗−1  𝑗 = 2 → 𝐽 (3.12) 






  (3.13) 
 
 











i : Work interruptions between repetitive units (j) and (j-1) in activity 
(i). 
 
TR: Total work interruptions in the project. 
3.3 Phase 2: Work-Continuity Float Calculation 
This phase of the model creates and utilizes novel types of floats for repetitive 
construction projects to calculate and analyze the impact of delaying the early start of 
repetitive construction activities on the work continuity of construction crews. These newly 
developed floats are named ‘work-continuity total float’ (CTFi,j) and ‘work-continuity free 
float’ (CFFi,j). Figure 3.7 illustrates the limitation of using traditional floats such as total 
float for repetitive construction projects due to its inability to consider the impact of 
delaying the early start of repetitive construction activities on the total work interruption. 
For example, delaying the early start of activity B by its traditional total float (see Figure 
3.7) will not extend the project duration, however it will increase the total work interruption 
for all construction crews from 57 to 93 days. To overcome this limitation, the newly 
developed ‘work-continuity total float’ (CTFi,j) is designed to calculate the total number of 
days that an activity can be delayed beyond its early start without increasing the total 
work interruption days for the project nor extending its duration. For example, the early 
start of activity B in Figure 3.8 can be delayed by its work-continuity total float without 
increasing the total project work interruption days and without extending the project 
duration.  These novel types of floats are calculated in this model to enable construction 





start schedules while maintaining the shortest project duration and least work 
interruptions achieved in Phase 1 of this model. The computations in this phase are 


















Figure 3.7 Impact of Delaying Early Start by Traditional Total Float on Total Work 
Interruptions of Construction Crews 
 
 
Figure 3.8 Impact of Delaying Early Start by Proposed Work-Continuity Total Float on 






Figure 3.9 Flowchart of Work-Continuity Float Calculation Phase 
 
3.3.1 Step 1: Work-Continuity Total Float Calculation 
The work-continuity total float (CTF) is defined in this model as the maximum amount of 
time that a repetitive unit may be delayed from its early start date calculated in Step 2.2 
of Phase 1 without delaying the project completion time nor increasing the total work 
interruptions. The work-continuity total float is determined for each activity (i) at each 
repetitive unit (j) by computing the difference between its late start date and its early start 





identifies the work-continuity total float of all activities at their last repetitive unit (J) to be 
zero since all activities have identical early and late start dates for their last repetitive unit 
(J) as described earlier (see Figure 3.3). 
 
𝐶𝑇𝐹𝑖,𝑗 = 𝐿𝑆𝑖,𝑗 − 𝐸𝑆𝑖,𝑗 𝑗 = 1 𝑡𝑜 𝐽 − 1 (3.14) 
𝐶𝑇𝐹𝑖,𝐽 = 0 𝑗 = 𝐽 (3.15) 
 
Where: 
CTFi,j: Work-continuity total float of repetitive unit (j) in activity (i). 
CTFi,J: Work-continuity total float of last repetitive unit (J) in activity (i). 
3.3.2 Step 2: Work-Continuity Free Float Calculation  
The work-continuity free float is defined in this model as the maximum amount of time 
that the repetitive unit may be delayed from its early start date without delaying the early 
start of its successor activities while ensuring that the project duration and total work 
interruptions are not increased by that delay. The work-continuity free float is calculated 
in this step for each activity (i) at each repetitive unit (j) as shown in Equations (3.16) and 
(3.17). It should be noted that Equation (3.17) identifies the work-continuity free float of 
all activities at their last repetitive unit (J) to be zero since work-continuity total floats for 
last repetitive unit (J) of all activities are zero as discussed earlier (See Equation (3.15)). 
 
𝐶𝐹𝐹𝑖,𝑗 = 𝑀𝑖𝑛(𝐸𝑆𝑖,𝑗+1, 𝐸𝑆𝑖+1,𝑗 − 𝑙𝑎𝑔 𝑖+1,𝑖) − 𝐸𝐹𝑖,𝑗 𝑗 = 1 𝑡𝑜 𝐽 − 1 (3.16) 







CFFi,j: Work-continuity free float of repetitive unit (j) in activity (i). 
CFFi,J: Work-continuity free float of last repetitive unit (J) in activity (i). 
3.3.3 Step 3: Intermediate Schedule Calculation 
The purpose of this step is to generate an intermediate schedule between the early and 
late start schedules generated in Phase 1 that maintains the minimum project duration 
and the minimum total work interruptions achieved in Phase 1. The model is designed to 
enable construction planners to analyze the calculated work-continuity total float (CTFi,j) 
in the previous step and specify their suggested shifts (shifti,j) for delaying the early start 
date of repetitive activities within these floats, as shown in Figure 3.10 and Equation 
(3.18). The intermediate schedule for each activity (i) is calculated based on the planned 
start of its predecessor activity (i-1) and the availability of its assigned crews (see Figure 
3.10). The computations in this step are performed in a forward pass starting from activity 
1 to I and from repetitive unit 1 to J (see Figure 3.9) and they are designed to calculate 
(1) the planned start and finish dates of each activity (i) at each repetitive unit (j), as shown 
in Equations (3.18) and (3.19); and (2) the work interruptions between each repetitive unit 
(j) and its predecessor unit (j-1) for each activity (i), as shown in Equation (3.20). It should 
be noted that the computations in this step enable planners to specify a set of shifts 
(shifti,j) for each activity (i) at each repetitive unit (j), and accordingly develop a unique 






𝑃𝑆𝑖,𝑗 = 𝑀𝑎𝑥(𝐸𝑆𝑖,𝑗+𝑆ℎ𝑖𝑓𝑡𝑖,𝑗, 𝑃𝐹𝑖−1,𝑗 + 𝑙𝑎𝑔 𝑖,𝑖−1, 𝑃𝐹𝑖,𝑗−1) 𝑆ℎ𝑖𝑓𝑡𝑖,𝑗 ≤ 𝐶𝑇𝐹𝑖,𝑗 (3.18) 
𝑃𝐹𝑖,𝑗 = 𝑃𝑆𝑖,𝑗 + 𝐷𝑖,𝑗  (3.19) 
𝐼𝑛𝑡𝑒𝑟 𝑗,𝑗−1
𝑖 = 𝑃𝑆𝑖,𝑗 − 𝑃𝐹𝑖,𝑗−1 𝑗 = 2 → 𝐽 (3.20) 
 
Where: 
PSi,j: Planned start date of repetitive unit (j) in activity (i). 
Shifti,j: Planner-specified shift for delaying the start of repetitive unit (j) in 
activity (i) beyond its early start date (ESi,j). 
PFi,j-1: Planned finish date of previous repetitive unit (j-1) in activity (i). 
PFi-1,j: Planned finish date of repetitive unit (j) in previous activity (i-1). 
PFi,j: Planned finish date of repetitive unit (j) in activity (i). 
 
 



















The present scheduling model is developed based on a number of assumptions that 
include (1) each repetitive activity is constructed by a single crew formation that moves 
sequentially from the first repetitive unit to the last, and each of these crew formations 
may consist of one or more construction crews; and (2) the precedence relationships 
















3.4 Phase 3: Performance Evaluation 
The main purpose of this phase of the model is to illustrate the use of the present model 
and demonstrate its capability by analyzing an application example of a repetitive 
construction project that consists of eight activities (A, B, C, D, E, F, G, H) and each 
activity is repeated in six units in the project. The example input data are summarized in 
Table 3.1, including the quantity of work of all activities at each repetitive unit, and the 
daily output rate of each construction crew. In this example, the logical relationship 
between any two successive activities is finish to start with no lag time. A single crew is 




























Rate (Pi)  
(m3/day) 
Activity A 




(i = 5) 
1 88 
8.6 
2 650 2 110 
3 602 3 118 
4 602 4 84 
5 633 5 139 
6 675 6 84 
        
Activity B 




(i = 6) 
1 107 
9.9 
2 650 2 144 
3 450 3 107 
4 500 4 169 
5 525 5 107 
6 475 6 180 
        
Activity C 




(i = 7) 
1 126 
8.7 
2 1,816 2 177 
3 1,204 3 158 
4 1,204 4 153 
5 1,266 5 179 
6 1,681 6 97 
        
Activity D 




(i = 8) 
1 250 
50 
2 983 2 200 
3 1,163 3 300 
4 1,109 4 250 
5 714 5 150 
6 1,189 6 220 
 
The application example is scheduled by the present model using the aforementioned 
two computation phases. The purpose of first computation phase is to identify the early 
and late start schedules that minimize project duration while keeping total work 
interruptions to a minimum, and its computations are performed in two stages. The first 





(3.1), its early start date (ESi,j) using Equations (3.2) and (3.3), and its early finish date 
(EFi,j) using Equation (3.4), as shown in columns 1, 2 and 3 in Table 3.2 and 3.3, 
respectively. The computations in this stage are performed using a forward pass that 
starts from the first repetitive unit to the sixth and progresses sequentially from the first 
activity (A) to the last (H). The generated schedule in this stage complies with the 
precedence relationship and crew availability constraints; however, it does not seek to 
minimize crew work interruptions, shown in Figure 3.11. To overcome this limitation, the 
second stage of the first phase revises the generated schedule in Stage 1 to maximize 
crew work continuity. 
 
 











 Phase 1   Phase 2  




   Backward 
Pass   
Forward Pass   
Inter. CTF CFF 
 Intermediate Schedule C  
ES  EF   LS  LF  ES     EF  Shift PS PF Inter. 




(i = 1) 
1 6.81 0 6.81 0.00 6.81 0 6.81 - 0 0 0 0 6.81 - 
2 8.13 6.81 14.94 6.81 14.94 6.81 14.94 0 0 0 0 6.81 14.94 0 
3 7.53 14.94 22.46 14.94 22.46 14.94 22.46 0 0 0 0 14.94 22.46 0 
4 7.53 22.46 29.99 22.46 29.99 22.46 29.99 0 0 0 0 22.46 29.99 0 
5 7.91 29.99 37.90 29.99 37.90 29.99 37.90 0 0 0 0 29.99 37.90 0 




(i = 2) 
1 7.00 6.81 13.81 6.81 13.81 6.81 13.81 - 0 0 0 6.81 13.81 - 
2 6.50 14.94 21.44 19.16 25.66 14.94 21.44 1.13 4.22 1.03 0 14.94 21.44 1.13 
3 4.50 22.46 26.96 31.59 36.09 22.46 26.96 1.03 9.13 3.03 9.13 31.59 36.09 10.15 
4 5.00 29.99 34.99 36.09 41.09 29.99 34.99 3.03 6.10 2.91 0 36.09 41.09 0 
5 5.25 37.90 43.15 41.09 46.34 37.90 43.15 2.91 3.19 3.19 0 41.09 46.34 0 




(i = 3) 
1 11.85 13.81 25.66 13.81 25.66 13.81 25.66 - 0 0 0 13.81 25.66 - 
2 19.74 25.66 45.40 25.66 45.40 25.66 45.40 0 0 0 0 25.66 45.40 0 
3 13.09 45.40 58.49 45.40 58.49 45.40 58.49 0 0 0 0 45.40 58.49 0 
4 13.09 58.49 71.57 58.49 71.57 58.49 71.57 0 0 0 0 58.49 71.57 0 
5 13.76 71.57 85.33 71.57 85.33 71.57 85.33 0 0 0 0 71.57 85.33 0 




(i = 4) 
1 9.73 25.66 35.39 35.66 45.40 35.66 45.40 - 0 0 0 35.66 45.40 - 
2 10.44 45.40 55.83 45.40 55.83 45.40 55.83 0 0 0 0 45.40 55.83 0 
3 12.35 58.49 70.83 61.24 73.59 58.49 70.83 2.65 2.76 0 2 60.49 72.83 4.65 
4 11.77 71.57 83.35 76.58 88.35 71.57 83.35 0.74 5.00 1.21 0 72.83 84.61 0 
5 7.58 85.33 92.91 91.45 99.02 85.33 92.91 1.99 6.11 1.41 0 85.33 92.91 0.73 













 Phase 1   Phase 2  




   Backward 
Pass   
Forward Pass   
Inter. CTF CFF 
 Intermediate Schedule C  
ES  EF   LS  LF  ES     EF  Shift PS PF Inter. 




(i = 5) 
1 10.23 35.39 45.63 45.60 55.83 45.60 55.83 - 0 0 0 45.60 55.83 - 
2 12.79 55.83 68.63 55.83 68.63 55.83 68.63 0 0 0 0 55.83 68.63 0 
3 13.72 70.83 84.55 73.59 87.31 70.83 84.55 2.21 2.76 0 2.76 73.59 87.31 4.96 
4 9.77 84.55 94.32 88.35 98.12 84.55 94.32 0 3.80 0 0 87.31 97.08 0 
5 16.16 94.32 110.48 99.02 115.19 94.32 110.48 0 4.70 1.95 0 97.08 113.24 0 




(i = 6) 
1 10.81 45.63 56.44 57.82 68.63 57.82 68.63  - 0 0 0 57.82 68.63 - 
2 14.55 68.63 83.17 68.63 83.17 68.63 83.17 0 0 0 0 68.63 83.17 0 
3 10.81 84.55 95.36 87.31 98.12 84.55 95.36 1.38 2.76 0 2 87.31 98.12 4.14 
4 17.07 95.36 112.43 98.12 115.19 95.36 112.43 0 2.76 0 0 98.12 115.19 0 
5 10.81 112.43 123.24 115.19 126.00 112.43 123.24 0 2.76 2.76 0 115.19 126.00 0 




(i = 7) 
1 14.48 56.44 70.92 68.69 83.17 68.69 83.17  - 0 0 0 68.69 83.17 - 
2 20.34 83.17 103.52 83.17 103.52 83.17 103.52 0 0 0 0 83.17 103.52 0 
3 18.16 103.52 121.68 103.52 121.68 103.52 121.68 0 0 0 0 103.52 121.68 0 
4 17.59 121.68 139.26 121.68 139.26 121.68 139.26 0 0 0 0 121.68 139.26 0 
5 20.57 139.26 159.84 139.26 159.84 139.26 159.84 0 0 0 0 139.26 159.84 0 




(i = 8) 
1 5.00 70.92 75.92 147.99 152.99 147.99 152.99  - 0 0 0 147.99 152.99 - 
2 4.00 103.52 107.52 152.99 156.99 152.99 156.99 0 0 0 0 152.99 156.99 0 
3 6.00 121.68 127.68 156.99 162.99 156.99 162.99 0 0 0 0 156.99 162.99 0 
4 5.00 139.26 144.26 162.99 167.99 162.99 167.99 0 0 0 0 162.99 167.99 0 
5 3.00 159.84 162.84 167.99 170.99 167.99 170.99 0 0 0 0 167.99 170.99 0 
6 4.40 170.99 175.39 170.99 175.39 170.99 175.39 0 0 0 0 170.99 175.39 0 






The computations in the second stage of the first phase are performed in three main 
steps. The first step calculates for each activity at each repetitive unit its late finish date 
(LFi,j) using Equations (3.5) and (3.6), and its late start date (LSi,j) using Equation (3.7), 
as shown in columns 5 and 4 in Table 3.2 and 3.3. These computations are performed 
using a backward pass that starts from the last repetitive unit to the first repetitive and 
progresses sequentially from the last activity (H) to the first (A). The second step of the 
computations in this stage is performed using a forward pass to re-calculate for each 
activity at each repetitive unit its early start date (ESi,j) using Equations (3.8) and (3.9), 
and its early finish date (EFi,j) using Equation (3.10) that maximize crew work continuity, 
as shown in columns 6 and 7 in Table 3.2 and 3.3. The last step of computations in the 
second stage calculates the total project duration (D) using Equation (3.11), work 
interruptions among all repetitive units (Inter j,j−1
i ) using Equation (3.12), and total work 
interruptions (TR) using Equation (3.13), as shown in column 8 in Table 3.2 and 3.3. The 
generated schedules in this stage are designed to (a) comply with the precedence 
relationship and crew availability constraints, and (b) minimize crew work interruptions, 
as shown in Figure 3.12. Compared to the earlier schedule of Stage 1 (see Figure 3.11), 
the generated early start (ES) and late start (LS) schedules in Stage 2 (see Figure 3.12) 
was able to minimize crew work interruptions from 161.2 days to 39.4 days while 






Figure 3.12 Generated ES and LS Schedules in Stage 2 of Phase 1 
 
The purpose of the second computation phase is to calculate work-continuity floats and 
to generate a number of feasible intermediate schedules. The second phase of this model 
calculates for each activity at each repetitive unit its work-continuity total float (CTFi,j) 
using Equations (3.14) and (3.15), and its work-continuity free float (CFFi,j) using 
Equations (3.16) and (3.17), as shown in columns 9 and 10 in Table 3.2 and 3.3, 
respectively. The proposed model is capable of generating a wide range of intermediate 
schedules using the proposed novel work-continuity floats compared to existing models 
that are capable of generating only a single solution. As stated earlier, planners can 
analyze the generated floats in Table 3.2 and 3.3 and provide user-specified shifts (shifti,j) 
for each activity at each repetitive unit that are less than or equal its work-continuity total 
float (CTFi,j). These user-specified shifts (shifti,j) can then be used to generate and 







(175.4 days) and minimum total work interruptions (39.4 days). In this example, three 
intermediate schedules are generated based on three sets of planner-specified shifts: (1) 
intermediate schedule A based on the first set of user-specified shifts of Shift2,4 = 1.5 
days, Shift4,4 = 1 days, Shift4,5 = 2 days, Shift5,4 = 2 days, and Shift6,4 = 1.7; (2) 
intermediate schedule B based on the second set of user-specified shifts of Shift2,3 = 4 
days, Shift2,5 = 3.19 days, Shift5,4 = 3.8 days, and Shift6,3 = 2 days; and (3) intermediate 
schedule C based on the third set of user-specified shifts of Shift2,3 = 9.13 days, Shift4,3 = 
2 days, Shift5,3 = 2.76 days, and Shift6,3 = 2. These three intermediate schedules are 
shown in Figure 3.13, and the planned start dates (PSi,j) and finish dates (PFi,j) of each of 
these intermediate schedules are calculated using Equations (3.18) and (3.19), 
respectively. For example, the detailed computations of intermediate schedule C are 












Early start schedule (ES) 175.4 39.4 
Late start schedule (LS) 175.4 39.4 
Intermediate schedule A 175.4 39.4 
Intermediate schedule B 175.4 39.4 
Intermediate schedule C 175.4 39.4 
 
 
Intermediate Schedule A 
 
Intermediate Schedule B Intermediate Schedule C 
  






The novelty of the developed scheduling model and its new and unique capabilities can 
be highlighted by comparing its results to those generated by existing related models 
(Long and Ohsato 2009) for the same example, as shown in Figure 3.14.  The results of 
this comparison analysis confirms the original contributions of the developed model and 
its three new and unique capabilities of (1) generating early and late start schedules that 
minimize the project duration while keeping total work interruptions to a minimum; (2) 
identifying novel type of floats (CTF and CFF) that analyze the impact of delaying the 
early start of repetitive construction activities on the work continuity of construction crews; 
and (3) providing planers with the flexibility to generate a wide range of intermediate 
schedules between the ES and LS schedules that maintains the least project duration 














This chapter presented the development of a novel scheduling model for repetitive 
construction projects that minimize project duration by allowing selected work 
interruptions when needed while maximizing crew work continuity. The model was 
developed in three phases: early schedule computation phase, work-continuity float 
calculation phase, and performance evaluation phase. The early schedule computation 
phase provided a novel methodology for generating an early start schedule for repetitive 
























Long and Ohsato 
Model (2009) 
175.4 39.4 No No 0 No 
 Developed Model 175.4 39.4 Yes Yes 33.4 Yes 
 































interruptions. The work-continuity float calculation phase presented original types of floats 
that can be used to calculate and analyze the impact of delaying the early start of 
repetitive construction activities on the work continuity of construction crews. The 
performance evaluation phase analyzed an application example of a repetitive 
construction project to illustrate the use of the model. The results of the performance 
evaluation phase highlighted the original contributions of the model and its unique 
capabilities of generating early and late start schedules for repetitive construction 
projects, calculating two novel types of crew work-continuity floats for each repetitive unit 
in all activities, and developing a wide range of intermediate schedules between the early 


















4. CHAPTER 4 
INTERRUPTION COST OPTMIZATION MODEL 
4.1 Introduction 
This chapter presents the development of an innovative optimization model for scheduling 
repetitive construction projects that is capable of searching for and identifying an 
optimal/near optimal schedule for each activity that minimizes the project duration, work 
interruptions, and interruption costs using a two-step procedure. In the first step, the 
model utilizes the developed heuristic scheduling model in Chapter 3 to generate a wide 
range of schedules that minimize both project duration and crew work interruptions. 
These generated schedules are capable of minimizing both the project duration and crew 
work interruptions, however they provide varying interruption costs. In the second step, 
the model utilizes a single objective optimization model to further accomplish the third 
objective of minimizing the interruption cost. As shown in Figure 4.1, the computations of 
the developed model are organized in four major modules: (1) an optimization module 
that searches for and identifies a near optimal schedule that simultaneously minimizes 
the project duration, work interruptions, and interruption costs; (2) an initial scheduling 
module that calculates the early start date and work-continuity total float for each activity 
in all of its repetitive sections; (3) an intermediate scheduling module that generates a set 
of feasible schedules that simultaneously minimize project duration and work 
interruptions; and (4) an interruption cost module that calculates total interruption cost for 
each of the generated schedules in the previous module. The following sections provide 







Figure 4.1 Model Development 
 
4.2 Optimization Module  
The main purpose of this module is to search for and identify an optimal/near optimal 
schedule for repetitive construction projects that minimize total interruption cost. This 
module forms the core of the developed optimization model for scheduling repetitive 
construction projects, as shown in Figure 4.2. The optimization module is designed to 
identify for each activity (i) at each repetitive section (j): (1) near optimal start date (S*i,j); 
(2) near optimal finish date (F*i,j); (3) near optimal interruption among repetitive sections; 
and (4) minimum total interruption cost for the entire project, as shown in Figure 4.1. The 
Repetitive Project Data 
 Number of activities (I). 
 Precedence relationships. 
 Number of repetitive sections (J). 
 Quantity of work Qi,j. 
 
Construction Crew Data 
 Daily crew productivity rates (Pi). 
 Daily crew cost rates (CCi) 
 Total mobilization and demobilization cost (MDCi). 
 Total mobilization and demobilization time (MDTi). 
 Minimum work duration in a temporary project (Tmin,i). 








cost module  
Optimization module  
Output 
 Near optimal start (S*i,j) and finish (F*i,j) dates. 
 Near optimal work interruptions among repetitive 
sections.  
 Minimum project duration (D). 
 Minimum total interruptions days (TID). 





optimization module is developed in three main stages (see Figure 4.2) that are designed 
to (1) identify all relevant decision variable, (2) formulate the optimization objectives, and 
(3) perform the optimization computations. The following sections provide concise 

























4.2.1 Stage 1: Decision Variables 
The decision variables in the present module are identified to enable planners to search 
for and identify a near optimal intermediate schedule for each activity (i) that is capable 
of minimizing the project interruption cost, project duration, and work interruption 
simultaneously. To enable the consideration of all feasible intermediate schedules, the 
identified decision variables in this model are Shifti,j (see Figure 4.3) which represent the 
amount of time that each activity (i) at each repetitive section (j) can be delayed beyond 
its early start date (ESi,j). To ensure that the generated intermediate schedules maintain 
minimum project duration and minimum total work interruption days, the decision 
variables Shifti,j are defined to range from a minimum value of zero that represents an 
early start schedule to a maximum value of work-continuity total float (CTFi,j) that 
represents a late start schedule, as shown in Equation (4.1). The calculation of the work-
continuity total float (CTFi,j) and Shifti,j are discussed in more detail in the following initial 
and intermediate scheduling modules. 
 
0 ≤ 𝑆ℎ𝑖𝑓𝑡𝑖,𝑗 ≤ 𝐶𝑇𝐹𝑖,𝑗 𝑖 > 1, 𝑗 > 1 (4.1) 
 
Where: 
Shifti,j = The delay in the start of activity (i) at repetitive section (j) beyond 
its early start date (ESi,j). 






Figure 4.3 Representation of Decision Variables in Genetic Algorithm Chromosome 
 
4.2.2 Stage 2: Objective Function 
The objective function of the present module is designed to minimize the total interruption 
cost of the entire project, as shown in Equation (4.2). To achieve this optimization 
function, feasible schedules for the project are generated using the intermediate 
scheduling module and then the total interruption cost of each generated schedule is 
calculated using the interruption cost module, as shown in Figure 4.2. 
 









TIC = Total work interruptions for considered schedule. 
ICi,j = Interruption cost of activity (i) at repetitive section (j). 
4.2.3 Stage 3: Optimization Computations 
The computations of the optimization module are executed using genetic algorithms 
(GAs) due to their capabilities of (1) modeling nonlinear and discontinuous objective 
 0 ≤ 𝑆ℎ𝑖𝑓𝑡3,3 ≤ 𝐶𝑇𝐹3,3   
   
Decision 
Variables 
Shift2,2 Shift2,3 …… Shift2,J Shift3,2 Shift3,3 …… Shift3,J …… Shifti,2 ….… Shifti,J …… ShiftI,2 …… ShiftI,J 
 
Section 2 3 …… J 2 3 …… J  2 …… J  2 …… J  
 Activity 2 Activity 3 …… Activity i …… Activity I  





functions similar to those formulated in this module as shown in Equations (4.7) and (4.12) 
that use the maximum and minimum operators as well as the conditional “if-then” 
statement to calculate the interruption cost; (2) successfully optimizing the scheduling of 
repetitive construction projects while enabling selected work interruptions; and (3) 
identifying optimal/near optimal solutions for this scheduling problem in a reasonable 
computational time (Hyari and El-Rayes 2004; Nasser 2005; Hyari and El-Rayes 2006; 
Hyari et al. 2009; Long and Ohsato 2009). The computations of the this module are 
performed in three main steps that are designed to: (1) calculate an initial early start 
schedule for the repetitive construction project; (2) generate initial generation of feasible 
intermediate schedules; and (3) evaluate the fitness of the generated intermediate 
schedules and performing genetic operators to generate a new generation. 
 
The first step of the optimization computations starts by reading project information and 
calculating for each activity (i) at each repetitive section (j) in the project: its duration (Di,j), 
its early start date (ESi,j), and its work-continuity total float (CTFi,j) using the initial 
scheduling module, as shown in Figure 4.2. The second step starts by randomly 
generating an initial set of feasible solutions (s = 1 to S) for the first generation (g = 1) as 
shown in Figure 4.2. Each solution represents a random value of Shifti,j for each activity 
(i =2 to I) at each repetitive section (j = 2 to J) within its range that was identified based 
on work-continuity total float (CTFi,j) calculated in step 1 by the initial scheduling module, 
as shown in Figure 4.3. For each solution (s) in generation (g), the third and last step of 
the optimization computations is designed to (1) generate an intermediate schedule using 





interruption cost module; and (3) evaluate its fitness which is represented by the total 
interruption cost for the entire project, as shown in Figure 4.2 Upon completion of these 
three steps, the model continues to utilize the genetic algorithms operators of selection, 
crossover and mutation to generate a new set of solutions for the next generation (g = g 
+ 1) if the specified GA stopping criteria is not satisfied, as shown in Figure 4.2.  
Otherwise, the model ends its computations and generate its output data. 
4.3 Initial Scheduling Module 
The main objective of this module is to identify a boundary of the feasible schedules for 
repetitive construction projects that minimize both project duration and work interruptions. 
This is achieved by calculating for each activity (i = 1 to I) at each repetitive section (j = 1 
to J) the following scheduling data: (a) early start date that minimizes both project duration 
(D) and total work interruption days (TID); and (b) work-continuity total float that 
represents the maximum number of days a repetitive section can be delayed beyond its 
early start date without increasing neither the project duration (D) nor its total work 
interruption days (TID). These calculated early start dates and work-continuity total floats 
are utilized in the third module (i.e., intermediate scheduling module) to generate a set of 
feasible intermediate schedules that minimize project duration and work interruptions 
simultaneously. These generated feasible schedules are then used in the fourth module 
to limit the search space in this optimization model to only feasible solutions that are 
capable of minimizing both the project duration and work interruptions in order to enhance 
the computational efficiency of the model and its capability to optimize the scheduling of 






As shown in Figure 4.1, the computations in this module require the following input data: 
repetitive project data that specifies the total number of activities (I), total number of 
repetitive sections (J), quantity of work for each repetitive section (Qij), precedence 
relationship among activities, and daily crew productivity rate for each activity (Pi). This 
input data is used in this module to perform the required scheduling calculation procedure 
that is summarized in Figure 4.4 and illustrated in more detail in the Chapter 3. The 
module is designed to consider the three repetitive project scheduling constraints of 
precedence relationship, crew availability, and crew work continuity similar to the line of 
balance technique (LOB) and linear scheduling method (LSM). The module is also 
designed to provide the planners with the flexibility to specify buffer time (lag time) among 
successor activities to ensure that successor activities do not overlap, as shown in the 
calculation procedure in Figure 4.4. The computation procedure in this module assumes 
that the relationships among project activities are serial (i.e., activity i follows activity i-1). 
The computations in this module are performed only once at the beginning of the 
optimization procedure as shown in Figure 4.2. The computational output of this module 
provides (a) project-level data that includes the minimum project duration (D), and the 
least total work interruption days (TID); and (b) activity-level data that includes the early 
start data (ESi,j) for each activity (i) at each repetitive section (j), as well as its work-
continuity total float (CTFi,j), and duration (Di,j). The module provides planners with the 
flexibility to utilize the exact calculated duration (Di,j) in the scheduling computations or 
round it up to the next integer number of days to represent the calculated early start dates 







(1 to I) 
Section 
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Forward Pass Backwork Pass Forward Pass 
Inter j,j−1
i  CTFi,j** 










































FS: LF1,j = Min(LS2,j – 
lag2,1 , LS1,j+1) 
SS: LF1,j = Min(LS2,j – 
lag2,1 + D1,j, LS1,j+1) 














































J-1 ES1,j = EF1,j-1 ES1,j = EF1,j-1 




FS: ES2,1 = EF1,1 + lag2,1 
SS: ES2,1 = ES1,1 + lag2,1 FS: LF2,j = Min(LS3,j – 
lag3,2 , LS2,j+1) 
SS: LF2,j = Min(LS3,j – 
lag3,2 + D2,j, LS2,j+1) 
ES2,1 = LS2,1 
2 to 
J-1 
FS: ES2,j = Max(EF1,j + lag2,1 
, EF2,j-1) 
SS: ES2,j = Max(ES1,j + lag2,1 
, EF2,j-1) 
FS: ES2,j = Max(EF1,j + 
lag2,1 , EF2,j-1) 
SS: ES2,j = Max(ES1,j + 
lag2,1 , EF2,j-1) J LF2,J = EF2,J 




FS: ESI-1,1 = EFI-2,1 + lagI-1,I-2 
SS: ESI-1,1 = ESI-2,1 + lagI-1,I-2 
FS: LFI-1,j = Min(LSI,j - 
lagI,I-1, LSI-1,j+1) 
SS: LFI-1,j = Min(LSI,j -     
lagI,I-1 + DI-1,j ,  
LSI-1,j+1) 
ESI-1,1 = LSI-1,1 
2 to 
J-1 
FS: ESI-1,j = Max(EFI-2,j + 
lagI-1,I-2 , EFI-1,j-1) 
SS: ESI-1,j = Max(ESI-2,j + 
lagI-1,I-2 , EFI-1,j-1) 
FS: ESI-1,j = Max(EFI-2,j + 
lagI-1,I-2 , EFI-1,j-1) 
SS: ESI-1,j = Max(ESI-2,j + 




FS: ESI,1 = EFI-1,1 + lagI,I-1 
SS: ESI,1 = ESI-1,1 + lagI,I-1 
LFI,j = LSI,j+1 
ESI,1 = LSI,1 
2 to 
J-1 
FS: ESI,j = Max(EFI-1,j + 
lagI,I-1 , EFI,j-1) 
SS: ESI,j = Max(ESI-1,j + 
lagI,I-1 , EFI,j-1) 
FS: ESI,j = Max(EFI-1,j + 
lagI,I-1 , EFI,j-1) 
SS: ESI,j = Max(ESI-1,j + 
lagI,I-1 , EFI,j-1) J LFI,J = EFI,J 
*Computations direction. 
**Work-continuity total float. 





4.4 Intermediate Scheduling Module 
The main objective of this module is to generate a set of intermediate schedules for 
repetitive construction projects that simultaneously minimize project duration and work 
interruptions. This module performs the scheduling calculations in three steps (see Figure 
4.2) that are designed to compute: (1) start and finish dates of the first activity (i = 1); (2) 
start and finish dates of the second through the last activities (i = 2 to I); and (3) work 
interruptions among the repetitive sections (j, j-1) of each activity (i). 
 
In the first step, the start and finish dates of the first activity (i = 1) in each of its repetitive 
sections (j = 1 to J) are assumed to be identical to their early start and finish dates 
calculated in the previous module as shown in Equations (4.3) and (4.4), and Figure 4.2. 
This assumption is based on the fact that there is no need to interrupt the crew work 
continuity in the first repetitive activity because such interruption will not produce any 
reduction in the project duration. In the second step, the start and finish dates of the 
second through the last activities (i = 2 to I) in each of their repetitive sections (j = 1 to J) 
are calculated using Equations (4.5) to (4.8), as shown in Figure 4.2. The start and finish 
dates of the first repetitive section (j = 1) in these activities are assumed to be equal to 
their early start and finish dates as shown in Equations (4.5) and (4.6). This assumption 
is based on the fact that the work-continuity floats of each activity (i) at its first repetitive 
section (j = 1) are always equal to zero because their early and late start dates are always 
identical, as shown in Figure 4.4. For the remaining repetitive sections (j = 2 to J), the 





the activity after shifting its early start date by Shifti,j which is assumed to be less than or 
equal its work-continuity total float (CTFi,j) to ensure that the generated intermediate 
schedule will not cause an increase in the total work interruptions nor the project duration; 
(b) the finish date of its previous section (Fi,j-1) to ensure that the generated intermediate 
schedule complies with the crew availability constraint; and (c) the finish date of its 
predecessor activity (Fi-1,j) to ensure that the generated intermediate schedule complies 
with precedence relationships constraint. The finish date of the second through last 
repetitive section (j = 2 to J) is calculated based on its start date (Si,j) and its duration (Di,j), 
as shown in Equation (4.8). In the third and last step in this module, work interruptions 
among repetitive sections (j, j-1) in each activity (i) is calculated as the difference between 
its start date (Si,j) and the finish date of its previous section (Fi,j-1), as shown in Equation 
(4.9). The computations of this module are performed in a forward pass direction moving 
from the first activity (i = 1) to the last activity (i = I), and from the first repetitive section (j 
= 1) to the last one (j = J) as shown in Figure 4.2. 
 
𝑆1,𝑗 = 𝐸𝑆1,𝑗 𝑖 = 1, 1 ≤ 𝑗 ≤ 𝐽 (4.3) 
𝐹1,𝑗 = 𝐸𝐹1,𝑗 𝑖 = 1, 1 ≤ 𝑗 ≤ 𝐽 (4.4) 
𝑆𝑖,1 = 𝐸𝑆𝑖,1 𝑖 > 1, 𝑗 = 1 (4.5) 
𝐹𝑖,1 = 𝐸𝐹𝑖,1 𝑖 > 1, 𝑗 = 1 (4.6) 
𝐹𝑖𝑛𝑖𝑠ℎ 𝑡𝑜 𝑆𝑡𝑎𝑟𝑡 (𝐹𝑆): 
𝑆𝑖,𝑗 = 𝑀𝑎𝑥(𝐸𝑆𝑖,𝑗 + 𝑆ℎ𝑖𝑓𝑡𝑖,𝑗, 𝐹𝑖−1,𝑗  +  𝑙𝑎𝑔𝑖,𝑖−1, 𝐹𝑖,𝑗−1) 
𝑆𝑡𝑎𝑟𝑡 𝑡𝑜 𝑆𝑡𝑎𝑟𝑡 (𝑆𝑆): 
𝑆𝑖,𝑗 = 𝑀𝑎𝑥(𝐸𝑆𝑖,𝑗 + 𝑆ℎ𝑖𝑓𝑡𝑖,𝑗, 𝑆𝑖−1,𝑗  +  𝑙𝑎𝑔𝑖,𝑖−1, 𝐹𝑖,𝑗−1) 
 
𝑖 > 1, 𝑗 > 1 
 









𝐹𝑖,𝑗 = 𝑆𝑖,𝑗 + 𝐷𝑖,𝑗  (4.8) 
𝐼𝑛𝑡𝑒𝑟 𝑗,𝑗−1
𝑖 = 𝑆𝑖,𝑗 − 𝐹𝑖,𝑗−1 2 ≤ 𝑗 ≤ 𝐽 (4.9) 
 
Where: 
S1,j = Start date of the first activity at repetitive section (j). 
ES1,j = Early start date of the first activity at repetitive section (j). 
F1,j = Finish date of the first activity at repetitive section (j). 
EF1,j = Early finish date of the first activity at repetitive section (j). 
Si,1 =  Start date of activity (i) at its first repetitive section. 
ESi,1 = Early start date of activity (i) at its first repetitive section. 
Fi,1 = Finish date of activity (i) at its first repetitive section. 
EFi,1 = Early finish date of activity (i) at its first repetitive section. 
Si,j = Start date of activity (i) at repetitive section (j). 
ESi,j = Early start date of activity (i) at repetitive section (j). 
Fi,j-1 = Finish date of activity (i) at previous repetitive section (j-1). 
Fi-1,j = Finish date of previous activity (i-1) at repetitive section (j). 
Si-1,j = Start date of previous activity (i-1) at repetitive section (j). 
Fi,j = Finish date of activity (i) at repetitive section (j). 
Di,j = Duration of activity (i) at repetitive section (j). 
Inter j,j−1
i = Work interruptions between repetitive section (j) and its 





4.5 Interruption Cost Module 
This module focuses on computing the cost of work interruptions for each of the 
intermediate schedules that were generated in the previous module that is designed to 
provide a wide range of intermediate schedules between the early and late schedules 
that were identified in the first module. The interruption cost of this wide range of 
schedules need to be calculated to enable planners to identify the schedule that provides 
the least interruption cost. In order to calculate the interruption cost of these schedules, 
the following input data are required as shown in Figure 4.1: (a) cost of mobilization and 
demobilization for each crew (MDCi); (b) duration of mobilization and demobilization 
(MDTi); (c) daily crew cost (CCi); and (d) minimum allowed period for working in another 
project during period of work interruption for each crew (Tmin,i). This module performs the 
interruption cost calculations in three steps (see Figure 4.2) that are designed to compute: 
(1) crew movement cost for each construction crew; (2) idle crew cost of each activity (i) 
at each of their second through last repetitive section (j = 2 to J); and (3) interruption cost 
of each activity at each of their second through last repetitive section (j = 2 to J) and their 
total interruption cost for the entire schedule. 
 
The first step is designed to calculate costs associated with moving each construction 
crew from its ongoing project to another during its period of work interruption. The 
movement cost of crew performing activity (i) are calculated based on its mobilization and 





demobilization cost and time for each crew can vary from one crew to another based on 
its size and its construction equipment. 
 
The second step is designed to calculate the costs associated with keeping construction 
crews idle on their current project during their period of work interruption. Idle crew cost 
is calculated using Equation (4.11) for each activity (i) at each of their second through last 
repetitive section (j = 2 to J) based on the work interruption days between repetitive 
section (j) and its predecessor section (j-1) in activity (i) and daily crew cost for the crew 
performing activity (i). 
 
The third and last step is designed to calculate interruption cost for each activity (i). This 
interruption cost will be selected as the least of the two aforementioned costs of keeping 
the crew idle on site or moving it to another project during its idle time if possible. First the 
model needs to evaluate whether there is enough time to mobilize and demobilize the 
interrupted crew. If the total required time for mobilizing and demobilizing the crew 
performing activity (i) plus its minimum time for working on a temporary project is greater 
than its interruption days of activity (i) at repetitive section (j), then the crew is not allowed 
to move to another project and its interruption cost is equal to its idle crew cost that was 
calculated in the previous step, as shown in Equation (4.12). However, If the crew is 
allowed to move to another project, the movement cost and idle cost calculated in the 
previous two steps will be evaluated and the interruption cost would be equal to the option 
with the less cost as shown in Equation (4.12). Furthermore, this step is designed to 





𝐶𝑀𝐶𝑖 = 𝑀𝐷𝐶𝑖 + [𝑀𝐷𝑇𝑖 × 𝐶𝐶𝑖]  (4.10) 
𝐼𝐶𝐶𝑖,𝑗 = 𝐼𝑛𝑡𝑒𝑟 𝑗,𝑗−1
𝑖  × 𝐶𝐶𝑖 2 ≤ 𝑗 ≤ 𝐽 (4.11) 
𝐼𝑓 (𝑀𝐷𝑇𝑖 + 𝑇𝑚𝑖𝑛𝑖 > 𝐼𝑛𝑡𝑒𝑟 𝑗,𝑗−1
𝑖 ), 𝑡ℎ𝑒𝑛  𝐼𝐶𝑖,𝑗 = 𝐼𝐶𝐶𝑖,𝑗 
𝑂𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒, 𝐼𝐶𝑖,𝑗 =  𝑀𝑖𝑛(𝐶𝑀𝐶𝑖 , 𝐼𝐶𝐶𝑖,𝑗)  








𝑖=1    (4.13) 
 
Where: 
CMCi = Crew movement cost for crew performing activity (i). 
MDCi = Mobilization and demobilization cost for crew performing activity (i). 
MDTi = Mobilization and demobilization time for crew performing activity (i). 
CCi = Daily crew cost rate for crew performing activity (i). 
ICCi,j = Idle crew cost of activity (i) at repetitive section (j). 
Tmin,i = Minimum work duration in a temporary project for crew performing 
activity (i). 
 
The present optimization model is developed based on a number of assumptions and 
limitations that include (1) a single crew formation is assigned for each repetitive activity 
that moves sequentially from the first repetitive unit to the last to perform the required 
work, and each of these crew formations may consist of one or more construction crews; 
(2) the precedence relationships among successor activities can be specified by the 
planner to be finish-to-start or start-to-start relationships with or without lag time; (3) the 





the model is designed to search for and identify the least interruption cost needed to 
minimize the duration of repetitive construction projects. 
4.6 Application Example 
An application example of a repetitive construction project that was analyzed by existing 
models (Russell and Caselton 1988; El-Rayes and Moselhi 2001; Nasser 2005; Liu and 
Wang 2007; Long and Ohsato 2009) is modified and optimized by the present model to 
demonstrate its novel capabilities in minimizing the total interruption cost of repetitive 
construction projects in addition to minimizing the project duration and total work 
interruption days. The analyzed project consists of five activities (I = 5): activity A (i = 1), 
activity B (i = 2), activity C (i = 3), activity D (i = 4), and activity E (i = 5), and each one of 
these activities consists of sixth repetitive sections (J = 6). In this example, the 
precedence relationship among all successor repetitive activities is specified to be finish-
to-start with no lag time. Each repetitive activity is assigned a single construction crew 
that moves sequentially from the first repetitive section to the sixth section to perform the 
work. Table 4.1 summarizes the input data for the analyzed example that includes 
information of quantity of work (Qij) for each repetitive section (j) in each activity (i), the 
crew daily output rate (Pi) and cost rate (CCi) for each activity, and the crew mobilization 
and demobilization cost (MDCi) and time (MDTi) for each activity. The minimum allowed 
period for working in another project during period of work interruption (Tmin,i) is assumed 





























(i = 1) 
1 1,090 






       
Activity B 
(i = 2) 
1 917 






       
Activity C 
(i = 3) 
1 88 






       
Activity D 
(i = 4) 
1 107 






       
Activity E 
(i = 5) 
1 126 













The present model utilized aforementioned input data to perform its optimization 
computations in order to generate an optimal/near optimal construction schedule for this 
application example that simultaneously minimizes project duration, total work 
interruption days, and total interruption cost. The GA optimization computations for this 
example was implemented using genetic algorithm solver (ga) in MATLAB (MathWorks 
2017a and 2017b). The GA parameters were specified for this example to be a population 
size of 50, a crossover rate of 0.7, and a mutation rate of 0.2. The optimization module is 
also set to terminate the optimization computations when the average relative change in 
the fitness function value over 30000 trials (generations) is less than 10-9. The 
computational time for this application example was approximately 6 minutes on a 
personal computer with Intel(R) Core (TM) i7-5500U with CPU @ 2.40GHz processor and 
6GB RAM. The optimization computations were performed using the aforementioned four 
main modules. In first module, the model was used to generate a set of feasible solutions 
for Shifti,j and search for a near optimal schedule that minimizes interruption cost by 
evaluating the finesses of all generated schedules. In the second module, the application 
example was scheduled utilizing the computation procedure in Figure 4.4 to identify for 
each activity (i) at each repetitive sections (j): its duration (Di,j), its early start date (ESi,j), 
and its work-continuity total float (CTFi,j). Furthermore, these computations identified the 
minimum project duration (D) and total crew work interruption days (TID) to be 157.2 days 
and 28.2 days, respectively, as shown in Table 4.2. In the third module, the model was 
used to generate a set of feasible intermediate schedules and calculate their start and 
finish dates (Si,j, Fi,j) using Equations (4.3) to (4.9), and work interruptions (Inter j,j−1
i ) using 





columns 2, 3, and 4 of Table 4.3. In the fourth module, the model was used to calculate 
the total interruption cost of each generated intermediate schedule that considers: crew 
movement cost (CMCi) using Equation (4.10), idle crew cost (ICCi,j) using Equation (4.11), 
interruption cost (ICi,j) using Equation (4.12), and total interruption cost (TIC) using 
Equation (4.13), as shown for the example in columns 5, 6, and 7 of Table 4.3. The 
identified optimal/near optimal schedule for this application example provided the least 
























Forward pass    Backward pass   Forward pass   
Inter. CTF 
ES  EF   LS  LF  ES     EF  
Activity (A), (i = 1) 
1 11.85 0 11.85 0 11.85 0 11.85 - 0 
2 19.74 11.85 31.59 11.85 31.59 11.85 31.59 0 0 
3 13.09 31.59 44.67 31.59 44.67 31.59 44.67 0 0 
4 13.09 44.67 57.76 44.67 57.76 44.67 57.76 0 0 
5 13.76 57.76 71.52 57.76 71.52 57.76 71.52 0 0 
6 18.27 71.52 89.79 71.52 89.79 71.52 89.79 0 0 
Activity (B), (i = 2) 
1 9.73 11.85 21.58 21.85 31.59 21.85 31.59 - 0 
2 10.44 31.59 42.02 31.59 42.02 31.59 42.02 0 0 
3 12.35 44.67 57.02 47.43 59.78 44.67 57.02 2.65 2.76 
4 11.77 57.76 69.53 62.76 74.54 57.76 69.53 0.74 5.00 
5 7.58 71.52 79.10 77.63 85.21 71.52 79.10 1.99 6.11 
6 12.62 89.79 102.42 89.79 102.42 89.79 102.42 10.69 0 
Activity (C), (i = 3) 
1 10.23 21.58 31.81 31.79 42.02 31.79 42.02 - 0 
2 12.79 42.02 54.81 42.02 54.81 42.02 54.81 0 0 
3 13.72 57.02 70.74 59.78 73.50 57.02 70.74 2.21 2.76 
4 9.77 70.74 80.51 74.54 84.30 70.74 80.51 0 3.80 
5 16.16 80.51 96.67 85.21 101.37 80.51 96.67 0 4.70 
6 9.77 102.42 112.18 102.42 112.18 102.42 112.18 5.74 0 
Activity (D), (i = 4) 
1 10.81 31.81 42.62 44.00 54.81 44.00 54.81 - 0 
2 14.55 54.81 69.36 54.81 69.36 54.81 69.36 0 0 
3 10.81 70.74 81.55 73.50 84.30 70.74 81.55 1.38 2.76 
4 17.07 81.55 98.62 84.30 101.37 81.55 98.62 0 2.76 
5 10.81 98.62 109.43 101.37 112.18 98.62 109.43 0 2.76 
6 18.18 112.18 130.36 112.18 130.36 112.18 130.36 2.76 0 
Activity (E), (i = 5) 
1 14.48 42.62 57.11 54.88 69.36 54.88 69.36 - 0 
2 20.34 69.36 89.70 69.36 89.70 69.36 89.70 0 0 
3 18.16 89.70 107.86 89.70 107.86 89.70 107.86 0 0 
4 17.59 107.86 125.45 107.86 125.45 107.86 125.45 0 0 
5 20.57 125.45 146.03 125.45 146.03 125.45 146.03 0 0 
6 11.15 146.03 157.17 146.03 157.17 146.03 157.17 0 0 















 Intermediate scheduling 
module computations 
 Interruption cost  
module computations 
 S*i,j F*i,j Inter.*  CMCi ICCi,j ICi,j 
1  2 3 4  5 6 7 
Activity (A), (i = 1) 
1 0  0.00 11.85 -  
$1,606 
- - 
2 0  11.85 31.59 0  0 0 
3 0  31.59 44.67 0  0 0 
4 0  44.67 57.76 0  0 0 
5 0  57.76 71.52 0  0 0 
6 0  71.52 89.79 0  0 0 
Activity (B), (i = 2) 
1 0  21.85 31.59 -  
$2,739 
- - 
2 0  31.59 42.02 0  0 0 
3 2.76  47.43 59.78 5.41  $25,293.6 $2,739 
4 0  59.78 71.55 0  0 0 
5 0  71.55 79.13 0  0 0 
6 0  89.79 102.42 10.67  $49,894.8 $2,739 
Activity (C), (i = 3) 
1 0  31.79 42.02 -  
$2,128 
- - 
2 0  42.02 54.81 0  0 0 
3 0  59.78 73.50 4.96  $17,149.7 $2,128 
4 1.29  73.50 83.26 0  0 0 
5 0.53  83.26 99.43 0  0 0 
6 0  102.42 112.18 2.99  $10,330.7 $2,128 
Activity (D), (i = 4) 
1 0  44.00 54.81 -  
$2,823 
- - 
2 0  54.81 69.36 0  0 0 
3 0.75  73.50 84.30 4.14  $17,569 $2,823 
4 2.76  84.30 101.37 0  0 0 
5 2.76  101.37 112.18 0  0 0 
6 0  112.18 130.36 0  0 0 
Activity (E), (i = 5) 
1 0  54.88 69.36 -  
1,603.5 
- - 
2 0  69.36 89.70 0  0 0 
3 0  89.70 107.86 0  0 0 
4 0  107.86 125.45 0  0 0 
5 0  125.45 146.03 0  0 0 
6 0  146.03 157.17 0  0 0 









Figure 4.5 Generated Optimal Schedule by the Present Model 
 
The generated results highlight the original contributions of the developed model and its 
unique capabilities in considering and minimizing crew interruption costs and generating 
an optimal/near optimal schedule for repetitive construction projects that simultaneously 
minimizes project duration, total work interruption days, and total interruption cost. 
Existing optimization models in the literature are incapable of providing a near optimal 
schedule similar to the one generated by this model due to their inability to consider and 
minimize crew interruption costs. As shown in Figure 1.4, existing optimization models 
can generate schedules B, C, D, or E for this application example that provide a significant 
increase in the project interruption costs that range from 166% to 325% compared to the 
near optimal schedule F that was generated by the present model. 
 





























Total interruption cost = $12,577 
Project duration = 157.2 days 






The computations and results of the present model were also validated by comparing 
them to those generated by existing models. This was accomplished by utilizing the 
present model to optimize the scheduling of the same repetitive construction example 
that was previously optimized by Russell and Caselton (1988), El-Rayes and Moselhi 
(2001), Nasser (2005), Liu and Wang (2007), and Long and Ohsato (2009).  As stated 
earlier, these exiting models are capable of minimizing project duration and work 
interruptions without considering and minimizing the total interruption cost. To enable a 
comparison to these models, this analysis was limited to comparing the minimum project 
duration and work interruptions generated by the present model to those produced by 
other models. The outcome of this analysis confirms that the results generated by the 
present model are identical to the best solutions generated by existing models, as shown 
in Table 4.4. 
 




Total work interruption 
(days) 
Russell & Caselton (1988) 110.40 16.00 
El-Rayes & Moselhi (2001) 106.80 15.00 
Nasser (2005) 106.80 14.00 
Liu & Wang (2007) 106.80 13.80 
Long & Ohsato 2009 106.81 13.91 
Present Model 106.80 13.80 
4.7 Conclusion 
A novel optimization model was developed for scheduling repetitive construction projects 
that simultaneously minimizes project duration, work interruptions, and interruptions cost. 
The computations in the present model were organized in four major modules: 





interruption cost module. First, the optimization module utilizes genetic algorithms to 
search for and identify an optimal/near optimal schedule that minimizes interruption cost. 
Second, the initial scheduling module identifies a boundary of the feasible schedules for 
repetitive construction projects that minimize both project duration and work interruptions. 
This enables the model to limit its search space in order to enhance its computational 
efficiency and its capacity to optimize large-scale repetitive construction projects. Third, 
the intermediate scheduling module uses a resource-driven scheduling algorithm to 
generate a set of feasible intermediate schedules for repetitive construction projects that 
simultaneously minimizes project duration and work interruptions. Fourth, the interruption 
cost module calculates the cost of work interruptions for each of the generated 
intermediate schedules. An application example of a repetitive construction project was 
analyzed to illustrate the use of the model and highlight its original contributions. The 
primary contributions of this research to the body of knowledge are its novel methodology 
for considering and minimizing crew interruption cost and its unique capability of 
simultaneously minimizing project duration, work interruptions, and interruptions cost for 
repetitive construction projects. These novel and unique capabilities are expected to 
provide much needed support to planners of repetitive construction projects and enable 
them to (1) minimize the project duration while keeping crew work interruptions and 
interruption cost to a minimum, (2) accurately quantify the impact of crew work 
interruptions on project cost; and (3) enhance the efficiency of the optimization 
computations and their ability to optimize the scheduling of large-scale repetitive 





consider serial and non-serial repetitive activities, and enable the utilization of multiple 


























5. CHAPTER 5 
MULTI-OBJECTIVE OPTIMIZATION MODEL 
5.1 Introduction 
This chapter presents the development of a novel multi-objective optimization model for 
repetitive construction projects that is capable of minimizing the use of overtime hours 
and generating optimal tradeoffs among project duration, work interruptions, and overtime 
use. As shown in Figure 5.1, the multi-objective optimization model is developed in three 
main phases (1) formulation phase that identifies all relevant decision variables and 
formulates the three objective functions of the model,; (2) implementation phase that 
executes the model computations using multi-objective genetic algorithms; and (3) 
performance evaluation phase that analyzes the performance of the developed model 
and illustrates its new and novel capabilities using an application example of a repetitive 
construction project. The following sections of the paper describe these three 















Figure 5.1 Model Development Phases 
 
5.2 Formulation Phase  
This phase focuses on formulating the optimization model in two steps that are designed 
to (1) identify all relevant decision variables; and (2) formulate the aforementioned three 
objective functions, as shown in Figure 5.1. 
5.2.1 Decision Variables 
The decision variables of the present model are designed to represent all feasible 
alternatives for planning and scheduling repetitive construction projects that affect project 
1. Formulation Phase 
 
 
1.1 Decision variables 
 Crew formation (ni) 
 Work interruption (interi,j) 
 Overtime usage (oi,j) 
 
 
1.2 Objective functions 
2. Implementation Phase 
Execute multi-objective genetic algorithms computations to generate optimal tradeoffs 
among project duration (D), total crew work interruption (TI), and total overtime usage (TO) 
3. Performance Evaluation Phase 
Analyze application example to (1) validate model computations and results; and (2) 
illustrate its novel capabilities. 
Minimize: 
 Project duration (D) 
 Total interruption (TI) 





duration, crew work continuity, and overtime usage. In this model, three decision variables 
are identified to represent the selection of (1) crew formations, (2) work interruptions, and 
(3) overtime usage from a set of feasible alternatives, as shown in Figure 5.1. First, the 
crew formation variable (ni) is modeled with positive integer variables and designed to 
represent the selection of a crew formation (n) for each activity (i) from a set of feasible 
alternatives that are specified by planners, as shown in Figure 5.2. For example, the 
decision variable (n2 = 3) represents the selection of the third crew formation for 
constructing the second repetitive activity (i = 2) from its user-specified set of alternatives. 
This decision variable (ni) is bounded by the number of user-specified alternative options 
(Ni) of crew formations that can be assigned to repetitive activity (i), as shown in Equation 
5.1. For example, (N2 = 5) represents the availability of five feasible crew formations for 
the second repetitive activity (i = 2).  
 
1 ≤  𝑛𝑖 ≤ 𝑁𝑖  (5.1) 
 
Where: 
Ni = Number of user-specified crew formation options for repetitive activity 
(i). 
 
The second identified decision variable of the model is work interruption (interi,j) that is 
designed is to represent the selection of work interruption period (inter) between repetitive 
unit (j) and its previous unit (j - 1) for activity (i) from a set of feasible alternatives, as 





number. For example, the decision variable (inter2,4 = 1) represents the selection of one-
day work interruption between the fourth repetitive unit (j = 4) and its previous unit (j = 3) 
for the crew formation constructing the second activity (i = 2). This decision variable 
(interi,j) is bounded by the user-specified maximum number of interruption days (Ii) that 
can be allowed for the crew assigned to repetitive activity (i), as shown in Equation 5.2. It 
should be noted that the decision variable (interi,j) is applied for a subset of the repetitive 
activities in the project starting from the second activity (i = 2) through the activity before 
the last (i = I - 1) at each of the second repetitive (j = 2) unit through the last repetitive unit 
(j = J) as shown in Figure 5.2. This is due to the fact that interrupting construction crews 
in the first and last activities of the repetitive projects does not lead to a reduction in the 
project duration and therefore need not be considered or analyzed during the optimization 
procedure. 
 
0 ≤ 𝑖𝑛𝑡𝑒𝑟𝑖,𝑗 ≤ 𝐼𝑖  (5.2) 
 
Where: 
Ii = User-specified maximum number of interruption days that can be 
allowed for the crew assigned to repetitive activity (i). 
 
The third identified decision variable of the model is overtime usage (𝑜𝑖,𝑗
𝑛 )  that is designed 
to represent the selected number of overtime hours assigned to crew formation (n) in 
activity (i) at repetitive unit (j), as shown in Figure 5.2. The value of this variable can be 
either zero or a positive real number. For example, the decision variable (𝑜2,4





represents the utilization of three hours of overtime for the third crew formation (n=3) 
assigned to the second activity (i = 2) at the fourth unit (j = 4). This decision variable (𝑜𝑖,𝑗
𝑛 ) 
is bounded by the user-specified maximum allowed overtime hours (𝑂𝑖
𝑛) that can be 








𝑛 = User-specified maximum allowed overtime hours that can be assigned 






Figure 5.2 Decision Variables and Their Feasible Alternatives 
Activity (i: 1 to I) … …
Decision Variable (n i ) … …
Feasible Alternatives (1 to Ni)
Activity (i: 2 to I-1) … …
Repetitive unit (j: 1 to J) … …
Decision Variable (inter i,j ) … … … …
Feasible Alternatives (0 to Ii)
Activity (i: 1 to I) …
Crew formation (n: 1 to Ni) … …
Repetitive unit (j: 1 to J) 1 … J 1 … J 1 … J 1 … J
Decision Variable (      ) … … … … … … …
Feasible alternatives (0 to     )




     : user-specified maximum allowed overtime hours that can be assigned to crew formation (n) of 
repetitive activity (i).
0 to I2 0 to II-1
1 to N1
Decision Variable 2: Work Interruptions (inter i,j )
Ni: number of user-specified crew formation options for repetitive activity (i).
1 to N2 1 to NI
interI-1,J
2 I-1
2 J 2 J




1 N1 1 NI
inter2,2 inter2,J interI-1,2
      : real decision variable that represents the selection of overtime hours for crew formation (n) 
constructing activity (i) at repetitive unit (j). 
ni: interger decision variable that represents the selection of crew formation (n) for activity (i) from a set of 
feasible alternatives.
inter i,j: integer decision variable that represents the selection of work interruption period in days between 
repetitive unit (j) and its previous unit (j-1) for activity (i).
Ii: user-specified maximum number of interruption days that can be allowed for the crew assigned to 
repetitive activity (i).
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5.2.2 Objective Functions 
The present multi-objective optimization model is formulated to generate optimal tradeoffs 
among the aforementioned three optimization objectives, as shown in Figure 5.1. 
Accordingly, the first objective function of the developed model is designed to minimize 
the duration of repetitive construction projects, as shown in Equation 5.4. This is achieved 
by minimizing the finish date (FI,J) of last repetitive unit (J) in the last activity (I), as shown 
in Equation 5.4. 
 
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑝𝑟𝑜𝑗𝑒𝑐𝑡 𝑑𝑢𝑟𝑎𝑡𝑖𝑜𝑛 (𝐷) = 𝐹𝐼,𝐽  (5.4) 
 
Where: 
D = Entire project duration. 
FI,J = Finish date of last repetitive unit (J) in the last activity (I). 
 
To achieve this objective function, a scheduling algorithm is developed to generate 
schedules for repetitive construction projects based on the aforementioned identified 
decision variables. The scheduling algorithm is designed to provide the capability of (a) 
considering crew work interruptions among repetitive units and analyzing their impact on 
the project duration; (b) enabling the assignment of varying overtime hours for each 
repetitive unit in any activity; and (c) complying with crew availability, crew work continuity, 
and precedence relationships constraints. The scheduling algorithm is developed in four 
main steps (see Figure 5.3) that are designed to compute (1) the duration of each 





activity that comply with crew availability and crew work continuity constraints; (3) the 
initial early start and finish dates of each activity that comply with the precedence 
relationship constraint among repetitive activities; and (4) the scheduled start and finish 
dates of each activity that comply with all scheduling constraints. In the first step, the 
duration of each activity (i) at each of its repetitive units (j) is calculated using Equation 
5.5 based on (a) the quantity of work in each activity (i) at each repetitive unit (j); (b) the 
base daily output rate for the crew formation (n) assigned to activity (i); (c) the number of 
overtime hours assigned to crew formation (n) in activity (i) at repetitive unit (j); and (d) 
the productivity loss index that represents potential reduction in the productivity rate of 
the crew assigned to activity (i) at repetitive unit (j) that could be caused by extended use 








⁄ ) × (𝐻 + 𝑜𝑖,𝑗





Di,j = Duration of each activity (i) at each of its repetitive unit (j) in days. 
Qi,j = Quantity of work in activity (i) of repetitive unit (j) in units of 
measurement per day such as m3. 
BPi
 i = Base daily output rate for crew formation (n) assigned to activity (i) 
with no overtime hours in units of measurement per day. 







𝑛  = Overtime usage assigned to selected crew formation (n) in activity (i) 
at repetitive unit (j) in hours.  
PLi,j = User-specified productivity loss index in activity (i) at repetitive unit (j) 
due to the use of the overtime that is reported to range from 1 to 0.69 based 
on the use and duration of overtime hours (Means 2018), where a value of 
1 and 0.69 represents 0% and 31% loss in the crew daily productivity rate, 
respectively. 
 
The second step of the scheduling algorithm is designed to calculate the initial early start 
(Si,j
crew) and finish (Fi,j
crew) dates of activity (i) at repetitive unit (j) that comply with the crew 
availability and crew work continuity constraints, assuming that each activity (i) has no 
predecessors, as shown in Figure 5.3. Due to this initial assumption, the value of the early 
start date (Si,1
crew) of each activity (i) at its first repetitive unit (j=1) is assumed to be zero in 
this calculation step, as shown in Figure 5.3. This initial schedule for each repetitive 
activity will be shifted to a later time in the fourth step to further comply with all precedence 
relationship constraints. To identify this required shift for each repetitive activity (Shift i), 
the third step of the scheduling algorithm is designed to calculate the earliest start (Si,j
logic
) 
date for activity (i) at repetitive unit (j) based on its precedence relationship with its 
predecessor activity (i - 1), as shown in Figure 5.3. If the precedence relationship between 
activity (i) and its predecessor activity (i - 1) is Finish-to-Start or Finish-to-Finish, then 
Si,j
logic
 is calculated based on the finish date of its predecessor activity (Fi-1,j). On the other 
hand, if the precedence relationship between the two activities is Start-to-Start or Start-
to-Finish, then Si,j
logic





1,j). It should be noted that the present model is designed to provide planners with the 
flexibility to specify the precedence relationships among repetitive activities to be finish-
to-start (FS), finish-to-finish (FF), start-to-start (SS), and start-to-finish (SF) with or without 
lag time.  
 
The fourth and last step of the scheduling algorithm is designed to calculate the start and 
finish dates of activity (i) at each of its repetitive units (j) that comply with all scheduling 
constraints. This will be achieved by shifting Si,j
crew that was calculated in the second step 
to a later time to further comply with all precedence relationship constraints. The required 
shift for each activity (Shifti) is identified by (a) computing the differences (difi,j) between 
the aforementioned start dates Si,j
logic
 and Si,j
crew for activity (i) at each of its repetitive units 
(j); and (b) calculating the maximum difference among all repetitive units (Shifti =
Maxj=1
J [difi,j]), as shown in Figure 5.3. Accordingly, the start (Si,j) and finish (Fi,j) dates of 
activity (i) at each repetitive unit (j) are calculated, as shown in Figure 5.3. It should be 
noted that the aforementioned four steps of the scheduling algorithm are performed in a 
forward pass starting from the first activity to the last, as shown in Figure 5.3. 
 
The second objective function of the developed model is designed to maximize the crew 
work continuity, as shown in Equation 5.6. This is achieved by minimizing the sum of crew 
work interruption duration among repetitive units in each activity in the generated 











  (5.6) 
 
Where: 
TI = Total crew work interruption duration in the project. 
interi,j = Crew work interruption duration between repetitive unit (j) and its 
previous unit (j - 1) for each activity (i). 
 
The third objective function of the developed model is designed to minimize the total 
assigned overtime hours in the project, as shown in Equation 5.7. This is done by 
minimizing the sum of overtime usages assigned for each activity at each repetitive unit 
in the generated schedules, as shown in Equation 5.7. 
 





  (5.7) 
 
Where: 











5.3 Implementation Phase 
The present multi-objective optimization model is implemented using multi-objective 
genetic algorithms (multi-objective GA) due to its capability of producing Pareto optimal 
fronts for multi-objective optimization problems (Zitzler and Thiele 1999; Deb et al. 2000; 
Hyari and El-Rayes 2006; Hyari et  al. 2009; Karatas and El-Rayes 2015). The 
optimization model is implemented using MATLAB in four main steps (1) specifying the 
required input data of the model; (2) initializing the optimization computations; (3) 
executing the optimization computation; and (4) generating the optimization results, as 
shown in Figure 5.3. 
 
In the first step, construction planners need to specify and input all relevant repetitive 
construction project data that includes (a) project data such as number of activities (I), 
their precedence relationships, and the total number of regular working hours in a day 
without overtime hours (H); (b) activity data such as number of repetitive units (J), quantity 
of work (Oi,j) for each activity (i) at each repetitive unit (j), and maximum allowed number 
of interruption days between repetitive units in each activity (Ii); and (c) resource data 
such as number of crew formation options (Ni) for each activity (i), their base daily output 
rate (BPi
 ), and their maximum allowed hours of overtime ( i
 ), as shown in Figure 5.3. In 
the optimization initialization step, the multi-objective GA parameters including population 
size, crossover rate, mutation rate, and termination conditions are specified, as shown in 
Figure 5.3. The model then randomly creates an initial generation that consists of a 





where each plan represents a random selection of  (a) crew formation (ni) for each activity 
(i) from the set of feasible options that was specified by planners; (b) crew work 
interruption duration (interi,j) among repetitive units (j, j-1) in each activity (i) within their 
pre-specified range (0 to Ii); and (c) overtime usage (𝑜𝑖,𝑗
𝑛 ) for each crew formation (n) in 
activity (i) at repetitive unit (j) within their pre-specified range (0 to  i
 ), as shown in Figure 
5.3. 
 
In the optimization computations step, the execution of the multi-objective GA 
computations starts by evaluating the fitness of each of the feasible construction plans 
(solutions, s = 1 to S) in the current generation (g = 1) based on their calculated project 
duration (D) using Equation 5.4, total work interruption duration using Equation 5.6, and 
total overtime assigned for construction crews using Equation 5.7. The fitness of each of 
evaluated construction plans is determined based on its collective performance in these 
three optimization objectives. Accordingly, a construction plan is assigned a high fitness 
value when it delivers minimum project duration, least total work interruption, and 
minimum use of overtime hours. Such a plan can be identified as dominating another plan 
if it provides a better performance in at least one objective while maintaining similar or 
better performances in the remaining objectives. For example, construction plan (a) that 
provides project duration of 119 days, total work interruption of 15 days, and total overtime 
usage of 50 hours dominates construction plan (b) that provides project duration of 120 
days, total work interruption of 15 days, and total overtime usage of 50 hours. All identified 
non-dominated construction plans are used to generate Pareto optimal solutions that 





fitness are then ranked using crowding distance operator in order to spread non-
dominated construction plans over the solution space and achieve a well-distributed front 
(Hyari et al. 2009). The multi-objective GA operators of selection, crossover, and mutation 
are then applied to generate a new set of construction plans for the next generation, as 
shown in Figure 5.3. This procedure is iteratively repeated for each generation until one 
of the stopping criteria is achieved, as shown in Figure 5.3. For example, the stopping 
criteria may include reaching a predefined number of generations, and/or achieving a 
predefined number of iterations without significant improvements. In the optimization 
results step, a set of optimal non-dominated construction plans that represent the optimal 
tradeoffs among project duration, crew work interruptions, and overtime usage are 
generated. For each generated optimal plan, the model identifies optimal level of resource 
utilization for each activity (i) in the project that include (a) selected crew formation (ni*); 
(c) selected work interruption duration (interi,j*) among repetitive units; and (d) selected 
number of overtime hours (𝑜𝑖,𝑗
𝑛 *) at each repetitive unit (j), as shown in Figure 5.3. 
5.4 Performance Evaluation Phase 
An application example of a repetitive construction project is analyzed to evaluate the 
performance of the model and illustrate its unique capabilities. The example was originally 
introduced by Selinger (1980) and was later adapted and analyzed by other related 
research studies (Russell and Caselton 1988, El-Rayes and Moselhi 2001, Hyari and El-
Rayes 2006). The repetitive construction project example includes five construction 
activities and each is performed by a single construction crew that moves sequentially 





among these five activities is finish-to-start with no lag time. The project input data 
includes quantity of work (Qi,j) for each activity in all its repetitive units, and its available 
crew formations, as shown in Table 5.1. The application is analyzed twice in this phase 
to (1) validate the generated results by the present model; and (2) illustrate its use and 
novel capabilities in generating optimal/near optimal tradeoffs among project duration, 
crew work interruptions, and overtime usage. 
 
The purpose of the first analysis is to validate the present model computations and results 
by comparing them to those generated by Hyari and El-Rayes model (2006) for the same 
example. To enable such a comparison, the application example is analyzed by the 
present model assuming there is no overtime policy for all repetitive activities in the project 
because the Hyari and El-Rayes model (2006) did not consider or enable the use of 
overtime. Accordingly, the upper limits of overtime usage (𝑂𝑖
𝑛) in the developed model 
are set to be zero for all alternative crew formations (n = 1 to Ni) in all repetitive activities 
(i = 1 to I). In this analysis, the Pareto optimal/near-optimal set of 15 non-dominated 
construction plans generated by the developed model were identical to those generated 
by Hyari and El-Rayes model (2006). 
 
The purpose of the second analysis is to illustrate the novel capabilities of the developed 
model in generating optimal/near optimal tradeoffs among project duration, crew work 
interruptions, and overtime usage. In order to allow for the consideration of overtime 
policy in the optimization process, it is assumed that the variation in the crew daily output 





difference in the use of overtime hours, similar to the assumption and procedure 
presented in Moselhi and El-Rayes (1993). Accordingly, the crew formation with the least 
daily output rate for each activity is identified to be the base crew formation that is 
assigned to work only during the regular working hours with no overtime, as shown in 
column 8 of Table 5.1. For the remaining crew formations of each activity, their higher 
daily output rates is assumed to be achieved by assigning overtime hours to the identified 
base crew in the previous step, as shown in column 9 of Table 5.1. The overtime hours 
assigned to each base crew formation to provide the daily output rates in the original 
example is calculated using Equation (5.8) (Moselhi and El-Rayes 1993) , as shown in 











𝑛 = Total overtime usage assigned to crew formation (n) in activity (i) in 
hours. 
𝑃𝑖
𝑛 = Daily output rate for crew formation (n) in activity (i) in units of 
measurement per day. 
𝐵𝑃𝑖
𝑛 = Base daily output rate for crew formation (n) assigned to activity (i) 








Table 5.1 Project Input Data and Their Equivalent Overtime Hours 
 
 Original example (Selinger 1980, Russell and Caselton 1988, El-
Rayes and Moselhi 2001, Hyari and El-Rayes 2006) 
 
 Equivalent overtime hours 
Repetitive activity 
(i) 
 Work quantity (Qi,j) (m




Daily crew output 
rate (m3/day) 
  Base crew daily 
output rate 
(m3/day) 
 Total overtime 
usage 
(hours) 
 Repetitive unit (j)     
 Unit 1  Unit 2  Unit 3  Unit 4      
1  2  3  4  5  6  7   8 9 
Excavation (i = 1)  1147  1434  994  1529  1  91.75*   91.75  0.00** 
Foundation (i = 2)  1032  1077  943  898  1  89.77   53.86  5.33** 
     2  71.81   53.86  2.67 
     3  53.86*   53.86  0.00 
Columns (i = 3)  104  86  129  100  1  5.73*   5.73  0.00 
     2  6.88   5.73  1.60 
     3  8.03   5.73  3.21** 
Beams (i = 4)  85  92  101  80  1  9.9   5.66  5.99** 
     2  8.49   5.66  4.00 
     3  7.07   5.66  2.00 
     4  5.66*   5.66  0.00 
Slabs (i = 5)  0  138  114  145  1  8.73   7.76  1.00** 
     2  7.76*   7.76  0.00 
     * Identified base crew for activity (i) that is assigned to work only during regular hours with no overtime. 









The developed model is utilized to optimize the scheduling of the repetitive construction 
example in order to generate optimal tradeoffs among project duration, crew work 
interruptions, and overtime hours. The optimization model was able to identify a set of 
178 Paetro optimal/near optimal construction plans, where each plan represents a unique 
and optimal trade-off among the three aforementioned objectives of the present model, 
as shown in the three-dimensional graph in Figure 5.4. Furthermore, these generated 
plans are also presented graphically in two-dimensional graphs to demonstrate the 
tradeoffs between (1) project duration (D) and crew work interruptions (TI), and (2) project 
duration (D) and total assigned overtime hours (TO), as shown in Figure 5.5. For each 
generated construction plan, the model identifies its optimal level of resource utilization 
and its optimal work interruptions among the repetitive units, as shown in Table 5.2 that 





































Table 5.2 Sample Output Data of the Model 
Construction 
plan (S) 


























  (D*)  (TI*)  (TO*)      (ni
∗) (interi,j
∗ ) ( i,j
∗ ) 
1  2 3 4  5  6  7 8 9 
A  106.8 15 49.1 
 




 2 0 0 
 3 0 0 
 4 0 0 
      
Foundation  1 
1 
- 2.50 
 2 1 5.33 
 3 0 5.08 
 4 5 4.02 
      
Columns  1 
1 
- 3.17 
 2 0 3.21 
 3 0 3.21 
 4 0 2.55 
      
Beams  1 
1 
- 3.18 
 2 0 4.94 
 3 6 5.95 
 4 3 3.24 
      
Slabs  1 
1 
- 0 
 2 0 0.76 
 3 0 1 






Analyzing the generated optimal/near-optimal construction plans illustrates that the 
present model was able to generate a wide spectrum of optimal tradeoff solutions that 
range from: (1) minimum project duration (D) of 106.8 days with an associated crew work 
interruptions of 15 days and total overtime usage of 49.1 hours, as shown in construction 
plan (A) in Figures 5.4 and 5.5; (2) minimum total crew work interruptions (TI) of zero 
days with associated project duration of 117.2 days and total overtime usage of 20.6 
hours, as shown in construction plan (B) in Figures 5.4 and 5.5; and (3) minimum total 
overtime usage (TO) of zero hours with associated project duration of 142.8 days and 
total crew interruptions of zero days, as shown in construction plan (C) in Figures 5.4 and 
5.5. Construction planners can analyze this wide spectrum of optimal tradeoff solutions 
to identify and select the best plan that addresses the specific needs of their construction 
project. 
 
 The novelty of the developed model can be illustrated by comparing its results to those 
generated by existing models for the same example. This comparison confirms that the 
model outperforms existing ones in two main areas. The first area of outperformance is 
generating optimal trade-offs among project duration, total crew work interruptions, and 
total overtime usage that cannot be provided by existing models, as shown in Figures 5.4 
and 5.5. The second area of outperformance is minimizing the use of overtime hours (see 
Fig. 5.6) and providing further reduction in the project duration for the same level of the 
work interruptions, as shown in solutions S25 to S34 in Table 5.3 that were generated by 
the present model. Each of these solutions provide a minimum use of overtime hours and 





by Hyari and El-Rayes model (2006). This outperformance was achieved because the 
developed model provides the flexibility of using varying daily output rates for the different 
repetitive units of each activity as it enables overtime hours to change from one repetitive 
unit to another. For example, the optimal daily output rate that was identified by Hyari and 
El-Rayes model (2006) for activity B in Fig. 5.7 was 89.77 m3/day for all its repetitive 
units, while the present model identified varying optimal daily output rates for the same 
activity that range from 55.81 to 83.39 m3/day for its repetitive units, as shown in Fig. 5.7. 
This capability of the present model to consider varying daily output rates minimized the 
total use of overtime from 46.1 to 24.3 hours and provided further reduction in the project 



















 Total work 
interruptions 






 Total work 
interruptions 
 Total overtime 
usage 
               
  Slienger model (1980)    Russell and Caselton model (1988) 
1  117.9  0  35.5  18  110.4  16  62.1 
               
  El-Rayes and Moselhi model (2001)         
2  106.8  15  62.1         
               
  Hyari and El-Rayes model (2006)    Sample solutions generated by present model 
3  106.8  15  62.1  19  106.8  15  49.1 
4  107  14  62.1  20  107  14  48.4 
5  107.6  13  62.1  21  107.4  13  46.7 
-  -  -  -  22  108  12  45.2 
6  108.5  11  54.1  23  108.3  11  44.1 
7  109  10  54.1  24  109  10  42.3 
8  109.9  9  54.1  25  109.3  9  41.2 
9  110.9  8  54.1  26  110  8  39.7 
10  111.4  7  46.1  27  110.3  7  38.6 
11  112.3  6  46.1  28  111.2  6  35.3 
12  113.3  5  46.1  29  112.2  5  32 
13  114.3  4  46.1  30  113.2  4  29.1 
14  115.3  3  46.1  31  114.2  3  26.6 
15*  116.3  2  46.1  32*  115.2  2  24.3 
16  116.8  1  35.5  33  116.2  1  22.3 
17  117.9  0  35.5  34  117.2  0  20.6 






     
 
Repetitive. unit 
Optimal crew daily output rate for activity B  
 Solution #15 in Table 5.3 





66.06 m3/day  
 2 83.39 m3/day  
 3 64.63 m3/day  
 4 55.81 m3/day  
     
Figure 5.7 Solutions S15 and S32 Presented in Table 5.3 
 
5.5  Conclusion 
A novel multi-objective optimization model was developed for scheduling repetitive 
construction projects to minimize the use of overtime and generate optimal tradeoffs 
among project duration, work interruption, and overtime use. The model was developed 
in three phases: formulation phase, implementation phase, and performance evaluation 
phase. The formulation phase identified three relevant decision variables that represent 
the selection of crew formations, work interruptions, and overtime usage from a set of 






















Solution #32 generated by present model





Varying crew daily 
output rate that changes 
from one unit to the other
Fixed crew daily output rate (89.77 m3/day) for all 





duration, crew work interruptions, and the use of overtime hours. The implementation 
phase utilized multi-objective genetic algorithms to generate optimal tradeoffs among the 
aforementioned three optimization objectives of this model. The performance evaluation 
phase analyzed an application example to validate the computations and results of the 
developed model, and illustrate its original contributions. The results of the performance 
evaluation phase highlighted the novel capabilities of the developed model and its primary 
contributions to the body of knowledge in generating optimal tradeoff solutions among 
project duration, work interruptions, and overtime usage in a single run. Each of these 
solutions provides a unique and optimal selection of crew formation, crew work 
interruptions, and overtime hours for each repetitive activity in the project. These novel 
and unique capabilities of the present model are expected to (a) advance existing 
planning and scheduling practices of repetitive construction projects; and (b) provide 
useful tool for construction planners that can be used to minimize project duration while 














6. CHAPTER 6 
CONCLUSION 
6.1 Summary 
This research study focused on optimizing the scheduling and resource utilization of 
repetitive construction projects. The new research developments of this study include: (1) 
a novel heuristic scheduling model; (2) an innovative interruption cost model; and (3) a 
new multi-objective optimization model for minimizing project duration, crew work 
interruptions and overtime usage. 
 
First, a novel heuristic scheduling model was developed to (1) generate early and late 
start schedules that minimize the project duration while keeping total work interruptions 
to a minimum; (2) identify novel type of floats (CTF and CFF) that analyze the impact of 
delaying the early start of repetitive construction activities on the work continuity of 
construction crews; and (3) provide planers with the flexibility to generate a wide range of 
intermediate schedules between the ES and LS schedules that maintains the least project 
duration and minimum total work interruption. The performance of the developed model 
was analyzed by comparing its results to those generated by existing related models for 
the same application example of repetitive construction projects. The results of this 
performance analysis highlighted the original contributions of the model and its unique 
capabilities of generating early and late start schedules for repetitive construction 
projects, calculating two novel types of crew work-continuity floats for each repetitive unit 





and late start schedules that maintains the least project duration and minimum total work 
interruption. 
 
Second, a novel interruption cost model was developed to search for and identify an 
optimal/near optimal schedule for each activity that simultaneously minimizes the project 
duration, work interruptions, and interruption costs. This model was developed in two-
step procedure. In the first step, the model utilized a newly developed heuristic scheduling 
model to generate a wide range of schedules that minimize both project duration and 
crew work interruptions. These generated schedules were capable of minimizing both the 
project duration and crew work interruptions, however they provide varying interruption 
costs. In the second step, the model utilized a single objective optimization model to 
further accomplish the third objective of minimizing the interruption cost. An application 
example of a repetitive construction project was analyzed to illustrate the use of the model 
and highlight its original contributions. The generated results highlighted the original 
contributions of the developed model and its unique capabilities in considering and 
minimizing crew interruption costs and generating an optimal/near optimal schedule for 
repetitive construction projects that simultaneously minimizes project duration, total work 
interruption days, and total interruption cost. 
 
Third, a new multi-objective optimization model was developed to generate optimal 
tradeoffs among project duration, work interruptions, and overtime usage. The 
performance of the developed model was analyzed using an application example of 





the model was capable of generating a wide range of optimal non-dominated solutions 
for repetitive construction projects, where each provides a unique and optimal selection 
of crew formation, crew work interruptions, and overtime hours for each repetitive activity 
in the project. 
6.2 Research Contributions 
The main research contributions of this study include: 
 
1. Developing a novel heuristic scheduling model for repetitive construction projects that 
is capable of generating early and late start schedules that minimize the duration of 
repetitive construction projects while keeping the total work interruptions of their 
utilized crews to a minimum. 
2. Calculating new types of crew work-continuity floats that consider the impact of 
delaying the early start of repetitive activities on crew work continuity. 
3. Generating a wide range of intermediate schedules between the early and late start 
schedules for repetitive construction projects that maintain the least project duration 
and minimum total crew work interruptions. 
4. Developing an innovative optimization model for scheduling repetitive construction 
projects that is capable of considering and minimizing crew interruption costs and 
generating optimal schedules for repetitive construction projects that simultaneously 
minimize project duration, total work interruption days, and total interruption cost. 
5. Developing a novel multi-objective optimization model for repetitive construction 
projects that is capable of generating optimal tradeoffs among project duration, work 





6.3 Future Research Work 
While the present study was able to fully achieve its research objectives, a number of 
additional research thrusts have been identified to expand and build upon the completed 
research work in this study. These future research opportunities include: (1) expanding 
the developed heuristic scheduling model to provide the capability of heuristically 
generating optimal solutions that provide tradeoffs between project duration and work 
interruption; and (2) developing a new model that is capable of optimizing the schedule 
of repetitive construction projects under uncertainty while providing the capabilities of 
minimizing the project duration by enabling selected work interruptions. 
6.3.1 Expanding heuristic scheduling model 
The developed scheduling model in Chapter 3 provides the capability of heuristically 
producing the early, late, and intermediate schedules for repetitive construction projects 
that minimize the project duration while maximizing crew work continuity. The model can 
be expanded to provide the capability of heuristically generating all optimal schedules 
that provide tradeoffs between the project duration and work interruptions. The model can 
provide much-needed support for construction planners and enable them to analyze the 
impact of work interruptions on the project duration and cost. 
6.3.2 Optimizing the scheduling of repetitive construction projects under 
uncertainty 
The developed models in Chapter 3 and 4 provide the capabilities of (a) generating early 





(b) identifying optimal intermediate schedules that further minimize the interruption cost. 
These models can be expanded to consider and model the impact of uncertainty in the 
scheduling optimization. This can be achieved by expanding the models to integrate 
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