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Circuit size, formula size, and branching program size are the most impor-
tant complexity measures for boolean functions. Although the corresponding
computation models and the relations between these complexity measures
have been investigated quite well in the past, we are still lacking a tight upper
bound for the branching program size in terms of formula size. The best
previously known simulation of B2-formulas of size a by branching programs
achieves a branching program size ofO(a1.195) (1999, M. Sauerhoff, I. Wegener,
and R. Werchner, Lecture Notes in Computer Science, Vol. 1563, pp. 57–67,
Springer-Verlag, Berlin/New York). This work presents a proof showing that
every B2-formula of size a can be transformed into a branching program of
size O(a1+e) for an arbitrary e > 0. The proof is based on three major steps.
First, a given formula is balanced appropriately. Then, a technique due to
R. Cleve (1991, Comput. Complexity 1, 91–105) to simulate balanced alge-
braic formulas of size s by algebraic straight-line programs that employ a
constant number of registers and have length O(s1+e) is applied. Finally, it is
shown how branching programs of the stated size can be obtained from the
constructed straight-line programs. © 2001 Academic Press
Key Words: boolean functions; boolean formulas; branching programs;
simulations between computation models.
1. INTRODUCTION
Circuits and formulas are fundamental and well-studied computation models for
boolean functions. The same applies to branching programs.
Definition 1. An W-formula F is a circuit over the basis W with just a single
output, where the fan-out of each gate is bounded by 1. The depth D(F) of a
formula F is the length of a longest directed path in F. A formula is called read-
once if every input has fan-out 1.
The size L(F) of a formula F is the sum of the fan-outs of all its inputs
(variables) and constants (0 and 1). By L(f) we denote the size of a minimal
formula over the full binary basis B2 representing f. L*(f) denotes the same with
the basis {N , K , ¬ }. A formula of size a and depth Klog aL is called a balanced
formula.
Definition 2. A branching program (BP) consists of a directed acyclic graph
and a labeling of its nodes and edges. Each node has either fan-out 2 or fan-out 0.
Each inner node (fan-out 2) is labeled by a variable xi ¥ {x1, ..., xn}, and one of its
outgoing edges is labeled 0, the other 1. The sink nodes (fan-out 0) are labeled by a
boolean constant, 0 or 1. The computation of f(a), a ¥ {0, 1}n, starts at a specified
inner node, the source. At an xi-node, the edge with label ai is chosen. A BP
represents f ¥ Bn if, for all a ¥ {0, 1}n, the computation path finally reaches a
sink with label f(a). The size of a BP is equal to the number of its inner nodes. For a
boolean function f, BP(f) denotes the branching program complexity of f, i.e., the
size of a minimal BP representing f. The depth of a BP is equal to the length of its
longest path. A leveled branching program is a BP where each node belongs to
a level whose nodes all test the same variable and edges lead from one level only
to the next level. The width of a leveled BP is the maximum number of nodes on a
level.
It is well known that BP(f) [ L*(f) (see, e.g., [8]). Pratt [6] investigated the
effect of the basis on formula size and showed L*(f)=O(L(f)2.096). Combining
these results yields BP(f)=O(L(f)2.096). Recently, this upper bound was substan-
tially improved by Sauerhoff et al. [7]. Their construction yields BP(f) [
1.360L(f)b, where b=log4 (3+`5 ) < 1.195.
Subsequent works on the famous result of Barrington [1] have led to a series of
improvements that can be applied to the more restricted case of balanced formulas.
Finally, Cleve [3] showed that over an arbitrary ring, for any e > 0, all balanced
formulas of size a can be computed by algebraic straight-line programs that utilize a
constant number of registers and have length, i.e., number of instructions, O(a1+e).
The value e is regarded as fixed. So the number of registers may depend on e.
Cleve’s result can be applied to boolean formulas, and the obtained straight-
line programs can be viewed as bounded-width branching programs of the same
length.
This work and its preliminary version [4] present a method to construct branch-
ing programs of size O(a1+e) from arbitrary B2-formulas of size a, for any e > 0. It is
essentially built around Cleve’s construction. First, a given formula is balanced
appropriately and then turned into a straight-line program over the ring Z2 using
Cleve’s construction. A simplified version of Cleve’s technique is presented. It yields
slightly more efficient straight-line programs, but is designed for the boolean setting
only. It is shown how branching programs of the stated size can be obtained from
the constructed straight-line programs. Basically, the proof can be described as a
series of transformations.
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It is still an open problem to determine the maximal branching program
complexity of boolean functions representable by B2-formulas of size a. Sauerhoff
et al. [7] showed that it is sufficient to concentrate on read-once formulas:
Theorem 1. Let L(a) be the class of boolean functions whose B2-formula size
equals a, and let BP(a) be the class of all functions with the maximal branching
program complexity of all functions in L(a). Then BP(a) also contains a function
f ¥ L(a) representable by a read-once B2-formula of size a.
Proof. Let f ¥ BP(a). We turn an optimal B2-formula for f into a tree by
duplicating its variables and constants such that every instance of a variable or
constant is a leaf. Then we define f* by replacing the leaves by x1, ..., xa.
Obviously, f* ¥ L(f). It is sufficient to prove BP(f*) \ BP(f). Let G be an
optimal branching program for f*. Then we may reverse the replacement of the
leaves by x1, ..., xa and obtain a branching program of size BP(f*) for f. L
Often it is more convenient to cope with read-once formulas rather than general
formulas. Therefore, some of the results will be presented for read-once formulas
only. This is no drawback since usually they can be extended to general formulas by
applying the method in the proof of Theorem 1.
2. BALANCING FORMULAS
The first step in the construction presented here balances a given formula of size
a such that its depth is bounded by O(log a). We utilize a construction due to Bonet
and Buss [2] to restructure a formula. It is summarized in the following theorem.
Theorem 2. Let F be a {À, N}-formula of size a. Then, for all c \ 2, there is an
equivalent {À, N}-formula FŒ such that
D(FŒ) [ 3c · ln 2 · log a and L(FŒ) [ aa, a=1+ 1
1+log (c−1)
.
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Note that the increase in size can be made arbitrarily small if we accept a large
constant c in the bound for the depth. For the sake of completeness a proof of
Theorem 2 is given in the Appendix.
We need to extend Theorem 2 so that we can transform B2-formulas into {À, N}-
formulas of depth O(log a). For this purpose, we replace each gate in a B2-formula
F by a single N - or À-gate and some additional ¬ -gates. After eliminating pairs of
connected ¬ -gates, there is at most one ¬ -gate left on each edge of the original
formula F. There may be an additional ¬ -gate at the root. Hence, there are at
most 2(a−1)+1=2a−1 ¬ -gates. Now we substitute a À-gate whose second input
is the constant 1 for each ¬ -gate; i.e., we use the property ¬ a=a À 1. Altogether,
we have constructed a {À, N}-formula of size at most 3a from a B2-formula of size a.
Corollary 1. Let F be a B2-formula of size a. Then, for all c \ 2, there is an
equivalent {À, N}-formula FŒ such that
D(FŒ) [ 3c · ln 2 · log (3a) and L(FŒ) [ (3a)a, a=1+ 1
1+log (c−1)
.
3. TRANSFORMING FORMULAS INTO STRAIGHT-LINE PROGRAMS
In order to construct a straight-line program from a formula, we first transform
the formula into a parity branching program. The following definition of parity
branching programs is inspired by the somewhat more general branching program
model by Karchmer and Wigderson [5] with accepting criterion ‘‘1 (mod 2).’’
Definition 3. A parity branching program (À-BP) consists of a directed acyclic
graph G=(V, E) with two specified nodes s, t ¥ V and a labeling m : EQ
{x1, ..., xn} 2 {1}. For every input a ¥ {0, 1}n, define Ga=(V, Ea) to be the
unlabeled subgraph of G with e ¥ Ea iff either m(e)=1 or m(e)=xu and au=1. Let
pa be the number of paths in Ga leading from the source s to the sink t. The À-BP
accepts an input a if pa — 1 (mod 2). A À-BP is called read-k-times if each variable
xu, 1 [ u [ n, is the label of at most k edges.
Lemma 1. Every read-once {À, N}-formula of size a can be simulated by a
read-once À-BP with at most a+1 nodes.
Proof. The proof is by induction on the depth d of the formula. Formulas of
depth d=0 are constants or variables and have size a=1. Figures 1a–1c show the
corresponding read-once À-BPs. For the induction step, assume there are read-
once À-BPs for subformulas representing g and h of depth less than d and size ag
and ah, respectively. Obviously, a À-BP for a formula representing g À h can be
obtained by merging the two sources and merging the two sinks of the À-BPs for g
and h (Fig. 1d). A À-BP for a formula representing gNh can be obtained by
merging the sink of the À-BP for g with the source of the À-BP for h (Fig. 1e).
The composed À-BP accepts an input iff each of an odd number of paths in the
À-BP for g is lengthened by an odd number of paths in the À-BP for h. In either
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FIG. 1. Formulas and corresponding À-BPs.
case, the resulting À-BP has at most (ag+1)+(ah+1)−1=ag+ah+1=a+1 nodes
and is read-once because g and h have disjoint sets of variables. L
Definition 4. A linear bijection straight-line program (LBSP) over the ring
Z2=({0, 1}, À, N , 0, 1) is a sequence of assignment statements of the form
Rj P Rj À Ri or
Rj P Rj À (Ri Nxu),
where R1, ..., Rw are registers, x1, ..., xn denote the input variables, and i, j ¥
{1, ..., w}, i ] j. Each register can store a single ring element, 0 or 1. The width w of
an LBSP is the maximum number of registers it uses. A variable reference is a
statement of the form Rj P Rj À (Ri Nxu). An LBSP is called read-k-times if each
variable xu, u ¥ {1, ..., n}, occurs in at most k statements of the program. For dis-
tinct i, j ¥ {1, ..., w}, we say an LBSP offsets Rj by Ri Nf(x1, ..., xn) if it replaces
the value stored in Rj by Rj À (Ri Nf(x1, ..., xn)) for certain registers Ri and Rj and
(importantly) all other registers incur no net change. An LBSP computes a function
f(x1, ..., xn) if it offsets Rj by Ri Nf(x1, ..., xn) for certain registers Ri and Rj.
Lemma 2. If f(x1, ..., xn) is computed by a read-k-times À-BP with a nodes,
then, for all distinct i, j ¥ {0, ..., a}, there is a read-4k-times LBSP over the ring Z2 of
width a+1 that offsets Rj by Ri Nf(x1, ..., xn).
Proof. The idea of this proof is to calculate the number of paths from each
node to the sink t of the À-BP. It is sufficient to perform these calculations in the
ring Z2. Thus, for each node, we calculate the value of the (sub)function it repre-
sents. Let {R0, ..., Ra} be the set of registers and let x=x1, ..., xn. It suffices to
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FIG. 2. A À-BP for f(x1, x2)=(x1 Nx2) À 1 with corresponding instructions.
construct an LBSP that offsets R1 by R0 Nf(x). (For a program that offsets Rj by
Ri Nf(x) for any distinct i, j ¥ {0, ..., a} we can easily rename the registers.)
We fix a topological order of the nodes of the given À-BP and assign register Ri
to node number i, 1 [ i [ a. Thus, R1 is assigned to the source s and Ra is assigned
to the sink t. Now we associate with each outgoing edge iQ
1
j (i.e., i < j) an
instruction Ri P Ri À Rj and with each outgoing edge iQ
xu j an instruction
Ri P Ri À (Rj Nxu). Figure 2 depicts an example. Let the program P be an instruc-
tion sequence that results from traversing the graph in topological order and enu-
merating for each node the instructions associated with its outgoing edges in any
order. Let Q=OP, Ra P Ra À R0, PRP, where PR is the program P in reversed
order.
In this paragraph, we say a program changes Rj by Ri Ng(x) if it replaces the
value stored in Rj by Rj À (Ri Ng(x)). Thus, it means the same as offset, except that
some other registers may also be changed. Let fi(x), 1 [ i [ a, be the (sub)function
represented at node i and let ri be the initial value of register Ri. We show by
induction that, for all i ¥ {a, ..., 1}, the program Q changes Ri by R0 Nfi(x). The
sink node with number a represents the function fa(x) — 1. There is no instruction
for Ra in P and PR and the instruction Ra P Ra À R0 correctly changes Ra by R0 N1
such that Ra’s new value is ra À (r0 N1). For the induction step (i+1W i) we have
i < a. If there is an edge iQ1 j, there is an instruction Ri P Ri À Rj in P that
changes Ri by rj. In PR, the new value of Rj, rj À (r0 Nfj(x)), is computed before
the program returns to node i because node j is visited before node i in PR. When
the program returns to node i in PR, the instruction Ri P Ri À Rj is executed again
such that Ri is changed by rj À (r0 Nfj(x)). The two instructions for an edge iQ1 j
in P and PR change Ri by rj À (rj À (r0 Nfj(x)))=r0 Nfj(x). The same line of
arguments proves that the instructions for an edge iQ
xu j change Ri by r0 Nfj(x) if
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xu=1 and otherwise, if xu=0, do not affect Ri. For an input a, the instructions for
all outgoing edges of each node i change Ri by
Â
(i, j) ¥ Ea
(r0 Nfj(a))=r0 N1 Â
(i, j) ¥ Ea
fj(a)2=r0 Nfi(a).
In particular, we have shown that the program Q changes R1 by r0 Nf1(x). Since
node 1 is the source node, i.e., f(x)=f1(x), R1 is changed by r0 Nf(x).
For a single instruction I in an LBSP over Z2, it holds that I=IR and perform-
ing I twice (i.e., successively) eliminates the effect of I. So in the program QQR all
registers are restored to their initial values. Let T be the program Q without the
statements that alter register R1. Consider the program QTR; i.e., substitute TR for
QR in the second half. Fortunately, this does not influence the correct restoration of
all other registers, since R1 belongs to the source node. The source has no incoming
edges and, therefore, there is no instruction in Q and T that adds a multiple of the
value stored in R1 to any other register. So the contents of R1, the result of the
computation, remain unchanged in TR and all other registers are restored to their
initial values; i.e., QTR offsets R1 by R0 Nf(x).
The stated read-4k-times property follows from the fact that each edge of the
À-BP is turned into exactly one instruction in P. Each of these instructions occurs
at most four times in QTR. L
Theorem 3. For any k ¥N, every read-once {À, N}-formula of size a and depth d
can be simulated by an LBSP over the ring Z2 of width at most 2k+2 with at most
4a · (2d)2/k variable references.
The read-once property of the formula is not really necessary, as we shall see
later. The construction presented in the following proof is due to Cleve [3] who
analyzed the program length, whereas the analysis presented here focuses on the
number of variable references.
Proof. Let f(x1, ..., xn) be the function represented by the given formula, let
R1, ..., R2k+2 be the available registers, and let I={1, ..., 2k+2} be the set of
indices. For all distinct i, j ¥ I, we are going to construct an LBSP that offsets Rj by
Ri Nf(x1, ..., xn). For convenience, let x=x1, ..., xn and let Pj À (iNf) denote the
program that offsets Rj by Ri Nf(x).
In this proof, we view a read-once formula as a binary tree, where the root on
level 1 is the topmost node. The variables and constants are the leaves of the tree.
The construction is k-level recursive with respect to the depth of the formula; i.e., in
each step we work on the topmost k levels of a formula. So the proof is by induc-
tion on d. A formula of depth d=0 is a single variable or a constant and can be
simulated by an LBSP of width 2 consisting of a single instruction, Rj P Rj À
(Ri Nxu) or Rj P Rj À Ri (or no instruction at all in the case of the constant 0).
For the induction step (dW d+k) we assume that, for all distinct iŒ, jŒ ¥ I, there
exist LBSPs PjŒ À (iŒNh) for read-once formulas of depth at most d that represent some
function h. Our task is to construct LBSPs for formulas of depth up to d+k. We
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FIG. 3. f(x)=g(h1(x), ..., hm(x)).
separate the topmost k levels of the given formula from its lower part (see Fig. 3)
and view the upper part as a formula for a function g, formerly connected to m [ 2k
read-once subformulas for functions h1, ..., hm in the lower part. Now we substitute
m new variables y1, ..., ym for the subformulas for h1, ..., hm in the formula for g;
thus each variable yu, 1 [ u [ m, corresponds to a subformula representing hu. The
function f(x) can now be represented by g(h1(x), ..., hm(x)). Obviously, the
formula for g is read-once and its size is at most 2k. Therefore, we can apply
Lemma 1 and obtain a read-once À-BP with at most 2k+1 nodes. Then we apply
Lemma 2 and obtain for all distinct i, j ¥ I a read-4-times LBSP Pj À (iNg) whose
width is bounded by 2k+2. Now we make use of the induction hypothesis and
replace in every program Pj À (iNg) each instruction Rj Œ P Rj Œ À (RiŒ Nyu) by the
program Pj Œ À (iŒNhu). Altogether, for all distinct i, j ¥ I, we have constructed LBSPs
Pj À (iNf) of width at most 2k+2 that offset Rj by Ri Ng(h1(x), ..., hm(x)) and thus
compute f(x).
In a program Pj À (iNf), the number of references to a variable xu depends on k.
A variable xu placed on level 1 is referenced only once since the whole formula
consists of this variable only (induction base). Variables on a level in the range from
level 2 to level k are referenced at most four times because the LBSP constructed
for the k topmost levels is read-4-times (see Fig. 4). Even a variable xu placed on
level k+1 is read-4-times because xu forms a subformula consisting of xu only. An
LBSP for a single variable is read-once (induction base). So the read-once program
for xu is substituted four times for an instruction in the program for the topmost k
levels. A variable xu on a level in the range from level k+2 to level 2k occurs at
most 42 times in a program for f(x), since xu belongs to a subformula, say for hv(u),
whose corresponding program Pv(u) is substituted four times for an instruction in
the program for the k topmost levels and xu occurs at most four times in Pv(u). The
same argument used above proves the read-42-times property for variables on level
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FIG. 4. Variable references.
2k+1. Generally, a variable on level j, 1 [ j [ d+1, is referenced at most 4 K(j−1)/kL
times in an LBSP for f(x). If we assume that all variables are placed on the bottom
level d+1, we analyze the worst case. There are at most a variables in a read-once
formula of size a. So there are at most
a · 4 Kd/kL [ a · 22(d/k+1)=4a · (2d)2/k
variable references in any of our programs computing f(x). L
Having in mind the proof of Theorem 1, we can conclude that Theorem 3 still
holds if we drop the read-once property. We duplicate variables whose fan-out is
greater than 1 and rename the variables such that every instance of a variable gets a
unique name. Then, we can apply Theorem 3. Finally, we reverse the renaming of
the variables. Nevertheless, the additional read-once property has enabled us to
count the variable references quite easily.
We summarize our intermediate results in a corollary. Applying Corollary 1 to an
arbitrary B2-formula of size a yields a {À, N}-formula of depth at most
3c · ln 2 · log(3a) and size at most (3a)a. Then, we apply Theorem 3 and obtain an
LBSP of width at most 2k+2. The number of variable references is bounded by
4 · (3a)a · (23c · ln 2 · log (3a))2/k=2(a+6 c/k ln 2) log 3+2 · aa+6 c/k ln 2.
Corollary 2. For any k ¥N and all c \ 2, every B2-formula of size a can be
simulated by an LBSP over the ring Z2 of width at most 2k+2 with at most
2b log 3+2 · ab variable references, where b=1+ 11+log(c−1)+6 ck ln 2.
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4. CONVERTING STRAIGHT-LINE PROGRAMS INTO
BRANCHING PROGRAMS
Lemma 3. Every LBSP over the ring Z2 of width w computing a function f ¥ Bn
with r variable references can be simulated by a leveled BP of depth r and width at
most 2w.
Proof. Let a be the length, the number of instructions, of the LBSP. First, we
construct a BP that simulates each instruction of the given LBSP by a single level.
That means, we construct a BP with a levels of inner nodes plus an additional level
for the sinks. The kth level, 1 [ k [ a, corresponds to the kth instruction. We need
2w nodes on each level, including the first level and the sink level. So our BP can be
viewed as a rectangular shaped arrangement of (a+1) ·2w nodes with (a+1) rows
(or levels) and 2w columns. Each column represents one of the 2w states of the
registers of the LBSP, i.e., an assignment of values from {0, 1} to all its registers.
There are two different types of instructions in an LBSP over Z2, namely
Rj P Rj À Ri and (1)
Rj P Rj À (Ri Nxu). (2)
The nodes on a level k corresponding to an instruction of type (1) are marked with
an arbitrary variable. It does not matter which variable we choose since, for each
node, we direct both outgoing edges to the same node. The edges of the node in the
column representing the state (rw, ..., rj, ..., ri, ..., r1) ¥ {0, 1}w are directed to the
node on the next level representing the state (rw, ..., rj À ri, ..., ri, ..., r1). On a level
corresponding to an instruction of type (2), the nodes are marked with the variable
xu from the instruction. If xu=1, the instruction is equivalent to a type-(1)-instruc-
tion. Therefore, we direct the 1-edges in the same way as for type-(1)-instructions.
The 0-edges of each node are directed to the next node in the same column because,
for xu=0, the instruction does not change the state of the registers.
In our simulation, all nodes on the first level can be regarded as sources, each of
them representing an initial state of the registers. Each sink represents a final state.
Every computation path for an input a starting at a particular source simulates the
state transition of the registers during the computation of the LBSP on the same
input a. The path finally reaches a sink corresponding to the final state. In order to
turn our construction into a BP matching Definition 2 we have to determine a
source and 0- and 1-sinks. The LBSP computes the function f(x); i.e., for certain
register Ri and Rj, it replaces the contents of register Rj by Rj À (Ri Nf(x)) and all
other registers remain unchanged. Thus, the list of states on a computation path
looks like this.
s1=(rw, ..., rj, ..., ri, ..., r1)
x
sa+1=(rw, ..., rj À (ri Nf(x)), ..., ri, ..., r1)
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We choose a node on the first level representing a state (rw, ..., rj, ..., ri=1, ..., r1)
to be the source of the BP. For computation paths starting at the source, the
following properties hold. If f(x)=0, then s1=sa+1 and if f(x)=1, only rj is
replaced by r¯j in sa+1. So the sink representing the state (rw, ..., rj, ..., ri=1, ..., r1)
gets the label 0 and the sink representing the state (rw, ..., r¯j, ..., ri=1, ..., r1) gets
the label 1. All remaining unlabeled sinks cannot be reached by a computation path
starting at the source, but they might be reached by inconsistent paths. We merge
these unlabeled sinks with the 0- or 1-sink in an arbitrary manner. Obviously, the
constructed BP represents f(x).
Now we apply the elimination rule for branching programs to all nodes on all
levels corresponding to type-(1)-instructions. That means edges directed to a node
on these levels are redirected to the node’s successor node on the next level. Thus,
all levels corresponding to type-(1)-instructions collapse. So the depth of the result-
ing BP is the number of type-(2)-instructions of the LBSP. Finally, we eliminate all
nodes not reachable from the source of the BP and obtain a leveled BP of depth r
and width at most 2w. L
5. THE MAIN RESULT
Theorem 4. For any k ¥N and all c \ 2, every B2-formula of size a can be
simulated by a leveled branching program of
depth [ 2b log 3+2 · ab,
width [ 22
k+2, and, therefore,
size [ 2 2
k+b log 3+4 · ab,
where b=1+ 11+log(c−1)+6
c
k ln 2.
Proof. Combine Corollary 2 and Lemma 3. L
In Theorem 4 we are free to choose k ¥N and c \ 2. If we choose, e.g., k :=Kc2L,
we obtain a b depending only on c, and
lim
cQ.
b(c)=lim
cQ.
11+ 1
1+log(c−1)
+6
c
Kc2L
ln 22=1.
Corollary 3. For all e > 0, every B2-formula of size a can be simulated by a
leveled branching program of size O(a1+e) and width O(1). In particular, for all f ¥ Bn
and arbitrary e > 0, BP(f)=O(L(f)1+e).
APPENDIX
This appendix gives an alternative and concise proof of Theorem 2 that resembles
the main ideas of Bonet and Buss in [2].
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Lemma 4. Let F be a {À, N}-formula of size L(F) \ 2 with a variable y of
fan-out 1. There are {À, N}-formulas of size L(F)−1 for the functions represented
by Fy=0 and Fy=0 À Fy=1.
Proof. Since L(F) \ 2, y is the input of a gate. Let G=y éH be the corre-
sponding subformula of F. Let a be the size of G. For Fy=0 it suffices to show that
G can be replaced by an equivalent subformula GŒ of size at most a−1. If
‘‘é=N ,’’ then G — 0=: GŒ. If ‘‘é= À,’’ then G —H=: GŒ. In both cases, it
holds that L(GŒ) [ a−1.
The proof for Fy=0 À Fy=1 is by induction on a :=L(F). For the induction base
(a=2), we first assume that F depends only on y. Then, Fy=0 À Fy=1 represents a
constant function, 0 or 1. Now we assume that F depends on two variables, i.e.,
F=x é y, where x ] y. If ‘‘é=N,’’ then Fy=0 À Fy=1=(xN0) À (xN1) — x.
Otherwise, if ‘‘é= À,’’ then Fy=0 À Fy=1=(x À 0) À (x À 1) — 1.
For the induction step (a \ 3), let F=G éH and w.l.o.g. let G be the subfor-
mula of F with the variable y of fan-out 1, i.e., H does not depend on y.
Fy=0 À Fy=1=(Gy=0 éH) À (Gy=1 éH).
Case ‘‘ é= À .’’ Then Fy=0 ÀFy=1 — Gy=0 À Gy−1. If G=y, then Fy=0 À
Fy=1 — 1 and can be represented by a formula of size 1 [ L(F)−2. Otherwise, L(G)
must be at least 2 and we can apply the induction hypothesis to Gy=0 À
Gy=1. We obtain an equivalent formula of size at most L(G)−1=L(F)−L(H)−
1 [ L(F)−2.
Case ‘‘ é=N .’’ Then Fy=0 À Fy=1 — (Gy=0 À Gy−1)NH. If G=y, the latter is
equivalent to H and Fy=0 À Fy=1 can be represented with size L(H) [
L(F)−1. Otherwise, L(G) must be at least 2 and we can apply the induction
hypothesis to Gy=0 À Gy=1. We obtain an equivalent formula GŒ of size at
most L(G)−1. Hence, GŒNH is equivalent to Fy=0 À Fy=1 and L(GŒNH) [ L(G)−
1+L(H)=L(F)−1. L
Proof (of Theorem 2). It suffices to show that D(FŒ) [ d(a) :=(3/log(1+ 1c−1 ),
log a, since 1/(log (1+ 1c−1 )) < c · ln 2, for all c \ 2. For a ¥ {1, 2, 3}, we can
choose FŒ=F because d(a) \ a−1 holds and a formula of size a can have depth at
most a−1.
We now may assume that the theorem is true for formulas of size 1, ..., a−1 and
show that it also holds for size a \ 4. Let G=H é I be a formula where L(G) [ a
and L(H), L(I) [ c−1c a. We show that G can be replaced by an equivalent formula
GŒ whose depth is bounded by d(a)−2 and whose size is at most L(G)a. By apply-
ing the induction hypothesis to H and I we obtain equivalent formulas HŒ and IŒ,
respectively. The size of GŒ :=HŒ é IŒ is at most L(H)a+L(I)a [ L(G)a. The depth
of GŒ is bounded by
d 1c−1
c
a2+1= 3
log 11+ 1
c−1
2 log 1
c−1
c
a2+1=d(a)−2.
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TABLE I
Formula equivalent to Size Depth
FYy=0 À FYy=1 [ (L(F)−L(G))a [ d(a)−3
FYy=0 [ (L(F)−L(G))a [ d(a)−3
G [ L(G)a [ d(a)−2
We choose G as a subformula of F such that L(G) \ c−1c a and both of its subfor-
mulas H and I have size L(H), L(I) < c−1c a. Obviously, such a subformula exists
and can be found efficiently by following a path starting at the root of F. The path
turns to the larger subformula as long as the actually reached subformula does not
fulfill the condition. If G=F, we choose FŒ=GŒ and there is nothing left to prove.
Now assume G ] F; i.e., G is a proper subformula of F and L(G) [ L(F)−1. We
construct a new formula FY by substituting a new variable y for the subformula G
in F. Clearly, the fan-out of y is 1 and L(FY)=L(F)−L(G)+1 \ 2. By applying
Lemma 4 to FY we obtain two new formulas equivalent to FYy=0 and FYy=0 À
FYy−1, each of size at most L(F)−L(G) [ a− c−1c a=ac . Now we apply the induction
hypothesis to these new formulas and obtain formulas of size (L(F)−L(G))a and
depth at most d(ac) [ d(
c−1
c a)=d(a)−3. Table 1 summarizes our intermediate
results.
The equivalence
F — (GN (FYy=0 À FYy=1)) À FYy=0
can easily be verified by inspecting the cases where G evaluates to 0 and 1. By
substituting our new formulas for G, FYy=0 À FYy=1, and FYy=0, we obtain a
formula equivalent to F whose depth is at most d(a). Its size is bounded by 2(L(F)−
L(G))a+L(G)a. With g :=L(G) we can write the bound for the size as a function
depending on g.
bound(g)=2(a−g)a+ga
Its derivative −2a(a−g)a−1+aga−1 is monotone increasing for g ¥ [0, ..., a]. So
bound(g) is concave up and maximized at the endpoints. We obtain an upper
bound if we maximize bound(g) on [c−1c a, a]. It is bound(a)=aa. To finish the proof
we show that
bound 1c−1
c
a2=2 1a
c
2a+1c−1
c
a2a [ aa.
We multiply by ca/aa and prove the equivalent inequality
2+(c−1)a [ ca Z ca−(c−1)a \ 2.
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By elementary calculus, xa−(x−1)a \ a(x−1)a−1, for x \ 0 and a > 1. (Consider
the function f(x)=xa and its derivative.) We show that a(c−1)a−1 \ 2. Since
2a−1 [ a, 1 [ a [ 2, it suffices to show 2a−1(c−1)a−1 \ 2 which is equivalent to
(2(c−1))a−1 \ 2. Taking logarithms yields
(a−1)(1+log (c−1)) \ 1.
For a=1+ 11+log(c−1) the inequality is fulfilled. L
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