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Deep learning has recently become a popular solution to many real-world problems, e.g.,
computer vision, speech recognition, text analysis, and robotics. With the emergence of
large-scale annotated data, one can devise arbitrarily accurate models for tackling these
problems. However, annotating million-scale datasets for this purpose is still a bottleneck,
as annotations usually require human supervision, which is time-consuming and expensive.
Therefore, research has recently been focused on low-resource training, with the aim to reduce
the amount of required supervision. This research contributes towards two important areas
of deep learning, namely representation learning and domain adaptation.
Based on the powerful residual networks (ResNets), a new variant of ResNet, namely a
multi-residual network (Multi-ResNet), is proposed in this research. Multi-ResNet is able to
obtain better representations, as compared with those of the standard ResNet. Compara-
tively, Multi-ResNet uses several residual functions in each block to extract more discrimina-
tive features and help perform a given task (e.g., image classification) more accurately. The
usefulness of Multi-ResNet as compared with the standard ResNet is evaluated and demon-
strated empirically using benchmark image classification datasets, which include CIFAR-10,
CIFAR-100, and ImageNet.
To tackle the problem of domain adaptation, this research exploits synthetic data for
performing 3d hand pose estimation. Synthetic data samples have been used extensively in 3d
pose estimation and related tasks. However, the performance of models trained on synthetic
data alone is limited, as there exists a domain gap between the distribution of synthetic
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and real data. Domain adaptation techniques are required to reduce this domain gap. As
such, this research builds on the latest advances in generative modeling and proposes a novel
model using a combination of the generative adversarial network (GAN) and variational
auto-encoder (VAE) to address the identified domain gap. The proposed method, known
as Learning from Simulation and Partial Supervision (LSPS), learns a shared latent space
among three domains, namely, synthetic, real, and pose domains. LSPS obtains very accurate
predictions in an unsupervised setting and outperforms the existing semi-supervised learning
method on two benchmark datasets, i.e., NYU and ICVL. Additionally, LSPS is able to
generate novel and consistent samples from the data distribution in all three domains.
To further improve domain adaptation, a new technique using a Cycle-Consistent Feature
Mapping (CCFM) approach is devised. CCFM incorporates two mapping functions: one to
map the features of the source to that of the target, and another to map the features of the
target to the source. In other words, CCFM performs domain adaptation in the feature space
as well as the input space, as in LSPS. In addition to experiments on benchmark 3d hand
pose estimation datasets (NYU and ICVL), the proposed CCFM technique can be used for
domain adaptation in image classification. The results from benchmark MNIST, USPS, and
SVHN digit recognition datasets illustrate the usefulness of CCFM in domain adaptation.
To showcase an application of the proposed 3d hand pose estimation methods, a sign
language recognition problem is studied in this research. The sign language recognition
system first predicts the 3d position of the hand, and then uses the poses as the input for
a predictor for classification of a given hand sign. For evaluation, a challenging large-scale
articulated hand dataset from more than 10 subjects is collected. This real dataset is used
along with a synthetic dataset generated using computer graphics to obtain the real-time
3d position of the hand. A second dataset of American sign language alphabets is formed
and used with the proposed LSPS pose predictor to train a multi-layer perceptron classifier
in order to predict a given hand sign. The proposed sign language recognition system is
capable of achieving an accuracy rate of more than 73% on a challenging test set from two
subjects, including an unseen subject.
In summary, comprehensive empirical evaluations conducted in this research positively
indicate the e cacy of the proposed methods for undertaking representation learning and
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Neural network (NN) and deep learning (DL) have o↵ered useful solutions for many real-
world problems nowadays. They have not only been applied, but also shown to outperform
other conventional methods in several applications such as computer vision [Krizhevsky et al.,
2012a], signal processing [Graves et al., 2013], text analysis [Lai et al., 2015], and robotics
[Bousmalis et al., 2018]. Although NNs have been around for over 70 years, they have proven
to be e cient and e↵ective in tackling large-scale problems in real-world environments re-
cently, particularly in image processing, due to the recent emergence of deep neural networks
(DNNs).
What are the reasons behind the undeniable power of DNNs? Apart from being biologically-
plausible, the abundance of big data, powerful computing processors such as graphics pro-
cessors (GPUs), and advances in NNs (e.g., convolutional NNs) have helped build a solid
framework for accurate and e cient DNNs, with successful applications to a variety of do-
mains.
However, the technical answer to the aforementioned question is that conventional meth-
ods to learn from big chunks of data have been limited to low dimensions, and easily get
trapped in the curse of dimensionality in higher dimensions [Trunk, 1979]. Previous attempts
to tackle this problem primarily use hand-engineered features to describe high-dimensional
data using a compact format, i.e., feature or representation, to perform the task [Sánchez
and Perronnin, 2011]. Many investigations have been focused on finding better and better
features in order to improve accuracy of the intended task. Nevertheless, the problem asso-
ciated with these approaches is that the extracted features severely a↵ect the e↵ectiveness
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of the task at hand. In other words, errors in the feature extraction process degrade the
performance of the model.
The e cacy of DL lies in the fact that the features are extracted automatically and the
best way to describe the high-dimensional data in lower dimensions can be found automat-
ically using optimization techniques. This is achieved by iteratively updating the network
weights based on the error function of DL models. In addition, the learned features of NN
are shown to be in a hierarchical order [Zeiler and Fergus, 2014]. As an example, in image
classification, the model forms low-level features such as edges in the initial layers of the
network, mid-level features such as shapes are established in the intermediate layers, and
eventually high-level features such as objects and classes are assembled in the final layers of
the network.
1.1 Research Problem
One of the main limitations of DL is its dependance on the existence of massive amounts of
annotated data for obtaining a reasonable performance. As an example, in common computer
vision problems, one requires hundreds of thousands of samples to obtain a descent model for
performing a given task [Krizhevsky and Hinton, 2009]. These samples need to be annotated
individually and accurately using human supervision, which is usually very expensive both
in terms of cost and time. Providing this supervision is even a more complicated problem in
tasks such as 3d hand pose estimation [Tang et al., 2014], which is one of the key application
in this dissertation. This is because there are multiple entities or key-points per image to
be assigned by the annotator, as shown in Figure 1.1). In addition, manual labelling of the
samples is usually prone to errors and deficiencies.
Depth-based 3d hand pose estimation is a very challenging problem as compared with
other depth-based estimations such as body pose estimation. This is because the human
hand has more than 20 degrees of freedom (DOF) [Erol et al., 2007]. Furthermore, the hand
articulations, viewpoint changes, self-occlusions, and severe noise in the data samples make
this task extremely challenging for any machine learning method. Nonetheless, there are a
lot of benefits to accurately predict the 3d position of the hand, as it can be used in di↵erent
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Figure 1.1: A convolutional neural network to predict the 3d configuration of the hand. Given
a depth (or RGB) image the model predicts 3⇥J real numbers, where J is the number of joints
to be predicted. Training this model in a supervised manner requires hundreds of thousands of
annotated samples in order to obtain a reasonably accurate model.
real-world applications, as shown in Figure 1.2 1.
As an example, 3d hand pose estimation is useful for changing the way one interacts
with virtual reality, in which one could use his/her hand to manipulate virtual objects in
a more natural way. It can also be used in many applications where a touch-free human-
computer-interaction (HCI) is required. As an example, a surgeon can use their hand to
virtually move and rotate objects on their monitor to have a better grasp of the operation.
Another example in which 3d hand pose estimation can be used is sign language recognition
or interpretation systems. To enable translation of sign language to natural language, an
accurate understanding of the hand configuration is essential.
1.2 Research Motivations and Objectives
At present, one key challenge in DL is to reduce the required information for building DL-
based models either by reducing the number of required annotations, or by using data from
other sources, or other mechanisms. These problems have recently received increased atten-
tion from researchers around the world. Some researchers utilize transfer learning methods
[Hinterstoisser et al., 2017], where one typically uses models that are pre-trained on a source
dataset and/or task and transfer the knowledge to a new dataset and/or task. One hopes
1Images taken from https://www.marxentlabs.com/what-is-gesture-recognition-defined/,
https://www.independent.co.uk/life-style/health-and-families/five-ways-virtual-reality-is-improving-
healthcare-a7801006.html, https://www.motionsavvy.com
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(a) (b)
(c)
Figure 1.2: Some of the real-world applications of 3d hand pose estimation. (a) a surgeon
performing touch-free interaction with his computer to virtually move objects on their
monitor. (b) object manipulation in virtual reality for simulation training purposes (c)
sign language recognition and interpretation.
that the extracted features on the first dataset are general features that can be used to find
the hidden representations in the target dataset and, eventually, perform the task accurately.
Domain adaptation is a way of tackling the problem of extensive labelling [Wang and
Deng, 2018]. In domain adaptation, one hopes to learn features that are domain-invariant.
Figure 1.3 depicts a visualization of domain adaptation on binary classification problems.
Generally, a model trained on a source domain does not perform well on a similar target
domain. Therefore, domain adaptation seeks to find the domain-invariant feature represen-
tation, preferably, without using target annotations. One of the most common methods for
domain adaptation is to use two models (i.e., CNNs) for the two streams (source and target
domains) and share their weights to limit their capacity, and encourage the models to learn
domain-invariant features [Long et al., 2015b]. In addition, some methods attempt to make
the distribution of the two domains to be similar in the feature space using some measure of
similarity such as maximum mean discrepancy (MMD) [Baktashmotlagh et al., 2013].
The success of DL has led to many advances in artificial intelligence (AI). Specifically,
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Figure 1.3: Domain adaptation in classification. The 2d feature space of the data is visualized.
A model trained on the source domain (left) would not typically perform well on a similar target
domain (center). Domain adaptation seeks to find an underlying feature representation that is
domain-invariant.
generative models are shown to be useful in generating data samples that are very similar
to those of the input distribution. Recently, they have been shown to pass the visual Turing
test, in which the model can generate sample images from the data distribution that are in-
distinguishable, from the actual data samples, for humans [Salimans et al., 2016, Shrivastava
et al., 2017]. In addition to the generative capabilities, generative models posses other useful
discriminative capabilities that can be used to facilitate unsupervised and semi-supervised
learning [Salimans et al., 2016].
The main motivation of this thesis is to leverage on the recent advance in DL and genera-
tive modeling to propose novel and innovative solutions to undertake the domain adaptation
problems. Specifically, the goal is to design and develop DL-based models to learn from
synthetic data and generalize to real data, see Figure 1.4. Since synthetic data can be easily
generated using computer graphics engines, obtaining annotated datasets with millions of
samples is fairly easy, as annotations of synthetic data can be obtained automatically. To be
able to perform domain adaptation, unlabeled real data is used to learn the di↵erences in the
distribution of synthetic and real data. This gives the designed model an understanding of
how synthetic and real data are related, therefore facilitating the use of synthetic annotations
to predict 3d poses of the human hand on the real data. The specific research objectives are
as follows:
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Figure 1.4: Training DNNs for 3d hand pose estimation require large-scale annotated dataset.
(Right) depicts the cropped depth images of the hand and their corresponding 36 joints po-
sitions. (Left) shows synthetic samples generated using computer graphics. Obtaining anno-
tations for real data is a very expensive and time-consuming task, while annotations of the
synthetic data are automatically available.
• to devise novel architectures for improving the existing representation learning models;
• to formulate new DL models for unsupervised domain adaptation problems;
• to demonstrate capabilities of the developed DL-based models for domain adaptation
in high-level learning tasks, i.e., depth-based 3d hand pose estimation;
• to apply the developed DL-based models to specific 3d hand pose estimation tasks,
i.e., recognizing hand gestures and sign language using depth images
1.3 Research Methodologies and Contributions
Firstly, the recent deep residual networks (ResNets) [He et al., 2015a] are studied, and their
learning capabilities are analyzed. Deep residual networks have become a very important
step in DL by introducing skip-connections. The skip-connections help with the information
flow of the networks, and allow e cient training of deep networks with up to hundreds or
thousands of layers. Recent evidence shows that deep residual networks can be considered
as an exponential ensemble [Veit et al., 2016]. This is achieved by looking into di↵erent
paths that the gradient can flow. Evaluations on this ensemble-like behavior have shown
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that deep residual networks are not actually as deep as they have been initially thought, as
only shallow paths in the ensemble contribute to the learning algorithm [Veit et al., 2016].
Based on the aforementioned observation, a new network architecture called multi-
residual network (Multi-ResNet) is proposed in this research. Instead of having a single
residual block, the proposed multi-ResNet uses multiple residual functions to help informa-
tion flow. The proposed Multi-ResNet model results in networks that are wider and shallower
than the original ResNets. By performing experiments on three image classification datasets
(CIFAR-10, CIFAR-100 and ImageNet), Multi-ResNet is shown to perform better than the
original ResNet in extracting useful representations, that leads to improved accuracy of the
model. Additionally, a model parallelization technique that improves the computational
complexity of Multi-ResNet model is proposed in this thesis.
Figure 1.5: 3d hand pose estimation using simulation and partial-supervision (LSPS). Green
represent ground-truth while blue depicts prediction of the models. Left shows the prediction
of a model trained only on synthetic data (23.91mm error). Middle depicts the prediction of
proposed LSPS method trained using synthetic data and unlabeled real data (14.09mm error).
Right uses real annotations, in addition to the synthetic and unlabeled real data, to further
improve the LSPS predictions (7.82mm error)
Secondly, the domain adaptation problem is investigated. Specifically, a novel method for
the problem of pose estimation known as learning from simulation and partial-supervision
(LSPS) is proposed. The LSPS model is a generative model consisting of a combination of
generative adversarial networks (GANs) and variational auto-encoders (VAEs). An e↵ective
and e cient method for training this model that exploits several training stages is also
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proposed. Furthermore, it is shown that the method can use synthetic and unlabeled real
data to obtain a predictive model that can generalize to real data. In other words, the
model trained using synthetic data and unlabeled real data is able to significantly improve
the performance of a baseline model trained on synthetic data alone (see Figure 1.5).
In addition to unsupervised learning, the LSPS model can be used in a semi-supervised
setting, where one can use any number of real annotations to further improve the predictions.
Additionally, the proposed LSPS model poses useful generative capabilities that can be used
to generate novel, consistent and meaningful samples from data distribution. The proposed
LSPS model is compared against the baseline and other state-of-the-art models using two
real-world 3d hand pose estimation benchmark datasets (i.e., NYU and ICVL).
Next, a new method for domain adaptation is proposed that performs the domain adapta-
tion in the feature space, as well as in the image domain, as in LSPS. The proposed method,
called cycle-consistent feature mapping (CCFM), uses two mapping functions to map the last
feature layers of the source and target domains. Once the mappings are learned, they can be
used to perform inference in the target domain. This is achieved by extracting the features of
the target domain and mapping them to the source domain where annotations are available.
The mapping functions are trained using two feature discriminators and an adversarial cost
function. Additionally, a cycle-consistency constraint is used that allows the model to learn
the mappings in an unsupervised way. The e↵ectiveness of the proposed CCFM method
on 3d hand pose estimation task is demonstrated. The model is also evaluated in domain
adaptation for image classification on SVHN, USPS, and MNIST datasets.
Figure 1.6: The proposed sign language recognition pipeline. It consists of two sub-modules,
the pose predictor and the alphabet classifier. The pose predictor infers the 3d position of the
hand, which is used to predict the class of a given sign image.
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To demonstrate the applicability of the proposed method, a sign language recognition
system is developed to illustrate a real-world application of 3d hand pose estimation, see
Figure 1.6. Furthermore, the predictions of the poses are used as an intermediate feature
representation to perform sign language alphabet classification. This is a useful practice
toward an e cient and scalable sign language interpreter system, where important features
such as body movements, hand movements and facial expressions can be integrated to pro-
duce the interpretation system. To facilitate this task, a large-scale depth-based dataset of
articulated hand from more than 10 participants is obtained. The proposed dataset is more
challenging than the existing datasets as it includes data from several subjects, with clutter
and low-resolution hand images that are harder to infer.
Additionally, a synthetic dataset of around 1.4 million samples is generated using com-
puter graphics, and a parametrized kinematic hand model. The datasets will be made
publicly available to encourage research in unsupervised 3d hand pose estimation. A train-
ing dataset of American sign language alphabets from two subjects, including a professional
signer, is collected to evaluate the task of sign language recognition. A classifier model is
trained using this dataset to predict a given sign hand. The proposed classifier achieves a
high accuracy of more than 73% on an unseen test set from two subjects. Finally, the pro-
posed model is compared with a baseline model and the superiority of the proposed model
is demonstrated.
1.4 Thesis Organization
The rest of this thesis is organized as follows. Chapter 2 provides a summary of the necessary
background required for comprehension of this thesis, as well as a review of most related
studies in the literature. This review is categorized into four parts: image classifications,
generative modeling, domain adaptation, and pose estimation.
Chapter 3 outlines the proposed Multi-ResNet and its application to image classification.
An analysis on the standard ResNet and the proposed Multi-ResNet model is performed. The
empirical evaluations demonstrate promising results on three real-world image classification
datasets (CIFAR-10, CIFAR-100, and ImageNet).
In chapter 4, the proposed LSPS method for learning from simulation and partial-
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supervision is illustrated. The experimental results on two real-world depth-based 3d hand
pose estimation datasets indicate promising results, as compared with those from other
state-of-the-art models. Specifically, the proposed LSPS method is shown to outperform the
existing semi-supervised 3d hand pose estimation method.
The cycle-consistent feature mapping (CCFM) method for domain adaptation is proposed
in chapter 5. The proposed feature mapping method can slightly enhance the performance of
LSPS in the task of 3d hand pose estimation. Additionally, the proposed model performs well
on domain adaptation for image classification, as evaluated on three standard benchmark
datasets (i.e., SVHN, MNIST, USPS).
The proposed 3d pose estimation method (LSPS) is used in designing and developing a
sign language recognition system to recognize American sign language alphabets in chapter
6. A large-scale unlabeled dataset of hand poses from several participants is collected. A
real-time 3d hand pose estimation system is used to perform the finger-spelling task. The
data collection and experiments on sign language recognition are conducted in collaboration
with the family of a hearing-impaired subject.
Finally, chapter 7 concludes this thesis in and provides insights for future directions.
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Chapter 2
Background and Literature Review
In this chapter, a necessary background is provided that outlines some of the most important
components of this research. Following that, a detailed literature review has been performed
on deep convolutional neural networks in Section 2.2.1, deep generative models in Section
2.2.2, pose estimation in Section 2.2.3, and domain adaptation in Section 2.2.4.
2.1 Background
Machine learning (ML) is the science of learning from data. ML is useful where the complex-
ity of a task renders it impractical for conventional methods, even when time and resource
constraints are ignored. In supervised learning, the logics for performing a task is learnt
through patches of data using a number of input samples and the desired outputs. The data
set contains teacher-based (input,label) pairs that are used to learn the task.
Let X, Y be the input and output spaces, and D be the distribution of data over X ⇥ Y
that best describes the underlying data model. A sample (x, y) from D is typically an input
sample x and a desired output y. The goal of supervised learning is to use a training set
of n samples {(xi, yi)}ni=1 independently drawn from D to find a function f : X ! Y that
has the lowest possible error rate. This has to be true not only on the training set, but also
on another (distinct) set of data from D, called the test set. Evaluation of the test set is
crucial to make sure that the learning method extracts useful information from the training
set, and generalizes the information to cover unseen data, instead of simply memorizing the
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training data.
The error rate of f is measured with a loss function L(f(x), y) which penalizes the model





which is is fundamentally challenging if not impossible [Sutskever, 2013]. However, using
relaxation techniques, one can find a decent approximation of f ⇤ that is able to successfully
encode the behavior of D.
2.1.1 Artificial Neural Networks
A standard neural network consists of many inter-connected neurons (in a layer-wise man-
ner), producing sequences of real-valued features that transfer information from the input
layer to the output layer. Primitive neurons are associated with raw inputs (sensor data:
image, voice), while terminal neurons are related to high-level semantic information (cate-
gories and actions). The network contains millions of neurons to learn the desired behavior
using optimization techniques, which is essentially about finding weights of each neuron in
the network.
When the depth of a neural network is more than n, the network is called a deep neural
network. Although there is no exact boundary agreed among researchers, Jurgen [Schmid-
huber, 2015] expressed that a network with a depth of greater than 10 layers can be deemed
as a deep neural network.
The general topology of a deep neural network is simply a directed graph, G = (N,E)
where N is a finite set of {u1, u2, ..., un} neurons (or nodes or units), and E is the subset of
N⇥N forming the connections among the nodes. Feed-forward neural networks are a relaxed
version of such family of graphs that are acyclic, which means that for every edge e 2 E, the
source and destination nodes are di↵erent, while recurrent neural networks contain cycles
and self-connected nodes [Goodfellow et al., 2016].
The behavior of a neural network is determined by a set of real-valued and modifiable
parameters or weights wi(i = 1, . . . , |E|) associated with each connection e 2 E. The major
aim of the learning algorithm is to find the best possible values for the network weights or
parameters, which is usually accomplished using optimization techniques. Furthermore, a
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neural network is a directed graph with a complicated and non-linear behavior, which is es-
sentially di↵erentiable. This means that every computation in the network uses di↵erentiable
functions (summation, multiplication, sigmoid), making the whole network di↵erentiable.
With a di↵erentiable function, one can find the gradient of the network with respect
to its parameters using the chain rule. Back-propagation [Rumelhart et al., 1986, LeCun
et al., 2012] is one of the most widely used learning algorithms. It consists of two steps: a
forward pass which computes the network output for a given input, and a backward pass
which computes the gradient of the output with respect to the network parameters.
2.1.2 Optimization
Let f✓ be a di↵erentiable function parameterized by ✓ 2 R|✓| where |✓| is the number of






Gradient descent (GD) is a greedy method for minimizing a di↵erentiable function. GD
updates the parameters with respect to the gradient of the function, i.e., the direction of the
best movement in its parameter space towards minimizing the cost function. Moreover, the
standard GD algorithm uses the following update function:
✓i+1  ✓i   ↵.5 f(✓t), (2.3)
where ↵ is the learning rate and 5f(✓t) is the gradient of the function. The learning rate is
the magnitude of the steps that the algorithm takes toward finding the minimum solution,
which has a major e↵ect on the convergence speed and accuracy.
GD is a first-order optimization algorithm as it only uses the information of the first order
derivative (Jacobian). Second-order optimization methods use the second-order derivative
or curvature (Hessian) information to speed up the convergence process. It is known that if
function f is positive definite quadratic, then GD is able to converge to the global minimum
solution with the rate of:
f(✓t)  f(✓
⇤) = O((1  1/CN)t) (2.4)
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where ✓⇤ is the global minimum solution and CN is the condition number (CN =  max/ min)
of the quadratic function [Wright and Nocedal, 1999].
Stochastic gradient descent (SGD) computes the gradient on a randomly chosen subset of
training data at each iteration. The computed gradient is an approximation of the gradient
computed on the entire training set. SGD is useful when dealing with large datasets, where
SGD convergence often takes less time than that of a single GD iteration.
Some optimization methods use the notion of velocity to accelerate the speed of opti-
mization when the cost function is constantly reducing, therefore making larger steps toward
finding the minimum solution [Nesterov, 1983]. A velocity-based optimization maintains a
velocity vector vt and updates its parameters with the following equations:
vt+1 = µvt   ↵5 f(✓t)
✓t+1 = ✓t + vt+1
(2.5)
where µ 2 [0, 1) is the decay coe cient, that controls the rate of which previous gradients
are discarded. Velocity-based optimization works in the same fashion as the second-order
optimization. Both methods accelerate the optimization along low-curvature directions.
However, second-order methods also decelerate along high-curvature directions, which is not
usually done in velocity-based optimization methods. Essentially, optimization techniques
are based on the computation of gradient vectors, which can be calculated using back-
propagation.
2.1.3 Supervised Learning
Deep neural networks have been used in many areas of engineering and science including:
speech recognition [Graves et al., 2013], image classification [Krizhevsky et al., 2012b] and
natural language processing [Collobert et al., 2011]. Deep networks can be roughly catego-
rized into two main classes: deep feed-forward neural networks and deep recurrent neural
networks.
Deep feed-forward networks are sequential models that do not contain any self-connections
or loops. Convolutional neural networks are among the most common feed-forward networks
that have won many competitions in the last decade [Krizhevsky et al., 2012b]. Deep residual
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networks [He et al., 2015a, He et al., 2016] are currently one of the state-of-the-art models
in image classification, image segmentation, and object detection. They make use of con-
volution and batch normalization layers along with identity skip-connections, to facilitate
training of very deep networks with thousands of layers.
Deep recurrent neural networks deal with long-term temporal variations using the self-
connections. Cyclical connections between the hidden units of a recurrent neural network
o↵er the ability to store information in the form of memory. Information is encoded in
the real-valued weights of these connections. Moreover, the network is capable of learning
temporal information, specifically in sequence learning tasks.
The initial idea of neural networks was originated in 1940’s [McCulloch and Pitts, 1943],
and using multiple layers of non-linear transformations dates back to late 1970’s [Fukushima,
1980]. Though the explicit deep learning results have been published since 1990’s, they
have started to outperform other methods in the late 20th century [LeCun et al., 1998].
Interestingly, the term Deep Learning (DL) was coined in 2006 [Hinton et al., 2006], where
the unsupervised pre-training of a deep neural network, improved its supervised learning.
2.2 Literature Review
In this part, a review of the relevant literature has been provided that focuses on the lat-
est advances in deep convolutional neural networks (Section 2.2.1), deep generative models
(Section 2.2.2), pose estimation (Section 2.2.3), and domain adaptation methods (Section
2.2.4).
2.2.1 Deep Convolutional Neural Networks
Deep convolutional neural networks are inspired by the animal visual cortex. They contain
layers of convolution, sub sampling, activation, dropout and batch normalization. The net-
works are usually trained with back-propagation using SGD or its variants, such as Adadelta
[Zeiler, 2012].
In image classification, [Szegedy et al., 2015, Krizhevsky et al., 2012b, He et al., 2015a, Si-
monyan and Zisserman, 2014] are among the most notable applications of deep convolutional
neural networks. In object detection and localization, some of the most successful studies
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are reported in [Girshick et al., 2014, Ba et al., 2014, He et al., 2014]. In image segmentation
many investigations have also been reported [Liu et al., 2015, Ciresan et al., 2012, Long
et al., 2015a, Mostajabi et al., 2015, Sharma et al., 2015] with the applications in disease
diagnosis [Ciresan et al., 2012], and autonomous vehicles [Grangier et al., 2009].
Traditional neural networks use sigmoid and tanh nonlinearities as activation functions
of their neurons. The gradient information of these activation functions quickly reaches
zero when deviating from the origin, which results in the vanishing gradient problem. This
problem makes rectified linear unit (ReLU) [Nair and Hinton, 2010] an interesting choice for
neural networks because of their constant gradient. On the other hand, observing biological
neural networks reveals that sigmoid activation functions are not biologically plausible since
in the brain, only 1-4 percent of the neurons are activated at the same time, while sigmoid
activation functions have a half activation regime [Nair and Hinton, 2010].
The ReLU activation function can be represented by f(x) = max(0, x) which is a di↵er-
entiable function. ReLU increases sparsity of the network, making it biologically plausible
and more e↵ective. Experiments on image processing data set [Glorot et al., 2011] show that
ReLU activation function is superior to other activation functions such as sigmoid, tanh or
softplus (log(1 + ex) [Dugas et al., 2001]). ReLUs have become the ingredients of many
contest winning models in image recognition [Krizhevsky et al., 2012b, He et al., 2015a].
Recently, they have also been applied to recurrent neural networks [Le et al., 2015, Arjovsky
et al., 2015], which result in reducing the e↵ects of the vanishing and exploding gradient
problem.
Despite of the success of ReLU, some generalizations of this function has been proposed
such as parametric rectified linear unit (PReLU) [He et al., 2015b], exponential linear unit
(ELU) [Clevert et al., 2015] and leaky ReLU [Xu et al., 2015]. They all modify the negative
slope of ReLU.
PReLUs have an adjustable negative slope with a learnable parameter, ai, as shown in
Equation 2.6. The learnable parameter can either be multi-channel or single-channel which





xi xi > 0
aixi xi  0
(2.6)
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It is clear that when ai = 1, PReLU is the same as ReLU. However, Equation 2.6 can
be written as f(xi) = max (0, xi) + ai min(0, xi). When ai is a small constant such as 0.001,
the function is called a leaky ReLU [Maas et al., 2013]. The extra parameters (ai) can be
learned using back-propagation. Due to simplicity of the function, the actual overhead of
computing these parameter is negligible with respect to the standard ReLU.
Exponential linear units [Clevert et al., 2015] alleviate the vanishing gradient problem,
just like ReLU using the identity values at the positive slope. However unlike ReLU, it tends
to have exponential negative values, which pushes the mean activation of units closer to zero.
This is helpful for deep networks [LeCun et al., 1998]. It speeds up the learning process and





xi xi > 0
↵(exp(x)  1) xi  0
(2.7)
SGD is an e↵ective way to train a deep neural network. It uses a subset of data contain-
ing m samples to approximate the gradient of the loss function with respect to the model
parameters. However, training a deep neural network is a challenging task because the in-
puts to each layer are a↵ected by the parameters of all underlying layers. Therefore, a small
change in the parameters amplifies as the depth of the network increases. In this regards,
batch normalization [Io↵e and Szegedy, 2015] has been proposed to ease the training process
by pushing the activations mean to zero and variance to one.
Changing the distribution of the features in each layer makes the optimization task
problematic since every layer has to continuously adapt to the new distribution. This problem
is called covariate shift [Shimodaira, 2000], where the feature distribution changes during
back-propagation. Having a fixed distribution in features of each layer can be beneficial for
the learning process. Therefore, if a more stable distribution can be ensured among the
features of all layers, the optimizer can converge faster to a better solution.
Assume a deep feed-forward network with L layers. The inputs to each layer is a vector
of real-valued features xl = (x1, x2, . . . , xd). Essentially, each feature is normalized to have
a mean of zero and variance of one. This process is referred to as whitening [LeCun et al.,
2012]. As such, normalization of each dimension is achieved as follows:





where the expectation and variance are computed over the same mini-batch used for a GD
step, as an estimate of the mean and variance of the entire training set.
Simply changing the layer distribution may change what the layer can represent, Accord-
ingly, the transformation needs to be able to represent the identity as well. This is achieved
using two real-valued variables,  k and  k which are applied as follows:
yk =  kx̂k +  k, (2.9)
where parameters  k,  k are learned during back-propagation. Setting  k =
p
Var[xk] and
 k = E[xk] recovers the original features, if the optimizer decides such. Eventually, the
input to the next layer is fed by yk. Batch normalization accelerates training of a deep feed-
forward network by reducing the internal covariance shift. It also has many other advantages
such as reducing the need for dropout [Srivastava et al., 2014] regularization. Consequently, a
network trained with batch normalization improves the accuracy rate of the network without
it, and lead to faster convergence.
Deep residual networks [He et al., 2015a, He et al., 2016] are currently used in many
image recognition tasks such as image classification, detection and segmentation. The idea
behind deep residual networks is to use the identity skip-connections, for helping the gradient
information to pass fewer nonlinearities, preventing it from vanishing.
A residual block consists of a function f and an identity connection (see Figure 2.1).
Instead of computing f(x), it computes x+f(x) where f is a function containing convolution,
activation and batch normalization layers. The identity skip-connection helps the gradient
information to bypass the block, which enables training of a deeper networks up to hundreds
of layers [He et al., 2015a]. Increasing depth is known to improve the model capabilities
[Eldan and Shamir, 2015]. A deep residual network consists of many stacks of residual
blocks. A deep residual network with identity mapping [He et al., 2016] can be represented
as follows:
xl+1 = xl + f(xl,Wl) (2.10)
where xl is the input to the current residual block, xl+1 is the input to the next residual block,
and f is the weighted layers with Wl as its parameters. By recursively applying Equation
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Figure 2.1: A residual block with the identity skip connection computes xl + f(xl).
2.10, one has:




where L is a deeper layer and l is a shallower unit. Equation 2.11 has some useful properties,
i.e. the features of any deeper layer L can be directly represented by the features of any
shallower layer l plus a summation of the weighted layers. This means that the network is
residual between any two layers.




















which means that the gradient of @C@xl can be decomposed into two additive terms: one that
propagates information directly ( @C@xL ), which can reduce the vanishing gradient problem,







AlexNet 0.153 5 conv + 3 fc The first deep cnn on ImageNet
[Simonyan and Zis-
serman, 2014]
VGGnet 0.073 15 conv + 3 fc Increasing depth
[Szegedy et al.,
2015]
GoogleNet 0.066 21 conv + 1 fc Going deeper
[He et al., 2015b] PReLU 0.049






21 conv + 1 fc +
BN
Reducing the covariate shift e↵ect
[He et al., 2015a] Resnet 0.035 152 conv + 1 fc Using skip-connections
Table 2.1: Some of the most e↵ective feed-forward networks
and another that propagates through the weight layers. Furthermore, training of very deep
networks (up to thousands of layers) can be achieved.
Wide residual networks [Zagoruyko and Komodakis, 2016] increase the number of con-
volutional filters and decrease the depth. By training the networks using fewer layers and
more convolutional filters, a better performance is achieved. This suggests that the power of
residual networks originates from the residual connections, rather than increasing the depth.
Residual networks with stochastic depth [Huang et al., 2016] use a Bernoulli random variable
to randomly disable a residual block, which acts as a regularizer and increases the accuracy
of the original residual networks. Swapout [Singh et al., 2016] generalizes the dropout and
stochastic depth using px + qF (x) where p, q are two Bernoulli random variables. Swapout
has the ability to sample from four architectures, i.e., (0, x, F (x), x+ F (x)), having a larger
domain for sampling ensembles.
Many studies have been conducted to accelerate learning of deep neural networks such
as [Zhang et al., 2016b, Denton et al., 2014] and references there in. Zhang et al. [Zhang
et al., 2016b] tackled the speed of image classification networks using a solution based on
Generalized Singular Value Decomposition that trains the network without SGD.
Multi-class classification on large-scale images has been tackled in many investigations
[Wei et al., 2016, McAuley et al., 2013, Doan et al., 2013]. A hierarchical learning method
for ImageNet classification [Russakovsky et al., 2015] was presented in [Lei et al., 2016].
Incremental learning is applied to image classification to avoid retraining the network when
a new class is added [Ristin et al., 2016, Mensink et al., 2013]. Zhang et al. [Zhang et al.,
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2016a] used global features such as contours to increase the performance of the network for
large-scale image classification.
Table 2.1 summaries some of the most successful feed-forward models in image classifi-
cation tasks for the 1000-class ImageNet dataset [Russakovsky et al., 2015], which contains
about 1.3M training images in the RGB format, as well as 50k and 100k images for validation
and test.
2.2.2 Generative Modelling
Training generative models is useful to make models understand the underlying data. By
learning proper representations, a generative model can be used to find answers for many
inference problems about the data [Goodfellow et al., 2016]. A significant portion of unsu-
pervised learning has been dedicated to generative modeling. The notion is that generating
samples enforces a deep understanding about the data, which results in discovering the
hidden dependencies.
Given an input and output pair x and y, a generative model constructs the joint distri-
bution of data p(x, y) by forming p(x|y). This knowledge is then used to deduce p(y|x) for
inference. This is in contrast to the discriminative models that directly model p(y|x). In
other words, discriminative methods model the decision boundaries, while generative meth-
ods model the actual underlying distribution of the data.
Generative models have a long history in machine learning, see [Goodfellow et al., 2016]
for a comprehensive discussion. Boltzmann machines [Ackley et al., 1985, Hinton et al., 1986]
are one the initial deep generative models that have been used by researchers. Restricted
Boltzmann Machines (RBMs) [Smolensky, 1986] are undirected probabilistic graphical mod-
els containing a layer of observable variables and a single layer of latent variables. Deep
belief networks (DBNs) [Hinton et al., 2006] generalizes RBM and results in arguably the
first deep models trained for image classification. To train a DBN, one begins by training
an RBM that forms the first layer of the DBM. A second RBM is trained on the hidden
layer of the first RBM and this process continues to obtain a deep multi-layer network. This
is known to be the start of the current deep learning field. In addition, Deep Boltzmann
Machine (DBMs) [Salakhutdinov and Larochelle, 2010] were proposed after DBNs. DBMs
are entirely undirected models, as opposed to DBNs, which are hybrid models.
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In general, generative modeling is more di cult than classification or regression. In
classification, input x and output y are specified therefore one only needs to find a function
that encodes the semantics of the mapping. In generative modeling, a di↵erentiable function
G is trained to generate samples x from input z, without having the (z, x) pairs. The
generative model therefore needs to learn the best way of structuring z as well as mapping it
to the sample space. However, there are some generative models that can learn these using
samples from x alone [Goodfellow et al., 2014, Kingma and Welling, 2013]. Two of these
models are further explored: variational auto-encoder and generative adversarial network.
Variational Auto-encoder (VAE) [Kingma and Welling, 2013, Rezende et al., 2014] for-
malizes the generative process as a probabilistic graphical model using a latent variable z,
where the objective is to maximize a lower bound to the likelihood of the data p(x). As com-
puting the likelihood p(x) =
R
p✓(x|z)p(z)dz using our parametric generative model p✓(x|z)
is intractable, the variational inference method is employed in which a recognition model
q (z|x) is utilized to approximate the true posterior p✓(z|x). Therefore, it can be shown
that:
log p(x)   Ez⇠q (z|x) [log p✓(x|z)] KL (q (z|x)||p(z)). (2.13)
where p(z) is the prior distribution. The right hand side is known as the variational lower
bound or evidence lower bound (ELBO) that can be optimized with SGD using a reparame-
terization technique [Kingma and Welling, 2013]. Analogous to the traditional autoencoders,
VAE employs two networks: the encoder q(z|x) and the decoder p(x|z). Meanwhile, the lower
bound can also be interpreted as a combination of reconstruction error and regularization
term.
Generative Adversarial Network (GAN) [Goodfellow et al., 2014] aims to learn a generator
distribution pG(x) that matches the distribution of the data pD(x). Instead of assigning a
probability to every sample x from the dataset, GAN employs a generator G parameterized
by   that transforms a random noise (from a prior distribution) to a fake sample G(z;  )2
that ideally resembles the samples from the true distribution of data. The generator is
trained by playing against an adversarial discriminator function D parameterized by   that
aims to distinguish between the samples of the distributions pG(x) and pD(x). Furthermore,
2The parameters of a model are denoted using either a subscript, or as an extra argument.
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Ex⇠pD(x)[log p(y = 1|x;  )] + Ez⇠p(z)[log(1  p(y = 1|G(z;  );  ))] (2.14)
where p(y = 1|x;  ) = 1
1+e D(x; )
.
GANs have been successfully used for generating real looking images [Salimans et al.,
2016, Dumoulin et al., 2016]. Although, unlike VAE that directly models the distribution
of the latent variable z, GAN’s generally assume sampling from a fixed noise distribution.
In addition, GANs are not necessarily probabilistic models while VAEs have probabilistic
interpretation.
Many hybrid models that combine VAE and GAN are also available. [Larsen et al.,
2015] used an adversarial discriminator to replace the pixel-wise reconstruction error of
VAE, in order to improve the generator. [Donahue et al., 2016] and [Dumoulin et al., 2016]
independently proposed a similar model that uses an adversary to di↵erentiate (x,ENC(x))
pairs from (DEC(z), z), with a focus on feature learning and semi-supervised learning. More
recently, [Mescheder et al., 2017] presented a theoretical analysis that in the nonparametric
limit yields an exact maximum-likelihood assignment for the generative model, as well as
the exact posterior distribution over the latent variable.
2.2.3 Pose Estimation
Pose estimation is the process of inferring the 2d or 3d position of individual points of
an object in a natural environment. Pose estimation plays an important role in today’s
modern world with its countless applications in various domains, including human computer
interaction (HCI), augmented reality (AR), virtual reality (VR), sign language recognition,
and sport analysis. Conventional pose estimation methods rely on special equipments such
as self-mounted sensors and multi-colored gloves that facilitated the process of inferring the
position [Wang and Popović, 2009]. However, these approaches are usually expensive and
ine cient, therefore limiting the applicability of pose estimation methods.
Vision-based pose estimation approaches have gained popularity in the last few decades
due to their natural and non-contact interactions. These methods predict the pose based on
the given image solely and/or the temporal information within the data. With the advent
of a↵ordable consumer depth cameras, a significant body of research has been performed
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Figure 2.2: Taxonomy of pose estimation methods in the literature. Pose estimation research
is discussed in terms of method, hand model, data, time, and pose dimension.
in depth-based pose estimation, and impressive results have been reported [Melax et al.,
2013, Qian et al., 2014, Tompson et al., 2014].
The success of DL has significantly influenced the pose estimation research. As a re-
sults, most of the recent methods for pose estimation use deep features to facilitate learning
[Tompson et al., 2014, Oberweger et al., 2015a, Zhou et al., 2016]. DL is extremely accurate
and computationally e cient during the test time, which make it the primary choice for real-
time applications. However, it su↵ers from the limitation of requiring large-scale annotated
datasets.
Taxonomy
In this section, a new taxonomy for the related studies in pose estimation is provided. It
focuses on the method, hand model, data, time, and pose dimension, see Figure 2.2. Most
methods in the literature cover at least one element from each of these sub-categories, as
follows:
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• Method. Methods of pose estimation can be categorized into either discriminative,
generative, or hybrid. Similar to the discussion in previous sections, discriminative
methods directly infer the position of the hand from data. These methods usually use
some machine learning techniques such as neural network [Tompson et al., 2014] or
regression forests [Tang et al., 2014]. The generative methods use the data generation
process to infer the hand position. As an example [Oikonomidis et al., 2011] used a
parameterized hand model and computer graphics to construct the hand. An optimiza-
tion method such as Genetic Algorithm (GA) or Particle Swarm Optimization (PSO)
can then be used to find the parameters that best describe the observed data, using a
similarity cost function between the generated and observed data. As expected, hybrid
methods exploit a combination of generative and discriminative models.
• Hand Model. pose estimation approaches in terms of the hand model fall into three
categories. Some methods do not consider the correlations between the hand joints
and, therefore, may result in kinematically implausible poses [Baak et al., 2013]. Some
methods use a hand model [Zhou et al., 2016] to encode the dependencies between the
joints to avoid invalid poses. Finally, some methods use machine learning techniques
to obtain a model-free method [Oberweger et al., 2015a] that considers the kinematics
of the hand using data. Note that the hand model can be used in both generative and
discriminative methods. In generative methods, the hand model is used along com-
puter graphics to visualize the data samples [Tompson et al., 2014]. In discriminative
methods, the hand model is used to obtain the joint positions (e.g., from joint angles)
[Zhou et al., 2016].
• Data. Many types of data are used to infer the hand position. Typical choices of data
are RGB, depth, RGB-D, and infrared. RGB cameras are extensively available and
applicable almost everywhere. However, pose estimation using RGB is an extremely
hard problem, due to the variation in hand shape, skin color, and lightening. With
the emergence of low-cost consumer depth cameras, depth-based pose estimation has
shown significant success over the past few years. RGB-D based methods use both
RGB and depth images to infer the hand poses.
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• Time. Pose estimation can be categorized into single-frame or multi-frame (tracking)
methods. Multi-frame or tracking methods use temporal continuity of the hand to
guide the inference by locally searching the space of the prediction using temporal
information [Oikonomidis et al., 2011, Baak et al., 2013]. These models are prune to
complex poses and cannot recover the hand pose from long sequences. The single-
frame methods regress data samples from one or multiple views without any temporal
knowledge, which makes the learning more complex [Oberweger et al., 2015a]. However,
CNNs have achieved significant success in single-frame pose estimation. As a results,
most of the recent methods in pose estimation predict the pose based on a single-frame
setting.
• Pose Dimension. Pose dimension could be either 2D or 3D. One can also regress the
orientation of point using a 2D or 3D vector.
[Hinterstoisser et al., 2017] used 3D CAD models and synthetically generated samples on
random RGB backgrounds using complex data-augmentation techniques such as illumina-
tion, blurring, and noise. They exploited pre-trained networks from ImageNet classification
models (i.e. VGG, Inception) and trained a regressor on generated synthetic data. The
initial layers of the model kept frozen and only the final layers of the model are trained. The
method yields comparable results with those from state-of-the-art models trained on real
data.
[Qian et al., 2014] used a 26 degree-of-freedom (DOF) kinematics hand model and con-
structed a geometric model using 48 spheres. The method defined a cost function that
measures the discrepancy between the hand model and the input depth image, as well as
the hand validity. Optimization of the cost function is conducted using a combination of
the Iterated Closest Point and Particle Swarm Optimization (ICP-PSO) method that finds
the local optimum in the parameter space of the hand. Additionally, a learning-free finger
detection method is used and an inverse kinematics technique is adopted for re-initialization.
[Sun et al., 2015] performed a holistic regression to find an initial estimate of the entire
hand pose using standard regression random forest. The model then performs a hierarchical
regression sequentially, in which the palm is estimated at first, due to its limited variations,
therefore easier learning, while keeping the fingers fixed. Then, the fingers are updated while
the palm is kept fixed to further improve the localization of the fingertips.
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[Tang et al., 2014] proposed the latent regression forest that formulates the 3D hand pose
estimation problem as a divide-and-conquer search for skeletal joints. The search is guided
by a topological model of the hand, which is learned using data to implicitly enforce global
kinematic constraints on the output. It starts by taking the whole hand as the input, and
recursively dividing the input region into two parts that defined the topological model, until
all skeletal parts are located.
[Oikonomidis et al., 2010, Oikonomidis et al., 2011] hand-crafted features such as edges
are computed and compared against a hand model made of 3D geometric primitives. The
optimization in the parameter space of the hand model is then performed using PSO. A GPU
implementation of the method uses temporal continuity of data and performs the inference
in real-time.
[Sharp et al., 2015] combined a per-frame discriminative re-initializer, which ensures
robust recovery from mistakes, and a model fitting step that uses temporal information to
obtain a smooth hand tracking. The initializer predicts a distribution over hand poses using
a two-layer random forest. The re-initializer model is trained using synthetically trained data
from a linear-blend-skinning hand model. The model-fitter then samples several poses from
the distribution and minimizes the re-construction error between a detailed 3D hand model
and the observed depth image using a golden energy function and stochastic optimization
with PSO.
[Baak et al., 2013] performed 3d human pose tracking. Pose hypotheses from a large
database of 3D poses are retrieved using features extracted from the input data with a
variant of Dijkstra algorithm. A second hypothesis is obtained based on the previously
tracked frames. The hypothesis from both settings are optimized using a local optimization
method. A voting mechanism is performed to obtain the final pose based on the proposed
hypothesis.
[Tompson et al., 2014] used a detailed linear-blend-skinning hand model with 42 DOF
to obtain a labeled dataset of a wide range of hand poses. The parameters of the model are
found using a PSO-based optimization method in an o✏ine setting. It uses the constructed
dataset and trains a multi-scale convolutional neural network to predict 14 key points of the
hand using a 18x18px heatmap. Finally, the output features are used in an inverse kinematic
optimization method based on PSO to find the parameters of the model. Once the model
is fitted in the o✏ine setting, the depth images with their corresponding joint locations are
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Figure 2.3: Deep prior learning for 3d hand pose estimation [Oberweger et al., 2015a]. A
low dimensional embedding is used to encourage the model to consider the strong correlations
between the joints, which help the model to avoid kinematically invalid poses.
used in a discriminative way to infer the positions using convolutional neural networks.
Assuming that the hand is the closest object to the camera, a 3D bounding cube centered
at the center of mass of this object was cropped and normalized to [-1,1] in [Oberweger et al.,
2015a]. The method uses a multi-scale deep ConvNet to extract features from the input depth
image. Instead of directly predicting the joint locations, [Oberweger et al., 2015a] predicts
the parameters of the pose in a lower dimension than that of the output joints (3*j), as there
exists a strong correlation between the 3D joints due to the physical constraints over the
hand. This is accomplished using a bottleneck layer that forces the network to implement the
constraints of the hand, see Figure 2.3. This is the first time that a model-free approach has
been used in hand pose estimation. The weights of the network mapping from the parameter
space to the joint space are initialized using a principal component analysis (PCA). Then
whole network is fine-tuned using real annotations. A refinement strategy is also adopted,
in which the initial estimate of the joint locations is updated. This is completed by looking
at several input patches of di↵erent sizes centered on the joint location predicted by the first
stage.
[Zhou et al., 2016] proposed a model-based DL approach that fully exploits the hand
model geometry. A new layer developed to perform the non-linear forward-kinematic, that
maps the joint angles to joint locations. This helps the model to avoid kinematically invalid
poses that violate the constraints of the hand. The layer is e cient, di↵erentiable, parameter-
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free, and servers as an intermediate representation in the network. The network is then
trained end-to-end using a loss function of joint locations.
2.2.4 Domain Adaptation
The high cost of obtaining annotated datasets for pose estimation has shifted attentions
toward using synthetic data. Synthetic data generated using 3d computer models seem
to be a good choice for learning these representations. This is due to the simplicity of
automatically obtaining samples and the corresponding annotations. However, it is well
known that training discriminative models on synthetic data alone is not an e↵ective method
for learning representations [Shrivastava et al., 2017]. Because of the domain-shift between
the real and synthetics samples, one has to employ some sort of domain-adaptation technique
to avoid overfitting on the synthetic data. Table 2.3 tabulates some the recent methods for
domain-adaptation.
Transfer learning is the common practice for domain adaptation, in which a model is
firstly trained on a source data. Then, a second model uses the pre-trained weights of the
first n layers to train the model on the target data and task [Oquab et al., 2014]. This is
particularly useful when there exists a small set of data in the target domain. [Yosinski
et al., 2014] quantified the transferability of individual layers of a deep neural network. It
is shown that the features of a deep neural network transition from general features (initial
layers) to specific features in the final layers of the network. Therefore, the transferability
drops in higher levels of the network. To address this phenomenon, [Long et al., 2015b] uses
a pre-trained AlexNet network with the first few layers frozen, intermediate layers fine-tuned
and final layers learned from scratch using a multi-kernel MMD loss.
Another common way to handle the domain shift is to use the two-stream architecture
[Long et al., 2015b, Long et al., 2016]. Two networks are employed for the source and target
domains, and some layers of the two streams may share their weights. One useful technique is
to align the distribution of the two streams by quantifying their similarity and minimizing it
accordingly e.g., using Maximum Mean Discrepancy (MMD) metric [Baktashmotlagh et al.,
2013, Long et al., 2016, Tzeng et al., 2014]
[Rozantsev et al., 2018] used a similar two stream network. Instead of simply sharing the
weights of two networks, the weights are regularized to be related using a linear mapping, but
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are kept separate for each domain. A MMD loss metric is also used to learn domain invariant
features. [Tzeng et al., 2017] proposed a generalized framework for adversarial adaptation.
The framework is used to obtain a discriminative-only domain-adaptation method, similar
to the original GAN. The argument is that generative modeling of the data in the input
domain may not be necessary, and can be avoided by only using discriminative models.
There are a few domain adaptation surveys, such as [Wang and Deng, 2018, Csurka, 2017,
Patel et al., 2015]. [Wang and Deng, 2018] categorized domain adaptation into three subsets:
(1) discrepancy-based, (2) Adversarial-based, and (3) Reconstruction-based methods, see
Figure 2.3.
The discrepancy-based domain adaptation methods use the class labels or unlabeled
data from the target domain to reduce the domain shift. It is categorized into class criterion,
statistic criterion, architecture criterion, and geometric criterion. The class criterion methods
use class labels from the target domain to fine-tune the model on the target domain [Tzeng
et al., 2015, Peng et al., 2016]. Statistics criterion aligns the statistical distribution shift
between the source and target domains using some mechanism such as maximum mean
discrepancy (MMD) [Baktashmotlagh et al., 2013, Tzeng et al., 2014]. The architecture
criterion improves the transferability by adjusting the architecture of the network [Huang
and Belongie, 2017, Rozantsev et al., 2018], while the geometric criterion bridges the source
and the target domains according to their geometrical properties.
The adversarial-based domain adaptation methods are divided into two categories: gen-
erative models and discriminative models. The generative based methods use generative
models to generate samples in the target domain while preserving the label information
from the source domain [Liu and Tuzel, 2016, Isola et al., 2017]. The discriminative based
methods do not generate samples in the image domain. Instead, the adversarial game is
used in a discriminative setting to obtain domain confusion [Tzeng et al., 2015, Tzeng et al.,
2017].
The reconstruction-based methods use the reconstruction of the source and target sam-
ples to learn a shared representation between the two domains. It can be categorized into
encoder-decoder architectures and adversarial reconstruction methods. The former uses
encoder-decoder architecture and extracts a shared embedding that is used to obtain feature
invariance [Ghifary et al., 2016, Ghifary et al., 2015]. An example of the latter is cycleGAN
[Zhu et al., 2017], which translates samples between the domains without having access to
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the corresponding pairs.






































































































































































































































































































































































































































































































































































































































































































































































































































































































Convolutional neural networks [LeCun et al., 1989] have contributed to a series of advances
in tackling image recognition and visual understanding problems [Krizhevsky et al., 2012b,
Sermanet et al., 2013, Zeiler and Fergus, 2014] as well as other areas of science and engineering
[Wallach et al., 2015, Mohan, 2014, Kim, 2014]. Increasing the network depth is known to
improve the model capabilities, which can be seen from AlexNet [Krizhevsky et al., 2012b]
with 8 layers, VGG [Simonyan and Zisserman, 2014] with 19 layers, and GoogleNet [Szegedy
et al., 2015] with 22 layers. However, increasing the depth can be challenging for the learning
process because of the vanishing/exploding gradient problem [Hochreiter, 1991, Bengio et al.,
1994]. Deep residual networks [He et al., 2015a] avoid this problem by using identity skip-
connections, which help the gradient to flow back into many layers without vanishing. The
identity skip-connections facilitate training of very deep networks up to thousands of layers,
and helped residual networks to win five major image recognition tasks in ILSVRC 2015
[Russakovsky et al., 2015] and Microsoft COCO 2015 [Lin et al., 2014] competitions.
However, an obvious drawback of residual networks is that an incremental improvement
requires a significant increase in the number of layers, which linearly increases the computa-
tional and memory costs [He et al., 2015a]. On the CIFAR-10 image classification dataset,
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deep residual networks with 164-layers and 1001-layers achieve a test error rate of 5.46% and
4.92% respectively, while the 1001-layer has six times more computational complexity than
that of 164-layer. On the other hand, wide residual networks [Zagoruyko and Komodakis,
2016] have 50 times fewer layers, while outperforming the original residual networks. The
e cacy of residual networks is its identity skip-connections, rather than the extreme network
depth.
Nevertheless, a recent study supports that deep residual networks act like ensembles of
relatively shallow networks [Veit et al., 2016]. This is achieved by showing the existence of
exponential paths from the output layer to the input layer that gradient information can flow.
In addition, the observations show that removing a layer from a residual network, during
the test time, has a modest e↵ect on its performance. Additionally, most of the gradient
updates during optimization come from ensembles of relatively shallow depth. Moreover,
residual networks do not resolve the vanishing gradient problem by preserving the gradient
through the entire depth of the network. Instead, they avoid the problem by ensembling
exponential networks of di↵erent lengths. This raises the importance of multiplicity that
refers to the number of possible paths from the input layer to the output layer [Veit et al.,
2016].
Inspired by these observations, a multi-residual network (Multi-ResNet) is introduced in
this chapter, that increases the multiplicity of the network, while keeping its depth fixed.
This is achieved by increasing the number of residual functions in each residual block. It is
shown that the accuracy of a shallow multi-residual network is similar to a deep 110-layer
residual network. This supports that deep residual networks behave like an ensemble, instead
of a single extremely deep network. The importance of e↵ective range is also examined, which
is the range of paths that significantly contribute towards gradient updates.
Through a series of experiments, it is demonstrated that for a residual network deeper
than a threshold n0, increasing the number of residual functions leads to a better performance
than increasing the network depth. This leads to a lower error rate of Multi-ResNet with
the same number of convolutional layers as the deeper residual network. Experiments on
ImageNet, CIFAR-10, and CIFAR-100 datasets show that Multi-ResNet is able to improve
the accuracy of deep residual networks and outperform other existing models.
Specifically, a 101-layer Multi-ResNet with two residual functions in each block outper-
forms the top-1 accuracy rate of a 200-layer ResNet by 0.22% on the ImageNet 2012 classifica-
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tion dataset [Russakovsky et al., 2015]. Using moderate data augmentation (flip/translation),
Multi-ResNet achieves an error rate of 4.35% and 20.42% on CIFAR-10 and CIFAR-100, re-
ceptively (based on five runs). This is 6% and 10% improvement compared to the residual
networks with identity mappings [He et al., 2016], and with almost the same computational
and memory complexity. The proposed Multi-ResNet achieves a test error rate of 3.73% and
19.45% on CIFAR-10 and CIFAR-100.
Concurrently to this research, ResNeXt [Xie et al., 2017] and PolyNet [Zhang et al., 2017]
obtained the second and third places in the ILSVR 2016 classification task with 3.03% and
3.04% top-5 error rates, respectively. They are similar to the Multi-ResNet architecture in
the sense that they both increase the number of functions in the residual blocks. PolyNet
also exploits second order paths that compute two functions sequentially in the same block.
In addition, a model parallelism technique is explored in this research to speed up the
proposed Multi-ResNet. The model parallelism method splits the calculation of each block
between two GPUs. As such, each GPU can simultaneously compute a portion of residual
functions. This leads to parallelization of the block, and consequently the network. The
resulting network has been compared with a deeper residual network with the same number
of convolutional layers that exploits data parallelism. The experimental results show that in
addition to being more accurate, Multi-ResNet can also be up to 15% faster.
In summary, the contributions of this chapter are as follows:
• This study supports that deep residual networks behave like ensembles of shallow
networks, rather than a very deep network.
• Through a series of experiments, the importance of the e↵ective range in residual
networks, which is the range of ensembles that significantly contribute toward gradient
updates during optimization is demonstrated.
• A Multi-ResNet is introduced, which is able to improve the classification accuracy rates
of deep residual networks and other state-of-the-art models.
• A model parallelism technique is introduced, which is able to reduce the computational
complexity of the proposed Multi-ResNet.
The rest of the chapter is organized as follows. Section 3.2 details deep residual networks
and other models capable of improving the original residual networks. The hypothesis that
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residual networks are exponential ensembles of relatively shallow networks is explained in
Section 3.3. The proposed Multi-ResNet model and the importance of the e↵ective range
are discussed in Section 3.4. Supporting experimental results are presented in Section 3.5,
while concluding remarks are provided in Section 3.6.
3.2 Related Studies
A residual block consists of a residual function f , and an identity skip-connection (see Figure
3.2), where f contains convolution, activation function (ReLU) and batch normalization [Io↵e
and Szegedy, 2015] layers in a specific order. In the most recent residual network the order
is normalization-ReLU-convolution which is known as the pre-activation model [He et al.,
2016]. Deep residual networks contain many stacked residual blocks with y = x + f(x),
where x and y are the input and output of the block. Moreover, a deep residual network
with the identity skip-connections [He et al., 2016] can be represented as:
xl+1 = xl + fl+1(xl) (3.1)
where xl is the input of lth residual block, and fl contains the weight layers. Addition-
ally, Highway Networks [Srivastava et al., 2015b, Srivastava et al., 2015a] also employ
parametrized skip-connections that are referred to as information highways. The skip-
connection parameters are learned during training, which control the amount of information
that can pass through the skip-connections.
Residual networks with stochastic depth [Huang et al., 2016] use Bernoulli random vari-
ables to randomly disable the residual blocks during the training phase. This results in a
shallower network at the training phase, while having a deeper network at the test phase.
Deep residual networks with stochastic depth improve the accuracy of deep residual networks
with constant depth. This is because of the reduction in the network depth, which strength-
ens the back-propagated gradients of the earlier layers, as well as because of ensembling
networks of di↵erent depths.
Swapout [Singh et al., 2016] generalized dropout [Srivastava et al., 2014] and networks
with stochastic depth [Huang et al., 2016] using px+ qF (x), where p and q are two Bernoulli
random variables. Swapout has the ability to sample from four network architectures
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{0, x, F (x), x + F (x)}, therefore having a larger domain for ensembles. Wide residual net-
works [Zagoruyko and Komodakis, 2016] increase the number of convolutional filters, and are
able to yield a better performance than the original residual networks. This suggests that the
power of residual networks originate in the residual connections, as opposed to excessively
increasing the network depth. DenseNet [Huang et al., 2017] uses a dense connection pattern
among the convolutional layers, where each layer is directly connected to all preceding layers.
3.3 Deep Residual Networks behave like Ensembles
Deep residual networks [He et al., 2015a] are assumed to resolve the problem of vanishing
gradients using identity skip-connections, which facilitate training of deep networks up to
1202 layers. Nonetheless, recent studies support that deep residual networks do not resolve
the vanishing gradient problem by preserving the gradient flow through the entire depth of
the network. Instead, they avoid the problem simply by ensembling exponential networks
together [Veit et al., 2016].
Consider a residual network with three residual blocks. Let x0 and x3 be the input and
output respectively. Applying Equation 3.1 iteratively gives:





+ f3(x1 + f2(x1))
=
h
x0 + f1(x0) + f2(x0 + f1(x0))
i
+ f3(x0 + f1(x0) + f2(x0 + f1(x0)))
(3.2)
A graphical view of Equation 3.2 is presented in Figure 3.1a. It is clear that data flow
along the exponential paths from the input to the output layer. In other words, every path
is a unique configuration that either computes a particular function fl(l = 1, . . . , n) or skips
it. Therefore, the total number of possible paths from the input to the output is 2n, where n
is the number of residual blocks. This term is referred to as the multiplicity of the network.
Furthermore, a residual network can be viewed as a very large implicit ensemble of many
networks with di↵erent length.
Deep residual networks are resilient to dropping and reordering the residual blocks during
the test phase. More precisely, removing a single block from a 110-layer residual network,
during the test phase, has a negligible e↵ect on its performance, while removing a layer
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Figure 3.1: Deep residual networks behave like ensembles (a) A residual network; (b) Deleting
f2 from a residual network [Veit et al., 2016]. It can be seen that residual networks have 2n
paths connecting the input to the output. Deleting a block from the residual network reduces
the number of paths to 2n 1.
from the traditional network architectures, such as AlexNex[Krizhevsky et al., 2012b] or
VGGnet[Simonyan and Zisserman, 2014], dramatically compromises the performance of the
models (test error more than 80%) [Veit et al., 2016]. This supports the existence of expo-
nential paths from the input layer to the output layer. Moreover, removing a single residual
block during the test phase reduces the number of paths from 2n to 2n 1 (see Figure 3.1b),
Additionally, shallow ensembles contribute significantly to the gradient updates during
optimization . In other words, in a 110-layer residual network, most of the gradient updates
come from paths with only 10-34 layers, and deeper paths do not have significant contribution
towards the gradient updates [Veit et al., 2016]. These are called the e↵ective paths, which
are relatively shallow compared to the network depth.
In order to verify the claim pertaining to the shallow ensembles, one can see that indi-
vidual paths in a deep residual network have a binomial distribution, where the number of





= n!k!(n k)! . On the other hand, it has been known that the gradient
magnitude, during back-propagation, decreases exponentially with the number of functions
it goes through [Hochreiter, 1991, Bengio et al., 1994]. Therefore, the total gradient magni-
tude contributed by the paths of specific length can be calculated by multiplying the number
of paths with that length, and the expected gradient magnitude of the paths with the same
length [Veit et al., 2016].
Accordingly, a residual network trained with only e↵ective paths has a comparable per-
formance with the full residual network [Veit et al., 2016]. This is achieved by randomly
sampling a subset of residual blocks for each mini-batch, and forcing the computation to flow
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Figure 3.2: The proposed multi-residual network (Multi-ResNet). A residual block (left) versus
a multi-residual block (right).
through the selected blocks only. In this case the network can only see the e↵ective paths
that are relatively shallow, and no long path is used.
3.4 Multi-Residual Networks
Based on the aforementioned observations, a multi-residual network (Multi-ResNet) is pro-
posed in this research, that aim to increase the multiplicity of the residual network, while
keeping the depth fixed. Multi-ResNet employs multiple residual functions, f i, instead of
one function for each residual block (see Figure 3.2). As such, a deep Multi-ResNet with k
functions has:




l+1(xl) + · · ·+ f
k
l+1(xl) (3.3)
where f il is the i
th function of the lth residual block. Expanding Equation 3.3 for k = 2
functions and three multi-residual blocks gives:
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It can be seen that the number of terms in Equation 3.4 is exponentially more than the
number of terms in Equation 3.2. Specifically, in a multi-residual block with k = 2 residual
functions, the gradient flow has four possible paths: (1) skipping both f 1 and f 2, (2) skipping
f
1 and performing f 2, (3) skipping f 2 and performing f 1, (4) performing both f 1 and f 2.
Therefore, the multiplicity of Multi-ResNet with two residual functions is 4n. In other words,
the multiplicity of a Multi-ResNet with k residual functions and n multi-residual blocks is
2kn. This is because every function can be either computed or otherwise, giving a multiplicity
of 2k for a block, and a total multiplicity of 2kn for the Multi-ResNet.
method depth k #params CIFAR-10(%)
ResNet[He et al., 2015a] 110 1 1.7M 6.61
pre-ResNet[He et al., 2016] 110 1 1.7M 6.37
multi-ResNet [ours]
8 23 1.7M 7.37
14 10 1.7M 6.42
Table 3.1: Classification error on CIFAR-10 test set. A shallow multi-residual network is able
to approximate the accuracy of a 110-layer residual network.
3.4.1 Residual Networks Behave Like Ensembles
Based on Multi-ResNet, residual networks can be shown to behave like ensembles. A shallow
Multi-ResNet with the same number of parameters as a 110-layer residual network is able
to achieve the accuracy of the residual network. This empirically supports the hypothesis
that residual networks behave like exponential ensembles of shallow networks, rather than a
single deep network.




Figure 3.3: Comparing ResNet with the proposed Multi-ResNet on CIFAR-10 test set to show
the e↵ective range phenomena. Each curve is mean over 5 runs. (a) This is the situation that
the network depth < n0 in which the Multi-ResNet performs worse than the original residual
network; (b) Both networks have a comparable performance; (c) The proposed Multi-ResNet
outperforms the original residual network.
A Multi-ResNet with the depth of 8 and k = 23 residual functions, and a Multi-ResNet
with the depth of 14 and k = 10 residual functions are trained. Both networks have roughly
the same number of parameters, which is the same as those in the 110-layer residual network.
The networks are trained with the same hyper-parameters and training policy as in [He
et al., 2015a]. Table 3.1 summarizes the test errors on CIFAR-10. It can be seen that the
classification accuracy of the shallow Multi-ResNet with 14-layer depth almost reaches that
of the 110-layer residual network.
3.4.2 The E↵ective Range
Based on the observation that residual networks behave like ensembles of shallow networks,
a question is posed: what is the relationship between the range of the e↵ective
paths and the depth of the residual network? More precisely, what is the relationship
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between the e↵ective range of a residual network with n residual blocks and that of a residual
network with cn residual blocks, where c is a constant number?
It is hypothesized that this relationship is not linear. This implies that if the e↵ective
range of a residual network with n blocks is [a, b], the e↵ective range of a residual network with
cn blocks is not [ca, cb]. Instead, it is shifted and/or scaled toward shallower networks. This
is because of the exponential reduction in the gradient magnitude [Veit et al., 2016, Bengio
et al., 1994]. Eventually, the upper bound of the e↵ective range is lower than cb. This could
be a potential reason for the problem that an incremental improvement in deep residual
networks requires a significant increase in the number of layers.
3.4.3 Residual Networks versus Multi-Residual Networks
Consider a residual network R with n residual blocks, and let c be a constant integer. Two
residual networks are constructed by: (1) increasing the number of residual blocks to cn,
which results in a residual network with c times depth of R (excluding the first and last
layers), (2) retaining the same depth while increasing the number of residual functions by c.
The number of parameters of the subsequent networks are roughly the same. One can also
see that the multiplicity of both networks are 2cn. But how about the e↵ective range of
(1) and (2)?
As discussed in the previous part, the e↵ective range of (1) does not increase linearly,
whereas the e↵ective range of (2) increases linearly due to the increase in the residual func-
tions. This is owing to the increase in the number of paths of each length, which is a
consequence of changing the binomial distribution to a multinomial distribution. Note that
this analysis holds for n   n0, where n0 is a threshold; otherwise the power of the network
depth is clear both in theory [Eldan and Shamir, 2015] and in practice [Krizhevsky et al.,
2012b, Simonyan and Zisserman, 2014, Szegedy et al., 2015].
3.5 Experimental Results
To support the analysis and show the e↵ectiveness of the proposed Multi-ResNets, a series
of experiments has been conducted on CIFAR-10 and CIFAR-100 datasets. Both datasets
contain 50,000 training samples and 10,000 test samples of 32 ⇥ 32 color images, with 10
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(CIFAR-10) and 100 (CIFAR-100) di↵erent categories. To increase the size of the datasets
a ”moderate data augmentation” (flip/translation) has been used as in [He et al., 2016], and
training is done using SGD for 200 epochs with a weight decay of 10 4 and momentum of
0.9 [He et al., 2015a]. The network weights have been initialized as in [He et al., 2015b].
3.5.1 The E↵ective Range Phenomena
Consider a pre-activation version of the residual network with the basic-blocks [He et al.,
2016]. Three pairs of residual network and Multi-ResNet are trained. The residual network is
k times deeper than the corresponding Multi-ResNet (excluding the first and last layers). On
the other hand, the Multi-ResNet computes k residual functions. A residual block might be
removed to compensate the di↵erence in the number of parameters to form a fair comparison
between the pairs. The median of five runs with mean±std in the parentheses are reported
in Table 3.2. Test error curves are also depicted in Figure 3.3, where each curve is the mean
of five runs. All networks are trained with the same hyper-parameters and training policy
with a mini-batch size of 128.
method depth k #params CIFAR-10(%)
pre-ResNet [He et al., 2016]
24 1 0.29M 7.75 (7.76±0.13)
68 1 1.0M 6.27 (6.33±0.24)
110 1 1.7M 6.02 (6.02±0.11)
multi-ResNet [ours]
8 4 0.29M 9.28 (9.28±0.07)
20 4 1.0M 6.31 (6.29±0.22)
30 4 1.7M 5.89 (5.85±0.12)
Table 3.2: CIFAR-10 test errors of the Multi-ResNets and the original ResNet, where k is the
number of functions. The results are in the form of median with mean ± std in parentheses
from five runs.
The Multi-ResNet with 8-layers depth has a test error rate of 9.28%, while the original
ResNet with 24 layers, and roughly the same number of parameters, has an error rate of
7.75%. This is the scenario whereby the network depth is too shallow (depth < n0), and the
Multi-ResNet performs worse than the residual network (see Figure 3.3a). On the contrary,
the Multi-ResNet with 20-layers depth achieves 6.31% error rate, which is statistically no
di↵erent than 6.27% for the 68-layer ResNet. Test curves (Figure 3.3b) also show that both
networks have a comparable performance.
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Eventually, a 30-layer deep Multi-ResNet achieves 5.89% error rate. This is slightly
better than the 110-layer ResNet that have the error of 6.02% (6.37% in [He et al., 2016]).
Figure 3.3c also clearly shows that the Multi-ResNet performance is superior to that of
the original residual network. It can be seen that although each pair have almost the same
number of parameters and computational complexity, they act very di↵erently. These results
support the hypothesis pertaining to the e↵ective range.
In the previous section, it is argued that Multi-ResNet is able to improve classification
accuracy of the residual network when the network is deeper than a threshold n0. This
e↵ect can be seen in Figure 3.3. Based on the observations in Table 3.2, for this particular
dataset and network/block architecture, the threshold n0 is approximately 20. Furthermore,
by increasing the number of functions, better accuracy can be obtained. However, a trade-o↵
has been observed between the network depth and the number of function. This means that,
one needs to choose a suitable number of residual functions, and depth to achieve the best
performance.
3.5.2 CIFAR Experiments
Table 3.3 shows the results of Multi-ResNets along with those from the original residual
networks and other state-of-the-art models. The networks with 6n + 2 layers use the basic
block with two 3 ⇥ 3 convolutional layers, and the networks with 9n + 2 layers use the
bottleneck block architecture, which has a single 3 ⇥ 3 convolutional layer surrounded by
two 1 ⇥ 1 convolutional layers [He et al., 2015a]. Wider [Zagoruyko and Komodakis, 2016]
versions of Multi-ResNet have also been trained. One can see that the proposed Multi-
ResNet outperforms almost all of the existing models on CIFAR-10 and CIFAR-100 with
the test error rate of 3.73% and 19.45% respectively.
Complexity of the proposed Multi-ResNet model. Increasing the number of resid-
ual functions by k increases the number of parameters by a factor of k, and the computational
complexity of the Multi-ResNet also increases linearly with the number of residual functions.
This results in the memory and computational complexity similar to those of the original
residual networks with the same number of convolutional layers [He et al., 2016]. The pro-
posed multi-ResNet performs comparable to the state-of-the-art when using the standard
ResNet width, see Table 3.3. However, the wider multi-ResNet models have more parame-
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method CIFAR-10(%) CIFAR-100(%)
NIN[Lin et al., 2013] 8.81 35.68
DSN[Lee et al., 2015] 8.22 34.57
FitNet[Romero et al., 2014] 8.39 35.04
Highway[Srivastava et al., 2015b] 7.72 32.39
All-CNN[Springenberg et al., 2014] 7.25 33.71
ELU[Clevert et al., 2015] 6.55 24.28
method depth k,(w) #parameters
ResNet[He et al.,
2015a]
110 1 1.7M 6.43(6.61±0.16) 25.16
1202 1 19.4M 7.93 27.82
pre-ResNet[He et al.,
2016]
110 1 1.7M 6.37 -
164 1 1.7M 5.46 24.33
1001 1 10.2M 4.62(4.69±0.20)† 22.71(22.68±0.22)
stoch-depth[Huang
et al., 2016]
110 1 1.7M 5.25 24.58
1001 1 10.2M 4.91 -
swapout[Singh et al.,
2016]
20 1,(2) 1.1M 6.58 25.86




40 1,(4) 8.7M 4.97 22.89
16 1,(8) 11.0M 4.81 22.07
28 1,(10) 36.5M 4.17 20.50
DenseNet[Huang
et al., 2017]†
100 1 7.0M 4.10 20.20
100 1 27.2M 3.74 19.25
Multi-ResNet [ours]†
200 5 10.2M 4.35(4.36±0.04) 20.42(20.44±0.15)
398 5 20.4M 3.92 20.59
26 2,(10) 72M 3.96 19.45
26 4,(10) 145M 3.73 19.60
Table 3.3: Comparison of test error rates on CIFAR-10 and CIFAR-100. The results in the
form of median(mean ± std) are based on five runs, while others are based on one run. All
results are obtained with a mini-batch size of 128, except † with a mini-batch size of 64. The
number of residual functions in each residual block is denoted as k, and (w) is the widening
factor for wider models.
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ters compared to other models as the models have more filters in each layer which results in
higher computational cost.
3.5.3 ImageNet Experiments
To illustrate the e↵ectiveness of the proposed Multi-ResNet model, a set of experiments
has been performed on the ImageNet 2012 classification dataset [Russakovsky et al., 2015].
ImageNet is a dataset containing around 1.28 million training images from 1000 categories
of objects largely used in computer vision applications. All trainings have been completed
using SGD up to 90 epochs. The same hyper parameters described in CIFAR experiments
are used, excluding the learning rate which is divided by 10 every 30 iteration. The networks
are trained and tested on 224 ⇥ 224 crops using scale and aspect ratio augmentation [He
et al., 2016, Szegedy et al., 2015].
method depth k Top-1(%) 10-Crop(%)
pre-ResNet [He et al., 2016]
34 1 26.73 24.77
200 1 21.66 20.15
Multi-ResNet [ours]
18 2 27.39 25.61
101 2 21.53 19.93
Table 3.4: Top-1 error rate comparison of deep ResNet and Multi-ResNets on ILSVRC 2012
validation set. Multi-ResNet outperforms deep residual networks.
Table 3.4 shows that Multi-ResNet outperforms a deep residual network with the same
number of convolutional layer, as long as the networks are deeper than a threshold. Specif-
ically, the 101-layer Multi-ResNet with two residual functions outperforms the 200-layer
ResNet by 0.13% top-1 error rate with the same computational complexity. By testing on
multiple crops, the Multi-ResNet outperforms the residual network with 0.22%.Some exam-
ples of image classification on ImageNet validation set are shown in Figure 3.4. Both models
are trained from scratch. One can see that our model performs better than the existing deep
residual network.
3.5.4 Toward Model Parallelism
Although deep residual networks are accurate, their computational complexity is a serious
bottleneck to their performance. On the other hand, by simply implementing Multi-ResNets,
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Figure 3.4: The ImageNet Classification Experiment: comparing the predictions of a deep
ResNet with 200 layer and a Multi-ResNet with k = 2 and 101-layer depth.
one does not make use of the increase in network width and the reduction in network depth.
This is because eventually the residual functions in each residual block are computed and
added in a sequential manner. Moreover, the parallel structure of Multi-ResNets has the
examination of the e↵ects of model parallelism, as opposed to the more commonly used data
parallelism.
Data parallelism splits the data among available GPUs. Every GPU computes the same
network on its portion of data (Single Instruction Multiple Data), and sends the results
back to the main GPU to perform the optimization step. Model parallelism splits the model
among the desired GPUs. Each GPU computes a di↵erent part of the model on the same
data (Multiple Instruction Single Data) [Dean et al., 2012, Krizhevsky, 2014]. More precisely,
for every multi-residual block with k residual functions, the model is split between two GPUs
and each GPU calculates k/2 of the residual functions in both forward and backward passes
(see Figure 3.5). The results are then combined on the first GPU to perform the optimization
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step. Furthermore, the parallelization of each block is able to reduce the total computational
cost of the network.
pre-ResNet [He et al., 2016] Multi-ResNet [ours] mini-batch speed up
depth k Time depth k Time size
218 1 413ms 110 2 462ms 128 -
434 1 838ms 110 4 804ms 128 4%
650 1 1284ms 110 6 1158ms 128 10%
218 1 137ms 110 2 136ms 32 1%
434 1 273ms 110 4 238ms 32 13%
650 1 402ms 110 6 341ms 32 15%
Table 3.5: Computational time comparison between Multi-ResNets and ResNet. The captured
times are the time for a single SGD step using two GPUs. Multi-ResNets use model parallelism
and residual networks exploit data parallelism.
Using the proposed model parallelism, the computational complexity of Multi-ResNet is
compared with that of a similar deep residual network that exploits data parallelism. All
experiments have been completed using Nvidia Tesla K80 GPUs, which consists of two sub
GPUs connected with a PCI-Express (Gen3) link. This link is capable of transferring data
up to 16 GB/s. The elapsed time for a single SGD step including the forward pass, backward
pass and parameter update are shown in Table 3.5.
Figure 3.5: Model parallelization of a multi-residual block with four residual functions using
two GPUs.
In the proposed model parallelism, the inputs and outputs of blocks must be transferred
between the GPUs, which occupies most of the computational time. In data parallelism,
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every GPU performs a single forward and backward step independent of others. Nevertheless,
Table 3.5 shows that the Multi-ResNet with model parallelism still has lower computational
complexity than that of the corresponding residual network. However, this may not be true
in some network architectures because of the communication overhead.
Interestingly, this e↵ect amplifies when the number of data samples on each GPU become
fewer than 32, owing to the fact that threads on the current Nvidia GPUs are dispatched
in the arrays of 32 threads (called wrap). Therefore, the computational power of GPU is
wasted when there are only 16 samples on the GPU. This is sometimes the case in large-scale
training, where one has to reduce the batch size in order to fit a larger network in the GPU
memory. Besides that, sometimes a smaller mini-batch size yields better accuracy [He et al.,
2016].
Consequently, in order to exploit the advantages of both model parallelism and data par-
allelism, one can utilize a hybrid parallelism method. The hybrid parallelism performs data
parallelism among four (K80) GPUs, and each GPU performs model parallelism internally
between the two sub GPUs. This o↵ers up to 15% computational complexity improvement
with respect to the deeper residual network.
3.6 Conclusions
Experimental results presented in this chapter empirically support the hypothesis that deep
residual networks behave like ensembles, rather than a single extremely deep network. In ad-
dition, Multi-ResNets have been introduced, which exploit multiple functions for the residual
blocks and leads to networks that are wider, rather than deeper. The proposed Multi-ResNet
is capable of enhancing classification accuracy of the original residual network and most exist-
ing models on ImageNet, CIFAR-10, and CIFAR-100 datasets. Finally, a model parallelism
technique has been investigated to reduce the computational cost of Multi-ResNets. By
splitting the computation of the multi-residual blocks among processors, the Multi-ResNet
computation can be accelerated.
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Chapter 4
Learning from Simulation and Partial
Supervision
Recovering the 3d configuration of the human hand has many applications, including aug-
mented/virtual reality, human-computer interaction, sign language recognition, and robotics.
Deep neural networks have demonstrated significant success in 3d hand pose estimation over
the past few years [Tompson et al., 2014, Oberweger et al., 2015a], such that the problem of
unconstructed hand pose estimation is believed to be solved under a few assumptions [Rogez
et al., 2018]. These achievements, however, are highly dependent on the existence of massive
amounts of training data, supervised by human-annotated labels, that are usually extracted
using manual or semi-automatic methods [Tompson et al., 2014, Tang et al., 2014]. The
labeling techniques used are very expensive, time-consuming, and prone to errors. As such,
two extra sources of information have been extensively used to reduce the need for the ex-
pensive annotations: synthetic data and unlabeled real data [Wan et al., 2017, Spurr et al.,
2018, Wood et al., 2016, Zimmermann and Brox, 2017, Shrivastava et al., 2017, Mueller
et al., 2017].
Three main research directions are available to tackle the aforementioned shortcoming.
The first line of work uses unlabeled real samples to learn representations that are useful for
the semi-supervised learning task. As a result, unlabeled real samples are used along with
a few labeled examples to obtain a more accurate regression model [Wan et al., 2017, Spurr
et al., 2018]. A second way to avoid the labeling burden is to use synthetic data, since
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Figure 4.1: The shared latent space assumption. The assumption implies the existence of a
latent code z for every given (xr,xs,y), drawn from the joint distribution of the three domains,
such that samples from each domain can be encoded (decoded) to (from) z, using proper
encoding (decoding) functions (Er, Es, Ey, Gr, Gs, Gy).
annotations can be automatically obtained [Wood et al., 2016, Zimmermann and Brox,
2017, Abobakr et al., 2017]. However, learning from synthetic data usually results in a sub-
optimal solution, as there exists a domain-gap between the distribution of synthetic and real
data. Therefore, the third direction of research incorporates both synthetic and unlabeled
real data. It uses unlabeled real samples to map the synthetic data to a distribution close to
that of the real data, and uses the synthetic annotations to obtain a more accurate estimation
of the hand pose [Shrivastava et al., 2017, Mueller et al., 2017].
In this chapter, a novel 3d hand pose estimation method is introduced, which uses both
synthetic and partially-labeled real data, known as Learning from Simulation and Partial
Supervision (LSPS). A generative modeling problem is formulated using a shared latent
space. Specifically, a shared latent representation is formed between: (1) real depth image
domain, (2) synthetic depth image domain, and (3) pose domain. Firstly, it is illustrated
that by carefully learning the shared latent space using synthetic and unlabeled real samples,
one can train a regressor that is able to generalize to real data. The proposed model is then
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extended to a semi-supervised setting, where real annotations are used to further enhance the
model performance. Additionally, samples from each of the three domains can be mapped to
the latent space and back to the original form, and they can be translated to other domains
in a coherent and meaningful manner. The proposed latent space allows generation of novel
and consistent samples from all of the three domains.
The proposed LSPS model is based on the variational auto-encoder (VAE) [Kingma and
Welling, 2013] and generative adversarial network (GAN) [Goodfellow et al., 2014]. To ob-
tain the shared latent representation, two hybrid VAE-GAN models [Larsen et al., 2015]
are used to represent the real and synthetic depth image domains. Since the correspond-
ing real/synthetic image pairs are not generally accessible, the weight-sharing and cycle-
consistency constraints [Liu et al., 2017] are exploited to learn the mapping between the real
and synthetic depth data. Additionally, a VAE for the pose domain is used to encode the
dependencies between the hand joints using its low-dimensional embedding. In addition, an
auxiliary mapping function (M) and a posterior estimation function (P ) are learned, which
relate the latent space of the depth and that of the pose. This results in a single shared
latent representation between the three domains that not only accounts for the domain-gap
between the synthetic and real data, but also encodes the prior information pertaining to
the joints positions of the human hand.
To demonstrate the e↵ectiveness of the proposed model, extensive experiments on two
real-world datasets are performed, i.e., NYU [Tompson et al., 2014], ICVL [Tang et al., 2014].
Furthermore, it is illustrated that by learning the shared latent space using synthetic and
unlabeled real data, one can substantially improve the performance of the model trained
on synthetic data alone. As an example, the proposed method reduces the average error
rate from 22.71mm down to 13.18mm on the NYU dataset. This is significantly close to
the performance of the model trained on the real data, i.e., with 12.60mm error rate, as
demonstrated in Section 4.5.1. Furthermore, the proposed model can further reduce this error
down to 11.77mm by using more unlabeled real data, outperforming the model trained with
real annotations. By incorporating the synthetic data, the proposed method consistently
outperforms the state-of-the-art semi-supervised 3d hand pose estimation method with a
large margin. The proposed LSPS model is also compared with the existing fully-supervised
methods, and better or comparable results have been obtained.
In summary, the key contributions of this chapter are as follows:
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* Presenting the first DL model that e↵ectively learns from both synthetic and partially-
labeled real data.
* Proposing a novel shared latent space between three modalities, i.e., synthetic depth,
real depth, and pose.
* Performing extensive experiments on two real-world datasets and illustrating the use-
fulness of the proposed model against other state-of-the-art methods.
4.1 Related Studies
In this section, a review of the relevant depth-based hand pose estimation methods is pre-
sented. The methodologies related to the proposed LSPS algorithm, including methods that
use synthetic data, generative models, and shared embedding, are discussed.
3d hand pose estimation is a long-standing problem in computer vision and related areas.
It has received much attention recently due to its widespread application and the availability
of a↵ordable depth sensors [Tang et al., 2014, Sun et al., 2015, Tompson et al., 2014, Zim-
mermann and Brox, 2017, Oberweger et al., 2015b, Oberweger et al., 2015a, Oberweger and
Lepetit, 2017, Zhou et al., 2016]. The related studies in hand pose estimation are commonly
taxonomized into generative and discriminative methods. Generative methods usually use a
hand model and computer graphics to render the depth images, which are then used to eval-
uate a cost function. The cost function measures the discrepancy between the hand model
and input depth image. The cost function is optimized, e.g., using evolutionary optimization
methods such as particle swarm optimization (PSO) [Athitsos and Sclaro↵, 2003, Oikono-
midis et al., 2011, Qian et al., 2014].
The discriminative methods, however, directly predict the position of the hand joints
or a subset of hand joints such as fingertips, based on the input image. These methods
commonly use decision forests [Sun et al., 2015, Tang et al., 2014] or convolutional neural
networks (CNNs) [Tompson et al., 2014, Oberweger et al., 2015a] for estimation of the
poses. Approaches based on DL, especially CNNs, are shown to be e cient and accurate
in estimating the 3d position of the human hand [Tompson et al., 2014, Oberweger et al.,
2015a, Zimmermann and Brox, 2017, Oberweger et al., 2015b, Oberweger and Lepetit, 2017,
Zhou et al., 2016].
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Figure 4.2: Transformations of samples between the domains using the learned latent space (z),
i.e., the column syn2real depicts the result of mapping synthetic samples to the real domain.
It can be seen that the proposed model learns to add (or remove) a realistic noise to the input
depth image. The last column (prediction) shows the predictions of the model obtained by
mapping the real depth samples to z and then to the pose domain.
Tompson et al [Tompson et al., 2014] used an o✏ine generative process and a detailed
hand model to obtain a labeled dataset. They then trained a multi-scale CNN to predict
14 hand key-points that were used along with inverse kinematics to infer the 3d hand pose.
Instead of directly predicting the 3d joint locations, Oberweger et al [Oberweger et al.,
2015a] predicted the parameters of the hand pose using a bottleneck layer. The bottleneck
layer forces the network to consider the strong correlations between the hand joints, and
helps the model avoid invalid pose predictions. Similarly, a model-based DL approach was
proposed in [Zhou et al., 2016] that fully exploits the hand model geometry. A new layer
that performs the non-linear forward-kinematic is developed, which maps the joint angles to
joint locations. This helps the model to avoid kinematically invalid poses that violate the
constraints of the hand.
A feedback loop was employed in [Oberweger et al., 2015b] to iteratively correct the
mistakes of the model, in which three CNNs are used for pose-initialization, image synthesis
and pose updating. Guo et al [Guo et al., 2017] proposed an ensemble architecture. The
model is used to train multiple fully-connected layers on the regions of the features extracted
using a CNN, and aggregate them into an ensemble model. Ge et al [Ge et al., 2017] used
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a 3d CNN to perform the 3d hand pose estimation. The proposed 3d CNN is trained using
3D data augmentation techniques to make the model robust to variations in hand sizes and
global orientations.
Figure 4.3: Visualization of the proposed LSPS model. It consists of two hybrid VAE-GAN
models for handling the synthetic and real depth domains, and a VAE for the pose domain.
The latent space of the depth domain, zx, and the latent space of the pose domain, zy, are
matched using the mapping function (M) and the posterior estimation function (P ). Cubes and
rectangles represent convolutional and linear layers, respectively, and the dotted lines denote
weight-sharing.
4.1.1 Synthetic Data
Synthetic data have been a popular choice for pose estimation [Wood et al., 2016, Zimmer-
mann and Brox, 2017, Tang et al., 2013, Shrivastava et al., 2017]. To reduce the domain-gap
between the synthetic and real data, Tang et al [Tang et al., 2013] proposed a transductive
regression forest that uses unlabeled and synthetic data to estimate the 3d hand pose. Shri-
vastava et al [Shrivastava et al., 2017] incorporated a refiner network that aims to improve
the realism of the synthetic data through an adversarial training process. A recent study of
Mueller et al [Mueller et al., 2017] translated synthetic images to real data using a geometri-
cally consistent image-to-image translation network, and predicted the position of the hand
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from RGB images. Rad et al [Rad et al., 2017] used million-scale synthetic data, real data,
and a feature matching strategy that is shown to produce high accuracy predictions.
4.1.2 Generative Modeling
Generative models, in particular VAEs [Kingma and Welling, 2013] and GANs [Goodfellow
et al., 2014], have recently shown to be very e↵ective in many applications such as: im-
age generation [Kingma and Welling, 2013, Goodfellow et al., 2014, Salimans et al., 2016],
representation learning [Chen et al., 2016, Donahue et al., 2016], and image-to-image trans-
lation [Isola et al., 2017, Liu et al., 2017]. In addition to producing good generative results,
generative models have achieved significant improvement in discriminative tasks [Salimans
et al., 2016, Chen et al., 2016]. Additionally, hybrid methods that combine multiple GANs
and VAEs have been proposed in order to take advantage of both frameworks [Larsen et al.,
2015, Dumoulin et al., 2016, Liu et al., 2017, Donahue et al., 2016]. Generative models have
also proven successful in 3d pose estimation from a single image [Mueller et al., 2017, Spurr
et al., 2018].
4.1.3 Shared Embedding
The concept of shared embedding has been previously discussed in the literature, where it
is assumed that samples from di↵erent modalities (i.e. RGB images, depth images, poses,
etc.) can be mapped to a shared embedding. Ngiam et al [Ngiam et al., 2011] formed a
shared representation between audio and video. Ek et al [Ek et al., 2007] and Navaratnam et
al [Navaratnam et al., 2007] used Gaussian process latent variable models to form a shared
latent representation between the image observations and human poses. A cross-modal
variational model has been used to derive a variational lower-bound based on VAE, that
could be used to learn a shared latent space between di↵erent modalities [Spurr et al., 2018].
Wan et al [Wan et al., 2017] modeled the shared latent variable using a combination of VAE
and GAN and used a mapping function to relate the two latent spaces.
This research is inspired by [Wan et al., 2017, Liu et al., 2017]. The method of [Liu et al.,
2017] forms a shared latent space between two image domains, and learns the mappings
between the unpaired samples using weight-sharing and cycle-consistency constraints. Wan et
al [Wan et al., 2017] created a shared latent variable between the depth image and pose
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domains using a combination of VAE and GAN. In this research, both synthetic and partially-
labeled real data are employed to form a shared latent space between the two depth image
domains (synthetic and real), and the pose domain. This results in a regressor that performs
accurately on real data, even without any real annotations.
4.2 Learning from Simulation and Partial Supervision
Let Xr,Xs, and Y be the domains of real depth images, synthetic depth images, and hand
poses, respectively. It is assumed that there exists a one-to-one mapping between the corre-
sponding samples in the three domains, and the shared latent space assumption is formed.
Formally, it is assume that there exists a shared latent representation z 2 Rd for every triplet
(xr,xs,y) drawn from the joint distribution of the three domains PXr,Xs,Y(xr,xs,y). As such,
the latent code z can be transferred to (or obtained from) any of these three domains using
proper decoding (or encoding) functions (see Figure 4.1). In other words, it is assumed
that one can find encoding (Er, Es, Ey) and decoding (Gr, Gs, Gy) functions such that the
following conditions hold:
Er(xr) = Es(xs) = Ey(y) = z,
Gr(z) = xr, Gs(z) = xs, Gy(z) = y.
Learning such a latent representation is useful as it creates a shared understanding of the
data in three domains, and enables transformation of samples from one domain to either of
the other two domains. Furthermore, one can render the real depth maps corresponding to
synthetic samples using the function Gr(Es(xs)) (see Figure 4.2). One can also render real
depth maps that correspond to any arbitrarily hand pose y using the composition function
Rr = Gr(Ey(y)). Interestingly, the composite function of Pr = Gy(Er(xr)) can be used to
predict the 3d position of the hand from a real depth image.
In order to form this shared latent space, three components are used to model each
of the three domains (Xr,Xs,Y). The pose domain is modeled using a VAE as its low-
dimensional embedding is shown to impose pose constraints that improve the reliability of
the predictions [Oberweger et al., 2015a, Wan et al., 2017]. Therefore, it is ensured that
the model considers the joint limitations and physical constraints of the hand, by predicting
the pose parameters in a low-dimensional space or a bottleneck. The depth image domains
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are modeled through hybrid VAE-GAN models [Larsen et al., 2015]. Figure 4.3 depicts a
visualization of the proposed model.
4.2.1 Pose Domain
Firstly, the pose domain (VAEy) is modeled using the variational upper bound as follows:
LVAEy(Ey, Gy) =  0KL(qy(zy|y)||p(zy)) (4.1)
   1Ezy⇠qy(zy |y)[log pGy(y|zy)]
where qy(zy|y) is the encoding distribution described by a Gaussian distributionN (Ey;µ(y), Ey; 2(y))
with mean Ey;µ(y) and variance Ey; 2(y), and p(zy) is a Gaussian distribution with zero mean
and unit variance N (0, I). This is call the pose latent space. Throughout this chapter,  is are
hyper-parameters that trade-o↵ the relative importance of the terms. As an example, here  0
and  1 control the relative importance of the KL-divergence and the negative log-likelihood
terms, respectively.
4.2.2 Depth Domain
Now, the two image domains are correlated by forming a shared latent space between them.
This is called the depth latent space. Training the depth latent space requires the correspond-
ing (paired) samples from both synthetic and real domains [Rad et al., 2017]. However, one
does not generally have access to the paired real/synthetic depth images (see Figure 4.4).
Usually in the real-world samples from the marginal distributions of both domains or un-
paired samples are available. To facilitate learning the shared latent space using unpaired
samples, the cycle-consistency constraint [Zhu et al., 2017, Liu et al., 2017] is used.
The cycle-consistency constraint implies that mapping a sample from the synthetic do-
main to real domain and then back to the synthetic domain (synthetic! real ! synthetic)
should preserve the characteristics of the initial sample. This should be also true for the
second stream real ! synthetic ! real. The cycle-consistency constraint helps the model
to avoid non-trivial mappings and learn a meaningful mapping between the two domains. In
addition, a weight-sharing strategy is incorporated, which is shown to be useful in modeling
the two-way mapping process [Liu et al., 2017].
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Figure 4.4: Paired and unpaired data samples for 3d hand pose estimation. Left shows paired
samples from the joint distribution of the three domains that could be used to learn the shared
latent space. Right shows the data samples usually available in real-world, containing synthetic
samples (and their annotations) along with unlabeled real samples. The cycle-consistency
constraint is used to facilitate learning from the unpaired samples.
4.2.3 The Shared Latent Space
So far, two separate latent spaces corresponding to the pose and depth domains exist. How-
ever, this is not su cient for the formulation of the shared latent space, as it is necessary to
relate the two latent spaces. To this end, an auxiliary mapping function M(zy) is defined
that maps the samples of the pose latent space to those from the depth latent space [Wan
et al., 2017]. To train the mapping function (M) one needs the corresponding latent codes
in the pose and the depth latent space. These codes are obtained using the synthetic pairs
(xs,y) and their respective encoding functions (Es, Ey).
Additionally, since the mapping function only operates in one direction (from the pose
latent space to the depth latent space), the posterior of the pose is estimated using a new
function P . The posterior estimation function P : Xs ! zy aims to find the latent code for
a given image in the pose latent space. Therefore, the following cost function is derived to
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+ LGANs(Es, Gs, Ds)
+ LGANr(Er, Gr, Dr)
+ LCCs(Es, Gs, Er, Gr)
+ LCCr(Er, Gr, Es, Gs)
+ LMAPs(M,Es, Gs, Ds)
+ LPOS(Ds, Dr, P ), (4.2)
where LVAEs ,LVAEr ,LGANs ,LGANr ,LCCs and LCCr are responsible for learning a shared latent
space between the two depth domains, and LMAPs and LPOS align the latent space of the
pose domain to that of the depth. These terms are discussed in details, as follows.
The VAE terms in Equation 4.2 optimize a variational upper bound using the encoding
functions, that output the mean Es;µ(xs) of a multivariate Gaussian distribution with unit
variance
 





where p(z) ⌘ N (0, I), and LVAEr is defined in a similar way. The GAN terms in Equation 4.2
ensure that the generated samples of Gr and Gs are realistic looking and indistinguishable
from their domain, using the corresponding discriminators Dr and Ds. Therefore,
LGANs(Es, Gs, Ds) = 4Exs⇠PXs [logDs(xs)]
+ 4Ezr⇠qr(zr|xr)[log(1 Ds(Gs(zr)))]. (4.4)
Note that it su ces to apply the GAN cost function only to the translated images, as
the reconstruction network is trained with the reconstruction term in Equation 4.3. The
cycle-consistency term LCCs in Equation 4.2 ensures that a twice-translated image resembles
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the initial image [Liu et al., 2017]. This is accomplished using a VAE-like cost function as
follows:
LCCs(Es, Gs, Er, Gr) = 2KL(qr(zr|x
s!r
s ))||p(z))
  3Ezr⇠qr(zr|xs!rs )[log pGs(xs|zr)]. (4.5)
where xs!rs is the translated image from synthetic to real, which is obtained throughGr(Es(xs)).
Next, the latent space of the pose and the latent space of the depth are correlated.
Specifically, the latent variable of the pose is assumed to be the reference variable, and a
mapping function M to the latent space of the depth is learned as follows:
LMAPs(M,Es, Gs, Ds)
(!) =  5Ezy⇠qy(zy |y),zs⇠qs(zs|xs)||M(zy)  zs||2
+  6Ezy⇠qy(zy |y)[log pGs(xs|M(zy))]
+  4Ezy⇠qy(zy |y)[log(1 Ds(Gs(M(zy))))]. (4.6)
where ||.||2 is the 2-norm operator. The first term in Equation 4.6 ensures that samples from
the latent variable of the pose are close to their corresponding latent codes when they are
mapped through the mapping function M . The latent codes are obtained using synthetic
samples (xs,y). The second and the third terms ensure that the generation results of the
mapped latent codes resemble their corresponding depth images.
As mentioned earlier, the posterior estimation term LPOSs aims to find the latent code
for a given image in the pose latent space. Therefore,
LPOSs(P ) =  7Ezy⇠qy(zy |y)||P (xs)  zy)||2. (4.7)
In practice, P has the same architecture as the discriminators, thus it shares all of its layers
with the discriminators, except for the last layer. Furthermore, the last term of the cost
function is described as follows:
LPOS(Ds, Dr, P ) = LPOSs(P ) + LFM(Ds, Dr), (4.8)










CHAPTER 4. LEARNING FROM SIMULATION AND PARTIAL SUPERVISION 63
where Ds,  is the activations of the penultimate layer of the discriminator (Ds), xs!ss and




r are the translated ones. The LFM
term is added to make sure that the discriminators, Ds and Dr, similarly interpret the two
corresponding samples generated using Gs and Gr.
4.2.4 Extension to Semi-Supervised Learning
The flexibility of the proposed model allows the use of any number of annotated real data to
further enhance the overall performance of the model, when partial supervision is available.
This extra source of supervision is used to guide the mapping function M to better align the
two latent spaces of pose and depth. This is achieved by defining the LMAPr(M,Er, Gr, Dr)
term similar to LMAPs , and adding it to Equation 4.2. Importantly, the supervision of real
data is incorporated to approximate the posterior more accurately, by adding an extra term
LPOSr(P ) to Equation 4.8, where LPOSr is also defined in a similar way to LPOSs .
Layer Encoder: Ey Layer Decoder: Gy
0 INPUT-(3J) 0 INPUT-(20)
1 FC-(30N), LeakyReLU 1 FC-(30N), LeakyReLU
µ FC-(20N) 2 FC-(3J)
 2 FC-(20N)







Table 4.2: Network architecture of the mapping function.
4.3 Implementation Details
The proposed LSPS model consists of several sub-networks, some of which share a few layers
(see Figure 4.3). The image encoders and decoders (Es, Er, Gs, Gr) have 3 convolutional
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layers and 4 residual blocks, where the first (last) residual block of the decoders (encoders)
are shared. The residual blocks with multiple residual connections [Xie et al., 2017, Abdi
and Nahavandi, 2016] are used in the generators. The discriminators (Ds, Dr) have 6 con-
volutional layers with 4 layers being shared between them. LeakyReLU activation function
is used in almost of the layers of the model (see Table 4.3).
Layer Encoders: Es, Er Shared?
1 CONV-(N64,K7,S1), LeakyReLU 7
2 CONV-(N128,K3,S2), LeakyReLU 7










5 TCONV-(N256,K3,S2), LeakyReLU 7
6 TCONV-(N128,K3,S2), LeakyReLU 7
7 TCONV-(N3,K1,S1), TanH 7
Layer Discriminators: Ds, Dr Shared?
1 CONV-(N64,K3,S2), LeakyReLU 7
2 CONV-(N128,K3,S2), LeakyReLU 7
3 CONV-(N256,K3,S2), LeakyReLU 3
4 CONV-(N512,K3,S2), LeakyReLU 3
5 CONV-(N1024,K3,S2), LeakyReLU 3
6 CONV-(N1,K2,S1), Sigmoid 3
Layer Posterior: P Shared with Ds, Dr?
1 CONV-(N64,K3,S2), LeakyReLU 3
2 CONV-(N128,K3,S2), LeakyReLU 3
3 CONV-(N256,K3,S2), LeakyReLU 3
4 CONV-(N512,K3,S2), LeakyReLU 3
5 CONV-(N1024,K3,S2), LeakyReLU 3
6 CONV-(N20,K2,S1) 7
Table 4.3: Network architecture of the depth model.
The pose model has one hidden layer with 1024 units in both encoder and decoder
(Ey, Gy), and a 30 dimensional latent space. The architecture of the pose model is represented
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in Table 4.1. The input to the pose encoder is a vector of 3J real numbers corresponding to
J coordinates (J = 36 for NYU, and J = 16 for ICVL).
The mapping function (M) has four transposed convolutional layers. The posterior es-
timation function (P ) is a network with 6 convolutional layers that shares all of its layers
with the discriminators, except for the last layer. The mapping function M consists of four
transposed-convolutional layers that converts a 20 dimensional vector to the latent space of
the depth with 32⇥ 32 spatial dimensions, see Table 5.5.
Adam optimizer [Kingma and Ba, 2014] is used to train the proposed model with a
learning rate of 0.0001. First, the pose model is trained for 400k iterations with a mini-
batch size of 256 using Equation 4.2. The depth model and the mapping function are then
trained (Equation 4.2) using the learned parameters of the pose model. Training continues
for 500k iterations using two samples from each domain. Finally, the posterior estimation
model is trained for 100k iterations with a mini-batch size of 32 (Equation 4.8), resulting in
the shared latent space. The features of 16 samples are matched using Equation 4.9 due to
the computational limitations. The learning rate is dropped with a rate of 0.1 after 60%,
80%, and 90% of the training iterations have passed. The source code for the proposed LSPS
model be found at https://github.com/masabdi/LSPS.
Although it is theoretically possible to have a single multi-modal latent space [Spurr et al.,
2018], having two connected latent spaces is of importance to the success of this method.
This is because learning the mapping between synthetic and real data is made easier, and
requires a less complicated network. As a result, generalization from synthetic to real data is
more e↵ective by avoiding possible artifacts in down-sampling and/or up-sampling operations
[Odena et al., 2016]. Additionally, it is possible to define a bi-directional mapping function to
match the latent spaces of the depth and pose domains. However, the posterior estimation
function is used, because of the powerful discriminative representations learned using the
GAN model.
Complexity of LSPS. Training the pose VAE usually takes about an hour. The most
time-consuming part of training is the second stage, which takes around 48 hours on a single
Geforce GTX 1080. Finally, the last stage of training takes around 14 hours on the same
GPU. The model takes about 21ms to predict a given pose on a 2.2 GHz Intel Core i7 (laptop
CPU), which is equivalent to 50 frames per second.
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Figure 4.5: Qualitative evaluation of the proposed LSPS method. Predictions and ground-truth
annotations are depicted as blue and green, respectively. First row shows the predictions of
training only on the synthetic data. The second row depicts the predictions of LSPS, when
only synthetic and unlabeled real data are used. The third row shows the predictions of LSPS
using both synthetic and real data.
4.4 Datasets
Two publicly available datasets (i.e., NYU and ICVL) are used to evaluate the performance
of the proposed model.
The ICVL dataset [Tang et al., 2014] consists of 22k annotated training samples and 1.6k
testing samples. It has di↵erent articulations of the hand in a mostly frontal viewpoint, with
a large discrepancy between the training and test sequences. The NYU dataset [Tompson
et al., 2014] consists of 72k annotated training samples from 3 di↵erent views (one frontal
and two side views), along with 8k annotated samples for test. The noisy depth images and
the wide range of poses make it challenging to predict the accurate 3d pose on this dataset.
The training data is only captured from a single subject and does not account for di↵erent
hand shapes or depth images with low-resolution hands. The test set is obtained from two
subjects.
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4.4.1 Synthetic Data
For the synthetic data, the 72k synthetic images of NYU with their corresponding 3d
poses [Tompson et al., 2014] are used. The depth maps are rendered using a hand model
with 42 parameters and a high-resolution skin mesh. Additionally, this hand model is used
to generate a large-scale synthetic dataset of around 1.4 million depth images by performing
random 3d rotation and scaling. The finger lengths are varied slightly to account for di↵erent
hand shapes. In addition, a local movement on each finger is simulated, independently.
4.5 Experiments
The data is pre-processed using the pipeline of Oberweger et al [Oberweger and Lepetit,
2017], where a fixed-size 3d cube centered at the center of the hand is cropped and resized to
128⇥128 depth images, normalized to [ 1, 1]. Since ICVL dataset contains left hand images,
the depth maps are flipped to resemble the right hand, as in the synthetic data. The samples
are augmented with 180  bidirectional rotation and 10mm translation. The proposed LSPS
model works with many choices of hyper-parameters. These hyper-parameters are taken to
be  0 =  2 = 0.1,  1 =  3 =  5 = 100,  4 =  7 = 10,  6 = 10000, and  8 = 1. Equation 4.9
with  8 = 0.0001 is also considered when training the depth model using Equation 4.2.
Joint mean error (mm) % of frames within 40mm
NYU ICVL NYU ICVL
Synthetic-Only - 22.26 22.79 58.52 56.15
LSPS-Synthetic [Abdi et al., 2018] U 17.84 14.09 62.57 86.78
LSPS-Synthetic [Ours] U 13.18 14.44 80.07 92.79
Real data S 12.60 6.76 83.34 97.37
LSPS-Synthetic&Real [Ours] S 10.99 6.40 87.69 97.87
Table 4.4: Comparison of the proposed model with the baseline methods on NYU and ICVL.
One can see that the LSPS model performs significantly better than the model trained only on
the synthetic data in the unsupervised setting, by incorporating unlabeled real samples. U and
S refer to unsupervised and supervised settings, respectively.
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4.5.1 Learning from Synthetic and Unlabeled Real Data
It is demonstrated that e↵ective learning from unlabeled real data and synthetic data can
lead to enhanced generalization. The proposed LSPS method is compared with a model
trained only on the synthetic data. Specifically, the pre-trained model is used to train the
baseline model on the synthetic data. Two metrics are used for evaluation: joint mean
error (in mm) averaged over all joints and all frames, and percentage of frames in which
all joints are below a certain threshold (d) [Taylor et al., 2012]. Following the previous
studies [Oberweger et al., 2015a, Oberweger et al., 2015b], only 14 joints from the NYU
dataset are evaluated.
Table 4.4 shows the results of the experiments against those from the baseline models.
The proposed method achieves a mean error of 13.18mm on the NYU dataset, whereas
training only on the synthetic data yields an error rate of 22.26mm. It can be seen that
our result is quite close to that from training on the real data ( 12.60mm error rate). This
demonstrates the benefits of learning from synthetic and unlabeled real data. On the ICVL
dataset, the proposed LSPS method produces an error rate of 14.44mm, while training
on the synthetic data yields a poor generalization performance of 22.79mm. Nevertheless,
LSPS outperforms the baseline with about 21% and 36% absolute improvement in terms
of the number of frames within 40mm error on NYU and ICVL, respectively. Additionally,
the experiments on the ICVL dataset demonstrate that LSPS is capable of learning from
very di↵erent domains, where there exists a large discrepancy between the synthetic and real
data.
The proposed model is also compared with the method in [Shrivastava et al., 2017].
The publicly available implementation of SimGAN 4 is utilized, and the same architecture
and hyper-parameters described in [Shrivastava et al., 2017] are used. The SimGAN model
is trained with a batch size of 4, to have a fair comparison with LSPS, for one million
iterations with several   values and the best performing model is chosen. Training SimGAN
takes around 72 hours on a single GPU, which is still longer than the training time of LSPS.
The refinement performance of SimGAN is depicted in Figure 4.6. It can be noticed
that SimGAN learns to add some realistic noise to the data, however samples are far from
realistic-looking. It is believed that this is because SimGAN [Shrivastava et al., 2017] pre-
4https://github.com/mjdietzx/SimGAN
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processes the real data using the synthetic samples. This makes the real samples considerably
similar to the synthetic samples. Therefore, the refinement task becomes easier with the cost
of limiting the capability of the model [Shrivastava et al., 2017]. Furthermore, the refined
samples of SimGAN are used, and a regression model to predict the 3d hand poses on
real data is trained. The model achieves a mean error of 21.89mm, while training on the
synthetic data alone yields an error rate of 22.26mm. As mentioned earlier, LSPS obtains
an error rate of 13.18mm.
Figure 4.6: Synthetic data refinement on the NYU dataset (a) Original synthetic data. (b)
Refined with SimGAN [Shrivastava et al., 2017]. (c) Refined with the proposed LSPS method.
(d) Real data. Although, SimGAN learns to add some realistic noise to the samples, it fails to
complete the arm, as in the real data.
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4.5.2 Qualitative Results
The discriminative results of the proposed model on the NYU and ICVL datasets are depicted
in Figure 4.5. The first row shows the predictions of a model trained only on the synthetic
data. The second row shows the LSPS predictions when only unlabeled real data and
synthetic data are used, while the last row depicts the results using both synthetic and real
data. One can see that the proposed LSPS method produces more accurate predictions of
the hand poses as compared with those from the model trained only on the synthetic data.
4.5.3 Using Partial Supervision
In this section, it is shown that using a few labeled examples can significantly improve the
proposed LSPS model. A total of m% of the real data are sampled, and their corresponding
annotations are used during training. As such, the cost function described in Section 4.2.4 is
also considered when training the models. The results are compared with those of the state-
of-the-art hand pose estimation methods (see Figure 4.7). Specifically, it is compared against
the semi-supervised method of [Wan et al., 2017], in which a version of crossingNet [Wan
et al., 2017] has been trained in this study using the same network, in order to have a fair
comparison.
The proposed LSPS method achieves up to 27% and 20% relative improvement on the
NYU as compared with those of the supervised baseline and the semi-supervised method
of crossingNet [Wan et al., 2017], respectively. On the ICVL dataset, 13% and 9% im-
provement was obtained relative to the two other methods. The proposed LSPS method
consistently outperforms the other two methods, especially when fewer labels are available.
It can be noticed that, the real annotations do not have a proportional improvement on the
performance of LSPS. It is believed that this is because we uniformly sampled from the real
annotations, e.g., 50% of the real annotations already cover most of the data distribution,
and further annotations do not significantly improve the data coverage. Another reason is
because of sharing most of the layers in the regression models for synthetic and real domains,
which forces the shared layers to process data from two di↵erent domains.
In Figure 4.9, the proposed LSPS model is compared with the existing fully-supervised
methods i.e., DeepPrior[Oberweger et al., 2015a], DeepPrior++[Oberweger and Lepetit,
2017], DeepModel[Zhou et al., 2016], Feedback[Oberweger et al., 2015b], REN[Guo et al.,
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Figure 4.7: Comparison to the baseline and the existing semi-supervised 3d hand pose esti-
mation method of [Wan et al., 2017]. The proposed LSPS model uses synthetic and partially-
labeled real data to predict the hand pose more accurately. This is particularly more apparent
when fewer real annotations are available.
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Figure 4.8: A random walk in the learned latent space. The first and second pairs of rows
correspond to NYU and ICVL datasets, respectively. In each pair, the top row shows the gener-
ated synthetic samples and the bottom row shows the generated real samples. One can see that
samples generated on the connecting line of two latent codes have a meaningful interpolation
in all three (real, synthetic, and pose) domains.
2017], 3DCNN[Ge et al., 2017], and Pose-REN[Chen et al., 2017]. The proposed LSPS pro-
duces comparable or better results than those of the existing methods in the fully-supervised
setting. Interestingly, the LSPS model outperforms some of the recent state-of-the-art meth-
ods in an unsupervised setting.
4.5.4 Generative Capabilities
As outlined earlier, the proposed LSPS model is capable of generating meaningful samples
from all of the three domains. Figure 4.2 shows that samples can be encoded to the la-
tent space and decoded to any of the three domains, including their original domain. The
smoothness of the shared latent space is demonstrated by synthesizing samples along the
connecting line of two latent codes (see Figure 4.8). This demonstrates that the learned
latent space represents a valid statistical multi-modal representation of the human hand.
Interestingly, samples from the prior distribution N (0, I) can be used to generate valid data
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Figure 4.9: Comparison to the state-of-the-art fully-supervised 3d hand pose estimation models.
The proposed model performs comparable or better than the existing methods. It can be seen
that LSPS outperforms some of the most recent state-of-the-art methods in an unsupervised
setting.
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in all three domains. The generative capabilities of the proposed LSPS can potentially be
used to produce labelled data to further enhance the performance of existing methods.
Figure 4.10: The e↵ect of VAE and latent dimension. The e↵ects of VAE and the latent
dimension on the performance of LSPS, on the NYU dataset, is shown. The standard auto-
encoder performs worse than the VAE model.
4.5.5 The E↵ect of VAE and Latent Dimension
The e↵ect of VAE on the performance of LSPS using the NYU dataset is investigated. Specif-
ically, a standard auto-encoder is also evaluated by removing the KL term from Equation
4.2. The latent dimension is varied from 10 to 40 to demonstrate its e↵ect. Figure 4.10
depicts the results. The standard auto-encoder performs poorly as it is prone to overfitting,
and that the VAE usually outperforms the auto-encoder. The proposed model performs well
with around 30 units in the latent space.
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4.5.6 The E↵ects of Synthetic and Real Data
In this part, a series of experiments is conducted on the NYU dataset [Tompson et al., 2014].
The e↵ects of both synthetic and real data on the performance of LSPS are evaluated.
Di↵erent subsets of the NYU dataset are used in the experiments. For the synthetic data,
the 72k synthetic samples of [Tompson et al., 2014] (front view) or the 1.4 million samples
that was generated earlier. For the real data, either the 72k samples of the front camera, or
the data from all three cameras (one front and two side cameras) are used.
Data Setting Mean Error
Synthetic Real Annotation
- 72k (front) 72k (front) Supervised-Only 12.60mm
72k 72k (front) - Unsupervised 13.90mm
1.4m 72k (front) - Unsupervised 13.18mm
1.4m 218k (3 views) - Unsupervised 11.77mm
72k 72k (front) 72k (front) Supervised 11.85mm
1.4m 72k (front) 72k (front) Supervised 10.99mm
1.4m 218k (3 views) 72k (front) Semi-Supervised 10.61mm
Table 4.5: The e↵ect of synthetic and real data on the performance of LSPS using the NYU
dataset. Data denotes the number of samples used for training the model. As expected, using
more synthetic data, unlabeled real data, and real annotations results in improved performance.
Notice that the unsupervised model trained using unlabeled real data from the three views (218k
samples) outperforms the supervised model trained on the front view (72k samples).
Table 4.5 shows that using more synthetic or unlabeled real data improves the per-
formance of LSPS in the unsupervised setting. Note that the LSPS model trained using
unlabeled real data from the three views (11.77mm error rate), outperforms a supervised
model trained on the front view (12.60mm error rate). It also can be seen that using real
annotations can improve the performance of LSPS in the supervised and semi-supervised
settings.
4.6 Qualitative Results and Failure Cases
In this section, more qualitative results and some failure cases are provided. Figure 4.11
shows the discriminative results of LSPS on the NYU and ICVL datasets. The first row
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depicts the predictions of a model trained only on synthetic data. The second row shows
the LSPS predictions when only unlabeled real data and synthetic data are used, while the
last row shows the results using both synthetic and real data. The proposed LSPS method
produces more accurate predictions of the hand poses as compared with those from the
model trained only on synthetic data. Figure 4.13 shows the generative results of LSPS.
The smoothness of the shared latent space is demonstrated by synthesizing samples along
the connecting line of two latent codes. This demonstrates that the learned latent space
represents a valid statistical representation of the human hand.
Figure 4.12 demonstrates some failure cases of LSPS. In some parts of the real distri-
bution, LSPS-synthetic does not necessarily improve the predictions as compared to the
synthetic-only case. This is due to the optimization di culties of learning the mapping
function that fails to correctly map some parts of the synthetic distribution to the corre-
sponding part of the real distribution. On the other hand, using real annotations along with
the synthetic samples consistently improve the quality of the predictions.
4.7 Conclusion
In this paper, the problem of 3d hand pose estimation has been tackled using synthetic and
partially-labeled real data. A shared latent space is formed between three domains, namely,
the real depth, synthetic depth, and pose domains. The LSPS method has been proposed that
exploits several techniques including the cycle-consistency and weight-sharing constraints
to learn the shared latent space from unpaired real/synthetic samples. The shared latent
space facilitates learning of a very accurate model that is able to generalize from synthetic
data to real data, by incorporating unlabeled real samples. It has been demonstrated that
synthetic data can enhance the robustness of LSPS when partial supervision is available. In
addition to the discriminative results, the shared latent space allows us the generation of
data samples consistently from all of the three domains. The empirical evaluations on two
publicly available datasets (NYU and ICVL) indicate the superiority of the proposed LSPS
method as compared with those of other state-of-the-art models.
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Figure 4.11: More discriminative results on NYU and ICVL. Predictions and ground-truth
annotations are depicted as blue and green, respectively. First row shows the predictions of
training on synthetic data alone. The second row depicts the predictions of LSPS, when only
synthetic and unlabeled real data are used. The third row shows the predictions of LSPS using
both synthetic and real data.
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Figure 4.12: Some failure cases of LSPS. In some parts of the real distribution, LSPS-synthetic
does not necessarily improve the predictions as compared to the synthetic-only case. However,
using real annotations along with the synthetic samples consistently improve the quality of the
predictions.
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Figure 4.13: Random walks in the learned latent space on NYU and ICVL datasets. The first
and third rows show the generated synthetic samples and the second and forth rows depict the
generated real samples. One can see that samples generated on the connecting line of two latent
codes have a meaningful interpolation in all three (real, synthetic, and pose) domains.
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Chapter 5
Cycle-Consistent Feature Mapping for
Domain Adaptation
CNNs have become popular in the last decade due to their powerful representation learn-
ing capabilities. Deep CNNs have outperformed conventional methods in countless image
recognition tasks [Krizhevsky et al., 2012a, He et al., 2015a] and obtained super-human per-
formance recently. However, these accomplishments became possible due to the availability
of million-scale labelled datasets [Russakovsky et al., 2015] that are often very costly and
expensive to obtain. Therefore, reducing the label consumption is recently gaining attention
from the researchers around the world [Salimans et al., 2016, Springenberg, 2015].
Domain adaptation have emerged to tackle this problem by learning from a source domain
and generalizing to a target domain [Fernando et al., 2013, Ganin and Lempitsky, 2014].
The source domain usually has easy access to annotated data (e.g., synthetic data) and
the target domain has either limited supervision or no supervision at all. The two-stream
architectures are one of the most common approaches to domain adaptation, where one of the
streams operate on the source domain and the other on the target domain [Sun and Saenko,
2016]. Commonly, the weights of the two streams are shared to encourage the networks to
learn domain-invariant features. However, recent investigations into domain-adaptation have
shown that simply sharing the parameters of two networks may not be the most e cient
way for adaptation [Rozantsev et al., 2018]. This is due to the optimization di culties and
that the same network needs to process images from two separate domains.
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In this chapter, a new method, known as Cycle-Consistent Feature Mapping (CCFM),
that is e cient and accurate for domain adaptation is proposed. Given two identical networks
corresponding to the source and target domains, a mapping Mt!s between the last feature
layer of the target to that of the source is derived. It is believed that the features at the final
level of the target domain can simply be transferred to the source domain, which would then
be used to perform inference in the target domain. To enable the model to learn without
requiring the corresponding (xs,xt) pairs from the source and target domains, a second
mapping function Ms!t is utilized to map the features of the source to that of the target
domain. A cycle-consistent cost function is then derived that keeps the samples unchanged
after two consecutive mapping. In other words, the cycle-consistency constraint implies that
mapping a sample from the source feature domain to the target feature domain and back
to the source feature domain should result in the initial sample. This should also be true in
the opposite direction (target ! source ! target).
Two adversarial discriminators are incorporated to di↵erentiate between the real fea-
tures and the mapped features from the other domains (e.g., features from source to target
domain). The adversarial game is then played between the mapping functions and the dis-
criminators. The adversarial cost proposed, in here, is similar to the recent cycle-consistent
image-to-image translation models [Zhu et al., 2017, Abdi et al., 2018]. The bidirectional
mapping is performed in the feature domain while they perform the mapping in the image
space. Nevertheless, a cycle-consistent model adopted from [Liu et al., 2017] is used to learn
the discriminative features that are employed in the cycle-consistent feature mapping stage.
Therefore, the CCFM model proposed in this chapter performs the domain adaptation in
the feature space as well as the pixel space. This is in contrast to related work of [Zhu
et al., 2017] and [Liu et al., 2017], where the domain adaptation is only performed in the
pixel space. Another di↵erence is that CCFM also considers the discriminative power of the
model, while [Zhu et al., 2017] and [Liu et al., 2017] are only generative models.
5.1 Related Studies
Though a wide range of related studies has been covered in the Chapter 2, some of the most
relevant studies are summarized in this section. Domain adaptation can be categorized into
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two main types: generative and discriminative. Generative approaches use the generative
process of data in the input space and perform the domain adaptation in the input domain.
[Liu and Tuzel, 2016] trained two generative adversarial networks with tied weights to gen-
erate the corresponding data in both of the source and target domains. This knowledge is
used to perform the domain adaptation task and obtain domain invariance. [Liu et al., 2017]
trained a bidirectional generative model that can map the samples of the source to target
domain, and vice versa. The mappings are learned using a cycle-consistency constraint.
The corresponding samples from the two domains help the model to perform the domain
adaptation.
Discriminative methods perform domain adaptation using a discriminative model. [Tzeng
et al., 2014] used a two-stream discriminative model with shared weights. The method
incorporated the maximum mean discrepancy (MMD) loss to match the distribution of the
target and source domains. [Sun and Saenko, 2016] used weight sharing to match the mean
and covariance of the two distributions, leading to unsupervised domain adaptation.
In the context of discriminative methods, recent evidence supports that simple weight-
sharing of the networks may not be best approach for domain adaptation [Long et al.,
2015b, Rozantsev et al., 2018, Tzeng et al., 2017]. [Long et al., 2015b] embeded hidden
representations of the final layer to a kernel Hilbert space, and related the representations
of the two streams using a multi-kernel MMD cost. [Rozantsev et al., 2018] showed that it
is more e↵ective to explicitly model the shift from one domain to the other. It introduces
a two-stream architecture, which parameters of the corresponding layers are di↵erent but
related, using a regularization term. The regularization term encourages them to be close
to each other. [Tzeng et al., 2017] used untied weights and an adversarial cost function to
perform domain adaptation and argued that the generative modeling of the data in the input
domain may not be necessary.
Recently, [Rad et al., 2017] proposed an untied two-stream network to learn a feature
mapping function from the last feature layer of the source to the target domain. The last
feature layer of the source can be mapped to the target domain using a simple four-layer
network. However, their model is fully-supervised, meaning that in addition to using the
target annotations, paired images in the pixel space are used to train the mapping function.
CHAPTER 5. CYCLE-CONSISTENT FEATURE MAPPING FOR DOMAIN
ADAPTATION 83
Figure 5.1: The proposed cycle-consistent feature mapping method for unsupervised domain
adaptation. Two mapping functions from the last layer of the source to that of the target are
learned. The model is trained using adversarial learning and cycle-consistency constraints.
5.2 The Proposed Method for Feature Mapping
Assume source images Xs and their corresponding labels Ys are drawn from the source
domain distribution Ps(x,y), and target images Xt and labels Yt are drawn from a similar
target distribution Pt(x,y). The domain adaptation problem is defined as finding a feature
extractor F : X ! H that maps the images to a feature domain H, and an inference model
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P : H! Y using the supervision of the source domain:






  y k2 (regression), (5.1)












such that the solution F ⇤, P ⇤ to these equations also minimizes the error on the target domain
Ltask(F ⇤, P ⇤,Xt,Yt). In other words, one would like to perform the inference on the target
domain using the data from the source domain. Though obtaining the label information in
the target domain can solve the problem, it is usually very expensive and costly. The domain
adaptation problem is therefore deemed unsupervised if one does not use any target labels
Yt during the adaptation phase, and subsequently semi-supervised if one uses a subset of
target labels.
A new and accurate method for unsupervised domain adaptation is proposed in this
chapter. Assume one has access to two feature extractors Fs, Ft for the source and target





. If a mapping function Mt!s that can translate the extracted features of
a given target sample to the feature space of the source domain can be formulated, then one






to predict the label of target images Xt.
One way to obtain the mapping is to collect a dataset from the joint distribution of the
source and target domains PXs,Xt(xs,xt) where for each (xs,xt) sample, xs and xt have the
same label. However, this is not easier than finding the target labels of Xt therefore is not
preferable. To tackle this shortcoming, a second mapping function Ms!t is proposed in
addition to Mt!s. The two functions are trained jointly using an adversarial scheme. The
adversarial discriminators try to discriminate between the real and mapped features, while
the mapping functions try to deceive the discriminators to accept mapped images as real
samples.
However, there is no guarantee that one can correctly learn the mapping as there are
exponentially many di↵erent ways that these two models can be learned. Furthermore, the
mappings are enforced to satisfy the cycle-consistency constraint. The cycle-consistency
constraint implies that if a sample is mapped from domain A to domain B and then back
to A, the same sample should be obtained. This should also be true for the other stream
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(B ! A ! B). In other words, for xs ⇠ Xs,xt ⇠ Xt the mapping functions have to satisfy
these equations:
Fs(xs) = Mt!s(Ms!t(Fs(xs))), Ft(xt) = Ms!t(Mt!s(Ft(xt))).
The mappings are trained using two adversarial discriminators Dfeats and D
feat
t . The
adversarial discriminator Dfeats tries to distinguish between the real source features and fake
source features that are constructed using mapping Mt!s. The standard GAN cost function











s ) = Exs⇠Xs [logDfeats (xs)] + Ext⇠Xt [log(1 Dfeats (Mt!s(xt)))], (5.3)
where Lfeat
GANt
is defined in a similar way. The mapping functions also try to output samples
that are indistinguishable from the real samples, as well as keeping the cycle-consistent
constraint. The cycle-consistency terms can therefore be defined as follows.
LCCs(Mt!s,Ms!t) = Exs⇠Xs k Fs(xs) Mt!s(Ms!t(Fs(xs))) k2 (5.4)
LCCt(Mt!s,Ms!t) = Ext⇠Xt k Ft(xt) Ms!t(Mt!s(Ft(xt))) k2 . (5.5)
The next problem is how to learn the feature extractors. One way is to use unsupervised
learning methods such as the original GAN or VAE to find the feature extractors for each
domain separately. However, this might not be the best option because the extracted features
might be very di↵erent, and would require a very complicated mapping function.
In this chapter, the feature extractors using adversarial learning and cycle-consistency
in the image domain, similar to the previous chapter. Instead of using a single mapping
function to map the samples between the domains, a VAE with an encoder and a decoder
is used. Specifically, the models of [Liu et al., 2017] is adopted, where two VAE for each
domain is incorporated. The first few layers of the decoders and the last few layers of the
encoders are shared. This weight-sharing technique helps the model to learn the underlying
semantics between the source and target domains. This method is shown to be e↵ective in
learning the mapping from unpaired samples. A variational upper bound is proposed using
the encoders, that output the mean Es;µ(xs) of a multivariate Gaussian distribution with
unit variance
 
qs(zs|xs) ⌘ N (Es;µ(xs), I)
 
as follows:
LVAEs(Es, Gs) = 2KL(qs(zs|xs)||p(z))   3Ezs⇠qs(zs|xs)[log pGs(xs|zs)], (5.6)
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where p(z) ⌘ N (0, I), and LVAEt is defined in a similar way. A cycle-consistency term is
added to ensures that a twice-translated image resembles the initial image [Liu et al., 2017].
as follows:
LCCs(Es, Gs, Et, Gt) = 2KL(qt(zt|x
s!r
s ))||p(z))   3Ezt⇠qt(zt|xs!rs )[log pGs(xs|zt)]. (5.7)
where xs!rs is the translated image from synthetic to real samples, which is obtained usings
Gt(Es(xs)).
To encourage the outputs of the decoders to resemble the real images, two discriminators
Dt and Ds are utilized. The GAN cost function is only applied to the translated images, as
follows.
LGANs(Es, Gs, Ds) =  4Exs⇠PXs [logDs(xs)] +  4Ezt⇠qt(zt|xt)[log(1 Ds(Gs(zt)))]. (5.8)










LVAEs(Es, Gs) + LGANs(Es, Gs, Ds)
+ LVAEt(Et, Gt) + LGANt(Et, Gt, Dt)










t ) + LCCt(Ms!t,Mt!s)
+ Ltask(Fs, P,Xs,Ys), (5.9)
where Ltask(Fs, P,Xs,Ys) is the task term that can be either classification or regression, as
discussed earlier.
5.3 Implementation Details
Training the cost function could be arbitrarily hard due to the complex interaction between
the sub modules. Therefore, the cost function is learned in stages. First, the model is trained
using the cycle-consistency constraint in the pixel domain and the task loss in the source
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domain without the mapping functions. In other words, the mapping functions are assumed
to be identity (f(x) = x). The feature extractors in both domains as well as the regressor (or
classifier) are trained during this phase. In order to make the learning part for the feature
mappings simple, the feature mapping loss that encourages the corresponding samples from





LVAEs(Es, Gs) + LGANs(Es, Gs, Ds)
+ LVAEt(Et, Gt) + LGANt(Et, Gt, Dt)












Once the network is trained using Equation 5.10, the parameters of the feature extractors
(Fs, Ft) and the predictor (P ) are kept fixed. The feature mapping functions are then trained
using the adversarial discriminators. The discriminators are used to discriminate between
















s ) + LCCs(Mt!s,Ms!t)
(5.11)
The network architecture of the mapping functions and discriminators can be found in
Table 5.11, and the architecture of the feature extractors is similar to that of the previous
chapter.
5.4 Domain Adaptation Experiments
The proposed method is experimentally validated in an unsupervised domain adaptation
task between USPS, MNIST [LeCun et al., 1998], and SVHN [Netzer et al., 2011a] digit
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0 INPUT-(1024⇥ 2⇥ 2) INPUT-(1024⇥ 2⇥ 2)
1 RESBLK-(N1024,K3,S1), ReLU CONV-(N1024,K3,S1), LeakyReLU
2 RESBLK-(N1024,K3,S1), ReLU CONV-(N1024,K3,S2), Sigmoid
Table 5.1: Network architecture of the mapping function and feature discriminators.
Figure 5.2: Three digit recognition datasets used for domain adaptation for the classification
problem. MNIST and USPS consist of grayscale images of hand-written digits, while SVHN
contains natural RGB images of house numbers.
recognition datasets, each of which consists of 10 classes. Some example images from each
dataset are shown in Figure 5.2.
The MNIST dataset contains 60,000 training and 10,000 test images with the resolution
of 28 ⇥ 28. The USPS dataset has 7291 training and 2007 test samples. For adaptation
between MNIST and USPS, the entire training sets from both domains are used and the
models are tested on their test sets. Note that, only source annotations, but not target
annotations, are used.
Table 5.2: Unsupervised domain adaptation performance of the proposed method. The reported
numbers are classification accuracies (± std).
Method MNIST! USPS USPS! MNIST SVHN! MNIST
SA [Fernando et al., 2013] - - 0.5932
DANN [Ganin et al., 2016] - - 0.7385
DTN [Taigman et al., 2016] - - 0.8488
CoGAN [Liu and Tuzel, 2016] 0.9565 0.9315 -
UNIT [Liu et al., 2017] 0.9597 0.9358 0.9053
CCFM (pixel) 0.9586 0.9274 0.8965
CCFM (pixel+feature) 0.9676 (± 0.002) 0.9486 (± 0.002) 91.97 (± 0.01)
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SVHN [Netzer et al., 2011b] is a RGB dataset of house numbers in real scenarios. The
dataset contains three subsets: a training set with about 73k samples, a test set with 26k
samples, and an extra training set of 530k samples. For the SVHN to MNIST experiment,
the extra training set of SVHN and the training set of MNIST are used.
For the USPS $ MNIST experiments, the pixel-level domain adaptation is trained
for 20,000 iterations, similar to [Liu et al., 2017]. All feature layers of both domains are
then frozen, and the mapping functions are trained to match the features using the cycle-
consistency loss for 10,000 iterations. The same architecture as [Liu et al., 2017] is used to
have a fair comparison. The detailed network architectures are tabulated in Table 5.3.
Layer Encoders: Es, Er Shared?
1 CONV-(N64,K5,S2), BatchNorm, LeakyReLU 7
2 CONV-(N128,K5,S2), BatchNorm, LeakyReLU 3
3 CONV-(N256,K8,S1), BatchNorm, LeakyReLU 3
4 CONV-(N512,K1,S1), BatchNorm, LeakyReLU 3
5 CONV-(N1024,K1,S1) 3
Layer Generators: Gs, Gr Shared?
1 TCONV-(N512,K4,S2), BatchNorm, LeakyReLU 3
2 TCONV-(N256,K4,S2), BatchNorm, LeakyReLU 3
3 TCONV-(N128,K3,S2), BatchNorm, LeakyReLU 3
4 TCONV-(N64,K3,S2), BatchNorm, LeakyReLU 7
5 TCONV-(N3,K1,S1), TanH 7
Layer Discriminators: Ds, Dr Shared?
1 CONV-(N64,K5,S1), ReLU, MaxPooling-(K2,S2) 7
2 CONV-(N128,K5,S1), ReLU, MaxPooling-(K2,S2) 7
3 CONV-(N256,K5,S1), ReLU, MaxPooling-(K2,S2) 3
4 CONV-(N512,K5,S1), ReLU, MaxPooling-(K2,S2) 3
5.1 FC-(N1), Sigmoid 3
5.2 FC-(N10), Softmax 3
Table 5.3: Network architecture for the SVHN to MNIST experiment.
Layer Discriminators: Ds, Dr Shared?
1 CONV-(N20,K5,S1), ReLU, MaxPooling-(K2,S2) 7
2 CONV-(N50,K5,S1), ReLU, MaxPooling-(K2,S2) 3
3 FC-(N500), ReLU, Dropout 3
4.1 FC-(N1), Sigmoid 3
4.2 FC-(N10), Softmax 3
Table 5.4: Discriminator for the USPS to MNIST, and MNIST to USPS experiments.
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1 RESBLK-(N500), ReLU Linear-(N500), LeakyReLU
2 RESBLK-(N500), ReLU Linear-(N200), Sigmoid
Table 5.5: Network architecture of the mapping function and feature discriminators for the
MNIST to USPS and USPS to MNIST experiments.
The experimental results are shown in Table 5.2. CCFM (pixel) trains the model to find
the bidirectional mapping in the pixel space, and achieves an accuracy of 95.86% on the
MNIST ! USPS experiment. The CCFM (pixel+feature) model also finds the mapping
in the feature space of the two domains, and results in an average (6 random runs) accuracy
of 96.76%. Similarly, the CCFM (pixel+feature) model achieves an average accuracy of
94.86%, outperforms the baseline model of 92.74% accuracy.
Figure 5.3: Pixel-level domain adaptation qualitative results. Third and fourth images are
MNIST samples converted to USPS style, and USPS samples converted to MNIST, respectively.
For the SVHN ! MNIST experiment, the model is pre-trained for 50,000 iterations
and then the feature mappings are trained for 10,000 iterations. One can see that signifi-
cant improvement can also be obtained using the proposed cycle-consistent feature mapping
strategy. In the next section, the model is evaluated in the task of 3d hand pose estimation.
5.5 Hand Pose Estimation Experiments
In this section, the performance of the proposed feature mapping model is evaluated in
the task of 3d hand pose estimation. This is interesting because finding the mapping in
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the feature space of this problem is harder than that in the classification problem. In the
classification problem the model only needs to modify the decision boundaries. For the pose
estimation problem, the model needs to completely understand the extracted features of
both domains. Furthermore, a set of experiments is performed on the hand pose estimation
problem. The same model and training settings used in Chapter 4 are used to have a fair
comparison. The results of this experiments are reported in Table 5.6.
Table 5.6: Comparison of CCFM with two baselines on NYU and ICVL. One can see that our
model performs better than the models trained only on the synthetic data, by incorporating
unlabeled real samples.
Joint mean error (mm) % of frames within 40mm
NYU ICVL NYU ICVL
Synthetic-Only 22.26 22.79 58.52 56.15
LSPS-Synthetic [Abdi et al., 2018] 17.84 14.09 62.57 86.78
LSPS-Synthetic [Chap 4] 13.18 14.44 80.07 92.79
CCFM [Chap 5] 12.98 14.21 80.89 93.05
5.6 Conclusions
The empirical results indicate that the proposed CCFM method performs well on the digit
classification and the hand pose estimation problems, outperforming the baseline method.
It is noticed that the performance of the hand pose estimation problem is not as significant
as it is in the digit classification problem. This is due to the extreme complexity of the
features space in the hand pose estimation. Comparatively, in the case of digit classification
the feature space is simpler and is possibly clustered, therefore finding the solution for the
proper mapping is easier.
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Chapter 6
Real-time Sign Language Recognition
According to the World Health Organization, approximately 250 million people around the
world have hearing loss either mild, moderate, severe or profound. Most people with hearing
disability communicate using sign languages to convey their intentions, rather than acoustic
sounds. By using hand, body and facial movements, an impaired person can communicate
with others provided that they know the same sign language, as are many di↵erent sign
languages with their specific vocabulary and grammar.
Compared with natural language, sign language has not been investigated as much. Com-
mercial systems can now reliably translate speech to text and vice versa, while translating
sign language to natural language is still a very challenging task. One of the reasons that
speech recognition systems are so powerful is the availability of the huge amounts of data.
However, this is not the case for sign language recognition. Most of the sign language
datasets are provided in a controlled environment, and may not be suitable for real-world
and in-the-wild applications. Therefore, it is crucial to tackle this problem by using advanced
technologies that can be used in an unconstrained and cluttered environment.
In this chapter, a real-time sign language recognition system is designed. It uses the 3d
hand pose estimation method described in previous chapters as an intermediate method, and
perform sign language alphabet recognition (finger-spelling). Figure 6.1 depicts the 26 sign
language alphabet used in the American sign language as well as 1-10 digits. One can see
that there is a large amount of articulation between the letters; therefore an accurate hand
pose estimation is crucial for a reliable sign language recognition system.
Two separate datasets have been collected to facilitate this task. One is a large-scale
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Figure 6.1: The American sign language alphabets and numbers. All letters and numbers are
static, except for J and Z which have a continuous movement. “Copyright William Vicars, sign
language resources at Lifeprint.com”
unlabeled dataset to be used along with synthetic data for hand pose estimation. Another
is a labelled sign language dataset that corresponds to the 26 letters of alphabet. Firstly,
a pose predictor is trained using the captured unlabeled data and the generated synthetic
data. This is accomplished using the model designed in an unsupervised setting, as presented
in Chapter 4. The pose predictor is then used with the sign language dataset to train a
classifier to recognize the 26 alphabet gestures. The proposed model for pose prediction and
sign language recognition is accurate, e cient, and robust to the distance of the user to the
camera. Additionally, the proposed model outperforms a baseline model that uses a pose
predictor trained on synthetic data alone.
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Figure 6.2: The proposed sign language recognition pipeline. It consists of two sub-modules,
the pose predictor and the alphabet classifier. The pose predictor first predicts the pose for a
given depth image, and the classifier uses the inferred pose to predict the alphabet class.
6.1 Related Studies
Sign language recognition has a long history in computer science. [Kau et al., 2015] [Shukor
et al., 2015], and [Devi and Deb, 2017] use gloves coupled with several sensors such as flex
sensors, gyroscope, and accelerometers to detect motion trajectory. They use the produced
sensory information to predict the output. They reported high accuracy, however, their
experiments setups are limited and may not generalize to real-world environments. Addi-
tionally, wearing a glove is not a natural way of conveying sign language, which limits the
applicability of the methods.
[Almeida et al., 2014] use a Kinect camera to locate hands in a controlled environment
and then segments the hand. They use several elements such as configuration of the hand,
movement of the hand, facial, and body expression. They extract several engineered features
and use SVM to classify 34 gestures. [Li et al., 2015] used RGB and depth image captured
with a Kinect camera to perform recognition. They propose a feature-learning method based
on a sparse auto-encoder (SAE) and principle component analysis (PCA). Their dataset
consists of 24 sign language alphabets and a SVM is used for classification.
[Kapuscinski and Wysocki, 2009, Kapuscinski, 2010] use the Hierarchical Temporal Mem-
ory (HTM), which is based on the neocortex of the human brain, to classify sign language
alphabets and static gestures. In HTM, objects are represented by parts organized in a
spatio-temporal hierarchy with various nodes, where each node implements a common learn-
ing and memory function. HTM finds the closest spatial grouping to which the input belongs,
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then finds common sequences in the temporal grouping. [Rozado et al., 2012] extent HTM
as it is argued that it does not perform well in time-series. The extension exploits the last
layer in the HTM to hold and compare sequences to handle the temporal information of
dynamic gestures.
[Liu et al., 2016] use skeleton joints (hands and elbows) from a Kinect sensor and in-
corporate a Long Short Term Memory (LSTM) to perform sign language recognition. They
capture a dataset of 100 Chinese sign language words and obtained an accuracy of 86% on a
dataset consisting of 25,000 images. [Huang et al., 2015] propose a 3d convolutional neural
network to extract spatio-temporal features from a video using the Kinect sensor. Color
depth and trajectory features are used in the proposed method to classify 25 sign words.
[Cui et al., 2017] propose a weakly-supervised framework for continues sign language
recognition. They assume that the ordered gloss labels are available but no exact temporal
location is available with the videos of sign sentences. They also assume that the number of
labeled sentences for training is limited. They use recurrent convolutional neural networks
to extract spatio-temporal features, and design a three-stage optimization technique to train
the model.
6.2 Dataset
A new depth-based large-scale dataset for 3d hand pose estimation is proposed in this re-
search. Most of the existing datasets for hand pose estimation either capture the data from a
few subjects, or are limited in terms of articulations, viewpoint changes, or clutter. Using a
single or a few subjects for capturing data is not ideal as the data may not contain informa-
tion about the di↵erences in the hand shapes. In addition, limitations in the articulations,
viewpoints, and the distance of the user to the camera degrade the applicability of the pose
estimation methods. As an example, if the subjects in the dataset are always close to the
camera then the data will not contain low-resolution hand images that are several meters
away the camera. These images are often challenging for humans to estimate the pose.
The proposed dataset (IISRI5) contains several sequences from 12 subjects (3 female and
9 male) performing various hand gestures in a cluttered environment. The subjects are asked
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(a) (b)
(c) (d)
Figure 6.3: Some example images from the proposed IISRI dataset. The dataset contains
articulations, viewpoint changes, clutter, and covers a longer range of distances to the camera.
(a) high-resolution near hand. (b) low-resolution hand. (c) di↵erent subjects. (d) hand is not
the closest object to the camera.
to perform random hand gestures in sequences in front of the camera. A sequence from the
NYU dataset is shown to the subjects to be used as a guide, without needing to directly
copy from it. Each sequence contains a large amount of articulations and viewpoints in
seated and standing positions, where the subjects are also free to move while performing the
articulations.
The data samples are recorded in multiple locations and contain several sceneries with
cluttered background. Multiple location and sceneries are randomly chosen to increase the
variations of the dataset against di↵erent backgrounds, lightings, and camera positions. The
variety of samples in this dataset make it very challenging to predict accurate 3d hand poses.
Figure 6.3 depicts a few example images from the proposed IISRI dataset.
A single 3d coordinate corresponding to the center of the hand is provided for every
frame. This is achieved using a hand-localizer model trained with the data from NYU. The
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Layer Network: Hand-localizer
0 INPUT-(128⇥128)






Table 6.1: Network architecture of the hand-localizer. The model is able to track the hand
center in real-time.
hand-localizer predicts the center of the hand for a given image. The residual blocks with
batch normalization are used for this model. The network architecture of the hand-localizer
is shown in Table 6.1. Using heavy translation, rotation and scaling on the NYU dataset, the
model is trained to output the 3d center of the hand. The temporal continuity is then used to
localize the hand in every frame. Specifically, the first frame of a sequence is annotated and
then the prediction of the previous frame is used to crop a 128 ⇥ 128 image. The center of
the hand is then predicted using the localizer model, and the predicted output is considered
as the hand center for the current frame. The hand-localizer is able to track the hand center
in continues sequences of hand articulations.
This dataset will be made publicly-available to encourage research in unsupervised 3d
hand pose estimation. Table 6.2 shows a comparison between the new unlabeled dataset
(IISRI) and some of the existing publicly-available datasets. The proposed IISRI dataset is
more complex than the existing ones.
Table 6.2: Existing datasets for depth-based hand pose estimation. The new large-scale hand
dataset (IISRI) accounts for di↵erent hand shapes and low-resolution hand images. The dataset
contains Articulations, Viewpoint changes, Clutter, and longer range of Distances to the cam-
era.
Dataset chal subj dist(mm) size
ICVL [Tang et al., 2014] A 10 263-570 22,062
NYU [Tompson et al., 2014] AV 1 454-998 72,757
HandNet [Wetzler et al., 2015] AV 10 200-650 212,928
IISRI [Ours] AVCD 12 524-2152 435,957
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6.2.1 Synthetic Data
Additionally, a large-scale synthetic dataset is generated in which the hand model of [Tomp-
son et al., 2014] is used. Specifically, a large-scale synthetic dataset of around 1.4 million
depth images is generated by performing random 3d rotation in the range of [ 45, 45] de-
grees and by scaling ±5%. The finger lengths are slightly varied to account for di↵erent hand
shapes, as well as simulate a local movement on each finger, independently. The synthetic
data will be made publicly-available along with the proposed IISRI dataset.
For training the pose predictor on IISRI dataset, the synthetic data is augmented by
randomly reducing the image resolution. Specifically, synthetic images are randomly down-
sampled up to 4 times (32⇥ 32 pixels) during training, and then up-sampled to the original
size (128 ⇥ 128 pixels). This allows the model to learn about both high-resolution and
low-resolution hand images. Figure 6.4 shows the refinement ability of the proposed pose-
predictor. It can be seen that LSPS learns to correlate the input resolution to the amount of
noise added to the synthetic samples. This allows the model to learn both high-resolution and
low-resolution hand images using unlabeled real data. Furthermore, the model can accurately
predict 3d hand poses with up to two meters distance from the camera. The proposed
method outperforms the baseline model trained on the synthetic data alone, especially in
low-resolution hand images.
Table 6.3: The sign language recognition dataset for finger-spelling. The test set includes
samples from an unseen subject.
Subjects Alphabets Number of Frames Distance
Train 1 24 (excluding j & z) 60,000 1000mm
Test 2 24 (excluding j & z) 12,000 1000mm-1500mm
6.2.2 Sign Language Data
A second set of data from two subjects, including a professional signer, while performing
the American sign language alphabets is collected. The professional signer is a native sign
language speaker and the second subject has intermediate signing capabilities. Letter j and
z are excluded due to their motions, as only static gestures are focused in this study. The
training set consists of 2500 images per letter from one subject. The test set, however,
contains 250 images per letter per subject from two subjects, that leads to 12,000 images in
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total. Note that, the test contains data from an unseen subject. The training set is recorded
at around 1000mm away from the camera, while the test set is recorded at 1500mm and
1000mm distances for each subject, respectively. Both training and test images contain up
to 90 degrees viewpoint changes, and up to 300mm three dimensional translation.
Figure 6.4: Resolution augmentation on the proposed challenging IISRI dataset. Synthetic
images are down-sampled up to 4 times (32⇥ 32 pixels) during training, and then up-sampled
to the original size (128 ⇥ 128 pixels) to account for low-resolution real depth images in the
dataset. It can be seen that LSPS successfully learns to refine the synthetic samples based
on the input resolution, and subsequently adds more noise to the synthetic samples as their
resolution decrease.
6.3 Static Alphabet Recognition
The sign language recognition pipeline proposed in this chapter consists of two main parts
(see Figure 6.2), namely the pose predictor and the sign classifier. The simplicity of the
pipeline makes it possible to perform finger-spelling in real-time. The pose predictor is
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trained using the synthetic data generated earlier, and the proposed large-scale unlabelled
dataset (IISRI) for hand pose estimation.
Once a reasonably accurate pose-predictor is trained using a model based on previous
chapters, the pose predictions are then used as an input to a classifier that predicts the
performed sign for every frame. The classifier is trained using the data described in Table
6.3.
The pose-predictor is qualitatively evaluated using the proposed IISRI dataset. Figure
6.5 depicts the cropped depth images and the predictions of LSPS along with a baseline
model trained on the synthetic data alone. As it can be seen LSPS is able to accurately
predict the 3d poses in a wide range of viewpoints and distances from new subjects. Note
that the model is trained in a completely unsupervised manner. LSPS outperforms the
baseline model, especially in low-resolution hand images. A supplementary video showing
the performance of the proposed method is available at https://youtu.be/Hjkob3dV-kY.
As mentioned earlier, the synthetic data is augmented by reducing the image resolution
in the experiment on the IISRI dataset. This allows the model to learn both high-resolution
and low-resolution hand images. Figure 6.4 shows the refinement ability of the proposed
model, and how LSPS learns to correlate the input resolution to the amount of noise added
to the synthetic samples. This results in improved performance of LSPS as compared that
of the baseline model, especially in low-resolution hand images, as shown in Figure 6.5.
Layer Network: MLP
0 INPUT-(3J)
1 FC-(N500), BatchNorm, ReLU
3 FC-(N500), BatchNorm, ReLU, Dropout(0.5)
4 FC-(N26), Softmax
Layer Network: Deep MLP
0 INPUT-(3J)
1 FC-(N500), BatchNorm, ReLU
2 FC-(N500), BatchNorm, ReLU, Dropout(0.5)
3 FC-(N500), BatchNorm, ReLU, Dropout(0.5)
3 FC-(N500), BatchNorm, ReLU, Dropout(0.5)
4 FC-(N26), Softmax
Table 6.4: Network architecture of the deep - MLP.
To perform the alphabet recognition in a single-frame setting, a multi-layer perceptron
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(MLP) is incorporated. The MLP network consists of two hidden layers with 500 units.
Dropout is used to regularize the model during training. Additionally, a second deeper MLP
with 5 layers is utilized and compared against a nearest neighbor (k-NN) classifier. The
detailed architecture of the MLP models are provided in Table 6.4.
Two sets of experiments are performed; one with a pose-predictor trained on synthetic
data alone, and another trained with synthetic and unlabeled real data using LSPS. The
results of the experiments are provided in Table 6.5. The confusion matrix of the model is
also shown in Figure 6.6.






Table 6.5 shows the results from several experiments. A set of experiments has been
performed on synthetic data alone. This means that the pose-predictor is only trained with
synthetic data, and then trained using the mentioned sign language dataset. The second
set of experiments uses a pose-predictor trained with LSPS and learns the classifier. The
performance is measured using the accuracy metric, i.e., the number of correctly predicted
signs divided by all samples. Referring to Table 6.5, the deep-MLP network trained using
synthetic data obtains an accuracy of 68.45%, while the same model trained with synthetic
data and unlabeled real data obtains an accuracy of 73.13%. This shows the benefits of
using unlabeled real data to reduce the domain-gap.
The confusion matrix of the model is depicted in Figure 6.6. Most prediction errors are
due to the high level of similarity between the alphabets, and also hand gestures where the
poses do not appear in the training set. As an example, the model poorly predicts letters
m, n, and t that are highly similar (see Figure 6.1) and also their poses do not exist in our
synthetic training data. Figure 6.7 depicts qualitative results of the proposed sign language
recognition system. The proposed model accurately predicts the hand gestures with di↵erent
viewpoints on both subjects.
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Figure 6.5: Quantitative evaluation of the proposed model on subjects from IISRI dataset. The
proposed method (green annotations) is compared with a model trained with synthetic data
alone (red annotations). The proposed method is trained using synthetic and unlabeled real
data, and can recover the 3d hand articulations accurately in a wide range of viewpoints and
distances. The first row shows predictions of a close hand (500mm-900mm), the second row
corresponds to hands with a distance ranging 900mm-1400mm. The last row shows predictions
on low-resolution hands that are around 1400mm-1900mm away from the camera. It can be seen
that the proposed method outperforms the baseline, especially in low-resolution hand images,
where it is even sometimes hard for humans to accurately infer the 3d pose.
6.3.1 Complexity of the Model
Training the LSPS model takes a total of 63 hours. Specifically, training the pose VAE usually
takes about an hour. The most time-consuming part of training is the second stage, which
takes around 48 hours on a single Geforce GTX 1080. Finally, the last stage of training takes
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Figure 6.6: The confusion matrix of the proposed model. Most errors in prediction are due
to letters that are very similar to each other, and their poses do not appear in our (synthetic)
training set. For example, as it can be seen in Figure 6.1, m and n are highly similar, and their
pose is unique and does not appear in the training set.
around 14 hours on the same GPU. Nevertheless, the pose-predictor is extremely e cient
in test time. The posterior estimation function and the pose decoder have about 105 MB
and 1 MB parameters, respectively, and take about 21ms to run on a 2.2 GHz Intel Core i7
(laptop CPU), which is equivalent to 50 frames per second. Pre-processing and tracking of
the hand center also take around 10ms. Therefore, the pipeline runs in real-time on CPU
with an average of 30 frames per second. The proposed model runs over 200fps on a single
GPU. Additionally, training the sign classifier takes around 2 hours on GPU and its run
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time on CPU is 3ms. As such, the sign language recognition model runs at near real-time
on CPU.
6.4 Conclusions
This chapter presents an application of 3d hand pose estimation. A sign language recognition
system that uses the predictions of the proposed pose estimation method to perform gesture
recognition has been proposed. Specifically, a deep classifier that take the 3d pose of a
given image as the input has been trained. The model predicts the class of the input pose
corresponding to one of the letters of the American sign language alphabet. To facilitate
this task, two large-scale datasets from more than 12 subjects have been collected. Through
a series of experiments, It has been demonstrated how domain adaptation can aid the sign
language recognition system to perform more accurately. The proposed model is also highly
e cient in the inference time, and can run real-time on a CPU.
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Figure 6.7: Qualitative evaluation of the proposed sign language recognition model. The top
signs correspond to the first subject at around 1000mm distance, while the bottom signs corre-
spond to the second subject with around 1500mm distance from the camera.
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Chapter 7
Conclusions and Future Work
DL have proven successful in many real-world applications including computer vision, speech
recognition, and robotics. The performance of DL models can be improved using novel and
innovative ideas while incorporating recent advances in architecture and learning capabilities.
In this thesis, a number of contributions have been made toward two DL research problems,
namely representation learning and domain adaptation.
7.1 Conclusions and Contributions
Representation learning is one of the most important advantages of DNNs. Compared with
traditional methods of machine learning that use hand-engineered features, DL is able to
extract useful representations from data automatically, which results in more accurate in-
ference models. Therefore, developing powerful DL-based feature extractors can directly
benefit their performance in undertaking the desired tasks, e.g., image classification.
To tackle the first research objective, this study has introduced a new DL model for
learning representations. The proposed multi-residual network (Multi-ResNet) performs
better than the standard deep residual networks with more discriminative representations,
that leads to more accurate inference models, as shown in image classification tasks in
Chapter 3. In addition, the empirical evaluations support that deep residual networks have
an ensemble-like behavior.
Though supervised learning has outperformed humans on several tasks (e.g., image clas-
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sification), it is expensive as it requires large-scale annotated datasets. Currently, one of the
most active research directions is to reduce the number of required annotated data by using
other sources of data such as synthetic and/or unlabeled real data. Using data samples that
are easier to obtain reduces the time and e↵ort required for building a prediction model, as
it reduces the required annotated data as in supervised learning. This requirement leads to
challenges in solving the domain adaptation problem, as tackled in this research
The next contribution of this thesis, relating to the second and third research objectives,
has resulted in two DL-based model for domain adaptation. This research has shown the
importance of exploiting other sources of data for training DL models. The performance of
the developed DL-based models have been evaluated with 3d hand pose estimation as well
as image classification problems. Firstly, the proposed LSPS model is useful for inferring
the 3d configurations of the hand, and is able to generalize well to real data even when real
annotations are scarce. Significant improvements as compared with those of the baseline
models and state-of-the-art methods have been achieved on two real-world datasets, i.e.,
NYU and ICVL. Secondly, the CCFM technique has been proposed and evaluated on 3d
hand pose estimation and digit classification tasks with descent performances.
Finally, an application of the developed DL-based models to 3d hand pose estimation
in sign language recognition has been illustrated. A large-scale unlabeled dataset has been
collected, which is more challenging than the existing datasets. Additionally, a large-scale
synthetic dataset with 1.4 million samples along with their corresponding annotations have
been generated. The dataset has been utilized to build a 3d hand pose estimator using the
proposed LSPS model. The predictions are used as an intermediate representation to train a
classifier that classifies 26 alphabets of the American sign language. The classifier has been
trained using a collected dataset of hand gestures. The proposed method for pose estimation
and sign language recognition is highly e cient and is able to run in real-time on CPU.
7.2 Future Work
For future research, one promising future direction is to develop models that can predict
3d hand poses without making additional assumptions. Currently, the state-of-the-art hand
pose estimation models are limited to hands that are clearly visible, easily segmented, close
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to the camera, or only work in the 3rd person views. To design a robust 3d hand pose
estimation system, future research direction will focus on obtaining the 3d hand poses in
di cult scenarios, for example when the hand is interacting with other objects, or both
hands are interacting with each other. A perfect hand pose estimation method should also
be able to predict accurate 3d poses in a generic viewpoint including the 3rd-person and
ego-centric views.
A second direction to further advance this research is to focus on the domain adaptation
problem. Specifically, it would be very useful to relax the one-to-one mapping assumption
made between the synthetic and real domains. In other words, to be able to fully capture
the domain gap between both domains, one has to model the mapping using one-to-many
mapping techniques, which is a more natural way of modeling and solving the domain gap. As
an example, one synthetic depth image should be mapped to high-resolution, mid-resolution,
and low-resolution real hand images in 3d hand pose estimation task. Nonetheless, this
research direction is not only specific to hand pose estimation and can be applied in other
domain adaptation tasks such as image classification and semantic segmentation.
Another research direction is on RGB-D pose estimation, where the RGB data will be
used to facilitate the ambiguities in depth data. This is particularly useful in scenarios where
the hand is far from the camera, as RGB cameras usually have a higher resolution than that
of the depth cameras, e.g., the RGB camera in ASUS Xtion Pro Live has twice resolution as
that of the depth. It is desirable to obtain RGB-only 3d hand pose estimation as this will not
require extra depth information. This is very useful as the current consumer depth cameras
can only produce accurate depth maps within in-door areas, and sunlight adversely a↵ects
the acquired images. However, this makes the problem of inferring the 3d poses harder as
the model has to account for color and lightning variations; therefore further research to
undertake the associated problems is necessary.
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