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Abstract: This paper describes the application of Semantic Networks for the detection of defects in
images of metallic manufactured components in a situation where the number of available samples
of defects is small, which is rather common in real practical environments. In order to overcome
this shortage of data, the common approach is to use conventional data augmentation techniques.
We resort to Generative Adversarial Networks (GANs) that have shown the capability to generate
highly convincing samples of a specific class as a result of a game between a discriminator and a
generator module. Here, we apply the GANs to generate samples of images of metallic manufactured
components with specific defects, in order to improve training of Semantic Networks (specifically
DeepLabV3+ and Pyramid Attention Network (PAN) networks) carrying out the defect detection
and segmentation. Our process carries out the generation of defect images using the StyleGAN2
with the DiffAugment method, followed by a conventional data augmentation over the entire
enriched dataset, achieving a large balanced dataset that allows robust training of the Semantic
Network. We demonstrate the approach on a private dataset generated for an industrial client, where
images are captured by an ad-hoc photometric-stereo image acquisition system, and a public dataset,
the Northeastern University surface defect database (NEU). The proposed approach achieves an
improvement of 7% and 6% in an intersection over union (IoU) measure of detection performance on
each dataset over the conventional data augmentation.
Keywords: defect segmentation; data augmentation; generative adversarial networks; industrial
manufacturing; quality inspection; photometric stereo
1. Introduction
In the manufacturing sector, any process needs continuous monitoring to ensure their
behavior and performance. In the case of components manufacturing for sub-sectors such
as the automotive industry, quality inspection is an imperative as the final quality of the
components can affect their functionality. Component manufacturers are continuously
looking for innovative quality inspection mechanisms that are the most efficient and
cost-effective strategy in order to survive in a very competitive market.
The Industry 4.0 paradigm has brought great opportunities to improve and man-
age quality control processes through the application of new visual computing related
technologies such as computer vision or artificial intelligence [1].
This work focuses on steel quality control. Steel has multiple uses in the construction
of buildings and infrastructures or in the manufacturing sector [2]. In the manufacturing
sector, the quality control processes carried out on steel products comprises the following
phases according to the defects to be located:
• A visual analysis by the operator (Superficial defects);
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• Studies on its chemical composition (Structural defects);
• Studies on its mechanical characteristics (Structural defects);
• Study of geometric characteristics (Dimensional defects).
The component quality control process has traditionally been done by applying
statistical process control (SPC), where various evaluation tests are applied to a component
sampled from the production line at a given sampling frequency. Test results are then
compared with acceptance/rejection criteria established according to the regulations or
customer requirements. Nowadays, due to the competitiveness of the markets, customer
requirements are becoming more and more demanding, aiming to achieve 100% inspection
of the production instead of SPC.
In the steel component production workflow, surface defects can occur at several
stages. The wide variety of surface defects that can occur for all different existing steel
products makes classification difficult. However, most of these defects involve some
type of surface roughness.To cope with the needs to inspect 100% of the production at
high production rates, and the new requirement of maximum precision in the detection
of defects, Deep Learning (DL) based models are becoming the predominant approach
to tackle the automatic defect inspection problem [3]. Surface inspection data from the
manufacturing industry are usually highly imbalanced because defects are typically low
frequency events. It is easy to understand that, for a company to be profitable, most of the
manufactured products must be free from defects. Therefore, a database extracted directly
from the production line will be composed mostly of non-defective products. Using such
type of datasets can lead to unwanted results, due to the extreme imbalance of the classes
in the data [4,5]. Machine learning model building approaches generally have a strong bias
towards the majority class in the case of imbalanced datasets. In order to correct this effect,
the generation of synthetic samples of the minority class is often used to obtain a better
balanced dataset [6]. The generation of realistic images containing surface defects can not
be easily achieved by conventional data augmentation methods.
1.1. Deep Learning Based Methods for Defect Detection
There are different types of DL techniques that are used to detect defects in images [7,8].
Some approaches such as the Improved You Only Look Once (YOLO) network [9] focus on
object detection, providing a short response time which is very important in the industrial
manufacturing environment in order to cope with high production rates. YOLO reported
a 99% detection accuracy with a speed of 83 FPS on NVIDIA GTX 1080Ti GPU. Another
example of real-time detection using these types of architectures is [10], which uses an
Inception-based MobileNet-SSD architecture, reporting an accuracy of 96.1% on the DAGM
2007 [11] test dataset at 73FPS on a NVIDIA GTX 1080Ti, outperforming a comparable
state-of-the-art fully convolutional network (FCN) model.
Depending on the application, a lot of precision regarding the location and the size or
the geometry of the defects is required. Many approaches use deep segmentation networks
for this purpose. For instance, the authors in [12] propose an end-to-end UNet-shaped fully
convolutional neural network for automated defect detection in surfaces of manufactured
components. They report results over a publicly available 10 class dataset applying a real-
time data augmentation approach during the training phase, achieving a mean intersection
over union (IoU) of 68.35%. There are different works analyzing the performance of
segmentation networks for superficial quality control [13,14], where DeepLabv3+ reaches
the best performance metric values in the defect segmentation.
In general, defect detection results worsen as the number of training samples decreases
because the similarities between defects are usually small so the trained models do not gen-
eralize well from small datasets. For example, the authors in [5] present two regularization
techniques via incorporating abundant defect-free images into the training of a UNet-like
encoder–decoder defect segmentation network. With their proposed method, they achieve
a 49.19% IoU on a 1-shot setting (K = 1) and 64.45% IoU on a 5-shot setting (K = 5).
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1.2. The Issue of Dataset Generation
A major issue is the difficulty of obtaining good quality images due to the complex
geometries of the parts or very reflective or shiny materials, and the lighting variations that
occur in a normal industrial environment. Thus, creating a stable robust machine vision
solution is always a complex task [15–17].
In addition, getting samples of products with defects is not always possible. Due
to the high production quality achieved by the manufacturing companies, most of the
components will be defect-free. It must also be considered that sometimes the production
rate is very high and it makes it difficult to locate defective parts. This is a common problem
when collecting datasets for training defect detection models applied to industrial parts [4].
Therefore, the generation of annotated synthetic sample sets is an increasingly promising
research area for the machine vision community.
1.3. Advances in Training Data Synthesis
Synthetic data can be obtained in several ways. On the one hand, realistically rendered
images can be produced from accurate geometrical and photo-metrical, i.e., physical,
models of the real environment where the artificial vision system would be installed [18,19].
Building such an accurate model requires a high amount of human involvement. However,
the samples generated are usually very good in terms of visual fidelity. In addition, the
annotation masks are automatically generated along with the images due to the rendering
process; therefore, they are highly useful for machine learning model training.
On the other hand, generative approaches can be applied to learn how to synthesize
realistic images from data without an underlying detailed physical model. Recent works
use Generative Adversarial Networks (GANs) [20] for this task, which demand less human
involvement because both the discriminator learning process and the image generation are
fully automatic. Contrary to rendering based methods, the image annotation task needs to
be done manually in a separate process.
For example, semantic networks for image segmentation improve their performance
when data augmentation of the training dataset is carried out with synthetic images
rendered from 3D models [21]. Specifically, authors report a significant increase in IoU
from 52.80% to 55.47% when training the system over the PASCAL 2012 dataset enriched
with 100 rendered artificial images.
In [22], the authors propose a new GAN based architecture for evaluating the effec-
tiveness of defective image generation using different public datasets for surface defect
segmentation. Another study [23] on defect detection in steel plates using deep learning
architectures also applies GANs for training set extension. They report improved detection
results with Fast R-CNN [24] and YOLO neural networks as surface defect detectors.
1.4. Contributions in This Paper
In this paper, GANs will be applied for augmenting the dataset. More precisely, we
propose to use StyleGAN2+DiffAugment [25] precisely, showing improvements over
conventional approaches. The benefit of this augmentation approach will be validated in
a semantic deep convolutional network training, specifically with DeepLabv3+ [26]. We
will also evaluate the repeatability of the obtained benefits by replicating the process with
another segmentation network, specifically Pyramid Attention Network (PAN) [27] and on
a well-known public dataset such as the NEU dataset [28].
2. Materials and Methods
2.1. Defects in Steel Surfaces
There are various types of steel that offer different results depending on their compo-
sition, thus being able to obtain a material that is more resistant to temperature, impact,
corrosion, etc. In our case, we focus on rolled steel. The rolling process is a metal forming
process by plastic deformation that consists of being passed between two or more rolls
that rotate in opposite directions and apply pressure. There are two types of rolling: cold
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rolling and hot rolling. These two types of processes obtain different results, so the choice
of the type depends on the intended application. The main difference between both types
is the temperature at which the steel is produced, varying from more than 927 ºC in the
case of hot rolling to ambient temperature in the case of cold rolling.
In this rolling process, different surface defects can occur such as finishing roll printing,
oxide, patches, scratches, crazing, or inclusions. An example of these defects can be shown
in Figure 1, shown in red and dotted lines.
(a) (b) (c)
(d) (e) (f)
Figure 1. Samples of four types of steel surface defects. (a) finishing roll printing; (b) oxide; (c)
patches; (d) scratches; (e) crazing; and (f) inclusions.
2.2. Galvanized Steel Dataset Description
For the experimental validation of the proposed approach, we use a dataset of 204
images of galvanized steel surfaces provided by a steel manufacturing company, which
was seeking technological advice on their specific defect detection problems. The imaged
material samples show natural or manufacturing defects discussed in Section 2.1.
Images were acquired using a photometric-stereo system [29,30], as shown in Figure 2.
Image acquisition consists of taking several images with different lighting orientations.
From these images, it is possible to compute a three-dimensional geometrical model of the
object using a shape-from-shading approach.
Figure 2. Photometric-stereo image acquisition system.
The photometric-stereo system obtains three high resolution computed images for
each steel sheet, as shown in Figure 3. A brief description of every computed image follows:
• Curvature images: Provides topographic information of the two gradient images
in the x- and y-directions. May be used for the verification of local defects such as
scratches, impact marks, etc.
• Texture images: Provides information on surface gloss. They are very suitable for
detecting discoloration defects and rust damage.
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• Range images: Computed as the image gradient magnitude. It highlights information
about the changes in the intensity of the image.
(a) (b) (c)
Figure 3. Different image types obtained by the photometric-stereo system of two different steel
sheet samples (one sample in each row); (a) curvature image; (b) range image; and (c) texture image.
From Figure 3, it can be ascertained that each of the three images is suitable for
detecting a specific type of defect. Therefore, the system provides the necessary visual
information to reveal different imperfections that may be present in the surface of the
galvanized steel products. We propose to combine these three single channel images in
a RGB format or three layer based images in which each layer corresponds to one such
image, i.e., red channel corresponds to curvature image, green channel corresponds to
range image, and, finally, the blue channel stores the texture image. In this way, we are
collecting the information given by each individual image in one single image.
The dataset annotation task was carried out manually by a human operator who is
an expert in the inspection of defects in the galvanized steel products. The annotations
have different shapes and sizes, ideally fitting or resembling the geometry of the defects.
Two samples of the texture channel with their corresponding ground truth masks in red
identifying the defects are shown in Figure 4.
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Figure 4. Texture channel of RGB photometric-stereo images with corresponding ground truth
masks in red and dotted lines.
dataset, and (b) apply the entire process on a publicly available dataset that allows190
independent confirmation of our results.191
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As mentioned before, in each channel of the RGB image, the texture image, the193
curvature image and the range image are storedin a single RGB image. We apply a194
conventional data augmentation approach to obtain a fifteen-fold augmentation of the195
training dataset obtaining a total of 2445 images. Conventional data augmentation196
consists of randomly applying a series of geometrical and photometrical transformations197
to original iamges
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• Horizontal and Vertical Shift transformation199





• Random image rotation transformation (in a range between 0 to 180 degrees)201
• Random scale transformation (maximum value 2x)202
• Addition of Gaussian noise203
• Brightness modification204
2.3.2. Defect segmentation using DeepLabV3+205
Semantic segmentation Deep Learning architectures are usually based on an encoder-206
decoder structure [31]. The encoder reduces the size of the image after passing through207
the Maxpool grouping layers in the convolution stage. After this stage comes the decod-208
ing phase, which consists of gradually recovering the spatial information until it reaches209
the same dimensions as the input image. The network output is an image corresponding210
to the pixelwise classification of the image into defect and defect-free classes, where211
each intensity value encodes a label of a particular class. In our case, the classification is212
binary, between the "defect" label with a numerical value of 1 and the "background" or213
"non-defect" label with a value of 0. To evaluate the semantic segmentation results we214
use the Intersection-Over-Union(IoU) metric measuring the overlap between predicted215
and ground truth defect images
:::::
masks. Accuracy is also reported, though it is biased by216





Figure 5 depicts the DeepLabv3+ architecture [26]. It uses a CNN called Xception218
with Atrous Convolution layers to get the coarse score map and then, conditional random219
field is used to produce final output. This architecture has some peculiarities such as220
the use of aforementioned Atrous Spatial Pyramid Pooling (ASPP)[32–37] based on the221
Atrous Separable convolution[38,39]. This network has a simple yet effective decoder222
module to refine the segmentation results especially along object boundaries.223
2.3.3. GAN based image generation224
The basic architecture of GANs is composed of two networks that pursue opposite225
optimization goals regarding a loss function. On the one hand, the generating network226
produces artificial data as close as possible to reality trying to mislead the discriminant227
Figu 4. Textur channel of RGB photometric- reo images with corresp nding ground truth masks
in red and dotted lines.
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2.3. Experimental Design
We use a GAN based approach to generate new photometric-stereo RGB images that
will augment the available dataset. Specifically, we use StyleGAN2 in combination with the
DiffAugment method. In order to obtain the ground-truth defect masks for the GAN-based
generated images, we apply a DeepLabV3+ segmentation network [26] already trained
on the original dataset of photometric-stereo RGB images. Once the defect masks are
obtained, we then re-train the DeepLabV3+ segmentation network by combining synthetic
and original images in different ratios, reporting the impact on the dataset enrichment on
the segmentation results. In order to assess the general applicability of our approach, we
have (a) trained a different architecture on our private dataset, and (b) applied the entire
process on a publicly available dataset that allows independent confirmation of our results.
2.3.1. Conventional Data Augmentation
As mentioned before, in each channel of the RGB image, the texture image, the curva-
ture image, and the range image are stored. We apply a conventional data augmentation
approach to obtain a fifteen-fold augmentation of the training dataset obtaining a total
of 2445 images. Conventional data augmentation consists of randomly applying a se-
ries of geometrical and photometrical transformations to original images. The chosen
transformations are:
• Horizontal and Vertical Shift transformation
• Horizontal and Vertical Flip transformation
• Random image rotation transformation (in a range between 0 to 180 degrees)
• Random scale transformation (maximum value 2x)
• Addition of Gaussian noise
• Brightness modification
2.3.2. Defect Segmentation Using DeepLabV3+
Semantic segmentation Deep Learning architectures are usually based on an encoder–
decoder structure [31]. The encoder reduces the size of the image after passing through the
Maxpool grouping layers in the convolution stage. After this stage comes the decoding
phase, which consists of gradually recovering the spatial information until it reaches the
same dimensions as the input image. The network output is an image corresponding to
the pixelwise classification of the image into defect and defect-free classes, where each
intensity value encodes a label of a particular class. In our case, the classification is binary,
between the “defect” label with a numerical value of 1 and the “background” or “non-
defect” label with a value of 0. To evaluate the semantic segmentation results, we use
the Intersection-Over-Union (IoU) metric measuring the overlap between predicted and
ground truth defect masks. Accuracy is also reported, though it is biased by the greater
number of pixels in the non-defect or background class.
Figure 5 depicts the DeepLabv3+ architecture [26]. It uses a CNN called Xception with
Atrous Convolution layers to get the coarse score map and then a conditional random field
is used to produce the final output. This architecture has some peculiarities such as the use
of the aforementioned Atrous Spatial Pyramid Pooling (ASPP) [32–37] based on the Atrous
Separable convolution [38,39]. This network has a simple yet effective decoder module to
refine the segmentation results, especially along object boundaries.
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Figure 5. Architecture diagram of the DeepLabV3+ network [26].
2.3.3. GAN Based Image Generation
The basic architecture of GANs is composed of two networks that pursue opposite
optimization goals regarding a loss function. On the one hand, the generating network
produces artificial data as close as possible to reality trying to mislead the discriminant
network. On the other hand, the discriminating network tries to determine whether
the input image is real or fake (i.e., generated by the generating network). In this way,
the training process pursues the minimization of an overall loss function that measures
recognition performance. If the process is successful, the fake images are quite convincing
surrogates of the real ones.
We use the StyleGAN2 architecture [40] combined with the DiffAugment [25] method.
StyleGAN2 is an improved GAN network in terms of existing distribution quality metrics
as well as perceived image quality. DiffAugment uses a simple method that improves the
data efficiency of GANs by imposing various types of differentiable augmentations on both
real and fake samples. This combination allows for stabilizing training and leads to better
convergence in comparison with previous attempts that directly augment the training data,
manipulating the distribution of real images.
3. Results and Discussion
In this section, different experiments are presented in order to demonstrate whether
data augmentation using GANs is a viable and robust solution for the training of steel
defect segmentation models. First, we study how the segmentation performance varies
along with changes in the synthetic image ratio in the dataset in different training processes.
With this experiment, we want to find the optimal ratio and prove the robustness of
the segmentation model. Secondly, we validate if the metrics obtained with the optimal
image ratio using DeepLabV3+ are repeatable with another segmentation network, such
as PAN [27]. Finally, with the same optimal image ratio, we replicate the training process
of StyleGAN2+DiffAugment and PAN network with the NEU public database in order to
validate if the benefit obtained in our dataset also correlates with another dataset.
3.1. DeepLabV3+ Trained with Real Images and Conventional Data Augmentation
In this experiment, we trained the DeepLabV3+ defect segmentation model using only
original images augmented with conventional data augmentation methods as described in
Section 2.3.1. The training process was carried out by using 80% of the augmented database
and the remaining 20% is set aside for later evaluation. Training was carried out on two
Tesla GPUs with 16 GB of VRAM each.
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Figure 6 shows some visual detection results obtained with this model and dataset. In
this case, we obtain a mean IoU of 68.3%. These results represent the baseline benchmark
for the rest of the experiments.
(a) (b) (c)
Figure 6. Some visual results of defect detection by the DeepLabv3+ trained on the conventional
augmented dataset. (a) photometric-stereo texture channel images; (b) ground truth defect masks;
and (c) predicted defect masks.
3.2. StyleGAN2+DiffAugment for Defect Images Generation
For this training stage, the network requires that the training set has at least 100
real images, as described in [25]. For the StyleGAN2+DiffAugment training process, the
original 204 photometric-stereo RGB images were used without any transformation or
processing. Using the trained StyleGAN2+DiffAugment, we generated 100 new synthetic
images. Generated images capture the general appearance of the components as well as the
particular characteristics of the defects of the galvanized steel material. However, generated
data need to be annotated. Thus, the annotation of the new StyleGAN2+DiffAugment
generated images was done by the DeepLabv3+ semantic segmentation network trained
in the previous computational experiment. Subsequently, in order to avoid the holes
inside the predicted defect masks, a correction consisting of mathematical morphology was
applied. The result can be seen in the set of images shown in Figure 7, where the predicted
mask fits the defects of the generated steel sheets.
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(a) (b) (c)
Figure 7. (a) Synthetic RGB images; (b) texture channel of Synthetic images with the defects in red (c)
ground truth masks.
3.3. Variations in the Ratio of GAN Generated Images in the Training Dataset
In this computational experiment, six instances of the DeepLabv3+ architecture were
trained for semantic segmentation. The basic dataset for the experiment consists of the
204 original images, and a second set with 41 images for the validation process. In addition
to the training set, 100 generated images by the GAN were added.
The strategy that was carried out during the process of augmenting the dataset
with synthetic images was to modify the number of real images in the original database,
and to keep the number of synthetic images constant. Therefore, the volume of the real
images was varied three times, one for each training instance, as can be shown in the
first column of Table 1. Consequently, the ratio of synthetic versus real image on the
training set changes. Table 1 shows different volumes of learning images, along with the
corresponding percentage of synthetic images ratio, and the average IoU metric provided
by the segmentation model over the validation dataset.
These results show that the mean IoU decreases as the number of real images decreases
and the number of synthetic images remains constant. In addition, the number of original
images is not very high, so this trend may not be as significant in a more complete dataset.
After evaluating the result of the trained DeepLabv3+ networks in both scenarios, i.e.,
the scenario using only real images and the scenario combining real and GAN generated
images, a significant improvement in the predictions of the second scenario can be per-
ceived in Figure 8—specifically, when the database is composed of 38% of GAN generated
images. It can be seen in Figure 8d that the predicted masks are closer to the perimeter
of the defects. A comparison between the prediction masks obtained with a DeepLabv3+
network trained using only the original database and with the dataset including synthetic
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images generated by the GAN is shown in Figure 8c,d, respectively. It can be assured that
the performance of semantic segmentation network performance increases using GAN
synthetic images on the basis of the improved visualized defect location and on the ob-
tained metrics in the confusion matrices, shown in Figure 9. It can be observed that the
detection of defects is more accurate when using data enhancement with synthetic images,
as shown by the value of true positives. The obtained metrics in the confusion matrix for
DeepLabV3+ trained using only real images and the training combining real and GAN
generated images is shown in Figure 9a,b, respectively.
(a) (b) (c) (d)
Figure 8. Detection of defects using two instances of the DeepLabv3+ semantic segmentation neural
network. (a) photometric-stereo texture channel images; (b) ground truth masks; (c) predictions
with the original RGB photometric-stereo database; and (d) predictions adding GAN-generated RGB
photometric-stereo images.
Table 1. Different variations of the GAN generated images ratio in the data augmentation of the original RGB training set
and the respective mean IoU values (%) of the validation process for each instance.



















163 0 163 2445 0 68.3
163 25 188 2820 13 69.02
163 50 213 3195 23.5 69.16
163 75 238 3570 31.5 69.77
163 100 263 3945 38 70
130 100 230 3450 44 60.09
100 100 200 3000 50 59.93
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Figure 11 shows that we get 70% of IoU thanks to the data augmentation done by
GAN, compared with 68.3% IoU using only real images. Similarly, it is observed that the
IoU curve shown in Figure 10 with the increase of data and the 38% ratio is placed in a
higher position compared to the IoU curve with the original dataset. It should be noted
that the training set is unbalanced in terms of the type of surface defect of the galvanized
steel. It is observed that defects that alter the base color of the material (such as oxidation)
are more abundant in the dataset than defects with dimensional affection (such as scratches
or impact marks). These images with color based alteration are those included in the range
between image 19 and image 35.
(a) (b)
Figure 9. Confusion matrices of the test set, where label 0 represents background and label 1 means
defect. (a) Confusion matrix of DeepLabV3+ trained only with real images and (b) confusion matrix
of DeepLabV3+ trained with the original dataset augmented with synthetic images generated by the
GAN with a 38% ratio.
Figure 10. Mean of IoU (%)result with original dataset augmented with a conventional method and
the original augmented with synthetic images generated by the GAN with a 38% ratio.
It can be seen in Figure 10 that there are segmentation results in some images, specif-
ically between images 3 and 15 of the test set that obtains more than 6% improvement
in the IoU when using a dataset augmented with GAN generated images. We realized
that images exhibiting that improvement are those with more severe surface dimensional
affection. On the other hand, images that obtain almost the same results are those re-
lated with changes only in the color of the material. We argue that segmenting images
with surface dimensional affection requires segmentation models with higher information.
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Therefore, models that were trained with an augmented dataset using GAN generated
images obtain better results compared with those trained with original real images only,
due to the addition of new images. Thanks to these new images, we are adding more
information to the segmentation model for better distinguishing between affected and
non-affected surface regions.
3.4. Using PAN Network for Defect Segmentation
In this experiment, the PAN network [27] was trained with the original real images
and with the optimal synthetic augmentation dataset to validate the benefits in a complete
different segmentation architecture compared with DeepLabV3+.
PAN is proposed to exploit the impact of global contextual information in semantic
segmentation. This network combines attention mechanism and spatial pyramid to extract
precise dense features for pixel labeling instead of dilated convolution and artificially
designed decoder networks. PAN uses a Feature Pyramid Attention (FPA) module to
perform spatial pyramid attention structure on high-level output and combining global
pooling to learn a better feature representation. This network also has a Global Attention
Upsample module on each decoder layer to provide global context as a guidance of low-
level features to select category localization detail [27].
With this network and the original dataset, we obtain an IoU metric of 75.31%, while,
in the case of the augmented dataset, we get 82.29%. This repetition in the IoU increment
shows that the benefits of augmenting the dataset using synthetic images are also repeated
using another segmentation network. The comparison of the obtained results with both
segmentation networks with the previously-mentioned datasets is shown in Figure 11.
Moreover, apart from the metric, the segmentation quality results are also better. The
segmentation performed by the network trained with synthetic data are better adapted to
the geometry of the defects. Due to the FPA module, this architecture uses the information
at different scales, so the segmentation output is better in terms of pixel-level attention.
Figure 11. Mean of IoU (%) during evaluation with the original photometric-stereo RGB augmented
database and the original one plus synthetic images generated by the GAN with a 38% ratio.
3.5. Validation of the Proposed Method on the NEU Dataset
In order to validate that the benefits obtained by introducing synthetically generated
images with the GAN is repeated with other datasets, we replicated the process but using
an NEU publicly available dataset [28]. The NEU dataset is a defect database composed
of six types of typical defects in hot rolled steel surfaces. These defects are: rolled-in scale
(RS), patches (Pa), crazing (Cr), pitted surface (PS), inclusion (In), and scratches (Sc). This
database has a total of 1800 greyscale images, where each class has 300 different samples.
As described in Section 3.2, we also trained a StyleGAN2 network to generate 100
new synthetic images but from the NEU dataset. As for the segmentation process, PAN
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was also trained with both an original NEU dataset and with an augmented dataset with
StyleGAN2 generated images.
In the training with the original NEU dataset augmented with conventional methods, a
total of 2445 images were used. In the training with the original images plus the StyleGAN2
synthesized images, as stated in the experiment of image ratio variation, the number of the
training set amounts to 3930. The results on the validation set, which has 42 un-augmented
images, was 69.11% in IoU with the original dataset and 75.32% in IoU with the synthetic
images. A sample image, its corresponding ground truth, and the network segmentation
output are shown in Figure 12.
(a) (b) (c)
Figure 12. Results of defect segmentation by the PAN trained on the synthetically augmented NEU
dataset. (a) StyleGAN2 generated synthetic image; (b) ground truth defect mask; and (c) predicted
defect mask.
The results obtained show that data augmentation by generating synthetic images
gives good results in terms of segmentation quality and in the IoU metric. This shows that
this data augmentation technique is an additional benefit in network training. It is true
that it does not match the results obtained in training using more real images, but it is a
good tool to apply variability in training, which traditional data augmentation methods
cannot provide.
4. Conclusions
Our main conclusion is that using GAN generated images significantly improves
the performance of the semantic network trained for defect segmentation. These types of
generative networks allow for obtaining realistic images that are useful to solve the lack
of samples in the training dataset, thus improving the predictive power of the semantic
segmentation network.
The results show that this approach may be a good solution for the dataset augmenta-
tion in an industrial environment, where the difficulties to obtain defective parts is very
common. Even for unbalanced databases in terms of defect typology, the generated GAN
images can complement the information needed for segmenting a particular type of defect,
especially those related with dimensional surface affection. Moreover, the use of GAN
images in the model training can increase its accuracy, helping to generalize the surface
defect detection process.
Our experiments show that 38% of the GAN generated images ratio improves the
segmentation results compared with the original dataset using only conventional data
augmentation. If there is any restriction in the real data acquisition process, the use of
GANs could be a very powerful and effective tool as a data augmentation method for the
optimization of the neural network learning process. It has even been observed that the
addition of GAN generated images into the database improves segmentation results of
both the DeepLabv3+ and PAN neural models. Therefore, it is argued that such images
created by the GANs are fully compatible to be used in machine vision systems based on
Deep Learning, and more precisely in semantic segmentation tasks.
Regarding the results obtained in IoU with the two networks in our dataset, the one
with the best results was obtained by a PAN approach. We argue that PAN architecture
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is able to fuse context information from different scales and produce better pixel level
attention, obtaining better results in the segmentation of small defects.
The improvement obtained by augmenting the data with synthetic images was also
demonstrated on the public NEU dataset. The same steps as in our dataset were replicated
on this dataset, and, by augmenting the training set with synthetic images, we have
managed to increase the IoU from 69.11% to 75.32% using the PAN network.
A line of future research is to modify the loss function of the segmentation network
into one that allows the user of the system to tune up the output of the networks in terms
of false positive and true positive rates, i.e., in terms of the sensitivity and specificity of
the network.
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