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1. Introduction
A natural number n ∈N is called square-free, if the exponents arising in its prime factorization
n = pr11 pr22 · · · prkk
are all equal to 1, i.e., r1 = r2 = · · · = rk = 1. For a natural number n with prime factorization as above,
the Möbius function μ is deﬁned as
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⎧⎨
⎩
1, if n = 1;
(−1)
∑k
i=1 ri , if n is square-free;
0, otherwise.
In other words, μ(n) is zero when n has a square factor, and otherwise gives the parity of the number
of (distinct) prime factors of n. The Möbius function has important applications in number theory,
many of them concerning to the Riemann hypothesis about the zeros of the zeta function [1,6–8].
An outstanding problem in algorithmic number theory is to compute μ(n) eﬃciently without ﬁrst
factoring n. By “eﬃciently” we mean a number of bit operations bounded by a polynomial in logn, the
length of n in binary. As far as we know, the question remains open if the computation of μ(n) can
be done in polynomial time, and in fact, nobody currently knows a way to compute it signiﬁcantly
faster than factoring n.
In this paper, we present an algorithm that iteratively produces a sequence of numbers ki and the
value of μ(ki). This algorithm is based on a sequence of arithmetical functions bi , with the numbers
ki arising as discontinuity points. These functions are closely related to the Nyman–Beurling approach
to the Riemann hypothesis. We are able to prove that
• The algorithm deterministically produces the complete sequence of square-free numbers ki in
increasing order.
• The value of the Möbius function μ(ki) can be evaluated as bi(ki+1) − bi(ki).
This paper is organized as follows. Section 2 introduces the framework of the Nyman–Beurling
approach to Riemann hypothesis. Section 3 provides the basic deﬁnitions for this paper, and the algo-
rithm is deﬁned in Section 4. The main result of the present work is stated and proved in Section 5,
while further remarks are done in Section 6.
2. Hilbert space approach to Riemann hypothesis
Denote by x the integer part of x, i.e., the greatest integer less than, or equal to, x. Deﬁne the
fractional part function by {x} = x − x. Given n ∈ N and two families of parameters {ak}nk=1 ⊂ C
and {θk}nk=1 ⊂ (0,1], we deﬁne a Beurling function as a function Fn (the sub-index n included in the
notation for convenience) of the form
Fn(x) :=
n∑
k=1
ak
{
θk
x
}
. (1)
For a Beurling function Fn , an elementary computation shows that
1∫
0
(
Fn(x) + 1
)
xs−1 dx =
∑n
k=1 akθk
s − 1 +
1
s
(
1− ζ(s)
n∑
k=1
akθ
s
k
)
; (2)
for the complex variable s ∈ C in the half-plane Re(s) > 0, i.e. for s with positive real part. Here,
ζ denotes the Riemann’s zeta function given by
ζ(s) :=
∞∑
k=1
1
ks
.
The classic references are [8] and [6]. A derivation of the relation (2) can be found, for instance, in
[2, p. 253]. It is useful (but not always necessary from a theoretical point of view) to assume that the
parameters deﬁning the function Fn satisfy the additional condition
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k=1
akθk = 0. (3)
In this case, the ﬁrst term at the right-hand side of (2) vanishes, simplifying the expression. The
identity (2) is the starting point of the following theorem by Beurling.
Theorem 1 (Beurling). The zeta function ζ(s) has no zeros in the half-plane Re(s) > 1/p if and only if the set
of (Beurling) functions { fθ (x) = {θ/x}}0<θ1 is dense in Lp([0,1],dx).
See [2, p. 252] for a proof of the Beurling theorem and further references. Note that for p = 2 this
result provides an equivalent condition to the Riemann hypothesis (RH) for the zeta function. This is
the Beurling, or Nyman–Beurling, approach to RH.
The Beurling theorem above has an easy half part, whose proof can be sketched as follows. From
relation (2) and assuming (3), we have
∣∣∣∣∣1s
(
1− ζ(s)
n∑
k=1
akθ
s
k
)∣∣∣∣∣=
∣∣∣∣∣
1∫
0
(
Fn(x) + 1
)
xs−1 dx
∣∣∣∣∣
∥∥Fn(x) + 1∥∥∥∥xs−1∥∥;
where the last relation follows using the Schwarz inequality in L2([0,1],dx). Therefore, if the ﬁrst
norm in the right-hand side above can be done arbitrarily small for a suitable choice of n, ak ’s and θk ’s,
then the function ζ(s) could not have zeros for Re(s) > 1/2. We will refer to the ﬁrst condition above
as the Beurling criterion (BC) for RH. Note also that in order to demonstrate the RH, it is suﬃcient
to prove that the constant function equal to −1 can be arbitrarily approximated in the norm of the
Hilbert space L2([0,1],dx) by Beurling functions Fn of the form (1). It was proved in [4] that BC
remains equivalent to RH if the parameters θk are restricted to be reciprocal of natural numbers, i.e.
θk = 1/bk , with bk ∈N.
Several approximating functions to −1 of the form (1) were proposed in the literature. From the
relations (2) and (3), we have that under the BC, the “partial sum”
n∑
k=1
akθ
s
k (4)
is an approximation to the reciprocal of the zeta function 1/ζ(s), which is known to have an expres-
sion as a Dirichlet series
1
ζ(s)
=
n∑
k=1
μ(k)
ks
, (5)
convergent for Re(s) > 1. Therefore, a (naive) ﬁrst choice for an approximating function would be
Sn(x) :=
n∑
k=1
μ(k)
{
1/k
x
}
. (6)
Note that this function does not matches the condition (3). We can handle this without subtlety, just
by subtracting the difference, that is given by g(n), where
g(t) :=
∑
Nkt
μ(k)
k
. (7)
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Bn(x) :=
n∑
k=1
μ(k)
{
1/k
x
}
− ng(n)
{
1/n
x
}
(8)
=
n−1∑
k=1
μ(k)
{
1/k
x
}
− ng(n − 1)
{
1/n
x
}
. (9)
Other variants were also proposed, as
Vn(x) :=
n∑
k=1
μ(k)
{
1/k
x
}
− g(n)
{
1
x
}
. (10)
Unfortunately, the sequences (6), (9) and (10) are known to be not convergent to −1 in L2([0,1],dx),
as proved in [3]. A survey on the Nyman–Beurling reformulation of the Riemann hypothesis and later
developments by Báez-Duarte can be found in [5].
3. Arithmetic Beurling functions
The integral in the left-hand side of Eq. (2) can be alternatively expressed as a series, under suit-
able hypothesis. A Beurling function which is constant between the reciprocal of the natural numbers
will be called a step Beurling function, i.e. such a function takes (non-necessarily different) constant
values in each of the intervals ( 1k+1 ,
1
k ], for all k ∈N. Note that Beurling functions are left-continuous,
because {x} is right-continuous.
Lemma 1. Let Fn be a step Beurling function, such that Fn(x) = −1 if x ∈ ( 1m ,1], where m ∈N. (If m = 1 this
is an empty condition, therefore in this case there is not additional condition at all.) Deﬁne fn(k) := Fn(1/k),
for k ∈N. Then, for Re(s) > 0 we have
s
1∫
0
(
Fn(x) + 1
)
xs−1 dx =
∞∑
k=m
fn(k)
(
1
ks
− 1
(k + 1)s
)
+ 1
ms
. (11)
Proof. For a step Beurling function Fn , the integral in the left-hand side of Eq. (2) can be expressed
as
1∫
0
(
Fn(x) + 1
)
xs−1 dx =
1
m∫
0
(
Fn(x) + 1
)
xs−1 dx =
∞∑
k=m
1
k∫
1
k+1
(
Fn(x) + 1
)
xs−1 dx
=
∞∑
k=m
(
Fn(1/k) + 1
) 1k∫
1
k+1
xs−1 dx =
∞∑
k=m
(
Fn(1/k) + 1
) xs
s
∣∣∣∣
1
k
1
k+1
= 1
s
∞∑
k=m
(
Fn(1/k) + 1
)( 1
ks
− 1
(k + 1)s
)
= 1
s
∞∑
Fn(1/k)
(
1
ks
− 1
(k + 1)s
)
+ 1
s
1
ms
. k=m
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metic function fn(k) := Fn(1/x), k ∈ N. This arithmetic function can be extended, just by deﬁning
fn(x) = Fn(1/x), for x ∈ R, becoming right-continuous. We deﬁne an arithmetic Beurling function as a
right-continuous function f on [1,+∞) constant between the natural numbers, such that f (1/x) is
a Beurling function. There exists a correspondence between step and arithmetic Beurling functions, in
the sense that integrals involving the former correspond to series involving the later, as expressed in
relation (11).
We introduce now, perhaps the simplest, non-trivial, example of arithmetical Beurling function
satisfying the condition (3). For a,b ∈N deﬁne the function βa,b as
βa,b(x) :=
{
x
a
}
− b
a
{
x
b
}
. (12)
As the functions βa,b will be the basic blocks for the algorithm deﬁned in Section 4 below, we sum-
marize here some of its elementary properties in the following result.
Lemma 2. Consider a,b ∈R, with 0 < a < b. Then,
(a) { xa } and { xb } are right-continuous, and linearly independent functions.
(b) βa,b(x) = 0, when 0 x < a.
(c) Let k ∈N be such that (k − 1)a < b ka. Then,
βa,b(x) =
{− j, if ja x < ( j + 1)a, for j = 1, . . . , (k − 2);
−(k − 1), if (k − 1)a x < b.
(d) Assume a,b ∈N. Then, βa,b(x) is constant when k x < k + 1, for all k ∈N.
Proof. (a): The right-continuity is derived from of x. Now, if c1{ xa } + c2{ xb } = 0 for all x, then for
x = a we have 0 = c1{ aa } + c2{ ab } = c2 ab . Thus, c2 = 0 and we have c1{ xa } = 0 for all x, and taking now
x = a/2 we get 0 = c1{ 12 } = c1/2 and c1 = 0.
(b): If 0 x < a < b, then x/b < 1 and x/a < 1. Thus, { xa } − ba { xb } = xa − ba xb = 0.
(c): Assume j = 1, . . . , (k − 2). Then, for ja  x < ( j + 1)a < b, we have x/b < 1 and j  x/a <
( j + 1). Thus, { xa } − ba { xb } = xa − xa − ba xb = xa − j − xa = − j. Analogously, for (k− 1)a x < b < ka, we
have x/b < 1 and (k − 1) x/a < k. Thus, { xa } − ba { xb } = xa −  xa  − ba xb = xa − (k − 1) − xa = −(k − 1).
(d): If x < b then (d) is true by (b) and (c) already proven. Consider now b  x. If k < x < k + 1
then x /∈ N and thus x/a /∈ N and x/b /∈ N. Therefore, there exists k0 and l0 in N such that ak0 < x <
a(k0 + 1) and bl0 < x < b(l0 + 1), and we have { xa } − ba { xb } = xa − k0 − ba ( xb − l0) = −k0 + ba l0, which
is a constant independent of x. As { xa } − ba { xb } is right-continuous, by part (a), this is also true for
k x < k + 1. 
4. The algorithm
We will deﬁne a sequence of numbers {ki}i∈N and functions {bi}i∈N iteratively as follows. Start
with the following deﬁnitions
k1 := 1;
k2 := 2;
b2(x) :=
{
x
k
}
− k2
k
{
x
k
}
. (13)1 1 2
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The number ki+1 is deﬁned as ki+1 := ki + j, where j is the least integer such that bi(ki + j) = bi(ki).
Once determined the number ki+1, the function bi+1 is deﬁned as
bi+1(x) := bi(x) +
(
1+ bi(ki)
)({ x
ki
}
− ki+1
ki
{
x
ki+1
})
. (14)
Some elementary properties derived from these deﬁnitions are summarized in the following result.
Lemma 3. For any i ∈N we have
(a) bi is a right-continuous function, which is constant between the natural numbers.
(b) bi(x) = 0, for 0 x < 1.
(c) bi+1(ki) = −1.
(d) Assume ki+1  2ki for i  2. Then, bi(x) = −1, for 1  x < ki . In particular, the sequence {bi}i∈N con-
verges point-wise to −1 in [1,+∞).
(e) bi(x) = bi(ki), for ki  x < ki+1 .
(f) bi(ki+1) = bi(ki). In particular, ki+1 is the ﬁrst point of discontinuity of bi above ki .
Proof. (a) Observe that each bi is a (ﬁnite) linear combination of βp,q . Therefore, this result is a direct
consequence of Lemma 2.
(b) As above, each bi is a linear combination of functions βk j ,k j+1 , and all of them have the state
property, by Lemma 2(b), because the sequence of numbers ki is increasing, starting with k1 = 1. The
result follow by induction, observing that b2 = β1,2.
(c) Is an immediate consequence of deﬁnition (14).
(d) For induction on i. The case i = 2 is an immediate consequence of deﬁnition (13). Assume
now that b j(x) = −1 when x ∈ [1,k j) for all j  i. If x < ki < ki+1, then from deﬁnition (14) we have
bi+1(x) = bi(x) which is equal to −1 by the inductive hypothesis. Now if ki  x < ki+1  2ki , also from
deﬁnition (14) we have
bi+1(x) = bi(x) +
(
1+ bi(ki)
)( x
ki
− 1− ki+1
ki
x
ki+1
)
= bi(x) − 1− bi(ki) = −1,
because by the deﬁnition of ki+1, the function bi(x) is constant for x ∈ [ki,ki+1).
(e) and (f) are an immediate consequence of the property (a), already proved above, and the def-
inition of ki+1. Note that as bi is a constant function between the natural numbers, the number ki+1
is the least integer after ki where a jump occurs. 
5. Arithmetic Beurling functions arising from Bn
In the present section, we focus our attention in a particular case of arithmetic Beurling func-
tions bn , given by
bn(x) =
n−1∑
j=1
μ(k j)
{
x
k j
}
+ cn
{
x
kn
}
, (15)
where the integer kn denotes the n-th square-free number, and the value of cn is determined by the
normalization condition (3) as
cn = −kn
n−1∑
j=1
μ(k j)
k j
. (16)
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b2(x) = {x} − 2
{
x
2
}
,
with k2 = 2, c2 = −2, and
b3(x) = {x} −
{
x
2
}
− 3
2
{
x
3
}
,
with k3 = 3, c3 = − 32 . In fact, note that bn is derived from the Beurling function Bn in (9), and the
correspondence is given by bn(x) = Bkn (1/x).
Lemma 4. The function bn(x) is piecewise constant with possible jumps at the natural numbers. The jump at
m ∈N, deﬁned by
J (m) := lim
→0+
(
bn(m) − bn(m − )
)
,
has the following properties:
(a) For 1m < kn, the jump is given by J(m) = −∑d|m μ(d).
(b) For m = kn, the jump is given by J(m) = μ(kn) − cn.
If the condition kn+1 < 2kn is valid for n 2, we have the additional properties:
(c) For kn <m < kn+1 , the jump is given by the same expression of item (a) above.
(d) For m = kn+1 , the jump is given by J(m) = μ(kn+1).
Proof. Note ﬁrst that (15) can be rewritten as
bn(x) =
kn−1∑
d=1
μ(d)
{
x
d
}
+ cn
{
x
kn
}
,
since the extra values μ(d) inserted in the sum are all zero. The piecewise constant on unit intervals
property of bn(x) holds because the function bn(x) satisﬁes the normalization condition. Using the
expression above for bn(x) with x =m, a straightforward calculation shows that
J (m) = −
kn−1∑
d=1
μ(d) lim
→0+
(⌊
m
d
⌋
−
⌊
m − 
d
⌋)
+ cn lim
→0+
({
m
kn
}
−
{
m − 
kn
})
= −
∑
d|m
1dkn−1
μ(d) + cn lim
→0+
({
m
kn
}
−
{
m − 
kn
})
,
since, in the last sum, these values of d are the only terms md that hit an integer.
(a) For 1 m < kn , the contribution of the second term above vanishes, because { mkn } = mkn , and
{m−k } = m−k . Therefore, in this case, as m kn − 1, the jump is given byn n
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∑
d|m
1dkn−1
μ(d) = −
∑
d|m
μ(d).
(b) If m = kn , then { mkn } = 0, and {m−kn } = m−kn = 1− kn . Therefore, the contribution of the second
term is given by
cn lim
→0+
({
m
kn
}
−
{
m − 
kn
})
= −cn lim
→0+
(
1− 
kn
)
= −cn.
For the ﬁrst term, note that
∑
d|m
1dkn−1
μ(d) =
∑
d|m
1dkn
μ(d) − μ(kn) =
∑
d|m
μ(d) − μ(kn).
Therefore, J (m) = μ(kn) − cn , for m = kn  2.
(c) Assuming kn+1 < 2kn , for kn <m < kn+1 we have
1 <
m
kn
<
kn+1
kn
< 2.
The relation above express that mkn does not hit an integer, or, equivalently, that kn is not a divisor
of m. The contribution of the second term vanishes, because
lim
→0+
({
m
kn
}
−
{
m − 
kn
})
= − lim
→0+
(⌊
m
kn
⌋
−
⌊
m − 
kn
⌋)
,
and mkn does not hit an integer. For the ﬁrst term, note that
∑
d|m
1dkn−1
μ(d) =
∑
d|m
1dkn
μ(d) =
∑
d|m
1dm
μ(d) =
∑
d|m
μ(d).
The ﬁrst equality above follows because kn is not a divisor of m, whence μ(kn) is not a member of
the second sum. The second equality above is a consequence of the fact that μ( j) = 0, for kn + 1 
j < kn+1, because these numbers are not square-free.
(d) Note that kn < kn+1 < 2kn , whence for m = kn+1 we have
1 <
m
kn
= kn+1
kn
< 2.
The relation above express that mkn does not hit an integer, or, equivalently, that kn is not a divisor
of m. From this point the argument is analogous to the proof of item (c) above. The contribution of
the second term vanishes, and for the ﬁrst one, we have
∑
d|m
1dkn−1
μ(d) =
∑
d|m
1d<kn+1
μ(d) =
∑
d|m
1dkn+1
μ(d) − μ(kn+1) =
∑
d|m
μ(d) − μ(kn+1).
Therefore, J (m) = μ(kn+1), because the last sum above vanishes. 
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Theorem 2. The normalized functions bn(x) deﬁned by (15) and (16) above, requiring that kn be the n-th
square-free number, satisfy the following properties:
(a) bn(x) = 0, for 0 x < 1.
(b) bn(x) = −1, for 1 x < kn.
(c) bn(x) = bn(kn), for kn  x < kn+1 .
(d) bn(kn+1) = bn(kn). In particular, kn+1 is the least integer after kn where a jump occurs.
(e) kn+1 < 2kn.
Proof. As kn is deﬁned as the n-th square-free number, property (e) automatically holds by Bertrand’s
postulate [7, Theorem 418, Section 22.3] since there is a prime number (obviously square-free) in the
interval [kn +1,2kn], and it cannot be the larger endpoint (which is not a prime, because is a multiple
of 2).
(a) For 0 x < 1 we have all { xd } = xd , whence, using the normalization condition
bn(x) =
(
n−1∑
j=1
μ(k j)
k j
+ cn
kn
)
x = 0.
(b) As particular cases of the property (a) in Lemma 4, we have J (1) = −μ(1) = −1, and J (m) = 0,
for 2m < kn .
(c) By the property (c) in Lemma 4, we have J (m) = 0, for kn <m < kn+1. Therefore, the value of
bn(x) remains constant on the half-open interval [kn,kn+1) at its value bn(kn).
(d) By the property (d) in Lemma 4, at the square-free point kn+1 we have a non-zero jump
μ(kn+1) = ±1. 
Lemma 5. The normalized functions bn(x) satisfy the following recursion property
bn+1(x) = bn(x) +
(
1+ bn(kn)
)({ x
kn
}
− kn+1
kn
{
x
kn+1
})
. (17)
Proof. Note ﬁrst that
kn
n∑
j=1
μ(k j)
k j
= μ(kn) − cn = 1+ bn(kn). (18)
The ﬁrst equality above follows trivially from the normalization condition (16). To prove the second
one, by the property (b) in Lemma 4, we have
μ(kn) − cn = J (kn) = bn(kn) − bn(kn − 1) = bn(kn) − (−1),
where the last equality above follows using the property (b) in Theorem 2 (or the property (a) in
Lemma 4). Using both relations in (18), we have
bn+1(x) =
n∑
j=1
μ(k j)
{
x
k j
}
+ cn+1
{
x
kn+1
}
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n−1∑
j=1
μ(k j)
{
x
k j
}
+ μ(kn)
{
x
kn
}
+ cn+1
{
x
kn+1
}
=
n−1∑
j=1
μ(k j)
{
x
k j
}
+ cn
{
x
kn
}
+ kn
(
n∑
j=1
μ(k j)
k j
){
x
kn
}
+ cn+1
{
x
kn+1
}
= bn(x) + kn
(
n∑
j=1
μ(k j)
k j
){
x
kn
}
+ cn+1
{
x
kn+1
}
= bn(x) + kn
(
n∑
j=1
μ(k j)
k j
){
x
kn
}
− kn+1
(
n∑
j=1
μ(k j)
k j
){
x
kn+1
}
= bn(x) + kn
(
n∑
j=1
μ(k j)
k j
)({
x
kn
}
− kn+1
kn
{
x
kn+1
})
= bn(x) +
(
1+ bn(kn)
)({ x
kn
}
− kn+1
kn
{
x
kn+1
})
.
This proves the recursion property. 
Theorem 3. The algorithm deﬁned by (13) and (14) has the following properties:
(a) Generates the functions bi and the complete sequence of square-free numbers ki in increasing order.
(b) Allows to compute the value of the Möbius function μ(ki) as μ(ki) = bi(ki+1) − bi(ki), for i  2.
Proof. (a) Denote by k′i and b
′
i the numbers and functions produced by the algorithm. The proof is for
induction in i. For i = 2, is immediate that k′2 = k2 and b′2 = b2. Assume now that k′j = k j and b′j = b j ,
for all j = 1, . . . , i. The number k′i+1 is deﬁned as the ﬁrst point of discontinuity of b′i = bi above
k′i = ki , whence, by Theorem 2(d) we have k′i+1 = ki+1. The function b′i+1 is deﬁned by the expression
(14), which is equal to bi+1 by the inductive hypothesis and Lemma 5.
(b) By the part (a) already proved above, we have
b′i
(
k′i+1
)− b′i(k′i)= bi(ki+1) − bi(ki) = J (ki+1) = μ(ki),
where the last equality follows from the property (d) in Lemma 4. 
6. Concluding remarks
In Section 4 we deﬁne an algorithm that iteratively produces a sequence of numbers ki and func-
tions bi . Using the results of Section 5, we prove in Theorem 3 that
• The algorithm deterministically produces the complete sequence of square-free numbers ki in
increasing order.
• The value of the Möbius function μ(ki) can be evaluated as μ(ki) = bi(ki+1) − bi(ki).
From a computational standpoint, a possible drawback is that the algorithm cannot compute iso-
lated values of μ(ki). In order to determine μ(ki), it is necessary to generate the whole sequence
k1,k2, . . . ,ki .
436 F. Auil / Journal of Number Theory 133 (2013) 426–436The functions bi produced by the algorithm are the arithmetical counterpart of the approximating
functions Bn in (9). This correspondence is given by bi(x) = Bki (1/x). However, note that the deﬁnition
of bi(x) in Section 4 is quite different of Bki (1/x).
In Lemma 3(d) we prove that the sequence of functions bi converges point-wise to −1. This fact
can be used to show that the sequence Bkn converges point-wise to f (x) = −1 on [0,1], as Bkn agree
with it identically on the half-open subinterval ( 1kn ,1].
As remarked at the end of Section 2, the sequence Bn is not convergent to −1 in L2[0,1]. The
proof of this fact given in [3], presumably applies to the subsequence Bkn , since the set of square-
free numbers kn has positive density 6/π2 in N, see [7, Theorem 333, p. 269]. Assuming this is true,
this sequence of functions presumably cannot be used to establish the Riemann hypothesis using the
Nyman–Beurling criterion.
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