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ABSTRACT 
A new O(n’) algorithm for estimating the least singular value of a matrix is 
presented. It is based on au interesting inequality bounding the smallest singular value 
of a triangular matrix in terms of the sensitivity of its QR factorization to perturba- 
tions. 
1. NTRODUCTION 
The computation of the condition number k(A) = l~AllllA-‘ll and the 
identification of the rank of a matrix A require computing the least singular 
value of A. Although we can compute the 
e singular value decomposition (S
ence algorithms using fewer operations for estimating the least 
singular value have appeared [l, 21. 
A new way of estimating a,( A), the least singular value of A, is obtained 
in this paper by examining the sensitivity of the diagonal 
upper triangular matrix R of the QR factorization 
a,( A) is given by (1) below. gorithm is numeric 
and requires O( n2) operations. e estimate is re 
elow. 
2. 
er is 
33- 33 
blishing Co., Inc., 1 
655 Avenue of the Americas, New York, 10 
~iTi~ ‘1and II llF denotes the Frobenius TWTVZ. 
hor of [33 also gives a bound for IlR - fillF with same 
, but requires stronger conditions than those of Theo- 
rove two lemmas. 
the assumptions of Theorem 1, we have 
IIEII 
IlQuplk- 
9 (2) 
enotes the matrix Q obtained by setting the diagonal elements 
nts below dia to zero. 
ce *Q. Thus 
=- ( -T “P ) UP' (3) 
) II “p F 
LEMMA 2. Undo the ammption of 
where qjj, j = l,..., n, are the diagonal elements of Qc. 
Proof. Since Q is orthogonal, 
for j<n. 
i#j i*j 
ThUS 
c 4,; G c q; for j<n. C9 
i>j i#j 
To show above inequality clearly, let us consider the ease oi = 
we have to prove the following inequality: 
Using (5) repeatedly, we have 
acing i> j, bY 
136 
0 
of Theorem 1. 
elements of the both sides of the equation 
Q jj = r;;jrjj -‘- e~RBTETQej, 
where ej is the jth column of the identity matrix. Both rjj and qj are not less 
than zero, hence SO are gjj. From Lemma 1 and Lemma 2, we have 
G + IWTETQII~ 
etting p = llllaXld jGnll - 3jrjT11, we obtain from (6) 
n, is sensitive to the 
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qjrjy ‘I= 0.026. ence dt least one diagonal element i 
erturbation of since R has a small singular value G,,( 
I 
We use the inequality (1) as the estimate of a,(R). The main problem is 
how to choose the perturbation E so that the estimated o,;(R) is close to \ 
a,,(R). Let E = Ee,.,s*, where E is the appropriate computer precision, s a 
vector with elements in (O,l), and e,, the nth column of the identity matrix. 
There are two reasons for us to choose such a form of perturbation E. First, 
0( n2) flops is needed to get II. Second, when o,(R) is small compared to the 
diagonal elements of R, almost every perturbation of this form will have a 
large effect on the diagonal elements of R. This statement is justified by the 
following theorem. 
THEOREM 2. Under the assumption of Theorem 1, if E = Ee,s*, theii 
where q,, is the n th diagonal element of Q, and M = (e,, . . l , en _ 1), in which 
ei is the i th column of the identity matrix. 
Proof. From (3), we have 
so 
i.e., 
2 = 
nn 
. 
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Several dozen tests have been evaluated on a oneywell PPS-8 computer. 
ne of the tests was for 1 matrices with elements random in (0,l). 
t none of these matrices had a small singular value. lLet 
be the ratio between the active a,(A) and the estimated a,(A). The number 
of q lying in (0.1, 1) was 34; in (O.Ol,O.l), 63; and in (O.OOl,O.Ol), 3. The 
above numerical results are little worse than the results given by [2]. Another 
test was for 100 matrices with small singular value which were generated by 
the method of [S]. Here the estimate of a,(R) was more accurate. All of the 
numbers q were in (0. 1, 1). 
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