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Abstrakt 
Táto diplomová práca je zameraná na porovnanie vybraných evolučných algoritmov 
z hľadiska ich úspešnosti a výpočtových nárokov. V tejto práci sú rozobrané 
základné princípy a pojmy z oblasti evolučných algoritmov používaných pre  
problémy optimalizácie. Autor naprogramoval jednotlivé evolučné algoritmy 
a následne ich testoval na rôznych testovacích funkciách s presne zadanými 
vstupnými podmienkami. Na záver práce boli jednotlivé algoritmy porovnané 





The task of this thesis was focused on comparison selected evolutionary algorithms 
for their success and computing needs. The paper discussed the basic principles and 
concepts of evolutionary algorithms used for optimization problems. Author 
programmed selected evolutionary algorithms and subsequently tasted on various 
test functions with exactly the given input conditions. Finally the algorithms were 
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Evolučné algoritmy sú jedným z výsledkov snahy využiť princípy, mechanizmy 
a vzory vynájdené a overené prírodou. Pomáhajú nám vytvárať rozsiahlu triedu 
pravdepodobnostných populačných prehľadávacích algoritmov, ktoré sú vhodné na 
riešenie optimalizačných úloh. V dávnejšej dobe sa k rôznym optimalizačným 
problémom pristupovalo klasickými matematickými výpočtami, ktoré nám však 
umožňovali riešiť iba jednoduchšie optimalizačné úlohy.  
Neskôr na prelome päťdesiatych a šesťdesiatych rokov boli vytvorené prvé 
algoritmy, ktoré nám riešenie problémov uľahčovali a boli pomenované ako evolučné 
algoritmy. Ich názov bol odvodený z princípov na ktorých sú postavené a ktoré práve 
pripomínajú evolúciu v prírode. Medzi obrovské výhody evolučných algoritmov 
bezpochyby patrí ich široká využiteľnosť a na rozdiel od analytických metód pre 
riešenie optimalizačných problémov sú oveľa rýchlejšie a tak riešenie dostávame 
v kratšom čase. Avšak ako to býva všetko má aj svoje nevýhody a u evolučných 
algoritmov sa nevýhoda prejavuje v podobe určitej náhody, s ktorou tieto algoritmy 
pracujú a preto nie je možné výsledok predvídať vopred.  
Úlohou mojej práce bolo otestovať vybrané druhy optimalizačných algoritmov 
na jednotlivých testovacích funkciách zastúpených najjednoduchšou až po tú 
najzložitejšiu. Mojou úlohou bolo tieto algoritmy medzi sebou porovnať. Porovnanie 
prebiehalo z hľadiska výpočtových nárokov a z hľadiska úspešnosti pre jednotlivé 
nastavenia vstupných parametrov. Pri porovnávaní výpočtových nárokov sme volili 
parameter, ktorý nie je závislý na výkone počítača na ktorom samotné testovanie 















2. Evolučné algoritmy 
 
V poslednom období sa kladie čoraz väčší dôraz na netradičné výpočtové 
metódy, ktoré sa podobajú na procesy prirodzenej evolúcie. Tieto metódy sú 
používané na riešenia zložitých matematických, technických, ekonomických úloh, ale 
aj praktických problémov, pri ktorých súčasné výpočtové metódy neposkytujú 
uspokojivé výsledky, prípadne sa nedajú vôbec použiť. Evolučné algoritmy používajú 
na riešenie problémov určité mechanizmy inšpirované prírodou, evolúciou 
a genetikou. Tieto problémy sú z oblasti optimalizácie, simulácie zložitých systémov, 
či počítačového učenia. Vo svojej podstate sa Evolučné algoritmy dajú nazvať 
jednoduchými modelmi Darwinovej evolučnej teórie vývoja populácie.  
Z tejto teórie, ktorá hovorí o vzniku života a jeho vývoji vieme, že všetky formy 
života sa vyvíjali postupne a to od tých najjednoduchších, až po tie najzložitejšie. Po 
určitej dobe, ktorá trvala zhruba viac ako 3 miliardy rokov sa pomocou prirodzenej 
evolúcie z najjednoduchších jednobunkových organizmov vyvinul človek. Proces 
vývinu človeka nebol nijako riadený, čo znamená, že tu neexistuje žiaden systém, 
ktorý by umožňoval akýmkoľvek spôsobom korigovať novovzniknutý genetický kód 
nových jedincov v závislosti od toho akí úspešný, alebo neúspešní boli ich 
predchodcovia. Jediným aspektom, ktorý posúva vývoj dopredu, je schopnosť 
silnejších jedincov prežiť v konkurenčnom boji, ktorý medzi sebou zohrávajú. Sú to 
typické živočíšne potreby ako boj o potravu alebo o získanie partnera. Medzi tieto 
schopnosti silnejších jedincov patrí aj schopnosť prispôsobiť sa zmenám životných 
podmienok a prostredia, kde samozrejme slabší jedinci sa prispôsobiť nedokážu 
a tak dochádza k ich úhynu. Silný jedinci pre zachovanie rodu odovzdajú svoju 
genetickú informáciu ďalším generáciám. Tento evolučný proces, je veľmi výkonný 
a robustný ako pre človeka, tak aj pre jednoduché organizmy [1]. 
Hlavnou charakteristikou Evolučných algoritmov je, že pracujú s populáciou a 
využívajú evolučné operátory ako napríklad selekciu, kríženie, mutáciu, ktorých 
popisu sa dostaneme neskôr pri rozoberaní jednotlivých algoritmov. Hlavným cieľom 
je modifikovať populáciu, aby vlastnosti, ktoré má sa zlepšovali až sa v najlepšom 
prípade priblížili globálnemu optimu. Nakoľko evolučné algoritmy sa dajú aplikovať do 
bežného života a tým aj do praktických problémov sú neustálim predmetom 
intenzívneho výskumu o čom svedčí aj počet publikácií na túto tému. Bohužiaľ 
niektoré názory a výsledky v jednotlivých publikáciách sa občas odlišujú čo môže 
vzbudzovať určitú nedôveru. Rozvoj a skúmanie evolučných algoritmov sa nepodarilo 
pozastaviť ani takzvanému " No Free Lunch Theoremu ", ktorý ukazuje, že nájsť 
univerzálne najlepší stochastický algoritmus pre globálnu optimalizáciu nie je možné 
[2]. 
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2.1 História vzniku evolučných algoritmov 
 
Biológovia, matematici, neskôr aj informatici, ktorí boli inšpirovaní evolučným 
procesom, si začínali čoraz častejšie pokladať otázku, či by bolo možné použiť tento 
mechanizmus na riešenie nebiologických problémov. Tieto pokusy boli odmenené 
výsledkami až s príchodom výkonnej výpočtovej techniky, nakoľko bez nej nebolo 
možné simulovať také množstvá evolučných cyklov, ktoré v prírode prebiehali. 
Všetko sa to odštartovalo až v druhej polovici dvadsiateho storočia, kedy boli 
na viacerých pracoviskách po svete vytvorené viaceré prístupy na riešenie odlišných 
problémov podľa vzoru prirodzenej evolúcie, ktorou sa nechali vedci inšpirovať. Prvé 
evolučné stratégie mali slúžiť pri optimalizácií konštrukčných úloh a boli vyvíjané I. 
Rechenbergom a H.P.Schwefelom v polovici šesťdesiatych rokov v Nemecku. 
Zhruba v tom istom období, ale tento krát v USA sa Lawrence Fogel pokúšal pri 
modelovaní návrhu automatov vyvinúť techniku, ktorú nazval ako evolučné 
programovanie. Za vznik genetických algoritmov, ktoré sa v dnešnej dobe používajú 
najmä pri optimalizácií sú považované práce skupiny, ktorá bola pod vedením Johna 
Hollanda, ktorý pôsobil ako profesor na Michiganskej Univerzite v USA 
v sedemdesiatych rokoch dvadsiateho storočia. Za zmienku určite stoja aj historicky 
mladšie úspechy, ktoré sa nazývali genetické programovanie. Jedná sa o evolučný 
prístup, ktorý sa používa na optimalizáciu programov, automatizovaný vývoj, 
funkcionálnu regresiu alebo strojové učenie. Za autora genetického programovania 
sa považuje John Koza, ktorý sa mu venoval na prelome 80. a 90. rokov dvadsiateho 
storočia. Všetky tieto smery sa v dnešnej dobe nazývajú jedným pojmom a to 
evolučné algoritmy [1]. 
 
2.2 Možnosti použitia evolučných algoritmov 
 
Evolučné algoritmy sa dajú použiť na veľmi široké spektrum úloh. Základom 
pre ich použitie v praxi je sformulovať kriteriálnu funkciu, ktorá sa má minimalizovať 
alebo maximalizovať. Pokiaľ hovoríme o minimalizácií zväčša sa jedná 
o minimalizáciu chyby od požadovaného stavu ako napríklad minimalizáciu spotreby 
elektrickej energie, paliva, nákladov alebo o minimalizáciu určitých nežiaducich 
účinkov. V prípade maximalizácie môžeme hovoriť napríklad o maximalizácií výkonu, 
účinnosti atď. Jednou z ďalších kritérií  použitia evolučných algoritmov je počítačová 
reprezentácia problému, ktorý sa chystáme optimalizovať. To znamená, že musí 
existovať matematický model alebo počítačová simulácia deja, pre ktorý chceme 
nájsť optimálne riešenie. Pomocou týchto kritérií vieme vyčísliť hodnotu účelovej 
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funkcie pre ľubovoľný bod  prehľadávaného priestoru a vieme ho ohodnotiť 
z hľadiska dosiahnutia požadovaného cieľa a z hľadiska úspešnosti. Procesy, ktoré 
takto dokážeme ohodnotiť môžu pritom byť z rôznych oblastí procesov. Ako príklad 
môžeme uviesť procesy z oblasti chemickej, ekonomickej, biologickej, fyzikálnej 
a z rôznych iných. Evolučný algoritmus nám jednoducho povedané poskytuje veľké 
množstvo riešení daného problému, z ktorých niektoré sú viac a niektoré menej 
zmysluplné. To či je riešenie lepšie alebo horšie vieme číselne ohodnotiť, poprípade 
porovnať úspešnosti riešenia s inými riešeniami. Jednoducho povedané pomocou 
evolučných algoritmov sme schopný nájsť určitú množinu, ktorá najlepšie splňuje 
dopredu stanovené požiadavky.  
Ako prvý príklad použitia evolučných algoritmov si môžeme uviesť problémy 
hľadania globálnych extrémov nelineárnych funkcií a funkcií mnohých premenných, 
mnohoparametrové problémy, problémy čo sa týkajú kombinatoriky a mnohé iné. 
Tieto typy úloh patria do množiny problémov, ktoré sú riešiteľné ťažko alebo dokonca 
riešenie vôbec nemajú. Existuje veľké množstvo problémov, na ktoré sa dajú použiť 
evolučné algoritmy, ale za spomenutie určite stoja inžinierske aplikácie. Evolučné 
algoritmy môžu byť silný nástroj pri optimalizácií elektrických obvodov , pri návrhu 
antén a filtrov, pri optimalizácií prevádzky elektrizačnej sústavy a veľa iných. Z praxe 
poznáme zaujímavý príklad, kedy boli evolučné algoritmy použité pri optimalizácií 
motorov Boeningu 777, kedy sa pomocou malej konštrukčnej úpravy podarilo usporiť 
až 2,5% paliva, čo v tej dobe bol veľmi významný posun k lepšiemu, nakoľko po 
prepočítaní tejto úspory na jeden rok bolo výsledné číslo šokujúce a to 2 milióny 
dolárov. S evolučnými algoritmami sa môžeme stretnúť aj v stavebníctve, kde sa 
používajú v hlavnej miere na optimalizáciu konštrukcie budov alebo taktiež cestných 
komunikácií. V neposlednej rade majú evolučné algoritmy obrovský prínos aj 
v oblasti ekonomických problémov, ktoré často predstavujú zložité úlohy s mnohými 
obmedzeniami [1].  
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3. Úvod do problematiky  
3.1 Optimalizačné a heuristické algoritmy 
 
Optimalizačné algoritmy sú obvykle používané tam, kde analytická cesta na 
vyriešenie problému je nevhodná alebo sa nedá vôbec použiť. Pomocou vhodnej 
implementácie optimalizačných algoritmov v určitých úlohách môžeme docieliť to, že 
neustále zásahy do ich činnosti obmedzíme na minimum.  
V kapitole 2., sme si uviedli viaceré oblasti, kde sa môžeme stretnúť 
s evolučným algoritmami. Riešenie problémov, ktoré si vyžadujú ich použitie je 
vlastne práca s argumentmi optimalizovaných funkcií, pričom definičné obory týchto 
argumentov môžu byť rôznorodé. Môžu sa medzi nimi vyskytovať napríklad obory 
reálnych, celočíselných, komplexných čísel a iných. V rámci optimalizácie sa 
môžeme taktiež stretnúť s rôznymi obmedzeniami, ktoré sa týkajú nie len 
argumentov, ale aj funkčných hodnôt optimalizovanej funkcie. Donedávna sa na 
riešenie takýchto optimalizačných problémov používala analytická cesta, ktorá bola 
veľmi komplikovaná a zdĺhavá, preto sa v poslednej dobe zapracovalo na vývoji 
algoritmov, ktoré práve umožňujú riešiť tieto zložité problémy veľmi efektívnou cestou 
[3].  
Evolučné algoritmy radíme do kategórie heuristických algoritmov, ktoré sa 
delia na deterministické a stochastické. Stochastické algoritmy sa odlišujú od 
deterministických v tom, že niektoré kroky využívajú náhodné operácie, čo znamená, 
že výsledky, ktoré dosiahneme pomocou týchto algoritmov, sa môžu v jednotlivých 
krokoch programu odlišovať, preto sa v týchto prípadoch program púšťa viac krát 
a vyberá sa najlepší dosiahnutý výsledok. Evolučné algoritmy môžeme podľa 
stratégie, ktorú používajú rozdeliť do dvoch tried: 
 
1. Bodová stratégia – je založená na algoritmoch, ktorých základom je operácia 
susedstva aktuálneho riešenia, v ktorom hľadáme riešenie, ktoré je lepšie. 
2. Stratégia populácie – do tejto triedy patria genetické algoritmy. 
 
Metódy založené na bodovej stratégií a na stratégií populácie sa od bežných 
gradientných metód odlišujú v tom, že pripúšťajú prijatie aj horšieho riešenia, 
s ktorým pracujú v ďalšej iterácií a snažia sa tak vyhnúť problému s uviaznutím 




3.2 Rozdelenie optimalizačných algoritmov 
 
Optimalizačné algoritmy slúžia na hľadanie minima danej účelovej funkcie. 
Toto minimum hľadajú pomocou optimálnej numerickej kombinácie argumentov 
účelovej funkcie. Optimalizačné algoritmy môžeme deliť podľa rôznych kritérií ako 
napríklad podľa princípu na ktorom pracujú alebo podľa zložitosti atď. Názory na 
delenie týchto algoritmov sa mierne odlišujú. Rôzne pohľady ne delenie evolučných 
algoritmov môžeme vidieť na obr. 1 – 3, ktorých jadro je rovnaké, ale majú isté 
odlišnosti. Tieto odlišnosti môžu byť spôsobené tým, ako sa na algoritmus pozeráme, 
či zo strany toho akými princípmi sa riadi alebo napríklad podľa toho na riešenie 
akých problémov je predurčený. Podľa stupňov efektivity a zložitosti s ktorými 
algoritmy pracujú môžeme ich vlastnosti deliť evolučné algoritmy do týchto kategórií: 
 
 Enumeratívne algoritmy – Tieto algoritmy sú založené na princípe 
vypočítania všetkých možných kombinácií daného problému. Tento postup je 
vhodné použiť pri problémoch, ktoré nadobúdajú malé množstvo hodnôt 
a majú diskrétny charakter. Pokiaľ by došlo k použitiu týchto algoritmov 
obecne, čas ktorý by sme potrebovali na úspešné ukončenie tohto algoritmu 
by bol dlhší ako existencia nášho vesmíru. 
 Deterministické algoritmy – Tieto algoritmy sú založené na presných 
matematických metódach. Ich hlavnou požiadavkou je, že na správnu funkciu 
vyžadujú obmedzujúce vstupné predpoklady ako napríklad: problém, ktorý sa 
rieši je lineárny alebo konvexný, prehľadávaný priestor je malý a súvislý, 
účelová funkcia má iba jeden extrém, medzi parametrami účelovej funkcie nie 
sú nelineárne interakcie a že problém, ktorý chceme riešiť je v analytickom 
tvare. Výsledkom takéhoto algoritmu je potom jediné riešenie. 
 Stochastické algoritmy -  Vo svojom procese využívajú náhodu. Jedná sa o 
náhodné hľadanie hodnôt argumentov účelovej funkcie, ktorých výsledkom je 
vždy riešenie najlepšie. Medzi nevýhody takýchto algoritmov patrí to, že sú 
veľmi pomalé, sú vhodné len pre hrubý odhad a malé prehľadávané priestory. 
 Zmiešané algoritmy – Názov týchto algoritmov vystihuje ich obsah. Jedná sa 
o zmiešanie stochastických a deterministických metód, ktoré vzájomne 
spolupracujú. Pri tomto zmiešaní sú dosahované veľmi dobré výsledky 
a medzi výhody týchto algoritmov parí napríklad [3]:  
- robustnosť 
-    efektívnosť a výkonnosť 
-    minimálne alebo žiadne požiadavky na predbežné informácie 
-    nepotrebujú analytický popis problému 
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-    schopnosť nájsť viacero riešení v jednom behu 
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Obr. 2: Členenie optimalizačných techník podľa (Dréo a kol., 2005) [3] 
 
 
































Obr. 3: Ďalšie možné usporiadanie optimalizačných algoritmov (Zelinka, 2002) [3] 
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Evolučné algoritmy sú v poslednej dobe veľmi populárne, ale nie všetky 
problémy sa dajú riešiť s ich použitím a nepomôže nám k tomu ani veľmi výkonná 
technika. Táto neriešiteľnosť problémov vyplýva z ich samotnej podstaty, jednoducho 
povedané nikdy nebude dostatok času na ich vyriešenie. Za určité obmedzenia, ktoré 
nám nedovoľujú tieto problémy riešiť môžeme považovať napríklad fyzikálne limity, 
ktoré vyplývajú z hmotnej podstaty nášho vesmíru, ktorý prostredníctvom svojich 
časopriestorových a kvantovo-mechanických vlastností obmedzuje výkon každého 
počítača a algoritmu. 
Pre demonštráciu problému, ktorý sme práve popísali, nám poslúži príklad 
z reálneho života a tým je problém obchodného cestujúceho. V tejto úlohe  musí 
obchodný cestujúci precestovať množinu N miest a to za čo najkratší čas alebo s čo 
najmenšou spotrebou paliva. Tento problém sa dá vizualizovať pomocou grafov, 
ktoré sú na obr. 4. [3] 
 
a)          b)  
 
c)          d)  
 
Obr. 4: Spoje v probléme obchodného cestujúceho 
Spoje v probléme obchodného cestujúceho ktoré tvoria n! možných trajektórií. Uvádzame počet 







Podmienkou tohto algoritmu je, že cesta musí začínať a končiť v rovnakom 
meste a každé z týchto miest by malo byť navštívené práve raz. Trajektóriu 
obchodného cestujúceho predstavuje sekvencia bodov a počet všetkých možných 
kombinácií je rovný n! Pokiaľ sa jedná o prípad, kedy prejde obchodný cestujúci 
z mesta A do mesta B rovnakú vzdialenosť ako z mesta B do mesta A sa 2n ciest 
opakujú v takomto prípade konštatujeme, že konečný počet všetkých možných 
kombinácií je (n-1)!/2. Počet všetkých možných kombinácií veľmi rýchlo narastá 
s počtom miest, ktoré má obchodný cestujúci navštíviť. V prípade, že obchodný 
cestujúci má navštíviť 10 miest, vyplýva z toho že má pred sebou 181000 riešení, 
ktorými ich môže všetky navštíviť. Pre príklad môžeme ešte uviesť, že pokiaľ by mal 
navštíviť 20 miest možných kombinácií by bolo 1016 a pre 50 miest by kombinácií 
bolo až 1062 čo predstavuje obrovské množstvo. Na tomto príklade sme si ukázali, že 
výpočtová náročnosť pri niektorých problémoch je obrovská a ani tie najlepšie 
počítače si s ňou nemusia poradiť [3]. 
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4. Základné pojmy evolučných algoritmov 
 
Evolučné algoritmy pozostávajú z množstva komponentov, procedúr alebo 
operátorov, ktoré musíme zadať, aby sme mohli presne definovať evolučný 











Pokiaľ chceme, aby vedel evolučný algoritmus vhodne manipulovať 
s jedincami, tie musia byť vhodným spôsobom reprezentovane, čiže kódované. 
Správna voľba reprezentácie je jedným z hlavných faktorov pri aplikácií evolučných 
algoritmov. O tom, či algoritmus bude úspešný pri riešení daného problému, môže 
práve rozhodnúť vhodná reprezentácia, ktorú použijeme. Aj napriek tomu, že tento 
krok je považovaný za veľmi dôležitý z hľadiska úspešnosti algoritmu, neexistuje 
všeobecne použiteľný návod, ako túto reprezentáciu voliť. Pomocou použitej 
reprezentácie definujeme priestor prehľadávania a tým zároveň stanovujeme: 
 
 - veľkosť prehľadávaného priestoru 
 - vzťah prehľadávaného priestoru k priestoru kandidátov riešení 
 - požiadavky na genetické operátory 
 
Úsilie, ktoré musíme vynaložiť na prehľadávanie priestoru priamo ovplyvňuje veľkosť 
tohto priestoru. Čím väčší je priestor, ktorý prehľadávame, tým väčšie úsilie na to 
musíme vynaložiť. Vzťah medzi prehľadávaným priestorom a priestorom kandidátov 
je sprostredkovaný použitým spôsobom dekódovania. Konečný návrh reprezentácie 
je ovplyvnený zložitosťou dekódovania a vzťahom medzi reprezentáciami riešení 





Evolučné algoritmy sú založené na tom, že pracujú s populáciou jedincov. 
Populáciu s ktorou pracujú si môžeme predstaviť ako maticu N x M, kde v stĺpcoch 
sa nachádzajú jedinci a v riadkoch ich parametre. Každý z jedincov predstavuje 
aktuálne riešenie daného problému. Populáciu môžeme popísať aj ako množinu 
argumentov účelovej funkcie, u ktorých hľadáme optimálnu číselnú kombináciu. Ku 
každému jedincovi je priradená účelová funkcia nazývaná aj ako vhodnosť, ktorá 
hovorí o tom, ako vhodný alebo nevhodný je jedinec pre ďalší vývoj populácie. Táto 
hodnota nesie iba informáciu o kvalite daného jedinca, ale nijako sa nezúčastňuje na 
evolučnom procese. Evolučné algoritmy cyklicky vytvárajú nové populácie, čo 
znamená, že neustále sa snažia nahrádzať staré populácie novými, lepšími. 
Samozrejme, že tento proces nie je náhodný, naopak, je presne definovaný 
matematickými pravidlami. Podľa toho, akú reprezentáciu jedincov použijeme a aké 
pravidlá na vytvorenie nových populácií na ňu aplikujeme rozlišujeme o aký evolučný 
algoritmus sa jedná [3]. 
4.3 Selekcia 
 
Pomocou selekcie vytvárame skupinu rodičov z aktuálnej populácie jedincov. 
Počet rodičov, ktorých potrebujeme je daný počtom potomkov, ktorých je potrebné 
vygenerovať v danej generácií evolučného cyklu a použitými genetickými operátormi. 
Vo všeobecnosti platí, že počet jedincov v populácií sa nemusí rovnať počtu 
vybratých rodičov, avšak aj napriek tomu táto rovnosť nastáva veľmi často. Výber 
jedincov prostredníctvom selekcie je založený na tom, ktoré jedince majú akú šancu 
na reprodukciu. Jedince s malou šancou, nemusia byť zaradené do skupiny rodičov 
vôbec. Naopak, jedince, ktorých šanca na reprodukciu je vysoká, môžu byť zaradené 
medzi rodičov viackrát. Problémom pri selekcií je, pomocou čoho sa dajú určiť šance 
jedincov na reprodukciu, nakoľko tieto jedince nemajú explicitne priradenú žiadnu 
šancu na reprodukciu. Musíme ju preto vyjadrovať pomocou známych vlastností, 
ktoré vieme, že jedince majú. Jedincov preto rozdeľujeme nie podľa ich šancí na 
reprodukciu, ale podľa ich vhodnosti. Ak teda dosiahneme to, že nepotrebujeme 
rozlišovať šance jedincov na reprodukciu, potom nepotrebujeme ani zväzovať tieto 
šance s vhodnosťou jedincov a tak nadpriemerné jedince budú mať rovnaké šance 
ako jedince priemerné. Pomocou toho potom dokážeme selekciu definovať ako 
vzorkovanie populácie jedincov a výber rodičov tak, že jedince, ktoré sú vhodnejšie 
na reprodukciu majú väčšiu šancu ako jedince menej vhodné. Ak potom použijeme 
selekčnú metódu založenú na preferencií jednej skupiny jedincov pred druhou potom 
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sa selekcia stáva zdrojom selekčného tlaku a čím je táto preferencia väčšia tým sa aj 
selekčný tlak zväčšuje [4].  
4.4 Kríženie 
 
U kríženia sa jedná o prehodenie častí chromozómu rodičov v určitom bode. 
Kríženie môže byť: jednobodové, dvojbodové alebo viacbodové. 
 
 Jednobodové – Ku kríženiu chromozómov dochádza v jednom určitom bode. 
Obr. 5: Jednobodové kríženie 
 
 Dvojbodové – V tomto prípade nastáva výmena chromozómov strednej  
            časti, medzi dvoma náhodne vybratými bodmi. 
Obr. 6: Dvojbodové kríženie 
 






Obr. 7: Viacbodové kríženie 
 
Kríženie sa prevádza podľa parametrov pravdepodobnosti kríženia, ktorá nám 
hovorí, ako často sa kríženie bude prevádzať. Pokiaľ sú potomkovia presnými 
kópiami svojich rodičov, znamená to, že pravdepodobnosť je nulová. Neznamená to 
však, že nová populácia je totožná s tou starou. Táto odlišnosť aj pri nulovej 
pravdepodobnosti je spôsobená tým, že tu dochádza k výberu rodičov, ktorý sa 
zúčastňujú produkcie potomkov. V prípade 100% pravdepodobnosti, sú všetci 
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potomkovia vytvorený krížením. Kríženie predpokladá, že potomkovia dostanú lepšiu 
časť chromozómov, ktorá povedie, k nájdeniu lepších riešení [3]. 
4.5 Mutácia 
 
Po krížení nastáva mutácia, ktorá invertuje určité náhodne vybraté bity. Z nuly 
sa stáva jednotka a naopak. Znovu ako pri krížení existuje viacero druhov mutácie: 
jednobodová, dvojbodová alebo viacbodová. 
Mutácia sa tak isto ako aj kríženie prevádza podľa pravdepodobnosti mutácie. 
Pokiaľ je pravdepodobnosť 100% nastáva zmena celého chromozómu a naopak 
v prípade pravdepodobnosti nulovej k mutácií nedochádza. Mutácia nám slúži aby 




V tomto kroku dochádza k formovaniu nasledujúcej generácie jedincov na 
základe jedincov, ktorí sú práve k dispozícií. Vo všeobecnosti sa jedná o dve skupiny 
jedincov, ktorými sú jedince, ktoré vytvárajú pôvodnú populáciu v t-tej generácií 
a nové jedince, potomkovia, ktorí sú vytvorení v t-tej generácií aplikovaním 
genetických operátorov na vopred vyselektovaných rodičov. 
Z týchto dvoch skupín sa vhodným spôsobom vyberá skupina jedincov, ktoré 
budú reprezentovať novú populáciu. Rozdiel medzi náhradou a selekciou je, že pri 



















Obr. 8: Všeobecná štruktúra evolučného algoritmu 
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5. Popis použitých algoritmov 
5.1 Genetické algoritmy 
 
Genetické algoritmy patria medzi základné stochastické optimalizačné 
algoritmy. V dnešnej dobe patria medzi najčastejšie používané optimalizačné 
algoritmy. Genetické algoritmy vychádzajú z Darwinovej evolučnej teórie, ktorá je 
založená na prežití len najlepšie prispôsobených jedincov z populácie. Reprodukciou 
dvoch jedincov, ktoré majú vysoký fitness, nám vznikajú potomkovia, ktorí budú 
veľmi dobre prispôsobení na úspešné prežitie. Keď sa na tento proces pozrieme 
podrobnejšie, zisťujeme, že do tohto procesu zasahuje určitým spôsobom aj mutácia, 
ktorá náhodným spôsobom ovplyvňuje, či už kladne alebo záporne genetický 
materiál populácie jedincov. Pre lepšie pochopenie si vysvetlíme, čo pojem fitness 
function znamená. V prvom rade odohráva kľúčovú úlohu v genetických algoritmoch. 
Fitness, je kladné číslo, ktoré je priradené genetickej informácií reprezentujúcej 
organizmus. Táto informácia býva väčšinou vyjadrená pomocou bitového reťazca 
a hovorí o tom, ako úspešný bude organizmus v plnení svojich úloh v danom 
prostredí a ako úspešný bude pri tvorení nových organizmov teda vyjadruje jeho 
úspešnosť pri reprodukcií [6].  
5.1.1 Terminológia genetických algoritmov 
 
Parametre jedincov, ktoré patria do genetických algoritmov sa nazývajú gény. 
Tieto gény potom tvoria reťazec, ktorý sa nazýva chromozóm. Súbor parametrov 
chromozómov sa nazýva genotyp. Kvalita, ktorá určuje vhodnosť jedinca pre ďalší 
vývoj v evolúcií sa nazýva fenotyp. Účelová funkcia nazývaná aj cost function 
a vhodnosť, ktorá sa taktiež nazýva aj fitness function sú ďalšie pojmy, ktoré patria 




Genetické algoritmy používajú binárne kódovanie. Jedinec kóduje priamo iba 
riešenie bez dodatočných informácií. Ak je riešenie problému reprezentované 
pomocou n atribútov a pre zakódovanie hodnoty i-tého atribútu je potrebné použiť li 
bitov, potom jedinec pozostáva z: 
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ill                                                            (1) 
 
bitových pozícií, ktoré vytvárajú lineárnu štruktúru jedinca [4]. 
5.1.3 Vhodnosť 
 
Vhodnosť je odvodená z hodnoty účelovej funkcie. Pre určenie vhodnosti je 
potrebné vykonať nasledujúce transformácie, ktoré sú závislé od charakteru účelovej 
funkcie a jej oboru hodnôt [4]. 
 
 ak účelová funkcia vyžaduje minimalizáciu, tak sa minimalizačný problém 
transformuje na problém maximalizačný 
 ak obor hodnôt účelovej funkcie obsahuje aj záporné hodnoty, tak sa 
transformuje na interval nezáporných hodnôt. 
5.1.4 Selekcia 
 
Jedná sa o uchovávajúcu selekciu s produkciou selekčného tlaku. Ako 
selekčná metóda sa používa stochastické vzorkovanie s náhradou. Na začiatku sa 
pre každého jedinca určí pravdepodobnosť jeho selekcie použitím selekcie 
proporcionálnej . Následne sa pre každého jedinca vypočíta jeho očakávaný počet 
rodičov a ten sa realizuje danou selekčnou metódou.  
Selekčná metóda nepracuje priamo s vhodnosťou jedincov. Najskôr je 
premapovaná na hodnoty, ktoré zabezpečia dostatočný selekčný tlak počas celého 
behu algoritmu. Premapovanie je realizované tak, že maximálna hodnota vhodnosti 
v aktuálnej populácií je premapovaná na dvojnásobok hodnoty, na ktorú je 
premapovaná priemerná vhodnosť populácie. Ak by toto viedlo k tomu, že minimálna 
vhodnosť v populácií by sa zmenila na zápornú hodnotu, tak sa musí transformačný 




5.1.5 Genetické operátory 
 
Genetické algoritmy používajú obidva typy operátorov. Mutáciu používajú pre 
zmenu informácie kódovanej v rodičoch a kríženie používajú pre kombinovanie 
informácií obsiahnutých v rôznych jedincoch. Tieto operátory však nie sú 
rovnocenné, nakoľko primárnym operátorom je kríženie a mutácia zastáva 
sekundárnu pozíciu.  
Oba tieto operátory sú kombinované za sebou pričom najskôr sa na dvoch 
vyselektovaných rodičoch aplikuje operátor kríženia a až na výsledok tohto kríženia 
sa aplikuje operátor mutácie. Nakoľko sú operátory aplikované na 
pravdepodobnostnom princípe, novo vygenerovaný potomok môže, ale aj nemusí byť 
kombináciou oboch rodičov. Súčasne však môže, ale aj nemusí byť nositeľom novej 
informácie. Môže však nastať aj prípad, kedy bude potomok presnou kópiou jedného 
z rodičov [4]. 
5.1.6 Náhrada 
 
Náhrada je menej významným blokom algoritmu ako je selekcia, táto 
skutočnosť vyplýva z produkcie selekčného tlaku. Jednou z možností je takzvaná 
generačná náhrada, pričom najčastejšie sa generuje iba toľko potomkov, koľko je 




Prvotná populácia je vytvorená pomocou náhodného vzorkovania každej 
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5.2 Evolučná stratégia 
 
Evolučná stratégia patrí medzi prvé úspešné stochastické algoritmy. Táto 
metóda bola navrhnutá začiatkom 60-tych rokov Rechenbergom a Schwefelom 
a bola vyvinutá na Technickej univerzite v Berlíne v roku 1963. Prvé aplikácie tohto 
algoritmu boli zamerané na optimalizovanie tvar telies v aerodynamickom tuneli tak, 
aby mali čo najmenší odpor vo vzdušnom prúdení. Evolučná stratégia vychádza 
z prirodzeného výberu, kde ale od väčšiny ostatných stochastických optimalizačných 
metód nie je evolučná stratégia založená na binárnej reprezentácií premenných, ale 
manipuluje priamo s reálnou reprezentáciou premenných. Táto metóda parí 
v súčasnej dobe medzi dobre rozvinuté optimalizačné metódy, ktoré sa 
predovšetkým venujú technickým aplikáciám v inžinierskych oblastiach [6]. 
Pri značení evolučných algoritmov sa používa syntax „+“ a „ ,“ napríklad (μ+λ) 
alebo (μ, λ)-ES. Parametre μ a λ označujú populáciu rodičov, resp. potomkov 
a symboly „+“ a „ ,“ označujú stratégiu výberu riešenia do novej populácie. Symbol 
„+“ znamená, že sa do novej populácie vyberajú najlepšie riešenia z populácie 
rodičov a potomkov a symbol „ ,“ znamená, že sa do novej populácie vyberajú 
najlepšie riešenia iba z populácie potomkov [3].  
5.2.1 Reprezentácia 
 
Jedná sa o lineárnu štruktúru, ktorá používa reálne kódovanie. Jedinec kóduje 
nie len riešenie, ale aj parametre algoritmu. Ak je riešenie problému reprezentované 
pomocou l atribútov, potom jedinec pozostáva z l(l+3)/2 reálnych čísel z ktorých 
potom: 
 l čísel reprezentuje priamo hodnoty atribútov h1,...,h1. V princípe sa jedná 
o ľubovoľné reálne hodnoty. 
 l čísel reprezentuje smerodajné odchýlky σ1,...,σ1. V tomto prípade sa jedná 
o kladné reálne čísla. 
 l(l-1)/2 čísel reprezentuje rotačné uhly α1,2,...,αl-1,l. Jedná sa o čísla z intervalu 
[-π, π]. 
 
Ako vhodnosť sa použije priamo hodnota účelovej funkcie bez akejkoľvek úpravy [4]. 
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5.2.2 Dvojčlenná ES: (1 + 1) – ES 
 
Jedná sa o najjednoduchšiu verziu evolučnej stratégie, ktorá využíva iba 
jedného jedinca - rodiča z ktorého pomocou takzvaného Gaussového mutačného 
operátora vytvára nového potomka. 
 
                                           ),,,,()11( cos FViteraciafsxES t                                      (2) 
 
x: počiatočný náhodne vygenerovaný rodič 
σ: smerodajná odchýlka pre Gaussovské normálne rozdelenie 
fcost: účelová funkcia, ktorá vracia vhodnosť aktuálneho riešenia 
iterácia: maximálny počet iterácii 
FV: vhodnosť (fitness value), pri jej dosiahnutí sa ES zastaví 
 
Mutácia, ktorá sa prevádza v tomto algoritme pričítaním náhodne 
vygenerovaných čísel pomocou normálneho rozdelenia N(0,σ) k už existujúcemu 
jedincovi má citeľný vplyv na výkon ES. Intenzita mutácie musí byť inverzne 
proporcionálna vzhľadom k počtu premenných a s menšou vzdialenosťou od minima 
musí klesať aj miera mutácie. Za úspešnú mutáciu považujeme pokiaľ nový potomok 
má lepšiu vhodnosť ako vhodnosť rodiča [3]. 
5.2.3 Viacčlenná ES: (μ + λ) – ES a (μ, λ) – ES 
 
Neskôr sa ukázalo že viacčlenná evolučná stratégia je výkonnejšia  ako  
 (1+1) – ES.  
 
                                          ),,,,()( cos FViteraciafES t                                     (3) 
  
μ: počiatočný náhodne vygenerovaný rodičia xi 
σ: smerodajná odchýlka pre Gaussovské normálne rozdelenie 
fcost: účelová funkcia, ktorá vracia vhodnosť aktuálneho riešenia 
iterácia: maximálny počet iterácii 
FV: vhodnosť (fitness value), pri jej dosiahnutí sa ES zastaví 
λ: populácia potomkov 
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Tento typ evolučnej stratégie vyberá do novej rodičovskej populácie jak 
rodičov, tak aj potomkov podľa najlepšej dosiahnutej vhodnosti. Nakoľko bola 
nájdená množina problémov, na ktorých (μ+λ) – ES stagnovala bola navrhnutá aj 
verzia (μ,λ) – ES, ktorá sa od tej predchádzajúcej líši spôsobom akým napĺňa novú 
populáciu. Obe tieto verzie sa dajú kombinovať [3]. 
5.2.4 Rekombinačná ES: (μ/ρ + λ) – ES 
 
Táto stratégia sa od svojich predchodcov líši v tom, že pred vlastnou mutáciou 
jedinca xi pomocou N(0, σ) na výsledného potomka je vytvorený rekombináciou 
niekoľkých rodičov takzvaný rekombinant. Inými slovami sa dá nazvať aj ako 
predpotomok. Počet rodičov je daný parametrom   ,...,1 , pričom parameter ρ=1 
znamená, že rekombinácia sa neuskutoční [3].  
5.2.5 Selekcia 
 
Jedná sa o uchovávajúcu selekciu, bez produkcie selekčného tlaku. Jedince 
sa do úlohy rodičov vyberajú náhodným spôsobom s rovnakou pravdepodobnosťou. 
5.2.6 Genetické operátory 
 
Hlavný operátor pre hodnoty atribútov je mutácia a rekombinácia je 
považovaná za operátor nutný pre samoadaptačný proces parametrov stratégie. 
Operátor mutácie je realizovaný ako trojica za sebou idúcich mutačných 




   
      )1,0(' iii N                                                     (4) 
        )),,0(( ''' 

Nrothh iii   
 
Ako prvé sa určí nová hodnota smerodajných odchýlok, ktoré sú mutované 
multiplikatívnym spôsobom. Použitím exponenciálnej funkcie sa zabezpečí 
nezápornosť odchýliek, nakoľko postupným násobením by sa odchýlky mohli stať 
príliš malými. Tieto odchýlky sú algoritmicky kontrolované aby neklesli pod stanovenú 
hodnotu ε. 
Potom sa určí nová hodnota rotačných uhlov, ktoré sú mutované aditívnym 
spôsobom. Ak sa nejaká hodnota uhla dostane mimo požadovaný interval, tak sa 
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táto hodnota postupne zvyšuje/znižuje o hodnotu 2π dovtedy, pokiaľ sa nedostane 
do požadovaných medzí. Na koniec dochádza k zmene hodnôt atribútov 
prostredníctvom aditívnej mutácie. Následne sa vygenerujú hodnoty odchýlok pre 
všetky atribúty, pričom pre každú z nich sa použije normálne rozdelenie 
pravdepodobnosti s nulovou strednou hodnotou a novou hodnotou smerodajnej 
odchýlky. Tieto odchýlky sa upravujú pomocou rotačných matíc, ktoré využívajú 
zmenené hodnoty rotačných uhlov. Pri krížení sú jednotlivé skupiny hodnôt krížené 
nezávisle na sebe. Poznáme dva druhy kríženia: 
 
 Diskrétne kríženie – pre každú pozíciu sa náhodne vyberá z ktorého rodiča 
bude hodnota prenesená do potomka. Operátor využíva dvoch rodičov pre 
úplnú produkciu potomka 
 Medziľahlé kríženie – jedná sa o kríženie parametrov stratégie 
prostredníctvom aritmetického kríženia. Počas generovania jedného potomka 
je jeden rodič predstavovaný tým istým selektovaným jedincom, zatiaľ čo za 
druhého rodiča sa vyberá nový jedinec osobitne pre každú pozíciu [4]. 
5.2.7 Náhrada 
 
Charakteristickou je deterministická náhrada, ktorá produkuje selekčný tlak. 
K dispozícií je μ jedincov aktuálnej populácie a λ novo vyprodukovaných potomkov, 
ktorých je viac, avšak nová generácia sa formuje iba z najlepších potomkov [4]. 
5.2.8 Inicializácia 
 
Jednotlivé časti jedinca sú inicializované rôznym spôsobom. Pri inicializácií 
hodnôt atribútov sa z jedného štartovacieho bodu, ktorý môže byť vybratý 
užívateľom, alebo náhodne z vopred stanovenej prípustnej oblasti vytvorí pomocou 
mutácie príslušný počet jedincov. Čo sa týka inicializácie hodnoty parametrov 






5.3 Rojenie častíc (PSO) 
 
Anglická skratka PSO popisuje názov Particle swarm optimalization. Jedná sa 
o optimalizačnú techniku, ktorá bola vyvinutá v roku 1995 Russellom Eberhartom 
a Jamesom Kennedym. Táto technika je inšpirovaná sociálnym chovaním 
živočíšnych spoločenstiev ako napríklad húfom rýb alebo vtákov. Základom tejto 
metódy je opäť hľadanie optimálneho riešenia a vytváranie nových a lepších 
generácií ako je tom u napríklad u genetických algoritmov, avšak na rozdiel od nich 
nemá PSO žiadne operátory ako kríženie a mutácia. Častice zisťujú, ktorá z častíc 
(jedincov) má v priestore najlepšie riešenie a jej trajektóriu potom nasledujú [3]. 
5.3.1 Princíp rojenia častíc 
 
Princíp rojenia častíc si môžeme uviesť na príklade vtáčieho kŕdľa. Tento kŕdeľ 
bude mať za úlohu nájsť v určitom priestore najvyššie miesto. Vtáky nevedia, kde 
majú vrchol hľadať, ale po každej iterácie vedia, komu sa zatiaľ to najvyššie miesto 
podarilo nájsť. Otázkou je, ako nájsť vrchol a odpoveďou na ňu je, že vtáky by mali 
nasledovať toho, ktorý lieta v najvyššej nadmorskej výške. 
Každá častica je reprezentovaná parametrami, ktorými sú súradnice 
v priestore, rýchlosť, ktorá usmerňuje ich let a vhodnosťou. Vhodnosť sa vypočíta 
dosadením parametrov do účelovej funkcie a tá nám dá výsledok najnižšiu/najvyššiu 
hodnotu – najlepšia vhodnosť. 
Algoritmus PSO je inicializovaný populáciou náhodne umiestnených častíc 
jedincov. Pre každého jedinca sa vygeneruje vektor rýchlosti, ktorá udáva smer 
jedinca, ktorým sa bude v nasledujúcom kroku uberať. Hodnota účelovej funkcie sa 
potom vypočíta na základe pozície jedincov. Jedinci s najnižšou/najvyššou hodnotou 
potom uložia svoju aktuálnu pozíciu do spoločnej pamäte populácie tak, že každý 
jedinec z populácie vie, kde v priestore sa nachádza najlepšie nájdené riešenie. 
Hodnota najlepšieho riešenia sa označuje gBest. Každý z jedincov má aj svoju 
pamäť, kde si ukladá najlepšiu pozíciu, ktorú zatiaľ dosiahol a porovnáva ju so 
svojimi doposiaľ dosiahnutými hodnotami a volí tú najlepšiu, ktorú si potom uloží do 
pamäte. Táto hodnota sa označuje ako pBest. Pokiaľ každá z častíc zistia svoje 
gBest a pBest upravia svoju rýchlosť a pozíciu podľa nasledujúcich rovníc [3]. 
 
      (5) 
 
)1()()1( ,,  tvtxtx ddidi                                            (6)  
))(())(()()1( ,2,,1 txgBestrandctxpBestrandctvtv diddididd 
 32 
kde:  
)1( tvd  - rýchlosť jedinca v nasledujúcom kroku 
 
)(tvd   - rýchlosť jedinca v tomto kroku    
 
)1(, tx di  - pozícia jedinca v nasledujúcom kroku 
 
)(, tx di   - pozícia jedinca v tomto kroku 
 di
pBest ,  - doposiaľ najlepšia dosiahnutá pozícia jedinca 
 d
gBest
 - najlepšia dosiahnutá pozícia v populácií 
 rand   - náhodné číslo v intervale (0,1) 
 1c , 2c   - učiace faktory (obvykle sa udáva hodnota 2) 
 
Z rovnice sa dá odvodiť, že jedinec sa môže vydať tromi smermi: 
 
 Individuálny – jedinci pokračujú svojou vlastnou cestou 
 Konzervatívny – Jedinci sa vracajú na svoju doposiaľ najlepšiu pozíciu 
 Prispôsobivý – nasledujú jedinca, ktorý zatiaľ našiel najlepšie riešenie 
 
 
Obr. 9: Skutočný pohyb častíc ovplyvnený jej tendenciami 
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Jedinci sa presúvajú novou vypočítanou rýchlosťou na novú pozíciu, kde sa 
následne spočíta vhodnosť v mieste každého jedinca a tento cyklus sa znovu 
opakuje. Vmax udáva maximálnu rýchlosť častice. Pokiaľ častica presiahne túto 
maximálnu rýchlosť vygeneruje sa jej nová rýchlosť alebo sa jej stávajúca rýchlosť 
obmedzí na hodnotu Vmax. Hodnota maximálnej rýchlosti slúži ako ochranný 
mechanizmus, aby častice prudko nezvyšovali svoju rýchlosť.  
Medzi hlavné nevýhody PSO algoritmu patria napríklad skutočnosť, že často 
dochádza k vygenerovaniu veľkej rýchlosti jedincov, ktorá potom spôsobuje 
vzďaľovanie sa jedincov od doterajšieho najlepšieho riešenia. Tento problém sa rieši 
práve vyššie popísanou hodnotou Vmax. Pri zložitých problémoch ma PSO sklon 
k predčasnej konvergencií a ako posledná nevýhoda je, že PSO ma veľa 
nastaviteľných parametrov, čo môže v niektorých situáciách viesť k problémom [3]. 
5.3.2 Parametre Rojenia častíc (PSO) 
 
Ak chceme aby táto metóda fungovala správne musíme jej na začiatku 
nastaviť parametre, ktoré ovplyvňujú priebeh tohto algoritmu a tým aj jeho výsledok. 
Medzi parametre, ktoré nastavujeme u PSO patrí: 
 
 Dimenzia – je to parameter, ktorý je daný problémom, ktorý treba 
optimalizovať. Jedná sa o počet argumentov účelovej funkcie. Každý 
z jedincov má vytvorený vektor s pozíciami a rýchlosťami, ktorého počet 
argumentov je rovnaký s parametrom dimenzie [3].  
 Rozsah – udáva veľkosť prehľadávaného priestoru. Pre rôzne dimenzie 
môžeme špecifikovať rôzne rozsahy. Pomocou vzorového jedinca ináč 
nazývaného aj spicemen, môžeme určiť pre každú dimenziu oblasť v ktorej 
potom budeme hľadať možné riešenie. Oblasť môže byť udaná dvoma, či 
viacerými intervalmi, teda nemusí byť spojitá a pomocou vzorového jedinca 
určujeme typ a počet parametrov jedinca [3]. 
 Počet častíc – je to parameter, ktorý sa u iných algoritmov nazýva veľkosť 
populácie. Parameter počet častíc vyjadruje počet jedincov, ktorí sa budú 
podieľať na hľadaní optimálneho riešenia a čím bude tento počet väčší, tým 
hustejšie bude daný priestor prehľadávaný. Zvýši sa však výpočtová 
náročnosť a aj čas za ktorý dosiahneme výsledok. Typicky sa počet častíc volí 
v rozsahu 20 až 40 častíc [3]. 
 Vmax – ako sme už spomínali, tento parameter udáva maximálnu rýchlosť 
častíc. Príliš nízka hodnota znamená, že priestor je prehľadávaný dôkladne, 
ale prehľadá sa iba malá oblasť. Naopak príliš vysoká hodnota znamená, že 
častice sa príliš vzďaľujú a metóda sa stáva náhodným prehľadávacím 
 34 
algoritmom. Vmax sa zvyčajne nastavuje ako 1/20 prehľadávaného priestoru 
[3].   
 Učiaci faktor c1 a c2 – rozhodujú o tom akým smerom budú častice putovať 
v priestore. Faktor c1 uprednostňuje návrat na svoju doposiaľ najlepšiu 
dosiahnutú pozíciu pred nasledovaním najlepšej hodnoty celej populácie. 
Naopak faktor c1nasleduje najlepší dosiaľ dosiahnutý výsledok populácie. 
Oba tieto parametre sú ešte násobené náhodným číslom, ktoré je z intervalu 
(0,1), ktoré zapríčiňuje to, že sa priorita u jednotlivých faktorov môže obrátiť. 
V niektorých literatúrach sa uvádza násobenie fixnými číslami, a v tom prípade 
rýchlosť jedincov nie je ovplyvňovaná náhodou. Najčastejšie c1 a c2 nadobúda 
hodnotu 2, ale existujú aj špeciálne prípady, kedy sa vyberá hodnota 
z rozsahu (0,4) [3].  
 Zotrvačnosť – tento parameter bol predstavený v roku 1998 a označuje sa aj 
ako váha - w. Pokiaľ w nadobúda hodnotu menšiu ako 1 dochádza 
k zabúdaniu rýchlosti a tá zároveň klesá.  
 
    
))(())(()()1( ,2,,1 txgBestrandctxpBestrandctvwtv diddididd           (7)  
  
Zotrvačnosť býva na začiatku nastavená na určitú hodnotu a jej hodnota sa 
behom výpočtu mení smerom dolu, čiže sa znižuje. Inokedy sa zasa môžeme 
stretnúť s nastavením počiatočnej a koncovej hodnoty zotrvačnosti wstart 
a wend. Parameter w sa potom počíta podľa nasledujúceho vzťahu. 
 






                                               (8) 
 
kde: iterácia   – vyjadruje číslo poradia migračného kola, 
                 Migrácia – je celkový počet migračných kôl.   
 
Tento vzťah zaručuje, že jedinec zo začiatku prehľadáva priestor po veľkých 
skokoch, ktoré neustále zmenšuje a tým umožňuje prehľadávanie bližšieho 
okolia najlepšieho jedinca [3]. 
 Constriction faktor χ – vyskytuje sa v niektorých PSO, ktoré ho používajú 
namiesto parametru zotrvačnosti. Doporučená hodnota je χ = 0,729 [3]. 
 
 ))(())(()()1( ,2,,1 txgBestrandctxpBestrandctvtv diddididd          (9) 
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5.3.3 Ďalšie varianty algoritmu PSO 
 
Ani tomuto algoritmu sa nepodarilo dlho ostať vo svojej základnej verzií a tak 
čoskoro prišli nové modifikácie a vylepšenia. 
 Susedstvo – táto varianta sa snaží obmedzovať riziko predčasnej 
konvergencie častíc do lokálnych extrémov. Od základnej varianty sa odlišuje 
v tom, že jedinci sú rozdelení do skupín takzvaných susedstiev a tie môžu byť 
dvojaké. Prvý typ sa nazýva Geografický, avšak ten má problém 
s definovaním hraníc a vzdialeností. Jedná sa teda o problém presne určiť 
kedy daný jedinec ešte parí do daného susedstva a kedy už nie. Druhé 
susedstvo je používané oveľa častejšie a nazýva sa Sociálne. V tomto prípade 
sú jedinci susedmi bez ohľadu, kde sa v danom prehľadávanom priestore 
nachádzajú. Ich susedstvo je založené na poradovom čísle jedincov. Pre 
sociálne susedstvo sa používajú rôzne topológie a najčastejšie používanou je 
kruhová topológia. Jedná sa o navzájom prepojené susedstvá a všetci 




Obr. 10: Susedstvo častíc v topológií kruhu 
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V prípade výpočtu, ktorý je použitý v rovnici (5) sa nebude počítať s najlepším       
jedincom z celej populácie gBest, ale iba s najlepším jedincom zo susedov    
s takzvaným lBest [3].  
 Speciation PSO – je to varianta v ktorej sa jednotlivé časti jedincov odlišujú 
do ostatných. Môžu sa odlišovať buď v morfologickom alebo biologickom 
zmysle. Pokiaľ hovoríme o morfologickom koncepte navzájom sa odlišujú 
svojim vzhľadom. V prípade biologického konceptu sú druhy skupiny jedincov, 
ktorí sa krížia vo vnútri skupiny a izolujú sa tak od ostatných jedincov. 
V priebehu jednej iterácie sa vyberie skupina jedincov a tí vedú celú svoju 
skupinu [3]. 
 Niching PSO – táto varianta je založená na vytváraní podskupín, ktoré potom 
prehľadávajú danú oblasť podrobnejšie. Na začiatku sa vygeneruje skupina 
častíc, ktoré sú náhodne rozptýlené po priestore. Častica, ktorá nájde 
najlepšie riešenie vytvorí s okolitými časticami skupinku, ktorá danú oblasť 
prehľadá podrobnejšie. Takto sa skupina neustále delí na podskupiny, ktoré 
potom prehľadávajú sľubné oblasti [3]. 
 INPSO – je to varianta, ktorá je založená na tom, že pri hľadaní riešení 
používa viac susedstiev, ktoré sú navzájom na sebe nezávislé [3]. 
 Hybrid PSO – je to kombinácie INPSO a GPEA (Geometrical Place 
Evolutionary Algorithm). Výhodou INPSO je rýchlosť, ale v niektorých 
prípadoch nedokázala nájsť riešenie a naopak GPEA je pomalý, ale riešenie 
nájde vždy [3]. 
 Dynamic Neighbourhood PSO – častice sa tu delia taktiež do nezávislých 
susedstiev avšak tieto častice v týchto susedstvách neostávajú natrvalo. 








5.4 Diferenciálna evolúcia 
 
Tento typ algoritmu bol vyvinutý v roku 1995 Kenom Pricom a Rainerom 
Stormom a je veľmi podobný genetickým algoritmom. Títo dvaja páni najskôr vyvinuli 
genetické žíhanie a potom sa dohodli, že ho vylepšia a použijú ho na riešenie 
zložitejších problémov. U genetického žíhania prišlo k zmene binárnej reprezentácie 
na dekadickú a logické operácie sa zmenili na vektorové, čím sa stalo genetické 
žíhanie algoritmom vhodným pre numerickú optimalizáciu. Následne bola veľmi 
rýchlo objavená diferenciálna mutácia, ktorá generuje skúšobné riešenie tak, že 
pripočíta rozdiel dvoch náhodne zvolených jedincov k tretiemu jedincovi z populácie. 
Metóda diferenciálnej evolúcie potom vznikla ako kombinácia diferenciálnej mutácie 
a metódy selekcie z genetického žíhania. Neskôr sa však princípy genetického 
žíhania ukázali ako nadbytočné a tak boli z tohto algoritmu vypustené. Rainer Storm 
sa potom rozhodol vytvoriť populáciu potomkov vo zvláštnej populácií, ktorá súperila 
o miesto v novej populácií až pokiaľ sa nenaplnila. Táto varianta algoritmu 
dosahovala veľmi dobré výsledky na testovacích funkciách, ale neskôr sa ukázal, že 
nie je vhodná na riešenie problémov zo širokej optimalizačnej množiny. Preto sa 
vyvinula aj tretia varianta diferenciálnej evolúcie, ktorá sa neskôr predstavila širšej 
verejnosti [3]. 
5.4.1 Parametre a terminológia 
 
 CR – tento parameter sa nazýva prahom kríženia a môže nadobúdať hodnoty 
z intervalu [0,1]. V prípade, že tento parameter nastavíme na 0 nastane 
situácie, že mutácia sa nedostane do skúšobného jedinca, čoho následkom 
bude, že skúšobný jedinec bude kópiou svojho rodiča a evolúcia sa zastaví. 
Pokiaľ parameter CR nastavíme na hodnotu 1 bude skúšobný jedinec 
vytvorený iba z troch náhodne vybraných rodičov a algoritmus sa bude 
podobať na náhodne prehľadávanie ako evolučnému algoritmu. Z tohto 
dôvodu je vhodné aby parameter CR nikdy tieto hodnoty nenadobudol. 
 D – v tomto prípade sa jedná o parameter s názvom dimenzia problému, ktorý 
vyjadruje počet argumentov účelovej funkcie. Tento parameter je daný 
problémom, ktorý riešime a pokiaľ by sme ho chceli zmeniť museli by sme 
preformulovať celý problém. 
 NP – tento parameter udáva veľkosť populácie a nemal by klesnúť pod 
hodnotu 4. Je to minimálna veľkosť populácie pri ktorej tento algoritmus ešte 
pracuje. Hodnota na ktorú sa tento parameter nastavuje vychádza zo 
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skúseností s týmto algoritmom a rozsah populácie by mal byť v rozmedzí 
[10D, 100D]. 
 F – tento parameter vyjadruje mutačnú konštantu, ktorej hodnota je z intervalu 
[0,2] 
 Generation – tento parameter udáva počet evolučných cyklov, behom ktorých 
sa celá populácia vyvíja.  
 




Interval Doporučená Poznámka 
NP [10D, 100D] 10D Pokiaľ je funkcia vysoko multimodálna 
tak veľkosť populácie je 100D 
F [0, 2] 0,3 - 0,9 Mutačná konštanta 
CR [0, 1] 0,8 - 0,9 
Prah kríženia CR<<1 pokiaľ je funkcia 
separabilná a CR ≈1,pokiaľ je 
neseparabilná 
Generation užívateľ   Počet kôl šlachtenia populácie 
 
Tab. 1: Hodnoty riadiacich parametrov diferenciálnej evolúcie 
5.4.2 Populácia 
 
Tvorba populácie je rovnaká ako aj pre ostatné evolučné algoritmy a venovali 
sme sa jej v kapitole 4.2. 
5.4.3 Mutácia 
 
Mutácia je veľmi dôležitá pri tvorení nových jedincov v každom evolučnom 
algoritme. Odlišnosťou u diferenciálnej evolúcie je fakt, že k vytvoreniu ďalšieho 
potomka je za potreby štyroch rodičov a nie dvoch ako je tomu u iných algoritmov. 
Pre každého jedinca sa náhodne vyberajú ďalší traja iní jedinci, ktorí potom tvoria 
šumový vektor „v“, ktorý je mutáciou kombinácie troch náhodne vybraných rodičov. 
Mutácia funguje tak, že mutačnou konštantou F vynásobíme rozdiel dvoch náhodne 
vybraných rodičov a výsledok pripočítame k ostávajúcemu tretiemu vektoru [3]. 
 












Podobne ako odlišnosť pri mutácií sa diferenciálna evolúcia odlišuje aj pri 
krížení, nakoľko kríženie nastáva až po procese mutácie, zatiaľ čo napríklad 
u genetických algoritmov sa najskôr vytvorí potomok pomocou kríženia a potom 
dochádza k jeho mutácií. Kríženie v diferenciálnej evolúcií funguje tak, že sa zo 
štvrtého nepoužitého rodiča a šumového vektoru vytvorí nový jedinec, ktorý sa 
nazýva takzvaným skúšobným vektorom. Skúšobný vektor je vytvorený pomocou 
parametru CR, ktorý sa porovnáva s náhodne vygenerovaným číslom. Pokiaľ je 
vygenerované číslo menšie ako hodnota parametru CR, tak do príslušného 
parametru, ktorý sa nachádza v skúšobnom vektore sa presunie parameter zo 
šumového jedinca a naopak. Týmto spôsobom sa vytvorí úplne nový jedinec, ktorý 
potom súťaží so štvrtým jedincom zo starej populácie o miesto v populácií novej [3]. 
 
5.4.5 Princíp diferenciálnej evolúcie 
 
Princípom diferenciálnej evolúcie je vyšľachtiť čo najlepšiu populáciu jedincov. 
K tomu aby sme toho dosiahli treba behom každej generácie previesť nasledujúce 
kroky: 
1. Stanovenie parametrov – jedná sa o nastavenie parametrov, ktoré sú 
popísané v Tab. 1. Treba ešte nadefinovať prototyp jedinca (Specimen), kde 
treba vybrať, z akých typov čísel sa budú skladať jedinci. Či sa bude jednať 
napríklad o integer alebo real. 
2. Tvorba populácie – vytvoríme ju tak, že podľa typového vektoru 
vygenerujeme množinu jedincov avšak pri každom jedincovi máme o prvok 
účelovej funkcie navyše. 
3. Cyklus generácie – behom každej generácie sa postupne vyberá jeden 
aktívny jedinec za druhým až kým sa nedostaneme ku koncu populácie 
a následne sa prevádza evolučný cyklus ktorý je popísaný v kapitole 4.  
4. Evolučný cyklus – v tomto cykle sa náhodne volia 3 rôzne vektory 
z populácie, z ktorých prvé dva od seba odpočítame z čoho dostaneme 
diferenčný vektor, ktorý potom vynásobíme mutačnou konštantou F. Po 
vynásobení dostávame váhový diferenčný vektor, ktorý sa pripočíta k tretiemu 
náhodne vybranému vektoru a získa sa tak šumový vektor. Následne sa 
pripraví skúšobný vektor a zo šumového a cieľového vektoru vyberáme vždy 
jeden prvok a pre takúto dvojicu vybraných prvkov sa vygeneruje vždy 
náhodné číslo, ktoré je z rozsahu [0, 1] a to sa porovnáva s konštantou CR. 
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Pokiaľ je toto číslo menšie ako CR, tak do skúšobného vektoru sa umiestni 
prvok zo šumového vektoru a pokiaľ je vygenerované číslo väčšie ako CR, tak 
sa do skúšobného vektoru umiestňuje prvok z cieľového vektora. Potom 
účelová funkcia takto získaného vektoru sa porovnáva s hodnotou účelovej 
funkcie vektoru cieľového. V cieľovom vektore sa vyberá potom jedinec 
s lepšou hodnotou účelovej funkcie. Tento cyklus sa opakuje pre všetkých 
jedincov v populácií. 
5. Testovanie ukončovacích parametrov – k ukončeniu diferenciálnej evolúcie 
dôjde vtedy pokiaľ sa prevedie užívateľom stanovený počet generácií. Iný 
ukončovací parameter pre základnú verziu diferenciálnej evolúcie sa 
nepoužíva. 
6. Vyhodnotenie – v behu každej generácie sa uloží najlepšia dosiahnutá 
hodnota účelovej funkcie najlepšieho jedinca. Ta sa dá potom vykresliť do 
grafu a následne vyhodnocovať. 
 
Kvalitu a priebeh šľachtenia u diferenciálnej evolúcie môžeme ovplyvniť 
pomocou nasledovných faktorov. Nastavením riadiacich parametrov, veľkosťou 
populácie, počtom generácií, nadefinovaním účelovej funkcie a nakoniec 
nadefinovaním rôznych obmedzení [3]. 
5.4.6 Varianty diferenciálnej evolúcie 
 
Doposiaľ sme popisovali len základnú verziu diferenciálnej evolúcie, ktorá je 
postavená na verzií DERand1Bin. Existujú však aj iné varianty, ktoré sa navzájom 
odlišujú v rôznych výpočtoch šumového vektoru „v“. 
 







jbest xxFxv                                                           (11) 







jr xxFxv          (12) 











ji xxFxxxv         (13) 











jbest xxxxFxv        (14) 











jr xxxxFxv        (15) 
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jbest xxFxv          (16) 







jr xxFxv          (17) 











ji xxFxxxv         (18) 











jbest xxxxFxv        (19) 











jr xxxxFxv        (20) 
 
V týchto rovniciach môžeme nájsť niektoré, ktoré sú úplne totožné. Je to spôsobené 
tým, že sa jedná iba o vlastné postupy výpočtov šumového vektoru „v“. Jednotlivé 
verzie sa odlišujú v spôsobe plnenia nového jedinca [3]. 
5.4.7 Stagnácia 
 
Jednou z nevýhod diferenciálnej evolúcie je takzvaná stagnácia, ktorá 
zapríčiňuje zastavenie vývoja účelovej funkcie smerom k nižším hodnotám ešte 
predtým ako stihnú dosiahnuť globálny extrém. Zatiaľ sa nepodarilo zistiť, kvôli čomu 
tento jav nastáva, avšak populácia pri ňom ostáva stále diverzibilná aj keď 







Tento algoritmus vznikol v roku 1999 a bol vyvinutý na princípoch, ktoré sa 
dajú odpozorovať v prírode a ktorými sa riadia inteligentní jedinci, ktorí spolupracujú 
na riešení spoločnej úlohy. Skratka SOMA znamená Samo-organizujúci sa migračný 
algoritmus. Na rozdiel od evolučných algoritmov sa noví jedinci a potomkovia 
netvoria pomocou kríženia rodičov, ale ich tvorba je založená na spoločnom 
prehľadávaní priestoru možných riešení daného problému. Nakoľko algoritmus 
SOMA nekopíruje evolučné algoritmy, ale vychádza z princípov spolupráce jedincov, 
ktorí migrujú v priestore možných riešení sa evolučný cyklus známy u evolučných 
algoritmov ako „generácia“ premenoval na takzvané „ migračné kolo“. Ako príklad 
z reálneho života, kde sa s týmto algoritmom môžeme stretnúť je svorka vlkov, ktorí 
hľadajú potravu. Samo-organizácia, ktorá sa spomína v názve vyplýva z faktu, že 
behom hľadania lepšieho riešenia sa jedinci ovplyvňujú navzájom. Inak povedané 
skupina jedincov si organizuje sama vzájomný pohyb [3]. 
5.5.1 Parametre a terminológia 
 
Parametre, ktoré ovplyvňujú funkciu algoritmu SOMA sa delia do dvoch 
kategórií. Sú to riadiace a ukončovacie parametre, pričom riadiace algoritmy 
ovplyvňujú kvalitu algoritmu z hľadiska účelovej funkcie a parametre ukončovacie 
nám podľa nadefinovaných podmienok algoritmus ukončia.  
V nasledujúcej tabuľke sú doporučené rozsahy jednotlivých parametrov, ktoré sa pre 
algoritmus SOMA nastavujú. 
  
Parameter Doporučený rozsah Poznámka 
PathLength [1,1; 5>] Riadiaci parameter 
Step [0,11; PathLength] Riadiaci parameter 
PRT [0; 1] Riadiaci parameter 
D dané problémom Počet argumentov účelovej funkcie 
PopSize [10; definuje užívateľ] Riadiaci parameter 
Migrácia [10; definuje užívateľ] Ukončovací parameter 
MinDiv 
[± lubovolný; definuje 
užívateľ] Ukončovací parameter 
 
Tab. 2: Význam parametrov algoritmu SOMA 
 
 PathLength – je to parameter, ktorý určuje, ako ďaleko sa aktívny jedinec 
zastaví od vedúceho jedinca. Parameter PathLength môže nadobúdať 
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hodnoty z intervalu [1, 5]. Pri nastavení tohto parametru na hodnotu 1 sa 
aktívny jedinec zastaví na pozícií jedinca vedúceho. Pokiaľ je hodnota 
PathLength menšia ako 1 nastane degenerácia migračného procesu, čo 
znamená, že budú nájdené len lokálne extrémy. Je to z dôvodu, že aktívny 
jedinec sa zastaví ešte pred vedúcim jedincom. Z tohto dôvodu sa hodnota 
PathLength doporučuje nastavovať vždy väčšia ako 1. Najčastejšie sa však 
nastavuje PathLength na hodnotu 3.  
 Step – tento parameter určuje ako sa navzorkuje cesta aktívneho jedinca 
a tým sa určí ako bude táto cesta mapovaná. Pokiaľ nie je známa aká 
geometria reprezentuje účelovú funkciu, potom sa hodnota kroku nastavuje 
na nízku hodnotu v opačnom prípade ju treba nastaviť na hodnotu vysokú. 
Dôležité je nastaviť hodnotu kroku tak aby vzdialenosť medzi vedúcim 
a aktívnym jedincom nebola ich celočíselným násobkom. Pokiaľ by sme toto 
nedodržali, diverzibilita populácie by sa zhoršila a proces by sa tak rýchlejšie 
mohol dostať do lokálneho extrému. 
 PRT – tento parameter sa označuje ako perturbácia a je to jeden 
z najdôležitejších parametrov, ktorý je zároveň najcitlivejší. Tento parameter 
ovplyvňujem, či sa aktívny jedinec bude pohybovať priamo k vedúcemu 
jedincovi alebo nie. Tento parameter sa nastavuje v rozsahu [0, 1] a pokiaľ ho 
nastavíme na hodnotu 1, potom stochastická zložka algoritmu SOMA zaniká 
a začína sa chovať podľa deterministických pravidiel. 
 D – je to parameter, ktorý nám udáva počet argumentov účelovej funkcie. Je 
určený samotným problémom a meniť sa dá iba v prípade predefinovania 
celého problému. 
 PopSize – jedná sa o parameter, ktorý určuje, z koľkých jedincov bude 
vytvorená populácia. Tento parameter sa nastavuje v rozsahu [10; definuje 
užívateľ], avšak najčastejšie sa nastavuje na hodnotu 0,2 až 0,5 hodnoty D. 
 Migrácia – je parameter, ktorý udáva, koľkokrát sa populácia jedincov 
preorganizuje. Nastavuje sa v rozsahu [10, definuje užívateľ] a jedná sa 
o ukončovací typ parametru. 
 MinDiv – tento parameter je tiež z kategórie ukončovacích. Jeho hodnotu si 
užívateľ nastaví podľa vlastného uváženia a definuje aký maximálny rozdiel 
medzi najhorším a najlepším jedincom je povolený v aktuálnej populácií. 
Pokiaľ nastane situácia, že rozdiel je menší ako hodnota parametru MinDiv, 
potom sa algoritmus ukončí. Pokiaľ sa však tento algoritmus nastaví na príliš 
veľkú hodnotu, algoritmus sa zastaví skôr, ako populácia nájde globálny 
extrém. Jeho doporučené nastavenie je na hodnotu 1, avšak záleží to na 
hodnotách, aké môže optimalizovaná funkcia nadobúdať. Existuje možnosť 
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Tvorenie populácie prebieha rovnako ako bolo popísané v kapitole 4.2. 
5.5.3 Mutácia 
 
V prípade algoritmu SOMA sa nejedná o mutáciu, ale o takzvanú perturbáciu. 
Je to z toho dôvodu, že pri pohybe jedincov priestorom možných riešení je ich pohyb 
náhodne prerušovaný čiže perturbovaný. Pomocou parametru PRT môžeme určiť 
koľko veľa parametrov jedinca bude zmenených a taktiež sa za jeho pomoci generuje 
takzvaný PRTVector, ktorý je pre každého jedinca vygenerovaný samostatne a je 
platný len pre jeden aktuálny beh. 
 
          pokiaľ rndj < PRT potom PRTVectorj = 1 ináč 0,        j = 1,…,N                    (21) 
 
Podľa rovnice (21) prebieha generovanie perturbačného vektoru a pre každý jeho 
parameter sa generuje číslo z intervalu [0, 1], ktoré sa porovnáva s parametrom PRT. 
Perturbačný vektor sa generuje pred každým skokom, čo zapríčiňuje, že jeho 




V otázke kríženia je algoritmus SOMA odlišný od klasických evolučných 
algoritmov. Táto odlišnosť je v tom, že pri putovaní jedinca po hyperploche dochádza 
k prechádzaniu tohto priestoru po diskrétnych skokoch, čo si môžeme predstaviť aj 
ako vygenerovanie sekvencie potomkov, z ktorých prežíva iba ten najlepší. Generuje 
sa sekvencia potomkov a nie len dvaja ako je tomu napríklad u genetických 
algoritmov. Pri putovaní jedincov po hyperploche si každý z jedincov pamätá svoju 
pozičnú súradnicu, na ktorej našiel najlepšie riešenie pri svojej ceste. Putovanie 
jedinca sa riadi podľa nasledujúcich rovníc. 
 
                     
ectorVtPRTmrr

 0  kde  PathLengthpoazSteppot ,,0              (22) 
 













               (23) 
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PRTVector ovplyvňuje pohyb jedinca takým spôsobom, že pokiaľ má všetky prvky 
rovné 1, tak aktívny jedinec putuje rovno podľa smerového vektoru k vedúcemu 
jedincovi avšak pokiaľ sa niektoré prvky rovnajú 0, tak sa daná súradnica nemení, čo 
vedie k odkloneniu dráhy putujúceho jedinca od smeru k jedincovi vedúcemu a tým 
sa paradoxne stáva tento algoritmus robustnejším a rýchlejšie tak nájde globálny 
extrém [3]. 
5.5.5 Princíp algoritmu SOMA 
 
Pre zjednodušenie prirovnáme algoritmus SOMA k svorke vlkov, ktorá hľadá 
potravu. Pri hľadaní jedinci spolupracujú a vzájomne si zdieľajú informáciu o kvalite 
potravy, akú momentálne našli a na základe toho sa snažia prispôsobovať svoje 
chovanie. Vo fáze súťaženia sa snaží každý jedinec vyhrať a nájsť tak čo najlepšiu 
zdroj potravy. Po ukončení fáze súťaženia si jedinci znovu vymenia informácie o tom, 
kto našiel najlepší zdroj potravy a jedinci, ktorí našli horší zdroj potravy opustia svoje 
stanovisko a migrujú za jedincom s najlepším zdrojom potravy, avšak behom 
migrácie sa snažia nájsť ešte lepší zdroj potravy. Toto sa opakuje až dovtedy, pokiaľ 
sa všetci nestretnú u najvýdatnejšieho zdroja potravy. 
Analógiu medzi počítačovou implementáciou a biologickou realitou môžeme vidieť 
v nasledujúcej tabuľke.      
 
Biologická realita Počítačová implementácia 
členovia svorky, 
spoločenstvo jedinci v populácií, parameter PopSize 
člen spoločenstva s 
najlepším zdrojom potravy 
Leader, vedúci aktuálneho migračného 
kola 
potrava vhodnosť, hodnota účelovej funkcie, 
životný priestor spoločenstva hyperplocha daná účelovou funkciou 
migrácia členov spoločenstva 
v životnom prostredí migračné kolá v algoritme SOMA 
 
Tab. 3: Význam biologickej terminológie v algoritme SOMA 
 
Algoritmus SOMA pracuje v cykloch, ktoré sa nazývajú migračné kolá. Hrajú 
rovnakú rolu ako generácie napríklad u genetických algoritmoch. Behom migračného 
kola sa netvoria noví jedinci, tí sú iba premiestňovaný do finálnej pozície pomocou 





5.5.6 Variácie algoritmu SOMA 
 
Pre obecné označenie variácií algoritmu SOMA sa používa názov „stratégia“ a je to 
z toho dôvodu aby sa zvýraznil fakt, že ide o kooperáciu jedincov a geometrického 
presúvania populácie po hyperploche. 
 
 Všetci k jednému (AllToOne) – princíp tejto stratégie je, že na začiatku je 
každý jedinec ohodnotený účelovou funkciou a ten, ktorý bude mať najlepšiu 
pozíciu sa stane Leadrom pre nasledujúce migračné kolo. Ostatní jedinci sa 
začnú pohybovať smerom k Leadrovi pomocou skokov, ktorých veľkosť je 
daná parametrom Step. Po každom skoku si každý jedinec zistí svoju novú 
hodnotu účelovej funkcie a pokiaľ je lepšia ako tá stará, tak si ju uloží do 
pamäte. Takto prejdú celú cestu až pokiaľ sa nedosiahne pozícia daná 
parametrom PathLength a pozícia, ktorú si jedinec uložil ako najlepšiu sa 
stane jeho východzou pozíciou pre ďalšie migračné kolo. Na začiatku sa ešte 
vygeneruje PRTVector, ktorý zaistí smer putovania jedinca. Toto sa deje pre 
každý nový beh algoritmu, takže smer sa môže meniť s každým kolom. Po 
ukončení migračného kola sa oznámia účelové hodnoty všetkých jedincov, 
z ktorých sa zvolí jedinec s najlepším výsledkom ako Leader a stáva sa 
z neho nový vedúci jedinec. Tento postup sa opakuje dovtedy, pokiaľ rozdiel 
medzi najhorším a najlepším jedincom nie je menší ako parameter MinDiv 
alebo pokiaľ počet migračných ôl nepresiahne počet vopred určených 
Migrácií. 
 Všetci ku všetkým (AllToAll) – v tomto prípade stratégia nemá žiadneho 
Leadra, ale všetci jedinci sa presúvajú k ostatným jedincom rovnako ako 
v stratégií Všetci k jednému, akurát s tým rozdielom, že po skončení 
aktuálneho migračného kola sa jedinci vracajú na svoje štartovacie pozície 
z predchádzajúceho kola, čiže na svoju doteraz najlepšiu dosiahnutú pozíciu. 
Táto stratégia má vyššiu pravdepodobnosť, že dosiahne globálny extrém, 
avšak treba počítať s vyššou výpočtovou náročnosťou.  
 Adaptívne všetci ku všetkým (AllToAllAdaptive) – táto stratégia je rovnaká 
ako predchádzajúca stratégia Všetci ku všetkým s tým rozdielom, že jedinec 
sa nevracia na svoju štartovaciu pozíciu, ale pokiaľ sa vyskytne nejaká 
hodnota lepšia v aktuálnom migračnom kole ako tú ktorú mal uloženú 
poslednú najlepšiu, tak sa na ňu presunie a tá sa stáva jeho novou 
štartovacou pozíciou pre ďalšie migračné kolo. 
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 Všetci k jednému náhodne (AllToOneRand) – v tejto stratégií máme opäť 
Leadra, avšak ten nie je vyberaný podľa najlepšej účelovej funkcie, ale volí sa 
náhodne. 
 Zväzky (Clusters) – je to stratégia, ktorá funguje ako doplnok všetkých 
predchádzajúcich stratégií a funguje tak, že všetci jedinci sa rozdelia do 
subpopulácií v ktorých potom samostatne prebieha algoritmus SOMA. Jedinci 
sa však pri svojom putovaní môžu dostať do inej skupiny, čo sa zisťuje podľa 
vzťahu. Pokiaľ sa stane situácia, že nejaký jedinec je príliš ďaleko od 
ostatných a nemôže byť zahrnutý do už existujúcich zväzkov, tak vytvorí 






















6. Praktická časť 
Pri programovaní jednotlivých evolučných algoritmov boli použité už navrhnuté 
princípy, ktoré sme čerpali z literatúry viz [7], [8] a [9]. 
6.1 Testovacie funkcie 
 
Pre testovanie stochastických algoritmov sa používa celá rada testovacích 
funkcií od jednoduchých až po zložité. Používajú sa len také funkcie, u ktorých 
poznáme správne riešenie ako napríklad ich globálne minimum. Pre odskúšanie 
a následné porovnanie nami testovaných algoritmov sme zvolili nasledovné 
testovacie funkcie. 
6.1.1 Prvá De Jongova funkcia 
 
Jedná sa o jednoduchý rotačný paraboloid, ktorý vychádza z nasledovnej 
rovnice. 









                                                    (24) 
 
Pri experimentoch prehľadávaný priestor d=3 a je vymedzený podmienkou xi[-5.12, 
5.12]. Jedná sa o jednomodálnu funkciu, ktorej globálne minimum je x*=(0,0,0), 




Obr. 11: Prvá De Jongova funkcia 
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6.1.2 Ackleyho funkcia  
 
Jedná sa o multimodálnu funkciu, ktorá má množstvo lokálnych miním 
a radíme ju medzi stredne náročnú funkciu, ktorá vychádza z nasledujúcej rovnice. 
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Najčastejšie sa v testoch používajú dimenzie d=2, d=10 a d=30, kde xi[-30, 30] a 
x*=(0,0,...0), f(x*)=0 [2]. 
 
 
Obr. 12: Ackleyho funkcia 
 
6.1.3 Griewangkova funkcia 
 
Jedná sa o multimodálnu funkciu a nájdenie minima pre túto funkciu sa 
považuje za náročnú úlohu globálnej optimalizácie. Griewangkova funkcia vychádza 
z nasledujúcej rovnice. 
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Najčastejšie sa v testoch používajú dimenzie d=2, d=10, kde xi[-400, 400] a 




Obr. 13: Griewangkova funkcia 
 
6.2 Varianty ukončenia prehľadávania 
 
Pokiaľ chceme porovnávať dva alebo viacej algoritmov medzi sebou je za 
potreby, aby testy boli prevedené za rovnakých podmienok, čo v našom prípade 
znamená, rovnaké vymedzenie prehľadávaného priestoru D a rovnakú podmienku 
pre ukončenie prehľadávania. Medzi základné veličiny, ktoré sa používajú pre 
porovnávanie algoritmov patrí časová náročnosť pre prehľadávanie a spoľahlivosť 
nájdenia globálneho minima. Aby sme eliminovali rozdielne výkony počítačov na 
ktorých testovanie beží, tak časovú náročnosť algoritmu ohodnocujeme počtom 
vyhodnotenia účelovej funkcie v priebehu hľadania. Spoľahlivosť nájdenia globálneho 
minima sa určuje pomocou nasledujúcich typov ukončenia prehľadávania: 
 
 Typ 1 – korektné ukončenie, čo znamená že fmax – fmin < Ɛ a fmin ≤ fnear. 
Algoritmu sa podarilo splniť podmienku ukončenia ešte pred dosiahnutím 
maximálneho dovoleného počtu iterácii a súčasne sa dostatočne priblížil ku 
globálnemu minimu. 
 Typ 2 – pomalá konvergencia, čo znamená že fmin ≤ fnear. Prehľadávanie sa 
ukončilo dosiahnutím maximálneho dovoleného počtu iterácii. 
 Typ 3 – predčasná konvergencia, nastáva vtedy ak fmax – fmin < Ɛ ale fmin > 
fnear. Algoritmu sa nepodarilo nájsť globálne minimum. Skončil svoje 
prehľadávanie buď v lokálnom minime alebo sa body populácie priblížili 
k sebe natoľko, že ich funkčné hodnoty sú veľmi blízke. 
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 Typ 4 – algoritmus zlyhá úplne, čo znamená, že algoritmus bol ukončený 
dosiahnutím maximálneho počtu iterácii, ale nepodarilo sa nájsť bod blízky 
globálnemu minimu [2]. 
 
Prehľadávacie algoritmy globálnej optimalizácie by mali nájsť globálne 
minimum čo najrýchlejšie, najspoľahlivejšie a mali by vedieť ukončiť prehľadávanie 
vo vhodnom štádiu prehľadávania. Z tohto dôvodu môžeme za  úspešné ukončenie 
prehľadávania  považovať iba ukončenie podľa typu 1. 
Spoľahlivosť nájdenia globálneho minima, ktorú označujeme písmenom R, 
môžeme charakterizovať ako relatívnu početnosť ukončenia typu 1. 
 
      
n
n
R 1                                      (27) 
 
Kde n1 je počet ukončení pomocou ukončenia typu 1 v n nezávislých opakovaniach 
[2]. 
 
6.3 Experimentálne overovanie algoritmov 
 
Numerické experimenty sú nutné pre overovanie a vzájomné porovnávanie 
stochastických algoritmov. Medzi základné veličiny, ktoré sa v algoritmoch 
porovnávajú a ktoré boli použité v nasledovných testoch patria: 
 
 časová náročnosť prehľadávania – v tejto práci ju budeme označovať ako 
„nEvalAvg“. Časová náročnosť prehľadávania sa ohodnocuje počtom 
vyhodnotenia účelovej funkcie v priebehu hľadania, čo nám zabezpečuje 
objektívnosť vyhodnotenia, nakoľko výsledky sú porovnateľné bez ohľadu na 
rýchlosť počítača, ktorý sa k testovaniu používa. 
 spoľahlivosť nájdenia globálneho minima – v tejto práci ju budeme 
označovať ako „reliability“. Udáva sa v % a vyčísľuje na koľko percent je 
daný algoritmus úspešný pri hľadaní globálneho minima alebo ináč 
povedané určuje percentuálnu spoľahlivosť, že algoritmus bude ukončený 
ukončovacím typom 1. Tieto hodnoty sa vždy vzťahujú k danému nastaveniu 
vstupných parametrov a pre danú testovaciu funkciu. 
 priemerný počet iterácií – v tejto práci ho budeme označovať ako 
„nIterAvg“. Je to parameter, ktorý sme si zvolil pre lepšie porovnanie 
jednotlivých algoritmov. Udáva, aký priemerný počet iterácií je potrebný na to 
aby algoritmus našiel globálne minimum. 
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Pri všetkých algoritmoch, ktoré sme testovali boli použité rovnaké základné 
nastavenia, aby sme ich mohli medzi sebou objektívne porovnávať. Medzi tieto 
základné parametre patria: 
 
 populácia – v tejto práci ju budeme označovať ako „Popsize“. Pre každý 
testovaný algoritmus a testovanú funkciu boli zvolené tri veľkosti populácie. 
Najmenšia je vždy tvorená z 10 jedincov, stredne veľká je tvorená z 25 
jedincov a najväčšiu populáciu tvorí 50 jedincov.  
 rozmer účelovej funkcie – v tejto práci ho budeme označovať ako „D“. Jedná 
sa o počet rozmerov účelovej funkcie. Pre všetky algoritmy je tento počet 
nastavený na hodnotu  2. 
 počet iterácií – v tejto práci ho budeme označovať ako „maxIter“. Je to 
hodnota ktorá nám určuje aký maximálny počet iterácií prebehne na to aby sa 
algoritmus ukončil ukončovacím typom 2. Pre všetky algoritmy je tento 
maximálny počet nastavený na hodnotu 1000. 
 počet nezávislých behov – v tejto práci ho budeme označovať ako „nRuns“. 
Jedná sa o počet, koľkokrát sa daný algoritmus nezávisle zopakuje. Čím 
väčšie číslo sa nastaví, tým nám stúpa výpočtový čas daného algoritmu, ale aj 
pravdepodobnosť, že dosiahneme presnejšie výsledky. 
 rozdiel členov populácie – v tejto práci ho budeme označovať ako „minDiv“. 
Jedná sa o rozdiel medzi najlepším a najhorším členom populácie. V našich 
testovaniach je táto hodnota nastavené na 0,01.Pri takto malej hodnote máme 
zaručené, že rozdiel bude veľmi malý čo zvyšuje kvalitu výsledkov. 
 vzdialenosť od minima – v tejto práci sme tento parameter označovali ako 
„fNear“. Určuje nám maximálnu povolenú vzdialenosť od absolútneho minima. 
Pre naše testovanie bol nastavený na hodnotu 0,001.    
6.3.1 Výsledky pre algoritmus SOMA  
 
Pre naše testovanie sme si vybrali algoritmus typu AllToOne, ktorého princíp 
je popísaný v kapitole 5.5.6. V Tab. 4 môžeme vidieť výsledky, ktoré sme dostali pri 
použití najľahšej testovacej funkcie pre tento typ algoritmu a tou je Dejongova 
funkcia. Parametre, ktoré sme nastavovali na vstupe sú bližšie popísané v kapitole 
5.5.1. Pri našom testovaní bol použitý parameter Pathlength nastavený na hodnotu 
3, nakoľko táto hodnota je udávaná v literatúre [3], ako doporučená a overená 
hodnota pre tento vstupný parameter. Pre parameter PRT boli zvolené tri rôzne 
nastavenia, ktorými sú hodnoty 0,1; 0,5 a hodnota 0,9, nakoľko tieto hodnoty sa 
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nastavujú v rozmedzí od 0 do 1. Posledným parametrom, ktorý sa pri tomto algoritme 
zadáva ako vstupný parameter je STEP. Hodnoty, ktoré sme volili boli vybrané 
náhodne, jedinou podmienkou pri výbere veľkosti kroku bolo, aby vzdialenosť medzi 
vedúcim a aktívnym jedincom nebola ich celočíselným násobkom. Ako môžeme 
vidieť v Tab. 4 pre každú zadanú populáciu sú všetky možné kombinácie vstupných 
parametrov. Tento trend sa bude opakovať pri každom z testovaných algoritmov, 
teda každý algoritmus bude testovaný pre všetky možné kombinácie vstupných 
zadávaných parametrov.  
Pre Dejongovu testovaciu funkciu algoritmus SOMA dosiahol vo všetkých 
zadaných vstupných parametroch 100% úspešnosť. Môžeme teda zhodnotiť, že pre 
takto jednoduchú testovaciu funkciu tento algoritmus nie je citlivý na zmenu 
vstupných parametrov. 
 
Popsize 10 10 10 10 10 10 10 10 10 
Path length 3 3 3 3 3 3 3 3 3 
PRT 0,1 0,1 0,1 0,5 0,5 0,5 0,9 0,9 0,9 
STEP 0,11 0,26 0,49 0,11 0,26 0,49 0,11 0,26 0,49 
reliability 100 100 100 100 100 100 100 100 100 
nEvalAvg 1035,9 5765,2 2973,8 2037,2 1013,2 662,4 1124,4 590,8 459,4 
nIterAvg 36,96 47,96 42,34 7,24 8,36 9,32 3,98 4,84 6,42 
          
Popsize 25 25 25 25 25 25 25 25 25 
Path length 3 3 3 3 3 3 3 3 3 
PRT 0,1 0,1 0,1 0,5 0,5 0,5 0,9 0,9 0,9 
STEP 0,11 0,26 0,49 0,11 0,26 0,49 0,11 0,26 0,49 
reliability 100 100 100 100 100 100 100 100 100 
nEvalAvg 31763 16933 8687,5 5905 2935 1670 2573 1237 851 
nIterAvg 45,34 56,36 49,5 8,4 9,7 9,4 3,64 4,04 4,72 
          
Popsize 50 50 50 50 50 50 50 50 50 
Path length 3 3 3 3 3 3 3 3 3 
PRT 0,1 0,1 0,1 0,5 0,5 0,5 0,9 0,9 0,9 
STEP 0,11 0,26 0,49 0,11 0,26 0,49 0,11 0,26 0,49 
reliability 100 100 100 100 100 100 100 100 100 
nEvalAvg 68118 38918 18656 12342 6410 3529 5174 2606 1653 
nIterAvg 48,62 64,78 53,16 8,78 10,6 9,94 3,66 4,26 4,58 
 
Tab. 4: Výsledky algoritmu SOMA pre testovaciu Dejongovu funkciu. 
 
V Tab. 5 vidíme výsledky pre stredne ťažkú testovaciu funkciu a tou je 
Ackleyho funkcia. V tomto prípade to so spoľahlivosťou tohto algoritmu nie je také 
jednoznačné ako u najľahšej testovacej funkcie. Ako hlavný parameter, ktorý nám 
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v tomto prípade ovplyvňuje výsledky sa preukázal parameter STEP. Najlepšiu 
spoľahlivosť sme dostali v prípade pokiaľ sme tento parameter nastavili na čo 
najnižšiu hodnotu. To znamená, že pokiaľ je vzdialenosť medzi vedúcim a aktívnym 
jedincom čo najnižšia, tak algoritmus má väčšiu pravdepodobnosť, že nájde globálne 
minimum. Tento parameter sa preukázala ako rozhodujúci najmä u malej populácie, 
nakoľko so vzrastajúcim počtom populácie sa spoľahlivosť zlepšovala a stávala sa 
tak menej citlivá na zadané vstupné parametre. 
 
Popsize 10 10 10 10 10 10 10 10 10 
Path length 3 3 3 3 3 3 3 3 3 
PRT 0,1 0,1 0,1 0,5 0,5 0,5 0,9 0,9 0,9 
STEP 0,11 0,26 0,49 0,11 0,26 0,49 0,11 0,26 0,49 
reliability 100 98 86 98 92 56 70 52 12 
nEvalAvg 14772 10270 14132 86172 11100 31335 85578 58256 61736 
nIterAvg 52,72 85,5 201,74 30,74 92,42 447,5 305,6 485,38 881,8 
          
Popsize 25 25 25 25 25 25 25 25 25 
Path length 3 3 3 3 3 3 3 3 3 
PRT 0,1 0,1 0,1 0,5 0,5 0,5 0,9 0,9 0,9 
STEP 0,11 0,26 0,49 0,11 0,26 0,49 0,11 0,26 0,49 
reliability 100 100 100 100 100 86 96 82 42 
nEvalAvg 41339 22309 12065 7781 3895 26517 32043 55825 102057 
nIterAvg 59,02 74,28 68,8 11,08 12,9 151,38 45,74 186 583,04 
          
Popsize 50 50 50 50 50 50 50 50 50 
Path length 3 3 3 3 3 3 3 3 3 
PRT 0,1 0,1 0,1 0,5 0,5 0,5 0,9 0,9 0,9 
STEP 0,11 0,26 0,49 0,11 0,26 0,49 0,11 0,26 0,49 
reliability 100 100 100 100 100 98 100 100 68 
nEvalAvg 96594 47858 26503 16878 8510 11670 7806 3902 113674 
nIterAvg 68,96 79,68 75,58 12,02 14,1 33,2 5,54 6,42 324,64 
 
Tab. 5: Výsledky algoritmu SOMA pre testovaciu Ackleyho funkciu. 
 
V Tab. 6 môžeme vidieť výsledky algoritmu SOMA pre najťažšiu z použitých 
testovacích funkcií ktorou je Griewangkova funkcia. V tomto prípade by sa dalo 
hovoriť o víťaznej kombinácií, nakoľko najlepšie dosiahnuté výsledky pre každú 
použitú populáciu sme jasne dosiahli vstupnou kombináciou s čo najmenšou 
hodnotou parametru PRT a s čo najmenším krokom STEP. V našom prípade sa 
jednalo o hodnoty PRT= 0,1 a STEP = 0,11. Tak isto ako aj u predošlej testovacej 
funkcie aj tu môžeme vidieť zlepšujúci sa trend so zväčšujúcou sa veľkosťou 
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populácie. Úspešnosť 100% sa nám podarilo dosiahnuť pre túto testovaciu funkciu 
pre dané nastavenie len u najväčšej populácie. 
  
Popsize 10 10 10 10 10 10 10 10 10 
Path length 3 3 3 3 3 3 3 3 3 
PRT 0,1 0,1 0,1 0,5 0,5 0,5 0,9 0,9 0,9 
STEP 0,11 0,26 0,49 0,11 0,26 0,49 0,11 0,26 0,49 
reliability 72 14 4 6 16 3 42 26 36 
nEvalAvg 101490 105370 46235 113490 100990 49210 163020 88956 44930 
nIterAvg 362,42 877,96 660,36 405,28 841,52 702,86 582,18 741,22 641,72 
          
Popsize 25 25 25 25 25 25 25 25 25 
Path length 3 3 3 3 3 3 3 3 3 
PRT 0,1 0,1 0,1 0,5 0,5 0,5 0,9 0,9 0,9 
STEP 0,11 0,26 0,49 0,11 0,26 0,49 0,11 0,26 0,49 
reliability 96 0 80 66 0 28 44 16 30 
nEvalAvg 147151 300025 68625 243219 300025 126648 393131 252301 122770 
nIterAvg 210,18 1000 392 347,42 1000 723,56 561,58 840,92 701,38 
          
Popsize 50 50 50 50 50 50 50 50 50 
Path length 3 3 3 3 3 3 3 3 3 
PRT 0,1 0,1 0,1 0,5 0,5 0,5 0,9 0,9 0,9 
STEP 0,11 0,26 0,49 0,11 0,26 0,49 0,11 0,26 0,49 
reliability 100 0 94 88 0 62 48 0 34 
nEvalAvg 364218 600050 124104 182694 600050 136907 730682 540338 231631 
nIterAvg 260,12 1000 354,44 130,46 1000 391,02 521,88 900,48 661,66 
 
Tab. 6: Výsledky algoritmu SOMA pre testovaciu Griewangkovu funkciu. 
 
Na Obr. 14, môžeme vidieť konečný stav populácie, ktorej sa podarilo nájsť globálne 
minimum a spoľahlivosť v tomto prípade dosiahla 100%. Jedná sa ukážku pre 
nastavenie PRT = 0,1 a STEP = 0,11 pre populáciu o veľkosti 25. Nastavenie bolo 
testované pre Ackley testovaciu funkciu. Takisto na Obr. 15 vidíme konvergenciu 


















Obr. 14: Konečný stav populácie pre Ackleyovu testovaciu funkciu s úspešnosťou 100% 
 
































Obr. 15: Výsledná konvergencia pre Ackleyovu testovaciu funkciu s úspešnosťou 100% 
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6.3.2 Výsledky pre algoritmus Rojenie častíc 
 
Pre tento typ algoritmu boli nastavované tri vstupné parametre. Ako prvý bol 
nastavovaný parameter Vmax a následne učiace parametre c1 a c2. Funkcie týchto 
parametrov sú bližšie popísané v kapitole 5.3.2. Pri tomto algoritme bolo 
nastavovanie vstupných parametrov trochu špecifické, nakoľko sa menila iba veľkosť 
populácie. Pri nastavovaní sme vychádzali z literatúry [3], kde boli hodnoty pre tieto 
vstupné parametre presne doporučené a to teda c1 = 2, c2 = 2 a hodnota Vmax = 0,1. 
Pri našom testovaní boli otestované aj iné nastavenia, ale ani v jednom z prípadov sa 
algoritmus neukončil ukončovacím typom 1 a teda vždy skončil so spoľahlivosťou 
0%.  
V Tab. 7 môžeme vidieť výsledky tohto algoritmu dosiahnuté pre Dejongovu 
testovaciu funkciu. V tomto testovaní sa nám podarilo dosiahnuť 100% úspešnosť iba 
v prvom prípade a to pre najmenšiu populáciu. So zväčšujúcim  sa počtom populácie 
sa úspešnosť zhoršovala. Pre najjednoduchšiu testovaciu funkciu bol tento 
algoritmus ešte úspešný, čo sa nedalo povedať o zložitejších testovacích funkciách.   
 
Popsize 10 25 50 
C1 2 2 2 
C2 2 2 2 
Vmax 0,1 0,1 0,1 
reliability 100 96 2 
nEvalAvg 616,8 9795,5 49375 
nIterAvg 60,68 390,82 986,5 
 
Tab. 7: Výsledky algoritmu Rojenie častíc pre testovaciu Dejongovu funkciu. 
 
V Tab. 8 vidíme výsledky pre Ackleyho testovaciu funkciu a v tomto prípade sa nám 
algoritmus ukončil vždy ukončovacím typom 2 a teda naplnil sa maximálny počet 
iterácií. Možným vysvetlením tohto javu je povaha tohto algoritmu, kedy často 
dochádza k vygenerovaniu veľkej rýchlosti jedincov, ktorá nám spôsobuje 
vzďaľovanie sa jedincov od najlepšieho možného riešenia a takisto aj z dôvodu, že 
pri tomto type algoritmu dochádza pri zložitejších problémoch k predčasnej 





Popsize 10 25 50 
C1 2 2 2 
C2 2 2 2 
Vmax 0,1 0,1 0,1 
reliability 0 0 0 
nEvalAvg 10010 25025 50050 
nIterAvg 1000 1000 1000 
 
Tab. 8: Výsledky algoritmu Rojenie častíc pre testovaciu Ackleyho funkciu. 
 
Takisto ako aj pri predchádzajúcej testovacej funkcií sa rovnaký problém opakoval aj 
pre najzložitejšiu testovaciu funkciu ktorou je Griewangkova funkcia. Nie všetkým 
jedincom sa podarí dostať do minima, niektoré sú pomocou veľkej rýchlosti 
odhodené mimo globálne minimum a preto výsledky nie sú uspokojivé. Výsledky 
dosiahnuté pre túto testovaciu funkciu môžeme vidieť v Tab. 9. 
 
Popsize 10 25 50 
C1 2 2 2 
C2 2 2 2 
Vmax 0,1 0,1 0,1 
reliability 4 0 0 
nEvalAvg 9644,6 25025 50050 
nIterAvg 963,46 1000 1000 
 
Tab. 9: Výsledky algoritmu Rojenie častíc pre testovaciu Griewangkovu funkciu. 
 
Na obr. 16 pekne vidíme rozhodenie jednotlivých jedincov v okolí globálneho minima, 
ale nájsť sa im ho už nepodarilo. Tento obrázok je ukážka pre populáciu o veľkosti 50 
a použitú Griewangkovu testovaciu funkciu. Taktiež aj obr. 17 je pre toto nastavenie 
avšak tu môžeme pekne vidieť ako jedinci konvergujú ku globálnemu  


















Obr. 16: Konečný stav populácie pre Griewangkovu testovaciu funkciu.  
 



































Obr. 17: Výsledná konvergencia pre Griewangkovu testovaciu funkciu. 
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6.3.3 Výsledky pre algoritmus Diferenciálna evolúcia 
 
Pre tento algoritmus boli nastavované dva rôzne vstupné parametre 
a samozrejme sme menili tak ako u všetkých algoritmov aj veľkosť populácie. 
Vstupnými parametrami, ktoré sme nastavovali sú parameter F, ktorý bol nastavený 
na hodnoty 0,3; 0,9 a 1,5. Je to nami zvolený výber z rozsahu 0 – 2 ktorý je 
v literatúre [3] uvádzaný ako povolený rozsah pre tento parameter. Ďalším 
parametrom je parameter CR, ktorý je povolený nastavovať z intervalu 0 – 1 a preto 
sme volili hodnoty 0,3; 0,6 a 0,9. Oba tieto vstupné parametre sú popísané v kapitole 
5.4.1. 
V Tab.10 môžeme vidieť výsledky tohto algoritmu pre Dejongovu funkciu. 
Opäť vidíme, že ani táto funkcia nie je až tak citlivá na vstupné parametre pre tak 
jednoduchú testovaciu funkciu. Pre populáciu o veľkosti 25 a 50 sa nám podarilo 
dosiahnuť pri všetkých kombináciách vstupných nastavení úspešnosť 100%. Pri 
populácií o veľkosti 10 sa nám to nepodarilo len pri nastavení nízkej mutačnej 
konštanty. 
 
Popsize 10 10 10 10 10 10 10 10 10 
CR 0,3 0,3 0,3 0,6 0,6 0,6 0,9 0,9 0,9 
F 0,3 0,9 1,5 0,3 0,9 1,5 0,3 0,9 1,5 
reliability 96 100 100 88 100 100 64 100 100 
nEvalAvg 1148,8 543,6 841,6 2699,2 569,6 942,4 7406,8 553,6 1049,2 
nIterAvg 56,94 26,68 41,58 134,46 27,98 46,62 369,84 27,18 51,96 
          
Popsize 25 25 25 25 25 25 25 25 25 
CR 0,3 0,3 0,3 0,6 0,6 0,6 0,9 0,9 0,9 
F 0,3 0,9 1,5 0,3 0,9 1,5 0,3 0,9 1,5 
reliability 100 100 100 100 100 100 100 100 100 
nEvalAvg 954 1417 2168 878 1439 2284 798 1456 2608 
nIterAvg 18,58 27,84 42,86 17,06 28,28 45,18 15,46 28,62 51,66 
          
Popsize 50 50 50 50 50 50 50 50 50 
CR 0,3 0,3 0,3 0,6 0,6 0,6 0,9 0,9 0,9 
F 0,3 0,9 1,5 0,3 0,9 1,5 0,3 0,9 1,5 
reliability 100 100 100 100 100 100 100 100 100 
nEvalAvg 1938 2896 4338 1810 2938 4844 1676 2912 5394 
nIterAvg 18,88 28,46 42,88 17,6 28,88 47,94 16,26 28,62 53,44 
 
Tab. 10: Výsledky algoritmu Diferenciálna evolúcia pre testovaciu Dejongovu funkciu. 
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Pre testovaciu Ackleyho funkciu, ktorej výsledky môžeme vidieť v Tab. 11 sa 
ako najlepšie nastavenie javilo to, ktoré obsahovalo mutačný koeficient F o hodnote 
0,9. S rastúcou veľkosťou populácie sa citlivosť na vstupné parametre zmenšovala 
až u populácie o veľkosti 50 úplne vymizla a algoritmus tak našiel globálne minimum 
u všetkých vstupných parametrov. Môžeme teda konštatovať, že pri väčších 
populáciách nám mutačná konštanta a ani prah kríženia nijako neovplyvňujú  
výsledok a algoritmus tak vždy skončí ukončovacím typom 1. 
 
Popsize 10 10 10 10 10 10 10 10 10 
CR 0,3 0,3 0,3 0,6 0,6 0,6 0,9 0,9 0,9 
F 0,3 0,9 1,5 0,3 0,9 1,5 0,3 0,9 1,5 
reliability 62 90 60 30 88 68 22 74 14 
nEvalAvg 8103,6 2956 9124,8 14230 3374,8 7926,8 15788 6123,6 17588 
nIterAvg 404,68 147,3 455,74 711,02 168,24 395,84 788,88 305,68 878,88 
          
Popsize 25 25 25 25 25 25 25 25 25 
CR 0,3 0,3 0,3 0,6 0,6 0,6 0,9 0,9 0,9 
F 0,3 0,9 1,5 0,3 0,9 1,5 0,3 0,9 1,5 
reliability 98 100 100 94 100 100 78 100 94 
nEvalAvg 3061 2588 4714 5042 2856 5856 12764 3201 10824 
nIterAvg 60,72 51,26 93,78 100,34 56,62 116,62 254,78 63,52 215,98 
          
Popsize 50 50 50 50 50 50 50 50 50 
CR 0,3 0,3 0,3 0,6 0,6 0,6 0,9 0,9 0,9 
F 0,3 0,9 1,5 0,3 0,9 1,5 0,3 0,9 1,5 
reliability 100 100 100 100 100 100 100 100 100 
nEvalAvg 3986 5218 9436 4394 5674 11860 4728 6492 16822 
nIterAvg 39,36 51,68 93,86 43,44 56,24 118,1 46,78 64,42 167,72 
  
Tab. 11: Výsledky algoritmu Diferenciálna evolúcia pre testovaciu Ackleyho funkciu. 
 
Poslednou testovacou funkciou je Griewangkova funkcia. Výsledky pre 
použitie tejto testovacej funkcie sú v Tab. 12 a opäť môžeme konštatovať, že 
najlepšie výsledky dosahovala pre mutačný koeficient nastavený na hodnotu 0,9. 
Počet dosiahnutých ukončení typom 1 je u menšieho počtu populácie menší ako 
u ľahších testovacích funkcií, čo je dané zložitosťou tejto funkcie, ale pri narastajúcej 
veľkosti populácie sa tento algoritmus so zložitosťou tejto testovacej funkcie 
vyrovnáva a počet ukončení typom 1, čo znamená úspešnosť 100% sa zväčšuje. 
Môžeme predpokladať, že pri veľkosti populácie 100 by všetky nami testované 
vstupné parametre skončili úspešnosťou 100%. 
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Popsize 10 10 10 10 10 10 10 10 10 
CR 0,3 0,3 0,3 0,6 0,6 0,6 0,9 0,9 0,9 
F 0,3 0,9 1,5 0,3 0,9 1,5 0,3 0,9 1,5 
reliability 32 76 34 36 64 16 14 52 1 
nEvalAvg 13823 6072 14191 12986 8033,6 17374 17258 10515 18270 
nIterAvg 690,64 303,1 709,04 648,82 401,18 868,22 862,42 525,24 913,02 
          
Popsize 25 25 25 25 25 25 25 25 25 
CR 0,3 0,3 0,3 0,6 0,6 0,6 0,9 0,9 0,9 
F 0,3 0,9 1,5 0,3 0,9 1,5 0,3 0,9 1,5 
reliability 56 96 82 70 98 80 56 92 60 
nEvalAvg 23444 6289 16630 16389 4936 17633 22788 7532 25986 
nIterAvg 468,38 125,28 332,1 327,28 98,22 352,16 455,26 150,14 519,22 
          
Popsize 50 50 50 50 50 50 50 50 50 
CR 0,3 0,3 0,3 0,6 0,6 0,6 0,9 0,9 0,9 
F 0,3 0,9 1,5 0,3 0,9 1,5 0,3 0,9 1,5 
reliability 84 100 100 86 100 86 76 100 82 
nEvalAvg 21078 9570 20126 18128 8494 33112 26804 8766 38706 
nIterAvg 210,28 95,2 200,76 180,78 84,44 330,62 267,54 87,16 386,56 
 
Tab. 12: Výsledky algoritmu Diferenciálna evolúcia pre testovaciu Griewangkovu funkciu. 
 
Na obr. 18 môžeme vidieť 100 percentnú úspešnosť ukončenia algoritmu pre 
vstupné parametre CR = 0,3 a F = 0,9 testované pre Ackleyovu testovaciu funkciu na 
veľkosti populácie 50. Obr. 19, nám potom zobrazuje konvergenciu najlepšieho člena 


















Obr. 18: Konečný stav populácie pre Ackleyho testovaciu funkciu.  
 
































Obr. 19: Výsledná konvergencia pre Ackleyho testovaciu funkciu. 
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6.3.4 Výsledky pre Genetické algoritmy 
 
V tomto algoritme boli opäť nastavované dva vstupné parametre. Prvý 
parameter sme označili ako „mutRate“ ktorý nám udáva pomer počtu mutácií 
v populácií. Druhý parameter, ktorý je označený ako „keepFrac“ udáva pomer počtu 
členov populácie, ktorý idú do ďalšej generácie. Jedná sa o najlepších členov 
z populácie, ktorých vyberáme a pracujeme s nimi v ďalších generáciách. Oba tieto 
parametre po vynásobení hodnotou 100 sú udávané v percentách a preto sa volia 
v rozmedzí od 0 po 1. Pre naše testovanie sme u oboch volili hodnoty 0,3; 0,5 a 0,7. 
A ako vstupný parameter sme použili vzájomnú kombináciu týchto hodnôt. 
V Tab. 13 môžeme vidieť výsledky tohto algoritmu pre najjednoduchšiu 
Dejongovu testovaciu funkciu. Najhoršie výsledky dosahuje tento algoritmus pri 
najväčšom percente počtu populácie, ktoré ide do ďalšej generácie. Problém nastáva 
preto, lebo do ďalších generácií zavádzame aj veľké  množstvo zmutovaných 
jedincov, ktorý v predchádzajúcich generáciách dosiahli zlé výsledky. Pri nastavení 
menšieho percenta prenesených jedincov, s ktorými počítame aj v ďalšej generácií 
dokážeme vybrať len tých najlepších jedincov a preto sa úspešnosť zlepšuje.  
 
Popsize 10 10 10 10 10 10 10 10 10 
mutRate 0,3 0,3 0,3 0,5 0,5 0,5 0,7 0,7 0,7 
keepFrac 0,3 0,5 0,7 0,3 0,5 0,7 0,3 0,5 0,7 
reliability 100 100 62 100 100 0 100 46 0 
nEvalAvg 884 648,2 6349,6 566,2 517,2 10010 395,4 7117 10010 
nIterAvg 87,4 63,82 633,96 58,92 50,72 1000 38,54 710,7 1000 
          
Popsize 25 25 25 25 25 25 25 25 25 
mutRate 0,3 0,3 0,3 0,5 0,5 0,5 0,7 0,7 0,7 
keepFrac 0,3 0,5 0,7 0,3 0,5 0,7 0,3 0,5 0,7 
reliability 100 100 0 100 12 0 100 0 0 
nEvalAvg 557 668,5 25025 491 23922 25025 756 25025 25025 
nIterAvg 21,28 25,74 1000 18,64 955,86 1000 29,24 1000 1000 
          
Popsize 50 50 50 50 50 50 50 50 50 
mutRate 0,3 0,3 0,3 0,5 0,5 0,5 0,7 0,7 0,7 
keepFrac 0,3 0,5 0,7 0,3 0,5 0,7 0,3 0,5 0,7 
reliability 100 100 0 100 0 0 70 0 0 
nEvalAvg 618 1292 50050 700 50050 50050 29698 50050 50050 
nIterAvg 11,36 24,84 1000 13 1000 1000 592,96 1000 1000 
 
Tab. 13: Výsledky Genetického algoritmu pre testovaciu Dejongovu funkciu. 
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V Tab. 14 vidíme výsledky pre stredne zložitú testovaciu Ackleyho funkciu. 
Opäť môžeme konštatovať, že čím menšie percento prenesených jedincov do ďalšej 
generácie a s tým súvisiace aj menšie percento mutácií v populácií nám dáva lepšie 
výsledky.  
 
Popsize 10 10 10 10 10 10 10 10 10 
mutRate 0,3 0,3 0,3 0,5 0,5 0,5 0,7 0,7 0,7 
keepFrac 0,3 0,5 0,7 0,3 0,5 0,7 0,3 0,5 0,7 
reliability 74 82 78 8 100 0 100 66 0 
nEvalAvg 5874,2 4852,6 6703,8 4570 1480,4 10010 1642,8 7008,6 10010 
nIterAvg 586,42 484,26 669,38 456 147,04 1000 163,28 699,86 1000 
          
Popsize 25 25 25 25 25 25 25 25 25 
mutRate 0,3 0,3 0,3 0,5 0,5 0,5 0,7 0,7 0,7 
keepFrac 0,3 0,5 0,7 0,3 0,5 0,7 0,3 0,5 0,7 
reliability 98 100 0 98 38 0 100 0 0 
nEvalAvg 5994 3008 2525 2496,5 19527 25025 1603 25025 25025 
nIterAvg 238,76 119,32 1000 98,86 780,08 1000 63,12 1000 1000 
          
Popsize 50 50 50 50 50 50 50 50 50 
mutRate 0,3 0,3 0,3 0,5 0,5 0,5 0,7 0,7 0,7 
keepFrac 0,3 0,5 0,7 0,3 0,5 0,7 0,3 0,5 0,7 
reliability 100 100 0 100 0 0 46 0 0 
nEvalAvg 2245 2288 50050 1895 50050 50050 39861 50050 50050 
nIterAvg 43,9 44,76 1000 36,9 1000 1000 796,22 1000 1000 
 
Tab. 14: Výsledky Genetického algoritmu pre testovaciu Ackleyho funkciu. 
 
V poslednej tabuľke pre tento algoritmus a to Tab. 15 sú výsledky pre Griewangkovu 
testovaciu funkciu a znovu vidíme, že najlepšie výsledky boli dosiahnuté pre 
najmenšie percento prenesených jedincov do ďalšej generácie. Čo znamená, že 
v tom malom percente vieme naozaj vybrať tých najlepších jedincov a nezavádzame 
si do ďalších generácií jedincov nekvalitných. 
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Popsize 10 10 10 10 10 10 10 10 10 
mutRate 0,3 0,3 0,3 0,5 0,5 0,5 0,7 0,7 0,7 
keepFrac 0,3 0,5 0,7 0,3 0,5 0,7 0,3 0,5 0,7 
reliability 46 58 28 58 64 0 80 44 0 
nEvalAvg 6836,2 6057,6 8220,4 6541,4 6595,6 10010 4750,4 8312,4 10010 
nIterAvg 682,62 604,76 821,04 653,14 658,56 1000 474,04 830,24 1000 
          
Popsize 25 25 25 25 25 25 25 25 25 
mutRate 0,3 0,3 0,3 0,5 0,5 0,5 0,7 0,7 0,7 
keepFrac 0,3 0,5 0,7 0,3 0,5 0,7 0,3 0,5 0,7 
reliability 68 72 0 86 6 0 98 0 0 
nEvalAvg 12203 15005 25025 8944 24024 25025 4389 25025 25025 
nIterAvg 487,1 599,18 1000 356,76 959,96 1000 174,56 1000 1000 
          
Popsize 50 50 50 50 50 50 50 50 50 
mutRate 0,3 0,3 0,3 0,5 0,5 0,5 0,7 0,7 0,7 
keepFrac 0,3 0,5 0,7 0,3 0,5 0,7 0,3 0,5 0,7 
reliability 82 24 0 100 0 0 80 0 0 
nEvalAvg 18452 45367 50050 10778 50050 50050 30562 50050 50050 
nIterAvg 368,04 906,34 1000 214,56 1000 1000 610,24 1000 1000 
 
Tab. 15: Výsledky Genetického algoritmu pre testovaciu Griewangkovu funkciu. 
 
Na obr. 20 môžeme vidieť konečný stav populácie pre nastavené parametre mutRate 
= 0,3 a keepFrac = 0,7 testované pre veľkosť populácie 50 za použitia Dejongovej 
testovacej funkcie. Toto nastavenie znamená, že percento zmutovanej populácie je 
30% a 70% populácie posunieme do ďalšej generácie. Môžeme vidieť, že niektorým 
jedincom sa podarilo nájsť globálne minimum a ostatný sú vplyvom zavedenia 
mutácie a veľkým percentuálnym výberom populácie do ďalšej generácie, kde 
musíme vybrať zákonite aj tých horších, ktorí sú porozhadzovaný v okolí globálneho 
minima, ale nájsť sa im ho už nepodarí. Takisto obr. 21 nám ukazuje ako najlepší 
člen populácie konverguje k nule, ale priemeru celej populácie sa to opäť nepodarilo. 
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Konecny stav populace














Obr. 20: Konečný stav populácie pre Dejongovu testovaciu funkciu.  
 





































Obr. 21: Výsledná konvergencia pre Dejongovu testovaciu funkciu. 
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6.3.5 Výsledky pre algoritmus Evolučné stratégie 
 
Posledným testovaným algoritmom sú Evolučné stratégie. Pri tomto algoritme 
sa zadávajú tri vstupné parametre, pričom sme nastavovali len jeden. Testovanie 
opäť prebiehalo pre 3 veľkosti populácie, ktoré sa však opakujú u každého 
testovaného algoritmu. Jediný parameter, ktorý sme nastavovali bol „nOffspr“. Jedná 
sa o parameter, ktorý nám určuje počet potomkov ktorý dosiahneme v každej 
generácií. V literatúre sa uvádza že by mal byť vždy väčší ako populácia samotná. 
Z tohto dôvodu sme pre naše testovanie volili najskôr hodnotu totožnú s veľkosťou 
populácie a potom sme túto hodnotu zväčšovali práve o veľkosť populácie takže 
napríklad pre populáciu o veľkosti 10 sme použili nastavenie 10, 20 a 30. Parameter 
„sigmaMin“ nám udáva akú najmenšiu hodnotu môže sigma nadobúdať pre každú 
generáciu. Tento parameter sme nastavili na hodnotu 0,01 z dôvodu väčšej presnosti 
samotného algoritmu. Posledným parametrom je parameter „nSigma“, ktorý môže 
nadobúdať dve hodnoty buď hodnotu 1, čo znamená, že sigma je rovnaká pre každú 
dimenziu alebo ju môžeme nastaviť na hodnotu D, čo je náš prípad a znamená to, že 
hodnota sigma je iná pre každú dimenziu. 
V Tab. 16 môžeme vidieť výsledné hodnoty pre Dejongovu testovaciu funkciu. 
V tomto prípade sa algoritmus ukončil vždy ukončovacím typom 1 a teda dosiahol 
pre všetky nastavené vstupné parametre 100% úspešnosť. Aj v tomto prípade 
môžeme povedať, že tento algoritmus pre použitú najjednoduchšiu testovaciu funkciu 
nie je citlivý na vstupné parametre.  
 
Popsize 10 10 10 
nOffspr 10 20 30 
nSigma 2 2 2 
sigma Min 0,01 0,01 0,01 
reliability 100 100 100 
nEvalAvg 379,2 361,8 378,4 
nIterAvg 18,96 12,06 9,46 
    
Popsize 25 25 25 
nOffspr 25 50 75 
nSigma 2 2 2 
sigma Min 0,01 0,01 0,01 
reliability 100 100 100 
nEvalAvg 862 823,5 846 
nIterAvg 17,24 10,98 8,46 
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Popsize 50 50 50 
nOffspr 50 100 150 
nSigma 2 2 2 
sigma Min 0,01 0,01 0,01 
reliability 100 100 100 
nEvalAvg 1676 1566 1648 
nIterAvg 16,76 10,44 8,24 
 
Tab. 16: Výsledky algoritmu Evolučné stratégie pre testovaciu Dejongovu funkciu. 
 
V Tab. 17 sú zobrazené výsledky pre stredne zložitú Ackleyho testovaciu 
funkciu. U tejto testovacej funkcie už môžeme vidieť rozdiely v nastavení počte 
potomkov, ktorý dosiahneme v každej generácií. Čím väčší počet potomkov, tým sa 
spoľahlivosť zlepšuje. Môžeme vidieť, že algoritmus je závislý aj od veľkosti vstupnej 
populácie. Jednoznačne najlepšie parametre dosahuje tento algoritmus pri veľkosti 
populácie 50 a parametre nOffspr = 150 potomkov. 
 
Popsize 10 10 10 
nOffspr 10 20 30 
nSigma 2 2 2 
sigma Min 0,01 0,01 0,01 
reliability 22 50 56 
nEvalAvg 16891 15804 18914 
nIterAvg 844,54 526,8 472,84 
    
Popsize 25 25 25 
nOffspr 25 50 75 
nSigma 2 2 2 
sigma Min 0,01 0,01 0,01 
reliability 18 94 94 
nEvalAvg 44947 5977,5 8680 
nIterAvg 898,94 79,7 86,8 
    
Popsize 50 50 50 
nOffspr 50 100 150 
nSigma 2 2 2 
sigma Min 0,01 0,01 0,01 
reliability 0 100 100 
nEvalAvg 100000 3057 2776 
nIterAvg 1000 20,38 13,88 
 
Tab. 17: Výsledky algoritmu Evolučné stratégie pre testovaciu Ackleyho funkciu. 
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Tab. 18 nám ukazuje výsledky pre najzložitejšiu testovaciu funkciu a to 
Griewangkovu funkciu. Opäť môžeme vidieť najlepšie dosiahnuté výsledky pre 
najväčší počet potomkov dosiahnutý v ďalších generáciách. Pre zložitosť tejto 
funkcie sa nám nepodarilo ani v jednom z prípadov dosiahnuť spoľahlivosť 100% 
avšak so stúpajúcim počtom potomkov môžeme predpokladať, že by sa spoľahlivosť 
zvyšovala čo má za následok väčší výber jedincov do ďalších generácií a tak aj 
väčšiu pravdepodobnosť, že jedinci budú kvalitný. 
 
Popsize 10 10 10 
nOffspr 10 20 30 
nSigma 2 2 2 
sigma Min 0,01 0,01 0,01 
reliability 22 20 22 
nEvalAvg 15676 24068 31286 
nIterAvg 783,82 802,26 782,14 
    
Popsize 25 25 25 
nOffspr 25 50 75 
nSigma 2 2 2 
sigma Min 0,01 0,01 0,01 
reliability 12 18 22 
nEvalAvg 44135 61638 78220 
nIterAvg 882,7 821,84 782,2 
    
Popsize 50 50 50 
nOffspr 50 100 150 
nSigma 2 2 2 
sigma Min 0,01 0,01 0,01 
reliability 14 20 22 
nEvalAvg 86238 120387 164340 
nIterAvg 862,38 802,58 821,7 
 
Tab. 18: Výsledky algoritmu Evolučné stratégie pre testovaciu Griewangkovu funkciu. 
 
Na obr. 22 môžeme vidieť konečný stav populácie pre vstupný parameter nOffspr = 
150 a veľkosť populácie Popsize = 50 testovaných pre Ackleyho testovaciu funkciu. 
V tomto prípade sa všetkým jedincom podarilo nájsť globálne minimum. Obr. 23 nám 
ukazuje ako jedinci pre dané vstupné parametre konvergujú k nule. 
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Konecny stav populace














Obr. 22: Konečný stav populácie pre Ackleyho testovaciu funkciu.  
 


































Cieľom mojej práce bolo naštudovať princípy evolučných algoritmov, ktoré sa 
používajú pre hľadanie globálnych extrémov a zamerať sa na vopred vybrané 
evolučné algoritmy a tie dopodrobna rozobrať. Ďalšou úlohou bolo tieto algoritmy 
spracovať v prostredí Matlab a otestovať ich na sade testovacích funkcií v ktorých 
boli obsiahnuté ľahké, stredne ťažké a ťažké testovacie funkcie. Na záver bolo mojou 
úlohou dosiahnuté výsledky porovnať z hľadiska úspešnosti a výpočtových nárokov 
a zamerať sa aj na nastavené vstupné parametre a diskutovať ich citlivosť a vplyv na 
dosiahnuté výsledky. 
V prvej časti mojej diplomovej práce sa venujem základným informáciám 
o evolučných algoritmoch ako takých a o možnosti ich použitia pre riešenia 
jednotlivých optimalizačných problémov.  
V ďalšej časti som sa zameral na hlavné rozdelenie evolučných algoritmov 
a na ich limity pre použitie pre špecifické optimalizačné problémy. Na základe 
literárnej rešerše som popísal základné pojmy, ktoré sa vyskytujú u evolučných 
algoritmov a ich vplyv na funkciu algoritmu. Na záver tejto časti som naznačil 
vývojový diagram pre evolučné algoritmy. 
Hlavná časť mojej diplomovej práce sa venuje podrobnému rozboru zadaných 
evolučných algoritmov. Pre každý algoritmus som popísal jeho presnú funkciu, 
parametre ktoré sa nastavujú pre daný optimalizačný algoritmus a jeho ďalšie 
varianty, ktoré sa v praxi používajú.  
V poslednej časti som sa venoval experimentálnemu overovaniu jednotlivých 
algoritmov. Na začiatku boli popísné jednotlivé testovacie funkcie, ktoré boli použité 
na testovanie algoritmov a podmienky ukončenia, ktoré musia byť rovnaké pre všetky 
algoritmy aby mohli byť medzi sebou objektívne porovnávané. Pri každom algoritme 
sú výsledky znázornené aj graficky, vždy pre vybraný špecifický vstupný parameter. 
Z priestorových dôvodov som toto znázornenie nemohol uviesť pre každú 
z testovaných funkcií. Pokiaľ by som mal zhodnotiť tieto algoritmy ako celok, nedá sa 
jednoznačne hovoriť o algoritme najlepšom alebo najhoršom, čo v podstate vyplýva 
aj z No Free Lunch Theoremu, ktorý ukazuje, že nájsť univerzálne najlepší 
stochastický algoritmus pre globálnu optimalizáciu nie je možné. Každý z algoritmov 
dokázal nájsť globálne minimu za určitých vstupných parametrov. Pokiaľ by sme tieto 
algoritmy chceli použiť v praxi určite by sme lepšie poznali problém ktorý chceme 
riešiť a vedeli by sme tak lepšie nastaviť vstupné parametre. Obecne čo sa týka 
výpočtových nárokov pre jednotlivé algoritmy sa nedá konštatovať, že so stúpajúcim 
počtom populácie a zväčšujúcou sa zložitosťou testovacej funkcie narastajú 
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výpočtové nároky. Tento skúmaný parameter je veľmi individuálny pre každý 
z testovaných algoritmov a vyplýva z ich povahy. Niektorým algoritmom sa podarí 
globálne minimum nájsť rýchlejšie a niektorým to trvá dlhšie. Jediná testovacia 
funkcia ktorá vykazovala najnižšiu výpočtovú rýchlosť u všetkých algoritmov bola 
Dejongova funkcia teda tá najjednoduchšia, avšak porovnávať Ackleyho testovaciu 
funkciu a Griewangkovu testovaciu funkciu z pohľadu výpočtových nárokov sa už tak 
ľahko nedá. Pokiaľ by sme mali hovoriť o najhoršom nami testovanom algoritme bol 
by to asi algoritmus PSO, teda rojenie častíc. Tento algoritmus má tendenciu pre 
zložitejšie optimalizačné problémy k predčasnej konvergencií a teda ukončí sa tak 
ukončovacím typom 2. Taktiež je tu problém aj s rýchlosťou, ktorú nadobúdajú jedinci 
a ktorá zapríčiňuje ich rozhodenie v okolí globálneho minima, ale nájsť sa im ho už 
nepodarí. Podarí sa to iba najlepším jedincom, čo však nestačí na to aby tento 
algoritmus pre nami testované vstupné parametre dosahoval spoľahlivosť 100%.  
Obecne platí, že pokiaľ máme veľmi dobre zadefinovaný problém, ktorý 
chceme optimalizovať a vieme tento problém matematicky vyjadriť, nájsť 
najvhodnejší optimalizačný algoritmus by nemalo byť tak zložité, ako pri 
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