We discuss the Grassmann graph J q (N, D) with N ≥ 2D, having as vertices the D-dimensional subspaces of an N -dimensional vector space over the finite field F q . This graph is distance-regular with diameter D; to avoid trivialities we assume D ≥ 3. Fix a pair of a maximal clique C of J q (N, D) and a vertex x in C. Using the pair x, C, we construct a 2D-dimensional irreducible module W for the confluent Cherednik algebra H V and show its connection to the generalized Terwilliger algebra associated with the pair x, C. We discuss how H V is related to a nil-DAHA of type (C ∨ 1 , C 1 ). We note that W becomes a module for the nil-DAHA if N = 2D. Using the H V -module W, we obtain non-symmetric dual q-Hahn polynomials and prove their recurrence and orthogonality relations from a combinatorial viewpoint.
Introduction
In this paper, we continue to develop the link between the theory of Q-polynomial distance-regular graphs and the theory of double affine Hecke algebras (DAHAs); cf. [1, 3, 6, [11] [12] [13] . We briefly summarize our results concerning the link. In [11] , we considered a Q-polynomial distance-regular graph that corresponds to q-Racah polynomials, at the top level (i.e. 4 φ 3 ) in the terminating branch of the q-Askey scheme [9] . Assuming that the graph contains a clique with maximal possible size (i.e. Delsarte clique), we introduced the generalized Terwilliger algebra T(x, C), which is a noncommutative semisimple matrix C-algebra attached to every pair of a Delsarte clique C and a vertex x ∈ C of the graph. We showed that each such pair (x, C) gives rise to a vector space that has an irreducible module structure for both T(x, C) and a DAHA of type (C ∨ 1 , C 1 ), the most general DAHA of rank one [17] . In the following paper [12] , we captured the non-symmetric q-Racah polynomials from that vector space, a discrete version of non-symmetric Askey-Wilson polynomials introduced by Sahi [18] , and gave a combinatorial interpretation for their orthogonality relations.
We note that, however, the results obtained in [11, 12] may remain at the purely algebraic level; because there is no known example of a (non-trivial) Q-polynomial distance-regular graph with large 1 diameter that corresponds to q-Racah polynomials and contains a Delsarte clique. To complement this shortcoming, in the subsequent paper [13] we dealt with the dual polar graphs as a concrete combinatorial example in the context of the theory developed in [11, 12] . The dual polar graphs are a classical family of Q-polynomial distance-regular graphs and correspond to the dual q-Krawtchouk polynomials. Applying techniques of [11, 12] to a dual polar graph, we obtained an irreducible module for a nil-DAHA 2 of type (C ∨ 1 , C 1 ) [4] , which is a specialization of the DAHA of type (C ∨ 1 , C 1 ). We then captured the non-symmetric dual q-Krawtchouk polynomials, a discrete version of non-symmetric Al-Salam-Chihara polynomials [15] , from a nil-DAHA module. We also described their recurrence and orthogonality relations from a combinatorial point of view.
In the present paper, as another specific combinatorial object with strong regularity, we discuss the Grassmann graphs in the context of our study to develop the theory of [11, 12] further. The Grassmann graphs are a classical family of Q-polynomial distance-regular graphs and correspond to the dual q-Hahn polynomials which lie in between q-Racah and dual q-Krawtchouk polynomials in the q-Askey scheme; see Figure 1 . The main results of this paper are as follows. Let J q (N, D) denote a Grassmann graph, where q is a prime power and N , D are positive integers with N ≥ 2D; see the definition in Section 3. Fix a pair of a maximal clique C in J q (N, D) and a vertex x in C. Applying the methods used in [11] [12] [13] to J q (N, D), we construct a 2D-dimensional irreducible T(x, C)-module W and show that W has a module structure for the confluent Cherednik algebra H V [16] ; cf. Definition 7.1. We then demonstrate how the T(x, C)-action on W is related to the H V -action on W; cf. Theorems 7.8 and 7.10. We remark that in the case N = 2D, W becomes a module for a nil-DAHA H of type (C ∨ 1 , C 1 ). From the H V -module W, we obtain non-symmetric dual q-Hahn polynomials, a discrete version of non-symmetric continuous dual q-Hahn polynomials [15, Section 2] , and describe their recurrence and orthogonality relations; cf. Theorems 9.2 and 9.9. This paper is organized as follows. In Section 2 we recall some preliminaries concerning Qpolynomial distance-regular graphs and the Terwilliger algebra. In Section 3 we fix a Grassmann graph Γ = J q (N, D) with diameter D ≥ 3. We discuss Γ and its properties. We also discuss the Terwilliger algebra of Γ associated with a maximal clique. In Section 4 we fix a maximal clique C and a vertex x in C. We discuss the generalized Terwilliger algebra T = T(x, C) of Γ and construct the so-called primary T-module W. In Section 5 we discuss the theory of Leonard systems. In particular, we treat a family of Leonard systems that corresponds to dual q-Hahn polynomials. In Section 6 we deal with four dual q-Hahn Leonard systems obtained from W. In Section 7 we discuss the confluent Cherednik algebra H V and construct a C-algebra homomorphism from H V to End(W), which gives an H V -module structure on W. We describe how the action of H V on W is related to the action of T on W. We also introduce a nil-DAHA H of type (C ∨ 1 , C 1 ) and discuss how H is related to H V . In Section 8 we introduce non-symmetric dual q-Hahn polynomials ± i and give a combinational interpretation for ± i . In Section 9 we deal with recurrence relations and orthogonality relations for ± i . Throughout this paper, we use the following notation. For a non-empty finite set X, let Mat X (C) denote the C-algebra consisting of the complex square matrices indexed by X. Let C X denote the C-vector space consisting of the complex column vectors indexed by X. We endow C X with the Hermitian inner product ·, · = ·, · C X which satisfies u, v = u tv for u, v ∈ C X , where t denotes transpose and¯denotes complex conjugate. Abbreviate u 2 = u, u for all u ∈ C X . For y ∈ X, let y denote the vector in C X with a 1 in the y-coordinate and 0 in all other coordinates. For a subset Y ⊆ X, defineŶ = y∈Yŷ , called the characteristic vector of Y . Let C[ζ, ζ −1 ] denote the space of Laurent polynomials in one variable ζ. A Laurent polynomial f (ζ) is said to be symmetric if f (ζ) = f (ζ −1 ), and non-symmetric otherwise. We view symmetric Laurent polynomials as ordinary polynomials in the variable λ := ζ + ζ −1 . Assume that q ∈ C * is not a root of unity. For α ∈ C, (α; q) 0 := 1 and (α; q) n :
For integers 0 ≤ m ≤ n, we denote the Gaussian binomial coefficient by
We remark that if q is set to a prime power then n m is equal to the number of m-dimensional subspaces of an n-dimensional vector space over a finite field F q . In what follows, we assume that q is a prime power unless otherwise stated.
Preliminaries: Distance-regular graphs
In this preliminary section, we recall some basic aspects of distance-regular graphs that we need later in the paper. Let Γ be a connected simple graph with finite vertex set X and diameter D ≥ 3. For a vertex x in X, define
where ∂(x, y) is the shortest path-length distance function between x and y. We abbreviate Γ(x) = Γ 1 (x). For an integer k, Γ is said to be k-regular (or regular with valency k) whenever |Γ(x)| = k for all x in X. We say that Γ is distance-regular whenever for every i, 0 ≤ i ≤ D, and for every pair of vertices x, y in X with ∂(x, y) = i, there are constant numbers a i , b i , c i such that Assume that Γ is distance-regular. For 0 ≤ i ≤ D, define the matrix A i in Mat X (C) such that (x, y)-entry of A i is 1 if ∂(x, y) = i and 0 otherwise. We call A i the i-th distance matrix of Γ. Observe that A 0 = I, the identity matrix in Mat X (C). We abbreviate A = A 1 and call this the adjacency matrix of Γ. The Bose-Mesner algebra of Γ is the (commutative) semisimple subalgebra M of Mat X (C) generated by I, A, A 2 , . . . , A D . Observe that
where we set b −1 A −1 = 0 and c D+1 A D+1 = 0. From this recurrence, it follows that there is a polynomial
It follows that A generates M , and that the matrices A i , 0 ≤ i ≤ D, form a basis for M . Since A is real symmetric and generates M , it has D + 1 mutually distinct real eigenvalues θ 0 , θ 1 , . . . , θ D . We always set θ 0 :
We recall the Q-polynomial property of Γ. The Bose-Mesner algebra M of Γ is closed under entrywise multiplication, denoted by •, since
We say that Γ is Q-polynomial with respect to the ordering
where we set b * −1 E −1 = 0 and c * D+1 E i+1 = 0. From this recurrence, it follows that there is a polynomial
are real and mutually distinct. We note that θ * 0 = trace(E 1 ) = rank(E 1 ). Assume that Γ is Q-polynomial with respect to the ordering
The dual Bose-Mesner algebra of Γ with respect to x is the (commutative) semisimple subalgebra M * = M * (x) of Mat X (C) generated by E * 0 , E * 1 , . . . , E * D . Note that the matrices E * i , 0 ≤ i ≤ D, form a basis for M * . Let A * = A * (x) denote the diagonal matrix in Mat X (C) with (y, y)-entry (|X|E 1 ) xy for y ∈ X, i.e., A * = diag(|X|E 1x ). Then
θ from which it follows that A * generates M * . We call A * the dual adjacency matrix of Γ with respect to x. Observe that the scalars θ * i are the eigenvalues of A * , called the dual eigenvalues of Γ. The Terwilliger algebra (or subconstituent algebra) of Γ with respect to x is the subalgebra T = T (x) of Mat X (C) generated by M , M * [21] [22] [23] . Note that the matrices A, A * generate T . Note also that T is (non-commutative) semisimple and any two non-isomorphic irreducible T -modules in C X are orthogonal. The following are relations in T :
We observe that the subspace Mx of C X has bases {A ix } D i=0 and {E ix } D i=0 , and that
It follows that Mx is same as the subspace M * X of C X , and therefore Mx is an irreducible T -module, called the primary T -module. The actions of A, A * on Mx are given as follows: for 0 ≤ i ≤ D,
For more information regarding distance-regular graphs, we refer to [1, 2, 5] .
Grassmann graphs
Recall q a prime power. Let N, D be positive integers with the restriction N ≥ 2D. Let V be an N -dimensional vector space over a finite field Throughout the rest of this paper, let Γ denote the Grassmann graph J q (N, D) with diameter D; to avoid trivialities we assume D ≥ 3. We recall some basic results that we need; cf. [2, Section 9.3] . The graph Γ is distance-regular with intersection numbers given by
The eigenvalues of Γ are given by
The graph Γ is Q-polynomial with respect to the ordering
The dual eigenvalues of Γ are given by 
From this, it follows that C is a Delsarte clique, i.e., C attains the Hoffman bound 1 − θ 0 /θ D ; cf. [2, Proposition 4.4.6] . Take a Delsarte clique C of Γ. The covering radius of C is defined by max{∂(y, C) : y ∈ X}, where ∂(y, C) = min{∂(y, z) : z ∈ C}. Note that the covering radius of C is given by D − 1; cf [8, Lemma 7.4] . Define
For notational convenience, we set C −1 := ∅ and C D := ∅. We remark that
i=0 is an equitable partition, i.e., for all integers i and j, 
from which it follows that the cardinality n i (z) is independent of the choice of z in C i , and thus we write n i = n i (z) for 0 ≤ i ≤ D − 1. By definition, we have 8) where (|C| − n −1 )Ĉ −1 = 0 and n DĈD = 0.
Lemma 3.1. The intersection numbers of C are given by
Proof. We recall the intersection numbers b i , c i of Γ. By [11, Theorem 4.7] and (3.7),
Evaluate (3.11) using (3.2) to get (3.10). To verify (3.9), use a i + b i + c i = b 0 along with (3.2).
We recall the Terwilliger algebra associated with C in the sense of Suzuki [19] . For 0 ≤ i ≤ D−1, let E * i = E * i (C) denote the diagonal matrix in Mat X (C) with (y, y)-entry 1 if y ∈ C i and 0 otherwise, i.e.,
The dual BoseMesner algebra of Γ with respect to C is the (commutative) semisimple subalgebra
Since
Observe that the scalars θ * i are real and mutually distinct. By (3.3), (3.4) and (3.7), the θ * i are given by
Then we write
from which it follows that A * generates M * . We call A * the dual adjacency matrix of Γ with respect to C. Observe that the scalars θ * i are the eigenvalues of A * , called the dual eigenvalues of Γ with respect to C. The Terwilliger algebra of Γ with respect to C is the subalgebra T = T (C) of Mat X (C) generated by M, M * ; cf. [19] . Note that the matrices A, A * generate T . Note also that T is (non-commutative) semisimple. The following are relations in T :
, the subspace MĈ is same as the subspace M * X of C X , and therefore MĈ is an irreducible T -module, called the primary T -module. The actions of A, A * on MĈ are given as follows: for 0
The generalized Terwilliger algebra of Grassmann graphs
We continue to discuss the Grassmann graph Γ = J q (N, D). Throughout the rest of the paper, we fix a Delsarte clique C of Γ and a vertex x in C. We recall the Terwilliger algebras T = T (x) and T = T (C) of Γ. In this section, we treat the generalized Terwilliger algebra of Γ associated with x and C, and discuss its so-called primary module. 
where A * A * = A * A * , and that T is (non-commutative) semisimple.
Recall two partitions
i=0 of X from (2.1) and (3.5), respectively. Using these, we define a new partition {C
See Figure 2 . For notational convenience, we set C
. From this and (3.4), it easily follows that |C
In particular, each of C ± i is non-empty.
Proof. Since Γ is distance-regular and the partition
is equitable, by (2.2), (3.6), and (4.1), it follows
Evaluate (4) 
We remark that from (4.1) it turns out that the partition {C
i=0 is equitable; cf. [11, Lemmas 5.1, 5.2]. Let W be a subspace of C X spanned by the ordered set
Observe that C is an orthogonal ordered basis for W. Since {C
i=0 is equitable, W is A-invariant. Moreover, by the construction of (4.1), W is a module for both M * and M * . Therefore, W is a T-module. Note that the T-module W is generated byx since
where J = D i=0 A i and observe that Jx =X. Proof. By semisimplicity of T, W decomposes into an orthogonal direct sum of irreducible Tmodules. Among such modules, take one, denoted by W 0 , which is not orthogonal tox. Then E * 0 W 0 containsx, from which it follows that the irreducible T-module W 0 containsx. Since the T-module W is generated byx, we have W = W 0 . The result follows.
We remark that the irreducible T-module W is generated byĈ as well. We call W the primary T-module. We describe the action of T on W with the basis C. Note thatĈ
Proof. From the structure of (4.1), we routinely find both
Evaluate these equations using (3.1), (3.2) and Lemma 3.1. The result follows.
Lemma 4.5. The actions of
where θ * i are from (3.3) and θ * i are from (3.13).
Proof. Immediate from (2) and (3.14).
Leonard systems of dual q-Hahn type
In this section, we discuss a family of Leonard systems said to have dual q-Hahn type and some properties we need in the paper. We begin by recalling the notion of Leonard systems [24] . Let d be a non-negative integer and let V be a C-vector space with dimension d + 1. Assume that the element A ∈ End(V) is multiplicity-free, i.e., A has d+1 mutually distinct
where I is the identity in End(V). We call E i the primitive idempotent of A associated with θ i .
Definition 5.1 ([24, Definition 1.4])
. By a Leonard system on V, we mean a sequence
) is an ordering of the primitive idempotents of A (resp. A * ).
(iii) For 0 ≤ i, j ≤ d, both
and
We call d the diameter of Φ.
Then both Φ * and Φ ⇓ satisfy the conditions (i)-(iii) in Definition 5.1, and thus they are also Leonard systems on V. For 0 ≤ i ≤ d, let θ i (resp. θ * i ) be an eigenvalue of A (resp. A * ) associated with E i (resp. E * i ). Then there exists nonzero scalars i , 1 ≤ i ≤ d, and an isomorphism of C-algebras from End(V) to the full matrix algebra
We call the sequence
denote the first split sequence of Φ ⇓ and call this the second split sequence of Φ. By the parameter array of Φ, we mean the sequence
where 
as follows:
where
We say that the polynomial v i is associated with Φ. By (5.6), it follows
We normalize the polynomial v i by setting 
4 Dually, we can consider a Φ * -standard basis {Eiu
The Leonard system is uniquely determined up to isomorphism by the parameter array, cf. [24, Theorem 1.9], and all families of the parameter arrays of Leonard systems are displayed in [26] as parametric form. We now recall the dual q-Hahn family of Leonard systems. For the rest of this section, assume that q is a nonzero scalar such that q i = 1 for 1 ≤ i ≤ D.
We call (a, a * , b, b * , c, r; q, d) the parameter sequence of Φ.
From now on, let Φ be a Leonard system of dual q-Hahn type as in Definition 5.2. From (5.7), (5.8), the intersection numbers of Φ are given by 
The polynomials f i form the dual q-Hahn polynomials [9, Section 14.7] in a variable λ(x) = a + bq −x + cq x . For notational convenience, fix a square root t of t 2 . Set x = log q (t −1 ζ) in λ(x) so that
We renormalize f i (λ) by setting
for 0 ≤ i ≤ d. We note that h i (ζ) are monic symmetric Laurent polynomials in a variable ζ, i.e., the coefficient of their highest degree term in ζ is one, and note also that the h i (ζ) has the highest degree i and the lowest degree −i. Since h i (ζ) depends on the parameters b, c, r, d, and q, we write 18) and say that h i is associated with Φ. 5 In the case r = 0, the Leonard system Φ has dual q-Krawtchouk type; cf. [13, Definition 5.2] Lemma 5.3. Let Φ be a Leonard system on V as in Definition 5.2 and let the polynomials v i , h i , 0 ≤ i ≤ d, be associated with Φ as in (5.9), (5.18), respectively. Let U be a C-vector space containing V as a subspace and let X ∈ End(U) be invertible such that
where A := a + bt(X + X −1 ) = a + btX −1 + ct −1 X. In particular, for a non-zero vector u ∈ E 0 V,
Proof. From (5.17), we have We finish this section with a comment. With reference to Φ, we define the scalars
By [25, Theorem 17.12] , the m i , 0 ≤ i ≤ d, are given in terms of the parameter array of Φ by
. 
6 The primary T-module W
Recall the primary T-module W of Γ from Section 4. In this section, we treat four dual q-Hahn Leonard systems that naturally arise from the structure of W. Since W is a module for both T and T , it contains both Mx (as a T -module) and MĈ (as a T -module). Let Mx ⊥ (resp. MĈ ⊥ ) denote the orthogonal complement of Mx (resp. MĈ) in W. Note that Mx ⊥ is an irreducible T -submodule of W with dimension D − 1 and MĈ ⊥ is an irreducible T -submodule of W with dimension D; cf. [11, Sections 6, 7] . Therefore, W decomposes in two ways:
For the rest of the paper, we set a non-zero scalar 
Proposition 6.1. Recall the matrices
in T and the irreducible Tsubmodules Mx, Mx ⊥ of W from (6.1). Define the following sequences of matrices by
where | Z means that each of the matrices in the sequence is restricted to the subspace Z of W. The following (I), (II) hold.
(I) The sequence Φ is a Leonard system on Mx that has dual q-Hahn type. The parameter sequence of Φ is (a, a * , b, b * , c, r; q, D), where
(iii) The monic dual q-Hahn polynomials h i associated with Φ (cf. (5.18)) are given by
where v i are the polynomials associated with Φ as in (5.9).
(II) The sequence Φ ⊥ is a Leonard system on Mx ⊥ that has dual q-Hahn type. The parameter sequence of
form a Φ ⊥ -standard basis for Mx ⊥ .
(ii) The intersection numbers b ⊥ i , c ⊥ i of Φ ⊥ are given by
(iii) The monic dual q-Hahn polynomials h ⊥ i associated with Φ ⊥ are given by 
in T and the irreducible Tsubmodules MĈ, MĈ ⊥ of W from (6.2). Define the following sequences of matrices by
where | Z means that each of the matrices in the sequence is restricted to the subspace Z of W. ( a, a * , b, b * , c, r) = a, a 
(iii) The monic dual q-Hahn polynomials h i associated with Φ are given by
(II) The matrices of Φ ⊥ act on MĈ ⊥ as a Leonard system that has dual q-Hahn type. The parameter sequence of Φ ⊥ is ( a ⊥ , a * ⊥ , b ⊥ , b * ⊥ , c ⊥ , r ⊥ ; q, D − 1), where
form a Φ ⊥ -standard basis for MĈ ⊥ .
(iii) The monic dual q-Hahn polynomials h ⊥ i associated with Φ ⊥ are given by
where v ⊥ i are the polynomials associated with Φ ⊥ as in (5.9).
Proof. Similar to Proposition 6.1.
We comment on the decompositions (6.1) and (6.2) of W. We first consider the orthogonal direct sum decomposition of W from (6.1). Let π ∈ End(W) be the orthogonal projection onto Mx, i.e., the element π satisfies (π − 1)Mx = 0 and π(Mx ⊥ ) = 0. We give an action of π on W as follows. Consider a Φ-standard basis {A ix } D i=0 for Mx and a Φ ⊥ -standard basis
for Mx ⊥ . Using them, we find thatĈ
10)
for 1 ≤ i ≤ D − 1. From (6.10) and (6.11), the action of π onĈ ± j is given by for Mx ⊥ . Using them, we find that
13)
14)
for 0 ≤ i ≤ D − 1. From (6.13) and (6.14), the action of π onĈ ± j is given by
The confluent Cherednik algebra H V
The double affine Hecke algebra (DAHA), or Cherednik algebra, for a reduced affine root system was defined by Cherednik [3] , and the definition was extended to non-reduced affine root systems of type (C ∨ n , C n ) by Sahi [18] . In [16] Mazzocco introduced seven new algebras as degenerations of the DAHAs of type (C ∨ 1 , C 1 ) and established a new relation between the theory of the Painlevé equations and the theory of the q-Askey scheme. Among the seven algebras, the confluent Cherednik algebra H III [16, (3.86 )-(3.91) ] has been shown to be recognized to a certain nil-DAHA of type (C ∨ 1 , C 1 ), which is associated with dual polar graphs; cf. [13, Remark 8.4 ]. 7 In the present paper, we shall focus our attention on the algebra H V , another confluence Cherednik algebra among the seven, and discuss how H V is related to our Grassmann graph Γ. 73)-(3.78)] ). Let k, k , u, q be non-zero scalars in C. The algebra H V = H V (k, k , u; q) is the associative C-algebra with generators T , T , U, U and relations
We remark that T , T are invertible.
We now construct an H V -module structure. Recall the prime power q. In what follows, we set
Using these scalars, define the matrices as follows: for 0 5) and for 1 ≤ i ≤ D − 1,
Moreover, define
Lemma 7.2. The following (i), (ii) hold.
Proof. Follows from (7.5) and (7.6).
Using the matrices (7.5)-(7.7), define the block diagonal matrices in C 2D×2D :
Lemma 7.3. We have both
Proof. Use (7.5)-(7.7). The result routinely follows.
Proposition 7.4. There exists a C-algebra homomorphism from H V to the full matrix algebra
Proof. The matrices T T T , T T T , U U U , U U U satisfy the defining relations (7.1)- (7.3) by Lemma 7.2. The result follows.
Recall the 2D-dimensional space W and its ordered basis C (cf. (4.2)) from Section 4.
Corollary 7.5. There exists an H V -module structure on W such that the matrices representing T , T , U, U with respect to the ordered basis C are T T T , T T T , U U U , U U U , respectively.
Proof. Identifying End(W) with C 2D×2D , we obtain a representation of H V on W by Proposition 7.4. The result follows.
By the comments below (4.2) and Corollary 7.5, the space W has a module structure for both T and H V . We shall discuss how the H V -action on W is related to the T-action on W. Recall the scalar τ from (6.3). Observe that τ = kk . For notational convenience, we define
Observe that X is invertible since T , T are invertible. We also define
We give the actions of the elements A, A * , A * of H V on W with the basis C.
Lemma 7.6. The following (i), (ii) hold.
(i) The actions of X and X −1 onĈ
are given as linear combination with the following terms and coefficients.
.
(ii) The actions of X and X −1 onĈ
Proof. Routine using (7.5)-(7.7) and Corollary 7.5.
Lemma 7.7. The following (i), (ii) hold.
(i) The action of A onĈ
, is given as linear combination with the following terms and coefficients.
(ii) The actions of A * and A * onĈ
Proof. (i): Routine using Lemma 7.6.
(ii): By Lemma 7.3.
Theorem 7.8. Recall the generators A, A * , A * of T and the elements A, A * , A * of H V . On W, we have A = τ bA + a, (7.9)
where τ is from (6.3) and a, a * , a * , b, b * , b * are from Propositions 6.1(I) and 6.3(I).
Proof. The identity (7.9) follows from Lemma 4.4 and Lemma 7.7(i). The remaining two identities (7.10) and (7.11) follow from Lemma 4.5 and Lemma 7.7(ii).
Remark 7.9. (i) By Theorem 7.8 and since W is irreducible as a T-module, it follows that an H V -module W is irreducible.
(ii) On the H V -module W, the elements T and T are both diagonalizable. Moreover, the element (T +k −1 )/(k+k −1 ) (resp. (T +k −1 )/(k +k −1 )) acts as the projection from W onto the eigenspace of T (resp. T ) corresponding to k (resp. k ).
Theorem 7.10. Recall the orthogonal projection π (resp. π) from W onto Mx (resp. MĈ). On W, we have
Proof. Use (6.12) and the matrix T T T to obtain the first identity in (7.12) . Similarly, use (6.15) and the matrix T T T to obtain the second identity. The result follows.
We should like to make a comment on a nil-DAHA of type (C ∨ 1 , C 1 ). We first recall the definition of the (ordinary) DAHA of type (C ∨ 1 , C 1 ). The DAHA H = H(κ 0 , κ 1 , κ 0 , κ 1 ; q) is the associative C-algebra with generators T 
where,
, we specialized some defining relations of H using the so-called "double-dot normalization" method; cf. [4, Section 2.5]. We then obtained a certain nil-DAHA, which is isomorphic to the algebra H III . We shall now specialize the algebra H to obtain a new nil-DAHA, denoted by H, which is well-suited in the context of Grassmann graphs. As we shall see, H is a special case of H V . SetT
(7.14)
Observe that
. Use these and (7.14) to geẗ
Apply (7.14) to the relations (7.13) at i = 1 to get
Thus, H has generators T ±1 0 ,T 1 , and X ±1 . We now specialize the parameters κ 1 , κ 1 by setting κ 1 = κ 1 and then letting κ 1 → 0. Then (7.15) and (7.16) becomë
Then the algebra H obtained from this specialization has a presentation by generators T ±1 , X ±1 , U and relations
We call H a nil-DAHA of type (C ∨ 1 , C 1 ). Proposition 7.11. Recall the algebra H V (k, k , u; q) from Definition 7.1. Set u = 1. Then the nil-DAHA H is isomorphic to H V (k, k , 1; q).
Proof. From Definition 7.1 and (7.17)-(7.20).
Remark 7.12. Recall our Grassmann graph Γ = J q (N, D) with N ≥ 2D. If N = 2D, then the scalar u from (7.4) becomes 1, from which by Proposition 7.11 and Corollary 7.5 it follows that W is an irreducible H-module. In this case, as we shall see in the next section, we can describe non-symmetric dual q-Hahn polynomials by means of the H-module structure.
Non-symmetric dual q-Hahn polynomials
In this section, we shall define non-symmetric dual q-Hahn polynomials and give a combinatorial interpretation for these Laurent polynomials. Recall the Leonard systems Φ, Φ ⊥ , Φ, and Φ ⊥ from Propositions 6.1 and 6.3. Recall the sequences of monic dual q-Hahn polynomials
associated with Φ, Φ ⊥ , Φ, Φ ⊥ , respectively, from (6.4), (6.6), (6.7), (6.9) . Define the following monic Laurent polynomials in C[ζ, ζ −1 ] by
where u ⊥ 0 is from (6.5) and u ⊥ 0 is from (6.8).
Proof. Note thatx =Ĉ − 0 . Setting i = 0 in Lemma 7.6(i), the actions of X and X −1 onĈ − 0 are given by
Evaluate p ⊥ (X ).x using these equations and simplify the result using (6.5) at i = 0 to get the first equation in (8.2) . The remaining two equations in (8.2) are similarly obtained.
We define the non-symmetric Laurent polynomials
Proof. On the H V -module W, using (7.9) we find
where we recall τ 2 = c/b and θ j = a + bq −j + cq j . Since Mx ⊥ decomposes into the orthogonal direct sum of the eigenspaces of A corresponding to θ j , 1 ≤ i ≤ D − 1, the result follows.
We define another non-symmetric Laurent polynomials
We shall now give a description of the role of the Laurent polynomials
Recall the basis C for W from (4.2). Proposition 8.3. On the H V -module W, Proof. We first show the equationĈ
Recall the equation (6.10). We assume 0 ≤ i ≤ D − 2. Applying (5.10) and (7.9) to each summand of the right side of (6.10) and using (6.4) and (6.6), we get
Simplify the right side of this equation using the first equation in (8.2). We findĈ
We now assume i = D − 1. Then by Lemma 8.2, it follows
By this comment, we findĈ
The desired result follows. The remaining equations in (8.6) are obtained in a similar way using (6.11), (6.13) and (6.14). 
Recurrence and orthogonality relations
We continue to discuss non-symmetric dual q-Hahn polynomials
In this section, we derive their recurrence and orthogonality relations from the H V -module W by using combinatorial description of ± i . We begin with a lemma. Lemma 9.1. Recall p ⊥ and h ⊥ D−1 from (8.1) and (8.5), respectively. Recall X from (7.8). The following (i)-(iii) hold.
(ii) Let µ be the polynomial in C[ζ] defined by
Then µ is the minimal polynomial of X on W. 
(ii) Observe that µ has degree 2D and µ(X ) = 0 on W by part (i). From Proposition 8.3, the result follows.
Define the Laurent polynomials 
Moreover, by Lemma 9.1(i) ± D (X ) vanish on W. By these comments and using (8.3), (8.4) at i = D − 1, we routinely find
We shall now give the recurrence relations for 
(ii) For 0 ≤ i ≤ D − 1, ζ + i and ζ −1 + i are respectively given as linear combination with the following terms and coefficients.
Proof. By Remark 8.4, the Laurent polynomials ζ We now discuss orthogonality relations for ± i . We first find the eigenvalues of X on W. From (9.1), µ has 2D mutually distinct (real) zeros 5) and hence X is multiplicity-free on W with the eigenvalues
for Mx ⊥ . We consider the following ordered basis B for W:
Observe that B is orthogonal. Recall the projection π (resp. π) from W onto Mx (resp. MĈ). 
and π(Mx ⊥ ) = 0, the result follows.
(ii) Since E 0x ∈ MĈ and E Dx ∈ MĈ ⊥ , it follows that π.E 0x = E 0x and π.E Dx = 0. Assume
In this equation, eliminateĈ 0 using (6.13) at i = 0 and solve the result for u ⊥ 0 to obtain
Apply E i to both sides of each equation of (9.6), (9.7) and simplify the result using E i A = θ i E i . Then, by recallingx =Ĉ − 0 andĈ =Ĉ 0 , we have
8)
Solving the system of equations (9.8), (9.9) for E ix and E i u ⊥ 0 , we find Apply π to both sides of each of equations (9.10), (9.11) and eliminate E iĈ using (9.8). Simplify the result to obtain π.E ix and π.E i u ⊥ 0 , which are given by linear combinations of E ix and E i u ⊥ 0 . The desired result follows.
In Theorem 7.10 we have shown how the projection π (resp. π) is related to T (resp. T ) on W. Using this result and Lemma 9.3 we routinely obtain the following lemma. Proof. Recall X = T T . Use this and Lemma 9.4. The result routinely follows.
One routinely verifies that the matrix X (i), 1 ≤ i ≤ D − 1, from (9.12) has the eigenvalues λ ±i ; cf (9.5). We now find eigenvectors of X on W corresponding to λ i , −D ≤ i ≤ D − 1. Define
13) On W, the vector y i is an eigenvector of X corresponding to the eigenvalue λ i . Moreover, the vectors y i form an eigenbasis of X on W.
Proof. The first assertion follows from routine calculations using Lemma 9.5. The second assertion immediately follows from that B is an basis for W.
Recall the Hermitian inner product ·, · defined on C X . Since the basis B is orthogonal on W, we observe that We compute explicitly the non-zero inner products. To do this, we first compute E ix 2 , 0 ≤ i ≤ D, and E i u ⊥ Proof. (i) Since E * 0 E i E * 0 = m i E * 0 , we have E ix 2 = E i E * 0x 2 = x, E * 0 E i E * 0x = m i . By this and (9.18), the result follows.
(ii) Similarly to (i), we have E i u ⊥ 
