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Algorithm 0: Croziflette au canard (pour 4 personnes)
ingrédients: 4 cuisses de confit de canard
200g de crozets au sarrasin
200g de crozets au froment
1 reblochon (ou plus)
2 bouteilles de bordeaux
/* Avec les crozets qui restent (paquets de 400g), ne pas hésiter
à faire sa petite sœur où l’on remplace le canard par du
saumon fumé et de la crème fraiche. */
begin
for {crozets, canard, reblochon } do in parallel
Crozets Faire cuire les crozets ensemble
Canard
1. Nettoyer le gras autour des cuisses de canard (tout le gras)
2. Émietter le canard dans le plat à croziflette
3. Manger ce qui reste autour des os
Reblochon
1. Couper le reblochon en 3 dans le sens de l’épaisseur.
2. Couper la tranche du milieu en cubes
3. Ne pas manger les cubes
Verser les crozets cuits dans le plat;
Mélanger ;
Insérer les cubes de reblochons dans le mélange;
Paver la face supérieure du mélange avec les deux tranches de reblochons restantes, croûte en
dessous;
Faire cuire à 200°C jusqu’à ce que le reblochon du dessus ait une jolie couleur;
return Croziflette, bouteilles de bordeaux
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Résumé en français
Dans cette thèse, nous avons considéré d’un point de vue théorique deux problèmes importants pour les
futures plateformes dites “exascales” (plateformes pouvant effectuer 1018 opérations par secondes) : les
restrictions liées à la fiabilité de ces plateformes ainsi que les contraintes énergétiques.
Les contraintes de fiabilité étaient connues avant même l’ère “petascale” (plateformes pouvant ef-
fectuer 1015 opérations par secondes). Alors que la fiabilité des composants pris de manière indépen-
dante augmente, leur nombre aussi augmente de manière exponentielle. Le temps moyen entre deux
fautes (MTBF) des machines hautes performances est proportionnel au MTBF de ses composants, mais
aussi à l’inverse du nombre de processeurs sur ces machines. Ce MTBF décroit donc rapidement. Pour
les machines “exascale”, il est attendu que ce temps moyen soit plus faible que le temps pour faire une
sauvegarde (“checkpoint”) des données présentes sur la machine. En première partie de cette thèse, nous
nous sommes intéressés à l’étude de placement optimal de ces checkpoints dans un but de minimisation
du temps total d’exécution. En particulier, nous avons considéré les checkpoints périodiques (temps de
travail, en l’absence de fautes, constant entre deux checkpoints), et coordonnés (la machine sauve de
manière simultanée les données de tous les processeurs qui travaillent). Nous avons commencé par un
contexte général et nous avons amélioré la période, optimale au premier ordre, donnée par Young et
Daly. Puis, dans un contexte exascale, nous avons considéré des prédicteurs de fautes. Un prédicteur
de fautes est un logiciel lié à la machine étudiée, qui par l’étude de “logs” (les événements passés) et
d’informations données par des capteurs sur la machine, va tenter de prédire lorsqu’une faute va arriver.
Ce prédicteur est évidemment imparfait, on suppose qu’il ne pourra prédire qu’un certain pourcent-
age r, appelé “recall”, de ces fautes, et qu’en plus parmi ses prédictions, seul un certain pourcentage p,
appelé “precision”, seront effectivement des futures fautes (les autres prédictions étant ce qu’on ap-
pelle des faux-positifs). Évidemment, seules les fautes prédites suffisamment de temps en avance pour
d’éventuelles actions pro-actives sont comptabilisées. En effet, un prédicteur qui prédirait parfaitement
toutes les fautes, mais au moment où elles arrivent ne servirait à rien ! Enfin, ces prédicteurs ne peuvent
évidemment pas prévoir exactement le moment où la faute va arriver, mais peuvent donner un “intervalle
de confiance”, I , dans lequel ils s’attendent à ce que leur faute arrive. Dans ce contexte, nous avons pro-
posé des algorithmes efficaces, et pour ces algorithmes, donné des formules optimales au premier ordre
pour le temps entre deux checkpoints. Une hypothèse importante de ce travail est que l’utilisateur con-
naît exactement le moment où la faute arrive : la machine s’arrête, un processeur surchauffe, le travail
courant renvoie une erreur. Dans un deuxième temps, nous avons considéré les fautes dites silencieuses.
Ces fautes, provoquées par exemple par un rayon cosmique entraînant l’inversion d’un bit, sont de plus
en plus courantes, et ne peuvent être détectées que par un système de vérification. Dans le cas où l’une
de ces fautes est détectée, l’utilisateur doit retourner au point de sauvegarde le plus récent qui n’a pas été
affecté par cette faute, si un tel point existe ! Dans le cas de ces fautes, il faut donc garder en mémoire
plusieurs points de sauvegarde au cas où l’un ou plusieurs d’entre eux aient été affectés par une telle
faute. Dans ce contexte, nous avons à nouveau proposé des algorithmes optimaux au premier ordre,
mixant points de sauvegarde et points de vérification.
i
ii RÉSUMÉ EN FRANÇAIS
Dans la seconde partie de cette thèse, nous avons considéré des problèmes énergétiques liés à ces
mêmes plateformes. En 2004, la consommation énergétique des processeurs a atteint un seuil, tel qu’un
dépassement de ce seuil faisait craindre la fonte de ces processeurs (à cause des dégagements de chaleur
liés à la consommation énergétique). Ce jour là, la course à la puissance de calcul de ces processeurs
s’est arrêtée (ainsi que la fameuse “Loi de Moore”, loi énoncée par Moore, qui prévoyait un double-
ment de la puissance de calcul des processeurs tous les 18 mois). Il faut donc trouver de nouveaux
paradigmes pour diminuer cette consommation énergétique, sans quoi l’exascale risque de ne jamais
voir le jour (pour rappel, une machine exascale doit avoir une puissance de calcul 1000 fois supérieure à
une machine petascale, mais pour un même volume, et donc, une même consommation énergétique, de
l’ordre de 20 MW). La technique du “speed-scaling” consiste à modifier la puissance entrante dans cer-
tains des processeurs. La diminution de cette puissance a évidemment des conséquence énergétiques: en
général on dit que la consommation énergétique du calcul est proportionnelle au carré de cette puissance
entrante. Un contrepoint est un impact négatif sur le temps d’exécution des applications : la vitesse
d’exécution des tâches se trouve diminuée. De plus, cette diminution a aussi un impact négatif sur leur
fiabilité ! Dans ce contexte, nous avons étudié la technique du speed-scaling, couplée à des techniques
d’augmentation de fiabilité comme la re-exécution (cette technique consiste à re-exécuter une tâche dont
l’exécution a échoué, directement après l’échec sur le même processeur), la réplication (cette technique
consiste à exécuter une tâche sur deux processeurs différents en parallèle, à un prix énergétique dou-
blé) ainsi que le checkpoint. Pour ces différents problèmes, nous avons pu fournir des algorithmes
dont l’efficacité a été montrée soit au travers de simulations, soit grâce à des preuves d’approximation
du résultat par rapport à la solution optimale. Enfin dans un deuxième temps, nous avons considéré,
sans speed-scaling, les différents coûts énergétiques dans la technique du checkpoint périodique et coor-
donné. Nous avons calculé la période optimale pour minimiser cette consommation énergétique et nous
l’avons comparée à celle pour minimiser le temps d’exécution.
Introduction
A significant research effort has focused on the characteristics, features, and challenges of High Per-
formance Computing (HPC) systems capable of reaching the Exaflop performance mark [1, 39, 108].
The portrayed Exascale systems will necessitate billion way parallelism, resulting not only in a massive
increase in the number of processing units (cores), but also in terms of computing nodes. In order to
advance to the next generation of supercomputers, new scientific breakthroughs are needed in computing
technology (for example energy-efficient hardware, algorithms, applications, system software).
In February 2014, the Advanced Scientific Computing Advisory Committee (ASCAC) published the
top ten Exascale research challenges [1] to achieve the development of an Exascale system. They are
sorted into ten categories:
• Energy efficiency: Creating more energy-efficient circuit, power, and cooling technologies.
• Interconnect technology: Increasing the performance and energy efficiency of data movement.
• Memory technology: Integrating advanced memory technologies to improve both capacity and
bandwidth.
• Scalable system software: Developing scalable system software that is power- and resilience-
aware.
• Programming systems: Inventing new programming environments that express massive paral-
lelism, data locality, and resilience.
• Data management: Creating data management software that can handle the volume, velocity and
diversity of data that is anticipated.
• Exascale algorithms: Reformulating science problems and redesigning, or reinventing the algo-
rithms for solving these in Exascale systems.
• Algorithms for discovery, design, and decision: Facilitating mathematical optimization and un-
certainty quantification for Exascale discovery, design, and decision making.
• Resilience and correctness: Ensuring correct scientific computation in face of faults, reproducibil-
ity, and algorithm verification challenges.
• Scientific productivity: Increasing the productivity of computational scientists with new software
engineering tools and environments.
This thesis deals with two issues that appear multiple times in the above list, namely resilience and
energy. We address these two issues in two main parts. The first part focuses on the importance of
reliability for future Exascale platforms, while the second part discuss how to improve the energy con-
sumption of those platforms.
Considering the relative slopes describing the evolution of the reliability of individual components
on one side, and the evolution of the number of components on the other side, the reliability of the entire
platform is expected to decrease, due to probabilistic amplification. Even if each independent component
is quite reliable, the Mean Time Between Failures (MTBF) is expected to drop drastically. Executions
of large parallel applications on these systems will have to tolerate a higher degree of errors and failures
than in current systems. The de-facto general-purpose error recovery technique in high performance
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computing is checkpoint and rollback recovery. Such protocols employ checkpoints to periodically save
the state of a parallel application, so that when an error strikes some process, the application can be re-
stored into one of its former states. The most widely used protocol is coordinated checkpointing, where
all processors periodically stop computing and synchronize to write critical application data onto stable
storage. Coordinated checkpointing is well understood, at least in its blocking form (when no computing
activity takes place during checkpoints), and good approximations of the optimal checkpoint interval ex-
ist; they are known as Young’s [124] and Daly’s [35] formula. We introduce the new reliability problems
with further details in Chapter 1, as an introduction to Part I of the thesis. Part I, then, elaborates on the
checkpointing methods as a solution to reliability of Exascale systems.
While reliability is a major concern for Exascale, another key challenge is to minimize energy con-
sumption, which we address in Part II of the thesis. The principal reason is that Exascale systems are
expected to have similar size as the current Petascale systems, but at an extreme scale capacity, namely
1000 times today’s capacity! In order to be able to bring the necessary power to those systems, the
thermal power by cm2 needs to be reduced drastically: as it is now, it is close to the one of a nuclear
reactor [71] (Figure 1). In particular, as can be seen on Figure 1, in 2004 an inflexion point was reached:
because the thermal density of chips reached that of a nuclear reactor, the industry had to abandon clock
frequency growth to avoid melting the chips.
Figure 1: ITRS = International Technology Roadmap for Semiconductors. Source: Kogge and
Shalf [71].
On a side note, Horst Simon, the Deputy Director at the Lawrence Berkeley National Laboratory’s
NERSC (National Energy Research Scientific Computing Center), announced in May 2013 that he bet
$2,000 that Exascale will not be reached by 2020 for this reason mainly. This is not the only reason why
the focus on the energy performance of future Exascale systems is important. Other reasons include
environmental and economical concerns. Reducing power consumption by one megawatt may save
around $1M per year even in a relatively inexpensive energy contract [39].
One of the most power-consuming components of today’s systems is the processor. Even when idle,
it dissipates a significant fraction of the total power. However, for future Exascale systems, the power
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dissipated to execute I/O transfers is likely to play an even more important role, because the relative
cost of communication is expected to dramatically increase, both in terms of latency and consumed
energy [111]. We introduce the energy challenges for Exascale with further details in Chapter 5, as an
introduction to Part II of the thesis. Part II, then, delves into methods to improve the energy consumption
of Exascale platforms, through various techniques, under a reliability constraint.
We now summarize the different chapters of this thesis. Chapters 1–4 form Part I, and Chapters 5–9
form Part II. We give a concluding chapter for the whole thesis at the end.
Chapter 1: Introduction to coordinated checkpointing
This chapter introduces the part on reliability via periodic checkpointing. Along with new general
results, we discuss the related work for Part I.
Chapter 2: Checkpointing algorithms and fault prediction [J4]
This chapter deals with the impact of fault prediction techniques on checkpointing strategies. We ex-
tend the classical first-order analysis of Young and Daly in the presence of a fault prediction system,
characterized by its recall and its precision. In this framework, we provide optimal algorithms to decide
whether and when to take predictions into account, and we derive the optimal value of the checkpointing
period. These results allow to analytically assess the key parameters that impact the performance of fault
predictors at very large scale.
Chapter 3: Checkpointing strategies with prediction windows [C9]
This chapter deals with the impact of fault prediction techniques on checkpointing strategies. We con-
sider fault-prediction systems that do not provide exact prediction dates, but instead time intervals during
which faults are predicted to strike. These intervals dramatically complicate the analysis of the check-
pointing strategies. We propose a new approach based upon two periodic modes, a regular mode outside
prediction windows, and a proactive mode inside prediction windows, whenever the size of these win-
dows is large enough. We are able to compute the best period for any size of the prediction windows,
thereby deriving the scheduling strategy that minimizes platform waste. In addition, the results of the
analytical study are nicely corroborated by a comprehensive set of simulations, which demonstrates the
validity of the model and the accuracy of the approach.
Chapter 4: On the combination of silent error detection and checkpointing [C5]
In this chapter, we revisit traditional checkpointing and rollback recovery strategies, with a focus on
silent data corruption errors. Contrarily to fail-stop failures, such latent errors cannot be detected im-
mediately, and a mechanism to detect them must be provided. We consider two models: (i) errors are
detected after some delays following a probability distribution (typically, an Exponential distribution);
(ii) errors are detected through some verification mechanism. In both cases, we compute the optimal
period in order to minimize the waste, i.e., the fraction of time where nodes do not perform useful
computations. In practice, only a fixed number of checkpoints can be kept in memory, and the first
model may lead to an irrecoverable failure. In this case, we compute the minimum period required for
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an acceptable risk. For the second model, there is no risk of irrecoverable failure, owing to the verifi-
cation mechanism, but the corresponding overhead is included in the waste. Finally, both models are
instantiated using realistic scenarios and application/architecture parameters.
Chapter 5: Introduction to energy-efficient scheduling
In this chapter, we introduce energy-efficient schedules. After an introduction of the Dynamic Voltage
and Frequency Scaling (DVFS) technique, we show how to use it through an example of scheduling
problem where reliability is not a contraint. We then discuss how energy efficiency impacts reliability
and present some related work.
Chapter 6: Energy-aware scheduling under reliability and makespan constraints [C2]
We consider a task graph to be executed on a set of homogeneous processors. We aim at minimizing
the energy consumption while enforcing two constraints: a prescribed bound on the execution time (or
makespan), and a reliability threshold. Dynamic voltage and frequency scaling (DVFS) is a model fre-
quently used to reduce the energy consumption of a schedule, but it has negative effect on its reliability.
In this chapter, to improve the reliability of a schedule while reducing the energy consumption, we al-
low for the re-execution of some tasks. We assess the complexity of the tri-criteria scheduling problem
(makespan, reliability, energy) with two different speed models: either processors can have arbitrary
speeds (continuous speeds), or a processor can run at a finite number of different speeds, and it can
change its speed during a computation. We propose several novel tri-criteria scheduling heuristics under
the continuous speed model, and we evaluate them through a set of simulations. Our two best heuristics
turn out to be very efficient and complementary.
Chapter 7: Approximation algorithms for energy, reliability and makespan opti-
mization problems [RR1]
In this chapter, we consider the problem of scheduling an application on a parallel computational plat-
form. The application is a particular task graph, either a linear chain of tasks, or a set of independent
tasks. The platform is made of identical processors, whose speed can be dynamically modified. It is
also subject to failures: if a processor is slowed down to decrease the energy consumption, it has a
higher chance to fail. Therefore, the scheduling problem requires us to re-execute or replicate tasks
(i.e., execute twice the same task, either on the same processor, or on two distinct processors), in order
to increase the reliability. It is a tri-criteria problem: the goal is to minimize the energy consumption,
while enforcing a bound on the total execution time (the makespan), and a constraint on the reliability of
each task. Our main contribution is to propose approximation algorithms for these particular classes of
task graphs. For linear chains, we design a fully polynomial-time approximation scheme. However, we
show that there exists no constant factor approximation algorithm for independent tasks, unless P=NP,
and we are able in this case to propose an approximation algorithm with a relaxation on the makespan
constraint.
Chapter 8: Energy-aware checkpointing of divisible tasks with soft or hard dead-
lines [C7]
In this chapter, we aim at minimizing the energy consumption when executing a divisible workload
under a bound on the total execution time, while resilience is provided through checkpointing. We
discuss several variants of this multi-criteria problem. Given the workload, we need to decide how
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many chunks to use, what are the sizes of these chunks, and at which speed each chunk is executed.
Furthermore, since a failure may occur during the execution of a chunk, we also need to decide at which
speed a chunk should be re-executed in the event of a failure. The goal is to minimize the expectation
of the total energy consumption, while enforcing a deadline on the execution time, that should be met
either in expectation (soft deadline), or in the worst case (hard deadline). For each problem instance, we
propose either an exact solution, or a function that can be optimized numerically. The different models
are then compared through an extensive set of experiments.
Chapter 9: Optimal checkpointing period: Time vs. energy [C4]
This short chapter deals with parallel scientific applications using non-blocking and periodic coordinated
checkpointing to enforce resilience. We provide a model and detailed formulas for total execution time
and consumed energy. We characterize the optimal period for both objectives, and we assess the range of
time/energy trade-offs to be made by instantiating the model with a set of realistic scenarios for Exascale
systems. We give a particular emphasis to I/O transfers, because the relative cost of communication is
expected to dramatically increase, both in terms of latency and consumed energy, for future Exascale
platforms.
viii INTRODUCTION
Part I
Reliability via periodic checkpointing
1

Chapter 1
Introduction to coordinated periodic
checkpointing
Nowadays, the most powerful High Performance Computing (HPC) systems experience about one fault
per day [109, 128]. Furthermore, the reliability of an entire platform is expected to decrease, due to
probabilistic amplification, as its number of components increases. Indeed, even if each independent
component is quite reliable, the Mean Time Between Failures (MTBF) is expected to drop drastically
when considering an Exascale system [39]. Failures become a normal part of application executions.
Therefore, applications running on large computing systems have to cope with platform faults.
Applications need to use fault-tolerance mechanisms such as checkpoint and rollback, in order to
become resilient. Unfortunately, with the advent of Exascale systems, this is not sufficient anymore: with
10,000,000 core processors or more, the time interval between two consecutive failures is anticipated
to be smaller than the typical duration of the checkpoint. Recently, considerable research has focused
on system administrators trying to predict where and when faults will strike. In particular, most of the
research has been devoted to fault predictors [45, 46, 47, 79, 125, 131]. However, no predictor will ever
be able to predict every fault. Therefore, fault predictors will have to be used in conjunction with fault-
tolerance mechanisms. In Chapters 2 and 3, we discuss efficient techniques to use these fault predictors.
While this fault-tolerant research is important, it assumes instantaneous error detection, and therefore
applies to fail-stop failures, such as the crash of a resource. In Chapter 4, we revisit checkpoint protocols
in the context of silent errors, also called silent data corruption. In HPC, it has been shown recently that
such errors are not unusual, and must also be accounted for [90]. The cause may be for instance soft
efforts in L1 cache, or double bit flips. The problem is that the detection of a latent error is not immediate,
because the error is identified only when the corrupted data is activated. One must then account for the
interval required to detect the error in the recovery protocol. Indeed, if the last checkpoint saved an
already corrupted state, it may not be possible to recover from the error. Hence the necessity to keep
several checkpoints so that one can rollback to the last correct state.
Assume that we have jobs executing on a platform subject to faults, and let µ be the Mean Time
Between Faults (MTBF) of the platform. In the absence of fault prediction, the standard approach is
to take periodic coordinated checkpoints, each of length C, every period of duration T . In steady-state
utilization of the platform, the value Topt of T that minimizes the expected waste of resource usage due
to checkpointing is approximated as Topt =
√
2µC + C, or Topt =
√
2(µ+D +R)C + C (where
D and R are the duration of the down time and of the recovery, respectively). The former expression
is the well-known Young’s formula [124], while the latter is due to Daly [35]. While there are other
types of checkpointing techniques (namely uncoordinated and hierarchical), we focus on coordinated
checkpoints. This is because of the fact that they are supported by most of the fault-tolerance libraries
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available for HPC [129, 90].
In this introductory chapter, we start with some general results that are useful when considering
periodic checkpointing. The first of these results is relative to the MTBF µ of a platform made of N
individual components whose individual MTBF is µind: µ =
µind
N . The second result is a refined first-
order analysis for instantaneous fault detection. When faults follow an exponential distribution, it leads
to similar periods than Young [124] and Daly [35], but leads to better performance when faults follow a
Weibull distribution. Then we discuss related work in Section 1.2.
1.1 General results
1.1.1 MTBF of a platform
When considering a platform prone to failures, the key parameter is µ, the MTBF of the platform. If the
platform is made of N components whose individual MTBF is µind, then µ =
µind
N . This result is true
regardless of the fault distribution law.
Proposition 1.1. Consider a platform comprising N components, and assume that the inter-arrival
times of the faults on the components are independent and identically distributed random variables that
follow an arbitrary probability law whose expectation is finite and µind > 0. Then the MTBF µ of the
platform (defined as the expectation of the sum of number of failures of the N processors over time), is
equal to µindN .
Proof. Consider first a single component, say component number q. Let Xi, i ≥ 0 denote the IID
random variables for fault inter-arrival times on that component, with E (Xi) = µind. Consider a fixed
time bound F . Let nq(F ) be the number of faults on the component until time F is exceeded. In other
words, the (nq(F ) − 1)-th fault is the last one to happen strictly before time F , and the nq(F )-th fault
is the first to happen at time F or after. By definition of nq(F ), we have
nq(F )−1
∑
i=1
Xi ≤ F ≤
nq(F )
∑
i=1
Xi.
Using Wald’s equation [105, p. 486], with nq(F ) as a stopping criterion, we derive:
(E (nq(F ))− 1)µind ≤ F ≤ E (nq(F ))µind,
and we obtain:
lim
F→+∞
E (nq(F ))
F
=
1
µind
. (1.1)
Consider now the whole platform, and let Yi, i ≥ 0 denote the random variables for fault inter-arrival
times on the platform. Let µ, with E (Yi) = µ. Consider a fixed time bound F as before. Let n(F ) be
the number of faults on the whole platform until time F is exceeded. Let mq(F ) be the number of these
faults that strike component number q. Of course we have n(F ) =
∑N
q=1mq(F ). By definition, except
for the component hit by the last failure, mq(F )+ 1 is the number of failures on component q until time
F is exceeded, hence nq(F ) = mq(F ) + 1 (and this number is mq(F ) = nq(F ) on the component hit
by the last failure). From Equation (1.1) again, we have for each component q:
lim
F→+∞
E (mq(F ))
F
=
1
µind
.
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Since n(F ) =
∑N
q=1mq(F ), we also have:
lim
F→+∞
E (n(F ))
F
=
N
µind
. (1.2)

The random variables Yi are not IID, but another possible asymptotic definition of the MTBF µ of
the platform could be 1µ = limF→+∞
∑n(F )
i Yi
F . Kella and Stadje (Theorem 4, [69]) proved that this
limit indeed exists and that µ is also equal to µindN , if in addition the distribution function of the Xi is
continuous.
These two results do not give the expectation of each random variable Yi. The simplest case is
that of the occurrence of the first error Y1. Indeed, if we know the probability distribution FX of each
component, then Y1 is the minimum of the random variables corresponding to the first error on each
processor, hence its distribution law is given by FY1(t) = 1− (1− FX(t))N . However, the expectation
of the arrival times of the next failures are much more complicated to derive, because they depend upon
the history of the platform.
1.1.2 Revisiting Daly’s first-order approximation
Young proposed a “first order approximation to the optimum checkpoint interval” [124]. Young’s for-
mula was later refined by Daly [35] to take into account the recovery time. We revisit their analysis
using the notion of waste. We remind that in the following, C is the time to execute a checkpoint, D is
the duration of a down time, and R is the duration of the recovery of a checkpoint (following a down
time).
Let TIMEbase be the base time of the application without any overhead (neither checkpoints nor
faults). First, assume a fault-free execution of the application with periodic checkpointing. In such an
environment, during each period of length T we take a checkpoint, which lasts for C time units, and
only T − C units of work are executed. Let TIMEFF be the execution time of the application in this
setting. Following most work in the literature, we also take a checkpoint at the end of the execution. The
fault-free execution time TIMEFF is equal to the time needed to execute the whole application, TIMEbase,
plus the time taken by the checkpoints:
TIMEFF = TIMEbase +NckptC, (1.3)
where Nckpt is the number of checkpoints taken. We have
Nckpt =
⌈
TIMEbase
T − C
⌉
≈ TIMEbase
T − C .
When discarding the ceiling function, we assume that the execution time is very large with respect
to the period or, symmetrically, that there are many periods during the execution. Plugging back the
(approximated) value Nckpt =
TIMEbase
T−C , we derive that
TIMEFF =
TIMEbase
T − C T. (1.4)
The waste due to checkpointing in a fault-free execution, WASTEFF, is defined as the fraction of the
execution time that does not contribute to the progress of the application:
WASTEFF =
TIMEFF − TIMEbase
TIMEFF
⇔
(
1−WASTEFF
)
TIMEFF = TIMEbase. (1.5)
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Combining Equations (1.4) and (1.5), we get:
WASTEFF =
C
T
. (1.6)
Now, let TIMEfinal denote the expected execution time of the application in the presence of faults.
This execution time can be divided into two parts: (i) the execution of “chunks” of work of size T − C
followed by their checkpoint; and (ii) the time lost due to the faults. This decomposition is illustrated in
Figure 1.1. The first part of the execution time is equal to TIMEFF. Let Nfaults be the number of faults
occurring during the execution, and let Tlost be the average time lost per fault. Then,
TIMEfinal = TIMEFF +NfaultsTlost. (1.7)
On average, during a time TIMEfinal, Nfaults =
TIMEfinal
µ faults happen. We need to estimate Tlost. A natural
estimation of the computation loss is T2 and has been proven by Daly [35] for exponential laws. We use
it in the general case as an approximation. We conclude that Tlost = T2 + D + R, because after each
fault there is a downtime and a recovery. This leads to:
TIMEfinal = TIMEFF +
TIMEfinal
µ
(
D +R+
T
2
)
.
Let WASTEfault be the fraction of the total execution time that is lost because of faults:
WASTEfault =
TIMEfinal − TIMEFF
TIMEfinal
⇔ (1−WASTEfault) TIMEfinal = TIMEFF (1.8)
We derive:
WASTEfault =
1
µ
(
D +R+
T
2
)
. (1.9)
TIMEFF =TIMEFinal (1-WASTEFail) TIMEFinal × WASTEFail
TIMEFinal
T -C C T -C C T -C C T -C C T -C C
T -C C T -C C T -C C T -C C T -C C
Figure 1.1: An execution (top), and its re-ordering (bottom), to illustrate both sources of waste. Black-
ened intervals correspond to work destroyed by faults, downtimes, and recoveries.
Daly [35] uses the expression
TIMEfinal =
(
1 + WASTEfault
)
TIMEFF (1.10)
instead of Equation (1.8), which leads him to his well-known first-order formula
T =
√
2(µ+ (D +R))C + C. (1.11)
Figure 1.1 explains why Equation (1.10) is not correct and should be replaced by Equation (1.8). Indeed,
the expected number of faults depends on the final time, not on the time for a fault-free execution. We
point out that Young [124] also used Equation (1.10), but with D = R = 0. Equation (1.8) can be
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rewritten TIMEfinal = TIMEFF/ (1−WASTEfault). Therefore, using Equation (1.10) instead of Equa-
tion (1.8), in fact, is equivalent to writing 11−WASTEfault ≈ 1 + WASTEfault which is indeed a first-order
approximation if WASTEfault ≪ 1.
Now, let WASTE denote the total waste:
WASTE =
TIMEfinal − TIMEbase
TIMEfinal
. (1.12)
Then,
WASTE = 1− TIMEbase
TIMEfinal
= 1− TIMEbase
TIMEFF
TIMEFF
TIMEfinal
= 1− (1−WASTEFF)(1−WASTEfault).
Altogether, we derive the final result:
WASTE = WASTEFF + WASTEfault −WASTEFFWASTEfault (1.13)
=
C
T
+
(
1− C
T
)
1
µ
(
D +R+
T
2
)
. (1.14)
We obtain WASTE = uT + v + wT , where u = C
(
1 − D+Rµ
)
, v = D+R−C/2µ , and w =
1
2µ . Thus
simple algebra show that WASTE is minimized for T =
√
u
w . The Refined First-Order (RFO) formula
for the optimal period is thus:
TRFO =
√
2(µ− (D +R))C. (1.15)
It is interesting to point out why Equation (1.15) is a first-order approximation, even for large jobs.
Indeed, there are several restrictions for the approach to be valid:
• We have stated that the expected number of faults during execution is Nfaults =
TIMEfinal
µ , and that
the expected time lost due to a fault is Tlost = T2 +D +R. Both statements are true individually,
but the expectation of a product is the product of the expectations only if the random variables are
independent, which is not the case here because TIMEfinal depends upon the failure inter-arrival
times.
• We have used that the computation time lost when a failure happens is T2 which has been proven
true for exponential and uniform distributions only.
• In Equation (1.6), we have to enforce C ≤ T to have WASTEFF ≤ 1.
• In Equation (1.9), we have to enforce D + R ≤ µ and bound T in order to have WASTEfault ≤ 1.
Intuitively, we need µ to be large enough for Equation (1.9) to make sense. However, regardless of
the value of the individual MTBF µind, there is always a threshold in the number of components N
above which the platform MTBF, µ = µindN , becomes too small for Equation (1.9) to be valid.
• Equation (1.9) is accurate only when two or more faults do not take place within the same period.
Although unlikely when µ is large in front of T , the possible occurrence of many faults during the
same period cannot be eliminated.
To ensure that the latter condition (at most a single fault per period) is met with a high probability,
we cap the length of the period: we enforce the condition T ≤ αµ, where α is some tuning parameter
chosen as follows. The number of faults during a period of length T can be modeled as a Poisson process
of parameter β = Tµ . The probability of having k ≥ 0 faults is P (X = k) =
βk
k! e
−β , where X is the
random variable showing the number of faults. Hence the probability of having two or more faults is
π = P (X ≥ 2) = 1 − (P (X = 0) + P (X = 1)) = 1 − (1 + β)e−β . If we assume α = 0.27 then
π ≤ 0.03, hence a valid approximation when bounding the period range accordingly. Indeed, with such
a conservative value for α, we have overlapping faults for only 3% of the checkpointing segments in
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average, so that the model is quite reliable. For consistency, we also enforce the same type of bound on
the checkpoint time, and on the downtime and recovery: C ≤ αµ and D+R ≤ αµ. However, enforcing
these constraints may lead to use a sub-optimal period: it may well be the case that the optimal period
√
2(µ− (D +R))C of Equation (1.15) does not belong to the admissible interval [C,αµ]. In that case,
the waste is minimized for one of the bounds of the admissible interval. This is because, as seen from
Equation (1.14), the waste is a convex function of the period.
We conclude this discussion on a positive note. While capping the period, and enforcing a lower
bound on the MTBF, is mandatory for mathematical rigor, simulations (see Chapter 2 for both expo-
nential and Weibull distributions) show that actual job executions can always use the value from Equa-
tion (1.15), accounting for multiple faults whenever they occur by re-executing the work until success.
The first-order model turns out to be surprisingly robust!
To the best of our knowledge, despite all the limitations above, there is no better approach to estimate
the waste due to checkpointing when dealing with arbitrary fault distributions. However, assuming that
the faults obey an exponential distribution, it is possible to use the memory less property of this distri-
bution to provide more accurate results. A second-order approximation when faults obey an exponential
distribution is given by Daly [35, Equation (20)] as TIMEfinal = µeR/µ(e
T
µ − 1)TIMEbaseT−C . In fact, in that
case, the exact value of TIMEfinal is TIMEfinal = (µ+D)eR/µ(e
T
µ −1)TIMEbaseT−C [17, 104], and the optimal
period is then 1+L(−e
−Cµ −1)
µ where L, the Lambert function, is defined as L(z)e
L(z) = z.
To assess the accuracy of the different first order approximations, we compare the periods defined
by Young’s formula [124], Daly’s formula [35], and Equation (1.15), to the optimal period, in the case
of an exponential distribution. Results are reported in Table 1.1. To establish these results, we use
parameters realistic for current and future platforms: C = R = 600 s, D = 60 s, and µind = 125 years.
One can observe in Table 1.1 that the relative error for Daly’s period is slightly larger than the one for
Young’s period. In turn, the absolute value of the relative error for Young’s period is slightly larger than
the one for RFO. More importantly, when Young’s and Daly’s formulas overestimate the period, RFO
underestimates it. Table 1.1 does not allow us to assess whether these differences are actually significant.
However, we will report in Chapter 2 some simulations that show that Equation (1.15) leads to smaller
execution times for Weibull distributions than both classical formulas (Tables 2.3 and 2.4).
N µ YOUNG DALY RFO Optimal
210 3849609 68567 (0.5 %) 68573 (0.5 %) 67961 (-0.4 %) 68240
211 1924805 48660 (0.7 %) 48668 (0.7 %) 48052 (-0.6 %) 48320
212 962402 34584 (1.2 %) 34595 (1.2 %) 33972 (-0.6 %) 34189
213 481201 24630 (1.6 %) 24646 (1.7 %) 24014 (-0.9 %) 24231
214 240601 17592 (2.3 %) 17615 (2.5 %) 16968 (-1.3 %) 17194
215 120300 12615 (3.2 %) 12648 (3.5 %) 11982 (-1.9 %) 12218
216 60150 9096 (4.5 %) 9142 (5.1 %) 8449 (-2.9 %) 8701
217 30075 6608 (6.3 %) 6673 (7.4 %) 5941 (-4.4 %) 6214
218 15038 4848 (8.8 %) 4940 (10.8 %) 4154 (-6.8 %) 4458
219 7519 3604 (12.0 %) 3733 (16.0 %) 2869 (-10.8 %) 3218
Table 1.1: Comparing periods produced by the different approximations with optimal value. Beside
each period, we report its relative deviation from the optimal. Each value is expressed in seconds.
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1.2 Related work
Traditional (coordinated) checkpointing has been studied for many years. The major appeal of the
coordinated approach is its simplicity, because a parallel job using n processors of individual MTBF
µind can be viewed as a single processor job with MTBF µ =
µind
n (as was shown in Section 1.1.1).
Given the value of µ, an approximation of the optimal checkpointing period can be computed as a
function of the key parameters (down time D, checkpoint time C, and recovery time R). As already
mentioned, the first estimate had been given by Young [124] and later refined by Daly [35]. Both use
a first-order approximation for exponential failure distributions. More accurate formulas for Weibull
failure distributions are provided by some authors [18, 80, 97]. The optimal checkpointing period is
known only for exponential failure distributions [17]. Dynamic programming heuristics for arbitrary
distributions are proposed [116, 19, 17]. Gelenbe and Derochette [51] give a first-order approximation
of the optimal period to minimize the average response time. They compare it to the period obtained
by Young [124] in a model where they do not consider one single long application and a system fully-
loaded, but instead multiple small independent applications that arrive in the system following a Poisson
process. In this context, Gelenbe [50] shows that the optimal period for the waste depends on the load
of the system. Finally, Gelenbe and Hernández [52] compute the optimal checkpoint interval for the
waste with age dependent failures: they assume that the failure rate follows a Weibull distribution and
that each checkpoint in a renewal point.
The literature proposes different studies [67, 94, 98, 117, 130] on the modeling of coordinated check-
pointing protocols. For instance, Jin et al. [67] and Plank and Thomason [98] focus on the usage of
available resources: some may be kept as backup in order to replace the down ones, and others may be
even shuted down in order to decrease the failure risk or to prevent storage consumption by saving fewer
checkpoint snapshots.
The major drawback of coordinated checkpointing protocols is their lack of scalability at extreme-
scale. These protocols will lead to I/O congestion when too many processes are checkpointing at the
same time. Even worse, transferring the whole memory footprint of an HPC application onto stable
storage may well take so much time that a failure is likely to take place during the transfer! A few
papers [130, 25] propose a scalability study to assess the impact of a small MTBF (i.e., of a large number
of processors). The mere conclusion is that checkpoint time should be either dramatically reduced
for platform waste to become acceptable, which motivated the instantiation of optimistic scenarios in
Section 4.4, or that checkpointing should be coupled with a system that can predict when a fault may
occurs, which motivated Chapters 2 and 3.
Fault prediction. Considerable research has been devoted to fault prediction, using very different
models (system log analysis [125], event-driven approach [46, 125, 131], support vector machines [79,
45], nearest neighbors [79], etc). In this section, we give a brief overview of existing predictors, focusing
on their characteristics rather than on the methods of prediction. For the sake of clarity, we sum up the
characteristics of the different fault predictors from the literature in Table 1.2.
A predictor is characterized by two critical parameters, its recall r, which is the fraction of faults
that are indeed predicted, and its precision p, which is the fraction of predictions that are correct (i.e.,
correspond to actual faults).
Zheng et al. [131] introduce the lead time, that is the duration between the time the prediction is
made and the time the predicted fault is supposed to happen. This time should be sufficiently large to
enable proactive actions. The distribution of lead times is irrelevant. Indeed, only predictions whose lead
time is greater than Cp (the time to take a proactive checkpoint) are meaningful. Predictions whose lead
time is smaller than Cp, whenever they materialize as actual faults, should be classified as unpredicted
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Paper Lead Time Precision (p) Recall (r) Prediction Window
[131] 300 s 40 % 70% -
[131] 600 s 35 % 60% -
[125] 2h 64.8 % 65.2% yes (size unknown)
[125] 0 min 82.3 % 85.4 % yes (size unknown)
[46] 32 s 93 % 43 % -
[47] 10s 92 % 40 % -
[47] 60s 92 % 20 % -
[47] 600s 92 % 3 % -
[45] NA 70 % 75 % -
[79] NA 20 % 30 % 1h
[79] NA 30 % 75 % 4h
[79] NA 40 % 90 % 6h
[79] NA 50 % 30 % 6h
[79] NA 60 % 85% 12h
Table 1.2: Comparative study of different parameters returned by some predictors.
faults; the predictor recall should be decreased accordingly.
One predictor [131] is also able to locate where the predicted fault is supposed to strike. This addi-
tional characteristics has a negative impact on the precision (because a fault happening at the predicted
time but not on the predicted location is classified as a non predicted fault; see the low value of p for
predictor [131] in Table 1.2). Zheng et al. [131] state that fault localization has a positive impact on
proactive checkpointing time in their context: instead of a full checkpoint costing 1, 500 seconds, they
can take a partial checkpoint costing only 12 seconds. This led us to introduce a different cost Cp for
proactive checkpoints, which can be smaller than the cost C of regular checkpoints. Gainaru et al. [47]
also state that fault-localization could help decrease the checkpointing time. Their predictor also gives
information on fault localization. They studied the impact of different lead times on the recall of their
predictor.
Yu et al. [125] also consider a lead time, and introduce a prediction window indicating when the
predicted fault should happen. Liang et al. [79] study the impact of different prediction techniques with
different prediction window sizes. They also consider a lead time, but do not state its value. These two
latter studies motivate our work in Chapter 3, even though Yu et al. [125] do not provide the size of their
prediction window.
Most studies on fault prediction state that a proactive action must be taken right before the predicted
fault, be it a checkpoint or a migration. However, we show in Chapter 2 that it is beneficial to ignore
some predictions, namely when the predicted fault is announced to strike less than Cpp seconds after the
last periodic checkpoint.
Unfortunately, much of the work done on prediction does not provide information that could be
really useful for the design of efficient algorithms. Missing information includes the lead time and the
size of the prediction window. Other information that could be useful would be: (i) the distribution of
the faults in the prediction window; and (ii) the precision and recall as functions of the size of the pre-
diction window (what happens with a larger prediction window). In the simpler case where predictions
are exact-date predictions, Gainaru et al. [47] and Bouguerra et al. [20] have shown that the optimal
checkpointing period becomes Topt =
√
2µC
1− r , but their analysis is valid only if µ is very large in front
of the other parameters, and their computation of the waste is not fully accurate [RR9]. In Chapter 2, we
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have refined the results of Gainaru et al. [47], focusing on a more accurate analysis of fault prediction
with exact dates, and providing a detailed study on the impact of recall and precision on the waste. As
shown in Section 3.3, the analysis of the waste is dramatically more complicated when using prediction
windows than when using exact-date predictions.
Li et al. [78] considered the mathematical problem of when and how to migrate. In order to be able
to use migration, they assumed that at any time 2% of the resources are available as spares. This allows
them to conceive a Knapsack-based heuristic. Thanks to their algorithm, they were able to save 30% of
the execution time compared to a heuristic that does not take the prediction into account, with a precision
and recall of 70%, and with a maximum load of 70%. In our study, we do not consider that we have
a batch of spare resources. We assume that after a downtime the resources that failed are once again
available.
Error detection. All the above approaches maintain a single checkpoint. If the checkpoint file in-
cludes errors, the application faces an irrecoverable failure and must restart from scratch. This is because
error detection latency is ignored in traditional rollback and recovery schemes. These schemes assume
instantaneous error detection (therefore mainly targeting fail-stop failures) and are unable to accommo-
date silent errors.
Considerable efforts have been directed at error-checking to reveal latent errors. Error detection is
usually very costly. Hardware mechanisms, such as Error Correcting Code memory (ECC Memory),
can detect and even correct a fraction of errors, but in practice they are complemented with software
techniques. The simplest technique is triple modular redundancy and voting [83]. For high-performance
scientific applications, process replication (each process is equipped with a replica, and messages are
quadruplicated) is proposed in the RedMPI library [44]. Application-specific information can be very
useful to enable ad-hoc solutions, that dramatically decrease the cost of detection. Many techniques
have been advocated. They include memory scrubbing [64], but also ABFT techniques [63, 15, 112],
such as coding for the sparse-matrix vector multiplication kernel [112], and coupling a higher-order
with a lower-order scheme for PDEs [11]. These methods can only detect an error but do not correct
it. Self-stabilizing corrections after error detection in the conjugate gradient method are investigated by
Sao and Vuduc [107]. See also Heroux and Hoemmen [60] for the design of a fault-tolerant GMRES
capable of converging despite silent errors, and Bronevetsky and de Supinski [23] for a comparative
study of detection costs for iterative methods. Lu et al. [82] give a comprehensive list of techniques
and references. Our work is agnostic of the underlying error-detection technique and takes the cost of
verification as an input parameter to the model (see Section 4.3).
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Chapter 2
Checkpointing algorithms and fault prediction
2.1 Introduction
In this chapter, we assess the impact of fault prediction techniques on checkpointing strategies. When
some fault prediction mechanism is available, can we compute a better checkpointing period to decrease
the expected waste? To what extent? Critical parameters that characterize a fault prediction system are
its recall r, which is the fraction of faults that are indeed predicted, and its precision p, which is the
fraction of predictions that are correct (i.e., correspond to actual faults). The major objective of this
chapter is to refine the expression of the expected waste as a function of these parameters, and to design
efficient checkpointing policies that take predictions into account.
Main contributions. In this chapter, we extend the analysis presented in Chapter 1 to fault predic-
tions, and the design of new checkpointing policies that makes optimal decisions on whether and when
to take these predictions into account. For policies where the decision to trust the predictor is taken
with the same probability throughout the checkpointing period, we show that we should always trust the
predictor, or never, depending upon platform and predictor parameters. For policies where the decision
to trust the predictor is taken with variable probability during the checkpointing period, we show that we
should change strategy only once in the period. We should move from never trusting the predictor when
the prediction arrives in the beginning of the period, to always trusting the predictor when the prediction
arrives later on in the period. We determine the optimal break-even point. For all policies, we compute
the optimal value of the checkpointing period thereby designing optimal algorithms to minimize the
waste when coupling checkpointing with predictions.
Finally, we present an extensive set of simulations that corroborates all mathematical derivations.
These simulations are based on synthetic fault traces (for exponential fault distributions, and for more
realistic Weibull fault distributions) and on log-based fault traces. In addition, they include exact pre-
diction dates and uncertainty intervals for these dates. The section on uncertain intervals is thoroughly
studied in Chapter 3.
The rest of the chapter is organized as follows. We first detail the framework in Section 2.2. We pro-
vide optimal algorithms to account for predictions in Section 2.3. We start with simpler policies where
the decision to trust the predictor is taken with the same probability throughout the checkpointing period
(Section 2.3.1) before dealing with the most general approach where the decision to trust the predictor is
taken with variable probability during the checkpointing period (Section 2.3.2). Section 2.4 is devoted
to simulations: we first describe the simulation framework (Section 2.4.1) and then discuss synthetic and
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log-based failure traces in Sections 2.4.2 and 2.4.3 respectively. Finally, we provide concluding remarks
in Section 2.5.
2.2 Framework
We summarize the notations that we introduce in this section in Table 2.1.
2.2.1 Checkpointing strategy
We consider a platform subject to faults. Our work is agnostic of the granularity of the platform, which
may consist either of a single processor, or of several processors that work concurrently and use coordi-
nated checkpointing. Checkpoints are taken at regular intervals, or periods, of length T . We denote by
C the duration of a checkpoint (all checkpoints have same duration). By construction, we must enforce
that C ≤ T . When a fault strikes the platform, the application is lacking some resource for a certain
period of time of length D, the downtime. The downtime accounts for software rejuvenation (i.e., re-
booting [72, 27]) or for the replacement of the failed hardware component by a spare one. Then, the
application recovers from the last checkpoint. R denotes the duration of this recovery time.
2.2.2 Fault predictor
A fault predictor is a mechanism that is able to predict that some faults will take place, either at a certain
point in time, or within some time-interval window. In this chapter, we assume that the predictor is
able to provide exact prediction dates, and to generate such predictions early enough so that a proactive
checkpoint can indeed be taken before the event.
The accuracy of the fault predictor is characterized by two quantities, the recall and the precision.
The recall r is the fraction of faults that are predicted while the precision p is the fraction of fault
predictions that are correct. Traditionally, one defines three types of events: (i) True positive events are
faults that the predictor has been able to predict (let TrueP be their number); (ii) False positive events
are fault predictions that did not materialize as actual faults (let FalseP be their number); and (iii) False
negative events are faults that were not predicted (let FalseN be their number). With these definitions,
we have r = TruePTrueP+FalseN and p =
TrueP
TrueP+FalseP
.
Proactive checkpoints may have a different length Cp than regular checkpoints of length C. In fact
there are many scenarios. On the one hand, we may well have Cp > C in scenarios where regular
checkpoints are taken at time-steps where the application memory footprint is minimal [61]; on the
contrary, proactive checkpoints are taken according to predictions that can take place at arbitrary instants.
On the other hand, we may have Cp < C in other scenarios [131], e.g., when the prediction is localized
to a particular resource subset, hence allowing for a smaller volume of checkpointed data.
To keep full generality, we deal with two checkpoint sizes in this chapter: C for periodic checkpoints,
and Cp for proactive checkpoints (those taken upon predictions).
In the literature, the lead time is the interval between the date at which the prediction is made
available, and the actual prediction date. While the lead time is an important parameter, the shape of its
distribution law is irrelevant to the problem: either a fault is predicted at least Cp seconds in advance,
and then one can checkpoint just in time before the fault, or the prediction is useless! In other words,
predictions that come too late should be classified as unpredicted faults whenever they materialize as
actual faults, leading to a smaller value of the predictor recall.
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2.2.3 Fault rates
In addition to µ, the platform MTBF (see Section 1.1.1), let µP be the mean time between predicted
events (both true positive and false positive), and let µNP be the mean time between unpredicted faults
(false negative). Finally, we define the mean time between events as µe (including all three event types).
The relationships between µ, µP, µNP, and µe are the following:
• Rate of unpredicted faults: 1µNP =
1−r
µ , since 1− r is the fraction of faults that are unpredicted;
• Rate of predicted faults: rµ =
p
µP
, since r is the fraction of faults that are predicted, and p is the
fraction of fault predictions that are correct;
• Rate of events: 1µe =
1
µP
+ 1µNP , since events are either predictions (true or false), or unpredicted
faults.
2.2.4 Objective: Waste minimization
The natural objective is to minimize the expectation of the total execution time, makespan, of the appli-
cation. Instead, in order to ease mathematical derivations, we aim at minimizing the waste. The waste is
the expected percentage of time lost, or “wasted”, during the execution. In other words, the waste is the
fraction of time during which the platform is not doing useful work. This definition was introduced by
Wingstrom [120]. Obviously, the lower the waste, the lower the expected makespan, and reciprocally.
Hence the two objectives are strongly related and minimizing one of them also minimizes the other.
p Predictor precision: proportion of true positives among the number of predicted faults
r Predictor recall: proportion of predicted faults among total number of faults
q Probability to trust the predictor
MTBF Mean Time Between Faults
N Number of processors in the platform
µ Platform MTBF
µind Individual MTBF
µP Rate of predicted faults
µNP Rate of unpredicted faults
µe Rate of events (predictions or unpredicted faults)
D Downtime
R Recovery time
C Duration of a regular checkpoint
Cp Duration of a proactive checkpoint
T Duration of a period
Table 2.1: Table of main notations.
2.3 Taking predictions into account
In this section, we present an analytical model to assess the impact of predictions on periodic checkpoint-
ing strategies. As already mentioned, we consider the case where the predictor is able to provide exact
prediction dates, and to generate such predictions at least Cp seconds in advance, so that a proactive
checkpoint of length Cp can indeed be taken before the event.
16 CHAPTER 2. CHECKPOINTING ALGORITHMS AND FAULT PREDICTION
For the sake of clarity, we start with a simple algorithm (Section 2.3.1) which we refine in Sec-
tion 2.3.2. We then compute the value of the period that minimizes the waste in Section 2.3.3.
2.3.1 Simple policy
In this section, we consider the following algorithm:
• While no fault prediction is available, checkpoints are taken periodically with period T ;
• When a fault is predicted, there are two cases: either there is the possibility to take a proactive
checkpoint, or there is not enough time to do so, because we are already checkpointing (see
Figures 2.1(b) and 2.1(c)). In the latter case, there is no other choice than ignoring the prediction.
In the former case, we still have the possibility to ignore the prediction, but we may also decide
to trust it: we do this randomly. With probability q, we trust the predictor and take the prediction
into account (see Figures 2.1(f) and 2.1(g)), and with probability 1 − q, we ignore the prediction
(see Figures 2.1(d) and 2.1(e));
• If we take the prediction into account, we take a proactive checkpoint (of length Cp) as late as
possible, so that it completes right at the time when the fault is predicted to happen. After this
checkpoint, we complete the execution of the period (see Figures 2.1(f) and 2.1(g));
• If we ignore the prediction, either by necessity (not enough time to take an extra checkpoint, see
Figures 2.1(b) and 2.1(c)), or by choice (with probability 1 − q, Figures 2.1(d) and 2.1(e)), we
finish the current period and start a new one.
The rationale for not always trusting the predictor is to avoid taking useless checkpoints too fre-
quently. Intuitively, the precision p of the predictor must be above a given threshold for its usage to be
worthwhile. In other words, if we decide to checkpoint just before a predicted event, either we will save
time by avoiding a costly re-execution if the event does correspond to an actual fault, or we will lose
time by unduly performing an extra checkpoint. We need a larger proportion of the former cases, i.e., a
good precision, for the predictor to be really useful. The following analysis will determine the optimal
value of q as a function of the parameters C, Cp, µ, r, and p.
We could refine the approach by taking into account the amount of work already done in the current
period when deciding whether to trust the predictor or not. Intuitively, the more work already done, the
more important to save it, hence the more worthwhile to trust the predictor. We design such a refined
strategy in Section 2.3.2. Right now, we analyze a simpler algorithm where we decide to trust or not to
trust the predictor, independently of the amount of work done so far within the period.
We analyze the algorithm in order to compute a formula for the expected waste, just as in Equa-
tion (1.13) (which we remind here):
WASTE = WASTEFF + WASTEfault −WASTEFFWASTEfault (2.1)
While the value of WASTEFF is unchanged (WASTEFF = CT ), the value of WASTEfault is modified
because of predictions. As illustrated in Figure 2.1, there are many different scenarios that contribute to
WASTEfault that can be sorted into three categories:
(1) Unpredicted faults: This overhead occurs each time an unpredicted fault strikes, that is, on average,
once every µNP seconds. Just as in Equation (1.9), the corresponding waste is 1µNP
[
T
2 +D +R
]
.
(2) Predictions not taken into account: The second source of waste is for predictions that are ig-
nored. This overhead occurs in two different scenarios. First, if we do not have time to take a proactive
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TimeT -C T -C Tlost T -C
fault
C C C D R C
(a) Unpredicted fault
TimeT -C T -C
Predicted fault
T -C T -C
C C C C C
(b) Prediction cannot be taken into account - no actual fault
TimeT -C Tlost
fault Predicted fault
T -C T -C T -C
C C D R C C C
(c) Prediction cannot be taken into account - with actual fault
TimeT -C T -C
Predicted fault
T -C T -C
C C C C C
(d) Prediction not taken into account by choice - no actual fault
TimeT -C Tlost
fault Predicted fault
T -C T -C
C C D R C C
(e) Prediction not taken into account by choice - with actual fault
TimeT -C Wreg
Predicted fault
T -Wreg -C T -C T -C
C C Cp C C C
(f) Prediction taken into account - no actual fault
TimeT -C Wreg
fault Predicted fault
T -Wreg -C T -C
C C Cp D R C C
(g) Prediction taken into account - with actual fault
Figure 2.1: Actions taken for the different event types.
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checkpoint, we have an overhead if and only the prediction is an actual fault. This case happens with
probability p. We then lose a time t+D+R if the predicted fault happens a time t after the completion
of the last periodic checkpoint. The expected time lost is thus
T 1lost =
1
T
∫ Cp
0
(p(t+D +R) + (1− p)0) dt
Then, if we do have time to take a proactive checkpoint but still decide to ignore the prediction, we also
have an overhead if and only the prediction is an actual fault, but the expected time lost is now weighted
by the probability (1− q):
T 2lost = (1− q)
1
T
∫ T
Cp
(p(t+D +R) + (1− p)0) dt
(3) Predictions taken into account: We now compute the overhead due to a prediction which we trust
(hence we checkpoint just before its date). If the prediction is an actual fault, we lose Cp + D + R
seconds, but if it is not, we lose the unnecessary extra checkpoint time Cp. The expected time lost is
now weighted by the probability q and becomes
T 3lost = q
1
T
∫ T
Cp
(p(Cp +D +R) + (1− p)Cp) dt
We derive the final value of WASTEfault:
WASTEfault =
1
µNP
[
T
2
+D +R
]
+
1
µP
[
T 1lost + T
2
lost + T
3
lost
]
This final expression comes from the disjunction of all possibles cases, using the Law of Total Probabil-
ity [89, p.23]. The waste comes either from non-predicted faults or from predictions. In the latter case,
we have analyzed the three possible sub-cases and weighted them with their respective probabilities.
After simplifications, we obtain
WASTEfault =
1
µ
(
(1− rq)T
2
+D +R+
qr
p
Cp −
qrC2p
pT
(1− p/2)
)
(2.2)
We could now plug this expression back into Equation (2.1) to compute the value of T that minimizes
the total waste. Instead, we move on to describing the refined algorithm, and we minimize the waste for
the refined strategy, since it always induces a smaller waste.
2.3.2 Refined policy
We refine now the approach and consider different trust strategies, depending upon the time in the period
where the prediction takes place. Intuitively, the later this happens in the period, the more likely we are
inclined to trust the predictor, because the amount of work that we could lose gets larger and larger.
As before, we cannot take into account a fault predicted to happen less than Cp units of time after the
beginning of the period. Therefore, we focus on what happens in the period after time Cp. Formally,
we divide the interval [Cp, T ] into n sub-intervals [βi;βi+1] for i ∈ {0, · · · , n − 1}, where β0 = Cp
and βn = T . For each sub-interval [βi;βi+1], we trust the predictor with probability qi. We aim at
determining the values of n, βi, and qi that minimize the waste. As mentioned before, intuition tells us
that the qi values should be non-decreasing. We prove below a somewhat unexpected theorem. In the
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optimal strategy, there is either one or two different qi values, and these values are 0 or 1. This means
that we should never trust the predictor in the beginning of a period, and always trust it in the end of the
period.
We formally express this striking result below. Let βlim =
Cp
p . The optimal strategy is provided by
Theorem 2.1 below. We first prove the following proposition:
Proposition 2.1. The values of βi and qi that minimize the waste satisfy the following conditions:
(i) For all i such that βi+1 ≤ βlim, qi = 0.
(ii) For all i such that βi ≥ βlim, qi = 1.
Proof. First we compute the waste with the refined algorithm, using Equation (2.1). The formula for
WASTEfault is similar to Equation (2.2) on each interval:
WASTE =
C
T
+
(
1− C
T
)[
1
µNP
(
T
2
+D +R
)
+
1
µP
n−1
∑
i=0
(
qi
∫ βi+1
βi
(p(Cp +D +R) + (1− p)Cp)
T
dt
+ (1− qi)
∫ βi+1
βi
p(t+D +R)
T
dt
)]
.
Now, consider a fixed value of i and express the value of WASTE as a function of qi:
WASTE = K +
(
1− C
T
)
qi
µP
∫ βi+1
βi
(
Cp
T
− pt
T
)
dt
where K does not depend on qi. From the sign of the function to be integrated, one sees that WASTE is
minimized when qi = 0 if βi+1 ≤ βlim = Cpp , and when qi = 1 if βi ≥ βlim. 
Theorem 2.1. The optimal algorithm takes proactive actions if and only if the prediction falls in the
interval [βlim, T ].
Proof. From Proposition 2.1, the values for qi are optimally defined for every i but one: we do not know
the optimal value if there exists i0 such that βi0 < βlim < βi0+1. Then let us consider the waste where
qi0 is replaced by q
(1)
i0
on [βi0 , βlim] and by q
(2)
i0
on [βlim, βi0+1]. The new waste is necessarily smaller
than the one with only qi0 , since we relaxed the constraint. We know from Proposition 2.1 that the
optimal solution is then to have q(1)i0 = 0 and q
(2)
i0
= 1. 
Let us now compute the value of the waste with the optimal algorithm. There are two cases, de-
pending upon whether T ≤ βlim or not. For values of T smaller than βlim, Theorem 2.1 shows that the
optimal algorithm never takes any proactive action; in that case the waste is given by Equation (1.14) in
Chapter 1. For values of T larger than βlim =
Cp
p , we compute the waste due to predictions as
1
µP
1
T
(
∫ Cp/p
0
p(t+D +R)dt+
∫ T
Cp/p
(p(Cp +D +R) + (1− p)Cp)dt
)
=
r
pµ
(
p(D +R) + Cp −
C2p
2pT
)
.
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Indeed, in accordance with Theorem 2.1, no prediction is taken into account in the interval [0, Cpp ], while
all predictions are taken into account in the interval [Cpp , T ]. Adding the waste due to unpredicted faults,
namely 1µNP
[
T
2 +D +R
]
, we derive
WASTEfault =
1
µ
(
(1− r)T
2
+
r
p
Cp
(
1− 1
2p
Cp
T
)
+D +R
)
.
Plugging this value into Equation (2.1), we obtain the total waste when Cpp ≤ T :
WASTE =
C
T
+
1
µ
(
(1− r)T
2
+
r
p
Cp
(
1− 1
2p
Cp
T
)
+D +R
)(
1− C
T
)
=
rCC2p
2p2
1
µT 2
+
(
µC −
rC2p
2p2
− C
(
rCp
p
+D +R
)
)
1
µT
+
1− r
2µ
T
+
−(1− r)C2 +
rCp
p +D +R
µ
.
Altogether, the expression for the total waste becomes:











WASTE1(T ) =
C
(
1−D+R
µ
)
T +
D+R−C/2
µ +
1
2µT if
Cp
p ≥ T
WASTE2(T ) =
rCC2p
2µp2
1
T 2
+
(
C
(
1−
rCp
p +D+R
µ
)
− rC
2
p
2µp2
)
T +
−(1−r)C
2
+
rCp
p
+D+R
µ +
1−r
2µ T if
Cp
p ≤ T .
(2.3)
One can check that when r = 0 (no error predicted, hence no proactive action in the algorithm), then
WASTE1 and WASTE2 coincide. We also check that both values coincide for T =
Cp
p . We show how to
minimize the waste in Equation (2.3) in Section 2.3.3.
2.3.3 Waste minimization
In this section we focus on minimizing the waste in Equation (2.3). Recall from Section 1.1.1 that, by
construction, we always have to enforce the constraint T ≥ C. First, consider the case where C ≤ Cpp .
On the interval T ∈ [C, Cpp ], we retrieve the optimal value found in Chapter 1, and derive that WASTE1,
the waste when predictions are not taken into account, is minimized for
TNOPRED = max
(
C,min
(
TRFO,
Cp
p
))
. (2.4)
Indeed, the optimal value should belong to the interval [C, Cpp ], and the function WASTE1 is convex. If
the extremal solution
√
2(µ− (D +R))C does not belong to this interval, then the optimal value is one
of the bounds of the interval.
On the interval T ∈
[
Cp
p ,+∞
)
, we find the optimal solution by differentiating twice WASTE2 with
respect to T . Writing WASTE2(T ) = uT 2 +
v
T + w + xT for simplicity, we obtain WASTE
′′
2(T ) =
2
T 3
(
3u
T + v
)
. Here, a key parameter is the sign of :
v =
(
C
(
1−
rCp
p +D +R
µ
)
−
rC2p
2µp2
)
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We detail the case v ≥ 0 in the following, because it is the most frequent with realistic parameter sets;
we do have v ≥ 0 for all the whole range of simulations in Section 2.4. For the sake of completeness,
we will briefly discuss the case v < 0 in the comments below.
When v ≥ 0, we have WASTE′′2(T ) ≥ 0, so that WASTE2 is convex on the interval
[
Cp
p ,+∞
)
and
admits a unique minimum Textr. Note that Textr can be computed either numerically or using Cardano’s
method, since it is the unique real root of a polynomial of degree 3. The optimal solution on
[
Cp
p ,+∞
)
is then: TPRED = max
(
Textr,
Cp
p
)
.
It remains to consider the case where Cpp < C. In fact, it suffices to add the constraint that the value
of TPRED should be greater than C, that is:
TPRED = max
(
C,max
(
Textr,
Cp
p
))
(2.5)
Finally, the optimal solution for the waste is given by the minimum of the following two values:











C
(
1−D+R
µ
)
TNOPRED
+ D+R−C/2µ +
1
2µTNOPRED
rCC2p
2µp2
1
T 2PRED
+
(
C
(
1−
rCp
p +D+R
µ
)
− rC
2
p
2µp2
)
TPRED
+
−(1−r)C
2
+
rCp
p
+D+R
µ +
1−r
2µ TPRED
We make a few observations:
• Just as for Equation (1.15) in Chapter 1, mathematical rigor calls for capping the values of D, R,
C, Cp and T in front of the MTBF. The only difference is that we should replace µ by µe: this is
to account for the occurrence rate of all events, be they unpredicted faults or predictions.
• While the expression of the waste looks complicated, the numerical value of the optimal period
can easily be computed in all cases. We have dealt with the case v ≥ 0, where v is the coefficient
of 1/T in WASTE2(T ) = uT 2 +
v
T + w + xT . When v < 0 we only needs to compute all
the nonnegative real roots of a polynomial of degree 3, and check which one leads to the best
value. More precisely, these root(s) partition the admissible interval
[
Cp
p ,+∞
)
into several sub-
intervals, and the optimal value is either a root or a sub-interval bound.
• In many practical situations, when µ is large enough, we can dramatically simplify the expression
of WASTE2(T ): we have T = O(
√
µ), the term u
T 2
becomes negligible, checkpoint parameters
become negligible in front of µ, and we derive the approximated value
√
2µC
1−r . This value can
be seen as an extension of Equation (1.15) giving TRFO, where µ is replaced by
µ
1−r : faults are
replaced by non-predicted faults, and the overhead due to false predictions is negligible. As a
word of caution, recall that this conclusion is valid only when µ is very large in front of all other
parameters.
2.4 Simulation results
We start by presenting the simulation framework (Section 2.4.1). Then we report results using synthetic
traces (Section 2.4.2) and log-based traces (Section 2.4.3). Finally, we assess the respective impact of the
two key parameters of a predictor, its recall and its precision, on checkpointing strategies (Section 2.4.4).
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2.4.1 Simulation framework
Scenario generation – In order to check the accuracy of our model and of our analysis, and to assess the
potential benefits of predictors, we study the performance of our new solutions and of pre-existing ones
using a discrete-event simulator. The simulation engine generates a random trace of faults. Given a set
of p processors, a failure trace is a set of failure dates for each processor over a fixed time horizon h (set
to 2 years). Given the distribution of inter-arrival times at a processor, for each processor we generate
a trace via independent sampling until the target time horizon is reached. The job start time is assumed
to be one-year to avoid side-effects related to the synchronous initialization of all nodes/processors. We
consider two types of failure traces, namely synthetic and log-based.
Synthetic failure traces – The simulation engine generates a random trace of faults parameterized
either by an Exponential fault distribution or by Weibull distribution laws with shape parameter either
0.5 or 0.7. Note that Exponential faults are widely used for theoretical studies, while Weibull faults
are representative of the behavior of real-world platforms [58, 110, 81, 59]. For example, Heien et
al. [59] have studied the failure distribution for 6 sources of failures (storage devices, NFS, batch system,
memory and processor cache errors, etc.), and the aggregate failure distribution. They have shown that
the aggregate failure distribution is best modeled by a Weibull distribution with a shape parameter that
is between 0.5841 and 0.7097.
The Jaguar platform, which comprised N = 45, 208 processors, is reported to have experienced
about one fault per day [128], which leads to an individual (processor) MTBF µind equal to
45,208
365 ≈ 125
years. Therefore, we set the individual (processor) MTBF to µind = 125 years. We let the total number
of processors N vary from N = 16, 384 to N = 524, 288, so that the platform MTBF µ varies from
µ = 4, 010 min (about 2.8 days) down to µ = 125 min (about 2 hours). Whatever the underlying failure
distribution, it is scaled so that its expectation corresponds to the platform MTBF µ. The application
size is set to TIMEbase = 10, 000 years/N.
Log-based failure traces – To corroborate the results obtained with synthetic failure traces, and to
further assess the performance of our algorithms, we also perform simulations using the failure logs of
two production clusters. We use logs of the largest clusters among the preprocessed logs in the Failure
trace archive [73], i.e., for clusters at the Los Alamos National Laboratory [110]. In these logs, each
failure is tagged by the node —and not the processor— on which the failure occurred. Among the
26 possible clusters, we opted for the logs of the only two clusters with more than 1,000 nodes. The
motivation is that we need a sample history sufficiently large to simulate platforms with more than ten
thousand nodes. The two chosen logs are for clusters 18 (LANL18) and 19 (LANL19) in the archive
(referred to as 7 and 8 in the description of the clusters [110]). For each log, we record the set S of
availability intervals. The discrete failure distribution for the simulation is generated as follows: the
conditional probability P(X ≥ t |X ≥ τ) that a node stays up for a duration t, knowing that it has been
up for a duration τ , is set to the ratio of the number of availability durations in S greater than or equal
to t, over the number of availability durations in S greater than or equal to τ .
The two clusters used for computing our log-based failure distributions consist of 4-processor nodes.
Hence, to simulate a platform of, say, 216 processors, we generate 214 failure traces, one for each 4-
processor node. In the logs the individual (processor) MTBF is µind = 691 days for the LANL18
cluster, and µind = 679 days for the LANL19 cluster. The LANL18 and LANL19 traces are logs for
systems which comprised 4,096 processors. Using these logs to generate traces for a system made of
524, 288 processors, as the largest platforms we consider with synthetic failure traces, would lead to
an obvious risk of oversampling. Therefore, we limit the size of the log-based traces we generate: we
let the total number of processors N varies from N = 1, 024 to N = 131, 072, so that the platform
MTBF µ varies from µ = 971 min (about 16 hours) down to µ = 7.5 min. The application size is set to
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TIMEbase = 250 years/N.
Predicted failures and false predictions – Once we have generated a failure trace, we need to determine
which faults are predicted and which are not. In order to do so, we consider all faults in a trace one by
one. For each of them, we randomly decide, with probability r, whether it is predicted.
We use the simulation engine to generate a random trace of false predictions. The main problem is to
decide the shape of the distribution that false predictions should follow. To the best of our knowledge, no
published study ever addressed that problem. For synthetic failure traces, we report results when false
predictions follow the same distribution than faults (except, of course, that both distributions do not
have the same mean value). Results are quite similar when false predictions are generated according to a
uniform distribution. For log-based failures, we only report results when false predictions are generated
according to a uniform distribution (because we believe that scaling down a discrete, actual distribution
may not be meaningful).
The distribution of false predictions is always scaled so that its expectation is equal to µP1−p =
pµ
r(1−p) ,
the inter-arrival time of false predictions. Finally, the failure trace and the false-prediction trace are
merged to produce the final trace including all events (true predictions, false predictions, and non pre-
dicted faults). Each reported value is the average over 100 randomly generated instances.
Checkpointing, recovery, and downtime costs – The experiments use parameters that are representa-
tive of current and forthcoming large-scale platforms [25, 43]. We take C = R = 10 min, and D = 1
min for the synthetic failure traces. For the log-based traces we consider smaller platforms. Therefore,
we take C = R = 1 min, and D = 6s. Whatever the trace, we consider three scenarios for the proactive
checkpoints: either proactive checkpoints are (i) exactly as expensive as periodic ones (Cp = C), (ii)
ten times cheaper (Cp = 0.1C), and (iii) two times more expensive (Cp = 2C).
Heuristics – In the simulations, we compare four checkpointing strategies:
• RFO is the checkpointing strategy of period T =
√
2(µ− (D +R))C (see Chapter 1).
• OPTIMALPREDICTION is the refined algorithm described in Section 2.3.2.
• To assess the quality of each strategy, we compare it with its BESTPERIOD counterpart, defined as
the same strategy but using the best possible period T . This latter period is computed via a brute-
force numerical search for the optimal period (each tested period is evaluated on 100 randomly
generated traces, and the period achieving the best average performance is elected as the “best
period”).
Fault predictors – We experiment using the characteristics of two predictors from the literature: one
accurate predictor with high recall and precision [125], namely with p = 0.82 and r = 0.85, and another
predictor with intermediate recall and precision [131], namely with p = 0.4 and r = 0.7.
In practice, a predictor will not be able to predict the exact time at which a predicted fault will strike
the system. Therefore, in the simulations, when a predictor predicts that a failure will strike the system
at a date t (true prediction), the failure actually occurs exactly at time t for heuristic OPTIMALPREDIC-
TION, and between time t and time t+ 2C for heuristic INEXACTPREDICTION (the probability of fault
is uniformly distributed in the time-interval). OPTIMALPREDICTION can thus be seen as a best case.
The comparison between OPTIMALPREDICTION and INEXACTPREDICTION enables us to assess the
impact of the time imprecision of predictions, and to show that the obtained results are quite robust to
this type of imprecision. The choice of an interval length of 2C is quite arbitrary. For synthetic traces,
this corresponds to 1,200 s, which is quite a significant imprecision.
2.4.2 Simulations with synthetic traces
Figures 2.2 and 2.3 show the average waste degradation for the two checkpointing policies, and for their
BESTPERIOD counterparts, for both predictors. The waste is reported as a function of the number of
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processors N . We draw the plots as a function of the number of processors N rather than of the platform
MTBF µ = µind/N , because it is more natural to see the waste increase with larger platforms. However,
recall that this work is agnostic of the granularity of the processing elements and intrinsically focuses
on the impact of the MTBF on the waste.
We also report job execution times, in Table 2.2 when fault distribution follows an Exponential
distribution law, and in Tables 2.3 and 2.4 for a Weibull distribution law with shape parameter k = 0.7
and k = 0.5 respectively.
Validation of the theoretical study – We used Maple to analytically compute and plot the optimal value
of the waste for both the algorithm taking predictions into account, OPTIMALPREDICTION, and for the
algorithm ignoring them, RFO. In order to check the accuracy of our model, we have compared these
results with results obtained with the discrete-event simulator.
We first observe that there is a very good correspondence between analytical results and simulations
in Figures 2.2 and 2.3. In particular, the Maple plots and the simulations for Exponentially distributed
faults are very similar. This shows the validity of the model and of its analysis. Another striking result is
that OPTIMALPREDICTION has the same waste as its BESTPERIOD counterpart, even for Weibull fault
distributions, in all but the most extreme cases. In the other cases, the waste achieved by OPTIMALPRE-
DICTION is very close to that of its BESTPERIOD counterpart. This demonstrates the very good quality
of our checkpointing period TPRED. These conclusions are valid regardless of the cost ratio of periodic
and proactive checkpoints.
In Tables 2.2 through 2.4 we report the execution times obtained when using the expression of T
given by Young [124] and Daly [35] (denoted respectively as YOUNG and DALY) to assess whether TRFO
is a better approximation. (Recall that these three approaches ignore the predictions, which explains
why the numbers are identical on both sides of each table.) The expressions of T given by YOUNG,
DALY, and RFO are identical for Exponential distributions and the three heuristics achieve the same
performance (Table 2.2). This confirms the analytical evaluation of Table 1.1 in Chapter 1. For Weibull
distributions (Tables 2.3 and 2.4), RFO achieves lower makespan, and the difference becomes even more
significant as the size of the platform increases. Moreover, it is striking to observe in Table 2.4 that job
execution time increases together with the number for processors (from N = 216 to N = 219) if the
checkpointing period is DALY or YOUNG. On the contrary, job execution time (rightfully) decreases
when using RFO, even if the decrease is moderate with respect to the increase of the platform size.
Altogether, the main (striking) conclusion is that RFO should be preferred to both classical approaches
for Weibull distributions.
The benefits of prediction – The second observation is that the prediction is useful for the vast majority
of the set of parameters under study! In addition, when proactive checkpoints are cheaper than periodic
ones, the benefits of fault prediction are increased. On the contrary, when proactive checkpoints are more
expensive than periodic ones, the benefits of fault prediction are greatly reduced. One can even observe
that the waste with prediction is not better than without prediction in the following scenario: Cp = 2C,
and using the limited-quality predictor (p = 0.4, r = 0.7) with 219 processors, see Figures 2.3(i),(j),(k),
and (l).
In Tables 2.2 through 2.4 we compute the gain (expressed in percentage) achieved by OPTIMALPRE-
DICTION over RFO. As a general trend, we observe that the gains due to predictions are more important
when the distribution law is further apart from an Exponential distribution. Indeed, the largest gains
are when the fault distribution follows a Weibull law of parameter 0.5. Using OPTIMALPREDICTION
in conjunction with a “good” fault predictor we report gains up to 66% when there is a large number of
processors (219). The gain is still of 37% with 216 processors. Using a predictor with limited recall and
precision, OPTIMALPREDICTION can still decrease the execution time by 47% with 219 processors, and
31% with 216 processors. In all tested cases, the decrease of the execution times is significant. Gains are
2.4. SIMULATION RESULTS 25
OPTIMALPREDICTION
BESTPERIOD OPTIMALPREDICTION
RFO
BESTPERIOD RFO
(a) Maple
2
18
2
19
2
16
2
17
2
15
2
14
0
0.2
0.4
0.6
0.8
1
(b) Exponential
2
18
2
19
2
16
2
17
2
15
2
14
0
0.2
0.4
0.6
0.8
1
(c) Weibull k = 0.7
2
18
2
19
2
16
2
17
2
15
2
14
0
0.2
0.4
0.6
0.8
1
(d) Weibull k = 0.5
(e) Maple
2
18
2
19
2
16
2
17
2
15
2
14
0
0.2
0.4
0.6
0.8
1
(f) Exponential
2
18
2
19
2
16
2
17
2
15
2
14
0
0.2
0.4
0.6
0.8
1
(g) Weibull k = 0.7
2
18
2
19
2
16
2
17
2
15
2
14
0
0.2
0.4
0.6
0.8
1
(h) Weibull k = 0.5
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(l) Weibull k = 0.5
Figure 2.2: Waste (y-axis) for the different heuristics as a function of the platform size (x-axis), with
p = 0.82, r = 0.85, Cp = C (first row), Cp = 0.1C (second row), or Cp = 2C (third row) and with a
trace of false predictions parameterized by a distribution identical to the distribution of the failure trace.
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(l) Weibull k = 0.5
Figure 2.3: Waste (y-axis) for the different heuristics as a function of the platform size (x-axis), with
p = 0.4, r = 0.7, Cp = C (first row), Cp = 0.1C (second row), or Cp = 2C (third row) and with a
trace of false predictions parameterized by a distribution identical to the distribution of the failure trace.
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less important with Weibull laws of shape parameter k = 0.7, however they are still reaching a minimum
of 13% with 216 processors, and up to 38% with 219 processors. Finally, gains are further reduced with
an Exponential law. They are still reaching at least 5% with 216 processors, and up to 19% with 219
processors.
The performance of INEXACTPREDICTION shows that using a fault predictor remains largely bene-
ficial even in the presence of large uncertainties on the time the predicted faults will actually occur (see
Tables 2.2, 2.3, and 2.4). When N = 216 the degradation with respect to OPTIMALPREDICTION is of
3% for a Weibull law with shape parameter k = 0.7, and the minimum gain over RFO is still of 10%.
When the shape parameter of the Weibull law is k = 0.5, the degradation is of 7% when, for a minimum
gain of 26% over RFO.
Execution time (in days) Execution time (in days)
Cp = C (p = 0.82, r = 0.85) (p = 0.4, r = 0.7)
216 procs 219 procs 216 procs 219 procs
YOUNG 65.2 11.7 65.2 11.7
DALY 65.2 11.8 65.2 11.8
RFO 65.2 11.7 65.2 11.7
OPTIMALPREDICTION 60.0 (8%) 9.5 (19%) 61.7 (5%) 10.7 (8%)
INEXACTPREDICTION 60.6 (7%) 10.2 (13%) 62.3 (4%) 11.4 (3%)
Table 2.2: Job execution times for an Exponential distribution, and gains due to the fault predictor (with
respect to the performance of RFO).
Execution time (in days) Execution time (in days)
Cp = C (p = 0.82, r = 0.85) (p = 0.4, r = 0.7)
216 procs 219 procs 216 procs 219 procs
YOUNG 81.3 30.1 81.3 30.1
DALY 81.4 31.0 81.4 31.0
RFO 80.3 25.5 80.3 25.5
OPTIMALPREDICTION 65.9 (18%) 15.9 (38%) 69.7 (13%) 20.2 (21%)
INEXACTPREDICTION 68.0 (15%) 20.3 (20%) 72.0 (10%) 24.6 (4%)
Table 2.3: Job execution times for a Weibull distribution with shape parameter k = 0.7, and gains due
to the fault predictor (with respect to the performance of RFO).
Execution time (in days) Execution time (in days)
Cp = C (p = 0.82, r = 0.85) (p = 0.4, r = 0.7)
216 procs 219 procs 216 procs 219 procs
YOUNG 125.5 171.8 125.5 171.8
DALY 125.8 184.7 125.8 184.7
RFO 120.2 114.8 120.2 114.8
OPTIMALPREDICTION 75.9 (37%) 39.5 (66%) 83.0 (31%) 60.8 (47%)
INEXACTPREDICTION 82.0 (32%) 60.8 (47%) 89.4 (26%) 76.6 (33%)
Table 2.4: Job execution times for a Weibull distribution with shape parameter k = 0.5, and gains due
to the fault predictor (with respect to the performance of RFO).
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2.4.3 Simulations with log-based traces
Figure 2.4 shows the average waste degradation for the two checkpointing policies, and for their BEST-
PERIOD counterparts, for both predictors, both traces, and the three scenarios for proactive checkpoints.
Tables 2.5 and 2.6 present job execution times for RFO, OPTIMALPREDICTION, and INEXACTPRE-
DICTION, for both traces and for platform sizes smaller than as the ones reported in Tables 2.2 through
2.4 for synthetic traces. The waste for RFO is closer to its BESTPERIOD counterpart with log-based
traces than with Weibull-based traces. As a consequence, when prediction with OPTIMALPREDICTION
is beneficial, it is beneficial with respect to both RFO, and to RFO’s BESTPERIOD.
Overall, we observe similar results and reach the same conclusions with log-based traces as with
synthetic ones. The waste of OPTIMALPREDICTION is very close to that of its BESTPERIOD counter-
part for platforms containing up to 216 processors. This demonstrates the validity of our analysis for the
actual traces considered. The waste of OPTIMALPREDICTION is often significantly larger than that of
its BESTPERIOD counterpart for platforms containing 217 processors. The problem with the largest con-
sidered platforms may be due to oversampling. Indeed, the original logs recorded events for platforms
comprising only 4,096 processors and respectively contained only 3,010 and 2,343 availability intervals.
As with synthetic failure traces, prediction turns out to be useful for the vast majority of tested
configurations. The only cases when prediction is not useful is with the “bad” predictor (r = 0.7
and p = 0.4), when the cost of proactive checkpoint is larger than the cost of periodic checkpoints
(Cp = 2C), and when considering the largest of platforms (N = 217). This extreme case is, however,
the only one for which prediction is not beneficial. It is not surprising that predictions are not useful
when there are a lot of false predictions that require the use of expensive proactive actions. Looking at
Tables 2.5 and 2.6, one could remark that performance gains due to the predictions are similar to the
ones observed with Exponential-based traces, and are significantly smaller than the ones observed with
Weibull-based traces. However, recall that we remarked that gains increase with the size of the platform,
and that we consider smaller platforms when using log-based traces.
Finally, the imprecision related to the time where predicted faults strike, induces a performance
degradation. However, this degradation is rather limited for the most efficient of the two predictors
considered, or when the platform size is not too large.
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LANL18 cluster with p = 0.82, r = 0.85.
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(f) Cp = 2C
LANL18 cluster with p = 0.4, r = 0.7.
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(i) Cp = 2C
LANL19 cluster with p = 0.82, r = 0.85.
2
11
2
17
2
12
2
15
2
14
2
10
2
13
2
16
0
0.2
0.4
0.6
0.8
1
(j) Cp = 0.1C
2
11
2
17
2
12
2
15
2
14
2
10
2
13
2
16
0
0.2
0.4
0.6
0.8
1
(k) Cp = 1C
2
11
2
17
2
12
2
15
2
14
2
10
2
13
2
16
0
0.2
0.4
0.6
0.8
1
(l) Cp = 2C
LANL19 cluster with p = 0.4, r = 0.7.
Figure 2.4: Waste (y-axis) for the different heuristics as a function of the platform size (x-axis) with
failures based on the failure log of LANL clusters 18 and 19.
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Execution time (in days) Execution time (in days)
Cp = C (p = 0.82, r = 0.85) (p = 0.4, r = 0.7)
214 procs 217 procs 214 procs 217 procs
RFO 26.8 4.88 26.8 4.88
OPTIMALPREDICTION 24.4 (9%) 3.89 (20%) 25.2 (6%) 4.44 (9%)
INEXACTPREDICTION 24.7 (8%) 4.20 (14%) 25.5 (5%) 4.73 (3%)
Table 2.5: Job execution times with failures based on the failure log of LANL18 cluster, and gains due
to the fault predictor (with respect to the performance of RFO).
Execution time (in days) Execution time (in days)
Cp = C (p = 0.82, r = 0.85) (p = 0.4, r = 0.7)
214 procs 217 procs 214 procs 217 procs
RFO 26.8 4.86 26.8 4.86
OPTIMALPREDICTION 24.4 (9%) 3.85 (21%) 25.2 (6%) 4.42 (9%)
INEXACTPREDICTION 24.6 (8%) 4.14 (15%) 25.4 (5%) 4.71 (3%)
Table 2.6: Job execution times with failures based on the failure log of LANL19 cluster, and gains due
to the fault predictor (with respect to the performance of RFO).
2.4.4 Recall vs. precision
In this section, we assess the impact of the two key parameters of the predictor, its recall r and its
precision p. To this purpose, we conduct simulations with synthetic traces, where one parameter is fixed
while the other varies. We choose two platforms, a smaller one with N = 216 processors (or a MTBF
µ = 1, 000 min) and a larger one with N = 219 processors (or a MTBF µ = 125 min). In both cases
we study the impact of the predictor characteristics assuming a Weibull fault distribution with shape
parameter either 0.5 or 0.7, under the scenario Cp = C.
In Figures 2.5 and 2.6, we fix the value of r (either r = 0.4 or r = 0.8) and we let p vary from
0.3 to 0.99. In the four plots, we observe that the precision has a minor impact on the waste, whether
it is with a Weibull distribution of shape parameter 0.7 (Figure 2.5), or a Weibull distribution of shape
parameter 0.5 (Figure 2.6). In Figures 2.7 and 2.8, we conduct the converse experiment and fix the
value of p (either p = 0.4 or p = 0.8), letting r vary from 0.3 to 0.99. Here we observe that increasing
the recall significantly improves performance, in all but one configuration. In the configuration where
improving the recall does not make a (significant) difference, there is a very large number of faults and
a low precision, hence a large number of false predictions which negatively impact the performance
whatever the value of the recall.
Altogether we conclude that it is more important (for the design of future predictors) to focus on
improving the recall r rather than the precision p, and our results can help quantify this statement. We
provide an intuitive explanation as follows: unpredicted faults prove very harmful and heavily increase
the waste, while unduly checkpointing due to false predictions (usually) turns out to induce a smaller
overhead.
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(d) r = 0.8, N = 219
Figure 2.5: Waste (y-axis) as a function of the precision (x-axis) for a fixed recall (r = 0.4 and r = 0.8)
and for a Weibull distribution of faults (with shape parameter k = 0.7).
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(d) r = 0.8, N = 219
Figure 2.6: Waste (y-axis) as a function of the precision (x-axis) for a fixed recall (r = 0.4 and r = 0.8)
and for a Weibull distribution of faults (with shape parameter k = 0.5).
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(d) p = 0.8, N = 219
Figure 2.7: Waste (y-axis) as a function of the recall (x-axis) for a fixed precision (p = 0.4 and p = 0.8)
and for a Weibull distribution (k=0.7).
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(d) p = 0.8, N = 219
Figure 2.8: Waste (y-axis) as a function of the recall (x-axis) for a fixed precision (p = 0.4 and p = 0.8)
and for a Weibull distribution (k=0.5).
2.5 Conclusion
In this chapter, we have studied the impact of fault prediction on periodic checkpointing. We started
by extending the analysis of Section 1.1.2 to include fault predictions. We have established analytical
conditions stating whether a fault prediction should be taken into account or not. More importantly,
we have proven that the optimal approach is to never trust the predictor in the beginning of a regular
period, and to always trust it in the end of the period; the cross-over point Cpp depends on the time
to take a proactive checkpoint and on the precision of the predictor. This striking result is somewhat
unexpected, as one might have envisioned more trust regimes, with several intermediate trust levels
smoothly evolving from a “never trust” policy to an “always trust” one.
We have conducted simulations involving synthetic failure traces following either an exponential
distribution law or a Weibull one. We have also used log-based failure traces. In addition, we have
used exact prediction dates and uncertainty intervals for these dates. Through this extensive experiment
setting, we have established the accuracy of the model, of its analysis, and of the predicted period (in
the presence of a fault predictor). The simulations also show that even a not-so-good fault predictor
can lead to quite a significant decrease in the application execution time. We have also shown that the
most important characteristic of a fault predictor is its recall (the percentage of actually predicted faults)
rather than its precision (the percentage of predictions that actually correspond to faults): better safe
than sorry, or better prepare for a false event than miss an actual failure!
Altogether, the analytical model and the comprehensive results provided in this work enable to
fully assess the impact of fault prediction on optimal checkpointing strategies. Future work will be
devoted to the study of the impact of fault prediction on uncoordinated or hierarchical checkpointing
protocols. Another challenging problem is to determine the best trade-off between performance and
energy consumption when combining several resilience techniques such as checkpointing, prediction,
and replication. We discuss this problem in Part II.
Chapter 3
Checkpointing strategies with prediction
windows
3.1 Introduction
In this chapter, we refine the work on the impact of fault prediction techniques on coordinated check-
pointing strategies.
Assume now that some fault prediction system is available. We remind that such a system is char-
acterized by two critical parameters, its recall r, which is the fraction of faults that are indeed predicted,
and its precision p, which is the fraction of predictions that are correct (i.e., correspond to actual faults).
In the simple case where predictions are exact-date predictions, Gainaru et al. [47] and our previous work
(Chapter 2) have independently shown that the optimal checkpointing period becomes Topt =
√
2µC
1− r .
This latter expression is valid only when µ is large enough. This expression can be seen as an extension
of Young’s formula where µ is replaced by µ1−r : faults are replaced by non-predicted faults, and the
overhead due to false predictions is negligible.
This chapter deals with the realistic case (see [125, 79] and related work in Section 1.2) where
the predictor system does not provide exact dates for predicted events, but instead provides prediction
windows. A prediction window is a time interval of length I during which the predicted event is likely
to happen. Intuitively, one is more at risk during such an interval than in the absence of any prediction,
hence the need to checkpoint more frequently. But with which period? Should we take into account all
predictions? And what is the size of the prediction window above which it proves worthwhile to use a
different (smaller) checkpointing period during the prediction windows? It turns out that the answer to
those questions is dramatically more complicated than when using exact-date predictions.
Main contributions. In this chapter, we extend the work of the previous chapter to a framework
where the predictor predicts a fault within an interval of time I . We design several checkpointing poli-
cies that account for the different sizes of prediction windows. Then for each set of parameters, we
characterize analytically the best policy. Finally, we validate the theoretical results via extensive simu-
lations, for both Exponential and Weibull failure distributions.
The rest of the chapter is organized as follows. First we detail the framework in Section 3.2. In
Section 3.3 we describe three new checkpointing policies with prediction windows, and show how to
compute the optimal checkpointing periods that minimize the platform waste. Section 3.4 is devoted to
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simulations. Finally, we present concluding remarks in Section 3.5.
3.2 Framework
This chapter uses a very similar model to the one introduced in Section 2.2. The only difference is the
definition of the fault predictor.
A fault predictor is a mechanism that is able to predict that some faults will take place, within some
time-interval window. Again, we assume that the predictor is able to generate its predictions early
enough so that a proactive checkpoint can indeed be taken before or during the event. A first proactive
checkpoint will typically be taken just before the beginning of the prediction window, and possibly
several other ones will be taken inside the prediction window, if its size I is large enough.
As in Chapter 2, the accuracy of the fault predictor is characterized by two quantities, the recall and
the precision. The recall r is the fraction of faults that are predicted while the precision p is the fraction
of fault predictions that are correct.
We remind the main notations of the previous chapter that are used in this chapter in Table 3.1,
updated with notations from this chapter.
p Predictor precision: proportion of true positives among the number of predicted faults
r Predictor recall: proportion of predicted faults among total number of faults
q Probability to trust the predictor
MTBF Mean Time Between Faults
N Number of processors in the platform
µ Platform MTBF
µind Individual MTBF
µP Rate of predicted faults
µNP Rate of unpredicted faults
µe Rate of events (predictions or unpredicted faults)
D Downtime
R Recovery time
C Duration of a regular checkpoint
Cp Duration of a proactive checkpoint
T Duration of a period
I Size of the prediction window
Table 3.1: Table of main notations.
3.3 Checkpointing strategies
In this section, we introduce three new checkpointing strategies, and we determine the waste that they
induce. We then proceed to computing the optimal period for each strategy.
We consider the following general scheme:
1. While no fault prediction is available, checkpoints are taken periodically with period T ;
2. When a fault is predicted, we decide whether to take the prediction into account or not. This
decision is randomly taken: with probability q, we trust the predictor and take the prediction into
account, and, with probability 1− q, we ignore the prediction;
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Figure 3.1: Outline of strategy WITHCKPTI.
3. If we decide to trust the predictor, we use various strategies, depending upon the length I of the
prediction window.
Before describing the different strategies in situation (3), we point out that the rationale for not always
trusting the predictor is to avoid taking useless checkpoints too frequently. Indeed, the precision p of the
predictor must be above a given threshold for its usage to be worthwhile. In other words, if we decide to
checkpoint just before a predicted event, either we will save time by avoiding a costly re-execution if the
event does correspond to an actual fault, or we will lose time by unduly performing an extra checkpoint.
Now, to describe the strategies used when we trust a prediction (situation (3)), we define two modes
for the scheduling algorithm. The Regular mode is used when no fault prediction is available, or when
a prediction is available but we decide to ignore it (with probability 1 − q). In regular mode, we use
periodic checkpointing with period TR. Intuitively, TR corresponds to the checkpointing period T of
Chapter 2. The Proactive mode is used when a fault prediction is available and we decide to trust it,
a decision taken with probability q. Consider such a trusted prediction made for a prediction window
[t0, t0 + I]. Several strategies can be envisioned:
(1) WITHCKPTI, for With checkpoints during prediction window– The first strategy (see Figure 3.1) is
intended for long prediction window and assumes that Cp ≤ I: the algorithm interrupts the current
period (of scheduled length TR), and checkpoints during the interval [t0 − Cp, t0], and decides to take
several checkpoints during the prediction window. The period TPRED of these checkpoints in proactive
mode will presumably be shorter than TR, to take into account the higher fault probability. In the
following, we analytically compute the optimal number of such periods. But we assume that there is
at least one period here, hence, that we take at least one checkpoint (in the absence of faults), which
implies Cp ≤ I . We return to regular mode either right after the fault strikes within the time window
[t0, t0 + I], or at time t0 + I if no actual fault happens within this window. Then, we resume the work
needed to complete the interrupted period of the regular mode. The first strategy is the most complex to
describe, and the complete behavior of the corresponding scheduling algorithm is shown in Algorithm 1.
(2) NOCKPTI, for No checkpoint during prediction window– The second strategy (see Figure 3.2) is
intended for a shorter prediction window: we still acknowledge it, but make the decision not to check-
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Figure 3.2: Outline of strategy NOCKPTI.
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Figure 3.3: Outline of strategy INSTANT.
point during it. The algorithm interrupts the current period (of scheduled length TR), checkpoints during
the interval [t0−Cp, t0], and then returns to regular mode: at time t0+ I , it resumes the work needed to
complete the interrupted period of the regular mode.
During the whole length of the time-window, we execute work without checkpointing, at the risk of
losing work if a fault indeed strikes. But for a small value of I , it may not be worthwhile to checkpoint
during the prediction window (if at all possible, since there is no choice if I < Cp).
(3) INSTANT, for Instantaneous– The second strategy (see Figure 3.3) is to ignore the time-window
and to execute the same algorithm as if the predictor had given an exact date prediction at time t0. As in
the second strategy, the algorithm interrupts the current period (of scheduled length TR), and checkpoints
during the interval [t0 − Cp, t0]. But here, we return to regular mode at time t0, where we resume the
work needed to complete the interrupted period of the regular mode.
Note that, for all strategies, we insert some additional work for the particular case where there is not
enough time to take a checkpoint before entering proactive mode (because a checkpoint for the regular
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mode is currently on-going). We account for this work as idle time in the expression of the waste, to
ease the analysis. Our expression of the waste is thus an upper bound.
Algorithm 1: WITHCKPTI
if fault happens then
After downtime, execute recovery;
Enter regular mode;
if in proactive mode for a time greater than or equal to I then
Switch to regular mode;
if Prediction made with interval [t, t+ I] and prediction taken into account then
Let tC be the date of the last checkpoint under regular mode to start no later than t− Cp;
if tC+C<t−Cp then (enough time for extra checkpoint)
Take a checkpoint starting at time t− Cp
else (no time for the extra checkpoint)
Work in the time interval [tC + C, t]
Wreg ← max (0, t− Cp − (tC + C)) ;
Switch to proactive mode at time t;
while in regular mode and no predictions are made and no faults happen do
Work for a time TR-Wreg -C and then checkpoint;
Wreg ← 0;
while in proactive mode and no faults happen do
Work for a time TPRED-Cp and then checkpoint;
3.3.1 Strategy WITHCKPTI
In this section, we evaluate the execution time under heuristic WITHCKPTI. To do so, we partition the
whole execution into time intervals defined by the presence or absence of events. An interval starts and
ends with either the completion of a checkpoint or of a recovery (after a failure). To ease the analysis, we
make a simplifying hypothesis: we assume that at most one event, failure or prediction, occurs within
any interval of length TR + I + Cp. In particular, this implies that a prediction or an unpredicted fault
always take place during the regular mode.
We list below the four types of intervals, and evaluate their respective average length, together with
the average work completed during each of them (see Table 3.2 for a summary):
1. Two consecutive regular checkpoints with no intermediate events. The time elapsed between
the completion of the two checkpoints is exactly TR, and the work done is exactly TR − C.
2. Unpredicted fault. Recall that, because of the simplifying hypothesis, the fault happens in reg-
ular mode. Because instants where the fault strikes and where the last checkpoint was taken are
independent, on average the fault strikes at time TR/2. A downtime of length D and a recovery of
length R occur before the interval completes. There is no work done.
3. False prediction. Recall that it happens in regular mode. There are two cases:
(a) Taken into account. This happens with probability q. The interval lasts TR +Cp + I , since
we take a proactive checkpoint and spend the time I in proactive mode. The work done is
(TR − C) + (I − ITPRED Cp).
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Mode Number of intervals Time spent Work done
(1) w1 TR TR − C
(2) w2 =
TIMEFinal
µNP
TR/2 +D +R 0
(3) w3 =
(1−p)TIMEFinal
µP
TR + q(I + Cp) TR − C + q(I − ITPRED Cp)
(4) w4 =
pTIMEFinal
µP
q(TR + E
(f)
I + Cp) q
(
TR − C +
(
E
(f)
I
TPRED
− 1
)
(TPRED − Cp)
)
+(1− q)TR/2 +D +R
Table 3.2: Summary of the different interval types for WITHCKPTI.
(b) Not taken into account. This happens with probability 1− q. The interval lasts TR and the
work done is TR − C.
Considering both cases with their probabilities, the average time spent is equal to: q(TR + Cp +
I) + (1− q)TR = TR + q(Cp + I). The average work done is: q(TR −C + I − ITPRED Cp) + (1−
q)(TR − Cr) = TR − C + q(I − ITPRED Cp).
4. True prediction. Recall that it happens in regular mode. There are two cases:
(a) Taken into account. Let E(f)I be the average time at which a fault occurs within the predic-
tion window (the time at which the fault strikes is certainly correlated to the starting time of
the prediction window; E(f)I may not be equal to I/2). Up to time E
(f)
I , we work and check-
point in proactive mode, with period TPRED. In addition, we take a proactive checkpoint right
before the start of the prediction window. Then we spend the time E(f)I in proactive mode,
and we have a downtime and a recovery. Hence, such an interval lasts TR+Cp+E
(f)
I +D+R
on average. The total work done during the interval is TR−C+x(TPRED−Cp) where x is the
expectation of the number of proactive checkpoints successfully taken during the prediction
window. Here, x ≈ E
(f)
I
TPRED
− 1.
(b) Not taken into account. On average the fault occurs at time TR/2. The time interval has
duration TR/2 +D +R, and there is no work done.
Overall the time spent is q(TR + Cp + E
(f)
I +D + R) + (1− q)(TR/2 +D + R), and the work
done is q(TR − C + ( E
(f)
I
TPRED
− 1)(TPRED − Cp)) + (1− q)0.
We want to estimate the total execution time, TIMEFinal. So far, we have evaluated the length, and the
work done, for each of the interval types. We now estimate the expectation of the number of intervals of
each type. Consider the intervals defined by an event whose mean time between occurrences is ν. On
average, during a time T , there will be T/ν such intervals. Due to the simplifying hypothesis, intervals
of different types never overlap. Table 3.2 presents the estimation of the number of intervals of each
type.
To estimate the time spent within intervals of a given type, we multiply the expectation of the number
of intervals of that type by the expectation of the time spent in each of them. Of course, multiplying
expectations is correct only if the corresponding random variables are independent. Nevertheless, we
hope that this will lead to a good approximation of the expected execution time. We will assess the
quality of the approximation through simulations in Section 3.4. We have:
TIMEFinal = w1 × TR + w2
(
TR
2
+D +R
)
+ w3 (TR + q(I + Cp))
+ w4
(
q(TR + E
(f)
I + Cp) + (1− q)
TR
2
+D +R
)
. (3.1)
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We use the same line of reasoning to compute the overall amount of work done, that must be equal, by
definition, to TIMEbase, the execution time of the application without any overhead:
TIMEbase =w1(TR − C) + w2 × 0 + w3
(
TR − C + q
(
I − I
TPRED
Cp
))
(3.2)
+ w4
(
q
(
TR − C +
(
E
(f)
I
TPRED
− 1
)
(TPRED − Cp)
))
.
This equation gives the value of w1 as a function of the other parameters. Looking at Equations (3.1)
and (3.2), and at the values of w2, w3, and w4, we remark that TIMEFinal can be rewritten as a function of
q as follows: TIMEFinal = αTIMEbase +βTIMEFinal +qγTIMEFinal, that is TIMEFinal = α1−β−qγ TIMEbase,
where neither α, nor β, nor γ depend on q. The derivative of TIMEFinal with respect to q has constant
sign. Hence, in an optimal solution, either q = 0 or q = 1. This (somewhat unexpected) conclusion
is that the predictor should sometimes be always trusted, and sometimes never, but no in-between value
for q will do a better job. Thus we can now focus on the two functions TIMEFinal, the one when q = 0
(TIME{0}Final), and the one when q = 1 (TIME
{1}
Final).
When q = 0, from Table 3.2 and Equations (3.1) and (3.2), we derive that
TIME{0}Final =
TR
TR − C
TIMEbase +
TIME{0}Final
µ
(
TR
2
+D +R
)
,
(
1− C
TR
)(
1− TR/2 +D +R
µ
)
TIME{0}Final = TIMEbase. (3.3)
This is exactly the equation from Chapter 2 in the case of exact-date predictions that are never taken into
account (a good sanity check!). When q = 1, we have:
TIME{1}Final = TIMEbase
TR
TR − C
− TIME
{1}
Final
µP
TR
TR−C
(
(TR−C)+(1−p)
(
I− I
TPRED
Cp
)
+p
(
E
(f)
I
TPRED
−1
)
(TPRED−Cp)
)
+
TIME{1}Final
µNP
(
TR
2
+D +R
)
+
(1− p)TIME{1}Final
µP
(TR + I + Cp)
+
pTIME{1}Final
µP
(
TR + Cp + E
(f)
I +D +R
)
.
After a little rewriting we obtain:
TIMEbase
TIME{1}Final
=
r
pµ
(
1− Cp
TPRED
)
(
(1− p)I + p
(
E
(f)
I − TPRED
))
+
(
1− C
TR
)(
1− 1
pµ
(
p(D +R) + rCp + (1−r)p
TR
2
+ r
(
(1−p)I+pE(f)I
)
))
.
Finally, the waste is equal by definition to TIMEFinal−TIMEbaseTIMEFinal . Therefore, we have:
WASTE = 1− r
pµ
(
1− Cp
TPRED
)
(
(1− p)I + p
(
E
(f)
I − TPRED
))
−
(
1− C
TR
)(
1− 1
pµ
(
p(D +R)+rCp+(1−r)p
TR
2
+r
(
(1−p)I+pE(f)I
)
))
. (3.4)
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Mode Number of intervals Time spent Work done
(1) w1 TR TR − C
(2) w2 =
TIMEFinal
µNP
TR/2 +D +R 0
(3) w3 =
(1−p)TIMEFinal
µP
TR + q(I + Cp) TR − C + qI
(4) w4 =
pTIMEFinal
µP
q(TR + E
(f)
I + Cp) q (TR − C)+(1− q)TR/2 +D +R
Table 3.3: Summary of the different interval types for NOCKPTI.
Waste minimization
When q = 0, the optimal period can readily be computed from Equation (3.3) and we derive that the
optimal period is
√
2(µ− (D +R))C. This defines a periodic policy we call RFO, for Refined First-
Order approximation. We now minimize the waste of the strategy where q = 1. In order to compute the
optimal value for TPRED, we identify the fraction of the waste in Equation (3.4) that depends on TPRED.
We can rewrite Equation (3.4) as:
WASTE{1} = α+
r
pµ
(
(
(1− p) I + pE(f)I
) Cp
TPRED
+ pTPRED
)
where α does not depend on TPRED. The waste is thus minimized when TPRED is equal to T extrPRED =
√
(
(1−p)I+pE(f)I
)
Cp
p . Note that we always have to enforce that TPRED is larger than Cp and does not ex-
ceed I . Therefore, the optimal period T optPRED is defined as follows: T
opt
PRED = min{I, max{Cp, T extrPRED}}.
The rounding only occurs for extreme cases.
In order to compute the optimal value for TR, we identify the fraction of the waste in Equation (3.4)
that depends on TR. We can rewrite Equation (3.4) as:
WASTE{1} = β +
C
TR
(
1− 1
pµ
(
p(D+R)+r
(
Cp+(1−p) I+pE(f)I
))
)
+
1−r
µ
TR
2
(3.5)
where β does not depend on TR because T
opt
PRED does not depend on TR. Therefore, WASTE
{1} is mini-
mized when TR is equal to
T extrR =
√
√
√
√
2C
(
pµ−
(
p(D +R) + r
(
Cp +
(
(1− p) I + pE(f)I
))))
p(1− r) . (3.6)
Recall that we must always enforce that T optR is always greater than C. Also, note that when r = 0, we
do obtain the same period as without a predictor. Finally, if we assume that, on average, fault strikes at
the middle of the prediction window, i.e., E(f)I =
I
2 , we obtain simplified values:
T extrPRED =
√
(2− p)ICp
p
and T extrR =
√
2C
(
pµ−
(
p(D +R) + r
(
Cp +
(
1− p2
)
I
)))
p(1− r) .
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Mode Number of intervals Time spent Work done
(1) w1 TR TR − C
(2) w2 =
TIMEFinal
µNP
TR/2 +D +R 0
(3) w3 =
(1−p)TIMEFinal
µP
TR + qCp TR − C
(4) w4 =
pTIMEFinal
µP
q(TR + E
(f)
I + Cp) q (TR − C)+(1− q)TR/2 +D +R
Table 3.4: Summary of the different interval types for INSTANT.
3.3.2 Strategy NOCKPTI
In this section, we evaluate the execution time under heuristic NOCKPTI. For clarity, we only summarize
results and refer to [RR8] for details. The analysis is similar to that for WITHCKPTI. Table 3.3 provides
the estimation of the number of intervals of each type. As for WITHCKPTI, one shows that in an optimal
solution, either q = 0 or q = 1. When q = 0, we derive that
TIME{0}Final =
TR
TR − C
TIMEbase +
TIME{0}Final
µ
(
TR
2
+D +R
)
,
(
1− C
TR
)(
1− TR/2 +D +R
µ
)
TIME{0}Final = TIMEbase. (3.7)
This is exactly the equation from Chapter 2 in the case of exact-date predictions that are never taken into
account, what we had already retrieved with WITHCKPTI (same sanity check!). When q = 1, we derive
that:
WASTE = 1− r
pµ
(1− p)I −
(
1− C
TR
)
× (3.8)
(
1− 1
pµ
(
p(D +R)+rCp+(1−r)p
TR
2
+r
(
(1− p)I+pE(f)I
)
))
.
Waste minimization
The waste is minimized as follows:
• When q = 0, the optimal value for TR is the same as the one we computed for WITHCKPTI in the
case q = 0.
• When q = 1, the value of TR that minimizes the waste is T extrR , the value given by Equation (3.6).
3.3.3 Strategy INSTANT
In this section we evaluate the execution time under heuristic NOCKPTI. For clarity, we only summarize
results and refer to [RR8] for details. The analysis is similar to the previous ones. Table 3.4 provides
the estimation of the number of intervals of each type. As before, one shows that in an optimal solution,
either q = 0 or q = 1. When q = 0, we derive, once again, that
TIME{0}Final =
TR
TR − C
TIMEbase +
TIME{0}Final
µ
(
TR
2
+D +R
)
,
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(
1− C
TR
)(
1− TR/2 +D +R
µ
)
TIME{0}Final = TIMEbase. (3.9)
This is exactly the equation from Chapter 2 in the case of exact-date predictions that are never taken into
account, what we had already with WITHCKPTI and NOCKPTI (yet another good sanity check!). When
q = 1, we obtain
WASTE =1−
(
1− C
TR
)
×
(
1− 1
pµ
(
p(D+R)+rCp+(1−r)p
TR
2
+prE
(f)
I
))
. (3.10)
Waste minimization
The waste is minimized as follows:
• When q = 0, the optimal value for TR is the same as for WITHCKPTI and for NOCKPTI in the
case q = 0.
• When q = 1, the optimal value for TR is
T extrR =
√
√
√
√
2C
(
pµ−
(
p(D +R) + rCp + prE
(f)
I
))
p(1− r) .
Again, recall that we must always enforce that T optR is always greater than C. Finally, if we assume
that, on average, fault strikes at the middle of the prediction window, i.e., E(f)I =
I
2 , we have:
T extrR =
√
2C
(
pµ−
(
p(D +R) + rCp + pr
I
2
))
p(1− r) .
3.4 Simulation results
An experimental validation of the models at targeted scale would require running a large application
several times, for each checkpointing strategy, for each fault predictor, and for each platform size. This
would require a prohibitive amount of computational hours. Furthermore, some of the targeted platform
sizes currently exist only as reasonable projections. Therefore, we resort to simulations. We present
the simulation framework in Section 3.4.1. Then we report results using the characteristics of two fault
predictors (Section 3.4.2). Additional figures and data results are available in the research report [RR8].
3.4.1 Simulation framework
In order to validate the model, we have instantiated it with several scenarios. The simulations use
parameters that are representative of current and forthcoming large-scale platforms [25, 43]. We take
C = R = 600 seconds, and D = 60 seconds. We consider three scenarios where proactive checkpoints
are (i) exactly as expensive as periodic checkpoints (Cp = C); (ii) ten times cheaper (Cp = 0.1C); and
(iii) two times more expensive (Cp = 2C). The individual (processor) MTBF is µind = 125 years, and
the total number of processors N varies from N = 216 = 16, 384 to N = 219 = 524, 288, so that
the platform MTBF µ varies from µ = 4, 010 min (about 2.8 days) down to µ = 125 min (about 2
hours). For instance the Jaguar platform, with N = 45, 208 processors, is reported to have experienced
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about one fault per day [128], which leads to µind =
45,208
365 ≈ 125 years. The application size is set to
TIMEbase = 10, 000 years/N.
We use Maple to analytically compute and plot the optimal value of the waste for the three prediction-
aware policies, INSTANT, NOCKPTI, and WITHCKPTI, for the prediction-ignoring policy RFO (corre-
sponding to the case q = 0), and for the reference heuristic DALY (Daly’s [35] periodic policy). In
order to check the accuracy of our model, we have compared the analytical results with results obtained
with a discrete-event simulator. The simulation engine generates a random trace of faults, parameter-
ized either by an Exponential fault distribution or by Weibull distribution laws with shape parameter
0.5 or 0.7. Note that Exponential faults are widely used for theoretical studies, while Weibull faults
are representative of the behavior of real-world platforms [58, 110, 59]. In both cases, the distribu-
tion is scaled so that its expectation corresponds to the platform MTBF µ. With probability r, we
decide if a fault is predicted or not. The simulation engine also generates a random trace of false
predictions, whose distribution is identical to that of the first trace (results are similar when false pre-
dictions follow a uniform distribution [RR8]). This second distribution is scaled so that its expectation
is equal to µP1−p =
pµ
r(1−p) , the inter-arrival time of false predictions. Finally, both traces are merged
to produce the final trace including all events (true predictions, false predictions, and non predicted
faults). The source code of the fault-simulator and the raw simulation results are freely available
at http://graal.ens-lyon.fr/~fvivien/DATA/predictionwindow/. Each reported
value is the average over 100 randomly generated instances.
In the simulations, we compare the five checkpointing strategies listed above. To assess the quality
of each strategy, we compare it with its BESTPERIOD counterpart, defined as the same strategy but using
the best possible period TR. This latter period is computed via a brute-force numerical search for the
optimal period. Altogether, there are four BESTPERIOD heuristics, one for each of the three variants
with prediction, and one for the case where we ignore predictions, which corresponds to both DALY and
RFO. Altogether we have a rich set of nine heuristics, which enables us to comprehensively assess the
actual quality of the proposed strategies. Note that for computer algebra plots, obviously we do not need
BESTPERIOD heuristics, since each period is already chosen optimally from the equations.
We experiment with two predictors from the literature: one accurate predictor with high recall and
precision [125], namely with p = 0.82 and r = 0.85, and another predictor with more limited recall
and precision [131], namely with p = 0.4 and r = 0.7. In both cases, we use five different prediction
windows, of size I = 300, 600, 900, 1200, and 3000 seconds. Figure 3.4 shows the average waste
degradation of the nine heuristics for both predictors, as a function of the number of processors N .
We draw the plots as a function of the number of processors N rather than of the platform MTBF
µ = µind/N , because it is more natural to see the waste increase with larger platforms; however, this
work is agnostic of the granularity of the processors and intrinsically focuses on the impact of the MTBF
on the waste.
3.4.2 Analysis of the results
We start with a preliminary remark: when the graphs for INSTANT and WITHCKPTI cannot be seen in
the figures, this is because their performance is identical to that of NOCKPTI, and their respective graphs
are superposed.
We first compare the analytical results, plotted by the Maple curves, to the simulations results. As
shown in Figure 3.4, there is a good correspondence between the analytical curves and the simulations,
especially those using an Exponential distribution of failures. However, the larger the platform (or the
smaller the MTBF), the less realistic our assumption that no two events happen during an interval of
length TR + I + Cp, and the analytical models become less accurate for prediction-aware heuristics.
44 CHAPTER 3. CHECKPOINTING STRATEGIES WITH PREDICTION WINDOWS
BESTPERIOD NOPREDICTION
RFODALY
BESTPERIOD INSTANT BESTPERIOD NOCKPTI
NOCKPTIINSTANT
BESTPERIOD WITHCKPTI
WITHCKPTI
I
=
30
0
s
(a) Maple
2
18
2
19
2
16
2
17
2
15
2
14
0
0.2
0.4
0.6
0.8
1
(b) Exponential
2
18
2
19
2
16
2
17
2
15
2
14
0
0.2
0.4
0.6
0.8
1
(c) Weibull k = 0.7
2
18
2
19
2
16
2
17
2
15
2
14
0
0.2
0.4
0.6
0.8
1
(d) Weibull k = 0.5
I
=
12
00
s
(e) Maple
2
18
2
19
2
16
2
17
2
15
2
14
0
0.2
0.4
0.6
0.8
1
(f) Exponential
2
18
2
19
2
16
2
17
2
15
2
14
0
0.2
0.4
0.6
0.8
1
(g) Weibull k = 0.7
2
18
2
19
2
16
2
17
2
15
2
14
0
0.2
0.4
0.6
0.8
1
(h) Weibull k = 0.5
I
=
30
00
s
(i) Maple
2
18
2
19
2
16
2
17
2
15
2
14
0
0.2
0.4
0.6
0.8
1
(j) Exponential
2
18
2
19
2
16
2
17
2
15
2
14
0
0.2
0.4
0.6
0.8
1
(k) Weibull k = 0.7
2
18
2
19
2
16
2
17
2
15
2
14
0
0.2
0.4
0.6
0.8
1
(l) Weibull k = 0.5
Figure 3.4: Waste as a function of number N of processors, when p = 0.82, r = 0.85, Cp = C.
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Figure 3.5: Waste as function of the period TR, with p = 0.82, r = 0.85, Cp = C, I = 3000s, and a
platform of 219 processors.
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Figure 3.6: Waste as function of the period TR, with p = 0.4, r = 0.7, Cp = C, I = 3000s, and a
platform of 219 processors.
Therefore, the analytical results are overly pessimistic in the most failure-prone platforms. Also, recall
that an exponential law is a Weibull law of shape parameter 1. Therefore, the further the distribution
of failures is from an exponential law, the larger the difference between analytical results and simulated
ones. However, in all cases, the analytical results are able to predict the general trends.
A second assessment of the quality of our analysis comes from the BESTPERIOD variants of our
heuristics. When predictions are not taken into account, DALY, and to a lesser extent RFO, are not
close to the optimal period given by BESTPERIOD (a similar observation was made by Bougeret et
al [17]). This gap increases when the distribution is further apart from an Exponential distribution.
However, prediction-aware heuristics are very close to BESTPERIOD in almost all configurations. The
only exception is with heuristics INSTANT when Cp = 2C, the total number of processors N is equal
to either 218 and 219, and I is large. However, when I = 3000s and N = 219, the platform MTBF is
approximately equal to 6Cp which renders our hypothesis and analysis invalid. The difference in this
case between INSTANT and its BESTPERIOD should therefore not come as a surprise.
To better understand why close-to-optimal periods are obtained by prediction-aware heuristics (while
this is not the case without predictions), we plot the waste as a function of the period TR for RFO and the
prediction-aware heuristics (Figure 3.6). On these figures one can see that, whatever the configuration,
periodic checkpointing policies (ignoring predictions) have well-defined global optimum. (One should
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Figure 3.7: Waste with p = 0.82, r = 0.85, and Weibull law of parameter 0.7.
nevertheless remark that the performance is almost constant in the neighborhood of the optimal period,
which explains why policies using different periods can obtain in practice similar performance, as in
Bouguerra et al. [18].) For prediction-aware heuristics, however, the behavior is quite different and two
scenarios are possible. In the first one, once the optimum is reached, the waste very slowly increases to
reach an asymptotic value which is close to the optimum waste (e.g., when the platform MTBF is large
and failures follow an exponential distribution). Therefore, any period chosen close to the optimal one,
or greater than it, will deliver good quality performance. In the second scenario, the waste decreases
until the period becomes larger than the application size, and the waste stays constant. In other words, in
these configurations, periodic checkpointing is unnecessary, only proactive actions matter! This striking
result can be explained as follows: a significant fraction of the failures are predicted, and thus taken
care of, by proactive checkpoints. The impact of unpredicted failures is mitigated by the proactive
measures taken for false predictions. To further mitigate the impact of unpredicted faults, the period TR
should be significantly shorter than the mean-time between proactive checkpoints, which would induce
a lot of waste due to unnecessary checkpoints if the mean-time between unpredicted faults is large with
respect to the mean-time between predictions. This greatly restrict the scenarios for which the periodic
checkpointing can lead to a significant decrease of the waste.
Figure 3.7 and 3.8 presents a comparison of the checkpointing strategies for different values of Cp
and I . When the prediction window I is shorter than the duration Cp of a proactive checkpoint (i.e., when
I = 300 s and Cp ≥ C = 600 s), there is no difference between NOCKPTI and WITHCKPTI. When
I is small but greater than Cp (say, when I is around 2Cp), WITHCKPTI spends most of the prediction
window taking a proactive checkpoint and NOCKPTI is more efficient. When I becomes “large” with
respect to Cp, WITHCKPTI can become more efficient than NOCKPTI, but becomes significantly more
efficient only if the proactive checkpoints are significantly shorter than regular (see also Table 3.5).
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Figure 3.8: Waste with p = 0.4, r = 0.7, and Weibull law of parameter 0.5.
INSTANT can hardly be seen in the graphs as its performance is most of the time equivalent to that of
NOCKPTI.
As expected, the smaller the prediction window, the more efficient the prediction-aware heuristics.
Also, the smaller the number of processors (or the larger the platform MTBF), the larger the impact
of the size of the prediction window. A surprising result is that taking prediction into account is not
always beneficial! The analytical results predict that prediction-aware heuristics would achieve worse
performance than periodic policies in our settings, as soon as the platform includes 218 processors.
In simulations, results are not so extreme. For the largest platforms considered, using predictions has
almost no impact on performance. But when the prediction window is very large, taking predictions into
account can indeed be detrimental. These observations can be explained as follows. When the platform
includes 219 processors, the platform MTBF is equal to 7500s. Therefore, any interval of duration 3000s
has a 40% chance to include a failure: a prediction window of 3000s is not very informative, unless
the precision and recall of the predictor are almost equal to 1 (which is never the case in practice).
Because the predictor brings almost no knowledge, trusting it may be detrimental. When comparing
the performance of, say, NOCKPTI for the two predictors, one can see that when failures follow a
Weibull distribution with shape parameter k = 0.7, I = 600s, and N = 218, NOCKPTI achieves
better performance than RFO when r = 0.85 and p = 0.82, but worse when p = 0.4 and r = 0.7.
The latter predictor generates more false predictions —each one inducing an unnecessary proactive
checkpoint— and misses more actual failures —each one destroying some work. The drawbacks of
trusting the predictor outweigh the advantages. If failures are few and apart, almost any predictor will
be beneficial. When the platform MTBF is small with respect to the cost of proactive checkpoints,
only almost perfect predictors will be worth using. For each set of predictor characteristics, there is
a threshold for the platform MTBF under which predictions will be useless or detrimental, but above
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which predictions will be beneficial.
In order to compare the impact of the heuristics ignoring predictions to those using them, we report
job execution times in Table 3.5 when failures follow a Weibull law of parameter 0.7. For each setting,
the best performance is presented in bold if it is achieved by a prediction-aware heuristics. For the
strategies with prediction, we compute the gain (expressed in percentage) over DALY, the reference
strategy without prediction. We first remark that RFO achieves lower makespans than DALY with gains
ranging from 1% with 216 processors to 18% with 219 processors. Overall, the gain due to the predictions
decreases when the size of the prediction window increases, and increases with the platform size. This
gain is obviously closely related to the characteristics of the predictor. When I = 300s, the three
prediction-aware strategies are identical. When I increases, NOCKPTI achieves slightly better results
than INSTANT. For low values of I , WITHCKPTI is the worst prediction-aware heuristics. But when
I becomes large and if the predictor is efficient, then WITHCKPTI becomes the heuristics of choice
(I = 3000s, p = 0.82, and r = 0.85). The reductions in the application executions times due to the
predictor can be very significant. With p = 0.85 and r = 0.82 and I = 3000s, we save 25% of the total
time with N = 219, and 13% with N = 216 using strategy WITHCKPTI. With I = 300s, we save up to
45% with N = 219, and 18% with N = 216 using any strategy (though NOCKPTI is slightly better than
INSTANT). Then, with p = 0.4 and r = 0.7, we still save 33% of the execution time when I = 300s and
N = 219, and 14% with N = 216. The gain gets smaller with I = 3000s and N = 216 but remains non
negligible since we can save 8%. When I = 3000s and N = 219, however, the best solution is to ignore
predictions and simply use RFO (we fall-back to the case q = 0). If we now consider a Weibull law with
shape parameter 0.5 instead of 0.7 (see Table 3.6), keeping all other parameters identical (I = 3000s,
N = 219, p = 0.4 and r = 0.7), then the heuristics of choice is WITHCKPTI and the gain with respect
to DALY is 57.9%.
I = 300 s I = 1200 s I = 3000 s
216 procs 219 procs 216 procs 219 procs 216 procs 219 procs
DALY 81.3 31.0 81.3 31.0 81.3 31.0
RFO 80.2 (1%) 25.5 (18%) 80.2 (1%) 25.5 (18%) 80.2 (1%) 25.5 (18%)
p = 0.82, r = 0.85
INSTANT 66.5 (18%) 17.0 (45%) 68.0 (16%) 20.3 (34%) 70.9 (13%) 24.1 (22%)
NOCKPTI 66.4 (18%) 17.0 (45%) 67.9 (16%) 20.2 (35%) 71.0 (13%) 24.7 (20%)
WITHCKPTI 66.4 (18%) 17.0 (45%) 68.3 (16%) 20.6 (33%) 70.6 (13%) 23.1 (25%)
p = 0.4, r = 0.7
INSTANT 70.3 (13%) 20.9 (33%) 72.0 (11%) 24.6 (21%) 75.0 (8%) 27.7 (11%)
NOCKPTI 70.2 (14%) 20.6 (33%) 71.8 (12%) 24.2 (22%) 75.0 (8%) 28.7 (7%)
WITHCKPTI 70.2 (14%) 20.6 (33%) 73.6 (9%) 25.5 (18%) 75.1 (8%) 26.6 (14%)
Table 3.5: Job execution times (in days) under the different checkpointing policies for different predic-
tion window size I (in seconds), when failures follow a Weibull distribution of shape parameter 0.7.
Gains are reported with respect to DALY.
3.5 Conclusion
In this chapter, we have studied the impact of prediction windows on checkpointing strategies. We
have designed several heuristics that decide whether to trust predictions or not, when it is worth taking
preventive checkpoints, and at which rate. We have been able to derive a comprehensive set of results
and conclusions:
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I = 300 s I = 1200 s I = 3000 s
216 procs 219 procs 216 procs 219 procs 216 procs 219 procs
DALY 125.7 185.0 125.7 185.0 125.7 185.0
RFO 120.1 (4%) 114.8 (38%) 120.1 (4%) 114.8 (38%) 120.1 (4%) 114.8 (38%)
p = 0.82, r = 0.85
INSTANT 77.4 (38%) 45.2 (76%) 82.0 (35%) 60.8 (67%) 89.7 (29%) 70.6 (62%)
NOCKPTI 77.4 (38%) 44.9 (76%) 81.8 (35%) 60.7 (67%) 90.0 (28%) 71.5 (61%)
WITHCKPTI 77.4 (38%) 44.9 (76%) 83.6 (33%) 64.4 (65%) 89.8 (29%) 66.2 (64%)
p = 0.4, r = 0.7
INSTANT 84.5 (33%) 59.6 (68%) 89.4 (29%) 76.6 (58%) 97.7 (22%) 81.9 (56%)
NOCKPTI 84.4 (33%) 58.3 (68%) 89.1 (29%) 76.8 (58%) 97.9 (22%) 83.7 (55%)
WITHCKPTI 84.4 (33%) 58.3 (68%) 93.8 (25%) 75.4 (59%) 97.8 (22%) 77.7 (58%)
Table 3.6: Job execution times (in days) under the different checkpointing policies for different predic-
tion window size I (in seconds), when failures follow a Weibull distribution of shape parameter 0.5.
Gains are reported with respect to DALY.
• We have introduced an analytical model to capture the waste incurred by each strategy, and pro-
vided a closed-form formula for each optimization problem, giving the optimal solution. Contrar-
ily to the cases without prediction, or with exact-date predictions, the computation of the waste
requires a sophisticated analysis of the various events, including the time spent in the regular and
proactive modes.
• The simulations fully validate the model, and the brute-force computation of the optimal period
guarantees that our prediction-aware strategies are always very close to the optimal. This holds
true both for Exponential and Weibull failure distributions.
• The model is quite accurate and its validity goes beyond the conservative assumption that requires
a single event per time interval; even more surprising, the accuracy of the model for prediction-
aware strategies is much better than for the case without predictions, where DALY can be far from
the optimal period in the case of Weibull failure distributions [17].
• Both the analytical computations and the simulations enable us to characterize when prediction
is useful, and which strategy performs better, given the key parameters of the system: recall r,
precision p, size of the prediction window I , size of proactive checkpoints Cp versus regular
checkpoints C, and platform MTBF µ.
Altogether, the analytical model and the comprehensive results provided in this work enable to fully
assess the impact of fault prediction with time-windows on (optimal) checkpointing strategies. Future
work will be devoted to refine the assessment of the usefulness of prediction with trace-based failures
and prediction logs from current large-scale supercomputers.
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Chapter 4
On the combination of silent error detection
and checkpointing
4.1 Introduction
Our work in this chapter is motivated by a recent paper by Lu et al. [82], who introduce a multiple
checkpointing model to compute the optimal checkpointing period with error detection latency. More
precisely, Lu et al. [82] deal with the following problem: given errors whose inter arrival times Xe
follow an exponential probability distribution of parameter λe, and given error detection times Xd that
follow an exponential probability distribution of parameter λd, what is the optimal checkpointing period
Topt in order to minimize the total execution time? The problem is illustrated on Figure 4.1: the error is
detected after some (random) time Xd, and one has to rollback up to the last checkpoint that precedes the
occurrence of the error. Let k be the number of checkpoints that can be simultaneously kept in memory.
Lu et al. [82] derive a formula for the optimal checkpointing period Topt in the (simplified) case where
k is unbounded (k = ∞), and they propose some numerical simulations to explore the case where k is
a fixed constant.
Main contributions. The first major contribution of this chapter is to correct the formula given by
Lu et al. [82] when k is unbounded, and to provide an analytical approach when k is a fixed constant.
The latter approach is a first-order approximation but applies to any probability distribution of errors.
While it is very natural and interesting to consider the latency of error detection, the model by Lu et
al. [82] suffers from an important limitation: it is not clear how one can determine when the error has
indeed occurred, and hence how one can identify the last valid checkpoint, unless some verification sys-
tem is enforced. Another major contribution of this chapter is to introduce a model coupling verification
and checkpointing, and to analytically determine the best balance between checkpoints and verifications
so as to optimize platform throughput.
The rest of the chapter is organized as follows. First, we revisit the multiple checkpointing model
of [82] in Section 4.2; we tackle both the case where all checkpoints are kept, and the case with at most
k checkpoints. In Section 4.3, we define and analyze a model coupling checkpoints and verifications.
Then, we evaluate the various models in Section 4.4, by instantiating the models with realistic parameters
derived from future Exascale platforms. Finally, we conclude and discuss future research directions in
Section 4.5.
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TimeXe Xd
fault Detection
Figure 4.1: Suppose an error (that arrived Xe units of time after the previous error) is detected after a
time Xd. Where should we rollback to find a correct checkpoint?
4.2 Revisiting the multiple checkpointing model
In this section, we revisit the approach of Lu et al. [82]. We show that their analysis with unbounded
memory is incorrect and provide the exact solution (Section 4.2.1). We also extend their approach to deal
with the case where a given (constant) number of checkpoints can be simultaneously kept in memory
(Section 4.2.2).
4.2.1 Unlimited checkpoint storage
Let C be the time needed for a checkpoint, R the time for recovery, and D the downtime. Although
R and C are a function of the size of the memory footprint of the process, D is a constant that repre-
sents the unavoidable costs to rejuvenate a process after an error (e.g., stopping the failed process and
restoring a new one that will load the checkpoint image). We assume that errors can take place during
checkpoint and recovery but not during downtime (otherwise, the downtime could be considered part of
the recovery).
Let µe = 1λe be the mean time between errors. With no error detection latency and no downtime,
well-known formulas for the optimal period (useful work plus checkpointing time that minimizes the
execution time) are Topt ≈
√
2Cµe + C (as given by Young [124]) and Topt ≈
√
2C(µe +R) + C (as
given by Daly [35]). These formulas are first-order approximations and are valid only if C,R≪ µe (in
which case they collapse).
With error detection latency, things are more complicated, even with the assumption that one can
track the source of the error (and hence identify the last valid checkpoint). Indeed, the amount of
rollback will depend upon the sum Xe + Xd. For exponential distributions of Xe and Xd, Lu, Zheng
and Chien [82] derive that Topt ≈
√
2C(µe + µd) + C, where µd =
1
λd
is the mean of error detection
times. However, although this result may seem intuitive, it is wrong, and we prove that the correct answer
is Topt ≈
√
2Cµe + C, even when accounting for the downtime: this first-order approximation is the
same as Young’s formula. We give an intuitive explanation after the proofs provided in Section 4.2.1.
Then in Section 4.2.1, we extend this result to arbitrary laws, but under the additional constraint that
µd +D +R≪ µe.
Exponential distributions
In this section, we assume that Xe and Xd follow exponential distributions of mean µe and µd respec-
tively.
Proposition 4.1. The expected time needed to successfully execute a work of size w followed by its
checkpoint is
E(T (w)) = eλeR (D + µe + µd) (e
λe(w+C) − 1).
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Proof. Let T (w) be the time needed for successfully executing a work of duration w. There are two
cases: (i) if there is no error during execution and checkpointing, then the time needed is exactly w+C;
(ii) if there is an error before successfully completing the work and its checkpoint, then some additional
delays are incurred. These delays come from three sources: the time spent computing by the processors
before the error occurs, the time spent before the error is detected, and the time spent for downtime and
recovery. Regardless, once a successful recovery has been completed, there still remain w units of work
to execute. Thus, we can write the following recursion:
E(T (w)) = e−λe(w+C)(w+C)+ (1− e−λe(w+C)) (E(Tlost) + E(Xd) + E(Trec) + E(T (w))) . (4.1)
Here, Tlost denotes the amount of time spent by the processors before the first error, knowing that
this error occurs within the next w+C units of time. In other terms, it is the time that is wasted because
computation and checkpoint were not both completed before the error occurred. The random variable
Xd represents the time needed for error detection, and its expectation is E(Xd) = µd =
1
λd
. The last
variable Trec represents the amount of time needed by the system to perform a recovery. Equation (4.1)
simplifies to:
E(T (w)) = w + C + (eλe(w+C) − 1)(E(Tlost) + µd + E(Trec)). (4.2)
We have
E(Tlost) =
∫ ∞
0
xP(X = x|X < w + C)dx
=
1
P(X < w + C)
∫ w+C
0
xλee
−λexdx,
and P(X < w + C) = 1− e−λe(w+C).
Integrating by parts, we derive that
E(Tlost) =
1
λe
− w + C
eλe(w+C) − 1 . (4.3)
Next, to compute E(Trec), we have a recursive equation quite similar to Equation (4.1) (remember that
we assumed that no error can take place during the downtime):
E(Trec) = e
−λeR(D +R) + (1− e−λeR)(E(Rlost) + E(Xd) +D + E(Trec)).
Here, E(Rlost) is the expected amount of time lost to executing the recovery before an error happens,
knowing that this error occurs within the next R units of time. Replacing w+C by R in Equation (4.3),
we obtain
E(Rlost) =
1
λe
− R
eλeR − 1 .
The expression for E(Trec) simplifies to
E(Trec) = De
λeR + (eλeR − 1)(µe + µd). (4.4)
Plugging the values of E(Tlost) and E(Trec) into Equation (4.2) leads to the desired value. 
Proposition 4.2. The optimal strategy to execute a work of size W is to divide it into n equal-size
chunks, each followed by a checkpoint, where n is equal either to max(1, ⌊n∗⌋) or to ⌈n∗⌉. The value of
n∗ is uniquely derived from y = λeWn∗ − 1, where L(y) = −e−λeC−1 (L, the Lambert function, defined
as L(x)eL(x) = x). The optimal strategy does not depend on the value of µd.
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Proof. Using n chunks of size wi (with
∑n
i=1wi = W ), by linearity of the expectation, we have
E(T (W )) = K
∑n
i=1(e
λe(wi+C) − 1) where K = eλeR (D + µe + µd) is a constant. By convexity,
the sum is minimum when all the wis are equal (to Wn ). Now, E(T (W )) is a convex function of n, hence
it admits a unique minimum n∗ such that the derivative is zero:
eλe(
W
n∗
+C)
(
1− λeW
n∗
)
= 1. (4.5)
Let y = λeWn∗ − 1, we have yey = −e−λeC−1, hence L(y) = −e−λeC−1. Then, since we need
an integer number of chunks, the optimal strategy is to split W into max(1, ⌊n∗⌋) or ⌈n∗⌉ same-size
chunks, whichever leads to the smaller value. As stated, the value of y, hence of n∗, is independent of
µd. 
Proposition 4.3. A first-order approximation for the optimal checkpointing period (that minimizes total
execution time) is Topt ≈
√
2Cµe + C. This value is identical to Young’s formula, and does not depend
on the value of µd.
Proof. We use Proposition 4.2 and Taylor expansions when z = y + 1 = λeWn∗ is small: from ye
y =
−e−λeC−1, we derive (z − 1)ez = −e−λeC . We have (z − 1)ez ≈ z22 − 1, and −e−λeC ≈ −1 + λeC,
hence z2 ≈ 2λeC. The period is
Topt =
W
n∗
+ C =
z
λe
+ C ≈
√
2Cµe + C.

An intuitive explanation of the result is the following: error detection latency is paid for every error,
and can be viewed as an additional downtime, which has no impact on the optimal period.
Arbitrary distributions
Here we extend the previous result to arbitrary distribution laws for Xe and Xd (of mean µe and µd
respectively):
Proposition 4.4. When C ≪ µe and µd + D + R ≪ µe, a first-order approximation for the optimal
checkpointing period is Topt ≈
√
2Cµe + C.
Proof. Let Tbase be the base time of the application without any overhead due to resilience techniques.
First, assume a fault-free execution of the application: every period of length T , only W = T −C units
of work are executed, hence the time Tff for a fault-free execution is Tff = TW Tbase. Now, let Tfinal denote
the expectation of the execution time with errors taken into account. In average, errors occur every µe
time-units, and for each of them we lose F time-units, so there are Tfinalµe errors during the execution.
Hence we derive that
Tfinal = Tff +
Tfinal
µe
F , (4.6)
which we rewrite as
(1−WASTE)Tfinal = Tbase,
with WASTE = 1−
(
1− F
µe
)(
1− C
T
)
. (4.7)
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The waste is the fraction of time where nodes do not perform useful computations. Minimizing execution
time is equivalent to minimizing the waste. In Equation (4.7), we identify the two sources of overhead:
(i) the term WASTEFF = CT , which is the waste due to checkpointing in a fault-free execution, by
construction of the algorithm; and (ii) the term WASTEFail = Fµe , which is the waste due to errors
striking during execution. With these notations, we have
WASTE = WASTEFail + WASTEFF −WASTEFailWASTEFF. (4.8)
As a sanity check, this is the same equation as Equation 1.13. There remains to determine the (expected)
value of F . Assuming at most one error per period, we lose F = T2 + µd + D + R per error: T2 for
the average work lost before the error occurs, µd for detecting the error, and D + R for downtime and
recovery. Note that the assumption is valid only if µd +D + R ≪ µe and T ≪ µe. Plugging back this
value into Equation (4.8), we obtain
WASTE(T ) =
T
2µe
+
C(1− D+R+µdµe )
T
+
D +R+ µd − C2
µe
(4.9)
which is minimal for
Topt =
√
2C(µe −D −R− µd). (4.10)
We point out that this approach based on the waste leads to a different approximation formula for the
optimal period, but Topt =
√
2C(µe −D −R− µd) ≈
√
2Cµe ≈
√
2Cµe + C up to second-order
terms, when µe is large in front of the other parameters, including µd. For example, this approach does
not allow us to handle the case µd = µe; in such a case, the optimal period is known only for exponential
distributions, and is independent of µd, as proven by Proposition 4.2. 
To summarize, the exact value of the optimal period is only known for exponential distributions and
is provided by Proposition 4.2, while Young’s formula can be used as a first-order approximation for any
other distributions. Indeed, the optimal period is a trade-off between the overhead due to checkpointing
(CT ) and the expected time lost per error (
T
2µe
plus some constant). Up to second-order terms, the waste
is minimum when both factors are equal, which leads to Young’s formula, and which remains valid
regardless of error detection latencies.
4.2.2 Saving only k checkpoints
Lu, Zheng and Chien [82] propose a set of simulations to assess the overhead induced when keeping
only the last k checkpoints (because of storage limitations). In the following, we derive an analytical
approach to numerically solve the problem. The main difficulty is that when error detection latency is
too large, it is impossible to recover from a valid checkpoint, and one must resume the execution from
scratch. We consider this scenario as an irrecoverable failure, and we aim at guaranteeing that the risk
of irrecoverable failure remains under a user-given threshold.
Assume that a job of total size W is partitioned into n chunks. What is the risk of irrecoverable
failure during the execution of one chunk of size Wn followed by its checkpoint? Let T =
W
n + C be
the length of the period. Intuitively, the longer the period, the smaller the probability that an error that
has just been detected took place more than k periods ago, thereby leading to an irrecoverable failure
because the last valid checkpoint is not one of the k most recent ones.
Formally, there is an irrecoverable failure if: (i) there is an error detected during the period (proba-
bility Pfail), and (ii) the sum of Tlost, the time elapsed since the last checkpoint, and of Xd, the error de-
tection latency, exceeds kT (probability Plat). The value of Pfail = P(Xe ≤ T ) is easy to compute from
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the error distribution law. For instance with an exponential law, Pfail = 1−e−λeT . As for Plat, we use an
upper bound: Plat = P(Tlost+Xd ≥ kT ) ≤ P(T +Xd ≥ kT ) = P(Xd ≥ (k−1)T ). The latter value is
easy to compute from the error distribution law. For instance with an exponential law, Plat = e−λd(k−1)T .
Of course, if there is an error and the error detection latency does not exceed kT (probability (1-Plat)), we
have to restart execution and face the same risk as before. Therefore, the probability of irrecoverable fail-
ure Pirrec can be recursively evaluated as Pirrec = Pfail(Plat+(1−Plat)Pirrec), hence Pirrec = PfailPlat1−Pfail(1−Plat) .
Now that we have computed Pirrec, the probability of irrecoverable failure for a single chunk, we can
compute the probability of irrecoverable failure for n chunks as Prisk = 1 − (1 − Pirrec)n. In full rigor,
these expressions for Pirrec and Prisk are valid only for exponential distributions, because of the memo-
ryless property, but they are a good approximation for arbitrary laws. Given a prescribed risk threshold
ε, solving numerically the equation Prisk ≤ ε leads to a lower bound Tmin on T . Let Topt be the optimal
period given in Theorem 4.3 for an unbounded number of saved checkpoints. The best strategy is then
to use the period max(Tmin, Topt) to minimize the waste while enforcing a risk below threshold.
In case of irrecoverable failure, we have to resume execution from the very beginning. The number
of re-executions due to consecutive irrecoverable failures follows a geometric law of parameter 1−Prisk,
so that the expected number of executions until success is 11−Prisk . We refer to Section 4.4.1 for an
example of how to instantiate this model to compute the best period with a fixed number of checkpoints,
under a prescribed risk threshold.
4.3 Coupling verification and checkpointing
In this section, we move to a more realistic model where silent errors are detected only when some ver-
ification mechanism (checksum, error correcting code, coherence tests, etc.) is executed. Our approach
is agnostic of the nature of this verification mechanism. We aim at solving the following optimization
problem: given the cost of checkpointing C, downtime D, recovery R, and verification V , what is the
optimal strategy to minimize the expected waste as a function of the mean time between errors µe?
Depending upon the relative costs of checkpointing and verifying, we may have more checkpoints than
verifications, or the other way round. In both cases, we target a periodic pattern that repeats over time.
Consider first the scenario where the cost of a checkpoint is smaller than the cost of a verification:
then the periodic pattern will include k checkpoints and 1 verification, where k is some parameter to
determine. Figure 4.2(a) provides an illustration with k = 5. We assume that the verification is directly
followed by the last checkpoint in the pattern, so as to save results just after they have been verified (and
before they get corrupted). In this scenario, the objective is to determine the value of k that leads to the
minimum platform waste. This problem is addressed in Section 4.3.1.
Because our approach is agnostic of the cost of the verification, we also envision scenarios where
the cost of a checkpoint is higher than the cost of a verification. In such a framework, the periodic
pattern will include k verifications and 1 checkpoint, where k is some parameter to determine. See
Figure 4.2(b) for an illustration with k = 5. Again, the objective is to determine the value of k that leads
to the minimum platform waste. This problem is addressed in Section 4.3.2.
We point out that combining verification and checkpointing guarantees that no irrecoverable failure
will kill the application: the last checkpoint of any period pattern is always correct, because a verification
always takes place right before this checkpoint is taken. If that verification reveals an error, we roll back
until reaching a correct verification point, maybe up to the end of the previous pattern, but never further
back, and re-execute the work. The amount of roll-back and re-execution depends upon the shape of the
pattern, and we show how to compute it in Sections 4.3.1 and 4.3.2 below.
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(a) five checkpoints for one verification
Timew w w w w
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(b) five verifications for one checkpoint
Figure 4.2: Periodic pattern.
4.3.1 With k checkpoints and one verification
We use the same approach as in the proof of Proposition 4.4 and compute a first-order approximation of
the waste (see Equations (4.7) and (4.8)). We compute the two sources of overhead: (i) WASTEFF, the
waste incurred in a fault-free execution, by construction of the algorithm, and (ii) WASTEFail, the waste
due to errors striking during execution.
Let S = kw+kC+V be the length of the periodic pattern. We easily derive that WASTEFF = kC+VS .
As for WASTEFail, we still have WASTEFail =
D+E(Tlost)
µe
. However, in this context, the time lost because
of the error depends upon the location of this error within the periodic pattern, so we compute averaged
values as follows. Recall (see Figure 4.2(a)) that checkpoint k is the one preceded by a verification.
Here is the analysis when an error is detected during the verification that takes place in the pattern:
• If the error took place in the (last) segment k: we recover from checkpoint k − 1, and verify it;
we get a correct result because the error took place later on. Then we re-execute the last piece of
work and redo the verification. The time that has been lost is Tlost(k) = R + V + w + V . (We
assume that there is at most one error per pattern.)
• If the error took place in segment i, 2 ≤ i ≤ k − 1: we recover from checkpoint k − 1, verify
it, get a wrong result; we iterate, going back up to checkpoint i − 1, verify it, and get a correct
result because the error took place later on. Then we re-execute k− i+1 pieces of work and k− i
checkpoints, together with the last verification. We get Tlost(i) = (k− i+1)(R+V +w)+ (k−
i)C + V .
• If the error took place in (first) segment 1: this is almost the same as above, except that the first
recovery at the beginning of the pattern need not be verified, because the verification was made
just before the corresponding checkpoint at the end of the previous pattern. We have the same
formula with i = 1 but with one fewer verification: Tlost(1) = k(R+w) + (k− 1)(C + V ) + V .
Therefore, the formula for WASTEFail writes
WASTEFail =
D + 1k
∑k
i=1 Tlost(i)
µe
, (4.11)
and (after some manipulation using a computer algebra system) the formula simplifies to
WASTEFail =
1
2kµe
((R+V )k2+(2D+R+2V +S−2C)k+S−3V ) (4.12)
Using WASTEFF = kC+VS and Equation (4.8), we compute the total waste and derive that WASTE =
aS + b + cS , where a, b, and c are some constants. The optimal value of S is Sopt =
√
c
a , provided that
this value is at least kC+V . We point out that this formula only is a first-order approximation. We have
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assumed a single error per pattern. We have also assumed that errors did not occur during checkpoints
following verifications. Now, once we have found WASTE(Sopt), the value of the waste obtained for
the optimal period Sopt, we can minimize this quantity as a function of k, and numerically derive the
optimal value kopt that provides the best value (and hence the best platform usage).
Due to lack of space, computational details are available online [84], which is a Maple sheet that we
have to instantiate the model. This Maple sheet is publicly available for users to experiment with their
own parameters. We provide two example scenarios to illustrate the model in Section 4.4.3.
Finally, note that in order to minimize the waste, one could do a binary search in order to find the
last checkpoint before the fault. Then we can upper-bound Tlost(i) by (k− i+1)w+ log(k)(R+ V ) +
(k− i)C + V , and Equation (4.12) becomes WASTEFail = 12kµe ((R+ V )2k log(k) + (2D+R+2V +
S− 2C)k + S− 3V ).
4.3.2 With k verifications and one checkpoint
We use a similar line of reasoning for this scenario and compute a first-order approximation of the waste
for the case with k verifications and 1 checkpoint per pattern. The length of the periodic pattern is now
S = kw+kV +C. As before, for 1 ≤ i ≤ k, let segment i denote the period of work before verification i,
and assume (see Figure 4.2(b)) that verification k is preceded by a checkpoint. The analysis is somewhat
simpler here.
If an error takes place in segment i, 1 ≤ i ≤ k, we detect the error during verification i, we
recover from the last checkpoint, and redo the first i segments and verifications: therefore Tlost(i) =
R+i(V +w). The formula for WASTEFail is the same as in Equation (4.11) and (after some manipulation)
we derive
WASTEFail =
1
2µe
(
D +R+
k + 1
2k
(S− C)
)
. (4.13)
Using WASTEFF = kV+CS and Equation (4.8), we proceed just as in Section 4.3.1 to compute the optimal
value Sopt of the periodic pattern, and then the optimal value kopt that minimizes the waste. Details are
available within the Maple sheet [84].
4.4 Evaluation
This section provides some examples for instantiating the various models. We aimed at choosing realistic
parameters in the context of future Exascale platforms, but we had to restrict to a limited set of scenarios,
which do not intend to cover the whole spectrum of possible parameters. The Maple sheet [84] is
available to explore other scenarios.
4.4.1 Best period with k checkpoints under a given risk threshold
We first evaluate Prisk, the risk of irrecoverable failure, as defined in Section 4.2.2. Figures 4.3 and 4.4
present, for different scenarios, the probability Prisk as a function of the checkpointing period T on the
left. On the right, the figures present the corresponding waste with k checkpoints and in the absence of
irrecoverable failures. This waste can be computed following the same reasoning as in Equation (4.9).
For each figure, the left diagram represents the risk implied by a given period T , showing the value Topt
of the optimal checkpoint interval (optimal with respect to waste minimization and in the absence of
irrecoverable failures, see Equation (4.10)) as a blue vertical line. The right diagram on the figure repre-
sents the corresponding waste, highlighting the trade-off between an increased irrecoverable-failure-free
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Figure 4.3: Risk of irrecoverable failure as a function of the checkpointing period, and corresponding
waste. (k = 3, λe= 10
5
100y
, λd = 30λe, w = 10d, C = R = 600s, and D = 0s.)
waste and a reduced risk. As stated in Section 4.2.2, it does not make sense to select a value for T lower
than Topt, since the waste would be increased, for an increased risk.
Figure 4.3 considers a machine consisting of 105 components, and a component MTBF of 100 years.
This component MTBF corresponds to the optimistic assumption on the reliability of computers made
in the literature [26, 39]. The platform MTBF µe is thus 100 × 365 × 24/100, 000 ≈ 8.76 hours.
The times to checkpoint and recover (10 min) correspond to reasonable mean values for systems at this
size [17, 43]. At this scale, process rejuvenation is small, and we set the downtime to 0s. For these
average values to have a meaning, we consider a run that is long enough (10 days of work), and in order
to illustrate the trade-off, we take a rather low (but reasonable) value k = 3 of intervals, and a mean time
error detection µd significantly smaller (30 times) than the MTBF µe itself.
With these parameters, Topt is around 100 minutes, and the risk of irrecoverable failure at this check-
point interval can be evaluated at 1/2617 ≈ 38 · 10−5, inducing an irrecoverable-failure-free waste of
23.45%. To reduce the risk to 10−4, a Tmin of 8000 seconds is sufficient, increasing the waste by only
0.6%. In this case, the benefit of fixing the period to max(Topt, Tmin) is obvious. Naturally, keeping a
bigger amount of checkpoints (increasing k) would also reduce the risk, at constant waste, if memory
can be afforded.
We also consider in Figure 4.4 a more optimistic scenario where the checkpointing technology and
availability of resources is increased by a factor 10: the time to checkpoint, recover, and allocate new
computing resources is divided by 10 compared to the previous scenario. Other parameters are kept
similar. One can observe that Topt is largely reduced (down to less than 35 minutes between checkpoints),
as well as the optimal irrecoverable-failure-free waste (9.55%). This is unsurprising, and mostly due to
the reduction of failure-free waste implied by the reduction of checkpointing time. But because the
period between checkpoints becomes smaller, while the latency to detect an error is unchanged (µd is
still 30 times smaller than µe), the risk that an error happens at the interval i but is detected after interval
i + k is increased. Thus, the risk climbs to 1/2, an unacceptable value. To reduce the risk to 10−4 as
previously, it becomes necessary to consider a Tmin of 6650 seconds, which implies an irrecoverable-
failure-free waste of 15%, significantly higher than the optimal one, which is below 10%, but still much
lower than the 24% when checkpoint and availability costs are 10 times higher.
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Figure 4.4: Risk of irrecoverable failure as a function of the checkpointing period, and corresponding
waste. (k = 3, λe = 10
5
100y
, λd = 30λe, w = 10d, C = R = 60s, and D = 0s.)
4.4.2 Periodic pattern with k verifications and one checkpoint
We now focus on the waste induced by the different ways of coupling periodic verification and check-
pointing. We first consider the case of a periodic pattern with more verifications than checkpoints: every
k verifications of the current state of the application, a checkpoint is taken. The duration of the work
interval S, between two verifications in this case, is optimized to minimize the waste. We consider two
scenarios. For each scenario, we represent two diagrams: the left diagram shows the waste as a function
of k for a given verification cost V , and the right diagram shows the waste as a function of k and V
using a 3D surface representation.
In the first scenario, we consider the same setup as above in Section 4.4.1. The waste is computed in
its general form, so we do not need to define the duration of the work. As represented in Figure 4.5, for a
given verification cost, the waste can be optimized by making more than one verification. When k > 1,
there are intermediate verifications that can enable the detection of an error before a periodic pattern (of
length S) is completed, hence, that can reduce the time lost due to an error. However, introducing too
many verifications induces an overhead that eventually dominates the waste. The 3D surface shows that
the waste reduction is significant when increasing the number of verifications, until the optimal number
is reached. Then, the waste starts to increase again slowly. Intuitively, the lower the cost for V , the
higher the optimal value for k.
When considering the second scenario (Figure 4.6), with an improved checkpointing and availability
setup, the same conclusions can be reached, with an absolute value of the waste greatly diminished.
Since forced verifications allow to detect the occurrence of errors at a controllable rate (depending on
S and k), the risk of non-recoverable errors is nonexistent in this case, and the waste can be greatly
diminished, with very few checkpoints taken and kept during the execution.
4.4.3 Periodic pattern with k checkpoints and one verification
The last set of experiments considers the opposite case of periodic patterns: checkpoints are taken more
often than verifications. Every k checkpoints, a verification of the data consistency is done. Intuitively,
this could be useful if the cost of verification is large compared to the cost of checkpointing itself. In
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Figure 4.5: Case with k verifications, and one checkpoint per periodic pattern. Waste as function of k,
and potentially of V , using the optimal period. (V = 20s, C = R = 600s,D = 0s, and µ = 10y
105
.)
Figure 4.6: Case with k verifications, and one checkpoint per periodic pattern. Waste as function of k,
and potentially of V , using the optimal period. (V = 2s, C = R = 60s,D = 0s, and µ = 10y
105
.)
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Figure 4.7: Case with k checkpoints, and one verification per periodic pattern. Waste as function of k,
and potentially of V , using the optimal period. (V = 100s, C = R = 6s,D = 0s, and µ = 10y
105
.)
that case, when rolling back after an error is discovered, each checkpoint that was not validated before
is validated at rollback time, potentially invalidating up to k − 1 checkpoints.
Because this pattern has potential only when the cost of checkpoint is much lower than the cost of
verification, we considered the case of a greatly improved checkpoint / availability setup: the checkpoint
and recovery times are only 6 seconds in Figure 4.7. One can observe that in this extreme case, it can
still make sense to consider multiple checkpoints between two verifications (when V = 100 seconds, a
verification is done only every 3 checkpoints optimally); however the 3D surface demonstrates that the
waste is still dominated by the cost of the verification, and little improvement can be achieved by taking
the optimal value for k. The cost of verification must be incurred when rolling back, and this shows on
the overall performance if the verification is costly.
This is illustrated even more clearly with Figure 4.8, where the checkpoint costs and machine avail-
ability are set to the second scenario of Sections 4.4.1 and 4.4.2. As soon as the checkpoint cost is not
negligible compared to the verification cost (only 5 times smaller in this case), it is more efficient to
validate every other checkpoint than to validate only after k > 2 checkpoints. The 3D surface shows
that this holds true for rather large values of V .
All the rollback / recovery techniques that we have evaluated above, using various parameters for
the different costs, and stressing the different approaches to their limits, expose a waste that remains, in
the vast majority of the cases, largely below 66%. This is noticeable, because the traditional hardware
based technique, which relies on triple modular redundancy and voting [83], mechanically presents a
“waste” of resources that is at least equal to 66% (two-thirds of resources are wasted, and neglecting the
cost of voting).
4.5 Conclusion
In this chapter, we have revisited traditional checkpointing and rollback recovery strategies. Rather
than considering fail-stop failures, we focus on silent data corruption errors. Such latent errors cannot
be neglected anymore in High Performance Computing, in particular in sensitive and high precision
simulations. The core difference with fail-stop failures is that error detection is not immediate.
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Figure 4.8: Case with k checkpoints, and one verification per periodic pattern. Waste as function of k,
and potentially of V , using the optimal period. (V = 300s, C = R = 60s,D = 0s, and µ = 10y
105
.)
We discuss and analyze two models. In the first model, errors are detected after some delay following
a probability distribution (typically, an exponential distribution). We compute the optimal checkpointing
period in order to minimize the waste when all checkpoints can be kept in memory, and we show that this
period does not depend on the distribution of detection times. In practice, only a few checkpoints can be
kept in memory, and hence it may happen that an error was detected after the last correct checkpoint was
removed from storage. We derive a minimum value of the period to guarantee, within a risk threshold,
that at least one valid checkpoint remains when a latent error is detected.
A more realistic model assumes that errors are detected through some verification mechanism. Peri-
odically, one checks whether the current status is meaningful or not, and then eventually detects a latent
error. We discuss both the case where the periodic pattern includes k checkpoints for one verification
(large cost of verification), and the opposite case with k verifications for one checkpoint (inexpensive
cost for verification). We express a formula for the waste in both cases, and, from these formulas, we
derive the optimal period.
The various models are instantiated with realistic parameters, and the evaluation results clearly cor-
roborate the theoretical analysis. For the first model, with detection times, the tradeoff between waste
and risk of irrecoverable error clearly appears, hence showing that a period larger than the one mini-
mizing the irrecoverable-failure-free waste should often be chosen to achieve an acceptable risk. The
advantage of the second model is that there are no irrecoverable failures (within each period, there is
a verification followed by a checkpoint, hence ensuring a valid checkpoint). We compute the optimal
pattern of checkpoints and verifications per period, as a function of their respective cost, to minimize the
waste. The pattern with more checkpoints than verification turns out to be usable only when the cost of
checkpoint is much lower than the cost of verification, and the conclusion is that it is often more efficient
to verify the result every other checkpoint.
Overall, we provide a thorough analysis of checkpointing models for latent errors, both analyzing
the models analytically, and evaluating them through different scenarios. A future research direction
would be to study more general scenarios of multiple checkpointing, for instance by keeping not the
consecutive k last checkpoints in the first model, but rather some older checkpoints to decrease the risk.
In the second model, more verification/checkpoint combinations could be studied, while we focused on
cases with an integer number of checkpoints per verification (or the converse).
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Part II
Reliable and energy-aware schedules
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Chapter 5
Introduction to energy-efficient scheduling
The energy consumption of computational platforms has recently become a critical problem, not only
for economic and environmental reasons [88], but also for building the future generation of Exascale
system. The Defense Advanced Research Projects Agency (DARPA) capped to a maximum of 20 MW
the energetic consumption of future Exascale systems [12]. As an example, the Earth Simulator requires
about 12 MW (Mega Watts) of peak power, and current Petaflop systems require more than 17 MW
of power. The Green500 list (www.green500.org) provides rankings of the most energy-efficient
supercomputers in the world, therefore raising even more awareness about power consumption. For
their November 2013 ranking, it is the first time that a supercomputer has broken the 4 Gigaflops/W
barrier. That supercomputer is the Tsubame-KFC at the Tokyo Institute of Technology, ranked 311
amongst the top 500 post powerful supercomputer (only 2720 cores). In the 15 most energy efficient
supercomputers, there is only one amongst the top 10 most efficient supercomputers, PizDaint, at the
Swiss National Supercomputing Centre, currently ranked 4th on the Green500 list, with 3 Gigaflops/W,
and ranked 6th on the TOP500 list, with 115984 nodes. In the mean time, the top3 supercomputers
(according to the TOP500 list), reach a 2 Gigaflops/W energetic efficiency. To reach the 20 MW limit,
Exascale systems will need to have an energetic efficiency of 50 Gigaflops/W. For the first time, with
the November 2013 evaluation of supercomputers, the extrapolation (assuming that the Tsubame-KFC
performance can be maintained on an Exascale system) of the energy performance of an Exascale system
has dropped below 300 MW!
On the economical side, at $200 per MW.Hour, peak operation of a Petaflop machine may thus
cost between $3,400 to $10,000 per hour [49], that is $30 million per year. Current estimates state that
cooling costs $1 to $3 per watt of heat dissipated [114]. This is just one of the many economical reasons
why energy-aware scheduling has proved to be an important issue in the past decade, even without
considering battery-powered systems such as laptops and embedded systems.
To help reduce energy dissipation, many efforts have been devoted to improving the physical capac-
itance or switching activity of transistors. The consumed power in a CPU, when powered on, is divided
into a static part PStatic and a dynamic part PCal. The static part is the cost for a processor to be on,
whereas the dynamic part is an additional cost for the computations, according to the speed at which the
processor is running. More precisely, we have: PStatic = V Ileak and PCal = aCV 2DDf , where:
• a is the switching activity: the chip is composed of transistors that switch during a computation;
• C is the physical capacitance;
• f is the clock frequency (or speed), the number of operations per second;
• VDD is the supply voltage, which is a function of the clock frequency;
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• Ileak is the leakage current, due to the nature of the transistors.
A lot of research has been done with the aim to reduce power consumption through hardware mod-
ifications, and tries to act on all those factors. Transistors have been improved, in order to reduce a
and C. The temperature plays an important role, through the leakage current. When the temperature is
rising, the leakage current is increasing, thus the dissipated power is higher, which leads to an elevation
of the temperature. This vicious circle must be avoided, thanks to effective cooling systems. But the
saved power in the processor must be greater than the power needed to make the cooling system work.
The most important breakthrough is the advent of the Dynamic Voltage and Frequency Scaling
(DVFS), which is enabled on almost all recent processors. The new generation is indeed able to run
at different speeds and voltages, those parameters being set up by the user. Several models exist to
describe the DVFS technique. It is commonly assumed that the voltage is proportional to the frequency,
implying a dynamic power in the cube of the frequency [62, 65, 101, 28, 6, 31]. Faster speeds allow
for a faster execution, but they also lead to a much higher (supra-linear) power consumption. In this
part of the thesis, when considering the DVFS technique, we only refer to what is called CONTINUOUS
frequencies (or speeds). Processors can have arbitrary speeds, and can vary them continuously: while
this model is unrealistic, it is theoretically appealing [8]. Many papers (see Section 5.3) considered
discrete speeds, a more realistic model. We have ourselves extended most of this work to discrete speed
models [J1, C2, RR3].
Energy-aware scheduling aims at minimizing the energy consumed during the execution of the target
application. As an introduction to reliable and energy efficient algorithms, we present in Section 5.1
some work where reliability is not a constraint. Then, in Section 5.2 we introduce how this energy-aware
scheduling impacts reliability. We conclude this chapter by a survey of related literature in Section 5.3.
5.1 Reclaiming the energy of a schedule: Models and algorithms
In this section, we investigate energy-aware scheduling strategies for executing a task graph on a set
of processors. The main originality is that we assume that the mapping of the task graph is given,
say by an ordered list of tasks to execute on each processor. There are many situations in which this
problem is important, such as optimizing for legacy applications, or accounting for affinities between
tasks and resources, or even when tasks are pre-allocated [103], for example for security reasons. In such
situations, assume that a list-schedule has been computed for the task graph, and that its execution time
should not exceed a deadline D. We do not have the freedom to change the assignment of a given task,
but we can change its speed to reduce energy consumption, provided that the deadline D is not exceeded
after the speed change. Rather than using a local approach such as backfilling [118, 100], which only
reclaims gaps in the schedule, we consider the problem as a whole, and we assess the impact of speed
scaling on its complexity. More precisely, we investigate the CONTINUOUS speed model: processors
can have arbitrary speeds, and can vary them continuously. This model is unrealistic (any possible value
of the speed, say
√
eπ , cannot be obtained) but it is theoretically appealing [8].
We present some polynomial time optimal algorithms for special graph structures, such as trees and
series-parallel graphs, and we cast the problem into a geometric programming problem [22] for general
DAGs.
The section is organized as follows. We start by providing the formal description of the framework in
Section 5.1.1. Then in Section 5.1.2, we provide analytical formulas, and the formulation into a convex
optimization problem. Finally, we conclude in Section 5.1.3.
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5.1.1 Framework
Consider an application task graph G = (V, E), where the vertex set V = {T1, . . . , Tn} is the set of
n tasks, and the edge set E corresponds to the precedence constraints between tasks. Task Ti has a
weight wi for 1 ≤ i ≤ n. We assume that the tasks in G have been allocated onto a parallel platform
made up of identical processors. Each processor has an interval [fmin, fmax] of available speeds. We
consider in this section the special case where fmin = 0 (in the next chapters we consider the general
case) to simplify the proofs for this introductory section. However, the proofs would also work with a
minimum speed different from zero.
We define the execution graph generated by this allocation as the graph G = (V,E), with the
following augmented set of edges:
• E ⊆ Ẽ : if an edge exists in the precedence graph, it also exists in the execution graph;
• if T1 and T2 are executed successively, in this order, on the same processor, then (T1, T2) ∈ Ẽ is
added as a precedence constraint.
The goal is to minimize the energy consumed during the execution while enforcing a deadline D on
the execution time. We formalize the different models in the simpler case where each task is executed at
constant speed. This strategy is optimal for the CONTINUOUS model (see Lemma 5.1).
Makespan
The makespan of a schedule is its total execution time. The first task is scheduled at time 0, so that
the makespan of a schedule is simply the maximum time at which one of the processors finishes its
computations. We consider a deadline bound D, which is a constraint on the makespan.
Let Exe(wi, fi) be the execution time of a task Ti of weight wi at speed fi. We assume that the
cache size is adapted to the application, therefore ensuring that the execution time is linearly related to
the frequency [85]: Exe(wi, fi) = wifi .
Energy model
If task Ti is executed at speed fi , the consumed energy is
Ei = Ei(fi) = Exe(wi, fi)× f3i , (5.1)
which corresponds to the dynamic part of the classical energy models of the literature [65, 101, 28, 6, 31].
Recall that we do not take static energy into account, because all processors are up and alive during the
whole execution.
The total energy consumed by the schedule is the sum over all tasks of the energy consumed for each
task:
ENERGY : E =
n
∑
i=1
Ei , (5.2)
where Ei is defined by Equation (5.1).
Optimization problem
For each task Ti ∈ V , bi is the starting time of its execution, di is the duration of its execution, and fi
is the speed at which it is executed. We obtain the following formulation of the MINENERGY(G,D)
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Figure 5.1: Execution graph for the example.
problem, given an execution graph G = (V,E) and a deadline D; the fi values are variables, whose
values are constrained by the energy model.
Minimize
∑n
i=1 f
3
i × di
subject to (i) wi = fi × di for each task Ti ∈ V,
(ii) bi + di ≤ bj for each edge (Ti, Tj) ∈ Ẽ ,
(iii) bi + di ≤ D for each task Ti ∈ V,
(iv) bi ≥ 0 for each task Ti ∈ V.
(5.3)
Constraint (i) states that the whole task can be executed in time di using speed fi. Constraint (ii)
accounts for all dependencies, and constraint (iii) ensures that the execution time does not exceed the
deadline D. Finally, constraint (iv) enforces that starting times are non-negative. The energy consumed
throughout the execution is the objective function. It is the sum, for each task, of the energy consumed
by this task. Note that di = Exe(wi, fi) = wi/fi, and therefore the objective function can also be
expressed as
∑n
i=1 f
2
i × wi.
Recall that there is a maximum speed that cannot be exceeded, denoted fmax. We point out that
there is a solution to the minimization problem if and only if there is a solution with fi = fmax for all
1 ≤ i ≤ n. Such a solution would correspond to executing each task as early as possible (according
to constraints (ii) and (iv)) and as fast as possible. The optimal solution then slows down tasks to
save as much energy as possible, while enforcing the deadline constraint. There is no guarantee on
the uniqueness of the solution, since it may be possible to modify the beginning time of a task without
affecting the energy consumption, if some of the constraints (ii) are not tight.
Example
Consider an application with four tasks of weights w1 = 3, w2 = 2, w3 = 1 and w4 = 2, and one
precedence constraint T1 → T3. We assume that T1 and T2 are allocated, in this order, onto processor
P1, while T3 and T4 are allocated, in this order, on processor P2. The resulting execution graph G is
given in Figure 5.1, with two precedence constraints added to the initial task graph. The deadline on the
execution time is D = 1.5.
We set the maximum speed to fmax = 6. We aim at finding the optimal execution speed fi for each
task Ti (1 ≤ i ≤ 4), i.e., the values of fi that minimize the energy consumption.
With the CONTINUOUS model, the optimal speeds are non rational values, and we obtain
f1 =
2
3
(3 + 351/3) ≃ 4.18; f2 = f1 ×
2
351/3
≃ 2.56; f3 = f4 = f1 ×
3
351/3
≃ 3.83.
Note that all speeds are lower than the maximum fmax. These values are obtained thanks to the
formulas derived in Section 5.1.2. The energy consumption is then E(c)opt =
∑4
i=1wi × f2i = 3.f21 +
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2.f22 + 3.f
2
3 ≃ 109.6. The execution time is w1f1 + max
(
w2
f2
, w3+w4f3
)
, and with this solution, it is
equal to the deadline D (actually, both processors reach the deadline, otherwise we could slow down the
execution of one task).
We conclude the study of this simple example with a short discussion on the energy savings that
can be achieved. Executing the four tasks at maximum speed leads to consuming an energy Emax =
8× 62 = 288. Such an execution completes within a delay D = 1. We clearly see the trade-off between
execution time and energy consumption here, since we gain almost two third of the energy by slowing
down the execution from D = 1 to D = 1.5. Note that with D = 1, we can still slow down task T2
to speed 4, and still gain a little over the brute force solution. Hence, even such a toy example allows
us to illustrate the benefits of energy-aware schedules. Obviously, with larger examples, the energy
savings will be even more dramatic, depending upon the range of available speeds and the tightness of
the execution deadline. In fact, the maximal energy gain that can be achieved is not bounded: when
executing each task as slow as possible (instead of as fast as possible), we gain
(
fmax
fmin
)2
Wtotal, where
Wtotal is the sum of all task weights, and this quantity can be arbitrarily large.
5.1.2 Theoretical results
With the CONTINUOUS model, processor speeds can take any value between 0 and fmax. First we
prove that, with this model, the processors do not change their speed during the execution of a task.
Then, we derive the optimal speed values for special execution graph structures, expressed as closed
form algebraic formulas, and we show that these values may be irrational (as already illustrated in the
example in Section 5.1.1). Finally, we formulate the problem for general DAGs as a convex optimization
program.
Preliminary lemma
Lemma 5.1 (constant speed per task). In all optimal solution with the CONTINUOUS model, each task
is executed at constant speed, i.e., a processor does not change its speed during the execution of a task.
Proof. Suppose that in the optimal solution, there is a task whose speed changes during the execution.
Consider the first time-step at which the change occurs: the computation begins at speed f from time t
to time t′, and then continues at speed f ′ until time t′′. The total energy consumption for this task in the
time interval [t; t′′] is E = (t′− t)× f3+(t′′− t′)× (f ′)3. Moreover, the amount of work done for this
task is W = (t′ − t)× f + (t′′ − t′)× f ′.
If we run the task during the whole interval [t; t′′] at constant speed W/(t′′ − t), the same amount
of work is done within the same time. However, the energy consumption during this interval of time is
now E′ = (t′′ − t) × (W/(t′′ − t))3. By convexity of the function x 7→ x3, we obtain E′ < E since
t < t′ < t′′. This contradicts the hypothesis of optimality of the first solution, which concludes the
proof. 
Special execution graphs
Independent tasks. Consider the problem of minimizing the energy of n independent tasks (i.e.,
each task is mapped onto a distinct processor, and there are no precedence constraints in the execution
graph), while enforcing a deadline D.
Proposition 5.1 (independent tasks). When G is composed of independent tasks {T1, . . . , Tn}, the op-
timal solution to MINENERGY(G,D) is obtained when each task Ti (1 ≤ i ≤ n) is computed at speed
fi =
wi
D . If there is a task Ti such that fi > fmax, then the problem has no solution.
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Proof. For task Ti, the speed fi corresponds to the slowest speed at which the processor can execute the
task, so that the deadline is not exceeded. If fi > fmax, the corresponding processor will never be able
to complete its execution before the deadline, therefore there is no solution. To conclude the proof, we
note that any other solution would meet the deadline constraint, and therefore the fi’s should be such
that wifi ≤ D, which means that fi ≥
wi
D . These values would all be higher than the fi’s of the optimal
solution, and hence would lead to a higher energy consumption. Therefore, this solution is optimal. 
Linear chain of tasks. This case corresponds for instance to n independent tasks {T1, . . . , Tn}
executed onto a single processor. The execution graph is then a linear chain (order of execution of the
tasks), with Ti → Ti+1, for 1 ≤ i < n.
Proposition 5.2 (linear chain). When G is a linear chain of tasks, the optimal solution to MINENERGY(G,D)
is obtained when each task is executed at speed f = WD , with W =
∑n
i=1wi. If f > fmax, then there is
no solution.
Proof. Suppose that in the optimal solution, tasks Ti and Tj are such that fi < fj . The total energy
consumption is Eopt. We define f such that the execution of both tasks running at speed f takes the same
amount of time than in the optimal solution, i.e., (wi +wj)/s = wi/fi +wj/fj : f =
(wi+wj)
wifj+wjfi
× fifj .
Note that fi < f < fj (it is the barycenter of two points with positive mass).
We consider a solution such that the speed of task Tk, for 1 ≤ k ≤ n, with k 6= i and k 6= j,
is the same as in the optimal solution, and the speed of tasks Ti and Tj is f . By definition of f , the
execution time has not been modified. The energy consumption of this solution is E, where Eopt−E =
wif
2
i +wjf
2
j − (wi+wj)f2, i.e., the difference of energy with the optimal solution is only impacted by
tasks Ti and Tj , for which the speed has been modified. By convexity of the function x 7→ x2, we obtain
Eopt > E, which contradicts its optimality. Therefore, in the optimal solution, all tasks have the same
execution speed. Moreover, the energy consumption is minimized when the speed is as low as possible,
while the deadline is not exceeded. Therefore, the execution speed of all tasks is f = W/D. 
Corollary 5.1. A linear chain with n tasks is equivalent to a single task of weight W =
∑n
i=1wi.
Indeed, in the optimal solution, the n tasks are executed at the same speed, and they can be replaced by a
single task of weight W , which is executed at the same speed and consumes the same amount of energy.
Fork and join graphs. Let V ={T1, . . . , Tn}. We consider either a fork graph G = (V ∪{T0}, E),
with E = {(T0, Ti), Ti ∈ V }, or a join graph G = (V ∪ {T0}, E), with E = {(Ti, T0), Ti ∈ V }. T0 is
either the source of the fork or the sink of the join.
Theorem 5.1 (fork and join graphs). When G is a fork (resp. join) execution graph with n + 1 tasks
T0, T1, . . . , Tn, the optimal solution to MINENERGY(G,D) is the following:
• the execution speed of the source (resp. sink) T0 is f0 =
(
∑n
i=1w
3
i
) 1
3 + w0
D
;
• for the other tasks Ti, 1 ≤ i ≤ n, we have fi = f0 ×
wi
(
∑n
i=1w
3
i
) 1
3
if f0 ≤ fmax .
Otherwise, T0 should be executed at speed f0 = fmax, and the other speeds are fi =
wi
D′ , with D
′ =
D − w0fmax , if they do not exceed fmax (Proposition 5.1 for independent tasks). Otherwise there is no
solution.
5.1. RECLAIMING THE ENERGY OF A SCHEDULE: MODELS AND ALGORITHMS 73
If no speed exceeds fmax, the corresponding energy consumption is
minE(G,D) =
(
(
∑n
i=1w
3
i )
1
3 + w0
)3
D2
.
Proof. Let t0 =
w0
f0
. Then, the source or the sink requires a time t0 for execution. For 1 ≤ i ≤ n, task Ti
must be executed within a time D − t0 so that the deadline is respected. Given t0, we can compute the
speed fi for task Ti using Theorem 5.1, since the tasks are independent: fi =
wi
D−t0 = wi ·
f0
f0D−w0 . The
objective is therefore to minimize
∑n
i=0wif
2
i , which is a function of f0:
n
∑
i=0
wif
2
i = w0f
2
0 +
n
∑
i=1
w3i ·
f20
(f0D − w0)2
= f20
(
w0 +
∑n
i=1w
3
i
(f0D − w0)2
)
= f(f0).
Let W3 =
∑n
i=1w
3
i . In order to find the value of f0 that minimizes this function, we study the func-
tion f(x), for x > 0. f ′(x) = 2x
(
w0 +
W3
(xD−w0)2
)
− 2D · x2 · W3
(xD−w0)3 , and therefore f
′(x) = 0
for x = (W
1
3
3 + w0)/D. We conclude that the optimal speed for task T0 is f0 =
(
∑n
i=1 w
3
i )
1
3+w0
D , if
f0 ≤ fmax. Otherwise, T0 should be executed at the maximum speed f0 = fmax, since it is the bottleneck
task. In any case, for 1 ≤ i ≤ n, the optimal speed for task Ti is fi = wi f0f0D−w0 .
Finally, we compute the exact expression of minE(G,D) = f(f0), when f0 ≤ fmax:
f(f0) = f
2
0
(
w0 +
W3
(f0D − w0)2
)
=


W
1
3
3 + w0
D


2
(
W3
W
2/3
3
+ w0
)
=
(
W
1
3
3 + w0
)3
D2
,
which concludes the proof. 
Corollary 5.2 (equivalent tasks for speed). Consider a fork or join graph with tasks Ti, 0 ≤ i ≤ n,
and a deadline D, and assume that the speeds in the optimal solution to MINENERGY(G,D) do not
exceed fmax. Then, these speeds are the same as in the optimal solution for n + 1 independent tasks
T ′0, T
′
1, . . . , T
′
n, where w
′
0 =
(
∑n
i=1w
3
i
) 1
3 + w0, and, for 1 ≤ i ≤ n, w′i = w′0 · wi
(
∑n
i=1 w
3
i )
1
3
.
Corollary 5.3 (equivalent task for energy). Consider a fork or join graph G and a deadline D, and
assume that the speeds in the optimal solution to MINENERGY(G,D) do not exceed fmax.
We say that the graph G is equivalent to the graph G(eq), consisting of a single task T (eq)0 of weight
w
(eq)
0 =
(
∑n
i=1w
3
i
) 1
3 + w0, because the minimum energy consumption of both graphs are identical:
minE(G,D)=minE(G(eq), D).
Trees. We extend the results on a fork graph for a tree G = (V,E) with |V | = n + 1 tasks. Let T0
be the root of the tree; it has k children tasks, which are each themselves the root of a tree. A tree can
therefore be seen as a fork graph, where the tasks of the fork are trees.
The previous results for fork graphs naturally lead to an algorithm that peels off branches of the
tree, starting with the leaves, and replaces each fork subgraph in the tree, composed of a root T0 and k
children, by one task (as in Corollary 5.3) that becomes the unique child of T0’s parent in the tree. We say
that this task is equivalent to the fork graph, since the optimal energy consumption will be the same. The
computation of the equivalent weight of this task is done thanks to a call to the eq procedure, while the
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tree procedure computes the solution to MINENERGY(G,D) (see Algorithm 2). Note that the algorithm
computes the minimum energy for a tree, but it does not return the speeds at which each task must be
executed. However, the algorithm returns the speed of the root task, and it is then straightforward to
compute the speed of each children of the root task, and so on.
Theorem 5.2 (tree graphs). When G is a tree rooted in T0 (T0 ∈ V , where V is the set of tasks), the
optimal solution to MINENERGY(G,D) can be computed in polynomial time O(|V |2).
Algorithm 2: Solution to MINENERGY(G,D) for trees.
procedure tree (tree G, root T0, deadline D)
begin
Let w=eq (tree G, root T0);
if wD ≤ fmax then
return w
3
D2
;
else
if w0fmax > D then
return Error:No Solution;
else
/* T0 is executed at speed fmax */
return w0 × f2max +
∑
Gi subtree rooted in Ti∈children(T0)
tree
(
Gi, Ti, D −
w0
fmax
)
;
procedure eq (tree G, root T0)
begin
if children(T0)=∅ then
return w0;
else
return


∑
Gi subtree rooted in Ti∈children(T0)
(eq(Gi, Ti))
3


1
3
+ w0;
Proof. Let G be a tree graph rooted in T0. The optimal solution to MINENERGY(G,D) is obtained
with a call to tree (G, T0, D), and we prove its optimality recursively on the depth of the tree. Similarly
to the case of the fork graphs, we reduce the tree to an equivalent task that, if executed alone within
a deadline D, consumes exactly the same amount of energy. The procedure eq is the procedure that
reduces a tree to its equivalent task (see Algorithm 2).
If the tree has depth 0, then it is a single task, eq (G, T0) returns the equivalent weight w0, and the
optimal execution speed is w0D (see Proposition 5.1). There is a solution if and only if this speed is not
greater than fmax, and then the corresponding energy consumption is
w30
D2
, as returned by the algorithm.
Assume now that for any tree of depth i < p, eq computes its equivalent weight, and tree returns
its optimal energy consumption. We consider a tree G of depth p rooted in T0: G = T0 ∪ {Gi}, where
each subgraph Gi is a tree, rooted in Ti, of maximum depth p− 1. As in the case of forks, we know that
each subtree Gi has a deadline D − x, where x = w0f0 , and f0 is the speed at which task T0 is executed.
By induction hypothesis, we suppose that each graph Gi is equivalent to a single task, T ′i , of weight w
′
i
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′
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(a) Two SPGs before composition.
A
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′
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B
(b) Parallel composition.
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′
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′
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(c) Series composition.
Figure 5.2: Composition of series-parallel graphs (SPGs).
(as computed by the procedure eq). We can then use the results obtained on forks to compute w(eq)0 (see
proof of Theorem 5.1):
w
(eq)
0 =
(
∑
i
(w′i)
3
) 1
3
+ w0.
Finally the tree is equivalent to one task of weight w(eq)0 , and if
w
(eq)
0
D ≤ fmax, the energy consumption
is
(
w
(eq)
0
)3
D2
, and no speed exceeds fmax.
Note that the speed of a task is always greater than the speed of its successors. Therefore, if w
(eq)
0
D >
fmax, we execute the root of the tree at speed fmax and then process each subtree Gi independently. Of
course, there is no solution if w0fmax > D, and otherwise we perform the recursive calls to tree to process
each subtree independently. Their deadline is then D − w0fmax .
To study the time complexity of this algorithm, first note that when calling tree (G, T0, D), there
might be at most |V | recursive calls to tree, once at each node of the tree. Without accounting for the
recursive calls, the tree procedure performs one call to the eq procedure, which computes the weight of
the equivalent task. This eq procedure takes a time O(|V |), since we have to consider the |V | tasks, and
we add the weights one by one. Therefore, the overall complexity is in O(|V |2). 
Series-parallel graphs. We can further generalize our results to series-parallel graphs (SPGs),
which are built from a sequence of compositions (parallel or series) of smaller-size SPGs. The smallest
SPG consists of two nodes connected by an edge (such a graph is called an elementary SPG). The first
node is the source, while the second one is the sink of the SPG. When composing two SGPs in series,
we merge the sink of the first SPG with the source of the second one. For a parallel composition, the
two sources are merged, as well as the two sinks, as illustrated in Figure 5.2.
We can extend the results for tree graphs to SPGs, by replacing step by step the SPGs by an equiv-
alent task (procedure weight in Algorithm 3): we can compute the equivalent weight for a series or
parallel composition.
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However, since it is no longer true that the speed of a task is always larger than the speed of its
successor (as was the case in a tree), we have not been able to find a recursive property on the tasks that
should be set to fmax, when one of the speeds obtained with the previous method exceeds fmax. The
problem of computing a closed form for a SPG with a finite value of fmax remains open. Still, we have
the following result when fmax = +∞:
Theorem 5.3 (series-parallel graphs). When G is a SPG, it is possible to compute recursively a closed
form expression of the optimal solution of MINENERGY(G,D), assuming fmax = +∞, in polynomial
time O(|V |), where V is the set of tasks.
Algorithm 3: Solution to MINENERGY(G,D) for series-parallel graphs.
procedure SPG (series-parallel graph G, deadline D)
begin
return (
weight(G))3
D2
;
procedure weight (series-parallel graph G)
begin
Let T0 be the source of G and T1 its sink;
if G is composed of only two tasks, T0 and T1 then
return w0 + w1;
else
/* G is a composition of two SPGs G1 and G2. */
For i = 1, 2, let G′i = Gi where the weight of source and sink tasks is set to 0;
w′1 = weight(G
′
1); w
′
2 = weight(G
′
2);
if G is a series composition then
Let T0 be the source of G1, T1 be its sink, and T2 be the sink of G2;
return w0 + w′1 + w1 + w
′
2 + w2;
else
/* It is a parallel composition. */
Let T0 be the source of G, and T1 be its sink;
return w0 +
(
(w′1)
3 + (w′2)
3
) 1
3 + w1;
Proof. Let G be a series-parallel graph. The optimal solution to MINENERGY(G,D) is obtained with a
call to SPG (G,D), and we prove its optimality recursively. Similarly to trees, the main idea is to peel
the graph off, and to transform it until there remains only a single equivalent task that, if executed alone
within a deadline D, would consume exactly the same amount of energy. The procedure weight is the
procedure that reduces a tree to its equivalent task (see Algorithm 3).
The proof is done by induction on the number of compositions required to build the graph G, p. If
p = 0, G is an elementary SPG consisting in two tasks, the source T0 and the sink T1. It is therefore a
linear chain, and therefore equivalent to a single task whose weight is the sum of both weights, w0 +w1
(see Corollary 5.1 for linear chains). The procedure weight returns therefore the correct equivalent
weight, and SPG returns the minimum energy consumption.
Let us assume that the procedures return the correct equivalent weight and minimum energy con-
sumption for any SPG consisting of i < p compositions. We consider a SPG G, with p compositions.
By definition, G is a composition of two smaller-size SPGs, G1 and G2, and both of these SPGs have
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strictly fewer than p compositions. We consider G′1 and G
′
2, which are identical to G1 and G2, except
that the weight of their source and sink tasks are set to 0 (these weights are handled separately), and
we can reduce both of these SPGs to an equivalent task, of respective weights w′1 and w
′
2, by induction
hypothesis. There are two cases:
• If G is a series composition, then after the reduction of G′1 and G
′
2, we have a linear chain in
which we consider the source T0 of G1, the sink T1 of G1 (which is also the source of G2),
and the sink T2 of G2. The equivalent weight is therefore w0 + w′1 + w1 + w
′
2 + w2, thanks to
Corollary 5.1 for linear chains.
• If G is a parallel composition, the resulting graph is a fork-join graph, and we can use Corollaries
5.1 and 5.3 to compute the weight of the equivalent task, accounting for the source T0 and the
sink T1: w0 +
(
(w′1)
3 + (w′2)
3
) 1
3 + w1.
Once the weight of the equivalent task of the SPG has been computed with the call to weight (G),
the optimal energy consumption is (weight(G))
3
D2
.
Contrarily to the case of tree graphs, since we never need to call the SPG procedure again because
there is no constraint on fmax, the time complexity of the algorithm is the complexity of the weight
procedure. There is exactly one call to weight for each composition, and the number of compositions in
the SPG is in O(|V |). All operations in weight can be done in O(1), hence a complexity in O(|V |). 
General DAGs
For arbitrary execution graphs, we can rewrite the MINENERGY(G,D) problem as follows:
Minimize
∑n
i=1 u
−2
i × wi
subject to (i) bi + wi × ui ≤ bj for each edge (Ti, Tj) ∈ Ẽ ,
(ii) bi + wi × ui ≤ D for each task Ti ∈ V,
(iii) ui ≥ 1fmax for each task Ti ∈ V,
(iv) bi ≥ 0 for each task Ti ∈ V.
(5.4)
Here, ui = 1/fi is the inverse of the speed to execute task Ti. We now have a convex optimization
problem to solve, with linear constraints in the non-negative variables ui and bi. In fact, the objective
function is a posynomial, so we have a geometric programming problem [22, Section 4.5] for which
efficient numerical schemes exist. In addition, such an optimization problem with a smooth convex
objective function is known to be well-conditioned [92].
However, as illustrated on simple fork graphs, the optimal speeds are not expected to be rational
numbers but instead arbitrarily complex expressions (we have the cubic root of the sum of cubes for
forks, and nested expressions of this form for trees). From a computational complexity point of view,
we do not know how to encode such numbers in polynomial size of the input (the rational task weights
and the execution deadline). Still, we can always solve the problem numerically and get fixed-size
numbers that are good approximations of the optimal values.
In the following, we show that the total power consumption of any optimal schedule is constant
throughout execution. While this important property does not help to design an optimal solution, it
shows that a schedule with large variations in its power consumption is likely to waste a lot of energy.
We need a few notations before stating the result. Consider a schedule for a graph G = (V,E) with
n tasks. Task Ti is executed at constant speed fi (see Lemma 5.1) and during interval [bi, ci]: Ti begins
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its execution at time bi and completes it at time ci. The total power consumption P (t) of the schedule at
time t is defined as the sum of the power consumed by all tasks executing at time t:
P (t) =
∑
1≤i≤n, t∈[bi,ci]
f3i .
Theorem 5.4. Consider an instance of CONTINUOUS, and an optimal schedule for this instance, such
that no speed is equal to fmax. Then the total power consumption of the schedule throughout execution
is constant.
Proof. We prove this theorem by induction on the number of tasks of the graph. First we prove a
preliminary result:
Lemma 5.2. Consider a graph G = (V,E) with n ≥ 2 tasks, and any optimal schedule of deadline D.
Let t1 be the earliest completion time of a task in the schedule. Similarly, let t2 be the latest starting
time of a task in the schedule. Then, either G is composed of independent tasks, or 0 < t1 ≤ t2 < D.
Proof. Task Ti is executed at speed fi and during interval [bi, ci]. We have t1 = min1≤i≤n ci and
t2 = max1≤i≤n bi. Clearly, 0 ≤ t1, t2 ≤ D by definition of the schedule. Suppose that t2 < t1. Let T1
be a task that ends at time t1, and T2 one that starts at time t2. Then:
• ∄T ∈ V, (T1, T ) ∈ E (otherwise, T would start after t2), therefore, t1 = D;
• ∄T ∈ V, (T, T2) ∈ E (otherwise, T would finish before t1); therefore t2 = 0.
This also means that all tasks start at time 0 and end at time D. Therefore, G is only composed of
independent tasks. 
Back to the proof of the theorem, we consider first the case of a graph with only one task. In
an optimal schedule, the task is executed in time D, and at constant speed (Lemma 5.1), hence with
constant power consumption.
Suppose now that the property is true for all DAGs with at most n− 1 tasks. Let G be a DAG with
n tasks. If G is exactly composed of n independent tasks, then we know that the power consumption
of G is constant (because all task speeds are constant). Otherwise, let t1 be the earliest completion
time, and t2 the latest starting time of a task in the optimal schedule. Thanks to Lemma 5.2, we have
0 < t1 ≤ t2 < D.
Suppose first that t1 = t2 = t0. There are three kinds of tasks: those beginning at time 0 and
ending at time t0 (set S1), those beginning at time t0 and ending at time D (set S2), and finally those
beginning at time 0 and ending at time D (set S3). Tasks in S3 execute during the whole schedule
duration, at constant speed, hence their contribution to the total power consumption P (t) is the same at
each time-step t. Therefore, we can suppress them from the schedule without loss of generality. Next
we determine the value of t0. Let A1 =
∑
Ti∈S1 w
3
i , and A2 =
∑
Ti∈S2 w
3
i . The energy consumption
between 0 and t0 is
A1
t20
, and between t0 and D, it is
A2
(D−t0)2 . The optimal energy consumption is
obtained with t0 =
A
1
3
1
A
1
3
1 +A
1
3
2
. Then, the total power consumption of the optimal schedule is the same in
both intervals, hence at each time-step: we derive that P (t) =
(
A
1
3
1 +A
1
3
2
D
)3
, which is constant.
Suppose now that t1 < t2. For each task Ti, let w′i be the number of operations executed before t1,
and w′′i the number of operations executed after t1 (with w
′
i + w
′′
i = wi). Let G
′ be the DAG G with
execution weights w′i, and G
′′ be the DAG G with execution weights w′′i . The tasks with a weight
equal to 0 are removed from the DAGs. Then, both G′ and G′′ have strictly fewer than n tasks. We
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can therefore apply the induction hypothesis. We derive that the power consumption in both DAGs is
constant. Since we did not change the speeds of the tasks, the total power consumption P (t) in G is
the same as in G′ if t < t1, hence a constant. Similarly, the total power consumption P (t) in G is the
same as in G′′ if t > t1, hence a constant. Considering the same partitioning with t2 instead of t1, we
show that the total power consumption P (t) is a constant before t2, and also a constant after t2. But
t1 < t2, and the intervals [0, t2] and [t1, D] overlap. Altogether, the total power consumption is the same
constant throughout [0, D], which concludes the proof. 
5.1.3 Conclusion
In this section, we have assessed the difficulty of energy-efficient schedules, in one of their simplest
form: without reliability and with task preallocation. For the CONTINUOUS speeds model, we were able
to conceive various algorithms for different special execution DAGs. Once again, we need to point out
that the CONTINUOUS speed model is of conceptual importance, however this model cannot be achieved
with physical devices. We have analyzed several more realistic speed models (with a finite number of
possible speeds) in an extension of this work [J1].
Altogether, this section has laid theoretical foundations for a model taking energy into account. We
now discuss how this energy efficiency impacts the reliability of an application.
5.2 Energy efficiency impacts reliability
Energy awareness is now recognized as a first-class constraint in the design of new scheduling algo-
rithms. To help reduce energy dissipation, current processors from AMD, Intel and Transmeta allow the
speed to be set dynamically, using a dynamic voltage and frequency scaling technique (DVFS). Indeed,
a processor running at speed s dissipates s3 watts per unit of time [6]. However, it has been recognized
that reducing the speed of a processor has a negative effect on the reliability of a schedule: if a processor
is slowed down, it has a higher chance to be subject to transient failures, caused for instance by software
errors [134, 36].
In this part of the thesis, we investigate trade-offs between execution time and energy consumption
for the execution of parallel applications on future systems. In Chapters 6, 7 and 8, we consider the
DVFS technique introduced in Chapter 5.1. While energy consumption can be reduced by using speed
scaling techniques, multiple authors [134, 36] showed that a reduced speed increases the number of
transient fault rates of the system. In order to make up for the loss in reliability due to the energy
efficiency, different models have been proposed for fault tolerance:
• Re-execution [134, 99]: this model consists in re-executing a task that does not meet the reliability
constraint. This is the model under study in Chapters 6 and 7.
• Replication [3, 53]: this model consists in executing the same task on p different processors
simultaneously, in order to meet the reliability constraints. This is also the model under study in
Chapter 7, which combines re-execution and replication.
• Checkpointing [85, 126]: this model introduced in Part I, consists in "saving" the work done at
some certain points of the work, hence reducing the amount of work lost when a failure occurs.
This is the model under study in Chapter 8.
In Chapter 9, we consider a model closer to the reality of future Exascale platforms. The de-facto
general-purpose error recovery technique in high performance computing is the coordinated checkpoint-
ing technique and rollback recovery, summarized in Part I, where all processes periodically stop com-
puting and synchronize to write critical application data onto stable storage. We revisit in Chapter 9
the coordinated checkpointing mechanism, to obtain optimal checkpointing periods depending on the
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fraction of power PCal spent when computing (by the CPUs), the fraction of power PI/O spent when
checkpointing and the base (or idle) power PStatic, that is the power of having a processor turned on.
5.3 Related work
Reducing the energy consumption of computational platforms is an important research topic, and many
techniques at the process, circuit design, and micro-architectural levels have been proposed [77, 74, 56].
The dynamic voltage and frequency scaling (DVFS) technique has been extensively studied, since it may
lead to efficient energy/performance trade-offs [66, 49, 8, 32, 70, 122, 118]. Current microprocessors
(for instance, from AMD [2] and Intel [76]) allow the speed to be set dynamically. Indeed, by lowering
supply voltage, hence processor clock frequency, it is possible to achieve important reductions in power
consumption, without necessarily increasing the execution time. We first discuss different optimization
problems that arise in this context. Then we review energy models. Finally, we discuss studies that
tackle the energy problem under reliability constraints.
DVFS and optimization problems
When dealing with energy consumption, the most usual optimization function consists in minimizing
the energy consumption, while ensuring a deadline on the execution time (i.e., a real-time constraint), as
discussed in the following papers.
Okuma et al. [93] demonstrate that voltage scaling is far more effective than the shutdown approach,
which simply stops the power supply when the system is inactive. Their target processor employs
just a few discretely variable voltages. De Langen and Juurlink [75] discuss leakage-aware scheduling
heuristics that investigate both dynamic voltage scaling (DVS) and processor shutdown, since static
power consumption due to leakage current is expected to increase significantly. Chen et al. [30] consider
parallel sparse applications, and they show that when scheduling applications modeled by a directed
acyclic graph with a well-identified critical path, it is possible to lower the voltage during non-critical
execution of tasks, with no impact on the execution time. Similarly, Wang et al. [118] study the slack
time for non-critical jobs, they extend their execution time and thus reduce the energy consumption
without increasing the total execution time. Kim et al. [70] provide power-aware scheduling algorithms
for bag-of-tasks applications with deadline constraints, based on dynamic voltage scaling. Their goal is
to minimize power consumption as well as to meet the deadlines specified by application users.
For real-time embedded systems, slack reclamation techniques are used. Lee and Sakurai [77] show
how to exploit slack time arising from workload variation, thanks to a software feedback control of
supply voltage. Prathipati [100] discusses techniques to take advantage of run-time variations in the
execution time of tasks; it determines the minimum voltage under which each task can be executed,
while guaranteeing the deadlines of each task. Then, experiments are conducted on the Intel StrongArm
SA-1100 processor, which has eleven different frequencies, and the Intel PXA250 XScale embedded
processor with four frequencies. The goal of Xu et al. [121] is to schedule a set of independent tasks,
given a worst case execution cycle (WCEC) for each task, and a global deadline, while accounting for
time and energy penalties when the processor frequency is changing. The frequency of the processor can
be lowered when some slack is obtained dynamically, typically when a task runs faster than its WCEC.
Yang and Lin [122] discuss algorithms with preemption, using DVS techniques; substantial energy can
be saved using these algorithms, which succeed to claim the static and dynamic slack time, with little
overhead.
Since an increasing number of systems are powered by batteries, maximizing battery life also is
an important optimization problem. Battery-efficient systems can be obtained with similar techniques
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of dynamic voltage and frequency scaling, as described by Lahiri et al. [74]. Another optimization
criterion is the energy-delay product, since it accounts for a trade-off between performance and energy
consumption, as for instance discussed by Gonzalez and Horowitz [54]. We do not discuss further
these latter optimization problems, since our goal is to minimize the energy consumption, with a fixed
deadline.
Energy models
Several energy models are considered in the literature, and they can all be categorized in one of three
models CONTINUOUS, DISCRETE, or VDD-HOPPING.
We quickly describe the two models that are not studied here:
DISCRETE model. Processors have a discrete number of predefined speeds (or frequencies), which cor-
respond to different voltages that the processor can be subjected to [93]. Switching frequencies
is not allowed during the execution of a given task, but two different tasks scheduled on a same
processor can be executed at different frequencies.
VDD-HOPPING model. This model is similar to the DISCRETE one, except that switching modes dur-
ing the execution of a given task is allowed: any rational speed can be simulated, by simply switch-
ing, at the appropriate time during the execution of a task, between two consecutive modes [87].
Note that VDD usually represents the supply voltage, hence the name VDD-HOPPING.
The CONTINUOUS model is used mainly for theoretical studies. For instance, Yao et al. [123],
followed by Bansal et al. [8], aim at scheduling a collection of tasks (with release time, deadline and
amount of work), and the solution is the time at which each task is scheduled, but also, the speed at which
the task is executed. In these papers, the speed can take any value, hence following the CONTINUOUS
model.
We believe that the most widely used model is the DISCRETE one. Indeed, processors have currently
only a few discrete number of possible frequencies [2, 76, 93, 100]. Therefore, most of the papers
discussed above follow this model. Some studies exploit the continuous model to determine the smallest
frequency required to run a task, and then choose the closest upper discrete value, as for instance [100]
and [127].
Recently, a new local dynamic voltage scaling architecture has been developed, based on the VDD-
HOPPING model [87, 9, 10]. Lee and Sakurai [77] showed that significant power can be saved by using
two distinct voltages, and architectures using this principle have been developed (see for instance [68]).
Compared to traditional power converters, a new design with no needs for large passives or costly tech-
nological options has been validated in a STMicroelectronics CMOS 65nm low-power technology [87].
Note that in the extension of this work [J1], we have compared these different models: on the one
hand, we were able to assess the impact of the model on the problem complexity (polynomial vs NP-
hard), and on the other hand, we were able to provide approximation algorithms building upon these
results. The closest work to ours is the paper by Zhang et al. [127], in which the authors also consider
the mapping of directed acyclic graphs, and compare the DISCRETE and the CONTINUOUS models.
We go beyond their work in [J1], with an exhaustive complexity study, closed-form formulas for the
continuous model and the comparison with the VDD-HOPPING models.
Reliability model
Since the introduction of DVFS, many papers have dealt with the optimization of energy consumption
while enforcing a deadline [6, 8, 31] without reliability constraints.
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Even though it has been pointed out that DVFS increases the probability of failures exponentially,
and that this probability cannot be neglected in large-scale computing [96], very few authors have tackled
the problem of optimizing the three criteria simultaneously: makespan, reliability and energy. The
closest works to ours are [99, 134, 3].
Izosinov et al [99] study a tri-criteria optimization problem. They consider heterogeneous architec-
tures. However, the DAG is already mapped on the architecture and each processor has the same set
of speeds, so the fact that the architecture is heterogeneous does not really appear. They do not have
any formal energy model. Furthermore, they assume that the user will specify the maximum number of
failures per processor tolerated to satisfy the reliability constraint.
Zhu et al [134] are also addressing a tri-criteria optimization problem: minimizing the energy con-
sumption while enforcing a deadline and matching reliability constraints. In order to do so, they choose
some tasks that will have to be re-executed in order to match the reliability constraint. They simplify the
scheduling problem by working on a single processor (as we will see, the problem is still NP-complete).
Finally, Assayad et al [3] have recently proposed an off-line tri-criteria scheduling heuristic (TSH).
TSH uses active replication to minimize the schedule length, its global failure rate and its power con-
sumption. They work on a homogeneous platform, fully connected. TSH is an improved critical-path list
scheduling heuristic that takes into account power and reliability before deciding which task to assign
and to duplicate onto the next free processors. The complexity of this heuristic is unfortunately expo-
nential in the number of processors. Their heuristic however has the advantage of taking communication
costs between processors into account.
Very few papers consider the general problem of the interplay between energy consumption and
fault-tolerance on HPC platforms. There are three recent papers on this subject: Diouri et al. [37, 38]
and Meneses et al. [86]. In their first paper [37], Diouri et al. presented the energy consumption of the
three most important parts of fault-tolerance: message-logging, checkpointing and task coordination.
Their first result it that task coordination is the most energy consuming part of fault-tolerance proto-
cols. They also show that while it involves more power to store data on RAM, HDD logging is more
energy consuming than RAM logging because of the logging duration. In their second paper, Diouri
et al. [38] extend those results into a framework, ECOFIT, that predicts the energy consumption of a
fault-tolerance protocol, allowing the user to choose amongst three fault-tolerance protocols: coordi-
nated, uncoordinated and hierarchical depending on the application running on the platform. Meneses et
al. [86] study the energy consumption of the coordinated periodic checkpointing protocol as a function
of PStatic and PCal.
Chapter 6
Energy-aware scheduling under reliability and
makespan constraints
6.1 Introduction
Energy-aware scheduling has proven an important issue in the past decade, both for economical and
environmental reasons. This holds true for traditional computer systems, not even to speak of battery-
powered systems. More precisely, a processor running at speed s consumes s3 watts per unit of time [6,
8, 31], hence it consumes s3×d joules when operated during d units of time. To help reduce energy dis-
sipation, processors can run at different speeds. A widely used technique to reduce energy consumption
is dynamic voltage and frequency scaling (DVFS), also known as speed-scaling [6, 8, 31]. We con-
sider here the popular CONTINUOUS model for speeds, but in an extension of this work [C2] we have
considered models with a discrete set of speeds.
While energy consumption can be reduced by using speed scaling techniques, it was shown [134, 36]
that speed scaling increases the number of transient fault rates of the system. In order to make up for the
loss in reliability due to the energy, we propose to use in this chapter the re-execution model [134, 99]
for fault tolerance.
Consider a Directed Acyclic Graph (DAG) of n tasks that has to be computed on p identical pro-
cessors. The traditional scheduling objective consists in minimizing the execution time, or makespan,
to process the DAG. In order to do so, the DAG is mapped on the processors and an execution speed is
assigned to each task of the DAG. Using these speeds, we can define an energy and a reliability for the
DAG.
Main contributions. In this chapter, we present theoretical results to better understand the tri-criteria
optimization problem. We show the intractability of the problem on the simplest graph: a linear chain,
but show that there are graphs (fork graphs) where the problem can be solved in polynomial time. We
show that the optimal strategy for linear chains and fork graphs are very different, and based on this, we
present novel tri-criteria heuristics that use re-execution in order to minimize the energy consumption
under the constraints of both a reliability threshold and a deadline bound.
The rest of the chapter is organized as follows. The first contribution is a formal model of the tri-
criteria scheduling problem under consideration (Section 6.2). The second contribution is to provide the-
oretical results for the CONTINUOUS speed models (Section 6.3). The third contribution is the design of
tri-criteria scheduling heuristics that use re-execution to increase the reliability of a system (Section 6.4),
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and their evaluation through extensive simulations (Section 6.5). To the best of our knowledge, this is
the first attempt to propose practical solutions to this tri-criteria problem. Finally, we give concluding
remarks in Section 6.6.
6.2 Model
The model in this chapter is an extension of the model presented in Section 5.1.1. Consider an applica-
tion task graph G = (V, E), where the vertex set V = {T1, . . . , Tn} is the set of n tasks, and the edge
set E corresponds to the precedence constraints between tasks. For 1 ≤ i ≤ n, task Ti has a weight wi,
that corresponds to the computation requirement of the task. We assume that we have a parallel platform
made up of p identical processors. Each processor has a set of available speeds ([fmin, fmax]). The goal
is to the minimize the energy consumed during the execution of the graph while enforcing a deadline
bound and matching a reliability threshold. To match the reliability threshold, some tasks will be exe-
cuted once, and some tasks will be re-executed. We detail below the conditions that are enforced on the
corresponding execution speeds.
In this section, for the sake of clarity, we assume that a task is executed at the same (unique) speed
throughout execution. In Section 6.3, we show that this strategy is optimal.
6.2.1 Makespan
The makespan of a schedule is its total execution time. The first task is scheduled at time 0, so that
the makespan of a schedule is simply the maximum time at which one of the processors finishes its
computations. We consider a deadline bound D, which is a constraint on the makespan.
The main difference with Section 5.1.1 is that in this chapter, a schedule specifies the tasks that are
re-executed, and the speed at which each task is executed (and possibly re-executed), and its makespan
should not be greater than D.
When a task is scheduled to be re-executed at two different speeds f1i and f
2
i , we always account
for both executions, even when the first execution is successful: in other words, we consider a worst-
case execution scenario, and the deadline D must be matched even in the case where all tasks that are
re-executed fail during their first execution. The execution time of a task Ti of weight wi at speed fi is
Exe(wi, fi) = wifi .
6.2.2 Reliability
We use the fault model of Zhu and Aydin [133]. Transient failures are faults caused by soft errors for
example. They invalidate only the execution of the current task and the processor subject to that failure
will be able to recover and execute the subsequent task assigned to it (if any). In addition, we use the
reliability model introduced by Shatz and Wang [113], which states that the radiation-induced transient
faults follow a Poisson distribution. The parameter λ of the Poisson distribution is then:
λ(f) = λ̃0 e
d̃ fmax−f
fmax−fmin , (6.1)
where fmin ≤ f ≤ fmax is the processing speed, the exponent d̃ ≥ 0 is a constant, indicating the
sensitivity of fault rates to DVFS, and λ̃0 is the average fault rate corresponding to fmax. We see that
reducing the speed for energy saving increases the fault rate exponentially. The reliability of a task Ti
executed once at speed fi is:
Ri(fi) = e
−λ(fi)×Exe(wi,fi).
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fi
Ri(fi)
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Figure 6.1: Constraint on reliability.
Because the fault rate is usually very small, of the order of 10−6 per time unit (Baleani et al. [7] or
Izosinov et al. [99]), 10−5 (Assayad et al. [3]), we can use the first order approximation of Ri(fi) as
Ri(fi) = 1− λ(fi)× Exe(wi, fi)
= 1− λ̃0 ed̃
fmax−fi
fmax−fmin × wi
fi
= 1− λ0 e−dfi ×
wi
fi
, (6.2)
where d = d̃fmax−fmin and λ0 = λ̃0e
dfmax .
We want the reliability of each task Ti to be greater than a given threshold, namely Ri(frel) (see
Figure 6.1).1 If task Ti is executed only once, then frel is the minimum speed at which Ti must be
executed to match the reliability constraint (recall that the reliability of a task increases with its speed).
If task Ti is re-executed, then let f
(1)
i be the speed of the first execution and f
(2)
i be the speed of the
second execution. The execution of Ti is successful if and only if both attempts do not fail, so that the
reliability of Ti with re-execution is Ri = 1− (1−Ri(f (1)i ))(1−Ri(f
(2)
i )), and we want this quantity
1 It is possible to compute frel, given a system reliability requirement R0: the reliability of a system (the probability that
all tasks are executed successfully) where all tasks are executed once at speed frel is
Rsys = Π
n
i=1Ri(frel)
= e−λ(frel)
∑n
i=1 Exe(wi,frel)
= e
−
λ(frel)
frel
∑n
i=1 wi
Then Rsys ≥ R0:
e
−
λ(frel)
frel
∑n
i=1 wi ≥ R0
e−dfrel
frel
≤
− lnR0
λ0
∑n
i=1 wi
frel ≥
W
(
λ0d
∑n
i=1 wi
− lnR0
)
d
where W is the product logarithmic (Lambert) function.
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to be at least equal to Ri(frel). If task Ti is executed only once at speed fi, we let Ri = Ri(fi), and the
reliability constraint finally writes:
RELIABILITY : Ri ≥ Ri(frel) for 1 ≤ i ≤ n . (6.3)
6.2.3 Energy
If task Ti is executed once at speed fi, we have seen that the consumed energy is
Ei = Ei(fi) = Exe(wi, fi)× f3i . (6.4)
If task Ti is re-executed at speeds f
(1)
i and f
(2)
i , it is natural to add up the energy consumed during
both executions, just as we add up both execution times when enforcing the makespan deadline. Again,
this corresponds to the worst-case execution scenario. We obtain:
Ei = Ei(f
(1)
i ) + Ei(f
(2)
i ). (6.5)
Note that some authors [133] consider only the energy spent for the first execution, which seems
unfair: re-execution comes at a price both in the deadline and in the energy consumption. The total
energy consumed by the schedule is
ENERGY : E =
n
∑
i=1
Ei , (6.6)
where Ei is defined by Equation (6.4) if Ti is not re-executed, and by Equation (6.5) otherwise.
6.2.4 Optimization problem
Definition 6.1. TRI-CRIT-CONT. Given an application graph G = (V, E) and p homogeneous proces-
sors with continuous speeds, TRI-CRIT-CONT is the problem of minimizing the energy consumption in
Equation (6.6), subject to the deadline bound D and to the reliability constraint of Equation (6.3).
6.3 CONTINUOUS model
If we assume that fmin = frel = fmax, we can easily reduce TRI-CRIT-CONT to a classical scheduling
problem that is NP-complete as soon as there are two processors [48]. However this result is not very
interesting. We want to show that even without considering the mapping issue, the problem is still NP-
hard. In order to do so, in this section we consider linear chains of tasks. For a linear chain, we have
E = ∪n−1i=1 {Ti → Ti+1}, and any list scheduling mapping is always optimal, for any processor number
(there is always only one order to map the tasks).
In this section, after establishing the optimality of unique-speed execution per task, we show that
finding the solution of TRI-CRIT-CONT on a linear chain and with a single processor is NP-hard. We
conclude with additional results that will guide the design of the heuristics in Section 6.4.
6.3.1 Optimality of unique-speed execution per task
Lemma 6.1. With the TRI-CRIT-CONT model, it is optimal to execute each task at a unique speed
throughout its execution.
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Proof. First let us assume that the function that gives the speed of the execution of a task is a piecewise-
constant function. The general proof is a direct corollary from the theorem that states that any piecewise-
continuous function defined on an interval [a, b] can be uniformly approximated as closely as desired
by a piecewise-constant function [106]. Therefore, this proof is valid for any piecewise-continuous
function.
Suppose that in the optimal solution, there is a task whose speed changes during the execution.
Consider the first time-step at which the change occurs: the computation begins at speed f from time t
to time t′, and then continues at speed f ′ until time t′′. The total energy consumption for this task
in the time interval [t, t′′] is E = (t′ − t) × f3 + (t′′ − t′) × (f ′)3. Moreover, the amount of work
done for this task is W = (t′ − t) × f + (t′′ − t′) × f ′. The reliability of the task is exactly 1 −
λ0
(
(t′ − t)× e−df + (t′′ − t′)× e−df ′ + r
)
, where r is a constant due to the reliability of the rest of
the process, which is independent from what happens during [t, t′′]. The reliability is a function that
increases when the function h(t, t′, t′′, f, f ′) = (t′ − t)× e−df + (t′′ − t′)× e−df ′ decreases.
If we run the task during the whole interval [t, t′′] at constant speed W/(t′′ − t), the same amount
of work is done within the same time, and the energy consumption during this interval of time becomes
E′ = (t′′ − t) × (W/(t′′ − t))3. Note that the new speed can be expressed as fd = af + (1 − a)f ′,
where 0 < a = t
′−t
t′′−t < 1. Therefore, because of the convexity of the function x 7→ x3, we have
E′ < E. Similarly, since x 7→ e−dx is a convex function, h(t, t′, t′′, f, f ′) < h(t, t′, t′′, fd, fd), and the
reliability constraint is also matched. This contradicts the hypothesis of optimality of the first solution,
and concludes the proof. 
Next we show that not only a task is executed at a single speed, but that its re-execution (when it
occurs) is executed at the same speed as the first execution:
Lemma 6.2. With the TRI-CRIT-CONT model, it is optimal to re-execute each task (whenever needed)
at the same speed as its first execution.
Proof. Consider a task Ti executed a first time at speed fi, and a second time at speed f ′i > fi. Assume
first that d = 0, i.e., the reliability of task Ti executed at speed fi is Ri(fi) = 1 − λ0wifi . We show
that executing task Ti twice at speed f =
√
fif ′i improves the energy consumption while matching the
deadline and reliability constraints. Clearly the reliability constraint is matched, since 1 − λ20w2i 1f2 =
1− λ20w2i 1fif ′i . The fact that the deadline constraint is matched is due to the fact that
√
fif ′i ≥
2fif
′
i
fi+f ′i
(by
squaring both sides of the equation we obtain (fi−f ′i)2 ≥ 0). Then we use the fact that fd =
2fif
′
i
fi+f ′i
is the
minimal speed such that ∀f ≥ fd, 2wif < wifi +
wi
f ′i
. Finally, it is easy to see that the energy consumption
is improved since 2fif ′i ≤ f2i + f ′2i , hence 2wifif ′i ≤ wif2i + wif ′2i .
In the general case when d 6= 0, instead of having a closed form formula for the new speed f
common to both executions, we have f = max(f1, f2), where f1 is dictated by the reliability constraint,
while f2 is dictated by the deadline constraint. f1 is the solution to the equation 2(dX + lnX) =
(dfi + ln fi) + (df
′
i + ln f
′
i); this equation comes from the reliability constraint: the minimum speed X
to match the reliability is obtained with 1− λ20w2i e
−dfi
fi
e−df
′
i
f ′i
= 1− λ20w2i e
−2dX
X2
. The deadline constraint
must also be enforced, and hence f2 =
2fif
′
i
fi+f ′i
(minimum speed to match the deadline). Then the fact that
the energy does not increase comes from the convexity of this function. 
Note that the unique-speed result applies to any solution of the problem, not just optimal solutions,
hence all heuristics of Section 6.4 will assign a unique speed to each task, be it re-executed or not.
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6.3.2 Intractability of TRI-CRIT-CONT
Theorem 6.1. The TRI-CRIT-CONT problem is NP-hard, but not known to be in NP.
Proof. Consider the associated decision problem: given a deadline, and energy and reliability bounds,
can we schedule the graph to match all these bounds? Since the speeds could take any real values, the
problem is not known to be in NP. For the completeness, we use a reduction from SUBSET-SUM [48].
Let I1 be an instance of SUBSET-SUM: given n strictly positive integers a1, . . . , an, and a positive
integer X , does there exist a subset I of {1, . . . , n} such that∑i∈I ai = X? Let S =
∑n
i=1 ai.
We build the following instance I2 of our problem. The execution graph is a linear chain with
n tasks, where:
• task Ti has weight wi = ai;
• λ0 =
fmax
100maxi ai
;
• fmin =
√
λ0maxi aifmax =
1
10fmax;
• D0 = Sfmax +
X
cfmax
, where
c = 4
√
2
7 cos
1
3(π − tan−1 1√7)− 1 (≈ 0.2838);
• frel = fmax; d = 0; R0i = R
frel
i = 1− λ0 wifrel ;
• E0 = 2X(
2c
1 + c
frel)
2 + (S −X)f2rel.
Clearly, the size of I2 is polynomial in the size of I1.
Suppose first that instance I1 has a solution, I . For all i ∈ I , Ti is executed twice at speed
2c
1 + c
frel.
Otherwise, for all i /∈ I , it is executed at speed frel one time only. The execution time is
∑
i/∈I
ai
frel
+
∑
i∈I 2
ai
2c
1+c
frel
= S−Xfrel + 2X
1+c
2cfrel
= D0. The reliability constraint is obviously met for tasks not in I .
It is also met for all tasks in I , since
2c
1 + c
frel > fmin and two executions at fmin suffice to match
the reliability constraint. Indeed, 1 − λ20
a2i
f2min
= 1 − λ0 aifrel ·
a2i
maxi ai
≥ 1 − λ0 aifrel = R
0
i . The energy
consumption is exactly E0. All bounds are respected, and therefore the execution speeds are a solution
to I2.
Suppose now that I2 has a solution. Let I = {i | Ti is executed twice in the solution }. Let Y =
∑
i∈I ai. We prove in the following that necessarily Y = X in order to match the energy constraint E0.
We first point out that tasks executed only once are necessarily executed at maximum speed to
match the reliability constraint. Then consider the problem of minimizing the energy of a set of tasks,
some executed twice, some executed once at maximum speed, and assume that we have a deadline
D0 to match, but no constraint on reliability or on fmin. We will verify later that these additional two
constraints are indeed satisfied by the optimal solution when the only constraint is the deadline. Thanks
to Corollary 6.2, for all i ∈ I, fi = f ′i (where f ′ is the speed of the second execution). Because the
deadline is the only constraint, either Y = 0 (no tasks are re-executed), or it is optimal to match the
deadline (otherwise we could just slow down one of the re-executed tasks and this would decrease the
total energy). Hence the problem amounts to finding the values of Y and f that minimize the function
E = 2Y f2 + (S − Y )f2rel with the constraint (S − Y )/frel + 2Y/f ≤ D0. First, note that if Y = 0
then E > E0. Hence, we can assume that Y > 0. Then we have f = 2YD0frel−(S−Y )frel because of the
previous remark (tight deadline). Plugging back the value of f in E, we have:
E(Y ) =
(
(2Y )3
(D0frel − (S − Y ))2
+ (S − Y )
)
f2rel,
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which admits a unique minimum when Y = c(D0frel − S) = X . To see this, define Ỹ = YD0frel−S .
Then we have: E(Ỹ ) =
(
(2Ỹ )3
(1+Ỹ )2
+ ( SD0frel−S − Ỹ )
)
(D0frel − S)f2rel. Differentiating, we obtain
E′(Ỹ ) =
(
3 · 23Ỹ 2
(1 + Ỹ )2
− 2
4Ỹ 3
(1 + Ỹ )3
− 1
)
(D0frel − S)f2rel.
Then E′ = 0 iff
24Ỹ 2(1 + Ỹ )− 16Ỹ 3 − (1 + Ỹ )3 = 0. (6.7)
The only positive solution of Equation (6.7) is Ỹ = c, hence the result. Note that when Y = X , then
E = E0, so any other value of Y will not be valid. There remains to check that the solution matches both
constraints on fmin and on reliability. We have f = 2c1+cfrel > fmin, which shows that both constraints
hold for task in I . Other tasks are executed at speed frel. Altogether, we have
∑
i∈I ai = Y = X , and
therefore I1 has a solution. This concludes the proof. 
6.3.3 Additional results
Proposition 6.1. Consider a linear chain execution on a single processor, with the TRI-CRIT-CONT
model. Suppose frel < fmax. In any optimal solution, either all tasks are executed only once, and at
constant speed max(
∑n
i=1 wi
D , frel), or at least one task is re-executed, and then all those tasks that are
not re-executed are executed at speed frel.
Proof. Consider an optimal schedule. If all tasks are executed only once, the smallest energy consump-
tion is obtained when using the constant speed
∑n
i=1 wi
D . However if
∑n
i=1 wi
D < frel, then we have to
execute all tasks at speed frel to match both reliability and deadline constraints.
Now, assume that some task Ti is re-executed, and assume by contradiction, that some other task Tj
is executed only once at speed fj > frel. Note that the common speed fi used in both executions of Ti is
smaller than frel, otherwise we would not need to re-execute Ti. We have fi < frel < fj , and we prove
that there exist values f ′i (new speed of Ti) and f
′
j (new speed of Tj) such that fi < f
′
i ≤ frel ≤ f ′j < fj ,
and the energy consumed with the new speeds is strictly smaller, while the execution time is unchanged.
The constraint on reliability will also be met, since the speed of Ti is increased while the speed of Tj
remains above the reliability threshold.
Our problem writes: does there exist ε, ε′ > 0 such that:
wif
2
i + wjf
2
j > wi(fi + ε
′)2 + wj(fj − ε)2;
D =
wi
fi
+
wj
fj
=
wi
fi + ε′
+
wj
fj − ε
fi < fi + ε
′ ≤ frel ≤ fj − ε < fj .
This is equivalent to:
wif
2
i + wjf
2
j > wi(fi + ε
′)2 + wj(fj − ε)2
ε′ =
wi
D − wjfj−ε
− fi
0 < ε ≤ fj −max
(
frel,
wi + wj
wi
fi
+
wj
fj
)
.
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Let φ : ε 7→ wif2i +wjf2j−
(
wi(fi + ε
′)2 + wj(fj − ε)2
)
. Then φ(ε) =
w3i f
2
j
(Dfj−wj)2−
w3i (fj−ε)2
(D(fj−ε)−wj)2+
wjf
2
j − wj(fj − ε)2. We want to prove that φ is positive when 0 < ε ≤ fj −max
(
frel,
wi + wj
wi
fi
+
wj
fj
)
.
Differentiating, we obtain φ′(ε) =
2w3i (fj − ε)
(D(fj−ε)−wj)2
− 2Dw
3
i (fj − ε)2
(D(fj−ε)−wj)3
+ 2wj(fj − ε),
which simplifies into the polynomial
X3 + 3X2 + 3X +
w3i
w3j
+ 1 = 0,
by multiplying each side of the equation by (D(fj−ε)−wj)
3
w3j (fj−ε)
, and defining X = D(fj−ε)−wjwj . The only
real solution to this polynomial is−wiwj − 1 < 0, hence ∀ε > 0, φ
′(ε) < 0. We deduce that φ is minimal
when ε is maximal, that is: ε = fj −max
(
frel,
wi + wj
wi
fi
+
wj
fj
)
.
Altogether we have found f ′i and f
′
j that improve the energy consumption of the schedule. However
it was supposed to be optimal, we have a contradiction. 
In essence, Proposition 6.1 states that when dealing with a linear chain, we should first slow down the
execution of each task as much as possible. Then, if the deadline is not too tight, i.e., if frel >
∑n
i=1 wi
D ,
there remains the possibility to re-execute some of the tasks (and of course it is NP-hard to decide which
ones). Still, this general principle “first slow-down and then re-execute” will guide the design of type A
heuristics in Section 6.4.
Lemma 6.3. With the TRI-CRIT-CONT model, when all the tasks of a DAG have the same weight w,
then in any optimal solution, each task is executed (or re-executed) at least at speed f , with:
λ0w
e−2df
f
=
e−dfrel
frel
. (6.8)
Proof. Let us assume first that a task is executed only once at a speed f1 < f . Then, the reliability
constraint is not satisfied, and indeed we must have in this case f1 ≥ frel > f .
If the task is re-executed, with one execution at speed f1 and the other at speed f2, then if both f1
and f2 are strictly smaller than f , the reliability constraint is not satisfied too because of Equation (6.8).
The last case to consider is such that f1 < f ≤ f2, but in this case the solution would not be optimal
since it is strictly better to execute the task twice at the same speed, following Lemma 6.2. 
In the following, we consider a DAG made of identical tasks, and since a task will never be executed
at a speed lower than the speed f defined by Equation (6.8), we assume that fmin is at least equal to f ;
otherwise, we can let fmin = f , thanks to Lemma 6.3.
Proposition 6.2. Consider a fork graph of n + 1 identical tasks (a source and n ≥ 2 independent
successors, all of same weight w), executed on n + 1 processors, with the TRI-CRIT-CONT model. In
the optimal solution, the source is executed at speed fsrc, and the n successors are executed at the same
speed fleaf. If D <
2w
fmax
, then there is no solution. Otherwise, the number of executions and the values
of fsrc and fleaf depend upon the deadline D as follows:
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1. No task is re-executed:
• if 2wfmax ≤ D ≤
w
fmax
(1 + n
1
3 ), then fsrc = fmax and fleaf =
w
Dfmax−wfmax;
• if wfmax (1 + n
1
3 ) < D ≤ wfrel
1+n
1
3
n
1
3
, then fsrc =
w
D (1 + n
1
3 ) and fleaf =
w
D
1+n
1
3
n
1
3
;
• if wfrel
1+n
1
3
n
1
3
< D ≤ 2wfrel , then fsrc =
w
Dfrel−wfrel and fleaf = frel;
• if 2wfrel < D ≤
w
frel
(1+2n
1
3 )
3
2√
1+n
, then fsrc = fleaf = frel.
2. The source is executed once, and the successors are re-executed:
• if wfrel
(1+2n
1
3 )
3
2√
1+n
< D ≤ wfrel (1 + 2n
1
3 ), then fsrc =
w
D (1 + 2n
1
3 ) and fleaf =
w
D
1+2n
1
3
n
1
3
;
• if wfrel (1+2n
1
3 ) < D ≤ wfrel 2
√
2(1+n
1
3 ), then fsrc = frel and fleaf = max(
2w
Dfrel−wfrel, fmin).
3. Each task is re-executed: this case is more difficult to characterize. Indeed, it depends on fmin,
which is dependent on the system and on the weight w of the tasks (see Lemma 6.3). Hence, even
when D > wfrel 2
√
2(1 + n
1
3 ), the source is not necessarily re-executed, since it may be better to
slow down all the successors, if it is possible to run them slow enough. We do not detail these
cases.
Proof. First we recall preliminary results that are valid for any optimal solution of the TRI-CRIT-CONT
problem:
• the re-execution of any task will always be at the same speed as its execution;
• if a task is executed only once, then frel ≤ f ≤ fmax;
• if a task is re-executed, then fmin ≤ f < 1√2frel.
Thanks to these preliminary results, we know that if two tasks of same weight w have the same
energy consumption in the optimal solution, then they are executed the same number of times (once or
twice) and at the same speed: when the number of execution is the same, the bijection Energy-Speed
is obvious. Because of the intervals of speed depending on the number of execution, we see that for a
given energy, if the energy is greater or equal than wf2rel then necessarily there is one execution, if it is
lower than wf2rel then necessarily there are two executions.
We prove that in any solution, the energy consumed for the execution of each successor task, also
called leaf, is the same. If it was not the case, since each task has the same weight, and since each leaf is
independent from the other and dependent on the source of the fork, if a leaf Ti is consuming more than
another leaf Tj , then we could execute Ti the same number of times and at the same speed than Tj , hence
matching the deadline bound and the reliability constraint, and obtaining a better solution. Thanks to
this result, we now assume that all leaves are executed at the same speed(s), denoted fleaf. The source
task may be executed at a different speed, fsrc.
Next, let us show that the energy consumption of the source is always greater or equal than the
one from any leaf in any optimal solution. First, since the source and leaves have the same weight,
if we invert the execution speed(s) of the source and of the leaves, then the reliability of each task is
still matched, and so is the execution time. Moreover, the energy consumption is equal to the energy
consumption of the source plus n times the energy consumption of any leaf (recall that they all consume
the same amount of energy). Hence, if the energy consumption of the source is smaller than the one
of the leaves, permuting those execution speeds would reduce by (n − 1) × ∆ the energy, where ∆ is
the positive difference between the two energy consumptions. Thanks to this result, we can say that the
source should never be executed twice if the leaves are executed only once since it would mean a lower
energy consumption for the source (recall that n ≥ 2).
We have now fully characterized the shape of any optimal solution. There are only three possibilities:
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1. no task is re-executed;
2. the source is executed once and the successors (leaves) are re-executed;
3. each task is re-executed.
Next, we study independently the three cases, i.e., we aim at determining the values of fsrc and
fleaf in each case. We will then give conditions on the deadline that indicate what the shape of the
solution should be. First we introduce some notations: δs is the number of times that the source is
executed (δs = 1 or δs = 2), and fsrc is its execution speed(s). Similarly, δl is the number of times that
the leaves are executed, and fleaf their execution speeds. Note that with the previous results, δl ≥ δs.
With these notations the problem we want to minimize becomes:
Minimize wδsf2src + n× wδlf2leaf
subject to (i) δs wfsrc + δl
w
fleaf
≤ D,
(ii) 1− λδs0 w
δs
fδssrc
e−δsfsrc ≥ 1− λ0 wfrel e
−dfrel ,
(iii) 1− λδl0 w
δl
f
δl
leaf
e−δlfleaf ≥ 1− λ0 wfrel e
−dfrel .
(6.9)
1. No task is re-executed. Let us assume first that the optimal solution is such that each task is
executed only once. From the proof of Theorem 5.1, we obtain the optimal speeds with no re-execution;
they are given by the following formulas:
• if D < 2wfmax then there is no solution;
• if 2wfmax ≤ D ≤
w
fmax
(1 + n
1
3 ), then fsrc = fmax and fleaf = wDfmax−wfmax;
• if wfmax (1 + n
1
3 ) < D, then fsrc = wD (1 + n
1
3 ) and fleaf = wD
1+n
1
3
n
1
3
.
Because there is a minimum speed frel to match the reliability, there is a condition when fleaf <
frel which makes an amendment on the last item:
• if wfrel
1+n
1
3
n
1
3
< D ≤ 2wfrel , then fsrc =
w
Dfrel−wfrel and fleaf = frel;
• if 2wfrel < D, then fsrc = fleaf = frel.
2. The source is executed once and the leaves are re-executed. Assume now that all
leaves are re-executed. We can consider an equivalent DAG where leaves are of weight 2w, and a
schedule with no re-execution. Then the optimal solution when there is no maximum speed is: fsrc =
w
D (1+2n
1
3 ) and fleaf = wD
1+2n
1
3
n
1
3
. Note that if fleaf ≥ 1√2frel, then there is a better solution without
re-execution (or there is no solution). Indeed, the solution where the leaves are executed once at speed
max(wD
1+2n
1
3
n
1
3
, frel) is a solution, matches the reliability obviously, the deadline ( w
max(w
D
1+2n
1
3
n
1
3
,frel)
<
2
√
2w
frel
≤ 2w
w
D
1+2n
1
3
n
1
3
), and it has a better energy consumption (because wD
1+2n
1
3
n
1
3
≥ 1√
2
frel).
Since we are in case 2 with re-execution of the leaves, we can assume that wfrel
√
21+2n
1
3
n
1
3
< D.
Then, depending if fsrc ≥ frel or fsrc < frel:
• if fsrc ≥ frel, it means that D ≤ wfrel (1 + 2n
1
3 ), ( wfrel (1 + 2n
1
3 ) > wfrel
√
21+2n
1
3
n
1
3
is true when
n > 2), then fsrc = wD (1 + 2n
1
3 ) and fleaf = wD
1+2n
1
3
n
1
3
;
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• if fsrc < frel, it means that D > wfrel (1 + 2n
1
3 ), then fsrc = frel and
fleaf = max(
2w
Dfrel−wfrel, fmin).
3. Each task is re-executed. If the solution is such that each task is re-executed (source or
leaf), it is equivalent to consider a DAG with tasks of weight 2w and no re-execution. Then the optimal
solution when there is no maximum speed is: fsrc = 2wD (1 + n
1
3 ) and fleaf = 2wD
1+n
1
3
n
1
3
. Note that
if fsrc ≥ 1√2frel, then there is a better solution in which the source is not re-executed. Indeed, the
solution where the source is executed once at speed max(2wD
1+n
1
3
n
1
3
, frel) is a solution, matches the
reliability obviously, the deadline ( w
max( 2w
D
1+n
1
3
n
1
3
,frel)
< 2
√
2w
frel
≤ 2w
2w
D
1+n
1
3
n
1
3
) and has a better energy
consumption (because 2wD
1+n
1
3
n
1
3
≥ 1√
2
frel).
Therefore, if D ≤ wfrel 2
√
2(1 + n
1
3 ), the source should not be re-executed.
No re-execution → leaves re-executed. To complete the proof, there remains to establish the
value of the deadline at which re-execution will be used by the optimal solution, i.e., at which point
we will move from case 1 to case 2. We know that the minimum energy consumption is a function
decreasing with the deadline: if D > D′, then any solution for D′ is a solution for D. Let us find the
minimum deadline D such that the energy when the leaves are re-executed is smaller than the energy
when no task is re-executed.
As we have seen before, necessarily if D ≤ wfrel
√
21+2n
1
3
n
1
3
, then it is better to have no re-execution.
Let D = wfrel
√
21+2n
1
3
n
1
3
+ ε. Suppose first that D ≤ wfrel (1 + 2n
1
3 ), then the energy when the leaves are
re-executed is: E2 = w
3
D2
(1 + 2n
1
3 )3. With no re-execution the total energy is: E1 = (1 + n)wf2rel =
2 w
3
(D−ε)2 (1 + n)
(
1+2n
1
3
n
1
3
)2
.
We now check the condition E1 ≥ E2:
2
w3
(D − ε)2 (1 + n)
(
1 + 2n
1
3
n
1
3
)2
≥ w
3
D2
(1 + 2n
1
3 )3
2
(D − ε)2
1 + n
n
2
3
≥ 1 + 2n
1
3
D2
D2
(D − ε)2 ≥
n
2
3 + 2n
2 + 2n
D ≥ w
frel
(1 + 2n
1
3 )
3
2√
1 + n
Furthermore, the set wfrel
(1+2n
1
3 )
3
2√
1+n
≤ D ≤ wfrel (1 + 2n
1
3 ) is not empty when n > 2.
This completes the proof for the boundary between cases 1 and 2: if the deadline is smaller than
the threshold value wfrel
(1+2n
1
3 )
3
2√
1+n
, the optimal solution will not do any re-execution. However, if the
deadline is larger, then it is better to re-execute the leaves, and hence the optimal solution will be in the
shape of case 2.
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Source executed once→ source re-executed. As we have seen earlier, when D ≤ wfrel 2
√
2(1+
n
1
3 ), the source should not be re-executed, and therefore the optimal solution will be in the shape of
case 1 or 2. As stated in the proposition, the cases with larger deadlines are not fully developed here.
Hence the proof is complete. 
Beyond the proof itself, the result of Proposition 6.2 is interesting: we observe that in all cases, the
source task is executed faster than the other tasks. This shows that Proposition 6.1 does not hold for
general DAGs, and suggests that some tasks may be more critical than others. A hierarchical approach,
that categorizes tasks with different priorities, will guide the design of type B heuristics in Section 6.4.
6.4 Heuristics for TRI-CRIT-CONT
In this section, we propose some polynomial-time heuristics for TRI-CRIT-CONT, which was shown
NP-hard (see Theorem 6.1). We start by outlining the general principles that have guided the design
before exposing the details for each heuristic.
6.4.1 General principles
The heuristics work in two steps: first we apply a simple list scheduling algorithm in order to map the
DAG onto the p processors. More precisely, we apply a critical-path list scheduling, which assigns the
most urgent ready task (with largest bottom-level) to the first available processor. The bottom-level is
defined as bl(Ti) = wi if Ti has no successor task, and bl(Ti) = wi + max(Ti,Tj)∈E bl(Tj) otherwise.
At the end of this first step, each task has been mapped on a processor, and it is scheduled for a single
execution at maximum speed.
Then, the core of the heuristics consists in reducing the energy consumption of the schedule. We
do not change the allocation of the tasks during this second step, but we can slow them down and/or
re-execute them.
The first energy reduction technique comes from Proposition 6.1. The idea is to start by searching
for the optimal solution of the problem instance without re-execution, a phase that we call deceleration:
here we slow down some tasks if it can save energy without violating one of the constraints. Then we
refine the schedule and choose the tasks that we want to re-execute, according to some criteria. We
call type A heuristics such heuristics that obey this general scheme: first deceleration then re-execution.
Type A heuristics are expected to be efficient on a DAG with a low degree of parallelism (optimal for
a chain). However, Proposition 6.2 (with fork graphs) shows that it might be better to re-execute the
highly parallel tasks before decelerating. Therefore we introduce type B heuristics, which first choose
the set of tasks to be re-executed, and then try to slow down the tasks that could not be re-executed. We
need to find good criteria to select tasks to be re-executed, so that type B heuristics prove efficient for
DAGs with a high degree of parallelism. In summary, type B heuristics obey the opposite scheme: first
re-execution then deceleration.
For both heuristic types, the approach for each phase can be sketched as follows. Let ri be the start
time of task Ti in the current configuration, and di be its finish time.
Deceleration: We select a set of tasks that we execute at speed max(frel,
maxi=1..n di
D fmax), which is
the slowest possible speed meeting both the reliability and deadline constraints.
Re-execution: We greedily select tasks for re-execution. The selection criterion is either by decreasing
weights wi, or by decreasing super-weights Wi. The super-weight of a task Ti is defined as the sum
of the weights of the tasks (including Ti) whose execution interval is included into Ti’s execution
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interval. The rationale is that the super-weight of a task that we slow down is an estimation of
the total amount of work that can be slowed down together with that task, hence of the energy
potentially saved: this corresponds to the total slack that can be reclaimed.
6.4.2 List of heuristics
In this section, we describe the different energy-reducing heuristics in more details. We first introduce a
few notations:
• SUS (Slack-Usage-Sort) is a function that sorts tasks by decreasing super-weights.
• ReExec is a function that tries to re-execute the current task Ti, at speed fre-ex = 2c1+cfrel
(note that fre-ex is the optimal speed in the proof of Theorem 6.1). If it succeeds, it also re-
executes at speed fre-ex all the tasks that are taken into account to compute the super-weight of
Ti. Otherwise, it does nothing.
• ReExec&SlowDown performs the same re-executions as ReExec when it succeeds. But if the re-
execution of the current task Ti is not possible, it slows down Ti as much as possible and does the
same for all the tasks that are taken into account to compute the super-weight of Ti.
We now detail the heuristics:
Hfmax. In this heuristic, tasks are simply executed once and at maximum speed, by the processor
assigned to them by the list scheduling heuristic.
Hno-reex. In this heuristic, we do not allow any re-execution, and we simply consider the possible
deceleration of the tasks. We set a uniform speed for all tasks, equal to max(frel,
maxi=1..n di
D fmax), so
that both the reliability and deadline constraints are matched.
A.Greedy. This is a type A heuristic, where we first set the speed of each task to max(frel,
maxi=1..n di
D fmax), so that both the reliability and deadline constraints are matched (deceleration). Let
Greedy-List be the list of all the tasks sorted according to decreasing weights wi. Each task Ti in
Greedy-List is re-executed at speed fre-ex whenever possible. Finally, if there remains some slack at
the end of the processing, we slow down both executions of each re-executed task as much as possible.
A.SUS-Crit. This is a type A heuristic, where we first set the speed of each task to max(frel,
maxi=1..n di
D fmax), just as in the previous heuristic. Let List-SW be the list of all tasks that belong to a
critical path, sorted according to SUS. We apply ReExec to List-SW (re-execution). Finally we reclaim
slack for re-executed tasks, similarly to the final step of A.Greedy.
B.Greedy. This is a type B heuristic. We use Greedy-List as in heuristic A.Greedy. We try to
re-execute each task Ti of Greedy-List when possible. Then, we slow down both executions of each
re-executed task Ti of Greedy-List as much as possible. Finally, we slow down the speed of each task of
Greedy-List that turn out not re-executed, as much as possible.
B.SUS-Crit. This is a type B heuristic. We use List-SW as in heuristic A.SUS-Crit. We apply
ReExec to List-SW (re-execution). Then we run Heuristic B.Greedy.
B.SUS-Crit-Slow. This is a type B heuristic. We use List-SW, and we apply ReExec&SlowDown
(re-execution). Then we use Greedy-List: for each task Ti of Greedy-List, if there is enough time, we
execute twice Ti at speed fre-ex (re-execution); otherwise, we execute Ti only once, at the slowest
admissible speed.
Best. This is simply the minimum value over the six previous heuristics, for reference.
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The complexity of all these heuristics is bounded by O(n4 log n). The most time-consuming opera-
tion is the computation of List-SW (the list of all elements that belong to a critical path, sorted according
to SUS).
6.5 Simulations
In this section, we report extensive simulations to assess the performance of the heuristics presented in
Section 6.4. All the source-code (our heuristics were coded using the programming language OCaml),
together with additional results that were omitted due to lack of space, are publicly available at [4].
6.5.1 Simulation settings
In order to evaluate the heuristics, we have generated DAGs using the random DAG generation library
GGEN [33]. Since GGEN does not give a weight to the tasks of the DAGs, we use a function that gives
a random float value in the interval [0, 10]. Each simulation uses a DAG with 100 nodes and 300 edges.
We observe similar patterns for other number of edges, see [4] for further information. We choose a
reliability constant λ0 = 10−5 [3]. We obtain identical results when λ0 varies from 10−5 to 10−6 (see
Figure 6.5). Each reported result is the average on ten different DAGs with the same number of nodes
and edges, and the energy consumption is normalized with the energy consumption returned by the
Hno-reex heuristic. If the value is lower than 1, it means that we have been able to save energy thanks
to re-execution.
We analyze the influence of three different parameters: the tightness of the deadline D, the proces-
sor number p and the reliability speed frel. In fact, the absolute deadline D is irrelevant, and we rather
consider the deadline ratio:
DEADLINERATIO =
D
Dmin
,
where Dmin is the execution time of the list scheduling heuristic when executing each task once and
at speed fmax. Intuitively, when the deadline ratio is close to 1, there is almost no flexibility and it is
difficult to re-execute tasks, while when the deadline ratio is larger we expect to be able to slow down
and re-execute many tasks, thereby saving much more energy.
6.5.2 Simulation results
We first note that when there is only one processor, heuristics A.SUS-Crit and A.Greedy are identical,
and heuristics B.SUS-Crit and B.Greedy are identical (by definition, the only critical path is the whole
set of tasks).
Deadline ratio
In this set of simulations, we let p ∈ {1, 10, 50, 70} and frel = 23fmax. Figure 6.2 reports results for
p = 1 and p = 50. When p = 1, we see that the results are identical for all heuristics of type A,
and identical for all heuristics of type B. As expected from Proposition 6.1, type A heuristics are bet-
ter (see Figure 6.2a). With more processors (10, 50, 70), the results have the same general shape:
see Figure 6.2b with 50 processors. When DEADLINERATIO is small, type B heuristics are better.
When DEADLINERATIO increases up to 1.5, type A heuristics are closer to type B ones. Finally, when
DEADLINERATIO gets larger than 5, all heuristics converge towards the same result, where all tasks are
re-executed.
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(a) 1 processor (b) 50 processors
Figure 6.2: Comparative study when the deadline ratio varies.
(a) DEADLINERATIO = 1.2 (b) DEADLINERATIO = 2.4
Figure 6.3: Comparative study when the number of processors p varies.
Number of processors
In this set of simulations, we let DEADLINERATIO ∈ {1.2, 1.6, 2, 2.4} and frel = 23fmax. Figure 6.3
confirms that type A heuristics are particularly efficient when the number of processors is small, whereas
type B heuristics are at their best when the number of processors is large. Figure 6.3a confirms the
superiority of type B heuristics for tight deadlines, as was observed in Figure 6.2b.
Reliability frel
In this set of simulations, we let p ∈ {1, 10, 50, 70} and DEADLINERATIO ∈ {1, 1.5, 3}. In Figure 6.4,
there are four different curves: the line at 1 corresponds to Hno-reex and Hfmax, then come the heuristics
of type A (that all obtain exactly the same results), then B.SUS-Crit and B.Greedy that also obtain the
same results, and finally the best heuristic is B.SUS-Crit-Slow. Note that B.SUS-Crit and B.Greedy
return the same results because they have the same behavior when DEADLINERATIO = 1: there is no
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(a) DEADLINERATIO = 1, 10 processors (b) DEADLINERATIO = 1, 50 processors
Figure 6.4: Comparative study when the reliability frel varies.
(a) DEADLINERATIO = 1.1, 50 processors (b) DEADLINERATIO = 1.5, 50 processors
Figure 6.5: Comparative study when the λ0 varies.
liberty of action on the critical paths. However B.SUS-Crit-Slow gives better results due to its ability of
slowing more tasks down. When DEADLINERATIO is really tight (equal to 1), decreasing the value of
frel from frel = 1 down to frel = 0.9 makes a real difference with type B heuristics. We observe an
energy gain of 10% when the number of processors is small (10 in Figure 6.4a) and of 20% with more
processors (50 in Figure6.4b).
6.5.3 Understanding the results
A.SUS-Crit and A.Greedy, and B.SUS-Crit and B.Greedy, often obtain similar results, which might lead
us to underestimate the importance of critical path tasks. However, the difference between B.SUS-Crit-
Slow and B.SUS-Crit shows otherwise. Tasks that belong to a critical path must be dealt with first.
A striking result is the impact of both the number of processors and the deadline ratio on the ef-
fectiveness of the heuristics. Heuristics of type A, as suggested by Proposition 6.1, have clearly better
results when there is a small number of processors. When the number of processors increases, there is a
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difference between small deadline ratio and larger deadline ratio. In particular, when the deadline ratio
is small, heuristics of type B will have better results. Here is an explanation: heuristics of type A try
to accommodate as many tasks as possible, and as a consequence, no task can be re-executed. On the
contrary, heuristics of type B try to favor some tasks that are considered as important. This is highly
profitable when the deadline is tight.
Altogether we have identified two very efficient and complementary heuristics, A.SUS-Crit and
B.SUS-Crit-Slow. Taking the best result out of those two heuristics always gives the best result over all
simulations.
6.6 Conclusion
In this chapter, we have introduced a new energy model for re-execution, that seems more realistic and
accurate than the best-case model used by Zhu et al. [133]. Coupling this model with the classical
reliability model presented by Shatz and Wang [113], we have been able to formulate a tri-criteria
optimization problem: how to minimize the energy consumption given a deadline bound and a reliability
constraint? We have assessed the intractability of this tri-criteria problem, even when the mapping of
tasks to processors is already known. In addition, we have provided several complexity results for
particular instances.
We have designed and evaluated some polynomial-time heuristics for the TRI-CRIT-CONT problem
that are based on the failure probability, the task weights, and the processor speeds. These heuristics aim
at minimizing the energy consumption of the list-schedule execution of the application while enforcing
reliability and deadline constraints. They rely on dynamic voltage and frequency scaling (DVFS) to
decrease the energy consumption. But because DVFS lowers the reliability of the system, the heuristics
use re-execution to compensate for the loss. After running several heuristics on a wide class of problem
instances, we have identified two heuristics that are complementary, and that together are able to produce
good results on most instances.
All the heuristics slow down or re-execute tasks without changing their assignment to processors. In
other words, they do not modify the mapping determined by the list-schedule, hence they can also be
used when the mapping of the application is already given, e.g. for affinities or security reasons [103].
Future work involves several promising directions. On the theoretical side, it would be very inter-
esting to prove a competitive ratio for the heuristic that takes the best out of A.SUS-Crit and B.SUS-
Crit-Slow. However, this is quite a challenging work for arbitrary DAGs, and one may try to design
approximation algorithms only for special graph structures, e.g. series-parallel graphs. Also, it would
be important to assess the impact of the list scheduling heuristic that precedes the energy-reduction
heuristic. In other words, the classical critical-path list-scheduling heuristic, which is known to be effi-
cient for deadline minimization, may well be superseded by another heuristic that trades-off execution
time, energy and reliability when mapping ready tasks to processors. Such a study could open new
avenues for the design of multi-criteria list-scheduling heuristics.
Finally, we point out that energy reduction and reliability will be even more important objectives
with the advent of massively parallel platforms, made of a large number of clusters of multi-cores.
More efficient solutions to the tri-criteria optimization problem (deadline, energy, reliability) could be
achieved through combining replication with re-execution. A promising (and ambitious) research direc-
tion would be to search for the best trade-offs that can be achieved between these techniques that both
increase reliability, but whose impact on execution time and energy consumption is very different.
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Chapter 7
Approximation algorithms for energy,
reliability and makespan optimization
problems
7.1 Introduction
In Chapter 6, we considered, motivated by the application of speed scaling on large scale machines [96],
a tri-criteria problem energy/reliability/makespan: the goal was to minimize the energy consumption,
while enforcing a bound on the makespan, i.e., the total execution time, and a constraint on the reliability
of each task. In order to make up for the loss in reliability due to the energy efficiency, we considered in
the previous chapter the standard re-execution technique, which consists in re-executing a task twice on
the same processor [134, 133]. In this chapter, we further add the replication technique, which consists
in executing the same task on two distinct processors simultaneously [3].
In this chapter, we restrict the study to specific applications: either a linear chain of tasks, or a set
of independent tasks. The platform is made of identical processors, whose speed can be dynamically
modified. The schedule therefore requires us to (i) decide which tasks are re-executed or replicated; (ii)
decide on which processor(s) each task is executed; (iii) decide at which speed each processor is pro-
cessing each task. For a given schedule, we can compute the total execution time, also called makespan,
and it should not exceed a prescribed deadline. Each task has a reliability that can be computed given its
execution speed and its eventual replication or re-execution, and we must enforce that the execution of
each task is reliable enough. Finally, we aim at minimizing the energy consumption. Note that we con-
sider a set of homogeneous processors, but each processor may run at a different speed; this corresponds
to typical current platforms with DVFS.
Main contributions. In this chapter, we investigate the tri-criteria problem of minimizing the energy
consumption with a bound on the makespan and a constraint on the reliability. First in Section 7.2, we
formally introduce this tri-criteria scheduling problem, based on the previous models proposed by Zhu
and Aydin [133] and used in Chapter 6. To the best of our knowledge, this is the first model including
both re-execution and replication in order to deal with failures. The main contribution of this chapter is
then to provide approximation algorithms for some particular instances of this tri-criteria problem.
For linear chains of tasks, we propose a fully polynomial-time approximation scheme (Section 7.3).
Then in Section 7.4, we show that there exists no constant factor approximation algorithm for the tri-
criteria problem with independent tasks, unless P=NP. We prove that by relaxing the constraint on the
makespan, we can give a polynomial-time constant factor approximation algorithm. To the best of our
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knowledge, these are the first approximation algorithms for the tri-criteria problem.
7.2 Framework
p Number of processors in the platform
G = (V, E) Application graph
Ti i
th task
wi Weight of Ti
S =
∑
iwi Sum of the weight of all tasks of G
fmin Minimum available speed
fmax Maximum available speed
frel Minimum speed so that a single execution reaches the reliability constraint
finf,i Minimum speed not lower than fmin, so that two executions of Ti at that speed reach the reliability
constraint
Exe(wi, fi) Execution time of a task of weight wi at speed fi
D Deadline at which the execution should be completed
Table 7.1: Table of main notations.
We use the same model as presented in Chapter 6. We summarize the main notations of this chapter
in Table 7.1. Consider an application task graph G = (V, E), where the vertex set V = {T1, . . . , Tn}
is the set of n tasks, and the edge set E corresponds to the precedence constraints between tasks. For
1 ≤ i ≤ n, task Ti has a weight wi, that corresponds to the computation requirement of the task.
S =
∑n
i=1wi is the sum of the computation requirements of all tasks.
The goal is to map the task graph onto p identical processors that can have arbitrary speeds, de-
termined by their frequency, that can take any value in the interval [fmin, fmax] (dynamic voltage and
frequency scaling with continuous speeds). Higher frequencies, and hence faster speeds, allow for a
faster execution, but they also lead to a much higher (supra-linear) power consumption. Note that we
showed in Lemma 6.1 that it is always better to execute a task at a single speed, and therefore we assume
in the following that each execution of a task is done at a single speed.
We now detail the three objective criteria (makespan, reliability, energy), and then formally define
the optimization problem in Section 7.2.4.
7.2.1 Makespan
The makespan of a schedule is its total execution time. The first task is scheduled at time 0, so that
the makespan of a schedule is simply the maximum time at which one of the processors finishes its
computations. Given a schedule, the makespan should not exceed the prescribed deadline D.
Let Exe(wi, f) be the execution time of a task Ti of weight wi at speed f . We enforce the classical
linear cost model for execution times [85]: Exe(wi, f) = wif . Note that we consider a worst-case
scenario, and the deadline D must be matched even in the case where all tasks that are scheduled to
be executed several times fail during their first executions, hence all execution and re-execution times
should be accounted for.
7.2. FRAMEWORK 103
7.2.2 Reliability
We consider the fault-model introduced in Section 6.2.2. The reliability of a task Ti executed once at
speed f is the probability of a successful execution, and it is expressed as
Ri(f) ≈ 1− λ(f)× Exe(wi, f)
= 1− λ̃0 ed̃
fmax−f
fmax−fmin × wi
f
= 1− λ0 e−df ×
wi
f
,
Note that this equation holds if λ(f)× wif ≪ 1. With, say, λ(f) = 10−5, we need wif ≤ 103 to
get an accurate approximation with λ(f) × wif ≤ 0.01: the task should execute within 16 minutes. In
other words, large (computationally demanding) tasks require reasonably high processing speeds with
this model (which makes full sense in practice).
As in Chapter 6, we consider that a task is reliable enough when it is executed once at a speed
greater than or equal to a threshold speed frel = αfmax, where
fmin
fmax
≤ α ≤ 1 is fixed by the user and
corresponds to the reliability of the system. For highly critical systems, α = 1 and therefore frel = fmax
[132]. In order to limit energy consumption, the execution speed of a task can be further decreased, but
then the probability of having at least one transient failure during the execution of this task increases
drastically, both because of the extended execution time and the increased failure rate λ(f). In this
case, we therefore enforce the execution of a backup task [133, 132]. We do not execute automatically
this task at the maximum speed (or speed frel) as was done in previous work, but rather we choose
a re-execution speed such that the reliability of both executions is at least equal to the reliability of a
single execution at speed frel. Therefore, either task Ti is executed only once at speed f ≥ frel, or it
is executed twice (speeds f (1) and f (2)), and the reliability, i.e., the probability that at least one of the
attempts do not fail: Ri = 1− (1−Ri(f (1)))(1−Ri(f (2))) should be at least equal to Ri(frel).
We restrict to one single backup task, which can be scheduled either on the same processor as the
original task (what we call re-execution), or on another processor (what we call replication). Intuitively,
having two or more backup tasks may lead to further energy savings, but at a price of a highly increased
execution time (and a much more complex study).
Note that if both execution speeds are equal, i.e., f (1) = f (2) = f , then the reliability constraint
becomes 1− (λ0wi e
−df
f )
2 ≥ Ri(frel), and therefore
λ0wi
e−2df
f2
≤ e
−dfrel
frel
.
In the following, finf,i is the maximum between fmin and the solution to the equation λ0wi
e
−2dfinf,i
(finf,i)2
=
e−dfrel
frel
, and hence if task Ti is executed twice at a speed greater than or equal to finf,i, then the reliability
constraint is met.
7.2.3 Energy
The total energy consumption corresponds to the sum of the energy consumption of each task. Let
Ei be the energy consumed by task Ti. For one execution of Ti at speed f , the corresponding energy
consumption is Ei(f) = Exe(wi, f) × f3 = wi × f2, which corresponds to the dynamic part of the
classical energy models of the literature [6, 8]. Note that we do not take static energy into account,
because all processors are up and alive during the whole execution.
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If task Ti is executed only once at speed f , then Ei = Ei(f). Otherwise, if task Ti is executed twice
at speeds f (1) and f (2), it is natural to add up the energy consumed during both executions, just as we
consider both execution times when enforcing the deadline on the makespan. Again, this corresponds
to the worst-case execution scenario. We obtain Ei = Ei(f
(1)
i ) + Ei(f
(2)
i ). Finally, the total energy
consumed by the schedule, which we aim at minimizing, is E =
∑n
i=1Ei.
7.2.4 Optimization problem
Given an application graph G = (V, E) and p identical processors, TRI-CRIT is the problem of finding
a schedule that specifies which tasks should be executed twice, on which processor and at which speed
each execution of a task should be processed, such that the total energy consumption E is minimized,
subject to the deadline D on the makespan and to the local reliability constraints Ri ≥ Ri(frel) for
each Ti ∈ V .
Note that TRI-CRIT may have no solution: it may well be the case that the deadline cannot be
enforced even if all tasks are executed only once at speed fmax.
We focus in this chapter on the two following sub-problems that are restrictions of TRI-CRIT to
special application graphs:
• TRI-CRIT-CHAIN: the graph is such that E = ∪n−1i=1 {Ti → Ti+1};
• TRI-CRIT-INDEP: the graph is such that E = ∅.
7.3 Linear chains
In this section, we focus on the TRI-CRIT-CHAIN problem, that was shown to be NP-hard even on a
single processor (Theorem 6.1). We derive an FPTAS (Fully Polynomial-Time Approximation Scheme)
to solve the general problem with replication and re-execution on p processors. We start with some
preliminaries in Section 7.3.1 that allow us to characterize the shape of an optimal solution, and then we
detail the FPTAS algorithm and its proof in Section 7.3.2.
Note that TRI-CRIT-CHAIN has a solution if and only if Sfmax ≤ D: all tasks must fit within the
deadline when executed at the maximum speed. In this section, we therefore assume that Sfmax ≤ D,
otherwise there is no solution.
7.3.1 Characterization
While TRI-CRIT-CHAIN is NP-hard even on a single processor, the problem has polynomial complexity
if no replication nor re-execution can be used (see Proposition 5.2). Indeed, each task is executed only
once, and the energy is minimized when all tasks are running at the same speed.
Lemma 7.1. Without replication or re-execution, solving TRI-CRIT-CHAIN can be done in polynomial
time, and each task is executed at speed max
(
frel,
S
D
)
.
Proof. For a linear chain of tasks, all tasks can be mapped on the same processor, and scheduled follow-
ing the dependencies. No task may start earlier by using another processor, and all tasks run at the same
speed. Since there is no replication nor re-execution, each task must be executed at least at speed frel
for the reliability constraint. If S/frel > D, then the tasks should be executed at speed S/D so that
the deadline constraint is matched (recall that S =
∑n
i=1wi), hence the result. This is feasible because
S/D ≤ fmax. 
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Next, accounting for replication and re-execution, we characterize the shape of an optimal solution.
The result for linear chains is trivial, with a single processor, only re-execution will be used, while
with more than two processors, there is an optimal solution that does not use re-execution, but only
replication.
Lemma 7.2 (Replication or re-execution). When there is only one processor, it is optimal to only use
re-execution to solve TRI-CRIT-CHAIN. When there are at least two processors, it is optimal to only use
replication to solve TRI-CRIT-CHAIN.
Proof. With one processor, the result is obvious, since replication cannot be used. With more than one
processor, if re-execution was used on task Ti, for 1 ≤ i ≤ n, we can derive a solution with the same
energy consumption and a smaller execution time by using replication instead of re-execution. Indeed,
all instances of tasks Tj , for j < i, must finish before Ti starts its execution, and similarly, all instances
of tasks Tj , for j > i, cannot start before both copies of Ti has finished its execution. Therefore,
there are always at least two processors available when executing Ti for the first time, and the execution
time is reduced when executing both copies of Ti in parallel (replication) rather than sequentially (re-
execution). 
We further characterize the shape of an optimal solution by showing that two copies of the same task
can always be executed at the same speed.
Lemma 7.3 (Speed of the replicas). For a linear chain, when a task is executed two times, it is optimal
to have both replicas executed at the same speed.
Proof. With one processor, we have seen in the previous lemma that it was optimal to only use re-
execution. The proof for re-execution has been done in Proposition 6.2: by convexity of the energy and
reliability functions, it is always advantageous to execute two times the task at the same speed, even if
the application is not a linear chain.
With two or more processors, we have seen in the previous lemma that it was optimal to only use
replication. Let us consider a solution for which there exists i such that task Ti is executed twice at
speeds f1 < f2. Then the solution where task Ti is executed twice at speed
f1+f2
2 meets the reliability
and makespan constraints, and has a lower energy consumption.
Reliability
1−
(
1−Ri
(
f1+f2
2
))2
−(1−(1−Ri(f1))(1−Ri(f2)))
=−
(
2λ0wi
e−d(f1+f2)/2
f1 + f2
)2
+
(
λ0wi
e−df1
f1
)(
λ0wi
e−df2
f2
)
= λ20w
2
i
(
e−d(f1+f2)
f1f2
− 4e
−d(f1+f2)
(f1 + f2)2
)
.
This is strictly positive because (f1−f2)2 = f21 +f22−2f1f2 > 0, and therefore (f1+f2)2 > 4f1f2.
Therefore, the reliability of the new solution is greater than the reliability of the solution with distinct
speeds.
Makespan The previous execution time of the task was wif1 since f1 < f2 and both executions are
simultaneous (see Proof of Lemma 7.2). It becomes 2wif1+f2 <
wi
f1
, and therefore the deadline constraint
is still met.
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Energy Finally, we show that we have a better energy consumption:
2wi
(
f1+f2
2
)2
−wi
(
f22+f
2
1
)
= −wi
2
(f1−f2)2 < 0.
To conclude, we have shown that if we have a solution where a task is executed twice, but both exe-
cutions are not at the same speed, then we can exhibit a better solution (in terms of energy consumption)
that meets the reliability and makespan constraints with one unique speed.

We can further characterize an optimal solution by providing detailed information about the execu-
tion speeds of the tasks, depending on whether they are executed only once, re-executed, or replicated.
Proposition 7.1. If D > Sfrel , then in any optimal solution of TRI-CRIT-CHAIN, all tasks that are
neither re-executed nor replicated are executed at speed frel.
Proof. The proof for p = 1 (re-execution) was given by Proposition 6.1. We prove the result for p ≥ 2,
which corresponds to the case with replication and no re-execution (see Lemma 7.2). Note first that
since D > Sfrel , if no task is replicated, we have enough time to execute all tasks at speed frel.
Now, let us consider that task Ti is replicated at speed fi (recall that both replicas are executed at the
same speed, see Lemma 7.3), and task Tj is executed only once at speed fj . Then, we have fj ≥ frel
(reliability constraint on Tj), and 1√2frel ≥ fi (otherwise, executing Ti only once at speed frel would
improve both the energy and the execution time while matching the reliability constraint).
If fj > frel, let us show that we can rather execute Tj at speed frel and Ti at a new speed f ′i>fi,
while keeping the same deadline: wi
f ′i
+
wj
frel
= wifi +
wj
fj
. The energy consumption is then 2wif
′2
i +wjf
2
rel.
Moreover, we know that the minimum of the function 2wif21 + wjf
2
2 , given that
wi
f1
+
wj
f2
is a constant
(where f1 and f2 are the unknowns), is obtained for f1 = 121/3 f2, thanks to Theorem 5.1: the constraints
are identical to a fork graph with w0 = wj and w1 = w2 = wi, and hence f1 = f2× w1
(2w31)
1
3
. Therefore,
if the optimal speed of Tj (that is f2) is strictly greater than frel, then the optimal speed for Ti is
f ′i=f1=
1
21/3
f2 >
1
21/2
f2 >
1
21/2
frel, that means that we can improve both energy and execution time
by executing Ti only once at speed frel. Otherwise, the speed of Tj is further constrained by frel,
hence the previous inequality (f1= 121/3 f2) does not hold anymore, and the function is minimized for
f2= frel. The value of f ′i can be easily deduced from the constraint on the deadline. This proves that
all tasks that are not replicated are executed at speed frel.

Let Vr be the subset Vr ⊆ V of tasks that are either re-executed or replicated, and let X =
∑
Ti∈Vr wi. According to Proposition 7.1, the other tasks take a time
S−X
frel
, and the remaining time
available for tasks of Vr is D − S−Xfrel . Ideally, all tasks are executed at the same speed fre-ex, as small
as possible, so that the deadline constraint is met, as illustrated in Figure 7.1. We must also ensure that
fre-ex is not smaller than fmin, and if this speed allows each task of Vr to meet the reliability constraint,
then we can derive the energy of a schedule.
Following Proposition 7.1, we are able to precisely define fre-ex, and give a closed form expression
of the energy of a schedule when fre-ex is large enough.
Corollary 7.1. Given a subset Vr of tasks re-executed or replicated, let X =
∑
Ti∈Vr wi, and
fre-ex =



max
(
fmin,
2X
Dfrel−S+X frel
)
if p = 1;
max
(
fmin,
X
Dfrel−S+X frel
)
if p ≥ 2.
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Then, if fre-ex ≥ maxTi∈Vr finf,i, all tasks of Vr are executed twice at speed fre-ex, and the optimal
energy consumption is
(S −X)f2
rel
+ 2Xf2
re-ex
. (7.1)
Note that the energy consumption only depends on X , and therefore TRI-CRIT-CHAIN is equivalent in
this case to the problem of finding the optimal set of tasks that have to be re-executed or replicated.
Proof. Given a deadline D, the problem is to find the set of re-executed (or replicated) tasks, and the
speed of each task. Thanks to Proposition 7.1, we know that the tasks that are not in this set are executed
at speed frel, and given the set of tasks re-executed or replicated, we can easily compute the optimal
speed to execute each task in order to minimize the energy consumption. All tasks are executed at the
same speed: the proof for p = 1 (re-execution) can be found in Proposition 6.1. We prove the result for
p ≥ 2, which corresponds to the case with replication and no re-execution (see Lemma 7.2). Suppose
that Ti and Tj are executed twice at speeds fi > fj ≥ max(finf,i, finf,j), let f̃ = fifj wi+wjwifj+wjfi . Then
fi > f̃ > fj , and therefore, we can execute both tasks at speed f̃ while keeping the same deadline
(wi
f̃
+
wj
f̃
= wifi +
wj
fj
) and matching the reliability constraints (since f̃ ≥ max(finf,i, finf,j), then two
executions of task Ti or Tj at speed f̃ match the reliability constraint). By convexity, such an execution
gives a smaller energy consumption. We can iterate on all the tasks that are replicated. Finally, if
fre-ex ≥ maxTi∈Vr finf,i we have the result.
To conclude, we have λ Xfre-ex +
S−X
frel
= D, with λ=1 in the case of replication (p≥ 2), and λ=2
in the case of re-execution (p=1), hence the corollary. 
Re-execution speeds. We are now ready to compute the optimal solution, given a subset Vr ⊆ V .
We have not accounted yet for tasks Ti ∈ Vr such that finf,i > fre-ex. In this case, Ti is executed
at speed finf,i, and all the other tasks are (tentatively) executed at a new speed fnewre-ex ≤ fre-ex such
that D is exactly met. We do this iteratively until there are no more tasks Ti such that finf,i > fnewre-ex.
Using the procedure COMPUTE_Vl(Vr) (see Algorithm 4), we can therefore compute the optimal energy
consumption in a time polynomial in |Vr|. We denote by Vl the set of tasks that are re-executed at
speed finf,i (it is a subset of Vr, the set of tasks that are re-executed). Note that all tasks of Vr \ Vl are
re-executed at the speed fre-ex returned by COMPUTE_Vl(Vr).
Let (Vl, fre-ex) be the result of COMPUTE_Vl(Vr). Then the optimal energy consumption is (S −
X)f2rel +
∑
Ti∈Vl 2wif
2
inf,i +
∑
Ti∈Vr\Vl 2wif
2
re-ex .
Corollary 7.2. If D > Sfrel , TRI-CRIT-CHAIN can be solved using an exponential time exact algorithm.
Proof. The algorithm computes for every subset Vr of tasks the energy consumption if all tasks in this
subset are re-executed, and it chooses a subset with the minimal energy consumption, that corresponds
to an optimal solution. It takes an exponential time to compute every subset Vr ⊆ V , with |V | = n. 
Thanks to Corollary 7.1, we are also able to identify problem instances that can be solved in poly-
nomial time.
D0
V \ Vr Vr
frel fre-ex
Figure 7.1: Illustration of the set Vr and fre-ex.
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Algorithm 4: Computing re-execution speeds; tasks in Vr are re-executed.
procedure COMPUTE_Vl(Vr)
begin
V
(0)
l = ∅;
f
(0)
re-ex =



max
(
fmin,
2X
Dfrel−S+X frel
)
if p = 1;
max
(
fmin,
X
Dfrel−S+X frel
)
if p ≥ 2.
j = 0;
while j = 0 or V (j)l 6= V
(j−1)
l do
j := j + 1;
V
(j)
l = V
(j−1)
l ∪ {Ti ∈ Vr | finf,i > f
(j−1)
re-ex};
f
(j)
re-ex =











max
(
fmin,
∑
Ti∈Vr\V
(j)
l
2wi
D−S−X
frel
−
∑
Ti∈V
(j)
l
2wi
finf,i
)
if p=1;
max
(
fmin,
∑
Ti∈Vr\V
(j)
l
wi
D−S−X
frel
−
∑
Ti∈V
(j)
l
wi
finf,i
)
if p≥2.
return (V (j)l , f
(j)
re-ex);
Theorem 7.1. TRI-CRIT-CHAIN can be solved in polynomial time in the following cases:
1. D ≤ Sfrel (no re-execution nor replication);
2. p = 1, D ≥ 1+cc Sfrel , where c is the only positive solution to the polynomial 7X
3+21X2−3X−1=0,
and hence c = 4
√
2
7 cos
1
3(π − tan−1 1√7)−1 (c ≈ 0.2838), and for 1≤ i≤n, finf,i ≤
2c
1+cfrel
(all tasks can be re-executed);
3. p ≥ 2, D ≥ 2 Sfrel , and for 1 ≤ i ≤ n, finf,i ≤
1
2frel (all tasks can be replicated).
Proof. First note that when D ≤ Sfrel , the optimal solution is to execute each task only once, at speed
S
D , since S/D ≥ frel. Indeed, this solution matches both reliability and makespan constraints, and it
was proven to be the optimal solution in Proposition 5.2 (it is easy to see that replication or re-execution
would only increase the energy consumption).
Let us now consider that D > Sfrel . We aim at showing that the minimum of the energy function is
reached when the total weight of the re-executed or replicated tasks is
X =
{
c(Dfrel − S) if p = 1;
(Dfrel − S) if p ≥ 2. (7.2)
Necessarily, when this total weight is greater than S, the optimal solution is to re-execute or replicate all
the tasks, hence the theorem. We consider the two cases p = 1 and p ≥ 2.
Case 1 (p = 1). We want to show that the minimum energy is reached when the total weight of
the subset of tasks is exactly c(Dfrel − S). Let I = {i | Ti is executed twice in the solution}, and let
X =
∑
i∈I wi.
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We saw in Corollary 7.1 that the energy consumption cannot be lower than (S−X)f2rel+2Xf2re-ex,
where fre-ex = 2XDfrel−S+X frel. Therefore, we want to minimize
E(X) = (S −X)f2rel + 2X
(
2X
Dfrel − S +X
frel
)2
.
If we differentiate E, we can see that the minimum is reached when
−1 + 24X
2
(Dfrel − S +X)2
− 16X
3
(Dfrel − S +X)3
= 0,
that is, −(Dfrel − S +X)3 + 24X2(Dfrel − S +X)− 16X3 = 0, or
7X3 + 21(Dfrel − S)X2 − 3(Dfrel − S)2X − (Dfrel − S)3 = 0.
The only positive solution to this equation is
X = c(Dfrel − S),
and therefore the minimum is reached for this value of X , and then fre-ex = 2c1+cfrel.
When X ≥ S, re-executing each task is the best strategy to minimize the energy consumption, and
that corresponds to the case D ≥ 1+cc Sfrel . The re-execution speed may then be lower than
2c
1+cfrel.
Therefore, it may happen that finf,i > fre-ex for some task Ti. However, even with a tighter deadline,
it would be better to re-execute Ti at speed 2c1+cfrel rather than to execute it only once at speed frel.
Therefore, since finf,i ≤ 2c1+cfrel, it is optimal to re-execute Ti, at the lowest possible speed, i.e., finf,i.
Note that this changes the value of fre-ex, and the call to COMPUTE_Vl(V ) (see Algorithm 4) returns
tasks that are executed at speed finf,i, together with the re-execution speed for all the other tasks.
Case 2 (p ≥ 2). Similarly, we want to show that, in this case, the minimum energy is reached when
the total weight of the subset of tasks that are replicated is exactly Dfrel − S. Let I = {i | Ti is
executed twice in the solution}, and let X =∑i∈I wi.
We saw in Corollary 7.1 that the energy consumption cannot be lower than (S−X)f2rel+2Xf2re-ex
where fre-ex = XDfrel−S+X frel. Therefore, we want to minimize
E(X) = (S −X)f2rel + 2X
(
X
Dfrel − S +X
frel
)2
.
If we differentiate E, we can see that the minimum is reached when
−1 + 6X
2
(Dfrel − S +X)2
− 4X
3
(Dfrel − S +X)3
= 0,
that is, −(Dfrel − S +X)3 + 6X2(Dfrel − S +X)− 4X3 = 0, or
X3 + 3(Dfrel − S)X2 − 3(Dfrel − S)2X − (Dfrel − S)3 = 0.
The only positive solution to this equation is
X = Dfrel − S,
and therefore the minimum is reached for this value of X , and then fre-ex = 12frel.
When X ≥ S, replicating each task is the best strategy to minimize the energy consumption, and
that corresponds to the case D ≥ 2Sfrel . Similarly to Case 1, it is easy to see that each task should be
replicated, even if finf,i > fre-ex, since finf,i ≤ 12frel. The optimal solution can also be obtained with
a call to COMPUTE_Vl(V ). 
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7.3.2 FPTAS for TRI-CRIT-CHAIN
We derive in this section a fully polynomial-time approximation scheme (FPTAS) for TRI-CRIT-CHAIN,
based on the FPTAS for SUBSET-SUM [34], and the results of Section 7.3.1. Without loss of generality,
we use the term replication for either re-execution or replication, since both scenarios have already been
clearly identified. The problem consists in identifying the set of replicated tasks Vr, and then the optimal
solution can be derived from Corollary 7.1; it depends only on the total weight of these tasks,
∑
Ti∈Vrwi,
denoted in the following as w(Vr).
Note that we do not account in this section for finf,i or fmin for readability reasons: finf,i can usually
be neglected because λ0wi/f is supposed to be very small whatever f , and fmin simply adds subcases
to the proofs (rather than an execution at speed f , the speed should be max(f, fmin)).
First we introduce a few preliminary functions in Algorithm 5, and we exhibit their properties. These
are the basis of the approximation algorithm.
When D > Sfrel , X-OPT(V,D, p) returns the optimal value for the weight w(Vr) of the subset
of replicated tasks Vr, i.e., the value that minimizes the energy consumption for TRI-CRIT-CHAIN,
according to Equation (7.2). The optimality comes directly from the proof of Theorem 7.1.
Given a value X , which corresponds to w(Vr), ENERGY (V,D, p,X) returns the optimal energy
consumption when a subset of tasks Vr is replicated.
Then, the function TRIM(L, ε,X) trims a sorted list of numbers L = [L0, . . . , Lm−1] in time O(m),
given L and ε. L is sorted into non decreasing order. The function returns a trimmed list, where two
consecutive elements differ by at least a factor (1 + ε), except the last element, that is the smallest
element of L strictly greater than X . This trimming procedure is quite similar to that used for SUBSET-
SUM [34], except that the latter keeps only elements lower than X . Indeed, SUBSET-SUM can be
expressed as follows: given n strictly positive integers a1, . . . , an, and a positive integer X , we wish to
find a subset I of {1, . . . , n} such that ∑i∈I wi is as large as possible, but not larger than X . In our
case, the optimal solution may be obtained either by approaching X by below or by above.
Given a list L = [L0, . . . , Lm−1], ADD-LIST(L, x) adds element x at the end of list L (i.e., it returns
the list [L0, . . . , Lm−1, x]); L+w is the list [L0+w, . . . , Lm−1+w]; and MERGE-LISTS(L,L′) merges
two sorted lists (and returns a sorted list).
Finally, the approximation algorithm is APPROX-CHAIN(V,D, p, ε) (see Algorithm 5), where 0 <
ε < 1, and it returns an energy consumption E that is not greater than (1 + ε) times the optimal energy
consumption.
We now prove that this approximation scheme is an FPTAS:
Theorem 7.2. APPROX-CHAIN is a fully polynomial-time approximation scheme for TRI-CRIT-CHAIN.
Proof. We assume that
• if p = 1, then Sfrel < D <
1+c
c
S
frel
< 5 Sfrel ;
• if p ≥ 2, then Sfrel < D < 2
S
frel
;
otherwise the optimal solution is obtained in polynomial time (see Theorem 7.1).
Let Iinf = {V ′ ⊆ V | w(V ′) ≤ X-OPT(V,D, p)}, and Isup = {V ′′ ⊆ V | w(V ′′) > X-OPT(V,D, p)}.
Note that Iinf is not empty, since ∅ ∈ Iinf .
First we characterize the solution with the following lemma:
Lemma 7.4. Suppose D > Sfrel . Then in the solution of TRI-CRIT-CHAIN, the subset of replicated
tasks Vr is either an element V ′ ∈ Iinf such that w(V ′) is maximum, or an element V ′′ ∈ Isup such that
w(V ′′) is minimum.
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Algorithm 5: Approximation algorithm for TRI-CRIT-CHAIN.
function X-OPT(V,D, p)
begin
S =
∑
Ti∈V wi;
if p = 1 then return c(Dfrel − S);
else return Dfrel − S;
function ENERGY(V,D, p,X)
begin
S =
∑
Ti∈V wi;
if p=1 then return (S−X)f2
rel
+2X
(
max
(
fmin,
2X
Dfrel−S+X frel
))2
;
else return (S −X)f2
rel
+ 2X
(
max
(
fmin,
X
Dfrel−S+X frel
))2
;
function TRIM(L, ε,X)
begin
m = |L|; L = [L0, . . . , Lm−1]; L′ = [L0]; last = L0;
for i = 1 to m− 1 do
if (last ≤ X and Li > X) or Li > last× (1 + ε) then
L′ = ADD-LIST(L′, Li); last = Li;
return L′;
function APPROX-CHAIN(V,D, p, ε)
begin
X = ⌊X-OPT(V,D, p)⌋; n = |V |; L(0) = [0];
for i = 1 to n do
L(i) = MERGE-LISTS(L(i−1), L(i−1) + wi);
L(i) = TRIM(L(i), ε/(28× 2n), X);
Let Y1 ≤ Y2 be the two largest elements of L(n);
return min(ENERGY(V,D, p, Y1), ENERGY(V,D, p, Y2));
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Proof. Recall first that according to Proposition 7.1, the energy consumption of a linear chain is not
dependent on the number of tasks replicated, but only on the sum of their weights.
Then the lemma is obvious by convexity of the functions, and because X-OPT returns the opti-
mal value of w(Vr), the weight of the replicated tasks. Therefore, the closest the weight of the set of
replicated tasks is to the optimal weight, the better the solution is.

We are now ready to prove Theorem 7.2. Let X1 = maxV1∈Iinf w(V1), and X2 = minV2∈Isup w(V2).
Thanks to Lemma 7.4, the optimal set of replicated tasks Vo is such that Xo = w(Vo) = X1 or Xo = X2.
The corresponding energy consumption is (Corollary 7.1):
Eopt=
{
(S −Xo)f2rel+ (2Xo)
3
(Dfrel−S+Xo)2 f
2
rel if p = 1;
(S −Xo)f2rel+ 2X
3
o
(Dfrel−S+Xo)2 f
2
rel if p ≥ 2.
The solution returned by APPROX-CHAIN corresponds either to Y1 or to Y2, where Y1 and Y2 are
the two largest elements of the trimmed list. We first prove that at least one of these two elements,
denoted Xa, is such that Xa ≤ Xo ≤ (1 + ε′)Xa, where ε′ = ε28 .
Existence of Xa such that Xa ≤ Xo ≤ (1 + ε′)Xa.
(a) If Y2 > X , then Y1 is the value obtained by the FPTAS for SUBSET-SUM [34] with the approxi-
mation ratio ε′, since it is the largest value not greater than X , and our algorithm is identical for
such values. Moreover, note that X1 is the optimal solution of SUBSET-SUM by definition, and
therefore Y1 ≤ X1 < (1 + ε′)Y1. If Xo = X1, the value Xa = Y1 satisfies the property.
If Xo = X2, we prove that the property remains valid, by considering the SUBSET-SUM problem
with a bound X2 instead of X . Then, since Y2 > X , we have Y2 ≥ X2 by definition of X2.
Moreover, APPROX-CHAIN is not removing any element of the list greater than Y2, and therefore
all elements between X and X2 are kept, similarly to the FPTAS for SUBSET-SUM. If Y2 = X2,
then Xa = Y2 satisfies the property. Otherwise, Y1 is the result of the FPTAS for SUBSET-
SUM with a bound X2, whose optimal solution is X2, and therefore Y1 is such that Y1 ≤ X2 <
(1 + ε′)Y1; Xa = Y1 satisfies the property.
(b) If Y2 ≤ X , no elements greater than X have been removed from the lists, and APPROX-CHAIN
has been identical to the FPTAS for SUBSET-SUM. Then, Xa = Y2 is the solution, that is valid
both for SUBSET-SUM applied with the original bound X (optimal solution X1), and with the
modified bound X2 (optimal solution X2). Therefore, Y2 ≤ X1 < (1 + ε′)Y2 and Y2 ≤ X2 <
(1 + ε′)Y2, which concludes the proof.
We have shown that there always is Xa (either Y1 or Y2) such that Xa ≤ Xo < (1 + ε′)Xa. Next,
we show that the energy Ea obtained with this value Xa is such that Eopt ≤ Ea ≤ (1 + ε)Eopt.
Approximation ratio on the energy: Ea ≤ (1 + ε)Eopt. Let us consider first that p ≥ 2. Then
we have
Ea = (S −Xa)f2rel +
2X3a
(Dfrel − S +Xa)2
f2rel.
Re-using the previous inequalities on Xa, we obtain:
Ea
f2rel
≤ S − Xo
1 + ε′
+
2X3o
(Dfrel − S + Xo1+ε′ )2
.
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Then, this can be rewritten so that Eopt appears:
Ea
f2rel
≤
(
1
1 + ε′
(S −Xo) +
ε′
1 + ε′
S
)
+
(
(1 + ε′)2
2X3o
((1 + ε′)(Dfrel − S) +Xo)2
)
Ea
f2rel
≤
(
(S −Xo) + ε′S
)
+
(
(1 + ε′)2
2X3o
(Dfrel − S +Xo)2
)
≤
(
(S −Xo) + ε′S
)
+
(
(1 + ε′)2(
Eopt
f2rel
− (S −Xo))
)
≤ (1 + ε′)2Eopt
f2rel
− ((1 + ε′)2 − 1)(S −Xo) + ε′S
≤ (1 + ε′)2Eopt
f2rel
+ ε′S.
The case p = 1 leads to the same inequality; the only difference is in the energy Ea, where 2X3a is
replaced by (2Xa)3, and the same difference holds for Eopt (2X3o is replaced by (2Xo)
3).
Finally, note that with no reliability constraints, each task is executed only once at speed S/D, and
therefore the energy consumption is at least Eopt ≥ S S
2
D2
. Moreover, by hypothesis, D < 5Sfrel (for
p ≥ 1). Therefore, S < 25Eopt
f2rel
and Ea
f2rel
< (1 + ε′)2Eopt
f2rel
+ ε′ 25Eopt
f2rel
.
We conclude that
Ea
Eopt
< 1 + 27ε′ + ε′2 < 1 + 28ε′ = 1 + ε.
Conclusion. The energy consumption returned by APPROX-CHAIN, denoted as Ealgo, is such that
Ealgo ≤ Ea, since we take the minimum out of the consumption obtained for Y1 or Y2, and Xa is either
Y1 or Y2. Therefore,
Ealgo ≤ (1 + ε)Eopt.
It is clear that the algorithm is polynomial both in the size of the instance and in 1ε , given that
the trimming function and APPROX-CHAIN have the same complexity as in the original approximation
scheme for SUBSET-SUM (see Cormen et al. [34]), and all other operations are polynomial in the
problem size (X-OPT, ENERGY). 
7.4 Independent tasks
In this section, we focus on the problem of scheduling independent tasks, TRI-CRIT-INDEP. Simi-
larly to TRI-CRIT-CHAIN, we know that TRI-CRIT-INDEP is NP-hard, even on a single processor. We
first prove in Section 7.4.1 that there exists no constant factor approximation algorithm for this prob-
lem, unless P=NP. We discuss and characterize solutions to TRI-CRIT-INDEP in Section 7.4.2, while
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highlighting the intrinsic difficulty of the problem. The core result is a constant factor approximation
algorithm with a relaxation on the constraint on the makespan (Section 7.4.3).
It is more difficult to characterize the feasibility of the problem with independent tasks when p ≥
2 than for TRI-CRIT-CHAIN. Indeed, deciding whether there is a solution or not is NP-hard (trivial
reduction from 2-PARTITION with p = 2 and a tight deadline: S/2fmax = D).
7.4.1 Inapproximability of TRI-CRIT-INDEP
For TRI-CRIT-INDEP, a λ-approximation algorithm is a polynomial-time algorithm that returns a so-
lution of energy consumption Ealgo ≤ λEopt, where Eopt is the energy consumption of the optimal
solution, if there is a solution to the problem. Because the feasibility problem is NP-hard, we prove
that there is no λ-approximation algorithm, unless P=NP, because such an algorithm would allow us to
decide on the feasibility of the problem, and hence to solve in polynomial time an NP-complete problem.
Lemma 7.5. For all λ > 1, there does not exist any λ-approximation algorithm for TRI-CRIT-INDEP,
unless P=NP.
Proof. By contradiction, let us assume that there is a λ-approximation algorithm for TRI-CRIT-INDEP.
We consider an instance I1 of 2-PARTITION: given n strictly positive integers a1, . . . , an, does there
exist a subset I of {1,. . . ,n} such that∑i∈I ai =
∑
i/∈I ai? Let S =
∑n
i=1 ai.
We build the following instance I2 of our problem. We have n independent tasks Ti to be mapped
on p = 2 processors, and:
• task Ti has a weight wi = ai;
• fmin = frel = fmax = S/2;
• D = 1.
We use the λ-approximation algorithm to solve I2, and the solution of the algorithm Ealgo is such
that Ealgo ≤ λEopt, where Eopt is the optimal solution. We consider the two following cases.
(i) If the λ-approximation algorithm returns a solution, then necessarily all tasks are executed exactly
once at speed fmax, since
∑n
i=1wi/fmax = 2 and there are two processors. Moreover, because of the
makespan constraint, the load on each processor is equal. Let I be the indices of the tasks executed on
the first processor. We have
∑
i∈I ai =
∑
i/∈I ai, and therefore I is also a solution to I1.
(ii) If the λ-approximation algorithm does not return a solution, then there is no solution to I1. Oth-
erwise, if I is a solution to I1, there is a solution to I2 such that tasks of I are executed on the first
processor, and the other tasks are executed on the second processor. Since Ealgo ≤ λEopt, the approxi-
mation algorithm should have returned a valid solution.
Therefore, the result of the algorithm for I2 allows us to conclude in polynomial time whether there
is a solution to the instance I1 of 2-PARTITION or not. Since 2-PARTITION is NP-complete [48], the
inapproximability result is true unless P=NP. 
7.4.2 Characterization
As discussed in Section 7.1, the problem of scheduling independent tasks is usually close to a problem of
load balancing, and can be efficiently approximated for various mono-criterion versions of the problem
(minimizing the makespan or the energy, for instance). However, the tri-criteria problem turns out to
be much harder, and cannot be approximated, as seen in Section 7.4.1, even when reliability is not a
constraint.
Adding reliability further complicates the problem, since we no longer have the property that on
each processor, there is a constant execution speed for the tasks executed on this processor. Indeed,
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some processors may process both tasks that are not replicated (or re-executed), hence at speed frel,
and replicated tasks at a slower speed. Similarly to Section 7.3.2, we use the term replication for either
re-execution or replication; if a task is replicated, it means it is executed two times, and it appears two
times in the load of processors, be it the same processor or two distinct processors.
Furthermore, contrary to the TRI-CRIT-CHAIN problem, we do not always have the same execution
speed for both executions of a task, as in Lemma 7.3:
Proposition 7.2. In an optimal solution of TRI-CRIT-INDEP, if a task Ti is executed twice:
• if both executions are on the same processor, then both are executed at the same speed that is at
most 1√
2
frel;
• however, when the two executions of this task are on distinct processors, then they are not nec-
essarily executed at the same speed. Furthermore, one of the two speeds can be greater than
1√
2
frel.
Moreover, we have wi <
1√
2
Dfrel.
Proof. We start by proving the properties on the speeds. When both executions occur on the same
processor, we showed in Lemma 6.2 the property: a single execution at speed frel leads to a better
energy consumption (and a lower execution time) if both executions are executed at a speed greater than
1√
2
frel.
In the case of distinct processors, we give below an example in which the optimal solution uses
different speeds for a replicated task, with one speed greater than 1√
2
frel. Note that one of the speeds
is necessarily at most 1√
2
frel, otherwise a solution with only one execution of this task at speed frel
would be better, similarly to the case with re-execution.
Consider a problem instance with two processors, frel = fmax, D = 6.4fmax , and three tasks such that
w1 = 5, w2 = 3, and w3 = 1. Because of the time constraints, T1 and T2 are necessarily executed on
two distinct processors, and neither of them can be re-executed on its processor. The problem consists
in scheduling task T3 to minimize the energy consumption. There are three possibilities:
• T3 is executed only once on any of the processors, at speed frel = fmax;
• T3 is executed twice on the same processor; it is executed on the same processor as T2, hence
having an execution time of D − w2fmax =
3.4
fmax
, and therefore both executions are done at a speed
2
3.4fmax;
• T3 is executed once on the same processor as T1 at a speed 11.4fmax, and once on the other processor
at a speed 13.4fmax.
It is easy to see that the minimum energy consumption is obtained with the last solution, and that
1
1.4fmax >
1√
2
frel, hence the result.
Finally, note that since at least one of the executions of the task should be at a speed lower than
1√
2
frel, and since the deadline is D, in order to match the deadline, the weight of the replicated task
has to be strictly lower than 1√
2
Dfrel. 
Because of this proposition, usual load balancing algorithms are likely to fail, since processors han-
dling only non-replicated tasks should have a much higher load, and speeds of replicated tasks may be
very different from one processor to another in the optimal solution.
We now derive lower bounds on the energy consumption, that will be useful to design an approxi-
mation algorithm in the next section.
Proposition 7.3 (Lower bound without reliability). The optimal solution of TRI-CRIT-INDEP cannot
have an energy lower than S
3
(pD)2
.
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Proof. Let us consider the problem of minimizing the energy consumption, with a deadline constraint D,
but without accounting for the constraint on reliability. A lower bound is obtained if the load on each
processor is exactly equal to Sp , and the speed of each processor is constant and equal to
S
pD . The
corresponding energy consumption is S ×
(
S
pD
)2
, hence the bound. 
However, if the speed SpD is small compared to frel, the bound is very optimistic since reliability
constraints are not matched at all. Indeed, replication must be used in such a case. We investigate
bounds that account for replication in the following, using the optimal solution of the TRI-CRIT-CHAIN
problem.
Proposition 7.4 (Lower bound using linear chains). For the TRI-CRIT-INDEP problem, the optimal
solution cannot have an energy lower than the optimal solution to the TRI-CRIT-CHAIN problem on a
single processor with a deadline pD, where the weight of the re-executed tasks is lower than 1√
2
Dfrel.
Proof. We can transform any solution to the TRI-CRIT-INDEP problem into a solution to the TRI-CRIT-
CHAIN problem with deadline pD and a single processor. Tasks are arbitrarily ordered as a linear chain,
and the solution uses the same number of executions and the same speed(s) for each task. It is easy to see
that the TRI-CRIT-INDEP problem is more constrained, since the deadline on each processor must be
enforced. The constraint on the weights of the re-executed tasks comes from Proposition 7.2. Therefore,
the solution to the TRI-CRIT-CHAIN problem is a lower bound for TRI-CRIT-INDEP. 
The optimal solution may however be far from this bound, since we do not know if the tasks that are
re-executed on a chain with a long deadline pD can be executed at the same speed when the deadline
is D. The constraint on the weight of the re-executed tasks allows us to improve slightly the bound, and
this lower bound is the basis of the approximation algorithm that we design for TRI-CRIT-INDEP.
7.4.3 Approximation algorithm for TRI-CRIT-INDEP
We have seen in Section 7.4.1 that there exists no constant factor approximation algorithm for TRI-
CRIT-INDEP, unless P=NP, even without accounting for the reliability constraint. This is due to the
constraint on the makespan and the maximum speed fmax. Therefore, in order to provide a constant
factor approximation algorithm, we relax the constraint on the makespan and propose an (α, β)-approxi-
mation algorithm. The solution Ealgo is such that Ealgo ≤ α×Eopt, where Eopt is the optimal solution
with the deadline constraint D, and the makespan of the solution returned by the algorithm, Malgo, is
such that Malgo ≤ β ×D.
If the original problem with deadline D has no solution, because of the deadline relaxation, the
(α, β)-approximation algorithm may or may not return a solution (contrarily to λ-approximation algo-
rithms as in the proof of Lemma 7.5), but then there is no guarantee to ensure because there is no optimal
solution. Therefore, we do not consider such cases for proving the correctness and guarantee of the al-
gorithm. In particular, we assume that for all i, wi/fmax ≤ D, and that S/pfmax ≤ D, otherwise we
know that there is no solution.
The result of Section 7.4.1 means that for all α>1, there is no (α, 1)-approximation algorithm
for TRI-CRIT-INDEP, unless P=NP. Therefore, we present an algorithm that realizes a (1 + 1
β2
, β)-
approximation, where β can be slightly smaller than 2 and can take any arbitrarily large value: β ≥
max
(
2− 32p+1 , 2−
p+2
4p+2
)
.
Algorithm. In the first step of the algorithm, we schedule each task with a big weight alone on one
processor, with no replication. A task Ti is considered as big if wi ≥ max(Sp , Dfrel). This step is
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(c) Greedy algorithm to schedule the new tasks
Figure 7.2:
(
1 + 1
β2
, β
)
-approximation algorithm for independent tasks.
done in polynomial time: we sort the tasks by non-increasing weights, and then we check whether the
current task is such that wi ≥ max(Sp , Dfrel). If it is the case, we schedule the task alone on an unused
processor and we let S = S − wi and p = p − 1. The procedure ends when the current task is small
enough, i.e., all remaining tasks are such that wi < max(Sp , Dfrel), with the updated values of S and p.
Note that there are always enough unused processors because selected big tasks are such that wi ≥ Sp ,
and therefore there cannot be more than p such tasks (and this is true at each step). When p = 1, either
there is only one remaining task of size S, or there are only small tasks left.
These big tasks can be safely ignored in the remainder of the algorithm, hence the abuse of notations
S and p for the remaining load and the remaining processors. Indeed, we will prove that this first step of
the algorithm takes decisions that are identical to the optimal solution, and therefore these tasks that are
executed once, alone on their processor, have the same energy consumption and the same deadline as in
the optimal solution. The next step depends on the remaining load S:
• If S > pDfrel, i.e., the remaining load is large enough, we do not use replication, but we schedule
the tasks at speed SpD , using a simple scheduling heuristic, LONGEST-PROCESSING-TIME [55].
Tasks are numbered by non increasing weights, and at each time step, we schedule the current
task on the least loaded processor. Thanks to the lower bound of Proposition 7.3, the energy
consumption is not greater than the optimal energy consumption, and we determine β such that
the deadline is enforced.
• If S ≤ pDfrel, the previous bound is not good enough, and therefore we use the FPTAS on a
118 CHAPTER 7. APPROX ALGORITHMS FOR RELIABILITY/ENERGY-AWARE SCHEDULING
linear chain of tasks with deadline pD for TRI-CRIT-CHAIN (see Theorem 7.2). The FPTAS is
called with
ε = min
(
2wmin
3S
(
fmin
frel
)2
,
1
3β2
)
, (7.3)
where wmin = min1≤i≤nwi. Note that it is slightly modified so that only tasks of weight w <
1√
2
Dfrel can be replicated, and that we enforce a minimum speed fmin. The FPTAS therefore
determines which tasks should be executed twice, and it fixes all execution speeds.
We then use LONGEST-PROCESSING-TIME in order to map the tasks onto the p processors, at the
speeds determined earlier. The new set of tasks includes both executions in case of replication,
and tasks are sorted by non increasing execution times (since all speeds are fixed). At each time
step, we schedule the current task on the least loaded processor. If some tasks cannot fit in one
processor within the deadline βD, we re-execute them at speed wiβD on two processors. Thanks to
the lower bound of Proposition 7.4, we can bound the energy consumption in this case.
We illustrate the algorithm on an example in Figure 7.2, where eleven tasks must be mapped on six
processors. For each task, we represent its execution speed as its height, and its execution time as its
width. There are two big tasks, of weights w1 and w2, that are each mapped on a distinct processor.
Then, we have p = 4 and we call APPROX-CHAIN with deadline 4D; tasks T8 and T9 are replicated.
Finally, LONGEST-PROCESSING-TIME greedily maps all instances of the tasks, slightly exceeding the
original bound D, but all tasks fit within the extended deadline.
This algorithm leads to the following theorem:
Theorem 7.3. For the problem TRI-CRIT-INDEP, there are
(
1 + 1
β2
, β
)
-approximation algorithms, for
all β ≥ max
(
2− 32p+1 , 2−
p+2
4p+2
)
, that run in polynomial time.
Before proving Theorem 7.3, we give some preliminary results: we prove below the optimality of
the first step of the algorithm, i.e., the optimal solution would schedule tasks of weight greater than
max(Sp , Dfrel) alone on a processor:
Proposition 7.5. In any optimal solution to TRI-CRIT-INDEP, each task Ti such that wi ≥ max(Sp , Dfrel)
is executed only once, and it is alone on its processor.
Proof. Let us prove the result by contradiction. Suppose that there exists a task T ∗1 such that w
∗
1 ≥
max(Sp , Dfrel), and that this task is executed on processor p1. Suppose also that there is another
task T ∗2 executed on p1, with w
∗
2 ≤ w∗1, in an optimal solution. Necessarily, there exists a processor,
say p2, whose load is smaller than Sp , since the load of p1 is greater than
S
p . Let w1, . . . , wk be the
weights of the tasks already scheduled on p2, at speeds f1, . . . , fk. We have Sk =
∑k
i=1wi <
S
p ≤ w∗1.
Let f∗ =
w∗1+w
∗
2
D be the speed at which processor p1 is executing tasks T
∗
1 and T
∗
2 (because the load of
processor p1 is greater than Dfrel, then with an argument similar to the one used in Theorem 7.1, all
tasks should be executed at the same speed and the deadline is tight).
• If Sk+w∗2 ≥ Dfrel, then a lower bound to the optimal solution is E(opt) ≥ (w∗1+w∗2)f2∗+S3k/D2,
and D2E(opt) ≥ (w∗1 + w∗2)3 + S3k (this is the lower bound from Proposition 7.3 when we consider
each processor independently). A new solution would be to execute T ∗2 on p2, obtaining an energy E
such that D2E = (w∗1)
3 + (Sk + w
∗
2)
3 (the load of each processor is greater than Dfrel), and finally
E < E(opt) because Sk < w∗1, and hence the contradiction.
• If Sk+w∗2 < Dfrel, all tasks on p2 can be executed at a speed lower than
w∗1
D (since w1 ≥ Dfrel),
even when T ∗2 is executed on p2. On the one hand, we increase the speed of some tasks w1, . . . , wk that
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were lower than frel in order to gain a time w∗2/f∗, that is the time required to fit task T
∗
2 on p2, while
running at the same speed as in the optimal solution. On the other hand, we decrease the speed of task T ∗1
to use the time w∗2/f∗ that is now available.
We now prove that if tasks Ta and Tb are executed at speeds fa > fb, then it is strictly better to
decrease fa to ga = fa − ǫ (with ǫ > 0), and increase fb to gb, while keeping the same total execution
time, as long as ga ≥ gb. The constraint on execution time writes
wa
fa
+
wb
fb
= t =
wa
fa − ǫ
+
wb
gb
,
and therefore gb =
wbfa−wbǫ
tfa−wa−tǫ . The difference of energy between the two solutions can be expressed as
a function of ǫ:
h(ǫ) = waf
2
a + wbf
2
b − wa(fa − ǫ)2 − wbg2b ,
and we have h(0) = 0. The derivative is
h′(ǫ) = 2wa(fa − ǫ)
(
1− w
3
b
(tfa − wa − tǫ)3
)
.
h(ǫ) is increasing when h′(ǫ) ≥ 0, that is as long as wb ≤ tfa − wa − tǫ, i.e., fa − ǫ ≥ wa+wbt . This
corresponds to the case where fa− ǫ = gb, i.e., both tasks are executed at the same speed. For any value
of ǫ such that 0 < ǫ ≤ fa− wa+wbt , h(ǫ) > 0 and there is a strict gain in energy by decreasing the speed
of Ta to fa − ǫ, and increasing the speed of Tb accordingly.
To conclude, we state that the new speeds of tasks w1, . . . , wk (that have been increased) remain
always lower than the new speed of T ∗1 ,
w∗1
D (that has been decreased), and therefore there is a strict gain
in energy because the total execution time of T ∗1 and the tasks of weights w1, . . . , wk remains constant.
We can iteratively gain some time on p2 by increasing the speed of a task with fi < frel up to frel
(1 ≤ i ≤ k), until task T ∗2 fits on the processor, and at each step there is a strict gain in energy, hence
the contradiction.
Finally, we have shown that it is strictly better to execute task T ∗2 on processor p2, and therefore
T ∗1 is executed alone on processor p1, at a speed
w∗1
D ≥ frel. 
Next, we prove a lemma that will allow us to tackle the case where the load is large enough (S >
pDfrel), and we obtain a minimum on the approximation ratio of the deadline β.
Lemma 7.6. For the problem TRI-CRIT-INDEP where each task Ti is such that wi < max(Sp , Dfrel),
scheduling each task only once at speed max(frel,
S
pD ) with the LONGEST-PROCESSING-TIME heuris-
tic leads to a makespan of at most βD, with β=max
(
2− 32p+1 , 2−
p+2
4p+2
)
.
Note that we introduce max(Sp , Dfrel) since the lemma is also used in the case S ≤ pDfrel. Also,
since β is increasing with p and the bound is computed in fact for a number of processors smaller than
the original one (some processors are dedicated to big tasks), the value of β computed with the total
number of processors p is not smaller and it is possible to achieve a makespan of at most βD.
Proof. Let llpt be the maximal load of the processors after applying LONGEST-PROCESSING-TIME on
the weights of the tasks. Let us find β such that llpt
pD
S ≤ βD: this means that within a time βD, we can
schedule all tasks at speed SpD , and therefore at speed max(frel,
S
pD ), since the most loaded processor
succeeds to be within the deadline βD.
Let lopt be the maximal load of the processors in an optimal solution, and let Ti be the last task
executed on the processor with the maximal load llpt by LONGEST-PROCESSING-TIME. We have either
wi ≤ lopt/3 or wi > lopt/3.
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• If wi ≤ lopt/3, we know that lopt ≤ llpt ≤
(
4
3− 13p
)
lopt, since LONGEST-PROCESSING-TIME is
a
(
4
3 − 13p
)
-approximation [55]. We want to compare lopt to S/p (average load). We consider the
solution of LONGEST-PROCESSING-TIME. At the time when Ti was scheduled, all the processors were
at least as loaded as the one on which Ti was scheduled, and hence we obtain a lower bound on S:
S ≥ (p−1)(llpt−wi)+ llpt. Furthermore, llpt−wi ≥ 23 lopt (because llpt ≥ lopt and wi ≤ lopt/3). Finally,
S ≥ (p− 1)23 lopt + lopt, which means that lopt ≤ Sp
3p
2p+1 , and llpt ≤
(
4
3 − 13p
)
3p
2p+1
S
p =
(
2− 32p+1
)
S
p .
In this case, with β = 2 − 32p+1 , we can execute all the tasks at speed max(frel, SpD ) within the
deadline βD.
• If wi > lopt/3, it is known that LONGEST-PROCESSING-TIME is optimal for the execution time
[55], i.e., lopt = llpt, and we aim at finding an upper bound on lopt. We assume in the following that tasks
are numbered by non increasing weights.
If wi ≥ Sp , then we show that Ti is the only task executed on its processor (recall that Ti is the last
task executed on the processor with the maximal load by LONGEST-PROCESSING-TIME). Indeed, there
cannot be p tasks of weight at least Sp , hence i < p, and Ti is the first task scheduled on its processor.
Moreover, if LONGEST-PROCESSING-TIME were to schedule another task on the processor of Ti, then
this would mean that the p− 1 other processors all have a load greater than wi, and hence the total load
would be greater than S. Then, since wi < max(Sp , Dfrel) and wi ≥ Sp , we have wi < Dfrel and we
can execute each task at speed frel = max(frel, SpD ) within a deadline D. Indeed, the maximal load
is then wi, by definition of Ti. Therefore, the result holds (with β = 1).
Now suppose that wi < Sp . In that case, if Ti was the only task executed on its processor, then we
would have lopt = llpt < Sp , which is impossible since S =
∑p
k=1 lk ≤ plopt. Therefore, Ti is not
the only task executed on its processor. A direct consequence of this fact is that p + 1 ≤ i. Indeed,
LONGEST-PROCESSING-TIME schedules the p largest tasks on p distinct processors; since Ti is the last
task scheduled on its processor, but not the only one, then Ti is not among the p first scheduled tasks.
Also, there are only two tasks on the processor executing Ti, since wi > lopt/3 and the tasks scheduled
before Ti have a weight at least equal to wi. Finally, p+ 1 ≤ i ≤ 2p.
After scheduling task Tj on processor j for 1 ≤ j ≤ p, LONGEST-PROCESSING-TIME schedules
task Tp+j on processor p− j+1 for 1 ≤ j ≤ i− p, and Ti is therefore scheduled on processor p2p−i+1,
together with task T2p−i+1, and we have wi + w2p−i+1 = lopt. Note that because the wj are sorted,
S ≥ ∑j≤iwj ≥ iwi. We also have w2p−i+1 < Sp : indeed, when Ti was scheduled, the load of the p
processors was at least equal to the load of the processor where T2p−i+1 was scheduled. Hence, w2p−i+1
cannot be greater than Sp . Then, since w2p−i+1 = lopt−wi, wi > lopt− Sp , and finally lopt− Sp < wi ≤ Si .
In order to find an upper bound on lopt, we provide a lower bound to S, as a function of wi:
S =
n
∑
j=1
wj ≥
i
∑
j=1
wj =
2p−i+1
∑
j=1
wj +
i
∑
j=2p−i+2
wj
≥ (2p− i+ 1)w2p−i+1 + (2(i− p)− 1)wi
= (2p− i+ 1)(lopt − wi) + (2(i− p)− 1)wi
= (2p− i+ 1)lopt + (3i− 4p− 2)wi = f(wi).
We then have f ′(wi) = 3i− 4p− 2, and we consider two cases.
If f ′(wi) ≥ 0, then we have i ≥ 4p+23 , and finally S ≥ iwi >
4p+2
3
(
lopt − Sp
)
. We can conclude
that lopt < Sp
(
1 + 3p4p+2
)
= Sp
(
2− p+24p+2
)
.
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Otherwise, f ′(wi) < 0 and f is a decreasing function of wi, i.e., its minimum is reached when wi is
maximal, and S ≥ f(Si ). Hence, S ≥ (2p− i+ 1)lopt + (3i− 4p− 2)Si . Since i ≤ 2p, 2p− i+ 1 > 0
and
lopt ≤
S
i
(
i− 3i+ 4p+ 2
2p− i+ 1
)
=
2S
i
.
Finally, since i ≥ p+ 1, lopt ≤ 2Sp+1 = Sp
(
2− 2p+1
)
.
Overall, if wi > lopt/3, we have the bound
lopt ≤
S
p
×max
(
2− p+ 2
4p+ 2
, 2− 2
p+ 1
)
.
Therefore, for β ≥ max
(
2− p+24p+2 , 2− 2p+1
)
, we can execute all the tasks on the processor of maximal
load (and hence all the tasks) at speed max(frel, SpD ) within the deadline βD in the case wi > lopt/3.
We can now conclude the proof of Lemma 7.6 by saying that for β = max
(
2− 32p+1 , 2−
p+2
4p+2 , 2− 2p+1
)
,
i.e., β = max
(
2− 32p+1 , 2−
p+2
4p+2
)
, scheduling each task only once at speed max(frel, SpD ) with the
LONGEST-PROCESSING-TIME heuristic leads to a makespan of at most βD. 
We are now ready to prove Theorem 7.3.
Proof of Theorem 7.3. First, thanks to Proposition 7.5, we know that the first step of the algorithm
takes decisions that are identical to the optimal solution, and therefore these tasks that are executed
once, alone on their processor, have the same energy consumption as the optimal solution and the same
deadline. We can therefore safely ignore them in the remainder of the proof, and consider that for each
task Ti, wi < max(Sp , Dfrel).
In the case where S > pDfrel, we use the fact that S( SpD )
2 is a lower bound on the energy (Propo-
sition 7.3). Each task is executed once at speed max(frel, SpD ) =
S
pD , and therefore the energy con-
sumption is equal to the lower bound S( SpD )
2. The bound on the deadline is obtained by applying
Lemma 7.6.
We now focus on the case S ≤ pDfrel. Therefore, in the following, max( SpD , frel) = frel.
The algorithm runs the FPTAS on a linear chain of tasks with deadline pD, and ε as defined in Equa-
tion (7.3). The FPTAS returns a solution on the linear chain with an energy consumption EFPTAS such
that EFPTAS ≤ (1 + ε)2Echain, where Echain is the optimal energy consumption for TRI-CRIT-CHAIN
with deadline pD on a single processor. According to Proposition 7.4, since the solution for the linear
chain is a lower bound, the optimal solution of TRI-CRIT-INDEP is such that Eopt ≥ Echain.
For each task Ti, let f chaini be the speed of its execution returned by the FPTAS for TRI-CRIT-CHAIN.
Note that in case of re-execution, then both executions occur at the same speed (Lemma 7.3). We now
consider the TRI-CRIT-INDEP problem with the set of tasks Ṽ : for each task Ti, T̃i ∈ Ṽ and its weight
is w̃i = wi
frel
f chaini
; moreover, if Ti is re-executed, we add two copies of T̃i in Ṽ . Then,
∑
T̃i∈Ṽ
w̃i
frel
= pD
by definition of the solution of TRI-CRIT-CHAIN.
Let β = max(2− 32p+1 , 2−
p+2
4p+2) be the relaxation on the deadline that we have from Lemma 7.6.
The goal is to map all the tasks of Ṽ at speed frel within the deadline βD, which amounts to mapping
the original tasks at the speeds assigned by the FPTAS:
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• If there are tasks T̃i such that
w̃i
frel
> βD, we execute them at speed w̃iβD alone on an unused pro-
cessor, so that they reach exactly the deadline βD. Note that in this case, the energy consumption
of the algorithm becomes greater than EFPTAS, since we execute these tasks faster than the FPTAS
to fit on the processor.
• Tasks T̃i such that D ≤ w̃ifrel ≤ βD are executed alone on an unused processor at speed frel.
• For the remaining tasks and processors, we use LONGEST-PROCESSING-TIME as in Lemma 7.6.
Since the previous tasks take a time of at least D in the solution of the FPTAS, and they are
mapped alone on a processor, we can safely remove them and apply the lemma. Note that the
number of processors may now be smaller than p, hence leading to a smaller bound β.
In the end, all tasks are mapped within the deadline βD (where β is computed with the original
number of processors). There remains to check the energy consumption of the solution returned by this
algorithm.
If all tasks are such that w̃i ≤ βDfrel,
Ealgo = EFPTAS ≤ (1 + ε)2Echain ≤ (1 + ε)2Eopt.
According to Equation (7.3), ε ≤ 1
3β2
, and therefore
Ealgo ≤
(
1 +
2
3β2
+
1
9β4
)
Eopt ≤
(
1 +
1
β2
)
Eopt.
Otherwise, let Ṽ ′ be the set of tasks T̃i such that w̃i > βDfrel. For T̃i ∈ Ṽ ′, wi > βDf chaini . Since
wi < Dfrel (larger tasks have been processed in the first step of the algorithm), we have f chaini < frel.
This means that Ti belongs to the set of the tasks that are re-executed by the FPTAS. Hence, since we
enforced an additional constraint, we have wi < 1√2Dfrel. The least energy consumed for this task
by any solution to TRI-CRIT-INDEP is therefore obtained when re-executing task Ti on two distinct
processors at speed wiD , in order to fit within the deadline D. Task Ti appears two times in Ṽ
′, and
we let Ẽ be the minimum energy consumption required in the optimal solution for tasks of Ṽ ′: Ẽ =
∑
T̃i∈Ṽ ′ wi
(
wi
D
)2
.
The algorithm leads to the same energy consumption as the FPTAS except for the tasks of Ṽ ′ that
are removed from the set X of replicated tasks, and that are executed at speed wiβD :
Ealgo = (S −X)f2rel + (2X −
∑
T̃i∈Ṽ ′ wi)f
2
re-ex
+
∑
T̃i∈Ṽ ′ wi
(
wi
βD
)2
.
Since EFPTAS = (S −X)f2rel + 2Xf2re-ex, we obtain
Ealgo = EFPTAS +
1
β2
Ẽ −∑T̃i∈Ṽ ′ wif
2
re-ex.
Furthermore, Ẽ ≤ Eopt since it considers only the optimal energy consumption of a subset of tasks.
We have EFPTAS ≤ (1 + ε)2Eopt, and from Proposition 7.1, it is easy to see that EFPTAS ≤ Sf2rel,
i.e., EFPTAS is smaller than the energy of every task executed once at speed frel. Hence, EFPTAS ≤
(1+ε)2min(Eopt, Sf
2
rel), and since ε < 1, (1 + ε)
2 ≤ 1 + 3ε. Finally, EFPTAS ≤ Eopt + 3εSf2rel.
Thanks to Equation (7.3), 3εSf2rel ≤ 2wminf2min ≤
∑
T̃i∈Ṽ ′ wif
2
re-ex (note that there are at least two
tasks in Ṽ ′, because tasks are duplicated), and finally
Ealgo ≤ Eopt+ 3εSf2rel+ 1β2Eopt −
∑
T̃i∈Ṽ ′ wif
2
re-ex
≤
(
1 + 1
β2
)
Eopt.
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To conclude, we point out that this algorithm is polynomial in the size of the input and in 1ε . 
We can improve the approximation ratio on the energy for large values of p. The idea is to avoid the
case in which tasks are replicated by the chain but are not fitting within βD because the speed at which
they are re-executed is too small. To do so, we fix a value ε∗ = Θ
(
1
p
)
, such that 0 < ε∗ < 1 for p ≥ 24.
The variant of the algorithm is used only when p ≥ 24 (after scheduling the big tasks). The algorithm
decides that the load is large enough when S > pDfrel 11+ε∗ , leading to a ((1+ ε
∗)2, β)-approximation
in this case. In the other case (S ≤ pDfrel 11+ε∗ ), it is possible to prove that when there are tasks such
that w̃ifrel > βD, then necessarily all tasks are re-executed. Next we apply Theorem 7.1 while fixing
values for the finf,i’s, so as to obtain in polynomial time the optimal solution with new execution speeds,
that can all be scheduled within βD using Lemma 7.6. Details can be found in the research report [RR1].
7.5 Conclusion
In this chapter, we have designed efficient approximation algorithms for the tri-criteria energy, reliabil-
ity, and makespan problem, using replication and re-execution to increase the reliability, and dynamic
voltage and frequency scaling to decrease the energy consumption. Because of the antagonistic relation-
ship between energy and reliability, this tri-criteria problem is much more challenging than the standard
bi-criteria problem, which aims at minimizing the energy consumption with a bound on the makespan,
without accounting for a constraint on the reliability of tasks.
We have tackled two classes of applications. For linear chains of tasks, we propose a fully polynomial-
time approximation scheme. However, we show that there exists no constant factor approximation al-
gorithm for independent tasks, unless P=NP, and we are able in this case to propose an approximation
algorithm with a relaxation on the makespan constraint.
As future work, it may be possible to improve the deadline relaxation by using an FPTAS to schedule
independent tasks [5] rather than LONGEST-PROCESSING-TIME [55]. Also, an open problem is to find
approximation algorithms for the tri-criteria problem with an arbitrary graph of tasks. Even though
efficient heuristics have been designed with re-execution of tasks (but no replication) in Chapter 6, it
is not clear how to derive approximation ratios from these heuristics. It would be interesting to design
efficient algorithms using replication and re-execution for the general case, and to prove approximation
ratios on these algorithms. A first step would be to tackle fork and fork-join graphs, inspired by the
study on independent tasks. Finally, more sophisticated models for reliability could also be considered,
for instance to guarantee a global reliability constraint or to authorize more than one backup task.
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Chapter 8
Energy-aware checkpointing of divisible tasks
with soft or hard deadlines
8.1 Introduction
Divisible load scheduling has been extensively studied in the past years [13, 41]. For divisible applica-
tions, the computational workload can be divided into an arbitrary number of chunks, whose sizes can
be freely chosen by the user. Such applications occur for instance in the processing of very large data
files, e.g., signal processing, linear algebra computation, or DNA sequencing. Traditionally, the goal is
to minimize the makespan of the application, i.e., the total execution time.
Given a workload W , we need to decide how many chunks to use, and of which sizes. Using more
chunks leads to a higher checkpoint cost, but smaller chunks imply less computation loss (and less re-
execution) when a failure occurs. We assume that a chunk can fail only once, i.e., we re-execute each
chunk at most once. Indeed, the probability that a fault would strike during both the first execution and
the re-execution is negligible. We discuss the accuracy of this assumption in Section 8.3.
Due to the probabilistic nature of failure hits, it is natural to study the expectation E(E) of the
energy consumption, because it represents the average cost over many executions. As for the bound D
on execution time (the deadline), there are two relevant scenarios: either we enforce that this bound is
a soft deadline to be met in expectation, or we enforce that this bound is a hard deadline to be met in
the worst case. The former scenario corresponds to flexible environment where task deadlines can be
viewed as average response times [24], while the latter scenario corresponds to real-time environments
where task deadlines are always strictly enforced [115]. In both scenarios, we have to determine the
number of chunks, their sizes, and the speed at which to execute (and possibly re-execute) every chunk.
Our first contribution is to formalize this important multi-objective problem. The general problem
consists of finding n, the number of chunks, as well as the speeds for the execution and the re-execution
of each chunk, both for soft and hard deadlines. We identify and discuss two important sub-cases that
help tackling the most general problem instance: (i) a single chunk (the task is atomic); and (ii) re-
execution speed is always identical to first execution speed. The second contribution is a comprehensive
study of all problem instances; for each instance, we propose either an exact solution, or a function
that can be optimized numerically. We also analytically prove the accuracy of our model that enforces
a single re-execution per chunk. We then compare the different models through an extensive set of
experiments. We compare the optimal energy consumption under various models with a set of different
parameters. It turns out that when λ is small, it is sufficient to restrict the study to a single chunk, while
when λ increases, it is better to use multiple chunks and different re-execution speeds.
The rest of the chapter is organized as follows. The model and the optimization problems are formal-
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ized in Section 8.2. We discuss the accuracy of the model in Section 8.3. We first focus in Section 8.4 on
the simpler case of an atomic task, i.e., with a single chunk. The general problem with multiple chunks,
where we need to decide for the number of chunks and their sizes, is discussed in Section 8.5. In Sec-
tion 8.6, we report several experiments to assess the differences between the models, and the relative
gain due to chunking or to using different speeds for execution and re-execution. Finally, we provide
some concluding remarks and future research directions in Section 8.7.
8.2 Framework
Given a workload W , the problem is to divide W into a number of chunks and to decide at which
speed each chunk is executed. In case of a transient failure during the execution of one chunk, this
chunk is re-executed, possibly at a different speed. We formalize the model in Section 8.2.1, and then
different variants of the optimization problem are defined in Section 8.2.2. Table 8.1 summarizes the
main notations.
W total amount of work
s processor speed for first execution
σ processor speed for re-execution
TC checkpointing time
EC energy spent for checkpointing
Table 8.1: List of main notations.
8.2.1 Model
Consider first the case of a single chunk (or atomic task) of size W , denoted as SINGLECHUNK. We
execute this chunk on a processor that can run at several speeds. We assume continuous speeds, i.e.,
the speed of execution can take an arbitrary positive real value. The execution is subject to failure,
and resilience is provided through the use of checkpointing. The overhead induced by checkpointing is
twofold: execution time TC , and energy consumption EC .
We assume that failures strike with uniform distribution, hence the probability that a failure occurs
during an execution is linearly proportional to the length of this execution. Consider the first execution
of a task of size W executed at speed s: the execution time is Texec = W/s + TC , hence the failure
probability is Pfail = λTexec = λ(W/s+TC), where λ is the instantaneous failure rate. If there is indeed
a failure, we re-execute the task at speed σ (which may or may not differ from s); the re-execution time
is then Treexec = W/σ + TC so that the expected execution time is
E(T )=Texec + PfailTreexec
=(W/s+ TC) + λ(W/s+ TC)(W/σ + TC) . (8.1)
Similarly, the worst-case execution time is
Twc = Texec + Treexec
= (W/s+ TC) + (W/σ + TC) . (8.2)
Remember that we assume success after re-execution, so we do not account for second and more
re-executions. Along the same line, we could spare the checkpoint after re-executing the last task in a
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series of tasks, but this unduly complicates the analysis. In Section 8.3, we show that this model with
only a single re-execution is accurate up to second order terms when compared to the model with an
arbitrary number of failures that follows an Exponential distribution of parameter λ.
What is the expected energy consumed during execution? The energy consumed during the first
execution at speed s is Ws2 + EC , where EC is the energy consumed during a checkpoint. The energy
consumed during the second execution at speed σ is Wσ2 + EC , and this execution takes place with
probability Pfail = λTexec = λ(W/s + TC), as before. Hence the expectation of the energy consumed
is
E(E)=(Ws2+EC)+λ (W/s+TC)
(
Wσ2+EC
)
. (8.3)
With multiple chunks (MULTIPLECHUNKS model), the execution times (worst case or expected)
are the sum of the execution times for each chunk, and the expected energy is the sum of the expected
energy for each chunk (by linearity of expectations).
We point out that the failure model is coherent with respect to chunking. Indeed, assume that a
divisible task of weight W is split into two chunks of weights w1 and w2 (where w1 + w2 = W ). Then
the probability of failure for the first chunk is P 1fail = λ(w1/s + TC) and that for the second chunk is
P 2fail = λ(w2/s+TC). The probability of failure Pfail = λ(W/s+TC) with a single chunk differs from
the probability of failure with two chunks only because of the extra checkpoint that is taken; if TC = 0,
they coincide exactly. If TC > 0, there is an additional risk to use two chunks, because the execution
lasts longer by a duration TC . Of course this is the price to pay for a shorter re-execution time in case
of failure: Equation (8.1) shows that the expected re-execution time is PfailTreexec, which is quadratic
in W . There is a trade-off between having many small chunks (many TC to pay, but small re-execution
cost) and a few larger chunks (fewer TC , but increased re-execution cost).
8.2.2 Optimization problems
The optimization problem is stated as follows: given a deadline D and a divisible task whose total
computational load is W , the problem is to partition the task into n chunks of size wi, where
∑n
i=1wi =
W , and choose for each chunk an execution speed si and a re-execution speed σi in order to minimize
the expected energy consumption:
E(E) =
n
∑
i=1
(wis
2
i + EC) + λ
(
wi
si
+ TC
)
(
wiσ
2
i + EC
)
,
subject to the constraint that the deadline is met either in expectation or in the worst case:
EXPECTED-DEADLINE E(T ) =
∑n
i=1
(
wi
si
+ TC + λ
(
wi
si
+ TC
)(
wi
σi
+ TC
))
≤ D
HARD-DEADLINE Twc =
∑n
i=1
(
wi
si
+ TC +
wi
σi
+ TC
)
≤ D
The unknowns are the number of chunks n, the sizes of these chunks wi, the speeds for the first execu-
tion si and the speeds for the second execution σi. We consider two variants of the problem, depending
upon re-execution speeds:
• SINGLESPEED : in this simpler variant, the re-execution speed is always the same as the speed
chosen for the first execution. We then have to determine a single speed for each chunk: σi = si
for all i.
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• MULTIPLESPEEDS : in this more general variant, the re-execution speed is freely chosen, and
there are two different speeds to determine for each chunk.
We also consider the variant with a single chunk (SINGLECHUNK), i.e., the task is atomic and we
only need to decide for its execution speed (in the SINGLESPEED model), or for its execution and re-
execution speeds (in the MULTIPLESPEEDS model). We start the study in Section 8.4 with this simpler
problem.
8.3 Accuracy of the model
In this section, we discuss the accuracy of this model, which accounts for a single re-execution. We
compare the expressions of the expected deadline and energy (in Equations (8.1) and (8.3)) to those ob-
tained when adopting the more advanced model where an arbitrary number of Exponentially distributed
failures can strike during execution and re-execution. We only deal with soft deadlines here, because no
hard deadline can be enforced for the model with Exponentially distributed failures (the execution time
of a chunk can be arbitrarily large, although such an event has low probability to occur).
Assume that failures are distributed using an Exponential distribution of parameter λ: the probability
of failure during a time interval of length t is Pfail = 1 − e−λt. Consider a single task of size W that
we first execute at speed s. If we detect a transient failure at the end of the execution, we re-execute
the task until success, using speed σ at each of these new attempts. To the best of our knowledge, the
expressions for E(T ) and E(E) are unknown for this model, and we establish them below:
Proposition 8.1. With an arbitrary number of Exponentially distributed failures and one single task of
size W ,
E(T ) = W/s+ TC + e
λ(W/σ+TC)
(
1− e−λ(W/s+TC)
)
(W/σ + TC) (8.4)
E(E) = Ws2 + EC + e
λ(W/σ+TC)
(
1− e−λ(W/s+TC)
)
(
Wσ2 + EC
)
(8.5)
Proof. With an Exponential distribution, Equation (8.1) can be rewritten as E(T ) = Texec+PfailE(Treexec),
where Texec = W/s + TC and Pfail = 1 − e−λ(W/s+TC). Since all re-executions are done at speed σ,
the expectation of the re-execution time obeys the following equation:
E(Treexec) = (W/σ + TC) +
(
1− e−λ(W/σ+TC)
)
E(Treexec)
We use the memoryless property of the Exponential distribution here: after a failure, the expectation
of the time to re-execute the task is exactly the same as before the failure. This leads to E(Treexec) =
eλ(W/σ+TC)(W/σ+TC). Reporting in the first equation, we end up with Equation (8.4). The expression
of the expected energy consumption (Equation (8.5)) is derived using the same line of reasoning. 
Proposition 8.2. With an arbitrary number of Exponentially distributed failures and one single task of
size W , when λ→ 0,
E(T ) = (W/s+ TC) + λ(W/s+ TC)(W/σ + TC) +O
(
λ2
)
(8.6)
E(E) = (Ws2 + EC) + λ(W/s+ TC)(Wσ
2 + EC) +O
(
λ2
)
(8.7)
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Proof. The first-order Taylor expansion of x 7→ ex around 0 gives:
E(T ) =
λ→0
(W/s+ TC)+
(
1 + λ(W/σ + TC) +O
(
λ2(W/σ + TC)
2
))
×
(
λ(W/s+ TC) +O
(
λ2(W/s+ TC)
2
))
(W/σ + TC)
Hence,
E(T ) =
λ→0
(W/s+ TC) +
(
λ(W/s+ TC) +O
(
λ2
))
(W/σ + TC)
E(T ) =
λ→0
(W/s+ TC) + λ(W/s+ TC)(W/σ + TC) +O
(
λ2
)
.
Again, the energy formula is built using the same rationale. 
As a consequence of Proposition 8.2, the formulas that we consider with one single re-execution
(Equations (8.1) and (8.3)) are accurate up to second order terms when compared to the model with
an arbitrary number of Exponential failures. Note that this result is not obvious, because we drop a
potentially arbitrarily large number of re-executions in the linear model with at most one re-execution.
Furthermore, the result extends naturally when considering a divisible task and MULTIPLECHUNKS,
since the result holds for each chunk, and by summation, one single re-execution of each chunk is
accurate up to second order terms.
8.4 With a single chunk
In this section, we consider the case of a single chunk, or equivalently of an atomic task: given a non-
divisible workload W and a deadline D, find the values of s and σ that minimize
E(E) = (Ws2 + EC) + λ
(
W
s
+ TC
)
(
Wσ2 + EC
)
subject to
E(T ) =
(
W
s
+ TC
)
+ λ
(
W
s
+ TC
)(
W
σ
+ TC
)
≤ D
in the EXPECTED-DEADLINE model, and subject to
W
s
+ TC +
W
σ
+ TC ≤ D
in the HARD-DEADLINE model. We first deal with the SINGLESPEED model, where we enforce σ = s,
before moving on to the MULTIPLESPEEDS model.
8.4.1 Single speed model
In this section, we express E(E) as functions of the speed s. That is, E(E)(s) = (Ws2 + EC)(1 +
λ(W/s + TC)). The following result is valid for both EXPECTED-DEADLINE and HARD-DEADLINE
models.
Lemma 8.1. E(E) is convex on R⋆+. It admits a unique minimum
s⋆ =
λW
6(1 + λTC)
(
−(3
√
3
√
27a2 − 4a− 27a+ 2)1/3
21/3
− 2
1/3
(3
√
3
√
27a2 − 4a− 27a+ 2)1/3
− 1
)
(8.8)
where a = λEC
(
2(1+λTC)
λW
)2
.
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Proof. Let us prove that g(s) = E(E)(s) is convex and admits a unique minimum: we have g′(s) =
s(2W (1 + λTC)) + λW
2 − λWEC
s2
, g′′(s) = (2W (1 + λTC)) +
2λWEC
s3
> 0. This function is strictly
convex in R⋆+, and g
′ →
0+
−∞, g′ →
∞
∞ thus there exist a unique minimum.
Let us find the minimum. For s > 0, we have:
g′(s) = 0⇔
(
2(1 + λTC)
λW
)3
s3 +
(
2(1 + λTC)
λW
)2
s2 − λEC
(
2(1 + λTC)
λW
)2
= 0
⇔ X3 +X2 − λEC
(
2(1 + λTC)
λW
)2
= 0 where X =
2(1 + λTC)
λW
s
Using a computer algebra software, it is easy to show that the minimum is obtained at the value s = s⋆
given by Equation 8.8. 
Expected deadline
In the SINGLESPEED EXPECTED-DEADLINE model, we denote E(T )(s) = (W/s+TC)(1+λ(W/s+
TC)) the constraint on the execution time.
Lemma 8.2. For any D, if TC + λT 2C ≥ D, then there is no solution. Otherwise, the constraint on the
execution time can be rewritten as s ∈
[
W
1 + 2λTC +
√
4λD + 1
2(D − TC(1 + λTC))
,+∞
(
.
Proof. The function s 7→ E(T )(s) is strictly decreasing and converges to TC + λT 2C . Hence, if TC +
λT 2C ≥ D, then there is no solution. Else there exist a minimum speed s0 such that, E(T )(s0) = D, and
for all s ≥ s0, E(T )(s) ≤ D.
More precisely, s0 = W
1 + 2λTC +
√
4λD + 1
2(D − TC(1 + λTC))
: since there is a unique solution to E(T )(s) = D,
we can solve this equation in order to find s0. 
To simplify the following results, we define
s0 = W
1 + 2λTC +
√
4λD + 1
2(D − TC(1 + λTC))
. (8.9)
Proposition 8.3. In the SINGLESPEED model, it is possible to numerically compute the optimal solution
for SINGLECHUNK as follows:
1. If TC + λT 2C ≥ D, then there is no solution;
2. Else, the optimal speed is max(s0, s⋆).
Proof. This is a corollary of Lemma 8.1: because s 7→ E(T )(s) is convex on R⋆+, then its restriction to
the interval [s0,+∞( is also convex and admits a unique minimum:
• if s⋆ < s0, then E(T ) (s) is increasing on [s0,+∞(, then the optimal solution is s0
• else, clearly the minimum is reached when s = s⋆.
The optimal solution is then max(s0, s⋆). 
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Hard deadline
In the HARD-DEADLINE model, the bound on the execution time can be written as 2
(
W
s + TC
)
≤ D
Lemma 8.3. In the SINGLESPEED HARD-DEADLINE model, for any D, if 2TC ≥ D, then there is no
solution. Otherwise, the constraint on the execution time can be rewritten as s ∈
[
W
D
2
−TC
; +∞
(
Proof. The constraint on the execution time is now 2
(
W
s + TC
)
≤ D. 
Proposition 8.4. In the SINGLESPEED HARD-DEADLINE model if 2TC ≥ D, then there is no solution.
Otherwise, let let s⋆ the solution indicated in Equation 8.8, then the minimum is reached when s =
max
(
s⋆, WD
2
−TC
)
.
Proof. The fact that there is no solution when 2TC ≥ D comes from Lemma 8.3. Otherwise, the result
is obvious by convexity of the expected energy function. 
8.4.2 Multiple speeds model
In this section, we consider the general MULTIPLESPEEDS model. We use the following notations:
E(E)(s, σ) = (Ws2 + EC) + λ(W/s+ TC)(Wσ
2 + EC)
Let us first introduce a preliminary Lemma:
Lemma 8.4 (Convexity SINGLECHUNK). The problem of minimizing A0 + α0x2 under the constraint
A1 +
α1
x ≤ A2 where A0, A1, A2 are constants and α0, α1 are positive constants is solved when x is
minimum, that is when A1 +
α1
x = A2.
Proof. The function A0 + α0x2 is strictly increasing, so it is is minimized when x is minimum. The
function A1 +
α1
x is strictly decreasing with limx→0 = +∞, hence an upper bound is reached when x
is minimum. With those two results, we can say that the constraint should be tight in order to solve our
problem. 
Expected deadline
The execution time in the MULTIPLESPEEDS EXPECTED-DEADLINE model can be written as
E(T )(s, σ) = (W/s+ TC) + λ(W/s+ TC)(W/σ + TC)
We start by giving a useful property, namely that the deadline is always tight in the MULTIPLESPEEDS
EXPECTED-DEADLINE model:
Lemma 8.5. In the MULTIPLESPEEDS EXPECTED-DEADLINE model, in order to minimize the energy
consumption, the deadline should be tight.
Proof. Considering s and W fixed, then E(T )(s, σ) = T0+ ασ ≤ D, and E(E)(s, σ) = E0+ασ2, where
T0 = (W/s+EC)+λTC(W/s+TC), E0 = (Ws2+EC)+λEC(W/s+TC) and α = W (W/s+TC)
are constant. With Lemma 8.4 we conclude that the deadline should be tight. 
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This lemma allows us to express σ as a function of s:
σ =
λW
D
W
s
+TC
− (1 + λTC)
.
Also we reduce the bi-criteria problem to the minimization problem of the single-variable function:
s 7→Ws2 + EC + λ
(
W
s
+ TC
)

W


λW
D
W
s
+TC
− (1 + λTC)


2
+ EC

 (8.10)
which can be solved numerically.
Hard deadline
In this model we have similar results as with EXPECTED-DEADLINE. The constraint on the execution
time writes: Ws + TC +
W
σ + TC ≤ D. Another corollary of Lemma 8.4 is:
Lemma 8.6. In the MULTIPLESPEEDS EXPECTED-DEADLINE model, in order to minimize the energy
consumption, the deadline should be tight.
This lemma allows us to express σ as a function of s:
σ =
Ws
(D − 2TC)s−W
Finally, we reduce the bi-criteria problem to the minimization problem of the single-variable function:
s 7→Ws2 + EC + λ
(
W
s
+ TC
)
(
W
(
Ws
(D − 2TC)s−W
)2
+ EC
)
(8.11)
which can be solved numerically.
8.5 Several chunks
In this section, we deal with the general problem of a divisible task of size W that can be split into an
arbitrary number of chunks. We divide the task into n chunks of size wi such that
∑n
i=1wi = W . Each
chunk is executed once at speed si, and re-executed (if necessary) at speed σi. The problem is to find
the values of n, wi, si and σi that minimize
E(E) =
∑
i
(
wis
2
i + EC
)
+ λ
∑
i
(
wi
si
+ TC
)
(
wiσ
2
i + EC
)
subject to
∑
i
(
wi
si
+ TC
)
+ λ
∑
i
(
wi
si
+ TC
)(
wi
σi
+ TC
)
≤ D
in the EXPECTED-DEADLINE model, and subject to
∑
i
(
wi
si
+ TC
)
+
∑
i
(
wi
σi
+ TC
)
≤ D
in the HARD-DEADLINE model. We first deal with the SINGLESPEED model, where we enforce σi = si,
before dealing with the MULTIPLESPEEDS model.
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8.5.1 Single speed model
Expected deadline
In this section, we deal with the SINGLESPEED EXPECTED-DEADLINE model and consider that for all
i, σi = si. Then:
E(T )(∪i(wi, si, si)) =
∑
i
(
wi
si
+ TC
)
+ λ
∑
i
(
wi
si
+ TC
)2
E(E)(∪i(wi, si, si)) =
∑
i
(
wis
2
i + EC
)
(
1 + λ
(
wi
si
+ TC
))
Theorem 8.1. In the optimal solution to the problem with the SINGLESPEED EXPECTED-DEADLINE
model, all n chunks are of equal size W/n and executed at the same speed s.
Proof. Consider the optimal solution, and assume by contradiction that it includes two chunks w1 and
w2, executed at speeds s1 and s2, where either s1 6= s2, or s1 = s2 and w1 6= w2. Let us assume without
loss of generality that w1s1 ≥
w2
s2
.
We show that we can find a strictly better solution where both chunks have size w = 12(w1 + w2),
and are executed at same speed s (to be defined later). The size and speed of the other chunks are kept
the same. We will show that the execution time of the new solution is not larger than in the optimal
solution, while its energy consumption is strictly smaller, hence leading to the contradiction.
We have seen that
E(T )((w1, s1), (w2, s2)) =
w1
s1
+ TC +
w2
s2
+ TC + λ
(
w1
s1
+ TC
)2
+ λ
(
w2
s2
+ TC
)2
E(T )((w, s), (w, s)) = 2
(w
s
+ TC
)
+ 2λ
(w
s
+ TC
)2
.
Hence,
E(T )((w1, s1), (w2, s2))−E(T )((w, s), (w, s)) =
(
w1
s1
+
w2
s2
− 2w
s
)
+ λ
(
(
w1
s1
)2
+
(
w2
s2
)2
−2
(w
s
)2
)
.
Similarly, we know that:
E(E)((w1, s1), (w2, s2)) = w1s
2
1 + EC + w2s
2
2 + EC + λ
(
w1
s1
+TC
)
(
w1s
2
1+EC
)
+ λ
(
w2
s2
+TC
)
(
w2s
2
2+EC
)
E(E)((w, s), (w, s)) = 2
(
ws2 + EC
)
+ 2λ
(w
s
+ TC
)
(
ws2 + EC
)
and deduce
E(E)((w1, s1), (w2, s2))− E(E)((w, s), (w, s))
=
(
w1s
2
1 + w2s
2
2 − 2ws2
)
(1 + λTC) + λEC
(
w1
s1
+
w2
s2
− 2w
s
)
+ λ
(
w21s1 + w
2
2s2 − 2w2s
)
.
(8.12)
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Let us now define
sA =
2w
w1
s1
+ w2s2
=
w1 + w2
w1
s1
+ w2s2
sB =
√
2w
(
(
w1
s1
)2
+
(
w2
s2
)2
)1/2
=
w1 + w2
(
2
(
w1
s1
)2
+2
(
w2
s2
)2
)1/2
.
We then fix s = max(sA, sB). Then, since s ≥ sA, we have w1s1 +
w2
s2
−2ws ≥ 0, and since s ≥ sB , we
have
(
w1
s1
)2
+
(
w2
s2
)2
−2
(
w
s
)2 ≥ 0. This ensures that E(T )((w1, s1), (w2, s2))−E(T )((w, s), (w, s)) ≥
0.
Note that
(w1 + w2)
2
s2B
− (w1 + w2)
2
s2A
= 2
(
w1
s1
)2
+ 2
(
w2
s2
)2
−
(
w1
s1
+
w2
s2
)2
=
(
w1
s1
− w2
s2
)2
≥ 0.
This means that sA ≥ sB , hence s = sA. To prove that E(E)((w1, s1), (w2, s2))−E(E)((w, s), (w, s)) >
0, we need to show that:
1. w1s21 + w2s
2
2 − 2ws2 ≥ 0,
2. w1s1 +
w2
s2
− 2ws ≥ 0,
3. w21s1 + w
2
2s2 − 2w2s ≥ 0,
4. and that one of the previous inequalities is strict.
Note that by definition of s = sA, the second inequality holds.
Let us first show that w1s
2
1 + w2s
2
2 − 2ws2A ≥ 0.
(
w1
s1
+
w2
s2
)2

w1s
2
1 + w2s
2
2 − (w1 + w2)
(
w1 + w2
w1
s1
+ w2s2
)2


= w31 + w1w
2
2
(
s1
s2
)2
+ 2
w1w2
s1s2
w1s
2
1 + w
3
2 + w2w
2
1
(
s2
s1
)2
+ 2
w2w1
s1s2
w2s
2
2 − (w1 + w2)3
= w1w
2
2
(
(
s1
s2
)2
+ 2
s2
s1
− 3
)
+ w21w2
(
(
s2
s1
)2
+ 2
s1
s2
− 3
)
= w1w
2
2g
(
s1
s2
)
+ w21w2g
(
s2
s1
)
where g : u 7→ u2 + 2u − 3. It is easy to show that g is nonnegative on R⋆+: indeed, g′(u) = 2u2 (u3 − 1)
is negative over [0, 1[ and positive over ]1,∞[, and the unique minimum of g is g(1) = 0. We derive
that w1s21 + w2s
2
2 − 2ws2A ≥ 0.
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Let us now show that w21s1 + w
2
2s2 − 2w2s ≥ 0. Remember that 2w = w1 + w2.
2
(
w1
s1
+
w2
s2
)

w21s1 + w
2
2s2 −
(w1 + w2)
3
2
(
w1
s1
+ w2s2
)


= 2w31 + 2w
2
1w2
s1
s2
+ 2w32 + 2w1w
2
2
s2
s1
− (w1 + w2)3
= w31 + w
3
2 + w
2
1w2
(
2
s1
s2
− 3
)
+ w1w
2
2
(
2
s2
s1
− 3
)
Remember that we assumed without loss of generality that w1s1 ≥
w2
s2
.
2
(
w1
s1
+
w2
s2
)

w21s1 + w
2
2s2 −
(w1 + w2)
3
2
(
w1
s1
+ w2s2
)


≥w32
(
(
s1
s2
)3
+1+
(
s1
s2
)2(
2
s1
s2
−3
)
+
s1
s2
(
2
s2
s1
−3
)
)
≥3w32
(
(
s1
s2
)3
−
(
s1
s2
)2
− s1
s2
+1
)
≥3w32
(
(
s1
s2
−1
)2(s1
s2
+1
)
)
≥ 0
Let us now conclude the proof: if s1s2 6= 1, then the energy consumption of the optimal solution is
strictly greater than the one from our solution which is a contradiction. Hence we must have s1 = s2,
and w1 6= w2 (in fact, since we assumed that w1s1 ≥
w2
s2
, we must have w1 > w2). Then we can refine the
previous analysis, and obtain that w21s1 + w
2
2s2 − 2w2s > 0: again, the optimal energy consumption is
strictly greater than in our solution; this is the final contradiction and concludes the proof. 
Thanks to this result, we know that the problem with n chunks can be rewritten as follows: find s
such that
n
(
W
ns
+ TC
)
+ nλ
(
W
ns
+ TC
)2
=
W
s
+ nTC +
λ
n
(
W
s
+ nTC
)2
≤ D
in order to minimize
n
(
W
n
s2 + EC
)
+ nλ
(
W
ns
+ TC
)(
W
n
s2 + EC
)
=
(
Ws2 + nEC
)
(
1 +
λ
n
(
W
s
+ nTC
))
One can see that this reduces to the SINGLECHUNK problem with the SINGLESPEED model (Sec-
tion 8.4.1) up to the following parameter changes:
• λ← λn ,
• TC ← nTC ,
• EC ← nEC .
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If the number of chunks n is given, we can express the minimum speed such that there is a solution
with n chunks:
s0(n) = W
1 + 2λTC +
√
4λDn + 1
2(D − nTC(1 + λTC))
. (8.13)
We can verify that when D ≤ nTC(1 + λn), there is no solution, hence obtaining an upper bound
on n. Therefore, the two variables problem (with unknowns n and s) can be solved numerically.
Hard deadline
In the HARD-DEADLINE model, all results still hold, they are even easier to prove since we do not need
to introduce a second speed.
Theorem 8.2. In the optimal solution to the problem with the SINGLESPEED HARD-DEADLINE model,
all n chunks are of equal size W/n and executed at the same speed s.
Proof. The proof is similar to the one of Theorem 8.1, except we do not need to study the case where
sB > sA. 
8.5.2 Multiple speeds model
Expected deadline
In this section, we still deal with the problem of a divisible task of size W that we can split into an
arbitrary number of chunks, but using the more general MULTIPLESPEEDS model. We start by proving
that all re-execution speeds are equal:
Let us first introduce a preliminary Lemma:
Lemma 8.7 (Convexity MULTIPLECHUNKS). The problem of minimizing A0+α0x20+α1x
2
1 under the
constraint α0x0 +
α1
x1
≤ A1 where A0 is a constant, and A1, α0, α1 are positive constants, is solved when
x0 = x1, and when the constraint is tight:
α0
x0
+ α1x1 = A1.
Proof. First remark that when x1 is fixed, then according to Lemma 8.4, the constraint should be tight.
Hence this is true for the optimal solution (any optimal solution when the constraint is not tight can be
improved by reducing one of the variables).
To prove the result now that we know that the constraint is tight, it suffices to replace in the function
we wish to minimize, x0 =
α0
A1−α1x1
. Differentiating A0 + α0 ×
(
α0
A1−α1x1
)2
+ α1x
2
1 with respect to x1
gives − 2α1α
3
0
x21
(
A1−α1x1
)3 + 2α1x1. Then we obtain that the equation is minimized (by differentiating again,
we can see that the function is convex) when − 2α1α
3
0
x21
(
A1−α1x1
)3 + 2α1x1 = 0, that is −x0 + x1 = 0, hence
the result. 
Note that if A1 is non positive, then there is no solution.
Lemma 8.8. In the MULTIPLESPEEDS model, all re-execution speeds are equal in the optimal solution:
∃σ, ∀i, σi = σ, and the deadline is tight.
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Proof. This is a direct corollary of Lemma 8.7. If we consider the wi and si to be fixed, then we can
write E(T )(∪i(wi, si, σi)) = T0 +
∑
i
αi
σi
, and E(E)(∪i(wi, si, σi)) = E0 +
∑
i αiσ
2
i , where T0, E0
and αi are constant. Assuming D − T0 > 0 (otherwise there is no solution), we can apply Lemma 8.7,
then the problem is minimized when the deadline is tight, and when for all i, σi =
∑
i αi
D−T0 . 
We can now redefine
E(T )(∪i(wi, si, σi)) = T (∪i(wi, si), σ)
E(E)(∪i(wi, si, σi)) = E(∪i(wi, si), σ).
Theorem 8.3. In the MULTIPLESPEEDS model, all chunks have the same size wi = Wn , and are executed
at the same speed s, in the optimal solution.
Proof. We first prove that chunks are of equal size. Assume first, by contradiction, that the optimal
solution has two chunks of different sizes, for instance w1 < w2. These chunks are executed at speeds
s1 and s2. Thanks to Lemma 8.8, both chunks are re-executed at a same speed σ. We consider the
solution with two chunks of size w = 12(w1 +w2), executed at a same speed s (to be defined later), and
re-executed at speed σ (the value of the re-execution speed in the optimal solution). The size and speed
of the other chunks are kept the same. We show that the execution time is not greater than in the optimal
solution, while the energy consumption is strictly smaller, hence leading to the contradiction.
We have seen that
E(T )((w1, s1), (w2, s2), σ) =
w1
s1
+ TC +
w2
s2
+ TC + λ
(
w1
s1
+ TC
)
(w1
σ
+ TC
)
+ λ
(
w2
s2
+ TC
)
(w2
σ
+ TC
)
E(T )((w, s), (w, s), σ) = 2
(w
s
+ TC
)
+ 2λ
(w
s
+ TC
)(w
σ
+ TC
)
Hence,
E(T )((w1, s1), (w2, s2), σ)− E(T )((w, s), (w, s), σ) = (1 + λTC)
(
w1
s1
+
w2
s2
− 2w
s
)
+
λ
σ
(
w21
s1
+
w22
s2
− 2w
2
s
)
Similarly, we know that:
E(E)((w1, s1), (w2, s2), σ) = w1s
2
1 + EC + w2s
2
2 + EC + λ
(
w1
s1
+ TC
)
(
w1σ
2 + EC
)
+ λ
(
w2
s2
+ TC
)
(
w2σ
2 + EC
)
E(E)((w, s), (w, s), σ) = 2
(
ws2 + EC
)
+ 2λ
(w
s
+ TC
)
(
wσ2 + EC
)
,
and deduce
E(E)((w1, s1), (w2, s2), σ)− E(E)((w, s), (w, s), σ) =
(
w1s
2
1 + w2s
2
2 − 2ws2
)
+ λEC
(
w1
s1
+
w2
s2
− 2w
s
)
+ λσ2
(
w21
s1
+
w22
s2
− 2w
2
s
)
. (8.14)
138 CHAPTER 8. ENERGY-AWARE CHECKPOINTING OF DIVISIBLE TASKS
Let us now define
sA =
2w
w1
s1
+ w2s2
=
w1 + w2
w1
s1
+ w2s2
sB =
2w2
w21
s1
+
w22
s2
=
1
2
(w1 + w2)
2
w21
s1
+
w22
s2
.
We then fix s = max(sA, sB). Then, since s ≥ sA, we have w1s1 +
w2
s2
− 2ws ≥ 0, and since s ≥ sB , we
have w
2
1
s1
+
w22
s2
− 2w2s ≥ 0. This ensures that E(T )((w1, s1), (w2, s2), σ)− E(T )((w, s), (w, s), σ) ≥ 0.
To prove that E(E)((w1, s1), (w2, s2), σ) − E(E)((w, s), (w, s), σ) ≥ 0, there remains to show that
w1s
2
1 + w2s
2
2 − 2ws2 ≥ 0.
Let us first suppose that sA > sB. Then we have s = sA, and let us show that w1s21 + w2s
2
2 −
2ws2A ≥ 0:
(
w1
s1
+
w2
s2
)2

w1s
2
1 + w2s
2
2 − (w1 + w2)
(
w1 + w2
w1
s1
+ w2s2
)2


=w31 + w1w
2
2
(
s1
s2
)2
+ 2
w1w2
s1s2
w1s
2
1 + w
3
2 + w2w
2
1
(
s2
s1
)2
+ 2
w2w1
s1s2
w2s
2
2 − (w1 + w2)3
=w1w
2
2
(
(
s1
s2
)2
+ 2
s2
s1
− 3
)
+ w21w2
(
(
s2
s1
)2
+ 2
s1
s2
− 3
)
=w1w
2
2g
(
s1
s2
)
+ w21w2g
(
s2
s1
)
where g : u 7→ u2 + 2u − 3. We know from the proof of Theorem 8.1 that g is positive on R⋆+, hence
w1s
2
1 + w2s
2
2 − 2ws2A ≥ 0.
Finally, since s > sB , we have
w21
s1
+
w22
s2
−2w2s > 0, and all other terms of E(E)((w1, s1), (w2, s2), σ)−
E(E)((w, sA), (w, sA), σ) are non-negative, hence proving that the new solution is strictly better than
the optimal one, and leading to a contradiction.
Let us now suppose that sA ≤ sB. Then we have s = sB . Moreover, we have (w2 − w1)(w2s2 −
w1
s1
) ≤ 0 (this comes directly from sA ≤ sB), and since we assume that w2 > w1, w2s2 −
w1
s1
≤ 0. Let us
show that w1s21 + w2s
2
2 − 2ws2B > 0:
4
(
w21
s1
+
w22
s2
)2

w1s
2
1 + w2s
2
2 − (w1 + w2)


1
2
(w1 + w2)
2
w21
s1
+
w22
s2


2

=4w51 + 8w
3
1w
2
2
s1
s2
+ 4w1w
4
2
(
s1
s2
)2
+ 4w52 + 8w
2
1w
3
2
s2
s1
+ 4w41w2
(
s2
s1
)2
− (w1 + w2)5
=3
(
w51 + w
5
2
)
+ w31w
2
2
(
8
s1
s2
− 10
)
+ w32w
2
1
(
8
s2
s1
− 10
)
+ w1w
4
2
(
4
(
s1
s2
)2
− 5
)
+ w41w2
(
4
(
s2
s1
)2
− 5
)
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Now because w1 ≥ w2s1s2 , we can bound the last equation. Let u =
s1
s2
(and hence w1 ≥ u× w2):
4
(
w21
s1
+
w22
s2
)2

w1s
2
1 + w2s
2
2 − (w1 + w2)


1
2
(w1 + w2)
2
w21
s1
+
w22
s2


2

≥ w52
(
3
(
u5+1
)
+u3(8u−10)+u2
(
8
1
u
−10
)
+u
(
4u2−5
)
+u4
(
4
1
u2
−5
))
= w52
(
3u5 + 3u4 − 6u3 − 6u2 + 3u+ 3
)
= 3w52 (u− 1)2 (u+ 1)3 .
Since w2 > w1, 0 < u < 1, and this polynomial is strictly positive, hence we have w1s21 + w2s
2
2 −
2ws2B > 0.
Finally, we can conclude that in both cases, E(E)((w1, s1), (w2, s2), σ)−E(E)((w, sB), (w, sB), σ) >
0, so there exist a better solution with two chunks of same sizes, hence leading to a contradiction.
We had proven that all chunks have the same size. We use the same line of reasoning to prove that all
chunks are executed at a same speed s. If there are two chunks executed at speeds s1 < s2 (with w1 =
w2 = w), then we have sA = sB . Considering that s = sA, it is easy to see that w1s21+w2s
2
2−2ws2A > 0
since w1w22g
(
s1
s2
)
+ w21w2g
(
s2
s1
)
> 0. Indeed, g is null only in 1, and s1 6= s2. We exhibit a solution
strictly better, hence showing a contradiction. This concludes the proof. 
Thanks to this result, we know that the n chunks problem can be rewritten as follows: find s such
that
• Ws + nTC +
λ
n
(
W
s + nTC
) (
W
σ + nTC
)
= D,
• in order to minimize Ws2 + nEC + λn
(
W
s + nTC
) (
Wσ2 + nEC
)
.
One can see that this reduces to the SINGLECHUNK MULTIPLESPEEDS EXPECTED-DEADLINE
task problem where
• λ← λn ,
• TC ← nTC ,
• EC ← nEC ,
and allows us to write the problem to solve as a two parameters function:
(n, s) 7→Ws2 + nEC +
λ
n
(
W
s
+ nTC
)

W


λ
nW
D
W
s
+nTC
− (1 + λTC)


2
+ nEC

 , (8.15)
which can be minimized numerically.
Hard deadline
In this section, the constraint on the execution time can be written as:
∑
i
(
wi
si
+ TC +
wi
σi
+ TC
)
≤ D.
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Lemma 8.9. In the MULTIPLESPEEDS HARD-DEADLINE model with divisible chunk, the deadline
should be tight.
Proof. This result is obvious with Lemma 8.4: if we have a solution such that the deadline is not tight, if
we fix every variable but σ1 (the re-execution speed of the first task), we can improve the solution with
a tight deadline. 
Lemma 8.10. In the optimal solution, for all i, j, λ
(
wi
si
+ TC
)
σ3i = λ
(
wj
sj
+ TC
)
σ3j .
Proof. Consider any solution to our problem. Thanks to Lemma 8.9, we know that the deadline should
be tight. Let Ti and Tj be two tasks of re-execution speeds σi, σj . We show that those speed can be
optimally defined such that λ
(
wi
si
+ TC
)
σ3i = λ
(
wj
sj
+ TC
)
σ3j . Let us call ui = λ
(
wi
si
+ TC
)
and
uj = λ
(
wj
sj
+ TC
)
.
The minimization problem for those speeds can be written as A0 + uiwiσ2i + ujwjσ
2
j under the
constraint that A1 +
wi
σi
+
wj
σj
= D where neither A0 nor A1 depends on σi, σj .
Replacing σi=
wi
D−A1−
wj
σj
in the function we need to minimize, we obtain A0+uiwi
(
wi
D−A1−
wj
σj
)2
+
ujwjσ
2
j . A simple differentiation gives −2wjui
w3i
(
D−A1−
wj
σj
)3
σ2j
+ 2ujwjσj . Another differentiation
shows the convexity of the function we want to minimize. Hence one can see that the function is
minimized when ujσ3j = ui
(
wi
D−A1−
wj
σj
)3
= uiσ
3
i . 
Lemma 8.11. If we enforce the condition that the execution speeds of the chunks are all equal, and that
the re-execution speeds of the chunks are all equal, then all chunks should have same size in the optimal
solution.
Proof. This result is obvious since the problem can be reformulated as the minimization of α
∑
wi +
β
∑
w2i where neither α nor β depends on any wi, under the constraints γ
∑
wi + ζ ≤ D, and
∑
wi =
W . It is easy to see the result when there are only two chunks since there is only one variable, and the
problem generalizes well in the case of n chunks. 
We have not been able to prove a stronger result than Lemma 8.11. However we conjecture the
following result:
Conjecture 8.1. In the MULTIPLESPEEDS HARD-DEADLINE, in the optimal solution, the re-execution
speeds are identical, the deadline is tight. The re-execution speed is equal to σ = W(D−2nTC)s−W s.
Furthermore the chunks should have the same size Wn and should be executed at the same speed s.
This conjecture reduces the problem to the SINGLECHUNK MULTIPLESPEEDS problem where
• λ← λn ,
• TC ← nTC ,
• EC ← nEC ,
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and allows us to write the problem to solve as a two-parameter function:
(n, s) 7→Ws2 + nEC +
λ
n
(
W
s
+ nTC
)
(
W
(
W
(D − 2nTC)s−W
s
)2
+ nEC
)
(8.16)
which can be solved numerically.
8.6 Simulations
8.6.1 Simulation settings
We performed a large set of simulations in order to illustrate the differences between all the models
studied in this chapter, and to show upon to which extent each additional degree of freedom improves the
results, i.e., allowing for multiple speeds instead of a single speed, or for multiple smaller chunks instead
of a single large chunk. All these experiments are conducted under both constraint types, expected and
hard deadlines.
We envision reasonable settings by varying parameters within the following ranges:
• WD ∈ [0.2, 10]
• TCD ∈ [10−4, 10−2]
• EC ∈ [10−3, 103]
• λ ∈ [10−8, 1].
In addition, we set the deadline to 1. Note that since we study WD and
TC
D instead of W and TC , we
do not need to study how the variation of the deadline impacts the simulation, this is already taken into
account.
We use the Maple software to solve numerically the different minimization problems. Results are
showed from two perspectives: on the one hand (Figures 8.1 and 8.2), for a given constraint (HARD-
DEADLINE or EXPECTED-DEADLINE), we normalize all variants according to SINGLESPEED SIN-
GLECHUNK, under the considered constraint. For instance, on the plots, the energy consumed by MUL-
TIPLECHUNKS MULTIPLESPEEDS (denoted as MCMS) for HARD-DEADLINE is normalized by the
energy consumed by SINGLECHUNK SINGLESPEED (denoted as SCSS) for HARD-DEADLINE, while
the energy of MULTIPLECHUNKS SINGLESPEED (denoted as MCSS) for EXPECTED-DEADLINE is
normalized by the energy of SINGLECHUNK SINGLESPEED for EXPECTED-DEADLINE.
On the other hand (Figures 8.3 and 8.4), we study the impact of the constraint hardness on the en-
ergy consumption. For each solution form (SINGLESPEED or MULTIPLESPEEDS, and SINGLECHUNK
or MULTIPLECHUNKS), we plot the ratio energy consumed for EXPECTED-DEADLINE over energy
consumed for HARD-DEADLINE.
Note that for each figure, we plot for each function different values that depend on the different
values of TC/D (hence the vertical intervals for points where TC/D has an impact). In addition, the
lower the value of TC/D, the lower the energy consumption.
8.6.2 Comparison with single speed
At first, we observe that the results are identical for any value of W/D, up to a translation of EC (see
(W/D = 0.2, EC = 10
−3) vs. (W/D = 5, EC = 1000) on Figures 8.1 and 8.2, or see (W/D =
1, EC = 10
−3) vs. (W/D = 5, EC = 0.1) on Figures 8.1 and 8.2, for instance).
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Figure 8.1: Comparison with SINGLECHUNK SINGLESPEED.
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Figure 8.2: Comparison with SINGLECHUNK SINGLESPEED.
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Figure 8.3: Comparison HARD-DEADLINE versus EXPECTED-DEADLINE.
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Figure 8.4: Comparison HARD-DEADLINE versus EXPECTED-DEADLINE.
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Then the next observation is that for EXPECTED-DEADLINE, with a small λ (< 10−2), MULTI-
PLECHUNKS or MULTIPLESPEEDS models do not improve the energy ratio. This is due to the fact
that, in both expressions for energy and for execution time, the re-execution term is negligible relative
to the execution one, since it has a weighting factor λ. However, when λ increases, if the energy of a
checkpoint is small in front of the total work (which is the general case), we can see a huge improvement
(between 25% and 75% energy saving) with MULTIPLECHUNKS.
On the contrary, as expected, for small λ’s, re-executing at a different speed has a huge impact for
HARD-DEADLINE, where we can gain up to 75% energy when the failure rate is low. We can indeed run
at around half speed during the first execution (leading to the 1/22 = 25% saving), and at a high speed
for the second one, because the very low failure probability avoids the explosion of expected energy
consumption. For both MULTIPLECHUNKS and SINGLECHUNK, this saving ratio increases with λ (the
energy consumed by the second execution cannot be neglected any more, and both executions need
to be more balanced), the latter being more sensitive to λ. But the former is the only configuration
where TC has a significant impact: its performance decreases with TC ; still it remains strictly better than
SINGLECHUNK MULTIPLESPEEDS.
8.6.3 Comparison between EXPECTED-DEADLINE and HARD-DEADLINE
As before, the value of W/D does not change the energy ratios up to translations of EC . As expected,
the difference between the EXPECTED-DEADLINE and HARD-DEADLINE models is very important for
the SINGLESPEED variant: when the energy of the re-execution is negligible (because of the failure
rate parameter), it would be better to spend as little time as possible doing the re-execution in order to
have a speed as slow as possible for the first execution, however we are limited in the SINGLESPEED
HARD-DEADLINE model by the fact that the re-execution time is fully taken into account (its speed is
the same as the first execution, and there is no parameter λ to render it negligible).
Furthermore, when λ is minimum, MULTIPLESPEEDS consumes the same energy for EXPECTED-
DEADLINE and for HARD-DEADLINE. Indeed, as expected, the λ in the energy function makes it
possible for the re-execution speed to be maximal: it has little impact on the energy, and it is optimal for
the execution time; this way we can focus on slowing down the first execution of each chunk. For HARD-
DEADLINE, we already run the first execution at half speed, thus we cannot save more energy, even
considering EXPECTED-DEADLINE instead. When λ increases, speeds of HARD-DEADLINE cannot be
lowered but the expected execution time decreases, making room for a downgrade of the speeds in the
EXPECTED-DEADLINE problems.
8.7 Conclusion
In this chapter, we have studied the energy consumption of a divisible computational workload on
volatile platforms. In particular, we have studied the expected energy consumption under different
deadline constraints: a soft deadline (a deadline for the expected execution time), and a hard deadline (a
deadline for the worst case execution time).
We have been able to show mathematically, for all cases but one, that when using the MULTI-
PLECHUNKS model, then (i) every chunk should be equally sized; (ii) every execution speed should
be equal; and (iii) every re-execution speed should also be equal. This problem remains open in the
MULTIPLESPEEDS HARD-DEADLINE variant.
Through a set of extensive simulations, we were able to show the following: (i) when the fault pa-
rameter λ is small, for EXPECTED-DEADLINE constraints, the SINGLECHUNK SINGLESPEED model
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leads to almost optimal energy consumption. This is not true for the HARD-DEADLINE model, which ac-
counts equally for execution and re-execution, thereby leading to higher energy consumption. Therefore,
for the HARD-DEADLINE model and for small λ, the model of choice should be the SINGLECHUNK
MULTIPLESPEEDS model. When the fault parameter rate λ increases, using a single chunk is no longer
energy-efficient, and one should focus on the MULTIPLECHUNKS MULTIPLESPEEDS model for both
deadline types.
An interesting direction for future work is to extend this study to the case of an application workflow:
instead of dealing with a single divisible task, we would deal with a DAG of tasks, that could be either
divisible (checkpoints can take place anytime) or atomic (checkpoints can only take place at the end
of the execution of some tasks). Again, we can envision both soft or hard constraints on the execution
time, and we can keep the same model with a single re-execution per chunk/task, at the same speed or
possibly at a different speed. Deriving complexity results and heuristics to solve this difficult problem
is likely to be very challenging, but could have a dramatic impact to reduce the energy consumption of
many scientific applications.
148 CHAPTER 8. ENERGY-AWARE CHECKPOINTING OF DIVISIBLE TASKS
Chapter 9
Optimal checkpointing period: Time vs.
energy
9.1 Introduction
To conclude this part on energy-efficient and reliable algorithms for Exascale systems, in this last chap-
ter, we study the energy consumption of coordinated checkpointing as seen in Part I. Contrary to Chap-
ters 6, 7 and 8, we do not consider here the speed scaling technique to reduce the energy consumption of
the schedules, but we consider the power consumption of the different steps of the coordinated check-
pointing technique.
In this chapter, we investigate the trade-offs between execution time and energy consumption for
the execution of parallel applications on future Exascale systems. The optimal period T optTime given by
Young’s and Daly’s formula [124, 35] will minimize the (expected) execution time. However, this period
T optTime will not minimize the energy consumption, mainly because the fraction of power PCal spent when
computing (by the CPUs) is not the same as the fraction of power PI/O spent when checkpointing. In
particular, we revisit the work of Meneses et al. [86] for checkpoint/restart, where formulas are given to
compute the time-optimum and energy-optimum periods. However, our model is more precise: (i) we
carefully assess the impact of the power consumption required for I/O activity, which is likely to play a
key role at the Exascale; (ii) we consider non-blocking checkpointing that can be partially overlapped
with computations; (iii) we give a more accurate analysis of the consumed energy.
Main contributions. In this chapter, we provide a refined analytical model to compute both the
execution time and the consumed energy with a given checkpoint period. The model handles the case
where checkpointing activity can be non-blocking, i.e., partially overlapped with computations. We
also provide analytical formulas to approximate the optimal period for time T optTime as well as the optimal
period for energy T optEnergy, thereby refining and extending the results by Daly [35] and Meneses et al. [86]
to non-blocking checkpoints. Finally, we assess the range of time/energy trade-offs to be made by
instantiating the model with a set of realistic scenarios for Exascale systems.
9.2 Model
In this section, we introduce all the model parameters. We start by reminding parameters related to
resilience (checkpointing) seen in Part I, with some additional definitions and notations for blocking
checkpointing, before moving to parameters related to energy consumption. We present in Table 9.1 the
main notations used in this chapter.
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9.2.1 Checkpointing
We model coordinated checkpointing [29] where checkpoints are taken at regular intervals, after some
fixed amount of work-time have been performed. This corresponds to an execution partitioned into
periods of duration T . Every period, a checkpoint of length C is taken.
An important question is whether checkpoints are blocking or not. On some architectures, we may
have to stop executing the application before writing to the stable storage where the checkpoint data is
saved; in that case checkpoint is fully blocking. On other architectures, checkpoint data can be saved
on the fly into a local memory before the checkpoint is sent to the stable storage, while computation
can resume progress; in that case, checkpoints can be fully overlapped with computations. To deal with
all situations, we introduce a slow-down factor ω: during a checkpoint of duration C, the work that is
performed is ωC time units. In other words, (1 − ω)C time units are wasted due to checkpoint jitter
disrupting the progress of computation. Here, 0 ≤ ω ≤ 1 is an arbitrary parameter. The case ω = 0
corresponds to a fully blocking checkpoint, while ω = 1 corresponds to a checkpoint totally overlapped
with computations. All intermediate situations can be represented.
Next we have to account for failures. During t time units of execution, the expectation of the number
of failures is tµ , where µ is the MTBF (Mean Time Between Failures) of the platform. Remember that
if the platform is made of N identical resources whose individual mean time between failures is µind,
then µ = µindN . This relation is agnostic of the granularity of the resources, which can be anything
from a single CPU to a complex multi-core socket. When a failure strikes, there is a downtime of
length D (time to reboot the resource or set up a spare), and then a recovery of length R (time to
read the last stored checkpoint). The work executed by the application since the last checkpoint and
before the failure needs to be re-executed. Clearly, the shorter the period T , the less work to re-execute,
but also the more overhead due to frequent checkpoints in a failure-free execution. The best trade-
off when ω = 0 (blocking checkpoint) is achieved for T =
√
2C(µ−D −R) (see Chapter 1) or
T =
√
2C(µ+D +R) + C (Daly’s formula [35]). Both formulas are first-order approximations and
valid only if all checkpoint parameters C, D and R are small in front of µ (and these formulas collapse
if they become negligible). In Section 9.3, we show how to extend these formulas to the case of non-
blocking checkpoints (see also [16] for more details).
9.2.2 Energy
To compute the energy consumption of the application, we need to consider the energy consumption of
the different phases, and hence the power consumption at each time-step. To this purpose, we define:
• PStatic: this is the base power consumed when the platform is switched on.
PStatic Power consumed when platform is switched on
PCal Power consumed due to CPU overhead
PI/O Power consumed due to file I/O
PDown Power consumed when a machine is down (reboot cost for instance)
Tbase Base execution time (no failure or fault-tolerance overhead)
Tff Execution time without failures
Tfinal Total execution time
µ Platform MTBF
ω Slow down factor for computations during checkpoint
Table 9.1: Table of main notations.
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• PCal: when the platform is active, we have to consider the CPU overhead in addition to the static
power PStatic.
• PI/O: similarly, this is the power overhead due to file I/O. This supplementary power consumption
is induced by checkpointing, or when recovering from a failure.
• PDown: for coordinated checkpointing, when one processor fails, the rest of the machine stays
idle. PDown is the power consumption overhead when one machine is down, that may be incurred
for instance by rebooting the machine. In general, we let PDown = 0.
Meneses et al. [86] have a simpler model with two parameters, namely L, the base power (corre-
sponding to PStatic with our notations), and H , the maximum power (corresponding to PStatic+PCal with
our notations). They use PI/O = PDown = 0.
In Section 9.3, we show how to compute the optimal period that minimizes the energy consump-
tion. In Section 9.4, we instantiate the model with expected values for power consumption of Exascale
platforms.
9.3 Optimal checkpointing period
We consider a parallel application whose execution time is Tbase without any overhead due to the re-
silience method or the occurrence of failures. We compute the expectation Tfinal of the total execution
time (accounting both for checkpointing and for failures) in Section 9.3.1, and the expectation Efinal of
the total energy consumed during this execution of length Tfinal in Section 9.3.2. We will compute the
optimal period T that minimizes the objective, either Tfinal or Efinal.
9.3.1 Execution time
The total execution time Tfinal of the application depends on two sources of overhead. We first compute
Tff, the time taken by a fault-free execution, thereby accounting only for the overhead due to periodic
checkpointing. Then we compute Tfails, the time lost due to failures. Finally, Tfinal = Tff + Tfails. We
detail here both computations:
• The reasoning to derive Tff is simple. We need to execute a total amount of time equal to Tbase.
During each period of length T , there is an amount of time T − C where only computations take
place, and an amount of time C units executed during a period of length T is T − C + ωC =
T − (1− ω)C, and
Tff = Tbase
T
T − (1− ω)C .
• The reasoning to compute Tfails is the following. Since the mean time between two failures is µ,
the average number of failures during execution is Tfinalµ . For each failure, the time lost is expressed
as:
– D +R for downtime and recovery;
– a time ωC for the work that was done during the previous checkpoint and that has to be
redone because it was not checkpointed (because of the failure);
– with probability T−CT , the failure happens while we are not checkpointing, and the time lost
is on average A = T−C2 ;
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– otherwise, with probability CT , the failure happens while we are checkpointing, and the time
lost is on average B = T − C + C2 = T − C2 .
The time lost for each failure is
D +R+ ωC +
T − C
T
A+
C
T
B = D +R+ ωC +
T
2
.
Finally,
Tfails =
Tfinal
µ
(
D +R+ ωC +
T
2
)
.
We are now ready to express the total execution time:
Tfinal = Tff + Tfails
= Tbase
T
T − (1− ω)C +
Tfinal
µ
(
D +R+ ωC +
T
2
)
⇔ Tfinal =
T
(T − (1− ω)C)
(
1− D+R+ωC+T/2µ
)Tbase
=
T
(T − a)
(
b− T2µ
)Tbase,
where a = (1− ω)C and b = 1− D+R+ωCµ .
This equation is minimized for
T optTime =
√
2(1− ω)C(µ− (D +R+ ωC)). (9.1)
As a sanity check, when ω = 0, we obtain the expression from Chapter 1 for RFO. In the following,
we let ALGOT be the checkpointing strategy that checkpoints with period T optTime.
9.3.2 Energy consumption
In order to compute the total energy consumption of the execution, we consider the different phases
during which the different powers introduced in Section 9.2.2 are used:
• First, we consume PStatic during each time-step of the execution. Indeed, even when a node fails
and is shutdown, we still pay for the power of all the other nodes, for the cooling system, etc. The
corresponding energy cost is TfinalPStatic.
• Next, let TCal be the time during which the CPU is used, inducing a power overhead PCal. TCal
includes the base time Tbase, and Tre-exec, the time to compute the work that must be re-executed
after each failure (which we multiply by the number of failures Tfinal/µ):
– with probability T−CT , the failure does not happen during a checkpoint, and the work to
re-execute lasts A = ωC + T−C2 ;
– with probability CT , the failure happens during the execution of a checkpoint, and the work
to re-execute lasts B = ωC + T − C + ωC2 .
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We derive Tre-exec = T−CT A+ CT B, hence
Tre-exec = ωC +
T 2 − C2
2T
+
ωC2
2T
.
Finally, we have:
TCal = Tbase +
Tfinal
µ
(
ωC +
T 2 − C2
2T
+
ωC2
2T
)
.
The corresponding energy consumption is TCalPCal.
• Let TI/O be the time during which the I/O system is used, inducing a power overhead PI/O. This
time corresponds to checkpointing and recovery from failures.
– The total number of checkpoints that are taken in a fault-free execution is equal to the number
of periods, TbaseT−(1−ω)C , and the time taken by checkpoints is therefore
TbaseC
T−(1−ω)C .
– For each failure, there is an additional overhead:
1. the system needs to recover, which lasts R time-steps;
2. with probability T−CT , the failure does not happen during a checkpoint, and there is no
additional I/O overhead;
3. however, with probability CT , the failure happens during a checkpoint, and the I/O time
wasted is (in average) C2 .
Altogether, we obtain
TI/O =
TbaseC
T − (1− ω)C +
Tfinal
µ
(
R+
C2
2T
)
.
The corresponding energy consumption is TI/OPI/O.
• Finally, let TDown be the total down time, incurring a power overhead PDown. We have
TDown =
Tfinal
µ
D,
and the corresponding energy cost is TDownPDown. This term is only included for full generality,
as we expect to have PDown = 0 in most scenarios.
The final expression for the total energy consumed is
Efinal = TCalPCal + TI/OPI/O + TDownPDown + TfinalPStatic
=
(
Tbase +
Tfinal
µ
(
ωC +
T 2 − C2
2T
+
ωC2
2T
))
PCal
+
(Tfinal
µ
(
R+
C2
2T
)
+ C
Tbase
T − (1− ω)C
)
PI/O +
Tfinal
µ
DPDown + TfinalPStatic.
It is important to understand that Tfinal 6= TCal + TI/O + TDown, unless ω = 0. Indeed, CPU and I/O
activities are overlapped (and both consumed) when checkpointing. To ease the derivation of the optimal
period that minimizes Efinal, we introduce some notations and let PCal = αPStatic, PI/O = βPStatic, and
PDown = γPStatic. Re-using parameters a = (1 − ω)C and b = 1 − D+R+ωCµ from Section 9.3.1, we
obtain:
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T ′final
Tbase
=
−ab+ T 22µ
(T − a)2
(
b− T2µ
)2 , and
E ′final
PStatic
=
T ′final
µ
(
αωC+βR+γD+
αT
2
−α(1− ω)C
2
2T
+
βC2
2T
+µ
)
+
Tfinal
2µ
(
α+
α(1− ω)C2
T 2
−βC
2
T 2
)
− βCTbase
(T−(1−ω)C)2
.
Then, letting K =
(T−a)2
(
b− T
2µ
)2
PStaticTbase , we have:
KE ′final=
−ab+ T 22µ
µ
(
(αωC+βR+γD+µ)+
αT
2
+
α(1− ω)C2
2T
+
βC2
2T
)
+
(T−a)(b− T2µ)
2µ
(
α+
α(1− ω)C2−βC2
T
)
−βC
(
b− T
2µ
)2
= T 3
(
1
4µ
− 1
4µ
)
+T 2
(
αωC+βR+γD
2µ2
+
b+ a2µ
2µ
− βC
4µ2
+
1
2µ
)
+ T
(
−ab
2µ
− ab
2µ
+
βCb
µ
−2(α(1− ω)−β)C
2
4µ2
)
−βCb2
− ab (αωC+βR+γD+µ)
µ
−
(
b
2µ
− a
4µ2
)
(α(1− ω)−β)C2
+
1
T
(
(α(1− ω)−β) C
2µ
−(α(1− ω)−β) C
2µ
)
= T 2
(
αωC+βR+γD
2µ2
+
b
2µ
+
a−βC
4µ2
+
1
2µ
)
+ T
(
(βC−a)b
µ
−2(α(1− ω)−β)C
2
4µ2
)
− ab (αωC+βR+γD+µ)
µ
−βCb2
+
(
b
2µ
+
a
4µ2
)
(α(1− ω)−β)C2 .
Let T optEnergy be the only positive root of this quadratic polynomial in T : T
opt
Energy is the value that
minimizes Efinal. In the following, we let ALGOE be the checkpointing strategy that checkpoints with
period T optEnergy.
As a side note, let us emphasize the differences with the approach of Meneses et al. [86] when
restricting to the case ω = 0 (because they only consider the blocking variant). For each failure, they
consider that:
• energy lost due to re-execution is T−2C2 PCal, while we have
(
T−C
T
(
T−C
2
)
+ CT (T − C)
)
PCal =
T 2−C2
2T PCal ;
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• energy lost due to I/O is CPI/O, while we have C
2
2T PI/O.
Theses differences come from our more detailed analysis of the impact of the failure location, which can
strike either during the computation phase, or during the checkpointing phase, of the whole period.
9.4 Experiments
 1
 1.05
 1.1
 1.15
 1.2
 1.25
 1.3
 1.35
 1.4
 1.45
 1  2  3  4  5  6  7  8  9  10
E
fi
n
a
l(
T
ti
m
e
)/
E
fi
n
a
l(
T
e
n
e
rg
y
)
ρ
(µ=300)
(µ=120)
(µ=30)
 1
 1.02
 1.04
 1.06
 1.08
 1.1
 1.12
 1.14
 1.16
 1.18
 1  2  3  4  5  6  7  8  9  10
T
fi
n
a
l(
T
e
n
e
rg
y
)/
T
fi
n
a
l(
T
ti
m
e
)
ρ
Figure 9.1: Time and energy ratios as a function of ρ, with C = R = 10 min, D = 1 min, γ = 0,
ω = 1/2, and various values for µ.
In this section, we instantiate the previous model with scenarios taken from current projections for
Exascale platforms [39, 108, 111, 43]. We choose realistic values for all model parameters: this includes
all types of power consumption (PStatic, PCal, PI/O and PDown), all checkpoint parameters (C, R, D and
ω), and the platform MTBF µ. We start with a word of caution: our choices for these parameters may be
somewhat arbitrary, and do not cover the whole range of scenarios that can be investigated. However, a
key feature of our model is its robustness: as long as µ is reasonably large in front of checkpoint times,
the model is able to accurately predict the best period for execution time and for energy consumption.
The power consumption of an Exascale machine is capped to 20 Mega-watts. With 106 nodes, this
represents a nominal power of 20 watts per node. Let us express all power values in watts. A reasonable
scenario is to assume that half this power is used for operating the platform, hence to letPStatic = 10. The
overhead due to computing would represent the other half, hence PCal = 10. As for communications
and I/Os, which are expected to cost an order of magnitude more than computing [111], we take an
overhead of 100, hence PI/O = 100. A key parameter for the experimental study is the ratio
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ρ =
PStatic + PI/O
PStatic + PCal
=
1 + β
1 + α
. (9.2)
With our values, we get ρ = 5.5. Note that if we used PStatic = 5 and kept the same overheads 10
and 100 for computing and I/O respectively, we would get PCal = 10, PI/O = 100, and ρ = 7. These
two representative values of ρ (ρ = 5.5 and ρ = 7) are emphasized by vertical arrows in the plots below
on Figure 9.1. As for PDown, the power during downtime, we use PDown = 0, meaning that during
downtime we only account for the static power PStatic of the processors that are idle.
The Jaguar platform, with N = 45, 208 processors, is reported to have experienced about one
fault per day [128], which leads to an individual (processor) MTBF µind equal to
45,208
365 ≈ 125 years.
Therefore, we set the individual (processor) MTBF to µind = 125 years. Letting the total number of
processors N vary from N = 219, 150 to N = 2, 191, 500 (future Exascale platforms), the platform
MTBF µ varies from µ = 300 min (5 hours) down to µ = 30 min. The experiments use resilience
parameters that are representative of current and forthcoming large-scale platforms [43, 25]. We take
C = R = 10 min, D = 1 min, and ω = 1/2.
On Figures 9.1 and 9.2, we evaluate the impact of the ratio ρ (see Equation (9.2)) on the gain in
energy and loss in time of ALGOE with respect to ALGOT. The general trend is that using ALGOE can
lead to significant gains in energy at the price of a small increase in execution time.
We then study in Figure 9.3 the scalability of the approach on forthcoming platforms. We set the
duration of the complete checkpoint and rollback (C and R, respectively) to 1 minute, independently of
the number of processors, and we let the downtime D equal to 0.1 minutes. It is reasonable to consider
that checkpoint storage time will not increase with the number of nodes in the future, but on the contrary
will remain constant. Indeed, system designers are studying a couple of alternative approaches. One
consists of providing each computing node with local storage capability, ensuring through hardware
mechanisms that this storage will remain available during a failure of the node. Another approach
consists of using the memory of the other processors to store the checkpoint, pairing nodes as “buddies”,
thus allowing to take advantage of the high bandwidth capability of the high speed network to design a
scalable checkpoint storage mechanism [129, 91, 40, 102].
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Figure 9.2: Ratios of the different strategies with C = R = 10 min, D = 1 min, γ = 0, ω = 1/2 as a
function of µ and ρ.
The MTBF for 106 nodes is set to 2 hours, and this value scales linearly with the number of com-
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ponents. Given these parameters, Figures 9.3a and 9.3b shows (i) the execution time ratio of ALGOE
over ALGOT, and (ii) the energy consumption ratio of ALGOT over ALGOE, both as a function of the
number of nodes. Figures 9.3a and 9.3b confirm the important gain in energy that can be achieved,
namely up to 30% for a time overhead of only 12%. When the number of nodes gets very high (up to
108), then we observe that both energy and time ratios converge to 1. Indeed, when C becomes of the
order of magnitude of the MTBF, then both periods T optTime and T
opt
Energy become close to C to account for
the higher failure rate.
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(a) Time and energy ratios, as a function of the number of nodes,
when ρ = 5.5
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Figure 9.3: Ratios of total energy and time for the two period strategies, as a function of the number of
nodes, with µ = 120 min for 106 nodes, C = R = 1 min, D = 0.1 min, γ = 0, ω = 1/2.
9.5 Conclusion
In this chapter, we have provided a detailed analysis to compute the optimal checkpointing period, when
the checkpointing activity can be partially overlapped with computations. We have considered two
distinct objectives: either the goal is to minimize the total execution time, or it is to minimize the total
energy consumption. Because of the different power consumption overheads due to computations and
I/Os, we obtain different optimal periods.
We have instantiated the formulas with values derived from current and future Exascale platforms,
and we have studied the impact of the power overhead due to I/O activity on the gains in time and energy.
With current values, we can save more than 20% of energy with an MTBF of 300 min, at the price of an
increase of 10% in the execution time. The maximum gains are expected for a platform with between
106 and 107 processors (up to 30% energy savings).
Our analytical model is quite flexible and can easily be instantiated to investigate scenarios that
involve a variety of resilience and power consumption parameters.
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Conclusion
In this thesis, we have studied two of the main challenges for Exascale platforms: reliability and energy
performance. For the checkpointing techniques introduced in Part I, we proposed optimal algorithms,
while we proposed NP-completeness proofs and approximation results for the scheduling problems of
Part II. On the practical side, we implemented the algorithms presented in Part I to verify their impact on
traces of actual faults and on simulated faults. We designed many efficient polynomial-time heuristics
on general problems that were shown NP-complete beforehand. Our main contributions are stated in the
following paragraphs.
Summary
Checkpointing algorithms and fault prediction
In this first study, we assessed the impact of fault prediction on periodic checkpointing. We established
analytical conditions stating whether a fault prediction should be taken into account or not. More impor-
tantly, we proved that the optimal approach is to never trust the predictor in the beginning of a regular
period, and to always trust it in the end of the period; the cross-over point Cpp depends on the time needed
to take a proactive checkpoint and on the precision of the predictor.
We conducted simulations involving synthetic failure traces following either an Exponential distri-
bution law or a Weibull one. We also used log-based failure traces. Through this extensive experiment
setting, we established the accuracy of the model, of its analysis, and of the predicted period (in the
presence of a fault predictor). The simulations also show that even a not-so-good fault predictor can lead
to quite a significant decrease in the application execution time.
Checkpointing strategies with prediction windows
This chapter was a natural extension of the previous one. We added an interval of time to the definition
of the predictor, during which the prediction is valid. We proposed a new approach based upon two
periodic modes: a regular mode outside prediction windows, and a proactive mode inside prediction
windows, whenever the size of these windows is large enough. We were able to fully solve this problem
with results corroborated by a full set of simulations.
On the combination of silent error detection and checkpointing
In this chapter, we focused on silent data corruption errors. Contrary to fail-stop failures, such la-
tent errors cannot be detected immediately, and a mechanism to detect them must be provided. We
provided a general framework to solve, independently of the verification mechanism, the problem of
minimizing the execution time of a schedule. We instantiated the model using realistic scenarios and
application/architecture parameters.
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Energy-aware scheduling under reliability and makespan constraints
In this chapter, we aimed at minimizing the energy consumption of a DAG while enforcing two con-
straints: a prescribed bound on the execution time (or makespan), and a reliability threshold. We used
the re-execution technique coupled with the DVFS technique. We assessed the intractability of this
tri-criteria problem, even when the mapping of tasks to processors is already known. In addition, we
provided several complexity results for particular instances. Then, based on those results, we designed
and evaluated some polynomial-time heuristics for the TRI-CRIT-CONT problem, based on the failure
probability, the task weights, and the processor speeds. After running several heuristics on a wide class
of problem instances, we identified two complementary heuristics that are able to produce good results
on most instances.
Approximation algorithms for energy, reliability and makespan optimization prob-
lems
This chapter is a natural extension of the previous one as we not only considered the re-execution tech-
nique for reliability, but also the replication technique. This chapter focused on two different appli-
cations: linear chains of tasks and a set of independent tasks. For both problems, we presented effi-
cient approximation algorithms. For linear chains, we designed a fully polynomial-time approximation
scheme. However, we showed that there does not exist any constant factor approximation algorithm for
independent tasks, unless P=NP, and we were able in this case to propose an approximation algorithm
with a relaxation on the makespan constraint.
Energy-aware checkpointing of divisible tasks with soft or hard deadlines
This chapter is different from the two previous chapters as it considered divisible tasks. For divisible
tasks, the re-execution and replication techniques do not make as much sense as for atomic tasks, so
we used checkpoints to resolve the reliability issue. We also considered different kinds of deadlines:
a soft deadline and a hard deadline. For each problem instance, we proposed either an exact solution,
or a function that could be numerically optimized. Finally, we used thorough simulations to show the
efficiency of the various solutions depending on the fault parameter.
Optimal checkpointing period: time vs. energy
In the last chapter, we considered parallel scientific applications using non-blocking and periodic co-
ordinated checkpointing to enforce resilience. We provided a detailed analysis to compute the optimal
checkpointing period when the checkpointing activity can be partially overlapped with computations.
We considered two distinct objectives: either the goal is to minimize the total execution time, or to
minimize the total energy consumption. Because of the different power consumption overheads due to
computations and I/Os, we obtained different optimal periods. We instantiated the formulas with values
derived from current and future Exascale platforms, and we studied the impact of the power overhead
due to I/O activity on the gains in time and energy. With current values, we can save more than 20%
of energy with an MTBF of 300 min, at the price of an increase of 10% in the execution time. The
maximum gains are expected for a platform with between 106 and 107 processors (up to 30% energy
savings).
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Other work
In this document, we have focused on two of the main challenges for Exascale systems: reliability
and energy. However, during this thesis, we have also worked on some other challenges for Exascale
systems. We provide below a description of the studies that we have been involved with.
Implementing a systolic algorithm for QR factorization on multicore clusters with
PaRSEC [C8]
In this work, we consider the problem of algorithms for Exascale architectures: we introduce a new
systolic algorithm for QR factorization and its implementation on a supercomputing cluster of multi-
core nodes. The algorithm targets a virtual 3D-array and requires only local communications. The
implementation of the algorithm uses threads at the node level, and MPI for inter-node communications.
The complexity of the implementation is addressed with the PaRSEC software, which takes as input
a parameterized dependence graph, which is derived from the algorithm, and which only requires the
user to decide, at the high-level, on the allocation of tasks to nodes. We show that the new algorithm
exhibits competitive performance with state-of-the-art QR routines on a supercomputer called Kraken,
which shows that high-level programming environments, such as PaRSEC, provide a viable alternative
to enhance the production of quality software on complex and hierarchical architectures.
Scheduling the I/O of HPC applications under congestion [RR11]
In this work, we consider the I/O problem. A significant percentage of the computing capacity of large-
scale platforms is wasted due to interferences incurred by multiple applications that concurrently access
a shared parallel file system. One solution to handling I/O bursts in large-scale HPC systems is to
absorb them at an intermediate storage layer consisting of burst buffers. However, our analysis of the
Argonne’s Mira system shows that burst buffers cannot prevent congestion at all time. As a consequence,
I/O performance is dramatically degraded, showing in some cases a decrease in I/O throughput of 67%.
In this work, we analyze the effects of interference on application I/O bandwidth, and propose several
scheduling techniques to mitigate congestion. We show through extensive experiments that our global
I/O scheduler is able to reduce the effects of congestion, even on systems where burst buffers are used,
and can increase the overall system throughput up to 56%. We also show that it outperforms current
Mira I/O schedulers.
Co-scheduling algorithms for high-throughput workload execution [RR10]
In this work, we investigate co-scheduling algorithms for processing a set of parallel applications. In-
stead of executing each application one by one, using a maximum degree of parallelism for each of
them, we aim at scheduling concurrently several applications. We partition the original application set
into a series of packs, which are executed one by one. A pack comprises several applications, each of
them with an assigned number of processors, with the constraint that the total number of processors
assigned within a pack does not exceed the maximum number of available processors. The objective is
to determine a partition into packs, and an assignment of processors to applications that minimizes the
sum of the execution times of the packs. We thoroughly study the complexity of this optimization prob-
lem, and propose several heuristics that exhibit very good performance on a variety of workloads, whose
application execution times model profiles of parallel scientific codes. We show that co-scheduling leads
to faster workload completion time (40% improvement on average over traditional scheduling) and to
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faster response times (50% improvement). Hence co-scheduling increases system throughput and saves
energy, leading to significant benefits from both the user and system perspectives.
Power-aware replica placement in tree networks with multiple servers per client [C6]
Finally, we revisit the well-studied problem of replica placement in tree networks. Rather than mini-
mizing the number of servers needed to serve all client requests, we aim at minimizing the total power
consumed by these servers. In addition, we use the most general (and powerful) server assignment pol-
icy, where the requests of a client can be served by multiple servers located in the (unique) path from
this client to the root of the tree. We consider multi-modal servers that can operate at a set of discrete
speeds, using the dynamic voltage and frequency scaling (DVFS) technique. The optimization problem
is to determine an optimal location of the servers in the tree, as well as the speed at which each server
is operated. A major result is the NP-completeness of this problem, to be contrasted with the minimiza-
tion of the number of servers, which has polynomial complexity. Another important contribution is the
formulation of a Mixed Integer Linear Program (MILP) for the problem, together with the design of
several polynomial-time heuristics. We assess the efficiency of these heuristics by simulation. For mid-
size instances (up to 30 nodes in the tree), we evaluate their absolute performance in comparison with
the optimal solution (obtained via the MILP). The most efficient heuristics provide satisfactory results,
within 20% of the optimal solution.
Perspectives
Throughout the thesis, we pointed out at the end of each chapter some future work that remains to be
done. Those, along with the following two main directions for each part form the immediate research
that could follow the thesis in the short term. Two more topics, with greater ambitions, follow and com-
plement the work done in this thesis, in a the long term. We label these two with General perspectives
Reliability via periodic checkpointing
In the first part of the thesis, we have discussed different types of faults: fail-stop, and silent errors.
Fail-stop failures are such that when they occur, the process stops and the machine needs to be restarted
after a down time before being able to do additional work. On the other hand, silent errors are detected
only after a latency. The first interesting direction would be to create a checkpointing strategy that would
take into account these two kinds of faults depending on their respective MTBF. Furthermore, it could
be coupled with some prediction mechanism that may probably not be able to predict silent errors.
Reliable and energy-aware schedules
Most of the work presented in the second part of the thesis considers that a processor can choose any
speed in an interval [fmin, fmax]. The first direction is to extend the work done on a discrete set of
speeds. More specifically, in Chapter 6, we have designed heuristics for the TRI-CRIT-CONT model,
but we could easily adapt them to a discrete model. For a solution given by a heuristic for TRI-CRIT-
CONT, if a task should be executed at the continuous speed f , then we would execute it at the closest
discrete speed above f , while matching the execution time and reliability constraint for this task. There
remains to quantify the performance loss incurred by the latter constraints.
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General perspective: uncoordinated checkpointing
In this thesis, the primary focus for reliability was periodic coordinated checkpointing. However, coor-
dinated checkpointing has two major issues:
• global restart wastes energy since all processes are forced to rollback even in the case of a single
failure [42];
• checkpoint coordination may slow down the application execution because of the volume of I/O
data and congestion on I/O resources [95].
Because of these issues, it is not sure that coordinated checkpoint is viable at scale. An alternative
approach is the uncoordinated checkpointing method [119, 21, 57]. Bosilca et al. [16] presented hierar-
chical checkpointing. In their model, all processors do not checkpoint at the same time: they checkpoint
as a coordinated group. When a group fails, then the group needs to rollback. This leaves out the two
major issues of coordinated checkpointing. Hierarchical checkpointing also uses message logging to get
rid of the “domino effect”: if no set of checkpoints forms a consistent global state, the application has
to be restarted from the beginning in the event of a failure. It makes recovery cost unacceptable and
garbage collection complex to implement [42]. Many papers have tried to cope with this issue [57]. Few
authors have studied the impact of this technique on the energy consumption of future platforms; Diouri
et al [37] have measured the different costs incurred by the various steps of uncoordinated checkpointing,
but have not proposed any solution to minimize the energy consumption of this problem.
An interesting future direction for this thesis would be to study the impact of other fault-tolerance
techniques such as uncoordinated checkpointing on reliability and energy consumption.
General perspective: energy consumption of the interconnect technology
Another interesting future direction should be the energy consumption of the interconnect technology.
According to Biswas et al. [14], when systems grow 10 times, memory bandwidth needs to grow by
at least 20 times so that applications can run efficiently. In this thesis, we have focused mainly on
the energy consumption of the computational components of the machines. Indeed, the speed scaling
technique is a technique where we reduce the CPU clock to minimize the energy consumption of the
computation. However, the energy consumption of the interconnect technology is also one of the most
critical barriers to Exascale [1]. For instance, it is known that if we follow standard JEDEC memory
technology roadmap, the power consumption of a feasible Exascale system design (using 0.2 bytes/flop
memory bandwidth balance) will be greater than 70 MW due to memory power consumption only [111]!
This is not acceptable when Exascale systems are expected to have an energy consumption not exceeding
20 MW. Communications can occur at several levels:
• movements between processor cores and memory;
• movements between processors;
• movements between clusters.
A high-performance, energy-efficient interconnect is necessary to a future Exascale system. We need to
assess the reliability of the interconnect in addition to that of computational resources.
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