Averaged Motion of Charged Particles in a Curved Strip by Friedman, Avner & Huang, Chaocheng
Wright State University 
CORE Scholar 
Mathematics and Statistics Faculty 
Publications Mathematics and Statistics 
12-1997 
Averaged Motion of Charged Particles in a Curved Strip 
Avner Friedman 
Chaocheng Huang 
Wright State University - Main Campus, chaocheng.huang@wright.edu 
Follow this and additional works at: https://corescholar.libraries.wright.edu/math 
 Part of the Applied Mathematics Commons, Applied Statistics Commons, and the Mathematics 
Commons 
Repository Citation 
Friedman, A., & Huang, C. (1997). Averaged Motion of Charged Particles in a Curved Strip. SIAM Journal 
on Applied Mathematics, 57 (6), 1557-1587. 
https://corescholar.libraries.wright.edu/math/46 
This Article is brought to you for free and open access by the Mathematics and Statistics department at CORE 
Scholar. It has been accepted for inclusion in Mathematics and Statistics Faculty Publications by an authorized 
administrator of CORE Scholar. For more information, please contact library-corescholar@wright.edu. 
AVERAGED MOTION OF CHARGED PARTICLES IN A CURVED
STRIP∗
AVNER FRIEDMAN† AND CHAOCHENG HUANG‡
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Abstract. This paper is concerned with the motion of electrically charged particles in a “curved”
infinite strip. The system is ∆ϕ = −P, ∂2ψ/∂t2 = −∇ϕ(ψ, t), and P = P0(ψ−1)J(ψ−1) with initial
and boundary conditions, where ϕ is the electric potential, ψ is the particle trajectory, P is the charge
distribution, and J is the Jacobian. The lower boundary Γ0 of the strip is grounded. Therefore, once
a particle reaches Γ0, it loses its charge and becomes immobile. We prove existence and uniqueness of
solutions for small time. For nearly axially symmetric initial data, we also show that the solution can
be extended until the time when all the particles have migrated to Γ0. A numerical simulation based
on our model is implemented. The results indicate that particles tend to accumulate less around the
convex parts of Γ0 and more around the concave parts.
Key words. charged particles, two-phase materials, homogenization, dynamical system, con-
servation law
AMS subject classifications. Primary, 70F99, 78A35; Secondary, 35A05, 35B60, 45G15
PII. S0036139995280233
1. The model. We consider a simplified model of motion of electrically charged
spherical particles, with uniform charge and mass, in a “curved” infinite strip in Rn :
Ω = {x = (x′, xn) ∈ Rn : g (x′) < xn < 1}.
Let P (x, t) denote the mass (or charge) distribution of the particles at a point x in
Ω and time t ≥ 0, and ϕ (x, t) the electric potential. By Maxwell’s equation,
∆ϕ = −P in Ω.(1.1)
A voltage difference M is maintained between the upper boundary Γ∞ = {xn = 1}
and the lower boundary
Γ0 = {(x′, xn) : xn = g (x′) , x′ ∈ Rn−1};
thus,
ϕ = M on Γ∞(1.2)
and
ϕ = 0 on Γ0.(1.3)
The particles may collide, but collisions are assumed to be “soft” in the sense that
nothing mechanically happens when two particles move into the same spot. We also
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neglect gravity. Then the only force acting on the particles is the electric field −∇ϕ.
If we denote by ψ (x, t) the particle trajectory, then, by Newton’s law,
d2ψ (x, t)
dt2
= −∇ϕ (ψ (x, t) , t) .(1.4)
By conservation of mass we also have








, P (x, 0) = P0 (x) ,(1.5)
where P0 (x) is the initial distribution, J is the Jacobian, and ψ−1 is the inverse of
the mapping x 7→ ψ (x, t) that we require to be 1-1. Finally, we prescribe the initial
conditions
ψ (x, 0) = x, ψt (x, 0) = ψ0 (x) .(1.6)
The model (1.1)–(1.6) was developed and studied by the authors [3] in case Ω
is the entire space Rn. It was proved that a unique solution exists for a small time
interval 0 ≤ t ≤ T but, in general, not for all time (since P (x, t) may blow up in
finite time). For a class of initial data, however, the solution was proved to exist for
all time t [3].
We note that if we introduce the Eulerian variables z = ψ(x, t), ~v(z, t) = ψt(x, t),
then (1.4) becomes
~vt (z, t) + (~v · ∇z)~v (z, t) = −∇xϕ (z, t) .(1.7)
Differentiating in t the relation
J (ψ (x, t))P (z, t) = P0 (x)
(which is another way of writing (1.5)) and using the well-known formula
∂
∂t
J (ψ (x, t)) = (∇ · ~v) J (ψ (x, t)) ,
we obtain
Pt +∇ · (P~v) = 0,(1.8)
which is the standard form of conservation of mass. Although equations (1.7), (1.8)
together with (1.1) look similar to the Euler–Poisson system [5], it is difficult to work
with this form of the model, because we cannot very well account for the particles
that leave the domain Ω. We shall therefore stick to the Lagrangian variable x and
the formulation (1.1)–(1.6).
The geometry of the domain Ω and the boundary conditions (1.2), (1.3) are
motivated by a problem in electrostatic spray painting [1] [2, Chap. 4]. The surface
of the sprayer is located at Γ∞ = {xn = 1} and the workpiece (which is being painted)
is Γ0. The workpiece is grounded (ϕ = 0), whereas a potential M is maintained at Γ∞.
The potential M is chosen appropriately large in order to force the particles to move
toward Γ0 (see Remark 3.1 for the dependence of M on the initial data and Γ0; see
also (4.18) and (4.19) for a special case). The electrostatically charged paint particles
stream through Ω from Γ∞ toward Γ0 and, as they reach the workpiece Γ0, they stick
to it to form a paint layer. In the present model we assume that, once reaching Γ0,
the particles lose their electrostatic charge. We also assume that the thickness of the
layer formed by the particles that accumulate on the boundary Γ0 is small compared
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with the thickness of the strip Ω, so that the domain Ω may be assumed to be fixed in
time. Finally, and most importantly, we consider here only the submodel whereby no
new particles are injected from Γ∞ into Ω at times t > 0; i.e., all the charged particles
are already in Ω at time t = 0.
We define “finishing time” as the time after which a portion of the workpiece does
not get any more paint, and “global-finishing time” as the time when all the paint
has migrated to the workpiece.
In sections 2 and 3 we shall establish local existence and uniqueness for the system
(1.1)–(1.6) by an adaptation of the method in [3]. We shall show that the solutions
can be extended to t < T ≈ C0/
√
M. Under some conditions we shall also prove that
the solutions exist roughly up to the finishing time.
In section 4 we shall consider the case of axially symmetric data
g (x′) = 0, P0 (x) = P0 (xn) , ψ0 (x) = (0, bxn)(1.9)
and establish a global solution; i.e., the solution exists for 0 < t < T, where T is the




2 as M →∞.
In section 5 we shall consider a perturbation problem with the initial data
g(x′) = εh(x′), P0(x) = p0, ψ0(x) = 0,
where p0 is a positive constant and ε is a small parameter. Using the method of section
3 and deriving some a priori estimates, we show that there is a unique solution for




M (for large M) is the
global-finishing time for the problem with ε = 0.
In section 6 we consider for simplicity the case n = 2 and establish the asymptotic
expansion













where (ϕ0, ψ0, f0) is the solution of an axially symmetric system and (ϕ1, ψ1, f1) is
the solution of the linearized problem about (ϕ0, ψ0, f0) .
We are interested in the thickness Wε (x′) (along the normal direction to Γ0) of
the layer of the particles that have accumulated at a point (x′, xn) of the workpiece
Γ0 during the time interval 0 ≤ t ≤ Tε. Using (1.10), we can write





where W0 is a constant. In section 7 we compute numerically the solution of a
linearized problem and, in particular, the term W1 (x′). The numerical results explore
the relation of W1 (x′) to the geometry of the workpiece.
2. A general existence theorem. We anticipate that the particles will move
downward toward the workpiece Γ0. Denote by Γt the surface consisting of all points
x in Ω such that the trajectory s 7→ ψ (x, s) hits Γ0 at time t and write
Γt = {(x′, f (x′, t)) : x′ ∈ Rn−1};
i.e., f (x′, t) is the function such that its graph is Γt. Note that g (x′) ≤ f (x′, t) ≤ 1
and f (x′, 0) = g (x′) . We assume that as soon as the trajectory s 7→ ψ (x, s) hits
Γ0, it becomes inactive (i.e., immobile and with zero charge). Therefore, we need to
consider the function ψ (x, t) only for x in the closure of the domain
Ωt = {(x′, xn) : f (x′, t) < xn < 1}.
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Setting
Ωψt = ψ (Ωt, t) = {ψ(x, t) : x ∈ Ωt},
we note that the lower boundary of Ωψt is Γ0. Denote by XK the characteristic function
of a set K. We can now reformulate problem (1.1)–(1.6) more precisely: find functions
ϕ(x, t), P (x, t), ψ(x, t), and f(x′, t) satisfying
∆ϕ (x, t) = −P (x, t)XΩψt in Ω,(2.1)
ψtt (x, t) = −∇ϕ (ψ (x, t) , t) if f (x′, t) < xn < 1,(2.2)









ψn (x′, f (x′, t) , t) = g (ψ1 (x′, f (x′, t) , t) , ..., ψn−1 (x′, f (x′, t) , t)) ,(2.4)
g (x′) ≤ f (x′, t) ≤ 1,(2.5)
where ψ = (ψ1, ψ2, ..., ψn), together with the boundary conditions
ϕ = 0 on Γ0, ϕ = M on Γ∞, ϕ is bounded in Ω,(2.6)
and the initial conditions
ψ (x, 0) = x, ψt (x, 0) = ψ0 (x) , f (x′, 0) = g (x′) .(2.7)
In (2.1)–(2.7) we have implicitly assumed that ψ (x, t) is defined only in the closure
of Ωt, ψ−1 and P in (2.3) are defined in Ω
ψ
t , P in (2.1) is understood to be zero in
Ω\Ωψt , and
Ωψt ⊂ Ω, ψ (·, t) : Ωt 7−→ Ω
ψ
t is invertible.(2.8)
We shall further require that
ft (x′, t) > 0.(2.9)
This condition is motivated by the physical assumptions that the particles in Ω move
downward and that no new particles are injected from Γ∞ at time t > 0.
To prove existence and uniqueness we introduce the space Cm+α (Ω) of func-
tions in Ω for which the first m derivatives are α-Hölder continuous; the norm will
be denoted by ‖·‖Cm+α(Ω) . For any function ϕ (x, t) defined in Ω × [0, T ], we shall
briefly write ‖ϕ‖Cm+α instead of ‖ϕ (·, t)‖Cm+α(Ω) , and ∇ϕ for the spatial gradient.














, ψ0n (x) ≤ 0, ~n (y) · ψ0 (x) ≤ 0 for x ∈ Ω, y ∈ Γ0,(2.11)
where ~n is the inward normal vector to Γ0. In this and the next section we also assume,
for simplicity, that
ψ0 = 0 and P0 = 0 for |x| large.(2.12)
It is sometimes inconvenient to work directly with the function ψ (x, t) because
the domain Ωt (of its spatial variable x) varies with time t. We therefore introduce a
new function Ψ, defined in Ω× [0, T ] by
Ψ (x′, xn, t) = ψ (x′, zn, t) or ψ (x′, xn, t) = Ψ (x′, wn, t) ,(2.13)
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where
zn = f (x′, t) +
1− f (x′, t)
1− g (x′) (xn − g (x
′)) ,(2.14)
wn = g (x′) +
1− g (x′)
1− f (x′, t) (xn − f (x
′, t)) .(2.15)
Note that at t = 0, ft = (1,−∇g) · ψ0, and












Ψt = ψt +DtznDnψ, ψt = Ψt +DtwnDnΨ,(2.17)
where Di means differentiating with respect to the ith spatial variable, Dt is the
derivative in t, and Im is the identity matrix in Rm. A solution of (2.1)–(2.7) for
0 ≤ t ≤ T is said to be classical if (i) f and ∇f are continuous in Rn−1× [0, T ], (ii) P
is continuous in ∪0≤t≤T (Ωψt ×{t}), (iii) ψ, ∇ψ, ψtt are continuous in ∪0≤t≤T (Ωt×{t}),
(iv) ϕ is continuous in Ω̄× [0, T ], and (v) ∆ϕ is bounded in Ω̄× [0, T ]. In the sequel,
all solutions are understood to be classical solutions. We further require that, for any
0 ≤ t ≤ T,
f (·, t) , Ψ (·, t) ∈ C1+α and ft (·, t) , Ψt (·, t) ∈ C1+α(2.18)
in their respective domains. We shall often denote a solution simply by (ψ, f) or
(Ψ, f).
THEOREM 2.1. If (2.10)–(2.12) hold, then there exist two positive constants M0
and C0 such that for M ≥ M0 there exists a unique solution of (2.1)–(2.7) for 0 ≤
t ≤ T = C0/
√
M.
Note that in the above, M0 and C0 depend only on the initial data and Γ0 (see
Remark 3.1). The proof is given in the next section.
3. Proof of Theorem 2.1. We begin with local existence.
LEMMA 3.1. Suppose (2.10)–(2.12) hold. Then there exists a constant M1 ≥ 0
such that for M ≥ M1 there exists a unique solution to (2.1)–(2.7) for 0 ≤ t ≤ T for
some T > 0.
Proof. For any η ≥ 1, 1 ≥ T > 0, denote by K (η, T ) the set of all functions
(Ψ, f) which satisfy the following conditions:
(i) Ψ (x, t) is defined in Ω̄ × [0, T ] with values in Ω̄, and f (x′, t) is defined in
Rn−1 × [0, T ] with values in R1;
(ii) for any 0 ≤ t ≤ T, (2.18) holds and, denoting by id (x) = x,




‖f (·, t)‖C1+α , ‖ft (·, t)‖Cα , ‖Ψt (·, t)‖Cα ≤ η;
(iii) for any 0 ≤ t ≤ T, x = (x′, xn) ∈ Rn, and δ0 defined in (2.10),
ft (x′, t) > 0, f (x′, t) ≤ 1− δ0, f (x′, 0) = g (x′) ,






where zn is defined in (2.14), and
Ψn (x′, g (x′) , t) = g (Ψ1 (x′, g (x′) , t) , ...,Ψn−1 (x′, g (x′) , t)) .
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Note that in (ii) the assumption on (Ψ− id) , instead of Ψ, is to avoid technical
difficulties in handling unbounded function Ψ, since Ψ (x, 0) = x.
For any (Ψ, f) ∈ K (η, T ) , we shall define a mapping A(Ψ, f) = (Ψ̃, f̃) in such a
way that (Ψ, f) is a solution of (2.1)–(2.7) if and only if it is a fixed point of A. We
construct the mapping A in several steps.
Step 1. Given (Ψ, f) , define ψ by (2.13), P by (2.3), and ϕ by (2.1), (2.6).
Step 2. Set ϕ = ϕ1 +Mϕ2, where ϕ1, ϕ2 are bounded functions satisfying
∆ϕ1 = −PχΩψt in Ω,(3.1)
ϕ1 = 0 on Γ0 ∪ Γ∞
and
∆ϕ2 = 0 in Ω,(3.2)
ϕ2 = 0 on Γ0,





> 0 is uniformly bounded (independent of η ≥ 1). It follows








(1− g) (1− f)−1 > 0
is uniformly bounded. By the gradient estimates and the maximum principle, we
readily find that
|∇ϕ1| ≤ C1 in Ω,
∂ϕ1
∂~n
≥ 0 on Γ0,(3.3)
where C1 depends on ‖P0‖L∞ and ‖g‖C1+α , and that
∂ϕ2
∂xn
≥ C2 > 0 in Ω,
∂ϕ2
∂~n
≥ C2 on Γ0,(3.4)
where C2 depends only on ‖g‖C1+α . We now choose M1 such that C3 = M1C2−C1 >
0. It follows that
∂ϕ
∂xn
≥ C3 in Ω,
∂ϕ
∂~n
≥ C3 > 0 on Ω (Γ0) ,(3.5)
provided that M ≥ M1, where Ω (Γ0) ⊂ Ω is a small neighborhood of Γ0. By the
method in [3] we can show that ϕ1 is a C2+α function and therefore so is ϕ, and
‖ϕ‖C2+α(Ω) ≤ C (η,M) . We extend ϕ to the whole space Rn by a function ϕ̂ such
that
‖ϕ̂‖C1(Rn) ≤ C0 ‖ϕ‖C1(Ω) , ‖ϕ̂‖C2+α(Rn) ≤ C0 ‖ϕ‖C2+α(Ω) ,
where C0 depends only on ‖g‖C2+α .
Step 3. Define ψ̃ (x, t) , for any x ∈ Ω, as the unique solution of







ψ̃ (x, τ) , τ
)
dτds;(3.6)
the method of successive iterations shows that indeed there exists a unique solution
to (3.6). Set
F (x′, xn, t) = ψ̃n (x, t)− g
(
ψ̃1 (x, t) , ..., ψ̃n−1 (x, t)
)
.(3.7)
MOTION OF CHARGED PARTICLES 1563
Then

































)′ = (ψ01 , ..., ψ0n−1) . Hence, for small T > 0 (dependent on η and M),
DnF (x, t) ≥
1
2
if 0 ≤ t ≤ T.(3.8)
From the implicit function theorem it then follows that there exists a unique function
xn = f̃ (x′, t) of
F
(
x′, f̃ (x, t) , t
)
≡ 0.(3.9)
We now use (2.13) to define Ψ̃ corresponding to ψ̃, f̃ and then define A(Ψ, f) = (Ψ̃, f̃).
Step 4. We claim that
(a) g (x′) ≤ f̃ (x′, t) ≤ 1− δ0, f̃t (x′, t) > 0, and f̃ (x′, 0) = g (x′) ;
(b) ψ̃ (x, t) ∈ Ω for f̃ (x′, t) < xn < 1;
(c) (ψ̃, f̃) (hence (Ψ̃, f̃)) is independent of the particular extension ϕ̂ of ϕ.
To prove (a), we first observe that from (3.7) and (3.9) at t = 0 it follows that
f̃ (x′, 0) = g (x′) . Next we differentiate (3.7) in t to obtain
Ft (x, t) = Dtψ̃n −∇x′g ·Dtψ̃′ =
√
1 + |∇x′g|2~n ·Dtψ̃ (x, t) ,(3.10)
where ~n is the inward normal to Γ0 at (ψ̃′(x, t), g(ψ̃′(x, t))). Note that by (3.3) and
(3.6), |ψ̃(x, s) − x| ≤ TC (depending on C1 in (3.3) and M). Hence for small T,
ψ̃ (x, s) ∈ Ω (Γ0) . Differentiating (3.6) in t and taking the scalar product with the
normal ~n at xn = f̃ (x′, t) , we get





ψ̃ (x, s) , s
)
ds < 0
at xn = f̃ (x′, t) , where we used (3.5), (2.11); consequently, Ft(x′, f̃(x′, t), t) < 0.
Since, by (3.9),
(DnF ) f̃t (x′, t) + Ft
(
x′, f̃ (x′, t) , t
)
= 0,(3.11)
it follows (using also (3.8)) that f̃t > 0. Finally, since f̃ (x′, 0) = g (x′) ≤ 1− 2δ0, we
obtain g (x′) ≤ f̃ (x′, t) ≤ 1− δ0.
The assertion (b) can be verified as follows. Since F (x′, f̃(x′, t), t) ≡ 0 and
F (x′, xn, t) is strictly monotone increasing in xn, it follows that F (x′, xn, t) > 0
if xn > f̃ (x′, t) . Hence, by (3.7),




if xn > f̃ (x′, t) .
It remains to show that ψ̃n (x, t) ≤ 1 in the set f̃ (x′, t) < xn < 1. Suppose this is not






























































dτds ≤ x0n < 1 (by (3.5)),
a contradiction.
We now show (c). By (b), ψ̃ (x, t) ∈ Ω if f̃ (x′, t) ≤ xn ≤ 1, and, therefore,
ϕ̂(ψ̃(x, t), t) = ϕ(ψ̃(x, t), t). Hence for any x ∈ Ω, ψ̃ (x, t) is a solution of (2.2) for t <
min
(
t̃ (x) , T
)





xn. Suppose that ϕ̌ is another extension of ϕ. Then by the above procedure we can
define ψ̌, f̌ , and F̌ corresponding to ϕ̌. By (b), we know that ψ̌ (x, t) solves (2.2) for
t < min
(
ť (x) , T
)
. By uniqueness of the solution to (2.2) (for fixed x), we then obtain
ψ̃ (x, t) = ψ̌ (x, t) for t < min
(
t̃ (x) , ť (x)
)
. It follows (from (3.7)) that F (x′, xn, t) =
F̌ (x′, xn, t) for t ≤ min
(
t̃ (x) , ť (x)
)
and, since the solution to F (x′, xn, t) = 0 is
unique, f̃ (x′, t) = f̌ (x′, t) . We thus conclude that ψ̃ is independent of the extension
of ϕ.
Step 5. To prove that A maps K (η, T ) into itself (for small T and large η), we
need to estimate the C1+α-norms of ψ̃ and f̃ . Using the method in [3], we can show









for 0 ≤ t ≤ T , where C (η,M) depends on the initial data and on η,M . By (3.6),
(3.10), (3.11), and C1+α estimates of ψ̃t in (3.12), we also have∥∥∥∇ψ̃ (·, t)− In∥∥∥
L∞
≤ tC (η,M) ,
∥∥∥f̃t (·, t)∥∥∥
Cα
≤ C0 + tC (η,M) ,
where the constant C0 depends only on the initial data. The first inequality implies
‖∇ψ̃−1(·, t)‖L∞ ≤ tC(η,M)(1 − tC)−1. Since also ψ (x, 0) = x, if we choose η large
enough and T sufficient small (depending on η and M), then (Ψ̃, f̃) ∈ K(η, T ).








δ(m) (t) = sup
x∈Ω
∣∣∣Ψ(m+1) (x, t)−Ψ(m) (x, t)∣∣∣
+ sup
x′∈Rn−1
∣∣∣f (m+1) (x′, t)− f (m) (x′, t)∣∣∣ .
As in [3], one can show that
δ(m) (t) ≤ Cmtm |log t|m .(3.13)
Therefore, for 0 ≤ t ≤ T (T small), the sequence Ψ(m) (x, t) is uniformly convergent
as m→∞. It follows that the mapping A admits a fixed point. As in [3], one can also
establish uniqueness by slightly modifying the proof of the estimates (3.13). Clearly,
a fixed point of A is a solution to (2.1)–(2.7). Conversely, any solution to (2.1)–(2.7)
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must belong to K (η, T ) for some η and T and is a fixed point of A. This concludes
the proof of Lemma 3.1.
Proof of Theorem 2.1. For simplicity, we consider only the case ψ0 = 0 and
δ0 ≤ 1/2 (δ0 as in (2.10)). Lemma 3.1 guarantees a unique solution for small time if
M ≥M1. Suppose that (ψ, f) is a solution. Set







where id(x) = x. By slightly modifying the proof of Lemma 3.1, one sees that the
solution can be extended as long as k (t) is a priori bounded. We shall proceed to







‖∇ψ‖C1+α , where C1 is a generic
constant (depending on Ω), and Ωψt contains a strip of width ‖∇ψ−1‖−1C0‖(1−f)−1‖
−1
C0
≥ k(t)−2. From (3.2), it is easy to see that ‖ϕ2‖C2+α ≤ C1. To estimate ϕ1, we
introduce the scaled functions ϕ̃1(x, t) = ϕ1(x/k2, t), P̃ (x, t) = P (x/k2, t) (for fixed
t). Equation (3.1) then becomes ∆ϕ̃1 = k−4P̃χ(k2Ωψt ), where the region k
2Ωψt contains
















since k2Ωψt is bounded by the curves k2Γ0 and
{




‖ϕ1‖C2+α ≤ k4+2α ‖ϕ̃1‖C2+α ≤ C1k8 (τ) ln (2 + k (τ)) .
Since the solution (ψ, f) is the fixed point of the mapping A defined in the proof of
Lemma 3.1, one sees from (3.6) that





(M∇ϕ2 (ψ, τ) +∇ϕ1 (ψ, τ)) dτds.(3.14)
Hence






MD2ϕ2 (ψ, τ) +D2ϕ1 (ψ, τ)
)
∇ψ dτds.(3.15)
Analogously, since F (x′, f (x′, t) , t) = 0, where F is defined in (3.7), we have





MDnϕ2 (ψ, τ) +Dnϕ1 (ψ, τ)
)
dτds,(3.16)
where we used (2.4) and (3.14). Note that∥∥D2ϕ2 (ψ, τ)∥∥Cα ≤ C1 ∥∥D2ϕ2∥∥Cα ‖∇ψ‖C0 ≤ C1k (τ)
and ∥∥D2ϕ1 (ψ, τ)∥∥Cα ≤ ∥∥D2ϕ1∥∥Cα ‖∇ψ‖C0
≤ C1k9 (τ) ln (2 + k (τ)) ≤ C1k10 (τ) .
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By differentiating (3.16) in x′ and using (3.15) and the last two estimates, we get






Mk2 (τ) + k11 (τ)
)
dτds,(3.17)






Mk (τ) + k10 (τ)
)
dτds.(3.18)
Using (3.16) and the fact that 1− g ≥ 2δ0 (see (2.10)), we also have






Mk (τ) + k10 (τ)
)
dτds.(3.19)
From (3.18), (3.19), and the inequality
∥∥∇ψ−1∥∥
C0













Mk (τ) + k10 (τ)
)
dτds ≤ δ0.(3.20)
Combining these inequalities with (3.17) and recalling the definition of k (t) , we obtain
the inequality





Mk11 (τ) dτds ≡ h (t) ,(3.21)
as long as (3.20) is satisfied. Clearly, h′′ ≤ MC1h11 or h′ ≤ MC1th11. Solving this
differential inequality, we find that







Substituting (3.22) into (3.20), it is easy to see that (3.20) and (3.23) remain true as
long as t2 ≤ C0/M, provided M ≥M0 = max (M1, 1) , where M1 is the same constant
as in Lemma 3.1, and
C0 = 2−10C−111 δ0.
A continuity argument then completes the proof of Theorem 2.1.
Remark 3.1. One can see from the proof that M1 in Lemma 3.1 can be any
number large than C1C−12 , where C1 and C2 are obtained from certain elliptic a
priori estimates and depend also on the geometry; the dependence can be made more
specific by looking carefully into the proofs of these a priori estimates. In the case
that ψ0n (x) ≤ −σ and ~n · ψ0 ≤ −σ, σ > 0, the proof simplifies and we can choose
M1 = 0 (since (3.5) is then not needed). The constant M0 in Theorem 2.1 can be any
positive number larger than or equal to M1.
DEFINITION 3.1. We call T the finishing time if a solution of (2.1)–(2.7) exists
for t < T and limsupt→T ‖f(·, t)‖C0 = 1.
Physically, the finishing time is the moment when some particles situated initially
on the top boundary of the region have travelled all the way to the workpiece. No
more paint is deposited on some parts of the workpiece after that time.
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Remark 3.2. In general a solution may not exist for long time. For systems in
the whole space, there are examples (see [3, Theorem 7.1]) of initial data for which
the solutions do not exist beyond a finite time T0, due to the fact that Jacobian
J (ψ) degenerate as t → T0. For the special geometry of the present paper, non-
existence may result also from the loss of the C1+α regularity of f. In addition, near
the finishing time T, the thickness of Ωψt may vary sharply, and this would further
speed up development of singularities through the deterioration of C2+α-norm of the
potential ϕ1 in (3.1). It is not clear whether a singularity would occur before the
finishing time. In some special cases, existence of solutions until “very close” to the
finishing time can be proved, as will be seen in the next three sections. For general
initial data, we have the following estimates for the finishing time for large M.







∥∥D2ϕ2∥∥C0 , λ1 = infx∈ΩDnϕ2,
and ϕ2 is the solution of (3.2). Let T (M) be the maximum time of existence for the
solution. Then, for any δ > 0, there exists an M1 (δ) such that if M ≥M1 (δ) , then
lim sup
t→T (M)
‖f (x, t)‖C0 > 1− δ.(3.25)
Corollary 3.2 implies that for large M, the maximum time of existence for the
solution is almost the finishing time provided that condition (3.24) holds.
Notice that the function ϕ2 from (3.2) depends only on g (which determines the
domain Ω). In the case g = 0, ϕ2 (x) = xn and, consequently, (3.24) holds. We shall
see in section 4 that in that case, the solution exists exactly up to the finishing time
T (M) =
√
2/M and f (T (M)) = 1. By continuity, (3.24) holds if ‖g‖C2+α is small.
Notice also that by the strong maximum principle Dnϕ2 > 0 on the boundary of Ω.
Since Dnϕ2 is harmonic in Ω, it follows again by the strong maximum principle that
λ1 > 0.
Proof of Corollary 3.2. Without loss of generality, we may assume that λ0 > 0
(since otherwise ϕ2 is a linear function and, consequently, the assertion follows easily).
Choose ε > 0 and x′0 such that
λ1







From (3.15), we have
















D2ϕ2 (ψ) (I −∇ψ) dτds.
It follows (analogously to (3.18)) that
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k10 (τ) dτds ≤ ε,(3.30)
then we can compare w with ‖∇ψ − I‖C0 by means of the integral equations (3.28)
and (3.29) and conclude that














Suppose for this moment that (3.30) holds. Then for Mt2 ≤ C0 we find from
(3.31) that ‖∇ψ − I‖C0 ≤ 1 − 2ε < 1, and, consequently,
∥∥∇ψ−1∥∥
C0
≤ 1/ (2ε) . By
using once again ‖∇ψ − I‖C0 ≤ 1, we deduce from (3.27) and (3.16) (analogously to
the derivation of (3.17)) that























for Mt2 ≤ C0. Denote by T (M) the maximum time of existence; i.e., solution exists
for t < T (M) but not at t = T (M) . We claim that for any δ > 0, if M ≥M1 (δ) (M1
will be determined later), then lim supt→T (M) ‖f‖C0 > 1− δ.
Indeed, proceeding by contradiction, suppose that for t < T (M) ,
‖f‖C0 ≤ 1− δ.(3.35)
Then (1− f) ≥ δ. For simplicity, we may assume that δ ≤ ε < 1/4. It follows from
(3.33) and (3.34) that













k11 (τ) dτds ≡ h (t)
if Mt2 ≤ C0 (with assumption (3.30)). Hence h′′ ≤ C1Mh+C1h11 or h′ ≤ C1Mth+
C1th
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if Mt2 ≤ C0 and
t2 ≤ δ
10C1 (2 + δC1) e5C1C0
.(3.37)
So far we have established (3.36) under the assumptions (3.30), Mt2 ≤ C0, and
(3.37). The same continuity argument as in the proof of Theorem 2.1 deduces that
(3.36) holds if t2M ≤ C0 and M ≥M1 (δ) , where







(which guarantees (3.30) and (3.37)). Consequently, the solution can be extended as
long as t2M ≤ C0 so that T (M) >
√
C0/M. Taking t =
√
C0/M ≡ T0, it follows from
(3.16), (3.26), and (3.30) that, for x′1 = ψ
−1 (x′0, g, T0)
′ (so that ψ′ (x′1, f, t) = x
′
0),
1− f (x′1, T0) ≤ 1− g (ψ′ (x′1, f, T0))−
MT 20
2
λ1 + ε = 1− g (x′0)−
C0
2
λ1 + ε ≤ 0,
a contradiction to (3.35). This completes the proof of Corollary 3.2.
4. Axially symmetric solution. The results in sections 2 and 3 can be ex-
tended to the cases where P0 and ψ0 do not have compact supports. We shall be
interested in global solutions, that is, solutions that exist until time T when all the
particles have migrated to Γ0; i.e., P (x, T ) = 0. We first restrict our attention to
axially symmetric data, i.e.,
P0 (x) = P0 (xn) , g (x′) = 0(4.1)
and
ψ0(x) = (0, ..., 0, bnxn) , bn ≤ 0;(4.2)
in the next section we shall consider a small perturbation of such data.
Set
Ω0 = {x ∈ Rn : 0 < xn < 1} .
Since the data are axially symmetric with respect to xn-axis, we expect that the
solution will also be axially symmetric. Thus, we seek a solution in Ω0 of the form
ϕ (x, t) = ϕ1 (xn, t) +Mxn,
ψi (x, t) = xi for 1 ≤ i ≤ n− 1,
ψn (x, t) = ψn (xn, t) ,
f (x′, t) = f (t)
(4.3)
with P = P (xn, t). From equation (2.1) and the boundary conditions in (2.6),{
∆ϕ1 = −PXΩψt in Ω0,
ϕ1 = 0 on Γ0 ∪ Γ∞.
(4.4)
Hence, for xn ≤ ψn (1, t) ,
Dnϕ1 (xn, t) = A (t)−
∫ xn
0
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where we used the fact that ψn (f (t) , t) = 0; here A (t) is a function that will be
determined later on. It follows that
Dnϕ1 (xn, t) =
 A (t)−
∫ ψ−1n (xn,t)
f(t) P0 (ξ, t) dξ for 0 ≤ xn ≤ ψn (1, t) ,
A (t)−
∫ 1





= −Dnϕ (ψn, t) = −Dnϕ1 (ψn, t)−M.
Therefore, as long as the trajectory lies in Ω0,















To determine A(t) we integrate both sides of (4.5) and use the boundary conditions




















A (t)− (1− ψn (1, t))
∫ 1
f(t)













Dnψn (z, t) dz (by substituting z = ψ−1n (xn, t) ).(4.7)
From (4.6) we have, by differentiation,




Substituting this into the right-hand side of (4.7), we find the following expression for
A (t) :

















To compute ψn (1, t) we integrate (4.8) (with respect to xn) and use the fact that
ψn (f (t) , t) = 0 :
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THEOREM 4.1. Assume that bn ≤ 0, P0 ≥ 0, and P0 is continuous. Then there is
a constant M0 > 0 (depending on bn and P0) such that for any M ≥M0 there exists
a unique solution to the system (4.9)–(4.11) for 0 ≤ t ≤ T (M, bn) , and
0 ≤ f (t) ≤ 1, f ′(t) > 0 for 0 ≤ t < T (M, bn) ,
f (t)↗ 1 as t↗ T ;











2 as M −→∞,(4.13)
uniformly in bn, if bn remains bounded.
Proof. Consider first this case where DnP0 is Lipschitz continuous. By extension,
we may assume that P0 is defined for all x ∈ R1. Multiplying (4.11) by (1 + bnt) and
























= M +A (t)−
[
2bn + 2tP0 (f (t)) +
t2
2
P ′0 (f (t)) f
′ (t)
]
f ′ (t) .(4.15)
From (4.9) and (4.10), one sees that the right-hand side of (4.15) is Lipschitz con-
tinuous in f(t), f ′(t), and t. Therefore, by standard ODE theory, equation (4.15)
together with the initial conditions f (0) = f ′ (0) = 0 has a unique solution as long as
1 + bnt > 0.
Consider first the case that bn < 0. If we substitute (4.10) into (4.9) we find, after



























P0 (ξ) dξ ≥ γ



























where γ is a positive constant that will be determined later on. Then, for anyM ≥M0,
(4.17) holds for t < T0. Hence from (4.14),
f ′ (t) > 0 for 0 ≤ t ≤ T0,
and from (4.11),
f (t) ≥ γt
2
(1 + bnt)
for 0 ≤ t ≤ T0
as long as f(t) ≤ 1. It follows that if
γ ≥ 1 + bnT0
T 20
= 2b2n ,
then, for any M ≥ M0, f(t) ↗ 1 as t ↗ T (M, bn) for some T (M, bn) ≤ T0. The
solution f(t) of (4.15) determines the unique solution of (4.9)–(4.11).


















As before, if M ≥ M0 there exists a T (M, bn) ≤ T0 such that f ′ (t) > 0 for t <
T (M, bn) and
f (t)↗ 1 as t↗ T (M, bn) .









and take M0 to be the maximum of the two number M0 in (4.18) and (4.19). Then,
if M ≥M0 the assertions of the theorem follow.
We now drop the assumption that P ′0 is Lipschitz continuous. Let Pm be a
sequence of smooth functions that converge uniformly to P0. For each m, there exists
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a solution fm (t) for t ≤ T0. From (4.14), we know that fm and f ′m are uniformly
bounded. Let Am (t) denote the function A(t) corresponding to fm. It is easily seen
that
|Al (t)−Am (t)| ≤ C |fl (t)− fm (t)|+ C ‖Pl − Pm‖L∞
and, from (4.11),




|fl (τ)− fm (τ)|+ ‖Pl − Pm‖L∞
)
.
Hence for small t, fm (t) converges uniformly to a function f (t); by (4.14), f ′m(t) also
converges uniformly to f ′(t). A step-by-step argument now shows that fm (t)→ f (t)
as long as f (t) remains less than 1. By substituting t = T (M, bn) in (4.11), we find
that, since f (T ) = 1,












From (4.16), |A (t)| ≤ C + CT 2, where C depends on bn and initial data. Hence, by
(4.21), one sees that T → 0 as M → ∞. The limit (4.13) follows by taking M → ∞
in (4.21). Finally, by differentiating (4.21) with respect to M, we find(



























Since bn ≤ 0 and |A (t)| ≤ C + CT 2, we find (by using (4.13)) that for large M, the
coefficient of ∂T/∂M in (4.22) is positive. By differentiating (4.16) (with t = T ) in
M, we have |∂A (τ) /∂M | ≤ C |∂f (τ) /∂M | . It follows from (4.11) that ∂f (τ) /∂M
solves an integral equation and, consequently,∣∣∣∣∂A (τ)∂M
∣∣∣∣ ≤ C ∣∣∣∣∂f (τ)∂M
∣∣∣∣ ≤ Cτ2.
The first inequality in (4.12) follows since the left-hand side in (4.22) is negative for
large M. The second inequality can be proved analogously.
Remark 4.1. If P0 is piecewise continuous, then we can extend Theorem 4.1
by establishing existence and uniqueness of a solution f in interval (ti, ti+1) where
x = f (ti) and x = f (ti+1) are two adjacent discontinuities of P0 (x) . One can show
that f (x) is Lipschitz continuous at t = ti, and f (t) is continuously differentiable
with f ′ (t) > 0 if t 6= ti.
We next show that system (4.9)–(4.11) is equivalent to system (2.1)–(2.7) with
the data (4.1) and (4.2).
THEOREM 4.2. Let (A (t) , f (t)) be a solution of (4.9)–(4.11) established in Theo-
rem 4.1. Then the functions in (4.3) with ϕ1 and ψn defined by (4.5) and (4.6) form
the unique solution of (2.1)–(2.7).
Proof. Actually the only thing that remains to be proved is that
0 ≤ ψn (xn, t) ≤ 1 if f (tn) ≤ xn ≤ 1, 0 ≤ t ≤ T (T = T (M, bn)).(4.23)
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To prove it, we differentiate (4.10) and use (4.14), (4.20). It follows that Dtψn (1, t) ≤
0. Since ψn (1, 0) = 1 (by (4.10)), we conclude that
ψn (1, t) ≤ 1 for t ≤ T,
and, consequently, since Dnψn(xn, t) > 0 (by (4.8)), we have ψn (xn, t) ≤ 1 and
ψn(xn, t) ≥ 0 if f (t) ≤ xn ≤ 1 (since ψn (f (t) , t) = 0). This completes the proof of
(4.23).
Example 4.1. Let
bn = 0, P0 (xn) = p0X(0,1) (xn) , p0 > 0.(4.24)
Then







(xn − f (t)) ,(4.25)





































(A (τ) + p0f (τ)) dτds.(4.28)
5. A perturbed system. In the previous section we established existence of
a global solution if the domain and the initial data are axially symmetric. We now
consider system (2.1)–(2.9) in the case where
g (x′) = εh (x′) , ψt (x, 0) = 0, P0 (x) = p0,(5.1)
where ε is small, p0 > 0 is a constant, and h (x′) is a C2+α function. For simplicity,
we assume that ε > 0, h (x) ≥ 0. By slightly modifying the proof of Theorem 2.1, one
can show that there exists a unique solution (ψε, fε, ϕε) for 0 ≤ t ≤ T for some T > 0
which is independent of ε. We shall use the following notations:
Ωε = {(x′, xn) : εh (x′) < xn < 1, x′ ∈ Rn−1},
Ωεt =
{
(x′, xn) : fε (x′) < xn < 1, x′ ∈ Rn−1
}
,
Γε = {(x′, xn) : xn = εh (x′) , x′ ∈ Rn},
Γεt = {(x′, xn) : xn = fε (x′) , x′ ∈ Rn};
the set Ωψεεt is defined similarly. In this section Ω0 and Γ0 are understood as Ωε and Γε,
respectively, for ε = 0. To establish global existence, we need the following lemmas.













. For any ε small such that a+ ‖εg2‖L∞ < 1, set
Gε = {(x′, xn) : εg1 (x′) < xn < a+ εg2 (x′)},
G1 = {(x′, xn) : εg1 (x′) < xn < 1} ,
G0 = {(x′, xn) : 0 < xn < a}.
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Suppose uε is a bounded solution of
∆uε = qXGε in G1,(5.2)
uε = 0 on xn = 1, uε = b (x′) on xn = εg1 (x′) ,
where q ∈ Cα (G1) . Then there exists a positive constant ε0 (depending on g1, g2, and




(‖q‖Cα + ‖b‖C2+α) ,(5.3)
where C is a constant independent of a, b, gi, q, and ε. Moreover, if g1 ≥ 0, g2 ≤ 0, and
u0 is the solution corresponding to ε = 0, then




for 0 ≤ ε ≤ ε0.
The assumptions ε ≥ 0, g1 ≥ 0, g2 ≤ 0 are made only for the sake of simplicity
so that Gε ⊆ G0. Without these assumptions, however, (5.4) is still true provided u0
is “properly” extended to Gε.
Proof. Consider first the case a = 1/2. Choose ε0 such that |ε0gi (x′)| ≤ 1/8. For
any x′0 ∈ Rn−1, take a cut-off function r (x′) that equals 1 if |x′ − x′0| ≤ 1/4 and 0




w (x) = ω2
∫
Gε
q (ξ) r (ξ)
|x− ξ|n−2
dξ,
where the constant ω2 is chosen so that
∆w = rqXGε in G1.
By [3, Lemma 4.2],
‖w‖C2(Gε∩B1/4) + ‖w‖C2+α(Gε∩B1/4) ≤ C (‖q‖Cα + ‖b‖C2+α) .(5.5)
The function vε = uε − w satisfies
∆vε = 0 in G1 ∩B1/4.
By the maximum principle, ‖uε‖L∞ ≤ C (‖q‖L∞ + ‖b‖L∞) , and the same estimate
then holds for vε in Gε∩B1/4 (by (5.5)). It follows (by the interior Schauder estimates)
that the C2+α-norm of vε in G1∩B1/8 is bounded by C (‖q‖Cα + ‖b‖C2+α) . Therefore,
‖uε‖C2+α(Gε∩B1/8) ≤ C (‖q‖Cα + ‖b‖C2+α) .(5.6)
By the interior Schauder estimates, the same bound holds in any subsets of Gε that
satisfy dist(x, {xn = εg2 (x′)}) ≥ 1/16, and thus the assertion (5.3) is valid for a = 1/2.
To prove (5.4), we first show that
‖uε − u0‖L∞(Gε) ≤ εC (‖q‖Cα + ‖b‖C2+α) .(5.7)
Introduce a change of variables
ξ′ = x′, ξn =
xn − εg1 (x′)
1− εg1 (x′)
, ũε (ξ) = uε (x) .(5.8)
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Then ũε is defined in Ω0 and satisfies
∆ũε = εθ + q̃XG̃ε in Ω0,
ũε = 0 on xn = 1,
ũε (x′, 0) = b (x′) ,
where G̃ε is the image of Gε by the mapping (5.8), θ is a bounded function (by (5.6)),
and q̃ (ξ) ≡ q (x) that satisfies |q̃ − q| ≤ Cε. It is now easy to deduce (5.7) by Lp
estimates for the Poisson equation.
Next, for any fixed x′0, we choose a smooth function r (x
′) such that r (x′) = 1 if
|x′ − x′0| ≤ 2 and r (x′) = 0 if |x′ − x′0| ≥ 3, and set ûε = ruε, û0 = ru0. Then
∆ûε = qε + rqXGε in Ω0, ∆û0 = q0 + rqXG0 in Ω0,
where
qε = ũε∆r + 2∇ũε · ∇r, q0 = u0∆r + 2∇u0 · ∇r.
It is easily seen that
‖qε − q0‖Cα(Gε) ≤ C ‖uε − u0‖C1+α(Gε) .(5.9)
We can express both ûε and û0 as Newtonian potentials in the bounded domains
plus boundary integrals. By applying the methods in [3, section 12] (to estimate the
Newtonian potentials) and [4, Section 3] (to estimate the boundary integrals) we can
derive the bound
‖ûε − û0‖C2+α(Gε∩B2) ≤ εC (‖q‖Cα + ‖b‖C2+α) + C ‖qε − q0‖Cα(Gε) .(5.10)
There is actually a difference between the treatments in [3] and in (5.10). In [3], we
break the domain of integration Gε into two parts. One part is a ball tangent to the
boundary, whereas the measure of the remaining part is less than εC. Here we take,
instead of a ball, the intersection of Gε with a half space that is tangent to ∂Gε at a
boundary point; then the remaining region is contained in a strip of width less than
εC. The rest of the estimates are essentially the same.
From (5.9) and (5.10) it follows that
‖uε − u0‖C2+α(Gε∩B1) ≤ εC (‖q‖Cα + ‖b‖C2+α) + C ‖uε − u0‖C1+α(Gε) .
Using partition of unity, we get
‖uε − u0‖C2+α(Gε) ≤ εC (‖q‖Cα + ‖b‖C2+α) + C ‖uε − u0‖C1+α(Gε) ,
and then, by interpolation and (5.7), the estimate (5.4) (in case a = 1/2) follows.
For general a > 0, we use the scaling wε (x) = uε (2ax) . Then
∆wε = 4a2q̃XG̃ε in G1/2a,
wε = 0 on xn =
1
2a




where b̃(x′) = b(2ax′), q̃(x) = q(2ax), g̃1(x′) = g1(2ax′), G̃ε = Gε/2a. By the
maximum principle,
‖wε‖L∞ = ‖uε‖L∞ ≤ ‖b‖L∞ + C ‖q‖L∞ .
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From the proof of the case a = 1/2, we see that the estimates on the Cα-norm of
the first two derivatives remain true if we replace the domain G1 by G1/ρ for ρ ≤ 1,

















if |εg1| , |εg2| ≤ a/8 (so that Ωε is connected and of class C1+α), where w0 (x) =
u0 (2ax). Estimates (5.3) and (5.4) now follow by scaling back.
Let (ψ0, f0, ϕ0) be the global solution corresponding to ε = 0 for 0 ≤ t ≤ T0,
constructed in Example 4.1, with f0 (T0) = 1; the function ψ0 is understood to be
defined for all x in Rn by extending its nth component, as defined in (4.25), to all
xn ∈ R.
LEMMA 5.2. Suppose the solution (ψε, fε, ϕε) of (2.1)–(2.9) exists for 0 ≤ t ≤ T,
and 1 − fε (x′, t) ≥ δ for some δ > 0. Then there exists an ε0 > 0 and a constant C
such that if
ψε = ψ0 + εψ(1)ε , fε = f0 + εf
(1)
ε(5.11)









for all 0 ≤ t ≤ T.






= −∇ϕε (ψε, t) +∇ϕ0 (ψ0, t) .(5.13)
























and the boundary condition (2.6). By the estimate (5.4) of Lemma 5.1 (with g1 = h,
a = ψ0n (1, t) , g2 (x′) = ψ
(1)
n (x′, 1, t)),




where C depends only on δ. On the other hand, vε satisfies
∆vε = θεXψεΩεt
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with zero boundary conditions. Again by Lemma 5.1 and (5.14),

















Next, in view of (5.1), (2.4) becomes
ψε,n (x′, fε, t) = εh (ψ′ε (x
′, fε, t)) .








f (1)ε = εh (ψ
′
ε (x
′, fε, t))− εψ(1)ε,n (x′, fε, t) ,






Combining this with (5.17), the lemma follows.
We can now establish “global” existence for the perturbed system.
THEOREM 5.3. For any δ > 0, there exists an ε0 (δ) > 0 such that for ε ≤ ε0 (δ) ,
there exists a unique solution (ψε, fε, ϕε) of (2.1)–(2.9) with (5.1) for 0 ≤ t ≤ T0 − δ.
Furthermore, |fε − f0| ≤ C0ε.
Proof. By Theorem 2.1, there exists a unique solution for 0 ≤ t ≤ T ; T is small
and independent of ε. To extend the solution beyond t = T, we need to verify the
following conditions:
Dtψε,n (x, T ) ≤ 0 in ΩεT , ~n ·Dtψε (x, T ) ≤ 0 on Γ0,(5.18)
inf
{
|1− fε (x′, T )| : x′ ∈ Rn−1
}
≥ ω > 0,(5.19)
Dnψε,n (x, T )− ε∇x′h (ψ′ε) ·Dnψ′ε (x, T ) ≥ γ > 0;(5.20)
notice that (5.18) ensures that Dtfε > 0; (5.20) guarantees that we can solve for
fε (x′, T + t) from F = 0; and (5.19) implies that ΩεT is connected and is of class
C1+α. Inequality (5.18) holds if M is suitable large, independently of ε. Set
2ωδ = 1− f0 (T0 − δ) > 0.
By continuity, (5.19) holds for ω = ωδ if T is small (depending only on the initial
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(5.20) holds for γ = 1/2 if ε is small. We can now apply the proof of Theorem 2.1
with slight modifications (since ψε (x, T ) 6= x in general) to extend the solution to
0 ≤ t ≤ T + ∆T where ∆T is a positive number which depends only on ω, γ, and the
C1+α-norms of the data at t = T . If T + ∆T < T0 − δ, then
1− f0 (T + ∆T ) ≥ 1− f0 (T0 − δ) = 2ωδ




ε are bounded, uniformly
with respect to ε. Hence for ε small, (5.18)–(5.20) hold with ω = ωδ, γ = 1/2, at
t = T + ∆T, where ∆T is independent of ε. By applying Theorem 2.1 once again, we
can extend the solution up to 0 ≤ t ≤ T + 2∆T if ε is small enough. Repeating the
above procedure a finite number of times, we obtain a solution for 0 ≤ t ≤ T0 − δ.
Note that at each step we may need to decrease the size of ε. However, the length of
the time interval is fixed, until we reach T0 − δ.
6. Asymptotic expansion. In this section, we consider system (2.1)–(2.9) with
data (5.1) and seek a more precise asymptotic expansion than (5.11); namely,
fε (x′, t) = f0 (t) + εf (1) (x′, t) + ε2f (2)ε ,(6.1)
ψε (x, t) = ψ0 (x, t) + εψ(1) (x, t) + ε2ψ(2)ε ,(6.2)
ϕε (x, t) = ϕ0 (x, t) + εϕ(1) (x, t) + ε2ϕ(2)ε .(6.3)
For simplicity we shall work in R2, instead of Rn, and denote the point in R2 by



















(1) (ψ0 (x, t) , t)








H(x, y, t) = −Q (t)Dxψ(1)1
(
















Substituting these expressions in the system (2.1)–(2.7) and comparing the coefficients
of the ε0 and ε1 terms, we find that
d2ψ
(1)
1 (x, y, t)
dt2
= −Dxϕ(1) (ψ0, t) ,(6.6)
d2ψ
(1)




2 (x, y, t)−Dyϕ(1) (ψ0, t) ,(6.7)
ψ(1) (x, y, 0) = ψ(1)t (x, y, 0) = 0,(6.8)
∆ϕ(1) (x, y, t) =
{
−p0H (x, y, t) for 0 < y < ψ0,2 (1, t) ,
0 for ψ0,2 (1, t) < y < 1,
(6.9)
ϕ(1) (x, y, t) = − (A (t) +M)h (x) on Γε,(6.10)
ϕ(1) (x, y, t) = 0 on Γ1,(6.11)
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where A (t) is defined in (4.9). Furthermore, differentiating the relation
ψε,2 (x, fε (x, t) , t) = εh (x)ψε,1 (x, fε (x, t) , t)
with respect to ε and taking ε = 0, we get
Dyψ0,2 (f0 (t) , t) f (1) (x, t) + ψ(1) (x, f0 (t) , t) = h (x) .
Since, by (4.25), Dyψ0,2 (y, t) = Q (t)
−1
, we conclude that
f (1) (x, t) =
(
h (x)− ψ(1) (x, f0 (t) , t)
)
Q (t) .(6.12)
We have thus formally obtained a linearized system (6.5)–(6.12). We shall prove that
this system has a unique solution and that the asymptotic formulas (6.1)–(6.3) hold




ε bounded. Note that f (1) does not appear in the system (6.5)–
(6.11), and, once the system is solved, we can express f (1) in terms of ψ(1) by the
formula (6.12).
THEOREM 6.1. Let (ψ0, f0) be the solution (4.25)–(4.28) for 0 ≤ t ≤ T0 such





0 ≤ t < T0. Furthermore, ψ(1) and Dtψ(1) can be continuously extended to Ω0×[0, T0),
and ψ(1) (·, ·, t) , Dtψ(1) (·, ·, t) belong to C1+α (Ω0) .
Proof. We first fix a T1 < T0 and derive a priori estimates. Clearly, ψ0,2 (1, t)
= Q (t)−1 (1− f0 (t)) ≥ δ > 0 if 0 ≤ t ≤ T1. Hence the region
Ωψ0t = {(x, y) : 0 < y < ψ0,2 (1, t)}


















) ≤ C ∥∥∥∇ψ(1)∥∥∥
Cα(Ωt)
.








Differentiating (6.6) and (6.7) in the spatial variables and using the above estimate,






where C depends on T1, ψ0,2 (1, t) , A (t), and M.
We now proceed to prove existence for a small time interval 0 ≤ t ≤ T2. For any
ψ(1) (·, ·, t) ∈ C1+α (Ωt), 0 ≤ t ≤ T2 ≤ T1 such that ψ(1) and Dtψ(1) are continuous in
(x, y, t), we define H by (6.5) and ϕ(1) by (6.9)–(6.11). Substituting ψ(1) and ϕ(1) into
the right-hand sides of (6.6) and (6.7), we solve the left-hand sides by integration, using
the initial condition (6.8); we denote the solution by ψ̂(1) = (ψ̂(1)1 , ψ̂
(1)
2 ). By Lemma
5.1 (and the derivation of (6.13)), it is easily seen that the mapping ψ(1) 7→ ψ̂(1) is
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contraction if T2 is small. Therefore, there exists a unique fixed point, which is a
solution of the linearized problem (6.5)–(6.11) for 0 ≤ t ≤ T2.
Using (6.13), we can further extend the solution to 0 ≤ t ≤ T2 + β with β
depending only on the constant C on the right-hand side of (6.13). By a step-by-step
argument, the solution can be extended up to t = T1. Uniqueness can be proved in
the same way as in Theorem 2.1. Since T1 can be chosen arbitrarily close to T0, the
theorem follows.
Remark 6.1. By applying Lemma 5.1 to ϕx, we deduce that if q ∈ C1+α, b ∈
C3+α, then ϕ ∈ C3+α
In Theorem 5.3 we have established existence of a uniqueness solution (ψε, fε, ϕε)
for (2.1)–(2.9) for 0 ≤ t ≤ Tε, where Tε ≤ T0, Tε → T0 as ε → 0. We next wish to
justify that the formal expansions (6.1)–(6.3). It will be convenient to correspond Ψε,
Ψ0, and Ψ(1) to ψε, ψ0, and ψ(1) as in (2.13).
THEOREM 6.2. Let (ψε, fε, ϕε) be a solution of system (2.1)–(2.9) with data (5.1)
in 0 ≤ t ≤ Tε. Then there exists a constant C such that for 0 ≤ t ≤ Tε,∥∥∥fε − (f0 + εf (1))∥∥∥
C1+α
≤ Cε2,(6.14)
∥∥∥Ψε − (Ψ0 + εΨ(1))∥∥∥
C1+α
≤ Cε2.(6.15)
Proof. For simplicity, we assume that both ψε and ψ(1) are defined in Ω
ψε
εt . Then

















= −Dyϕε (ψε) +Dyϕ0 (ψ0)− p0Q (t)ψ(1)2 (x, y, t)(6.18)
+Dyϕ(1) (ψ0, t) .












= −ε2Dyϕ(2)ε (ψε) + I2,(6.20)
where
I1 = Dxϕ0 (ψ0)−Dxϕ0 (ψε) + εDxϕ(1) (ψ0)− εDxϕ(1) (ψε) ,
I2 = Dyϕ0 (ψ0)−Dyϕ0 (ψε)− εp0Qψ(1)2 + εDyϕ(1) (ψ0)− εDyϕ(1) (ψε) .
Since ϕ0 (x, y, t) = ϕ0 (y, t) ,
I1 = εDxϕ(1) (ψ0)− εDxϕ(1) (ψε) .
By (6.2),
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where C depends also on C1+µ-norm of ψε. Analogously, since D2yϕ0 (ψ0) = −p0Q
and consequently
Dyϕ0 (ψ0)−Dyϕ0 (ψε)− εp0Qψ(1)2 = −ε2p0Qψ(2)ε ,
we obtain (using the regularity of ϕ0 in Remark 6.1)














Using these estimates in (6.19) and (6.20), we find that∥∥∥ψ(2)ε (·, t)∥∥∥
C1+α(Ωεt)












We next estimate ϕ(2)ε . By (6.2),∥∥J (ψ−1ε )− J (ψ−10 )− εH∥∥Cα ≤ Cε2(∥∥∥ψ(2)ε (·, t)∥∥∥C1+α(Ωεs) + 1
)
,(6.22)
where C depends on ‖ψε (·, t)‖C1+α(Ωεt). Substituting (6.3) into (2.1) and using (6.9),









XΩψ00t − εHXΩψ00t .














which implies, in particular, the assertion (6.16). Expanding the relation
ψε,2 (x, fε) = εh (ψε,1 (x, fε))
in ε (by (6.1) and (6.2)) and using the equations
ψ0,2 (x, f0) = εh (ψ0,1 (x, f0)) ,
(Dyψ0,2) f1 + ψ
(1)
2 (x, f0) = h (ψ0,1 (x, f0)) ,
we can express f (2)ε in terms of the derivatives of ψ
(2)
ε and, by the estimate for ψ
(2)
ε
in (6.24), ∥∥∥f (2)ε (·, t)∥∥∥
C1+α
≤ C,
which is the assertion (6.14).
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7. Numerical results. In this section, we take n = 2 and compute the thickness
Wε of the layer of the particles that have accumulated along the workpiece Γε for small
ε. We are interested in the relation between the local profile of Wε and the geometry
of Γε.
The density along the boundary Γε is P (x, εh (x) , t) . By (2.3) and (6.4), the
normal thickness Wε (x) at (x, εh (x)) ∈ Γε can be written as
Wε (x) =
(
1 + ε2h (x)2
)− 12 ∫ T
0









p0Q (t) dt = const, W1 (x) =
∫ T
0
p0H (x, 0, t) dt.(7.2)
We want to compute W1 (x) .
Differentiating (6.6) and (6.7) in x and y, respectively, and introducing the func-
tions
u (x, y, t) = Dxψ
(1)
1 (x, y, t) , v (x, y, t) = Dyψ
(1)
2 (x, y, t) ,
we obtain the system
d2u (x, y, t)
dt2
= −ϕ(1)xx (x, ψ0,2 (y, t) , t) ,(7.3)
d2v (x, y, t)
dt2
= p0Q (t) v −Q (t)−1 ϕ(1)yy (x, ψ0,2 (y, t) , t) ,(7.4)
with the initial data
u (x, y, 0) = v (x, y, 0) = ut (x, y, 0) = vt (x, y, 0) = 0,(7.5)
where ϕ(1) satisfies (6.9). By (6.5)
H (x, y, t) = −Q (t)u
(




ψ−10 (x, y, t) , t
)
.(7.6)
To simplify the computation of W1 (x) we introduce the function
G (x, y, t) = −Q (t)−2H (ψ0 (x, y, t) , t) .(7.7)
Substituting H from (7.6) into (7.7), differentiating (7.7) in t, and then using (6.9),
(7.3), (7.4), we get
d2G (x, y, t)
dt2
= 2p0tut (x, y, t)(7.8)




ut (x, y, t) dt
= p0
(




(1) (ψ0, s) ds
)
.
Integrating once more and using (7.3), (7.4), we obtain











































(1) (ψ0, s) ds,(7.9)
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Since G (x, y, t) is defined only for f0 (t) < y < 1, it is more convenient to work with
another function Ĝ, defined by
Ĝ (x, y, t) = G (x, (1− f0 (t)) y + f (t) , t) , 0 < y < 1.
Equation (7.9) is equivalent to






















Equation (7.10) is supplemented by (6.9)–6.11), where








We can now express W1 in the form
W1 (x) = −p0
∫ T
0
Q (s)2 Ĝ (x, 0, s) ds.
The assumption P0 (x) = p0 means that initially we have a uniform distribution
of particles everywhere in the domain. In the problem of spray painting, initially there
are no paint particles in the domain and, for a certain period of time, say 0 ≤ t ≤ t0,
a cloud of particles with uniform distribution is injected from Γ∞ at a uniform rate.
In order to represent this situation more closely, we should replace the assumption
P0 (x) ≡ p0 by the assumption
P0 (x, y) =
{
0 if 0 ≤ y < a,
p0 if a ≤ y ≤ 1
(7.12)
for some 0 < a < 1. Note that although we do not include here continuous injection of
particles across Γ∞ for t > 0, the assumption (7.12) is an approximation to the spray
painting model with t0 proportional to a. The system (7.10), (7.11), (6.9)–(6.11) then
take the form












×D2xϕ(1) (x, ψ02 ((1− f0 (t)) y + f0 (t) , s) , s) ds,(7.13)













, if 0 < y < ψ02 (1, t) ,
0 if ψ02 (1, t) < y < 1,
(7.14)
ϕ(1) = 0 on Γ1, ϕ(1) = −(A (t) +M)h (x) on Γ0,(7.15)
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where
Q (y, t) = J (ψ0 (x, y, t))
−1
,(7.16)
A(t), f0(t), ϕ0, and ψ0 are the solutions of (4.5), (4.8)–(4.11) corresponding to (7.12).












is a constant and
W (x) = −
∫ T
0
Q (f0 (s) , s)
2
Ĝ (x, 0, s) ds.(7.18)
Since W10 is constant, we shall only be interested in computing W (x) . The
system (7.12)–(7.16) has a unique solution (the proof is similar to the system (7.10),
(7.11), (6.9)–6.11)), although we do not establish here the global existence and the
asymptotic estimates (as in sections 5 and 6) for the initial data (7.12).
Numerical computation. We now present some numerical results for W (x),
the nonconstant term of the painting thickness in (7.17). We choose M = 50, p0 =
10, a = 0.7, and then solve ODE (4.11) to get a numerical solution f0 (t) for 0 ≤
t ≤ T0 = 0.202. The function ψ02 is calculated numerically from (4.10). Since we are
particularly interested in understanding how the thickness changes near the corners

















0.54 − (x+ 0.5)4
)






0.54 − (x− 0.5)4
)
for 0.5 < x < 1,





h2 (x− 0.5) for x < 0,
1 otherwise.
(7.21)
The system (7.13), (7.14) is then solved by using the finite element method for the
Poisson equation (7.14) in the truncated rectangular domain (0, 1)×(−n, n) (for n = 5)
and by the Euler forward method for the integral equation (7.13). The computational
results show that the scheme is stable, and that the results would be the same (near
the support of hi) if n is increased. Figures 7.1–7.3 show the numerical value for W (x)
for three different workpieces with the uniform space and time meshes dx = 10−2 and
dt = T0/100, respectively; the small figures within Figures 7.1–7.3 are the rescaled
profiles of the corresponding W (x).
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FIG. 7.1. Γ0 = {y = εh(x)}, h(x) = h1(x) from (7.19).













FIG. 7.2. Γ0 = {y = εh(x)}, h(x) = h2(x) from (7.20).
Conclusion. The paint coming from y = 1 is initially uniform. The hill-shaped
geometry in Figure 7.1 is such that the electric field−∇ϕ due to the high potential
M on y = 1 and 0 on the workpiece steers the particles away from the peak point at
x = 0. Consequently, the accumulation of the paint particles at the maximum point
of the workpiece is smaller than that at the nearby slopes. The same “steering away”
from the convex corners to the nearby slopes occurs for the workpieces in Figures 7.2
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FIG. 7.3. Γ0 = {y = εh(x)}, h(x) = h3(x) from (7.21).
and 7.3. We also observe that the particles tend to accumulate around the concave
corner points.
This result is in agreement with the numerical results obtained by Ellwood and
Braslaw [1]; their method is based on a discrete model of a finite number of elastic
particles.
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