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Abstract
Let fX (t); 06t61g be a stochastic process whose range is a random Cantor-like set depend-
ing on an -sequence (0<< 1) and  is the occupation measure of X (t). In this paper we
examine the multifractal structure of  and obtain the fractal dimensions of the sets of points
of where the local dimension of  is dierent from . It is interesting to notice that the nal
results of this paper are identical to those for the occupation measure of a stable subordinator
with index , yet the stochastic process under consideration in this work is not even a Markov
process. c© 1999 Elsevier Science B.V. All rights reserved.
AMS classication: 60G55; 28A78
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1. Introduction
Given (
;F; P) := ([0; 1]N;B([0; 1])N;LN), L is the Lebesgue measure on [0; 1].
Let figi>1 be a sequence of i.i.d. random variables on the above probability space
satisfying i(!) = !i, where ! = (!1; !2; : : : ; !i; : : :), !i 2 [0; 1] and faigi>1 be an
-sequence (0<< 1) of positive numbers in the sense thatX
i>1
ai = 1; ai # 0;
X
i>1
min(ai; )  1−;
supfk: ak>g= supfk: ak > g  −: (1.1)
f(x)  g(x) on D means that there exist two constants c1; c2> 0 such that
c1g(x)6f(x)6c2g(x); 8x2D:
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Now dene
X (t) =
X
i>1
aiIf06i< tg; (A) =L(f06t61: X (t)2Ag): (1.2)
This occupation measure has been used to nd the Hausdor dimension and the
Hausdor and packing measures of a random Cantor-like set depending on the above
-sequence, see Hawkes (1984), Hu (1995 and 1996). From some known results (Hu,
1995, 1996) we have that for a.s. !,
d(; x) := lim
r#0
log B(x; r)
log r
= : (1.3)
In this paper our aim is to examine the structure of the set fx2 supp: d(; x) 6= g.
Recently, multifractal analysis has been proved to be a useful tool in the analysis of
singular measures, both in theory and applications, see, for example, Falconer (1990),
Halsey et al. (1986). Let
A;m = fx2 suppm: d(m; x) = g;
where m is an arbitrary probability measure, and
fm() = dim(A;m); Fm() = Dim(A;m);
where dim and Dim denote Hausdor and packing dimensions respectively. fA;mg>0
can be thought of as a multifractal decomposition of suppm. Actually an elaborate for-
malism has been developed to determine fm() and Fm(), see Olsen (1995), Peyriere
(1992) for example. This formalism works very well for a few types of measures for
which the spectrum function fm() has been rigorously determined and it turns out that
there exists 1<2 such that fm()=0 on [0;1)− [1; 2] and fm() is concave and
smooth on (1; 2), see Falconer (1994), Olsen (1995). Unfortunately, the formalism
breaks down for some very interesting measures, for example, the stable occupation
measures, see Hu and Taylor (1997). In this work we are going to prove that for
a.s. !,
A; = ; for  6= ;  is as dened in Eq: (1:1):
Therefore the function () (see Olsen, 1995; Peyriere, 1992) has no denition here.
Thus the formalism also breaks down in this case.
Section 2 gives the preliminary denitions and lemmas. In Section 3 we discuss the
dimensions of the set of points where the lower local dimension is . We prove that for
a.s. !, this set is the support of , which implies that the multifractal spectrum of this
set is trivial. In Section 4 we examine the set of points where the upper local dimension
is equal to  (662), say E, and obtain its lower bound of Hausdor dimension
which is (2−)= (==), while the lower bound of the packing dimension is 2−,
 and  are the same as above. The ordinary method of calculating dimensions fails
here, so we rst construct a Cantor like set contained in C  fx2 supp: the upper
local dimension of x is greater than or equal to g and then obtain the lower bound
of Hausdor dimension of this set. An easy argument gives the corresponding result
for E. In Section 5 we nd out when > 2, for a.s. !, for any point x2 supp, the
upper local dimension of x is less than . We also obtain the upper bound of Hausdor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dimension of E (662) which is the same as the lower bound, this implies E
is not dimension regular.
It is interesting to notice that though the stochastic process under consideration in
this work is far from a stable process, the nal results of this paper are identical
to those for the occupation measure of a stable subordinator with index  (see Hu
and Taylor, 1997). The proofs present more diculties because the process is lack of
independence and Markov property.
2. Preliminaries
Let us recall the denition of the random compact sets obtained by randomly ordering
the intervals complementary to [0; 1] which was rst given in Hawkes (1984). From
now on to the end of this paper we always denote the -sequence by faigi>1.
Denition 2.1. Suppose (
;F; P) = ([0; 1];B([0; 1]);L)N (L is the Lebesgue mea-
sure on [0; 1], N is the set of positive integers), and fngn>1 is a sequence of
i.i.d. random variables satisfying i(!) = !i, where ! = (!1; !2; : : :), !i 2 [0; 1]. Let
Qn(!) = fm: !m <!ng and ln(!) =
P
s2Qn(!) as. Dene
K(!) = [0; 1]−
[
n>1
Jn(!); Jn(!) = (ln(!); ln(!) + an): (2.1)
K(!) is said to be a random compact set belonging to the sequence faigi>1 and can
be thought of as the set derived by giving the complementary intervals in random order
on the line. When ai =1=3n, i=2n−1 + k, k =0; : : : ; 2n−1 − 1, n=1; 2; : : : ; faigi>1 is a
log 2=log 3-sequence and K(!) is said to be a random re-ordering of the Cantor set.
Let
(A) = (A;!) =
X
i>1
aiIfi2Ag (!): (2.2)
By Eq. (1.2) one can see that X (t)= ([0; t)) and (A)=L(f06t61: ([0; t))2Ag).
Furthermore X ([0; 1]) = K(!)(X (E) = fX (t): t 2Eg) and supp = K(!).
Denition 2.2. Let m be a probability measure on B(R)d, dene
d(m; x) = lim inf
r#0
logm(B(x; r))
log r
;
d(m; x) = lim sup
r#0
logm(B(x; r))
log r
; x2Rd;
where B(x; r) = fy2Rd: jy − xj<rg. When d(m; x) = d(m; x) a.e. [m], we say m is
a fractal measure (or dimension regular) and denote the common value as d(m; x).
d(m; x) and d(m; x) are called the lower and upper local dimensions, respectively.
The proofs of the following two lemmas are almost the same as those of Lemmas 1:2
and 1:4 in Hu (1995). Since we will use them repeatedly later, we state them here for
the convenience of the reader.
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Lemma 2.1. Let  be dened as in Eq. (2.2), > 1; there exists h0 such that
P((J )>h1=)  −; J = [0; h); h6h0; >0:
Proof. Let q(t) = maxfm: am>tg. Since
P((J )>h1=)> P
0
@ X
ai>h1=
aiIf06i< hg>h
1=
1
A
= P(9i6q(h1=) such that If06i< hg = 1)
= 1− (1− h)q(h1=);
and by Eq. (1.1) we know
c1−h−16q(h1=)6c2−h−1;
where c1 and c2 are two positive constants. It follows that, if h is small enough and 
is larger enough,
P((J )>h1=)> 1− (1− h)c1−h−1
> 1− exp(−c1−)> 12c1−:
(Note: e−2x61− x6e−x if 0< 2x< 1.)
For the other direction, let Zi = aiIf06i< hg, it is clear that
P((J )>h1=)6P
0
@ X
ai< s−1
Zi >

2
h1=
1
A+ P
0
@ X
ai>s−1
Zi >

2
h1=
1
A :
Let s= 2h−1=−1, then
P
0
@ X
ai>s−1
Zi >

2
h1=
1
A
6P(9i6q(s−1) such that If06i< hg = 1)
=1− (1− h)q(s−1) = 1− (1− h)q((1=2)h1=)
61− (1− h)2c2h−1−61− exp(−2c2−)62c2−:
When  is large enough and h is small enough. But
P
0
@ X
ai< s−1
Zi >

2
h1=
1
A6exp−t 
2
h1=

E exp
0
@t X
ai< s−1
Zi
1
A
and
E exp
0
@t X
ai< s−1
Zi
1
A = Y
ai< s−1
[1 + h(etai − 1)]
6 exp
0
@h X
ai< s−1
(etai − 1)
1
A (1 + x< ex for all x> 0)
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6 exp
0
@2h X
ai< s−1
tai
1
A (ex − 162x; if 0<x< 1)
6 exp (c3hts−1); c3> 0 is a constant:
Let t = h−1= and s= 2h−1=−1; then we obtain
P
0
@ X
ai<s−1
Zi >

2
h1=
1
A6 exp−1
2
th1= + c3hts−1

= exp

−1
2
+ c31−

:
Thus when  is large enough we have
P((J )>h1=)6c4−; c4> 0 is a constant:
We have proved the lemma.
Lemma 2.2. Let Nn be the number of dyadic intervals with length 2−n which have
non-empty intersections with K(!); then
Nn  2n:
Proof. It is clear that
Nn = 2n −
2nX
j=1
qnX
k=1
IfIj; n Jk g
= 2n −
qnX
k=1
2nX
j=1
IfIj; n Jk g;
where Jk=(tk ; tk+ak); tk=
P
i2Qk ai; Qk=fm: !m <!kg and qn=maxfm: am>1=2ng:
But
2nak − 26
2nX
j=1
IfIj; n  Jkg62
nak
and by Eq. (1.1) we have
qnX
k=1
2nak = 2n
X
ak>2−n
ak = 2n
2
41− X
ak< 2−n
ak
3
562n[1− c12−n(1−)];
qnX
k=1
(2nak − 2) = 2n
X
ak>2−n
ak − 2qn>2n(1− c22−n(1−))− c32n;
where c1> 0; c2> 0 and c3> 0 are constants. Thus
Nn  2n:
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We will use two-dimensional indices: they are Hausdor dimension dim() and
packing dimension Dim(). Readers can nd their denitions and properties in Taylor
(1987). For a subset ARd, note that
06dim(A)6Dim(A)6d: (2.3)
We denote  − m and  − p as the Hausdor measure and packing measure derived
by , respectively.
Recently, Perkins and Taylor (1998) introduced the notion of a -thin set ARd.
Let > 1; x2Rd, we say A is -thin at x if there exists a sequence frigi>1 decreasing
to zero such that
[B(x; ri)− B(x; ri )] \ A= ;:
Denition 2.3. The set ARd is said to be -thin if A is -thin at x; 8x2A.
The following lemma is from Perkins and Taylor (1998).
Lemma 2.3. Suppose AR is -thin; then Dim(A)> dim(A).
3. Dimensions of the set of points where its lower local dimension is 
By Theorem 2:1 in Hu (1995), for a xed t 2 [0; 1]; it is true that
c16 lim sup
r#0
(x − r; x + r)
r(log log 1=r)1−
6c2 a:s:;
where x = [0; t); c1; c2> 0 are constants. This tells us that d(; x) =  a:s:
On the other hand, using Theorem 1:1 in Hu (1996) we obtain
lim inf
r#0
(x − r; x + r)
r

log
1
r
1=2
= 0 a:s:
and
lim inf
r#0
(x − r; x + r)
r

log
1
r
1=2+
=1 a:s:;
where > 0 is a constant. The above results immediately give d(; x) =  a.s. Finally,
we have obtained
8t 2 [0; 1]; d(; [0; t)) =  a:s: (3.1)
Let Z = f(!; t)2
 [0; 1] : d(; [0; t)) = g. Then Eq. (3.1) and Fubini Theorem
give Z Z
Z
dP dt =
Z 1
0
dt
Z


IZ(t) dP

= 1 where Z(t) = f!: (!; t)2Zg:
Using Fubini Theorem again one obtainsZ


 Z 1
0
IY (!) dt
!
dP = 1 where Y (!) = ft: (!; t)2Zg;
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so L(Y (!)) = 1 a.s., which means
(f[0; t): t 2 [0; 1]; d(; [0; t)) = g) = 1 a:s:
We have proved the following theorem:
Theorem 3.1. Let A = fx2 supp: d(; x) = g; then for a.s. !; (A) = 1.
Lemma 3.1. For a.s. !; there exists = (!)> 0 such that when t6;
[0; t + s)− [0; s)>ct1=

log
1
t
−2=
; 8s2 [0; 1]; (3.2)
c> 0 is a constant.
Proof. It is sucient to prove that for a.s. !, there exists an integer k0 = k0(!) such
that when k>k0,
[0; s+ 2k)− [0; s)
(2−k)1=(k log 2)−2=
>1; 8s2 [0; 1):
Given k, let tk = (2−k)1=(k log 2)−2= and mk = supfn: an>tkg. One can see that
f[0; s+ 2−k)<tkg

2k−1[
i=0



i
2k
;
2i + 1
2k+1

<tk

[



2i + 1
2k+1
;
i + 1
2k

<tk


2k−1[
i=0
(Bi; k [ Ci; k)  Hk;
where
Bi; k =

!: !j 2 [0; 1]−

i
2k
;
2i + 1
2k+1

; 16j6mk

;
Ci; k =

!: !j 2 [0; 1]−

2i + 1
2k+1
;
i + 1
2k

; 16j6mk

:
Note that P(Bi; k) = P(B1; k) = P(Ci; k) = P(C1; k); 06i62k − 1: Therefore by the inde-
pendence of fig(i(!) = !i), we have
P(Hk)6 2k(P(B1; k) + P(C1; k))
6 2k  2(1− 2−k−1)c12k (klog 2)2 (mk  t−k )
6
c2
k2
; c1; c2> 0 are constants:
Thus
P
k>1 P(Ak)<1: By Borel{Cantelli Lemma we know P(lim supk!1Hk) = 0,
which implies that P(lim inf k!1Hck ) = 1, but for any s2 [0; 1],
Hck 
8<
:[0; s+ 2
−k)− [0; s)
(2−k)
1
 (k log 2)−2=
>1
9=
;  W (k; s);
so P(lim inf k!1
T
s2[0;1]W (k; s)) = 1; which gives Lemma 3.1.
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Corollary 3.1. For a.s. !; d(; x)>; 8x2 supp.
Proof. Lemma 3.1 tells us that for a.s. !, there exists  = (!)> 0 such that when
t6, we have
[0; s+ t)− [0; s)>ct1=

log
1
t
−2=
; 8s2 [0; 1];
c> 0 is a constant. Therefore (x; x + r)6c0r(log 1=r)2 (8x2 supp), when r6r0 =
r0(!) (r0 depends on ; c0> 0 is a constant). See Taylor and Wendel (1966) for the
computation in detail. Similarly (x − r; x)6c0r(log 1=r)2, 8x2 supp. Finally
log (x − r; x + r)6log
"
2c0r

log
1
r
2#
6 log r + log
"
2c0

log
1
r
2 #
;
thus for a.s. !, d(; x)>, 8x2 supp.
Lemma 3.2. Given > 0; for a.s. !; we have
lim sup
r#0
(x − r; x + r)
r+
> 0; 8x2 supp:
Proof. First we notice the fact that supp= K(!) = X ([0; 1]), where X is dened as
in Eq. (1.1).
Let Q = fs1; s2; : : :g be the set of all rational numbers in [0; 1]. Since for every !,
X (s)= [0; s) is left continuous, one can see that fxi = [0; si): i=1; 2; : : :g is dense in
supp.
By Theorem 2:1 (Hu, 1995), we know there is a subset of 
, say, 
0, such that
P(
0) = 1 and 8!2
0,
(xi; xi + 2−k
(i)
n )
(2−k
(i)
n )+
>c1 and
(xi − 2k(i)n ; xi)
(2−k
(i)
n )+
>c1; 8n;
c1> 0 is a constant. fk(i)n gn>1 depends on !, for any i.
8!2
0, if there exists x2 supp, such that
lim sup
r#0
(x − r; x + r)
r+
= 0;
then given 0<< 12c1=2
+, there exists r0 = r0(!; ) such that for every r6r0,
(x − r; x + r)6r+: (3.3)
Since fxi: i=1; : : :g is dense in supp, so for every n,
S
i (xi−2−k
(i)
n ; xi+2−k
(i)
n ) is a
covering of supp. Hence for each n, there exists i= i(n) such that x2 (xi−2−k(i)n ; xi+
2−k
(i)
n ). If x>xi, take r = x − (xi − 2k(i)n ), then
(x − r; x)> (xi − 2−k(i)n ; xi)>c1(2−k(i)n )+
> c1( 12 r)
+ > 2r+;
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if x6xi, take r = xi + 2−k
(i)
n − x, then similarly we have (x; x + r)> 2r+. Thus if
we take r = (xi + 2−k
(i)
n − x) _ (x − (xi − 2−k(i)n )), we always have
(x − r; x + r)> 2r+:
This contradicts with Eq. (3.3). Thus 8!2
0,
lim sup
r#0
(x − r; x + r)
r+
> 0; 8x2 supp:
From this lemma we immediately obtain:
Corollary 3.2. For a.s. !; d(; x)6; 8x2 supp.
Combining Corollaries 3:1 and 3:2 we nally come to our rst main theorem.
Theorem 3.2. For a.s. !; d(; x) = ; 8x2 supp.
According to Theorem 2:2 in Hu (1995), Theorem 1:2 in Hu (1996) and Theorem 3:2
we know that for a.s. !, B  fx2 supp: d(; x) = g has exact Hausdor measure
function (t)= t(log log 1=t)1− and the integral test for the packing measure of B is
 − p(B) =

0
1 a:s: according as
Z
0+
g2(t)
t
dt

<1;
=1;
where  (t) = tg(t), g(t) is a measure function. It is easy to see that dim(B) =
Dim(B) =  a.s., which means B is a.s. dimension regular.
4. The lower bound of Hausdor dimension of the set of points where upper local
dimensions equal to ; 662
Our object in this section is to examine the fractal property of C  fx2 supp:
d(; x) >g and E = fx2 supp: d(; x) = g, 662.
Lemma 4.1. There exists a positive constant c such that almost surely for all Borel
set E [0; 1]; for all measure function  ;
− m(X (E))> − m(E);
where (t) =  (ct(log 1=t)2); X is dened as in Eq. (2.2).
Proof. Using Lemma 3.1 and modifying the proof of Theorem 3:1 in Perkins and
Taylor (1987) we obtain this lemma immediately.
Theorem 4.1. dimC>(2− B)= a.s.; where 662; = =.
We only prove the theorem in the case that 2>> 1 (the other two cases are
trivial because of Theorem 3.2). In order to prove this theorem, it is sucient to
prove that there exists a Borel set T [0; 1] such that  −m(T) =1, where  (s) =
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s2=−1(log 1=s)0 (0 is to be selected later) and X (T) is a set contained in C, which
gives −m(X (T)) =1, (s) = s(2−)=(log 1=s), =2(2=− 1) + 20. Furthermore,
one can see that the set T we will construct is a -thin set. This technique was rst
introduced in Perkins and Taylor (1998).
We now construct T. Take 0 = 1=2, n = exp(−−2=bn−1 ), n>1, b will be selected
later. Let
n =
n
(log 1=n)b
; (4.1)
n =

Ij;n = [ jn; (j + 2)n); j = 0; 1; : : : ;

1
n

; n>1: (4.2)
We say [ jn; (j+2)n) is a type K interval if it satises: there exist S1; S2 such that
(j − 1)n <S1<jn, (j + 2)n <S2< (j + 3)n and jX (s) − X (t)j<1=n , jX (u) −
X (t)j>1=n , jX (s) − X (v)j>1=n , for u>S2, v6S1, s6t, s; t 2 (S1; S2]. Given a
point t in a type K interval, if we denote rn = 
1=
n , we then have
K(!) \ (B(x; rn)− B(x; rn)) = ;; x = X (t): (4.3)
Let Mn+1(I) be the number of all the type K intervals contained in I , I 2n. We
are going to show that for a.s. !, Mn+1(I)>Un+1, 8I 2n, n is large enough, and
Un+1 !1 as n !1.
Lemma 4.2. Let Bj = [ jn; (j + 1)n); j = 1; 2; : : : ; k; then
P((Bj)>1=n ; j = 1; : : : ; k)  k(1−1=)n

log
1
n
−k b
: (4.4)
Proof. We notice that(X
i6Kn
aiIfi2Bjg>
1=
n ; j = 1; : : : ; k
)
f(Bj)>1=n ; j = 1; : : : ; kg;
where Kn =maxfm: am >1=n g, and
P
 X
i6Kn
aiIfi2Bjg>
1=
n ; j = 1; : : : ; k
!
>P
0
@ k\
j=1
 
Kn[
m=1
f!: !m 2Bj; !s 2 [0; 1]− Bj; s2f1; : : : ; Kng − fmgg
!1A
=
0
@Kn
1
1
A   
0
@Kn − k + 1
1
1
A kn(1− n)Kn−k
=Kn    (Kn − k + 1)kn(1− n)Kn−k ; (4.5)
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where0
@m
n
1
A= m    (m− n+ 1)
n!
but Kn  −1=n , which is less than −1n , so (1− n)Kn−k > 1=2 (when n is large), thus
the probability is greater than c1
k(1−1=)
n (log 1=n)−k b, c1> 0 is a constant.
As for the other direction we rst dene Tn=maxfm: am > (1=2)1=n g (Tn  −1=n )
and F= fA: Af1; : : : ; kg; A 6= f1; : : : ; kgg.
One can see that
P((Bj)>1=n ; j = 1; : : : ; k)
6P
 X
i6Tn
aiIfi2Bjg>
1
2
1=n ; j = 1; : : : ; k
!
+P
 X
A2F
X
i6Tn
aiIfi2Bjg>
1
2
1=n ; j2A;
X
i >Tn
aiIfi2Bjg>
1
2
1=n ; j2f1; : : : ; kg − A
!
 N1 + N2:
Note that(X
i6Tn
aiIfi2Bjg>
1
2
1=n ; j = 1; : : : ; k
)

[
16i1 ;:::; ik6Tn
f!ij 2Bj; j = 1; : : : ; kg;
we obtain that
N16
0
@ Tn
1
1
A   
0
@ Tn − k + 1
1
1
A kn6c2(−1=n )kkn = c2k(1−1=n )

log
1
n
−k b
;
where c2> 0 is a constant only depending on k.
By the proof of Lemma 2.1 we know that for any j,
P
 X
i>Tn
aiIfi2Bjg>
1
2
1=n
!
< exp(−c3−(1−1=)1=n ); (4.6)
where c3> 0 is a constant. So N26c4
k(1−1=)
n (log 1=n)−k b (c4> 0 is a constant),
which completes the lemma.
Corollary 4.1. Dene Aj;n = fIj;n 2n is a type K intervalg; then P(Aj;n)  2(1−1=)n
(log 1=n)−2b; n is the same as in Eq. (4.2).
Proof. In fact
Aj;nfX ((j + 3)n)− X ((j + 2)n)>1=n ; X (jn)− X ((j − 1)n)>1=n g;
where X (t)=[0; t). Therefore, by Lemma 4.2, P(Aj;n)6c
2(1−1=)
n , c> 0 is a constant.
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For the other side, given 0<< 1=4,
Aj;n  fX ((+ j + 2)n)− X ((j − )n)<1=n ;
X ((j − )n)− X ((j − 1)n)>1=n ; X ((j + 3)n)
−X ((j + 2 + )n)>1=n g
 fX ((+ j + 2)n)− X ((j − )n)<1=n ;
9k1; k26Kn; (j − 1)n <!k1 < (j − )n; (+ j + 2)n <!k2 < (j + 3)ng
 Bj;n;
where Kn =maxfm: am >1=n g.
Set K 0n =maxfm: am>1=n g. Using Eq. (4.6) we have
P(X ((j + 2 + )n)− X ((j − )n)>1=n ;
9k1; k26Kn; (j − 1)n <!k1 < (j − )n; (j + 2 + )n <!k2 < (j + 3)n)
6c1

Kn
1

Kn − 1
1

K 0n − 2
1

3n
6c22(1−1=)n

log
1
n
−2b
−1n n; (Kn  −1=n ; K 0n  −1n ); (4.7)
where c1; c2> 0 are constants, and
P(9k1; k26Kn; (j − 1)n <!k1 < (j − )n;
(j + 2 + )n <!k2 < (j + 3)n)
>

Kn
1

Kn−1
1

(1− )22n(1− (1− )n)Kn−2
>c32(1−1=)n

log
1
n
−2b
; (4.8)
where c3> 0 is a constant. So Eqs. (4.7) and (4.8) imply
P(Bj;n)>c42(1−1=)n

log
1
n
−2b
;
thus we have proved this corollary.
Let Fn be the class of all type K intervals in n.
Lemma 4.3. If we denote Mn+1(I) as the number of type K intervals of Fn contained
in I 2n; then there exists a constant c> 0 such that for a.s. !;
Mn+1(I)>Un+1  c1−2=n+1

log
1
n+1
−(3=2)b
log
1
n
−b
; 8I 2n; (4.9)
where n>i0 − 1 = i0(!)− 1.
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Proof. By Corollary 4.1
EMn+1(I)  nn+1 
2(1−1=)
n+1

log
1
n+1
−2b
> 4Un+1;
for a suitable choice of c in Eq. (4.9).
Now we estimate Var(Mn+1(I)). Let Aj;n+1; Kn; K 0n be dened as in Corollary 4.1.
We choose  in Corollary 4.1 to be K 0n+1n+1. Then from Eqs. (4.7) and (4.8) we
obtain that
P(Aj;n+1)>Kn+1(Kn+1 − 1)(1− K 0n+1n+1)22n+1(1− n+1 + K 0n+12n+1)Kn+1−2
−c1Kn+1(Kn+1 − 1)(K 0n+1 − 2)3n+1(1− n+1)Kn+1−3:
c1> 0 is the same constant as in Eq. (4.7). Set tn+1 =Kn+1(Kn+1 − 1)2n+1(1− n+1 +
K 0n
2
n+1)
Kn+1−2 and sn+1 = Kn+1(Kn+1 − 1)2n+1. Note K 0n+1n+1  (log1=n+1)−b; (1 −
n+1)Kn+1>1− Kn+1n+1 and Kn+1n+1  1−1=n+1 (log1=(n+1))−b we have
P(Aj;n+1)> tn+1

(1− K 0n+1n+1)2 −
c1(K 0n+1 − 2)n+1
1− n+1 + K 0n+12n+1

> tn+1(1− (3 + 2c1)K 0n+1n+1)
= sn+1
 
1− (3 + 2c1)

log
1
n+1
−b!
(1− n+1 + K 0n+1n+1)Kn+1−1
> sn+1
 
1− (3 + 2c1)

1
n+1
−b!
(1− Kn+1n+1)
> sn+1
 
1− (3 + 2c1)

log
1
n+1
−b!
; n is large enough:
But when j − k>4 Lemma 4.2 gives
P(Aj;n+1 \ Ak;n+1)6Kn+1(Kn+1 − 1)(Kn+1 − 2)(Kn+1 − 3)4n+1 + n+1;
6 s2n+1 + n+1;
where n+1<5n+1.
The above two inequalities imply that when j − k > 4,
P(Aj;n+1 \ Ak;n+1)− P(Aj;n+1)P(Ak;n+1)6(3 + 2c1)s2n+1

log
1
n+1
−b
+ n+1:
(4.10)
Using Eq. (4.10) we have
EMn+1(I)2 − (EMn+1(I))26
X
jj−kj64
[EIAj; n+1 IAk; n+1 − EIAj; n+1EIAk; n+1 ]
+
X
jj−kj> 4
[EIAj; n+1 IAk; n+1 − EIAj; n+1EIAk; n+1 ]
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6 c2 EMn+1(I) + c02

log
1
n+1
−b
(EMn+1(I))2
+

n
n+1
2
n+1;
where c2> 0; c02 are constants.
By Chebyshev’s inequality one obtains
P(Mn+1(I)<Un+1)6c3

log
1
n+1
−(2=3)b
; c3> 0 is a constant:
Since the above I is an arbitrary interval in n, so
P
([I2nfMn+1(I)<Un+1g6 c3n

log
1
n+1
−(2=3)b
:
Choose 0<b< 1; we are going to show
X
n>1
c3
n

log
1
n+1
−(2=3)b
<1:
In fact, when n is large,
1
n

log
1
n+1
−(2=3)b
= 1=3n

log
1
n
b
<1=4n (since n # 0);
but 1=exp(−(1=2)−2=b)< e−4; 26exp(−(e−4)−2=b)6exp(−e42)< e−23 , for b< 1.
If we assume that n6exp(−2n+1), then n+16exp(−(e−2n+1)−2=b)< exp(−e2n+12)
6e−2
n+2
. So (1=n)(log 1=n+1)−b6(e−2
n+1
)1=4< 1=2n, when n is large, which implies
that
P
n>1(1=n)(log 1=n+1)
−2=3b <1.
Borel{Cantelli lemma tells us that for a.s. !, there exists i0 = i0(!) such that when
n>i0 − 1,
Mn+1(I)>Un+1; 8I 2n: (4.11)
Now we can construct the Cantor like set T. Given !2
0  f!: 9i0 = i0(!) such
that Eq. (4.11) is trueg. Choose Ui0 type K intervals from Fi0 , say I1; i0 ; : : : ; IUi0 ; i0 (the
class of this set is denoted as Gi0 ). Let F1=
SUi0
j=1 Ij; i0 . For each 16j6Ui0 , choose Ui0+1
type K intervals from Ij; i0 , denote all of them as Gi0+1  fI1; i0+1; : : : ; IUi0Ui0+1 ;i0+1g. Let
F2 =
SUi0Ui0+1
j=1 Ij; i0+1. Continuing this process we obtain a sequence of sets F1; F2; : : : .
Dene
T(!) =
\
n>1
Fn(!); !2
0; T = [0; 1]; !2
c0: (4.12)
We know that T is not empty and Eq. (4.3) tells us T is a -thin set a.s. Furthermore,
given x = X (t)2X (T), let rn = 1=n , we have
B(X (t); rn)63n = 3rn ;
so
lim sup
n!0
log B(x; rn)
log rn
>;
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thus X (T)C  fx2 supp: d(; x)>g. Now we have proved X (T) is a non-
empty -thin set contained in C.
Let  (s) = s2=−1(log1=s)0 . We will show  − m(T) =1 a.s.
Dene a sequence of random measures fi; i>0g on [0,1]: For !2
0; 0 is the unit
measure on [0; 1]; 1(Ij; i0 ) = 1=Ui0 ; j = 1; : : : ; Ui0 ; : : : ; k(Ij; i0+k) = 1=(Ui0   Ui0+k); j =
1; : : : ; Ui0Ui0+1   Ui0+k , dene  = limk!1k ;   1 if !2
c0. Let
I ( ) =
Z Z
TT
1
jx − yj2=−1(log(1=jx − yj))0 (dx) (dy)
and
Y =
Z Z
f(x;y)2TT:jx−yj>i0g
1
jx − yj2=−1(log(1=jx − yj))0 (dx) (dy):
For each !2
0; Y (!)<1. Now set
A=
[
i>i0
ni[
j=1
f(x; y)2T  T: 2j+1i>jx − yj> 2jig

[
i>i0
ni[
j=1
Gj; i;
ni satises 2ni+1i>i−1>2nii; i>i0.
Note Gj; i can be covered by at most c12jNi(Ni  Ui0Ui0+1   Ui; c1> 0 is a con-
stant) product sets in the form of Ik; i  Ik0 ; i ; Ik:i ; Ik0 ; i 2Gi and the distance between Ik; i
and Ik0 ; i is less than 2 j+1i. HenceZ Z
Gj; i
1
jx − yj2=−1(log(1=jx − yj))0 (dx) (dy)
6
c1Ni2 j
(Ni)2
1
(2 ji)2=−1(log(1=2 j+1i))0
;
therefore for !2
0,
I ( )− Y 6 c1
X
i>i0
niX
j=1
2 j
N1
 1
(2 ji)2=−1(log(1=2 ji))0
6 c2
X
i>i0
i−1=i
Ni
1
2=−1i (log1=i)0
6 c2
X
i>i0

log
1
i
−0
(Ni >Ui−1Ui)
<1;
if we choose 0> 0. This implies I ()<1 a.s., so  − m(T) =1 a.s. Finally we
have nished the proof of Theorem 4.1.
An easy argument gives:
Corollary 4.2. Let E= fx2 supp: d(; x)=g; then dim E>(2−)=; 662
and = =.
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According to Lemma 2.3 we have
Corollary 4.3. Dim(C)>Dim(E)>2−  a:s:; for 662.
5. The upper bound of Hausdor dimension of the set of points where upper local
dimensions equal to (662)
Lemma 5.1. Given 06u1<v16u2<v26   <vk6a< 1 with vi − ui =2−n(+) and
06si < ri61; i = 1; : : : ; k; then
P((a; a+ 2−n(+)]> 2−n; (ui; vi]2 [s1; r1); i = 1; : : : ; k)
6cP((a; a+ 2−n(+)]> 2−n)P((ui; vi]2 [si; ri); i = 1; : : : ; k);
c> 0 is a constant.
Proof. Dene T1 as
T1 = inf
(
m:
X
i>m
ai62−n−1
)
:
Let qn =max fk: ak > 2−n−1g, dene
A1 = f1g; : : : ; Aqn = fqng; Aqn+1 = fqn + 1; : : : ; qn + t1g;
Aqn+2 = fqn + t1 + 1; : : : ; qn + t2 + t1g; : : : ;
where t1 =inffk:
Pk
i=1 aqn+i > 2
−n−1g; t2 =inffk:
Pk
i=1 aqn+t1+i > 2
−n−1g; : : : . There
must be a unique positive integer T such thatX
j2Ai
aj > 2−n−1 for all i6T;
and X
j >max AT
aj62−n−1:
Obviously T2  maxAT>T1.
Let F = fB: B is a set of nite many positive such that max(B)6max (AT ) andP
i2B ai > 2
−n−1g. Denote T as the number of all the elements in F. Rename sets in
F− fA1; : : : ; ATg as fAT+1; : : : ; A Tg.
Let Gm = fB: B is a set of nite many integers such that
P
j2B aj 2 [sm; rm) andP
j >max (B) aj +
P
j2B aj < rmg  fBm;j: j = 1; : : :g; m= 1; : : : ; k.
By the denition of T one can see that
f(a; a+ 2−n(+)]> 2−ng 
(
T2X
i=1
aiIfi2(a;a+2−n(+)]g> 2
−n−1
)
=
T[
j=1
f!: i(!)2 (a; a+ 2−n(+)]; i2Ajg
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
T[
j=1
Cj =
T[
j=1
Dj; (5.1)
where D1 = C1; Dj = Cj −
Sj−1
i=1 Ci; j>2.
It is also easy to see that
f(um; vm]2 [sm; rm)g=
[
j>1
f!: i(!)2 (um; vm]; i2Bj;m;
i(!)2 [0; 1]− (um; vm]; i2f1; : : : ;max (Bj;m)g − Bj;mg; (5.2)
where m= 1; : : : ; k.
In fact, when j6T ,
Dj = f!: k(!)2 (a; a+ 2−n(+)]; k 2Ajg
\
j−1\
i=1
(f!: there exists at least one k 2Ai; k(!)2 [0; 1]−(a; a+ 2−n(+ )]g):
(5.3)
Note that Ai \ Ai0 = ; (i 6= i0; i; i06j) and the independence of fkgk>1, then if we set
dn = 2−n(+), we have
P(Dj) = d
#(Aj)
n (1− d#(A1)n )    (1− d#(Aj−1)n ); (5.4)
where #(Aj) = the number of integers in Aj.
From Eq. (5.2) we see that for each 16m6k we can write f(um; vm]2 [sm; rm)g asS
j>1 Sj;m, where Sj;m \ Sj0 ;m = ;; 8j 6= j0 and
Sj;m = F
(m)
k1 \    \ F
(m)
kt ; t is an integer; (5.5)
where F (m)ki = f!: ki(!)2 (um; vm])g or f!: ki(!)2 [0; 1]− (um; vm]g and satisfy that
if we let (Sj;m) = fr = k1; : : : ; kt : r(!)2 (um; vm]; 8!2 Sj;mg, then (Sj;m)2Gm. For
convenience, we set (Sj;m) = fk1; : : : ; ktg − (Sj;m). Now given (j1; : : : ; jk), let S =Qk
m=1 Sjm;m and (S)=
Sk
m=1 (Sjm;m); (S)=
Sk
m=1 (Sjm;m). Without loss of generality,
we assume that ((Sjm;m) [ (Sjm;m) \ (Sjm0 ;m0) [ (Sjm0 ;m0)) = ;; 8m 6= m0. So we
have
P(S) = d#((S))n (1− dn)#((S)): (5.6)
Combining Eqs. (5.4) and (5.6) one has
P(Dj)P(S) = d
#(Aj)+#((S))
n
j−1Y
i=1
[(1− d#(Ai)n )(1− dn)#(Ai\(S))](1− dn)#((S)−[
j−1
i=1 Ai):
(5.7)
But if Dj \ S 6= ;,
P(Dj \ S) = d#(Aj)+#((S))n

j−1Y
i=1
( #(Ai\(S))−1X
t=0

#(Ai \ (S))
t

dtn(1− 2dn)#(Ai\(S))−t
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+d#(Ai\(S))n
 #(Ai−(S)−(S))−1X
t=0

#(Ai − (S)− (S))
t

dtn(1− dn)#(Ai−(S)−(S))−t
}
(1− dn)#((S)−[
j−1
i=1 Ai)
= d#(Aj)+#((S))n
j−1Y
i=1
[(1− dn)#(Ai\(S)) − d#(Ai−(S)n ]
(1− dn)#((S)−[
j−1
i=1 Ai): (5.8)
Note that for any i< j,
(1− d#(Ai)n )(1− dn)#(Ai\(S))>(1− dn)#(Ai\(S)) − d#(Ai−(S))n ;
thus for any j6T , we always have
P(Dj \ S)6P(Dj)P(S):
When j>T ,
Dj Cj −
T[
i=1
Ci = Dj \
n
!2Cj −
T[
i=1
Ci: 9T < t6j − 1 such that
Xl(!)2 [a; a+ 2−n(+)); 8l2At
o
:
Observe Eq. (5.3) we have P(Dj)>1=2P(Cj −
ST
i=1 Ci). Modifying the above method
we obtain that
P
  
Cj −
T[
i=1
Ci
!
\ S
!
6P
 
Cj −
T[
i=1
Ci
!
P(S);
this implies that P(S \ Dj)62P(S)P(Dj), which completes the lemma.
Remark. In fact, the above lemma remains true (the constant c may not be the same)
if we change the condition \vi − ui = 2−n(+)" to \vi − ui62−n(+)".
Recalling that S=
Qk
m=1 Sjm;m we set m= vm− um; Wm=#((Sjm;m)); Kl;m=#(Al \
(Sjm;m)); 16l6j; 16m6k. From the calculations of Eq. (5.8) we similarly obtain
for j6T ,
P(Dj \ S)6 d#(Aj)n W11    Wkk (1− 1)K1;1    (1− k)K1; k    (1− 1)Kj−1;1
   (1− k)Kj−1 ;kq;
where q= (1− 1)#((Sj1 ;1)−[
j−1
i=1 Ai)    (1− k)#((Sjk ; k )−[
j−1
i=1 Aj).
We also have
P(Dj)P(S) = d
#(Aj)
n W11    Wkk
(1− dn)#(A1)(1− 1)K1;1    (1− k)K1; k   
(1− dn)#(Aj−1)(1− 1)Kj−1;1    (1− k)Kj−1; k q:
Obviously for any i< j,
(1− 1)Ki;1    (1− k)Ki; k62[(1− 1)Ki;1    (1− k)Ki; k − d#(Ai)n
(1− 1)Ki;1    (1− k)Ki; k ):
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Therefore
P(Dj \ S)62P(Dj)P(S):
In the same way as in Lemma 5.1 one can show when j>T; P(Dj\S)64P(Dj)P(S).
Corollary 5.1. Given > 0 and a2 [0; 1) such that a+ 2−n(+)61; then
P((a; a+ 2−n(+)]> 2−n; A)6cP((a; a+ 2−n(+)]> 2−n)P(A); (5.9)
for any A2Fa  ([0; t]; t6a) (the -eld generated by f[0; t]; t6ag); c> 0 is a
constant.
Proof. Let G = fB: B satises Eq. (5.9)g. Obviously, G is a monotone class. In or-
der to prove this corollary, we only need to show that Eq. (5.9) is true for any
B2H= the class of unions of nite disjoint sets in form of f[0; ti]2Bi; i=1; : : : ; kg,
where ti6a; Bi 2E  funions of nite disjoint left-semiclosed intervals in [0; 1]g [
f;; [0; 1]g; i = 1; : : : ; k. In fact, H is a eld. If we can prove that Eq. (5.9) is
true for any B2H, by the monotone class theorem we know every B2Fa satises
Eq. (5.9).
Now given A=f[0; t1]2 [r1; s1); : : : ; [0; tk ]2 [rk ; sk)g. All we have to do is to show
A satises Eq. (5.9). In fact, for each i, there exists a unique interger mi such that
mi2−n(+)6ti < (mi + 1)2−n(+); i = 1; : : : ; k:
Without loss of generality we assume mk>mk−1>   >m1. So A can be written as
f[0; dn] +   + ((m1 − 1)dn; m1dn] + (m1dn; t1]2 [s1; r1)g
[0; dn] +   + (m1dn; t1] + (t1; (m1 + 1)dn] +   + ((m2 − 1)dn; m2dn]
+ (m2dn; t2]2 [s2; r2); : : : ; [0; dn] +    (mk−1dn; tk−1]
+ f(tk−1; (mk−1 + 1)dn +   + (mkdn; tk ]2 [sk ; rk)g
where dn = 2−n(+).
Let I=f[0; dn]; : : : ; ((m1−1)dn; m1dn]; (m1dn; t1]; : : : ; (mkdn; tk ]g. DeneH0=ff(I1)
2B1; : : : ; (Ij)2Bjg: Ii 2I; Bi 2E;=1; : : : ; j; j6#(I)g. Let H1 be the eld generated
by H0. Using Lemma 5.1 we obtain
P((a; a+ 2−n(+)]> 2−n; C)6cP((a; a+ 2−n(+)]> 2−n)P(C); 8C 2H1:
By the monotone class theorem again we know Eq. (5.9) is true for every set in (H1),
but the given set A is exactly in this -algebra. We have nally completed the proof
of this corollary.
Theorem 5.1. Let Ft be dened as in Corollary 5.1. If  is a nite stopping time
respect to fFtgt>0; then for any A2F  fA2B([0; 1]N): A \ f6tg2Ftg;
P((; + 2−n(+)]> 2−n; A)6cP((; + 2−n(+)]> 2−n)P(A); (5.10)
c> 0 is a constant.
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Proof. First note that fZt :=[0; t]; t>0g is a right continuous process. Using Corollary
5.1 and modifying the method of Theorem 12:42 in Breiman (1968), we obtain this
theorem.
By Theorem 5.1 and Lemma 2.1 we immediately obtain:
Corollary 5.2. Let A=[a; b) [0; 1] and A= infft 2 [0; 1]: [0; t)2Ag. Then P((A;
A + 2−n(+)]> 2−n j A <1)6c2−n; c> 0 is a constant.
Now we have nished the preparations for the following theorem.
Theorem 5.2. Let C be dened in Section 4; then C = ; a.s., if > 2.
Proof. Using Corollary 5.2 and Lemma 2.2 and modifying the method in [8] we obtain
this theorem.
Theorem 5.3. dimC6(2− )= a.s., where 662; = =; C is dened as in
Theorem 5.2.
From the proof of Theorem 4:3 in Hu and Taylor (1997) we know in order to prove
this theorem we only need Lemma 2.2 and the following lemma.
Lemma 5.2. Let i=infft 2 [0; 1]: [0; t)2 [ki=2n; ki+1=2n)g; ki+26ki+1; i=1; : : : ; s;
then there exists a constant c> 0 such that
P((i; i+1]> 2−n; i+1 − i62−n(+); i = 0; 1; : : : ; s− 1)6cs2−ns; (5.11)
where 0 = 0.
Proof. By Theorem 5.1 and Lemma 2.1 we have
P((i; i+1]> 2−n; i+1 − i62−n(+); i = 1; : : : ; s− 1)
6c1P(s <1)P((i; i+1]> 2−n; i+1 − i62−n(+);
i = 1; : : : ; s− 2 j s <1)
P((s; s + 2−n(+)]> 2−n j s <1)
6(c22−n)s:
(Note that Eq. (5.2) gives P(i <1)> 0; i = 1; : : : ; s).
Combining Theorems 5:3, 4:1 and Corollary 4.2, we have:
Theorem 5.4. dimC = dim E = (2− )= a:s:; where = =; 662.
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