This article investigates into recently emerging approaches that use deep neural networks for the estimation of glottal closure instants (GCI). We build upon our previous approach that used synthetic speech exclusively to create perfectly annotated training data and that had been shown to compare favourably with other training approaches using electroglottograph (EGG) signals. Here we introduce a semisupervised training strategy that allows refining the estimator by means of an analysis-synthesis setup using real speech signals, for which GCI ground truth does not exist. Evaluation of the analyser is performed by means of comparing the GCI extracted from the glottal flow signal generated by the analyser with the GCI extracted from EGG on the CMU arctic dataset, where EGG signals were recorded in addition to speech. We observe that (1.) the artificial increase of the diversity of pulse shapes that has been used in our previous construction of the synthetic database is beneficial, (2.) training the GCI network in the analysis-synthesis setup allows achieving a very significant improvement of the GCI analyser, (3.) additional regularisation strategies allow improving the final analysis network when trained in the analysis-synthesis setup.
I. INTRODUCTION
Glottal Closure Instants (GCI) detection consists in finding the temporal locations of significant excitation of the vocal tract that occur in voiced speech during the closure of the vocal folds. GCI detection has many applications in speech analysis and processing [1] , among which analysis of vocal disorders [2] , [3] , formants estimation [4] , or speech synthesis [5] .
One possible way to extract the GCI positions in a speech signal is to use parallel electroglottographic (EGG) recordings using dedicated hardware that measures the vocal folds contact area. GCIs can then be extracted using peak-picking on the derivative of the EGG signal. However, such recordings are rarely available, motivating the development of methods that can extract GCIs directly from speech signals. Many algorithms have been proposed for this purpose. Until recently, most approaches used to be based on hand-crafted digital signal processing techniques and heuristics. Typically, such methods first compute an intermediate speech representation, This work has been funded partly by the ANR project ARS (ANR-19-CE38-0001-01) such as the linear prediction residual [6] , [7] , a zero-frequency filtered signal [8] , or a smoothed signal [9] , which emphasises the locations of glottal closure instants found at local maxima, impulses or discontinuities. Then, dynamic-programming or peak-picking is used to select the GCIs among the detected candidates.
Although such approaches have been shown to perform reasonably well, they sometimes rely on manual parameter tuning (e. g., the mean f 0 for SEDREAMS) and the quality of their results remains quite dependant on the characteristics of the analysed speech signal (e. g., pitch and voice quality, speech or singing voice) [10] . Moreover, some algorithms like SEDREAMS [9] or DYPSA [6] also detect GCIs during unvoiced segments and thus rely on further algorithms to filter out GCI candidates in unvoiced parts.
To overcome the limits of those methods, new data-driven approaches have been recently proposed. In [11] , authors used a classification approach where GCI candidates are the negative peaks of a low-pass filtered signal. Similarly, [2] also employed a classification-based approach using 3 parallel CNNs operating on different signal representations. In [12] , the authors used a CNN to optimise both a classification and regression cost, where a GCI is simultaneously detected and localised in a frame. In other related works [13] , [14] , the authors used neural networks to perform a regression from the speech waveform to the corresponding EGG signal using adversarial training procedures.
All these approaches rely on EGG signals for training the networks, which has two main drawbacks: (1.) the EGG signals are often noisy, and the extracted ground-truth GCIs are thus likely to contain errors; (2.) EGG signals are rarely available, which makes it difficult to build large multi-speaker databases for training, and thus limits the generalisation ability of the models.
Recently, we proposed to use high quality synthetic speech signals with almost perfect annotation for training a neural network to predict the glottal flow signal from raw speech [15] . In these initial experiments we have shown that despite being trained on synthetic speech, the resulting network compares favourably with other methods trained on EGG data when evaluated on real speech. While training with synthetic signals allows creating nearly unlimited training data with reliable an-notation covering many different pulse shapes, it will not cover the full variability (pulse forms, jitter, shimmer) encountered in real speech. Notably, rough or creaky voices with irregular pulses are difficult to synthesise realistically.
To this end the following paper introduces a new semisupervised approach that allows extending the synthetic dataset with real speech signals that do not have any associated EGG signal or GCI annotation. This is achieved by means of a complete analysis-synthesis framework that uses the detected pulses for resynthesising the original speech signal. Our evaluation shows that this analysis-synthesis setup allows significantly improving the performance on real speech.
In Section II we will present an overview of the proposed approach, network architecture, databases, and training procedure. The methodology and results of our evaluations will be presented in Section III. Finally, we will draw a conclusion in Section IV
II. PROPOSED APPROACH

A. The Synthetic Data Base
The power of deep learning depends on the available training data. While there exist numerous speech databases with speech, only few of these databases also contain EGG signals. Therefore GCI extraction methods that rely on the presence of EGG signals cannot fully exploit the benefits of deep learning based methods.
In previous work [15] , we proposed to use a synthetic database in order to have glottal flow signals available as ground truth. The dataset consists of the publicly-available BREF [16] and TIMIT [17] datasets, that were analysed and re-synthesised using the PaN vocoder [18] , [19] . The PaN vocoder uses the LF glottal source model [20] , [21] as a source signal. For the resynthesis the f 0 estimation of [22] was used to generate the source signal by creating pulses which are separated by the fundamental period. Thus an almost perfect ground truth glottal pulse can be generated from the vocoder model.
By means of gathering the speech recordings available from previous projects we increased the size of the dataset from a few hours to about 165 hours of human voice including normal speech, singing, whispering and shouting. We call our new dataset Agamemnon. The simplified LF-model described in [21] , which is used by the PaN vocoder, uses a single parameter to describe the pulse, the R d parameter. In [15] we resynthesised the database multiple times using different R d -values in order to create a large variety of different pulse shapes. Assuming that the increased database size would provide a sufficiently large variety of R d values, only one resynthesis of the database using the R d -values provided by the R d extraction algorithm [23] , [24] was used in this work.
The training database thus contains a resynthesis of all speech signals produced by the PaN synthesiser annotated with all PaN parameters (GCI, R d , f 0 , voiced/unvoiced segments, spectral envelops and unvoiced components (see below)), and all real speech signals for which a restricted set of annotations will be used (f 0 , voiced/unvoiced segments, R d analysis, spectral envelops).
B. The Analysis-Synthesis Framework
To allow the glottal flow extraction module to model the various phenomena from real speech that are not captured by the PaN resynthesis, we train it in an analysis-synthesis framework. In this framework, an analyser (the glottal flow extraction module) and a synthesiser (see below) are cascaded and trained simultaneously.
Following the approach from [15] the modules of this paper also work on audio given at a sample rate of 16kHz. Due to pooling layers in the analyser, its output sample rate is 2kHz. To match the required input sample rate of the synthesiser, upsampling using linear interpolation is performed during training. When inferring the GCI, upsampling is performed using cubic splines in order to increase accuracy.
Synthesiser: We use a convolutional neural network with dilated convolution based on WaveNet [25] to transform the glottal pulses generated by the analysis module, and an additional white-noise source, to raw audio. Additionally, we provide as control parameters, the spectral envelopes of the speech signal, represented in 64 mel-bands, as well as the spectral envelopes of the unvoiced speech component, represented in 16 mel-bands. The unvoiced component is extracted following the remixing approach described in [18] ; the spectral envelopes are calculated according to [26] .
Unlike the original WaveNet, and similar to [27] and parallel WaveNet [28] we create whole frames in one forward pass. Avoiding the recursive structure of the original WaveNet is possible due to the different objective: WaveNet requires recursion to create periodic signals. Our synthesiser has the periodic pulses as input and thus performs not much more than filtering the input according to the spectral envelopes. Furthermore, since the pulses are coherent with the speech signal, the ambiguity in the phase is minimised for the voiced speech component. Consequently, rather than learning a general distribution of raw audio speech signals under their control parameters, here we can use the speech signals as ground truth and require that the actual audio at hand is properly reproduced according to appropriate loss metrics (see below), which sufficiently models the speech properties when the objective is to infer the pulse positions.
Since the synthesis task is much simpler than for the original WaveNet, even simpler than in [29] , we follow the observation from [29] and use a reduced size with only two stacks of six layers each (rather than three stacks of ten layers each).
C. Loss functions
The following section describes the different loss functions that are used to train the networks. Figure 1 gives a schematic overview of the various losses used to update the networks and the flow of the signals used to calculate them.
To train the analysis-synthesis loop, we follow [27] , using multi-resolution spectral loss for the resynthesis, i. e., the mean absolute error (MAE) between multiple STFT with different window lengths, which we obtain by multiplying the output segment with Hann windows of given sizes, (see Table I ), applying an FFT to each of the windowed segments and taking the logarithm of the absolute values. The overlap is 1/2 for each resolution. We call this loss AS-spectral.
The STFT considers only absolute values of each frequency bin. Phase differences, therefore, do not affect the spectral loss. This property is required to properly model the noise component of the signal where the phases are random. On the other hand, the pulse positions are encoded in the phases as well. The spectral loss is thus not suitable to enforce proper pulse positions.
Since the analysis module aims to provide a coherent representation for the excitation signal of both the real and the resynthesised speech signal, there is no ambiguity in phase. We can thus also apply a loss in the time domain between the real audio and the resynthesis to enforce proper reconstruction of the phases, which shall be referred to as AS-time. The time domain loss however will not correctly deal with noise. Therefore, when calculating the loss in the time domain, the noise input of the synthesiser is set to zero, enforcing the synthesiser to only produce the deterministic waveform.
When training the GCI analyser in the analysis-synthesis setup, the analyser and synthesiser networks need to be constrained such that they focus on their respective tasks. Notably, the analyser should not start to represent more than the glottal pulse form in its output even if such a strategy clearly would help to improve the synthesis. For imposing these constraints we rely on two strategies: In each training step, the analyser is also trained on the synthetic data, just like in [15] , creating the A-time loss, and additionally, we include the following regularisation losses. a) ASA-time: In the analysis-synthesis setup it is desired that the original signal and the resynthesised signal have the same glottal pulses. Thus we reanalyse the resynthesised audio and apply a loss in the time domain between the reanalysis and the original analysis.
Note that a global optimum for this loss is reached if the analyser does not produce any pulses. In that case all pulse signals are zero and as a result the loss is trivially zero. This behaviour was observed when the synthesiser was not pre-trained and no other regularisation was performed on the analysis of the real audio.
b) A-spectral: While we do not know the exact pulse positions in the real audio, we know where pulses are present (the voiced segments), the approximate pulse shape (from the R d -analysis), and the pulse frequency (from the f 0 -analysis). All these parameters are also in the synthetic glottal pulse signal. Therefore the spectrograms should be similar for the two variants of each speech signal, that are the synthetic and the real version. To enforce this invariant, we apply a spectral loss between the synthetic glottal pulse signal and the analysed glottal pulse signal. This loss is considered a major regularisation of the analyser avoiding the network to create two distinct behaviours for real and synthetic speech.
D. Training procedure
Step 1 -Initialisation: Both the analysis and the synthesis modules are trained separately on the synthetic database. For the analysis module we use the same hyper-parameters as in [15] , that is, a batch size of 128, an epoch length of 500 updates, an initial learning rate of 2 · 10 −4 and decrease the learning rate by a factor of 0.75 if no improvement on the validation loss was observed for 10 epochs. The synthesiser is trained with a batch size of 8 training-samples from 8 different files and a length of 2560 audio-samples, an epoch length of 512 updates, an initial learning rate of 5 · 10 −5 and the same learning rate schedule as for the analyser with a minimum of 1 · 10 −6 . After pre-training, the batch-normalisation layers in the analyser are frozen.
Step 2 -Analysis-Synthesis: The analysis and synthesis modules are combined in the analysis-synthesis setup. Both real and synthetic data are used to generate the different losses. For details see Table I and Figure 1 . Each training step consists of two updates. First the losses involving real data (AS-spectral, AS-time, ASA-time, A-spectral) are calculated according to Table I and the gradients are propagated to both analyser and synthesiser. Then a "conventional" training step (as in Step I) is performed for the analyser on synthetic data to ensure that the output of the analyser does not diverge too far from the LF-model. For the analysis-synthesis we use a batch size of 8 with a length of 3553 audio samples (2560 remain as input to the synthesiser due to "valid"-padding in the analyser), an initial learning rate of 1 · 10 −5 with the usual schedule (cf. Step 1) with no minimal learning rate.
III. EVALUATION
We evaluate the performance of the analyser on the CMU arctic [30] databases using the metrics from [15] , which are based on the metrics defined in [31] . The results are summarised in Table II . The GCI are obtained using a simple peak-picking procedure on the negative peaks of the derivative of the predicted glottal flow, as was done in [15] .
A. Test Setup
We compare the following configurations:
• SEDREAMS For comparison, we include the results from SEDREAMS [9] as a baseline.
• FCN-baseline As another baseline we use the configuration "FCN-synth-GF" from [15] . This is assumed to be the current state-of-the-art.
• FCN-Agamemnon The same network and training procedure as FCN-baseline but trained on the synthetic (not augmented) part of the new, larger database (Agamemnon).
• Anasynth-A The analysis module from the analysissynthesis as introduced in the previous section. It was initialised with FCN-Agamemnon.
• Anasynth-B The analysis module from the analysissynthesis, however trained without A-spectral. Also initialised with FCN-Agamemnon.
B. Evaluation Metrics
We use the same evaluation metrics that were used for Table  2 in [15] , which are defined in Table III . For each model we calculate the metrics for each file separately and create an average for each of the speakers, bdl, jmk and slt. We then create total averages, as the average over each speaker, i. e., equally representing each speaker, and display the result in Table II.   TABLE III  EVALUATION METRICS USED IN TABLE II   IDR (identification rate) The number of unique identifications between generated pulses and pulses in the ground truth divided by the total number of pulses in the ground truth. MR (miss rate) The number of pulses in the ground truth that were not detected by the system divided by the total number of pulses in the ground truth. FAR (false alarm rate) The number of generated pulses that could not be associated with any pulse from the ground truth divided by the total number of pulses in the ground truth. IDA (identification accuracy) Standard deviation of the misalignment between the associated detected and ground truth GCI.
C. Observations 1) Having a large variety of pulse shapes in the synthetic data is important: Although the database for FCN-Agamemnon was much larger than the database for FCNbaseline, the identification rate of FCN-Agamemnon is slightly worse than the one of FCN-baseline. This can be explained by the larger variety of R d values in the synthetic database for FCN-baseline obtained by the data augmentation (multiple resynthesis with different R d -values).
It is worth noting that although this paper focuses on estimating the glottal closure instances (GCI), the analyser learns much more than just the GCI: It learns the whole pulse shape, that is, in the context of the underlying pulse model (LFmodel [21] ) it learns the proper R d -value. Thus augmenting the variety in R d -values/pulse-shapes improves generalisation. Furthermore, the pulses generated by the analysis module could potentially be used to infer the R d -value, which might improve the R d -analysis and consequently the resynthesis of the synthetic database.
2) Refining the analysis as part of the analysis-synthesis framework does improve the GCI detection: We see that the identification rate of Anasynth-A surpasses its initialisation FCN-Agamemnon and both baselines. We can conclude that refining the analysis in the analysis-synthesis framework does positively impact the performance of the analysis module.
This can be explained by the fact that the refinement happens on real data and the real data is closer to the evaluation dataset, CMU arctic, than the synthetic data and suggests that the analysis-synthesis setup is able to force the analysis module to generate an expressive pulse model. Consequently the model generalises better to real data, Observe that none of the losses used for training explicitly represents the GCI. Nevertheless our model is able to detect the GCI better than any other method. This suggests that the model does not only learn the pulse positions, it really learns the pulse shapes from which the GCI can be derived.
3) Regularisation of the pulse signal is crucial: The improvement of Anasynth-B is smaller than for Anasynth-A compared to FCN-Agamemnon and still does not allow to surpass the results of FCN-baseline. This shows that the regularisation in terms of the A-spectral is a crucial element of this setup. One problem with the analysis-synthesis method is the fact that the synthesiser learns only to use the pulse input in voiced speech. Consequently the predicted pulse signal has no effect at the synthesiser output during unvoiced speech and silence and thus does not affect the AS losses. Since most of the error happens in the unvoiced segments, the improvement in configuration Anasynth-B is minimal.
In an additional experiment it was shown that training the analyser on real data with A-spectral and on synthetic data with A-time, hence avoiding the use of a synthesiser, does not allow improving over the FCN-Agamemnon baseline.
IV. CONCLUSION
In order to further improve our previous results [15] , we proposed a new semi-supervised approach for training a neural GCI detector that allows training with controlled synthetic speech and real speech data. The main idea of this approach is to incorporate our previously-proposed neural network for predicting the glottal flow into a constrained analysis-synthesis loop trained using a reconstruction loss and a collection of additional loss functions that ensure proper segregation of the analysis and synthesis tasks. To better represent all the variability of voice signals, we also proposed to use here a much larger database with many different types of signals.
For the task of GCI detection, evaluation on the CMU arctic database has shown that the refinement step using real data significantly improves the identification rate of the estimator with respect to training it solely on the synthetic database. The identification rate also surpasses all previous systems establishing the proposed method as the new state-of-the-art. While we only assessed in this paper the performance of our analyser for GCI detection, the predicted glottal flow may also be used for other tasks like R d analysis.
