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Abstract
We prove a modification to the classical maximal inequality for stochas-
tic convolutions in 2-smooth Banach spaces using the factorization method.
This permits to study semilinear stochastic partial differential equations with
unbounded diffusion operators driven by cylindrical Brownian motion via
the mild solution approach. In the case of finite dimensional driving noise,
provided sufficient regularity on the coefficients, we establish existence and
uniqueness of strong solutions.
1 Introduction
We consider the problem{
du = ∆udt+ (−∆)δ0F (u) + (−∆)δ1/2B(u)dWt in [0, T ]× T
N
u(0) = u0 in T
N
(1)
where δ0, δ1 ∈ [0, 1), ∆ is the Laplacian with periodic boundary conditions on the N -
dimensional torus TNandW is cylindrical Brownian motion over a separable Hilbert
space U .
A canonical setting for the investigation of well-posedness to the above problem
would be assuming F : L2(TN) → L2(TN) and B : L2(TN) → L2(U, L
2(TN)) to
be Lipschitz and of linear growth. Yet, due to the unbounded fractional Laplacian
in the diffusion term, one loses the Hilbert-Schmidt property and is thus unable
to define a stochastic integral with values in L2(TN), as required in the variational
approach to stochastic partial differential equations [1], [2], [3].
In keeping the above assumptions, an alternative approach consists in the mild
formulation to the problem given by
ut = Stu0 +
∫ t
0
St−s(−∆)
δ0F (us)ds+
∫ t
0
St−s(−∆)
δ1/2B(us)dWs,
1
where S denotes the semigroup generated by the Laplacian. Exploiting this for-
mulation in the particular case of a bounded diffusion, i.e. δ1 = 0, Hofmanova´ is
able to apply a fixed point theorem in the space L2(Ω, L∞([0, T ], L2(TN))) [4]. To
this end, she crucially exploits the fact that the fractional power of a generator A
composed with its corresponding semigroup (Tt)t≥0 yields a bounded operator, or
more precisely
||(−A)δTt|| ≤ Cδt
−δ,
for which we refer to [5]. Applying this bound in combination with the triangle
inequality on the drift term, she is able to close the argument in a classical way.
In particular, this encompasses the use of the maximal inequality for stochastic
convolutions, which in this context reads
E
[
sup
t≤T
||
∫ t
0
St−sB(us)dWs||
2
L2(TN )
]
≤ CE
[∫ T
0
||B(us)||
2
L2(U,L2(TN ))
]
.
Notice that in the present context of an unbounded diffusion, i.e. δ1 6= 0, the above
bound is not available since the diffusion term is no longer Hilbert-Schmidt, there-
fore preventing an immediate generalization of [4].
In this article, we show how to generalise the above maximal inequality in a weaker
form to the present context of an unbounded diffusion, notably
E
[
sup
t≤T
||
∫ t
0
(−∆)δ1/2St−sB(us)dWs||
2
L2(TN )
]
≤ CT 1−δ1E
[
sup
t≤T
||B(ut)||
2
L2(U,L2(TN ))
]
.
The reasoning followed exploits a combination of the above trade-off between frac-
tional powers of generators and their semigroups as well as the factorization method
[6], [7]. In particular, the new maximal inequality derived permits to again set up a
fixed point argument in L2(Ω, L∞([0, T ], L2(TN))), which establishes existence and
uniqueness of mild solutions to the equation in question.
In the particular case of finite dimensional noise, i.e. U being of finite dimension,
we show that the corresponding sequence of Picard iterations is uniformly bounded
in Sobolev spaces, provided sufficient regularity on F and B. By using the Sobolev
embedding theorem, this allows to identify the constructed mild solutions as strong
ones. In order to use the embedding theorem, we have be able to pass to Sobolev
spaces of high enough order. This necessitates to leave the Hilbert space framework
and consider the more general theory of stochastic integration in 2-smooth Banach
spaces, which is why our maximal inequality is stated in this more general setting.
For a concise introduction to this theory, we refer the reader to [8] and [9].
Finally, we discuss the limit case δ1 ր 1, to which the present maximal inequality
can not be applied. We show that provided B is sufficiently small, the correspond-
ing sequence of strong solutions converges to a weak solution of the corresponding
equation.
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2 Setting and main results
Throughout this article we fix a stochastic basis (Ω,F , (Ft)t≥0,P) with the filtration
satisfying the usual conditions. Let U be a separable Hilbert space and W a cylin-
drical Brownian motion on U . In case U is of finite dimension, this means that for
any orthonormal basis (ei)i≤d of U , W admits the expansion
Wt =
d∑
i=1
eiβ
i
t
where (βi)i≤d are independent standard Brownian motions. Let X be a 2-smooth
Banach space and denote by γ(U,X) the space of γ-radonifying operators from U to
X . Let TN denote the N -dimensional torus and Lp(TN), Wm,p(TN) the associated
Lebesgue respectively Sobolev spaces, which we recall both fall into the class of 2-
smooth Banach spaces for p ≥ 2 [8]. We fix moreover a finite time horizon T ∈ R+.
For convenience we introduce for q ≥ 2 and X a separable Banach space the space
Zq,X := L
q(Ω, L∞([0, T ], X)),
which endowed with its naturally inherited norm
||u||qZq,X := E[sup
t≤T
||ut||
q
X]
is itself a separable Banach space. Throughout the article C shall denote an unessen-
tial constant that may change from one line to the next. Dependencies of the con-
stant C on parameters are indicated by corresponding subscripts.
Theorem 2.1 (A maximal inequality). Let δ ∈ [0, 1) and T > 0. Let X be a 2-
smooth Banach space, A : D(A) ⊂ X → X be generator of a strongly continuous
contraction semigroup of operators (St)t≥0. Let letW be a cylindrical Wiener process
on a separable Hilbert space U . Suppose B : X → γ(U,X) satisfies for q > 2
1−δ
||B(u)||qγ(U,X) ≤ C(1 + ||u||
q
X),
then for every progressively measurable u ∈ Zq,X there holds
E
[
sup
t≤T
||
∫ t
0
(−A)δ/2St−sB(us)dWs||
q
X
]
≤ CT q/2(1−δ)E
[
sup
t≤T
||B(ut)||
p
γ(U,X)
]
.
Moreover, the process
t→
∫ t
0
(−A)δ/2St−sB(us)dWs
admits a P-almost surely continuous modification.
3
Remark 2.2 (Comparison to classical maximal inequality). Recall that the classical
maximal inequality for stochastic convolutions in 2-smooth Banach spaces reads for
q > 0
E
[
sup
t≤T
∫ t
0
||St−sB(us)dWs||
q
X
]
≤ CE
[(∫ T
0
||B(us)||
2
γ(U,X)ds
)q/2]
(see [10]) which is considerably sharper than the above inequality for the case δ = 0.
Yet, we remark that for the fixed point argument in Zq,X below, the coarser inequality
of Theorem 2.1 is sufficient. For sharper maximal inequalities in the infinite time
horizon case, we refer to [11] and [12].
Remark 2.3 (The stochastic integral is well defined). Note first that due to
||(−A)δSt||L(X) ≤ Cδt
−δ
and the ideal property of γ-radonifying operators, one has by Itoˆ’s isomorphism in
2-smooth Banach spaces
E
[
||
∫ t
0
(−A)δ/2St−sB(us)dWs||
q
X
]
≤ CE
[(∫ t
0
||(−A)δ/2St−sB(us)||
2
γ(U,X)ds
)q/2]
≤ CE
[(∫ t
0
||(−A)δ/2St−s||
2
L(X)||B(us)||
2
γ(U,X)ds
)q/2]
≤ CE
[(∫ t
0
1
(t− s)δ
||B(us)||
2
γ(U,X)ds
)q/2]
≤ CE
[
sup
t≤T
||B(ut)||
q
γ(U,X)
](∫ t
0
1
sδ
ds
)q/2
≤ Ctq/2(1−δ)E
[
1 + sup
t≤T
||ut||
q
X
]
≤ CT q/2(1−δ)(1 + ||u||qZq,X)
hence, the stochastic integral in question is well defined provided u ∈ Zq,X .
Corollary 2.4 (Distributional regularity for δ ≥ 1). Consider the case X = Lp(TN)
for p ≥ 2 and A = ∆. Note that due to(
D((−∆)α/2), ||(−∆)α/2 · ||Lp(TN )
)
≃
(
W α,p(TN), || · ||Wα,p(TN )
)
(for which we refer to [13]) one obtains for α > (δ − 1)+ and q > 2/(1− (δ − α)),
provided all other conditions of Theorem 2.1 are met,
E
[
sup
t≤T
||
∫ t
0
(−∆)δ/2St−sB(us)dWs||
q
W−α,p(TN )
]
≤ CE
[
sup
t≤T
||
∫ t
0
(−∆)(δ−α)/2St−sB(us)dWs||
q
Lp(TN )
]
≤ CT q/2(1−(δ−α))E
[
sup
t≤T
||B(ut)||
p
γ(U,Lp(T))
]
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where we exploited that for α ≥ 0, one can pass the bounded operator (−∆)−α/2
underneath the stochastic integral. The above permits thus to conclude that for δ ≥ 1
the convolution process
t→
∫ t
0
(−∆)δ/2St−sB(us)dWs
takes values in W−α,p(TN) for all α > δ − 1, P-almost surely.
We now turn to the main theorem demonstrated the following section.
Theorem 2.5 (Mild solutions in Zq,Wm,p(TN )). Let B1, . . . , Bd ∈ C
m(TN × R) and
F ∈ Cm(R) have bounded derivative up to order m satisfying
d∑
i=1
|Bi(x, ξ)|
2 ≤ C(1 + |ξ|2).
Then for δ0, δ1 ∈ [0, 1), q > 2/(1 − δ1), p ≥ 2 and u0 ∈ L
q(Ω,Wm,p(TN)) ∩
Lmq(Ω,W 1,mp(TN)) the equation{
du = ∆udt+ (−∆)δ0F (u)dt+ (−∆)δ1/2
∑d
k=1Bi(u)dβ
i
t
u(0) = u0
admits a unique mild solution u ∈ Zq,Wm,p(TN ) ∩ Zmq,W 1,mp(TN ) continuous in time
satisfying
||u||qZ
q,Wm,p(TN )
+ ||u||mqZ
mq,W1,mp(TN )
≤ C
(
1 + E||u0||
q
Wm,p(TN )
+ E||u0||
mq
W 1,mp(TN )
)
.
Remark 2.6 (Strong solutions). Note that by the Sobolev embedding theorem, the
above Theorem 2.5 implies that the constructed mild solutions lie in Zq,Cm−1,λ(TN ) for
λ ∈ (0, 1). In particular, for m ≥ 3, this permits to identify the mild solution as a
strong one.
Remark 2.7 (Other types of unboundedness). The statement of Theorem 2.5 can
be extended to equations of the form
du = ∆udt+ divF (u)dt+ (−∆)δ1/2
d∑
i=1
Bi(u)dβ
i
t
by interpreting them as
du = ∆udt+ (−∆)1/2
(
(−∆)−1/2divF (u)
)
dt+ (−∆)δ1/2
d∑
i=1
Bi(u)dβ
i
t
and veryfing that the associated Nemytskii operator
f : X → γ(U,X)
u→ (−∆)−1/2divF (u)
satisfies the necessary conditions stated in Lemmas 3.6, 3.9 and 3.12. Heuristically,
this is possible as the inverse root of the Laplacian compensates for the unbounded-
ness of the divergence. For the precise statement refer to Theorem 2.1 in [4].
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3 Proof of the main results
3.1 Proof of Theorem 2.1
For the proof of the maximal inequality, we use the factorization method due to [6].
Exploiting the identity ∫ t
σ
(t− s)α−1(s− σ)−αds =
π
sin πα
for α ∈ (0, 1), we have due to Fubini’s theorem (which we may apply due to Remark
2.3) ∫ t
0
(−A)δ/2St−sB(us)dWs
=
sin πα
π
∫ t
0
(t− s)α−1(−A)δ/2St−s
(∫ s
0
(s− σ)−αSs−σB(uσ)dWσ
)
︸ ︷︷ ︸
=:(Y u)s
ds.
We proceed with the proof in two steps, made up of the following two Lemmata.
Lemma 3.1. Let α ∈ (0, 1), δ ∈ [0, 1) and p > 1 such that
λ :=
p
p− 1
(1 + δ/2− α) < 1.
Then the family of operators (Gt)t defined via
Gt : L
p([0, T ], X) → X
f →
∫ t
0
(t− s)α−1(−A)δ/2St−sf(s)ds
is uniformly continuous in the sense that
sup
t≤T
||Gtf ||X ≤ C
(
1
1− λ
) p−1
p
T
p−1
p
(1−λ)||f ||Lp([0,T ],X).
Moreover, for every fixed f ∈ Lp([0, T ], X) the mapping t→ Gtf is continuous as a
mapping from [0, T ] to X.
Proof. Note again that one has
||(−A)δ/2St−s||L(X) ≤ C(t− s)
−δ/2
and therefore by the triangle inequality for Bochner integrals and Ho¨lder’s inequality
||Gtf ||X ≤ C
∫ t
0
(t− s)α−1−δ/2||f(s)||Xds
≤ C
(∫ t
0
(t− s)−λds
) p−1
p
||f ||Lp([0,T ],X)
≤ C
(
1
1− λ
) p−1
p
T (−λ+1)
p−1
p ||f ||Lp([0,T ],X).
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Towards continuity, suppose f ∈ C([0, T ], X), then
‖Gtf −Gsf‖X ≤ ||
∫ s
0
uα−1(−A)δ/2Su (f(t− u)− f(s− u)) du||X
+ ||
∫ t
s
u1−α(−A)δ/2Suf(t− u)du||X
≤ C
(∫ s
0
u−λdu
) p−1
p
(∫ s
0
‖f(t− u)− f(s− u)‖pX du
)1/p
+ C
(∫ t
s
u−λdu
) p−1
p
‖f‖Lp([0,T ],X) .
Due to the assumed continuity of f , the first expression in the above estimate
vanishes, which together with the continuity of the Lebesgue integral in the second
expression yields continuity of t → Gtf for f ∈ C([0, T ], X). Together with the
already established uniform bound on the operator family, this permits to employ a
density argument, establishing continuity for f ∈ Lp([0, T ], X).
Lemma 3.2. Suppose that α ∈ (0, 1/2). Then the mapping
Y : Lp(Ω, L∞([0, T ], X)) → Lp(Ω, Lp([0, T ], X))
u → Y u
defined via
(Y u)s :=
∫ s
0
(s− σ)−αSs−σB(uσ)dWσ
satisfies
||Y u||pLp(Ω,Lp([0,T ],X)) ≤ Cα,pT
p/2(1−2α)+1
E
[
sup
s≤T
||B(us)||
p
γ(U,X)
]
where
Cα,p = C
(
1
1− 2α
)p/2
1
p/2(1− 2α) + 1
.
Proof. One has
||Y u||pLp(Ω,Lp([0,T ],X)) = E
[∫ T
0
||
∫ s
0
(s− σ)−αSs−σB(uσ)dWσ||
p
Xds
]
=
∫ T
0
E
[
||
∫ s
0
(s− σ)−αSs−σB(uσ)dWσ||
p
X
]
ds
≤ C
∫ T
0
E
[(∫ s
0
(s− σ)−2α||B(uσ)||
2
γ(U,X)dσ
)p/2]
ds
≤ CE
[
sup
σ≤T
||B(uσ)||
p
γ(U,X)
] ∫ T
0
(
∫ s
0
(s− σ)−2αdσ)p/2ds
≤ Cα,pT
p/2(1−2α)+1
E
[
sup
σ≤T
||B(uσ)||
p
γ(U,X)
]
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where we crucially exploited Itoˆ’s isomorphism for X a 2-smooth Banach space, i.e.
E
[
||
∫ t
0
φsdWs||
p
X
]
≤ CE
[(∫ t
0
||φs||
2
γ(U,X)ds
)p/2]
,
the case p = 2 corresponding to the Itoˆ-isometry in the Hilbert space setting. This
inequality is also what one obtains from the classical maximal inequality for stochas-
tic convolutions in [10] by considering the trivial semigroup St = Id.
Putting together the two previous Lemmata, one obtains
E
[
sup
t≤T
||
∫ t
0
(−A)δ/2St−sB(us)dWs||
p
X
]
≤ CT (−λ+1)(p−1)E
[
||Y ||pLp([0,T ],X)
]
= CT p−1−p(1+δ/2−α)||Y ||pLp(Ω,Lp([0,T ],X)
≤ Cα,p,δT
p/2(1−δ)
E
[
sup
t≤T
||B(ut)||
p
γ(U,X)
]
where
Cα,p,δ = C
(
1
1− 2α
)p/2
1
p/2(1− 2α) + 1
(
1
1− λ
) p−1
p
completing the proof to Theorem 2.1.
Remark 3.3. We stress the fact that this proof using the factorization method can
not be used to recover the sharper classical maximal inequality in the case of a
bounded diffusion term, i.e. δ = 0. Indeed, the factorization method was originally
used in [6] to prove existence of a continuous version of the stochastic convolution
among other regularity results and not to prove a maximal inequality. As will be
seen in the proof of Theorem 2.5 though, this coarser (yet more general) inequality
is sufficient to implement a fixed point argument nonetheless.
Remark 3.4. Set for ǫ > 0
δ := 1− c1ǫ α :=
1
2
− c2ǫ.
Then the condition of the second Lemma is satisfied. Moreover, if p is sufficiently
large meaning
p >
2
1− δ
1
1− c2/(2c1)
then the condition of the first Lemma is satisfied. Since c2 > 0 is arbitrary, this
resorts to demanding
p >
2
1− δ
.
3.2 Proof of Theorem 2.5
Having established the maximal inequality of Theorem 2.1, we can now generalize
the strategy employed by Hofmanova´ in [4] in order to prove Theorem 2.5. This
strategy consists in showing that first there exists a unique mild solution to (1)
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in Zq,Lp(TN ) via a Banach fixed point argument. Considering the corresponding se-
quence of Picard iterations (un)n ⊂ Zq,Lp(TN ), one is able to show thanks to the
maximal inequality of Theorem 2.1 the sequence (un)n is also uniformly bounded in
Zq,Wm,p(TN ) (provided the initial condition lies in this space), allowing to conclude
that the corresponding limit (in the topology of Zq,Lp(TN )), actually already lies in
Zq,Wm,p(TN ). By the Sobolev embedding theorem, this permits to conclude that the
unique mild solution is differentiable in space and hence a strong solution to (1).
For the sake of readability, we choose to split up the steps mentioned above into
two parts: In a first part (Lemmas denoted as abstract statements), we consider the
generic setting in which F and B are seen as operators with suitable properties (i.e.
Lipschitz and linear growth). In a second part, we recall for the convenience of the
reader results of Hofmanova in [4] to justify why the given functions F and (Bi)i≤d
give rise to associated Nemytskii operators with such properties (Lemmas denoted
Nemytskii operator type results).
Mild solutions in Zq,Lp(TN )
Lemma 3.5 (Abstract statement). For δ0, δ1 ∈ [0, 1), let q >
2
1−δ1
. Let X be a 2-
smooth Banach space, let W be a cylindrical Brownian motion on a separable Hilbert
space U . Suppose B : X → γ(U,X) satisfies the growth condition
||B(u)||qγ(U,X) ≤ C(1 + ||u||
q
X)
and is Lipschitz continuous. Suppose F : X → X satisfies the growth condition
||F (u)||qX ≤ C(1 + ||u||
q
X)
and is Lipschitz continuous. Let A : D(A) ⊂ X → X be generator of a strongly
continuous contraction semigroup (St)t≤T ⊂ L(X). Then for any T < ∞, the
stochastic partial differential equation{
dut = Autdt+ (−A)
δ0F (u)dt+ (−A)δ1/2B(ut)dWt
u(0) = u0 ∈ L
q(Ω, X)
admits a unique mild solution, meaning there exists a unique progressively measur-
able process u ∈ Zq,X that admits a P-almost surely continuous version such that
ut = Stu0 +
∫ t
0
(−A)δ0St−sF (us)ds+
∫ t
0
(−A)δ1/2St−sB(us)dWs.
Moreover u satisfies
||u||qZq,X ≤ C(1 + E||u0||
q
X).
Proof. One uses the classical Banach fixed point theorem, i.e. a contraction argu-
ment in Zq,X for a sufficiently small time horizon. Consider the operator
K : Zq,X → Zq,X
u→ S(·)u0 +
∫ (·)
0
(−A)δ0S(·)−sF (us)ds+
∫ (·)
0
(−A)δ1/2S(·)−sB(us)dWs.
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Concerning the term associated with the drift, one has
E
[
sup
t≤T
||
∫ t
0
(−A)δ0St−sF (us)ds||
q
]
≤ CE
[(∫ t
0
1
(t− s)δ0
||F (us)||Xds
)q]
≤ CT q(1−δ0)E
[
sup
t≤T
||F (ut)||
q
X
]
≤ CT q(1−δ0)(1 + ||u||qZq,X)
as well as
E
[
sup
t≤T
||
∫ t
0
(−A)δ0St−s(F (us)− F (vs))ds||
q
X
]
≤CT q(1−δ0)E
[
sup
t≤T
||F (ut)− F (vt)||
q
X
]
≤CT q(1−δ0)||u− v||qZq,X .
Concerning the term associated with the diffusion, note that because of the maximal
inequality of Theorem 2.1 one has
E
[
sup
t≤T
||
∫ t
0
(−A)δ/2St−sB(us)sWs||
q
X
]
≤ CE
[
sup
t≤T
||
∫ t
0
(−A)δ/2St−sB(us)sWs||
q
X
]
≤ CT q/2(1−δ)(1 + ||u||Zq,X)).
as well as
E
[
sup
s≤T
||
∫ s
0
(−∆)δ/2Ss−r(B(ur)− B(vr))dWr||
q
X
]
≤CT q/2(1−δ)E
[
sup
s≤t
||B(us)− B(vs)||
q
γ(U,X)
]
≤CT q/2(1−δ)E
[
sup
t≤T
||us − vs||
q
X
]
=CT p/2(1−δ)||u− v||qZq,X
due to the assumed Lipschitz continuity of B. Overall, one concludes that
||K(u)||qZq,X ≤ C(||u0||
q
Zq
+ T q(1−δ0)(1 + ||u||qZq,X) + T
q/2(1−δ1)(1 + ||u||Zq,X)) (2)
meaning that K maps Zq,X into itself. Moreover, there holds
||K(u)−K(v)||qZq,X ≤ C
(
T q(1−δ0) + T q/2(1−δ1)
)
||u− v||qZq,X .
By choosing T sufficiently small, K is a contraction on Zq,X and hence admits a
unique fixed point that by definition coincides with a mild solution.
Continuity in time is a consequence of the existence of a continuous modification of
the stochastic convolution in Theorem 2.1 as well as the continuity of the Bochner
integral and of the semigroup. This permits to compute the unique solution to the
equation in question on [T, 2T ] with initial condition uT calculated previously, etc.,
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thus recovering existence and uniqueness of mild solutions on arbitrary finite time
horizons.
Finally, the bound on solutions is derived from weak-*-lower semicontinuity of the
norm || · ||Zq,X , the strong convergence of Picard iterations and the above estimate
(2).
Lemma 3.6. (A Nemytskii operator type result for Lp(TN)) Let U be a d-dimensional
Hilbert space with orthonormal basis (ei)i≤d. Let B1, . . . , Bd ∈ C
1(TN × R;R) have
bounded derivative and satisfy the linear growth condition
d∑
i=1
|Bi(x, ξ)|
2 ≤ C(1 + |ξ|2).
Then the associated Nemytskii operator
B : Lp(TN)→ γ(U, Lp(TN))
z →
(
u→
d∑
i=1
Bi(·, z(·))〈u, ei〉
)
is well defined, Lipschitz and satisfies the growth condition
||B(z)||2γ(U,Lp(TN )) ≤ C(1 + ||z||
2
Lp(TN )).
Suppose F ∈ C1(R) is of bounded derivative. Then the associated Nemytskii operator
F : Lp(TN)→ Lp(TN)
u→ F (u)
is well defined, Lipschitz and satisfies the growth condition
||F (u)||Lp(TN ) ≤ C(1 + ||u||Lp(TN )).
Proof. See Proposition 4.1 in [4].
Corollary 3.7. Suppose the conditions of Theorem 2.5 are satisfied. Then there
exists a unique mild solution u ∈ Zq,Lp(TN ).
Mild solutions in Zq,W 1,p(TN )
Lemma 3.8 (Abstract statement). Suppose all conditions of Lemma 3.5 are met.
Let X˜ be another 2-smooth Banach space, continuously embedded into X, the em-
bedding operator being the identity and suppose u0 ∈ L
q(Ω, X˜). Suppose that B seen
as an operator B : X˜ → γ(U, X˜) is well defined and satisfies the growth condition
||B(u)||q
γ(U,X˜)
≤ C(1 + ||u||q
X˜
).
Suppose that F seen as an operator F : X˜ → X˜ is well defined satisfying the growth
condition
||F (u)||q
X˜
≤ C(1 + ||u||q
X˜
).
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Suppose moreover that A|X˜ generates a strongly continuous contraction semigroup
(S˜t)t ⊂ L(X˜) such that St|X˜ = S˜t. Then the unique mild solution u ∈ Zq,X of the
previous theorem is also the unique mild solution u ∈ Zq,X˜ satisfying
||u||qZ
q,X˜
≤ C(1 + E||u0||
q
X˜
).
Proof. Since the conditions of the previous theorem are met, there exists a unique
u ∈ Zq,X which is the strong limit of Picard iterations, given via the recursive
formula u0 = u0 and
un = Stu0 +
∫ t
0
St−sF (u
n−1
s )ds+
∫ t
0
(−∆)−δ/2St−sB(u
n−1
s )dWs︸ ︷︷ ︸
=:K(un−1)
for n ≥ 1. Note that due to the maximal inequality of Theorem 2.1 for the stochastic
integral and the triangle inequality for the Bochner integral, one obtains an estimate
similar to (2) but in the space Zq,X˜ namely
||K(un)||qZ
q,X˜
≤ (||u0||
q
Z
q,X˜
+ T q(1−δ0)(1 + ||un−1t ||
q
Z
qX˜
)T q/2(1−δ1)(1 + ||un−1t ||
q
Z
qX˜
))
We conclude recursively that
||un||pZX ≤ C(1 + ||u0||
q
Z
q,X˜
)
n−1∑
k=0
(CT q/2(1−δ1))k + (CT q(1−δ0))k.
For T sufficiently small the above geometric series converges and one obtains a
uniform bound on the sequence of Picard iterations (un)n in the the space Zq,X˜ .
By Alaoglu’s theorem, one can extract a weak-*-convergent subsequence with limit
v ∈ ZX˜ . Since ZX˜ →֒ ZX , one also has
un
∗
⇀ v
in ZX and by uniqueness of limits, v = u, meaning the limit of Picard iterations
already lies in ZX˜ . By Lemma 4.8, one can identify the stochastic integral in X
with the stochastic integral in X˜ , meaning in the notation introduced in Lemma 4.8
below
ut = Stu0 +
∫ t
0
St−sF (us)ds+
(
X
∫ t
0
)
(−∆)−δ/2St−sB(us)dWs
= S˜tu0 +
∫ t
0
S˜t−sF (us)ds+
(
X˜
∫ t
0
)
(−∆)−δ/2S˜t−sB(us)dWs
which is the definition of u being a mild solution in Zq,X˜ . Uniqueness follows from
the embedding ZX˜ →֒ ZX . Continuity follows from the continuous version of the
modified stochastic convolution thanks to Theorem 2.1. The estimate of the so-
lutions follows from the weak-*-lower semicontinuity of the norm and the uniform
bound on Picard iterations established.
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Lemma 3.9. (A Nemytskii operator type result forW 1,p(TN)) Let U be a d-dimensional
Hilbert space with orthonormal basis (ei)i≤d. Let B1, . . . , Bd ∈ C
1(TN ×R) be differ-
entiable and of bounded derivative. Then the associated Nemytskii operator
B :W 1,p(TN)→ γ(U,W 1,p(TN))
z →
(
u→
d∑
i=1
Bi(·, z(·))〈u, ei〉
)
is well defined and satisfies the linear growth condition
||B(z)||γ(U,W 1,p(TN )) ≤ C(1 + ||z||W 1,p(TN ))
for all p ≥ 1. Suppose F ∈ C1(R) has bounded derivative, then the operator
W 1,p(TN)→W 1,p(TN)
u→ F (u)
is well defined and satisfies
||F (u)||W 1,p(TN ) ≤ C(1 + ||u||W 1,p(TN ))
Proof. See Proposition 4.2 in [4] and Lemma 4.7.
Corollary 3.10. Suppose the conditions of Theorem 2.5. Then there exists a unique
mild solution u ∈ Zq,W 1,p(TN ).
Mild solutions in Zq,Wm,p(TN )
Constructing mild solutions in Zq,W 1,p(TN ) essentially relied on the fact that Nemyt-
skii operators associated to the C1(TN × R) functions B1, . . . , Bd and the C
1(R)
function F are of linear growth thanks to Lemma 4.7. This reasoning breaks down
when considering Sobolev spaces of higher order (as required in order to be able
to implement the Sobolev embedding theorem). Nontheless, one is able to recover
(polynomial) growth conditions in this setting, which will turn out to be sufficient
to again control Picard iterations in Zq,Wm,p(TN ).
Lemma 3.11. (Abstract statement) Suppose all conditions of Lemma 3.5 are sat-
isfied. Let X1, X2 be 2-smooth Banach spaces such that X1 →֒ X the embedding op-
erator being the identity and suppose u0 ∈ L
q(Ω, X1) ∩L
mq(Ω, X2) for some m ≥ 1.
Suppose that B seen as an operator B : X1 ∩X2 → γ(U,Xi) is well defined for both
i = 1, 2 and satisfies the growth conditions
||B(u)||qγ(U,X1) ≤ C(1 + ||u||
q
X1
+ ||u||mqX2)
and
||B(u)||qγ(U,X2) ≤ C(1 + ||u||
q
X2
)
for u ∈ X1 ∩ X2. Suppose that F seen as an operator F : X1 ∩ X2 → Xi is well
defined for both i = 1, 2 and satisfies the growth conditions
||F (u)||qX1 ≤ C(1 + ||u||
q
X1
+ ||u||mqX2)
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and
||F (u)||qX2 ≤ C(1 + ||u||
q
X2
)
for u ∈ X1 ∩ X2. Suppose moreover that A|Xi generates a strongly continuous
contraction semigroup (Sit)t ⊂ L(Xi) such that St|Xi = S
i
t for both i = 1, 2. Then
the unique mild solution u ∈ Zq,X of Lemma 3.5 lies in Zq,X1 ∩ Zmq,X2, and is a
continuous in time mild solution in Zq,X1.
Proof. Due to Lemma 3.5, there exists a unique continuous solution in Zq,X. Thanks
to the growth condition imposed, one can check that K maps the space Zq,X1∩Zmq,X2
onto itself, meaning the sequence of Picard iterations lies in Zq,X2 ∩ Zmq,X2 . Due
to the growth condition imposed on the Nemytskii operators, we obtain again a
uniform bound on this sequence of Picard iterations in both Zq,X1 and Zmq,X2 for
T sufficiently small. This means there exist a weak* convergent subsequence of
Picard iterations in Zq,X1 and a weak* convergent subsequence in Zmq,X2 . Due to
the same reasoning as in Lemma 3.8, both weak* limits need to coincide with the
fixed point u ∈ Zq,X obtained from the application of Lemma 3.5, i.e. the solution
lies in Zq,X1 ∩ Zmq,X2. Exploiting Lemma 4.8 we deduce that u is a mild solution in
Zq,X1 thanks to the continuous embedding X1 →֒ X . Continuity follows again from
Theorem 2.1.
Lemma 3.12. (A Nemytskii operator type result for Wm,p(TN)) Let U be a d-
dimensional Hilbert space with orthonormal basis (ei)i≤d. Let B1, . . . , Bd ∈ C
m(TN×
R) with bounded m-th derivative. Then the associated Nemytskii operator
B : W 1,mp(TN) ∩Wm,p(TN)→ γ(U,Wm,p(TN))
z →
(
u→
d∑
i=1
Bi(·, z(·))〈u, ei〉
)
is well defined and satisfies the linear growth condition
||B(z)||γ(U,Wm,p(TN )) ≤ C(1 + ||z||
m
W 1,mp(TN ) + ||z||Wm,p(TN ))
for all p ≥ 2. Suppose F ∈ Cm(R) is of boundedm-th derivative. Then the associated
Nemytskii operator
F :W 1,mp(TN) ∩Wm,p(TN)→Wm,p(TN)
u→ F (u)
is well defined and satisfies the growth condition
||F (u)||Wm,p(TN ) ≤ C
(
1 + ||u||Wm,p(TN ) + ||u||
m
W 1,mp(TN )
)
Proof. See Proposition 4.3 in [4] and Lemma 4.7.
Remark 3.13. The preceding Lemma 3.11 whose proof is essentially based on
Lemma 4.7 conveys the reason why one has to leave the Hilbert space framework
of stochastic integration and rather work in the setting of stochastic integration with
values in 2-smooth Banach spaces: Since one needs to control norms in W 1,mp(TN)
and Wm,p(TN) one leaves the Hilbert space setting p = 2 as soon as one intends
to consider orders higher than m = 1. Note moreover that the preceding Lemma
implies Lemma 3.9.
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Combing the results of this subsection, we conclude that under the conditions
of Theorem 2.5 there exists a unique mild solution u ∈ Zq,Wm,p(TN ) ∩ Zmq,W 1,mp(TN )
continuous in time. The bound stated in Theorem 2.5 follows again from weak-*-
lower semicontinuity of the norms. In particular, by the Sobolev embedding theorem,
this implies also that u is a strong solution for m ≥ 3.
Remark 3.14. Note that while the abstract existence and uniqueness statements
of this section are formulated for general U-cylindrical Brownian motion, i.e. hold
in the infinite dimensional setting, Lemmas 3.6, 3.9, 3.12 concerning Nemytskii
operator results crucially rely on U being finite dimensional.
Remark 3.15. Note that for δ0 = 1/2, δ1 = 0 and F (u) = (−∆)
−1/2divF˜ (u) one
recovers the corresponding result from Hofmanova´ in [4].
4 The critical equation δ1 = 1
Let uδ be the unique mild solution to1{
du = ∆udt+ µ(−∆)δ/2
∑d
i=1Bi(u)dWt
u(0) = u0
in Zq,W 1,p(TN ) where µ ∈ R and B1, . . . , Bd ∈ C
1(TN) have bounded derivative satis-
fying the growth condition stated in Theorem 2.5 as well as Bi(0) = 0. In particular
(uδ)δ∈[0,1) ⊂ L
2(Ω× [0, T ]× TN). We show that for µ sufficiently small, (uδ)δ∈[0,1) is
uniformly bounded in this Hilbert space, permitting by Banach Alaoglu to extract a
weakly convergent subsequence, whose limit becomes a potential solution candidate
to the above equation for δ = 1.
Lemma 4.1. There exists µ0 ∈ R such that for all µ
2 < µ20, the family (u
δ)δ∈[0,1) is
uniformly bounded in L2(Ω× [0, T ]× TN).
Proof. By Theorem 2.5, solutions uδ take values in Zq,W 1,2(TN ). Applying Itoˆ’s for-
mula in the Hilbert space L2(TN), one obtains
||uδt ||
2
L2(TN ) = ||u0||
2
L2(TN ) − 2
∫ t
0
∫
TN
|∇uδs|
2dxds+Martingale
+ µ2
∫ t
0
d∑
i=1
∫
TN
|(−∆)δ/2Bi(u
δ
s)|
2dxds
Note that since the spectral gap of the Laplacian on TN is one, we have
||(−∆)δ/2uδ||L2(TN ) ≤ ||(−∆)
1/2uδ||L2(TN )
for uδ ∈ D((−∆)1/2 and therefore in particular
E[||uδt ||
2
L2(TN )] ≤ E[||u0||
2
L2(TN )]− 2E[
∫ t
0
||∇uδ||2L2(TN )ds]
+ µ2E[
∫ t
0
||
d∑
i=1
(−∆)1/2Bi(u
δ
s)||
2
L2(TN )ds]
1For easier reading, we suppress the additional nonlinear drift.
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Note that we have moreover(
D((−∆)1/2), ||(−∆)1/2 · ||Lp(TN )
)
≃
(
W 1,p(TN), || · ||W 1,p(TN )
)
,
as well as by Poincare´’s inequality(
W 1,p(TN), || · ||W 1,p(TN )
)
≃
(
W 1,p(TN), ||∇ · ||Lp(TN )
)
.
Defining the Nemyskii operator
b : W 1,2(TN)→ W 1,2(TN)
u→
d∑
i=d
Bi(u)
Lemma 4.7 implies the growth condition
||b(u)||2W 1,2(TN ) ≤ C||u||
2
W 1,2(TN ).
Combining these considerations, we obtain
||(−∆)1/2
d∑
i=1
Bi(u
δ
s)||
2
L2(TN ) ≤ C||
d∑
i=1
Bi(u
δ
s)||
2
W 1,2(TN ) = ||b(u
δ
s)||
2
W 1,2(TN )
≤ C||uδs||
2
W 1,2(TN ) ≤ C||∇u
δ
s||
2
L2(TN ).
Returning to the above application of Itoˆ’s formula, one has
E[||uδt ||
2
L2(TN )] ≤ E[||u0||
2
L2(TN )] + (Cµ
2 − 2)E[
∫ t
0
||∇uδs||
2
L2(TN )ds]
and thus in particular for µ0 =
√
2/C the result follows.
Remark 4.2. We stress that in the previous proof, we exploited that uδ takes values
in the space W 1,2(TN), providing a uniform bound in L2(Ω × [0, T ] × L2(TN)). As
seen in Theorem 2.5, space regularity of uδ can be improved to processes taking
values in Wm,2(TN) provided that the functions (Bi)i≤d and the initial condition
are sufficiently regular. It would be tempting to exploit this information to derive a
uniform bound of (uδ)δ in L
2(Ω× [0, T ]×Wm−1,2(TN)). Note however that similarly
to the third step to the proof of Theorem 2.5, the operator
bm : W
m,2(TN)→Wm,2(TN)
u→
d∑
i=d
Bi(u)
is well defined only for m = 1. Referring to Lemma 4.7, one might instead consider
the operator
b˜m :W
m,2(TN) ∩W 1,2m(TN)→Wm,2(TN) ∩W 1,2m(TN)
u→
d∑
i=d
Bi(u)
with its corresponding growth condition. Notice however that this bound doesn’t
allow for a control of the unbounded diffusion by the drift as the norms of two
different Sobolev spaces appear, preventing the establishment of uniform bounds in
L2(Ω× [0, T ]×Wm−1,2(TN)) by a generalization of the proof strategy.
16
As we have just established that (uδ)δ∈[0,1) is uniformly bounded, by Banach-
Alaoglu, there exists an element u ∈ L2(Ω× [0, T ]× TN) such that
uδ ⇀ u in L2(Ω× [0, T ]× TN)
which is a natural candidate for a solution to{
du = ∆udt+ µ(−∆)1/2B(u)dWt
u(0) = u0.
Note however that as seen in Remark 2.3, the mild formulation would give rise to
an a priori ill defined stochastic integral in this setting. We therefore show that u
is a weak solution to the above problem.
Definition 4.3 (Weak solution). A progressively measurable process u ∈ L2(Ω ×
[0, T ]× TN) is called weak solution to the problem{
du = ∆udt+ (−∆)1/2B(ut)dWt
u(0) = u0
(3)
if P-almost surely one has for all ξ ∈ D(−∆)
〈ut, ξ〉 = 〈u0, ξ〉+
∫ t
0
〈∆ξ, us〉ds+
∫ t
0
〈(−∆)1/2ξ, B(us)dWs〉,
where 〈·, ·〉 denotes the dual pairing in L2(TN).
Lemma 4.4. Let u be the weak limit of (uδ)δ as δ → 1. Then u is a weak solution
to (3).
Proof. One can show that B : L2(TN)→ L2(U, L
2(TN)) is a continuous operator in
the homogeneous case discussed in this section. We need to show that∫ t
0
〈(−∆)δ/2ξ, B(uδs)dWs〉 →
∫ t
0
〈(−∆)1/2ξ, B(us)dWs〉
Note that we have due to the continuity of B and Itoˆ’s isometry in the Hilbert space
L2(TN)
E[||
∫ t
0
B(us)dWs||
2
L2(TN )] = E[
∫ t
0
||B(us)||
2
L2(U,L2(TN ))
ds]
≤ CE[
∫ t
0
||us||
2
L2(TN )ds]
≤ C||u||2L2(Ω×[0,t]×TN )
meaning that the operator
I : L2(Ω× [0, t]× TN)→ L2(Ω× [0, t]× TN)
u→
∫ (·)
0
S(·)−sB(us)dWs
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is continuous. Since continuity implies weak continuity, we have that I(uδ) ⇀ I(u) in
L2(Ω× [0, t]×TN) and therefore by taking subsequences the almost sure convergence∫ t
0
〈(−∆)1/2ξ, B(uδs)dWs〉 →
∫ t
0
〈(−∆)1/2ξ, B(us)dWs〉.
Note that moreover, one has as δ ր 1
(−∆)δ/2ξ → (−∆)1/2ξ in L2(TN).
Combining these two results yields∫ t
0
〈(−∆)1/2ξ, B(us)dWs〉 −
∫ t
0
〈(−∆)δ/2ξ, B(uδs)dWs〉
=
∫ t
0
〈(−∆)1/2 − (−∆)δ/2ξ, B(uδs)dWs〉+
∫ t
0
〈(−∆)1/2ξ, (B(us)− B(u
δ
s))dWs〉
≤ C||(−∆)1/2 − (−∆)δ/2ξ||L2(TN ) +
∫ t
0
〈(−∆)1/2ξ, (B(us)− B(u
δ
s))dWs〉
→ 0.
The convergence ∫ t
0
〈∆ξ, uδs〉ds→
∫ t
0
〈∆ξ, us〉ds
is immediate, thereby concluding the claim.
Remark 4.5. Existence of weak solutions in this context is classical, see [7] or [1].
In this light, the present subsection provides an alternative approximation scheme
to Yosida approximations used in [7] and Galerkin approximations employed in [1],
which has the particularity that approximations are differentiable in space.
Example 4.6. As an example one can consider the problem{
du = ∆udt+ µ
∑d
i=1 divBi(ut)dW
i
t
u(0) = u0
(4)
for B1, . . . , Bd ∈ C
1(R,RN ) with bounded derivative which can be seen as{
du = ∆udt+ µ(−∆)1/2
∑d
i=1(−∆)
−1/2divBi(ut)dW
i
t
u(0) = u0.
Having in mind the abstract results in the proof of Theorem 2.5, one has to consider
the Nemytskii operators
B0 : Lp(TN)→ γ(U, Lp(TN))
z →
(
u→
d∑
i=1
(−∆)−1/2divBi(z)〈u, ei〉
)
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and
B1 : W 1,p(TN)→ γ(U,W 1,p(TN))
z →
(
u→
d∑
i=1
(−∆)−1/2divBi(z)〈u, ei〉
)
.
After showing that B0 has linear growth and is Lipschitz and B1 has linear growth
under the above conditions, one can for each δ < 1 construct a unique mild solution
uδ ∈ Zq,W 1,p(TN ) to the regularized problem{
duδ = ∆uδdt+ µ(−∆)δ/2
∑d
i=1(−∆)
−1/2divBi(u
δ)dW it
uδ(0) = u0.
Provided µ sufficiently small, one can exploit the reasoning of this section to deduce
that (uδ)δ<1 ⊂ L
2(Ω× [0, T ]× T) is uniformly bounded, implying the existence of a
weakly convergent subsequence, whose limit is a weak solution to (4).
Appendix
Lemma 4.7. Let G ∈ Cm(TN × R) and F ∈ Cm(R) have bounded derivative and
such that F (0) = 0. Then for all p ≥ 1 and h ∈ Wm,p(TN) ∩W 1,mp(TN) one has
||G(·, h(·))||Wm,p(TN ) ≤ C(1 + ||h||
m
W 1,mp(TN ) + ||h||Wm,p(TN ))
and
||F (h)||Wm,p(TN ) ≤ C(||h||
m
W 1,mp(TN ) + ||h||Wm,p(TN )).
(refer to [4] and the references therein).
On stochastic integrals in different Banach spaces
Note that the stochastic integral in a Banach space X is defined as a certain limit in
the Bochner space L2(Ω;X), i.e. it depends in particular on the topology induced
by the norm on X . To underline this fact, introduce for ψ ∈ L2(Ω× [0, T ]; γ(U,X))
the notation
(X
∫ T
0
)ψ(t)dWt ∈ L
2(Ω;X)
Heuristically speaking, one should expect the stochastic integral not to change if
one looks at it in a ”larger” Banach space. A bit more formally, for X →֒ Y , one
would expect
(X
∫ T
0
)ψ(t)dWt = (Y
∫ T
0
)ψ(t)dWt.
The following Lemma formalizes this consideration.
Lemma 4.8. (Banach space consistency of stochastic integration) Let X, Y be 2-
smooth Banach spaces such that X →֒ Y , where the embedding operator is the
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identity operator. Suppose that ψ ∈ L2(Ω × [0, T ]; γ(U,X)). Then one has ψ ∈
L2(Ω× [0, T ]; γ(U, Y )) and thus the stochastic integral
(Y
∫ T
0
)ψ(t)dWt ∈ L
2(Ω; Y )
is well defined. Moreover this Y -stochastic integral also lies in L2(Ω;X) and one
has
(X
∫ T
0
)ψ(t)dWt = (Y
∫ T
0
)ψ(t)dWt in L
2(Ω;X)
Proof. Note that by the continuous embedding X →֒ Y we have γ(U,X) →֒ γ(U, Y )
and therefore also L2(Ω×[0, T ]; γ(U,X)) →֒ L2(Ω×[0, T ]; γ(U, Y )), i.e. in particular
ψ ∈ L2(Ω× [0, T ]; γ(U, Y )).
For the second part of the Lemma, note that stochastic integrals are defined as
L2 limits of stochastic integrals over approximating elementary processes. On the
level of elementary processes, the norms of X and Y do not come into play and
the canonical definitions of stochastic integrals with respect to elementary processes
coincide therefore in L2(Ω, X) and L2(Ω, Y ) as the spaces of reference in which the
stochastic integrals live.
Let (ψn)n be a sequence of elementary processes approximating ψ ∈ L
2(Ω×[0, T ]; γ(U ;X)),
i.e. one has
E
[∫ T
0
||ψ(t)− ψn(t)||2γ(U,X)ds
]
→ 0
Due to the demonstrated embedding result one also has (ψn)n ⊂ L
2(Ω×[0, T ]; γ(U ; Y ))
and moreover, for the same reason
E
[∫ T
0
||ψ(t)− ψn(t)||2γ(U,Y )dt
]
≤ CE
[∫ T
0
||ψ(t)− ψn(t)||2γ(U,X)dt
]
→ 0.
Hence, any sequence of elementary processes (ψn)n approximating ψ in L
2(Ω ×
[0, T ]; γ(U ;X)) also approximates ψ in L2(Ω × [0, T ]; γ(U ; Y )). Moreover, by Itoˆ’s
inequality applied in the Banach space Y one has
E
[
||
∫ T
0
ψn(t)dWs −
∫ T
0
ψm(t)dWs||
2
Y
]
≤ E
[∫ T
0
||ψn(t)− ψm(t)||2γ(U,Y )ds
]
→ 0
The sequence (∫ t
0
ψn(t)dWs
)
n≥1
is therefore Cauchy in L2(Ω, Y ). By definition, the stochastic integral IY := (Y
∫ T
0
)ψ(t)dWt
is the L2(Ω; Y ) limit of the above sequence. Note however that
E
[
||(X
∫ T
0
)ψ(t)dWs −
∫ T
0
ψn(t)dWs||
2
Y
]
≤E
[
||(X
∫ T
0
)ψ(t)dWs −
∫ T
0
ψn(t)dWs||
2
X
]
→ 0
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since (ψn)n is a sequence of elementary processes used to define the stochastic inte-
gral in the Banach space X . By the uniqueness of limits, one concludes therefore
(X
∫ T
0
)ψ(t)dWs = (Y
∫ T
0
)ψ(t)dWs.
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