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We generalize nonequilibrium integral equalities to situations involving absolutely irreversible pro-
cesses for which the forward-path probability vanishes and the entropy production diverges, render-
ing conventional integral fluctuation theorems inapplicable. We identify the mathematical origins
of absolute irreversibility as the singularity of probability measure. We demonstrate the validity of
the obtained equalities for several models.
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I. INTRODUCTION
The last two decades have witnessed remarkable
progress in nonequilibrium statistical mechanics [1–32].
Jarzynski established an integral nonequilibrium equality
based on the Hamiltonian dynamics [8] and subsequently
generalized it to a broader class of situations in nonequi-
librium statistical mechanics [9, 10]. Crooks gave a gen-
eral proof of the Jarzynski equality and fluctuation theo-
rems in stochastic systems, based on a technique of com-
paring a thermodynamic process and its time-reversed
one [11–13]. Recently, the Jarzynski equality has been
generalized to situations under feedback control [19, 20].
Various types of the Jarzynski equality can be derived in
stochastic systems by an appropriate choice of the refer-
ence probability [25].
Possible applications of nonequilibrium fluctuation
equalities range from physics to biology [27–32]. For ex-
ample, the free-energy landscape of a DNA can be sur-
veyed through nonequilibrium experiments [31] using the
Hummer-Szabo equality [14]. Moreover, feedback con-
trol based on information processing as in Ref. [32] can
be utilized to manipulate nanomachines subject to large
thermal fluctuations such as biological nanomachines.
Although nonequilibrium equalities have wide applica-
tions, they cannot be applied to such important processes
as free expansion, processes starting from local equilib-
rium, and feedback control with error-free measurements.
In fact, the Jarzynski equality is known to be inapplica-
ble to free expansion of an ideal gas [33–37], because
there are some regions in which the forward-path prob-
ability vanishes and the backward-path probability does
not [23]. A similar difficulty also arises when the initial
probability distribution is confined to a restricted region
in phase space (e.g. when the process starts from a local
equilibrium state). In these cases, the Crooks fluctuation
theorem [12]
P†[Γ†]
P[Γ] = e
−σ (1)
leads to a negatively divergent entropy production, where
Γ, σ, P, and † represent a path in phase space, entropy
production, path probability, and the time reversal, re-
spectively. In Ref. [23], it has been argued that this
divergence of the exponentiated entropy production is
circumvented at the level of the detailed fluctuation the-
orem by exchanging the denominator and numerator:
P[Γ]
P†[Γ†] = e
σ. (2)
In this formula, eσ remains finite even when σ diverges
negatively. However, the absence of the divergent en-
tropy is implicitly assumed when integral fluctuation
equalities are derived in Ref. [23]. Situation-specific
modifications are needed to derive rather unusual inte-
gral fluctuation equalities in the above-described situa-
tions. Moreover, integral nonequilibrium equalities un-
der error-free measurements have been elusive because
the error-free property forbids some forward paths, again
leading to divergent entropy production. In fact, these
situations are explicitly excluded when integral fluctua-
tion theorems are derived in Ref. [21].
In this paper, we introduce a concept of absolute irre-
versibility as a new class of irreversibility which encom-
passes the entire range of those irreversible situations
to which conventional fluctuation theorems cannot ap-
ply, including in the above situations. In ordinary ther-
modynamic evolutions, irreversible dynamics are usually
stochastically reversible in the sense that both the origi-
nal and reference (e.g. time-reversed) path probabilities
are nonzero. However, when the original path probability
vanishes, the process is not even stochastically reversible.
We call these processes absolutely irreversible because
absolute irreversibility is the direct cause of the divergent
entropy. We identify the mathematical origin of absolute
irreversibility as the singularity of the reference proba-
bility measure. This insight, together with Lebesgue’s
decomposition theorem, enables us to deal with the hith-
erto excluded situations and derive new nonequilibrium
equalities in a unified manner. What is remarkable and
rather unusual is the fact that such a purely mathemat-
ical notion corresponds exactly to the physical difficulty
of the conventional fluctuation theorems.
This paper is organized as follows. In Sec. II, we in-
troduce a concept of absolute irreversibility and derive
nonequilibrium equalities without feedback control. In
Sec. III, these equalities are verified in free expansion
analytically and in overdamped Langevin systems nu-
merically. In Sec. IV, we generalize the obtained equal-
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FIG. 1. (a) Forward protocol of free expansion. Initially, a
single-particle gas is confined in the left box at temperature T .
Then, the wall is removed and the gas expands to the entire
box. (b) Backward protocol of free expansion. Initially, the
particle is in equilibrium with respect to the entire box. Then,
the wall is inserted. The particle is in the left or right box.
The backward path ending in the right box (indicated by the
blue arrow) has no corresponding forward path. This is a
singular path with negatively divergent entropy production.
ities to cases with measurements and feedback control
and demonstrate the validity of the obtained equalities
in simple models. In Sec. V, we conclude this paper.
II. ABSOLUTE IRREVERSIBILITY AND
NONEQUILIBRIUM EQUALITIES
A. Absolute Irreversibility
First of all, let us introduce a concept of absolute ir-
reversibility in an example of free expansion. A single-
particle gas is initially prepared in the left box (Fig. 1(a)).
Then, the wall is removed and the gas expands to the en-
tire box. In this process, work is not extracted: W = 0,
whereas the free energy decreases: ∆F < 0. Therefore,
the dissipated work is always positive (W−∆F > 0), and
the Jarzynski equality [8, 9] breaks down [35] because
〈e−β(W−∆F )〉 < 1. (3)
Thus, the Jarzynski equality is not satisfied for free ex-
pansion. Physically, this is because free expansion does
not satisfy the assumption of the Jarzynski equality, that
is, the initial state is not a global but only a local equi-
librium [36]. Below, we elucidate why a local equilibrium
state cannot be the initial state when we derive the con-
ventional nonequilibrium equalitiy.
We consider a set of virtual paths {ΓR} starting from
the right box. By definition, these paths have vanishing
probability for the forward process: P[ΓR] = 0. On the
other hand, probability of the paths that end in the right
box in the backward process is nonvanishing: P†[Γ†R] 6= 0.
Therefore, we have
∃Γ, P[Γ] = 0 & P†[Γ†] 6= 0. (4)
This fact causes the conventional integral fluctuation the-
orem to break down because
〈e−σ〉 : =
∫
P[Γ] 6=0
e−σP[Γ]DΓ
=
∫
P[Γ] 6=0
P†[Γ†]DΓ
= 1−
∫
P[Γ]=0
P†[Γ†]DΓ < 1, (5)
where the last inequality follows from Eq. (4). On the
other hand, in the context of the detailed fluctuation
theorem (Eq. (1)), entropy production is negatively di-
vergent for the paths described by Eq. (4):
e−σ =
P†[Γ†R]
P[ΓR] =∞. (6)
We thus conclude that this negatively divergent entropy
production is what makes the conventional integral fluc-
tuation equality inapplicable to the process starting from
a local equilibrium.
This situation (Eq. (4)) makes a stark contrast to or-
dinary irreversible processes in which
∀Γ, P[Γ] = 0 ⇒ P†[Γ†] = 0, (7)
In this case, irreversibility is quantified by a finite ex-
ponentiated entropy production defined by the detailed
fluctuation theorem (1). In ordinary irreversible cases, if
the backward-path probability is nonzero, then the corre-
sponding forward-path probability is nonzero (Eq. (7)).
Therefore, the paths are stochastically reversible, al-
though they are thermodynamically irreversible. In con-
trast, if the condition (4) holds, there exist paths which
are not even stochastically reversible. Thus, we shall call
this process absolutely irreversible.
The probability ratio P†/P in the left-hand side of
Eq. (1) can be interpreted as the transformation function
of two probability densities. In mathematics, probabili-
ties are discussed in measure theory. Thus, in the next
section, we will give a mathematical definition of abso-
lute irreversibility in terms of measure theory and derive
nonequilibrium equalities in absolutely irreversible pro-
cesses.
B. Nonequilibrium Equalities
1. General Formulation
Let us consider an arbitrary nonequilibrium process
without feedback control. Let Γ(t) denote the trajec-
tory of the system in phase space during a time interval
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FIG. 2. Schematic illustration of the Lebesgue decomposi-
tion. The abscissa represents coordinates of phase space and
the ordinate shows the probability density. Vertical lines rep-
resent delta-function-like localization. Here,Mr (solid curve)
is decomposed into two parts for a givenM (dashed curve). In
the absolutely continuous part, the probability ratio of MrAC
toM is well-defined. In the singular part, the ratio ofMrS to
M is divergent.
0 ≤ t ≤ τ , and let M[DΓ] and Mr[DΓ] denote the path-
probability measure in phase space and an arbitrary ref-
erence path-probability measure, respectively. The ref-
erence probability is often set to be the probability for
the time-reversed dynamics [10–13, 19–23]. According to
Lebesgue’s decomposition theorem [38, 39], Mr can be
uniquely decomposed into two parts:
Mr =MrAC +MrS, (8)
where MrAC and MrS are absolutely continuous and sin-
gular with respect to M, respectively (Fig. 2). The ab-
solute continuity of MrAC guarantees that the ratio of
MrAC to M is well-defined. Physically, it is this ratio
that gives entropy production. On the other hand, MrS
corresponds to the region in which the probability de-
fined by M vanishes but the probability defined by Mr
remains nonvanishing. For this part, the ratio of MrS to
M is divergent and we cannot define entropy production
through this ratio. Therefore,MrS corresponds to the ab-
solutely irreversible part. If MrS exists, the conventional
Jarzynski-type equalities break down [21, 26, 33–37].
In nonequilibrium equalities, we evaluate ensemble av-
erages of path functionals both in the original probability
measure and in the reference one. Entropy production
is a key quantity which connects the reference average
with the original one. The transformation between the
two probability measures is mathematically formulated
by the Radon-Nikodym theorem. BecauseMrAC is abso-
lutely continuous with respect to M, we may apply the
Radon-Nikodym theorem to obtain
MrAC[DΓ] =
DMrAC
DM
∣∣∣∣
Γ
M[DΓ], (9)
where DMrAC/DM|Γ is the Radon-Nykodym derivative
which is an integrable function with respect to M; it is
nothing but the ratio of two probabilities in the present
context. Let us formally define the entropy production
as
σ = − ln DM
r
AC
DM
∣∣∣∣
Γ
. (10)
If M and MrAC can be written by probability densities
M[DΓ] = P[Γ]DΓ and MrAC[DΓ] = Pr[Γ]DΓ, Eq. (10)
can be rewritten as σ = − lnPr[Γ]/P[Γ], which is the
standard definition of entropy production. A physical
interpretation of σ will be discussed later. Let F denote
an arbitrary functional of a path and let 〈· · ·〉, 〈· · ·〉r and
〈· · ·〉rI (I = AC,S) denote the averages over M, Mr and
MrI , respectively. Then, we can evaluate the average of
the absolutely continuous part by entropy production:
〈F〉rAC =
∫
F [Γ]MrAC[DΓ]
=
∫
F [Γ] DM
r
AC
DM
∣∣∣∣
Γ
M[DΓ]
= 〈Fe−σ〉. (11)
In accordance with the decomposition in Eq. (8),
〈F〉rAC = 〈F〉r − 〈F〉rS holds. Thus we obtain the fol-
lowing modified integral fluctuation theorem:
〈Fe−σ〉 = 〈F〉r − 〈F〉rS. (12)
This equality may be regarded as a generalization of the
master integral fluctuation theorem in Refs. [13, 25]. If
we set F = 1, Eq. (12) reduces to
〈e−σ〉 = 1− λS, (13)
where λS =
∫ MrS[DΓ(t)] is the probability of the sin-
gular part, or absolutely irreversible part. This abso-
lute irreversibility arises from two kinds of divergent en-
tropy. One is the case in which the probability ratio
is formally written as Pr/P = Pr/0, i.e., the forward
probability vanishes but the reference probability does
not as in free expansion. The other is the case in which
Pr/P = δ(0)/P, i.e., the reference probability has delta-
function-like singularity but the forward probability does
not as in a setting with localized traps. (In this case,
M[D] is zero, whereas Mr[D] is not, where D is an in-
finitesimal region around the center of the delta func-
tion.) Because λS is the total probability of these two
cases, we can calculate λS by summing up the probabil-
ities of those reference paths that have vanishing proba-
bility for the corresponding original paths and that of the
localized reference paths. To the best of our knowledge,
no research has been conducted on the localized case.
However, the existence of this part renders the conven-
tional fluctuation theorem inapplicable. The Jarzynski
equality 〈e−σ〉 = 1 is reproduced only when λS = 0.
Using Jensen’s inequality 〈e−σ〉 ≥ e−〈σ〉, we have
〈σ〉 ≥ − ln(1− λS). (14)
This inequality indicates that the second law of thermo-
dynamics holds even in absolutely irreversible cases be-
cause the right-hand side of Eq. (14) is equal to or greater
than zero. Moreover, when the process involves the ab-
solutely irreversible paths as in free expansion, i.e., when
λS > 0, the inequality (14) imposes a stronger restriction
on the average entropy production than the second law,
that is, the average entropy production must be positive
in this case.
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FIG. 3. Schematic illustration of the stronger version of the
Lebesgue decomposition. Here, Mr (solid curve) is decom-
posed into three parts for a given M (dashed curve). In the
absolutely continuous part (lower left), the probability ratio
of Mrac to M is well-defined. In the singular continuous part
(lower middle), the ratio of Mrsc to M is divergent because
the probability density of M vanishes. In the discrete part
(lower right), the ratio of Mrd to M is divergent because the
probability density ofMd diverges whereasM is finite. Note
that M involves no delta-function-like localization, which is
the assumption for the stronger Lebesgue decomposition and
needed to guarantee the uniqueness of the decomposition.
When M can be written in terms of the probability
density, a stronger version of Lebesgue’s decomposition
holds. Now, Mr can be uniquely decomposed into three
parts:
Mr =Mrac +Mrsc +Mrd, (15)
where Mrac is absolutely continuous with respect to M,
Mrsc is the singular continuous part corresponding to
the vanishing forward-path probability, and Mrd is the
discrete part corresponding to delta-function like local-
ization (Fig. 3). The second term represents the effect
of expansion and the third term represents the effect of
trapping. In accordance with Eq. (15), we obtain
〈Fe−σ〉 = 〈F〉r − 〈F〉rsc − 〈F〉rd, (16)
〈e−σ〉 = 1− λsc − λd, (17)
where 〈· · ·〉ri (i = sc,d) denotes the averages over Mri.
2. Physical Implications
The proof of nonequilibrium equalities (12), (13), (16)
and (17) in the previous section can be made on a very
general ground regardless of the dynamics of the sys-
tem. In particular, the proof can be applied to Langevin
systems and Hamiltonian systems. Physics enters the
problem in the choice of the reference probability mea-
sure. Once the reference probability measure is properly
chosen, the formal entropy production discussed above
becomes the corresponding physical entropy production,
which is measurable in experiments. This fact is widely
known in the absence of absolute irreversibility [25] and
explicitly shown in Appendix A. Here, we will briefly re-
view the main results.
By comparing the original dynamics with the time-
reversed one, we can quantify the asymmetry of thermo-
dynamic processes with respect to time reversal. Here,
we set the reference dynamics to the time-revered dy-
namics under the time-reversed protocol.
If we assume that the initial probability of the origi-
nal process is a local canonical distribution with inverse
temperature β, and set the initial probability of the time-
reversed path to another local canonical distribution with
the same inverse temperature β, then the entropy pro-
duction reduces to
σ = β(W −∆F ), (18)
where W is the work performed on the system and ∆F
is the free-energy difference of the system [25]. Thus, the
integral fluctuation theorem is
〈e−β(W−∆F )〉 = 1− λS, (19)
which reduces to the Jarzynski equality [8, 9] only when
λS = 0. In this case, the value of λS can be experimen-
tally determined through the measurement of the time-
reversed process; λS is the total probability of localized
backward paths and backward paths for which the cor-
responding forward paths are absent. In special cases,
we can analytically calculate λS as shown in Sec. II C 2.
The corresponding inequality
W ext ≤ −∆F + ln(1− λS) (20)
demonstrates that the extractable work W ext(:= −W )
is diminished by the effect of absolutely irreversible pro-
cesses since ln(1− λS) ≤ 0.
When we set the initial probability distribution of the
time-reversed process to the final distribution of the orig-
inal one, we obtain
〈e−∆stot〉 = 1− λS, (21)
where ∆stot is the sum of the Shannon entropy produc-
tion of the system and the entropy production of the bath
accompanying the absorption of heat [25].
Finally, we note that other choices of the reference
probability lead to fluctuation theorems on other types
of entropy production such as housekeeping entropy pro-
duction and excess entropy production [25].
III. EXAMPLES OF ABSOLUTELY
IRREVERSIBLE PROCESSES
When the initial probability distribution has no delta-
function-like localization, the stronger version of the
Lebesgue decomposition holds, and the nonequilibrium
equality in absolutely irreversible processes is given by
〈e−σ〉 = 1− λsc − λd. (22)
The term λsc is the singular continuous part and repre-
sents the effect of free expansion. We can calculate λsc
by summing up the probabilities of those time-reversed
5paths whose corresponding forward paths vanish. The
term λd is the discrete part, which represents the effect of
trapping. We can calculate λd by summing up the prob-
ability of spatially localized time-reversed paths. We will
demonstrate the validity of Eq. (22) in three examples
below.
A. Free Expansion
We first discuss free expansion (see Fig. 1 (a)). In
this example, we assume that the single-particle gas is
initially in the local equilibrium in the left box, where the
volume ratio between the left and right boxes is taken to
be l : 1− l. Therefore, we choose σ as in Eq. (18):
〈e−β(W−∆F )〉 = 1− λsc − λd. (23)
The wall is removed and the free energy of the gas de-
creases by ∆F = kBT ln l(< 0). In this process, work is
neither extracted nor performed: W = 0. Therefore, the
exponentiated average is
〈e−β(W−∆F )〉 = l. (24)
We next consider the backward process (see Fig. 1 (b)).
In the backward process, the initial state of the single-
particle gas is in equilibrium over the entire box. Then, a
wall is inserted at the same position as the forward pro-
cess. The particle is in either left or right box. The paths
ending in the right box have no corresponding paths in
the forward process. Therefore, these paths are singular
continuous. The probability of these paths is propor-
tional to the volume fraction of the right box:
λsc = 1− l. (25)
Since there is no single path with finite probability (such
a path would contribute to the discrete singularity),
λd = 0. (26)
We can easily confirm that Eqs. (24), (25) and (26) are
consistent with Eq. (23).
In fact, Eq. (24) can be derived by conventional meth-
ods as well and this is true for the following two exam-
ples. In Appendix B, we compare our method with the
conventional ones and discuss advantages of our method.
In our method, the meaning of the obtained nonequilib-
rium equality is much clearer and the derivation is sim-
pler because our method directly deals with the process
of interest.
B. Process Starting from a Local Equilibrium
Next, let us again consider the case of λsc 6= 0, i.e.,
the case in which the singular continuous part exists in
a more complicated system. We perform numerical sim-
ulations for an overdamped Langevin system confined to
a one-dimensional ring, where the potential consists of n
identical harmonic potential wells with stiffness (namely,
the spring constant) k(t) (see Fig. 4(a)). The initial dis-
tribution is set to be the local equilibrium distribution
in a given well and vanishes elsewhere. We set the refer-
ence initial probability to the canonical distribution cor-
responding to the final potential and set the reference
dynamics to the time reversal dynamics. We study a
nonequilibrium process during a time interval τ , in which
the stiffness of potentials is decreased from k = K to 0
at a constant rate between t = 0 and τ/2, and then in-
creased from k = 0 to n2K at a constant rate between
t = τ/2 and τ . Because a backward path terminates in
a certain well with probability 1/n due to the symme-
try of the potential and the initial backward state, the
probability that the backward path does not have the
corresponding forward path is λsc = (n−1)/n. Then the
nonequilibrium integral equality (22) reduces to
〈e−β(W−∆F )〉 = 1
n
, (27)
and the corresponding second law is given by
〈W 〉 ≥ ∆F + kBT lnn. (28)
If we assume K is sufficiently large, ∆F is zero in this
process. Figure 4(b) shows the distribution of work at
different n obtained by numerical simulations. The value
of 〈e−βW 〉 is confirmed to be 1/n as demonstrated in
Fig. 4(c). It is also verified that the averaged value of
dissipation is larger than the minima predicted by the
inequality (28) (Fig. 4(d)). When the initial probability
distribution is localized, there is diffusion to the entire
phase space; then entropy production tends to be posi-
tive. Note that this process can be regarded as an infor-
mation erasure process of the symmetric n-bit memory.
C. System with a Trap
Finally, we consider the case of λd 6= 0, i.e., the case in
which the discrete singularity exists. We perform numer-
ical simulations for a one-dimensional system in which a
single particle is confined in a single harmonic potential
with stiffness k(t). We assume that there is a trapping
point in the system and that the distance between the
point and the center of the harmonic potential is xc (see
Fig. 5(a)). If the particle reaches the trapping point, it
will be trapped with unit probability. The initial dis-
tribution is the equilibrium distribution of the harmonic
potential. The stiffness of the potential is decreased from
k = K to 0 at a constant rate between t = 0 and τ/2,
and then increased from 0 to K at a constant rate be-
tween t = τ/2 to τ . To derive a nonequilibrium equality,
we set the reference initial probability distribution to the
final probability distribution of the original process, and
set the reference dynamics to the time reversal dynamics.
Let ptrap and p
†
trap be the trapping probabilities of the fi-
nal states of the original and time-reversed processes, re-
spectively. Because the trapped particle remains trapped
6(a) (b)
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FIG. 4. (a) Schematic illustration of an overdamped
Langevin system consisting of n harmonic potential wells on
a one-dimensional ring. (b) Probability density of work per-
formed on the system for several values of n. The triangles
indicate the points of W = kBT lnn. (c) Averaged values of
〈exp[−βW ]〉 at each n. Superimposed is a fitted 1/n curve.
(d) Averaged values of 〈βW 〉. The line represents the mini-
mum dissipation given by kBT lnn. The parameters are cho-
sen as follows: diffusion constant D = 10−13m2/s; temper-
ature T = 300K; duration of the process τ = 10sec; half
width of a single potential a = 10−6m; the initial stiffness of
potential K is chosen so as to satisfy Ka2/2 = 5kBT . The
nonequilibrium process is repeated 106 times for each n.
in the entire time-reversed process, the probability of this
single backward path is ptrap(6= 0), and thus the discrete
probability is λd = ptrap. Moreover, since the paths that
fall into the trap in the time-reversed process have no cor-
responding paths in the original process, they are singular
continuous. Therefore, the singular continuous probabil-
ity is λsc = p
†
trap − ptrap. Thus, Eq. (22) reduces to
〈e−∆stot〉 = 1− p†trap, (29)
which is consistent with numerical simulations as shown
in Fig. 5(c). The corresponding inequality
〈∆stot〉 ≥ − ln(1− p†trap) (30)
is automatically satisfied because the left-hand side is
positively divergent due to those paths that fall into the
trap in the original process with positively divergent en-
tropy.
(a) (b)
(c)
FIG. 5. (a) An overdamped Langevin system with a trap.
(b) Probability density of the total entropy production for
several values of τ . The triangles indicate the points where
∆stot = − ln(1− p†trap). (c) Averaged values of 〈exp[−∆stot]〉
versus the trapping probability p†trap. Superimposed is a fitted
1 − p†trap line. The parameters D and T are the same as in
Fig. 1. The distance between the trap and the center of the
potential is xc = 10
−6m. The initial stiffness K is set so as
to satisfy Ka2/2 = 10kBT . The duration of the process τ is
varied between 1sec and 100sec. The process is repeated 106
times for each τ .
IV. NONEQUILIBRIUM EQUALITIES IN
ABSOLUTELY IRREVERSIBLE PROCESSES
UNDER MEASUREMENTS AND FEEDBACK
CONTROL
A. Main Equalities
Let us now consider a nonequilibrium process with
feedback control. Under feedback control, it is impor-
tant to consider the singular part because high-precision
measurements such as error-free measurements necessar-
ily localize the probability distribution and this localiza-
tion promotes subsequent free expansion.
Let Λ(t) denote a path in space of outcomes. The feed-
back control protocol, which determines the time evolu-
tion of Γ(t), depends on {Λ(s)}ts=0. In other words, the
control parameters are regulated based on the history
of the outcome {Λ(s)}ts=0, and the transition probability
from Γ(t) to Γ(t+dt) is fixed by these parameters (and by
the history of the system {Γ(s)}ts=0). On the other hand,
the time evolution of the outcome Λ(t) is determined by
measurements which depend on {Γ(s)}ts=0, that is, we ob-
tain an outcome Λ(t) based on the history of the system
{Γ(s)}ts=0. These measurements and control protocol de-
termine the entire time evolution of Γ(t) and Λ(t). There-
7fore, the entire paths Γ := {Γ(t)}τt=0 and Λ := {Λ(t)}τt=0
become correlated due to the feedback control and mea-
surements. For a given entire history of the outcome Λ,
let M|Λ denote the conditional probability measure for
paths whose measurement outcome is given by Λ, and
let us choose an arbitrary reference probability measure
Mr|Λ, which can also be decomposed into two parts with
respect to M|Λ, i.e., Mr|Λ =MrAC|Λ +MrS|Λ. Once Λ is
given, the control protocol is also fixed. Therefore, we
obtain
〈Fe−R|Λ〉|Λ = 〈F〉r|Λ − 〈F〉rS|Λ, (31)
where
R|Λ = − ln
DMrAC|Λ
DM|Λ
∣∣∣∣
Γ
. (32)
Averaging this with respect to the path of the outcome
Λ, we obtain
〈Fe−R|Λ〉 = 〈F〉r − 〈F〉rS. (33)
The entropy production of the system should be defined
by the ratio of the reference transition probability to the
original one under a fixed Λ or fixed protocol:
σ = − ln
DMrAC|Λ
DMtrans|Λ
∣∣∣∣∣
Γ
, (34)
where Mtrans|Λ is the transition probability of Γ under a
given Λ. The reference transition probability is noth-
ing but the conditional probability because there are no
measurements. On the other hand, the original tran-
sition probability Mtrans|Λ is different from the original
conditional probability M|Λ [22]. Then R|Λ can be de-
composed into two parts:
R|Λ = − ln
DMrAC|Λ
DMtrans|Λ
∣∣∣∣∣
Γ
− ln
DMtrans|Λ
DM|Λ
∣∣∣∣∣
Γ
= σ + I, (35)
where I := − lnDMtrans|Λ /DM|Λ|Γ. The transition prob-
ability Mtrans|Λ quantifies the correlation originating
from feedback control, while the conditional probabil-
ityM|Λ(t) contains the correlation originating from both
measurements and feedback control. Because I quanti-
fies the difference between these two probability, I may
be regarded as the correlation originating from measure-
ments, or mutual information. IfMtrans|Λ andM|Λ can be
expressed in terms of probability densities, we can show
directly that this definition reduces to the standard defi-
nition of mutual information [22]: I = − lnP[Λ]/P[Λ|Γ].
Equation (33) can be rewritten as
〈Fe−σ−I〉 = 〈F〉r − 〈F〉rS. (36)
If we set F = 1, Eq.(36) reduces to
〈e−σ−I〉 = 1− λS, (37)
where λS is the average over Λ of the outcome-
conditioned singular-part probabilities. In particular, if
the measurement is performed only once and if there are
no singular parts in the reference probability, the equality
reproduces the original equality obtained in Refs. [19, 20].
The corresponding inequality is
〈σ〉 ≥ −〈I〉 − ln(1− λS). (38)
Thus, the lower bound of entropy production is deter-
mined not only by the mutual information but also by
the term arising from absolute irreversibility. In partic-
ular, if 〈I〉 > − ln(1 − λS), i.e., if the right-hand side
of Eq. (38) is negative, the averaged entropy production
can be negative.
When the initial state satisfies the assumption of the
stronger version of the Lebesgue decomposition, we ob-
tain
〈e−σ−I〉 = 1− λsc − λd, (39)
〈σ〉 ≥ −〈I〉 − ln(1− λsc − λd), (40)
where λsc and λd are the averaged singular continuous
and discrete probabilities, respectively.
In a manner similar to the case without feedback con-
trol, a proper choice of the reference probability leads
to the corresponding fluctuation theorem. If the initial
state is in a local equilibrium, Eq. (37) reduces to
〈e−β(W−∆F )−I〉 = 1− λS. (41)
This can be seen if we set the reference dynamics to the
time-reversed one and the initial distribution of the time-
reversed process to a local canonical one. When λS = 0,
Eq. (41) reduces to the generalized Jarzynski equality
under feedback control derived in Refs. [19, 20, 22, 23].
On the other hand, if we set the reference dynamics to the
time-reversed one and the initial distribution of the time-
reversed process to the final distribution of the original
process, we obtain
〈e−∆stot−I〉 = 1− λS. (42)
In these cases, the value of λS can be calculated via the
time-reversed process in a manner similar to the case
without feedback control.
B. Examples
1. Measurement and Trivial Feedback Control
Let us consider a measurement and the subsequent
trivial feedback control to verify Eq. (41). At first, a
particle is in the global equilibrium state of the box
(Fig. 6(a)). Then, we perform an instantaneous error-
free measurement to determine the position X. We ob-
tain an outcome X = L when the particle is in the left
side, or the length from the left-end wall is shorter than
the length of the whole box multiplied by l. On the other
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FIG. 6. (a) A measurement and the subsequent trivial
feedback control. Initially, a particle is in equilibrium with
the entire box. Then, we perform an error-free position-
measurement to determine whether the position X is the left
L or right R. After this measurement, we do nothing. (b) The
time-reversed protocol. The particle is in equilibrium and we
do nothing. At the time of the measurement, the particle is
probabilistically in either the left or right side. For the out-
come X = L, the case in which the particle is in the right
side is singular (blue arrows), and similarly for the outcome
X = R.
hand, we obtain an outcome X = R when the particle
is in the right side. In both cases, we do nothing after
the measurement. In this process, work is not extracted:
W = 0, and free energy does not changes: ∆F = 0. By
the measurement, when X = L, we obtain mutual infor-
mation I = − ln p(L), where p(L) is the probability to
obtain an outcome X = L. When X = R, we obtain
I = − ln p(R). Therefore, the exponentiated average is
〈e−β(W−∆F )−I〉 = p(L) · eln p(L) + p(R) · eln p(R)
= p(L)2 + p(R)2
= l2 + (1− l)2. (43)
Next, let us consider the time-reversed process to cal-
culate the singular probability. In the time-reversed pro-
cess, we do nothing for both outcomes L and R, because
we do nothing in the forward process. For the time-
reversed process of the outcome X = L (the left half
of Fig. 6(b)), the particle is in the right side at the time
of the measurement with probability 1−l. This is the sin-
gular event, which never happens in the forward process
because of the error-free property of the measurement.
Therefore, we obtain
λS|X=L = 1− l. (44)
In a similar manner, we obtain
λS|X=R = l. (45)
Thus, the averaged singular probability is calculated as
λS = p(L)λS|X=L + p(R)λS|X=R
= 2l(1− l). (46)
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(b)
(a)
FIG. 7. Two-particle Szilard engine. (a) Forward protocol.
Initially, two particles are in thermal equilibrium. A hard
wall is inserted in the middle and a position measurement is
performed to find the number n of particles in the right box
(second row). Based on the measurement outcome, the wall
is isothermally shifted to such a position that the extracted
work is maximal (third row). Finally, the wall is removed.
(b) Time-reversed protocol. A wall is inserted (third row)
and then moved in accordance with the value of the outcome
n (second row). The case of n = 1 contains two singular paths
which are absent in the forward protocol as indicated by the
blue arrows.
By a simple calculation, we can confirm that this value
is consistent with Eqs. (41) and (43).
After the measurement, the particle freely expands to
the entire box because we do no feedback control, and we
lose useful information obtained through the measure-
ment. This is the physical reason why the right-hand
side of Eq. (43) deviates from one. This deviation is pre-
cisely quantified by the singular probability. Relations
between nonequilibrium equalities and this kind of infor-
mation loss are discussed in detail in Ref. [40].
92. Two-particle Szilard Engine
We consider the two-particle Szilard engine to verify
Eq. (41). The reason why we do not discuss the single-
particle Szilard engine as in Refs. [19, 23] is that there
arises no singular part in the single-particle Szilard en-
gine because we can fully utilize the information obtained
by the measurement and free-expansion-like dissipation
does not occur in this case. Therefore, to observe effects
by absolute irreversibility, we should consider a Szilard
engine with two or more particles. Here, we consider the
two-particle Szilard engine as a prototypical example.
Two indistinguishable classical-gas particles are con-
fined in a box (Fig. 7 (a)). We insert a hard wall in the
middle of the box and perform an error-free position mea-
surement to determine the number n of particles in the
right box. With probability 1/4, we obtain the outcome
n = 0 and the mutual information I = − ln(1/4). We
then isothermally shift the wall to the right end to ob-
tain W = −2kBT ln 2, and finally remove the wall. With
probability 1/4, we obtain n = 2 and I = − ln(1/4). In
this case, we shift the wall to the opposite direction to
obtain W = −2kBT ln 2. With probability 1/2, we obtain
n = 1 and I = − ln(1/2). In this case, we just remove
the wall because we cannot extract any work by shifting
the wall: W = 0. For all n, ∆F = 0 because the system
returns to the initial state after the protocol. Then, we
obtain
〈e−β(W−∆F )−I〉
=
1
4
e2 ln 2+ln
1
4 +
1
2
e0+ln
1
2 +
1
4
e2 ln 2+ln
1
4 =
3
4
, (47)
which deviates from 1 because the wall removal causes
free expansion when n = 1.
Let us consider the time-reversed protocol when n = 1
(Fig. 7(b)). In this protocol, we insert a wall in the
middle and then remove it. The probabilities to find
the two particles in the left and right boxes are both
nonzero, whereas the corresponding forward-path prob-
abilities vanish. Thus, the singular probability corre-
sponding to the outcome n = 1 is the sum of these prob-
abilities: λS|n=1 = 1/2. On the other hand, the cases of
n = 0, 2 have no singular paths: λS|n=0 = λS|n=2 = 0.
Therefore, we obtain
λS =
1
4
λS|n=0 +
1
2
λS|n=1 +
1
4
λS|n=2 =
1
4
. (48)
This value is consistent with Eqs. (41) and (47).
V. CONCLUSION
We have proposed a concept of absolute irreversibil-
ity in nonequilibrium processes and show that it renders
conventional integral fluctuation theorems inapplicable.
Absolute irreversibility is mathematically defined as the
singularity of the reference probability measure, and
physically related to divergence of entropy production.
Lebesgue’s decomposition theorem enables us to gener-
alize nonequilibrium equalities to absolutely irreversible
processes since the theorem uniquely separate the ab-
solutely irreversible part from the ordinary irreversible
part. The obtained equalities contain two physical quan-
tities related to irreversibility: the entropy production
σ characterizing ordinary irreversibility and the singular
part probability λS describing absolute irreversibility. In
absolutely irreversible cases, the inequalities derived from
our equalities are stronger than the conventional second
law of thermodynamics. We demonstrate the validity of
our equalities in free expansion and the two overdamped
Langevin systems. Moreover, we generalize the nonequi-
librium equalities under measurements and feedback con-
trol to processes involving absolute irreversibility caused
by high-precision measurements, and illustrate the gen-
eralized equalities in two simple models.
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Appendix A: Choice of the Reference Probability
Measure and Entropy Production
In this appendix, we will show that a proper choice
of the reference probability measure results in the corre-
sponding nonequilibrium equality with physical and ex-
perimentally observable entropy production. We explic-
itly deal with a Langevin system and a Hamiltonian sys-
tem. Here, we consider for simplicity cases in the absence
of feedback control. The extension to cases under feed-
back control is straightforward.
1. Langevin System
To elucidate the physical meaning of Eq. (13), let us
first consider an overdamped Langevin system with white
Gaussian noise:
x˙(t) = µF (x(t), λ(t)) + ζ(t), (A1)
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where µ, F and λ are the mobility, systematic force,
and control parameter, respectively, and ζ(t) is a ran-
dom noise satisfying 〈ζ(t)ζ(s)〉 = 2Dδ(t − s), where D
is diffusion constant. The path probability generated by
this dynamics is [25, 41]
M[Dx] = N e−A[x,λ]µ0(dx0)Dx˜µL(dxτ ), (A2)
where
A[x, λ] =
∫ τ
0
dt
[
(x˙− µF )2
4D
+
µ
2
∂F
∂x
]
, (A3)
and N , µ0 and µL represent the normalization con-
stant, the initial probability distribution measure and the
Lebesgue measure on the configuration space Ω, respec-
tively. Moreover, x0 and xτ represent the initial and final
positions of path x, respectively, and x˜ is the path that
does not have these endpoints. To quantify the asymme-
try under time reversal, we also consider the realization
probability of the time-reversed path: x†(t) = x(τ − t).
The time-reversed probability is
M†[Dx†] = N e−A[x†,λ†]µ†0(dx†0)Dx˜†µL(dx†τ ) (A4)
= N e−A[x†,λ†]µL(dx0)Dx˜µ†0(dxτ ), (A5)
where µ†0 is the initial probability measure of the time-
reversed process. Let µL,AC denote the absolutely contin-
uous part of µL with respect to µ0, and let µ
†
0,AC denote
the absolutely continuous part of µ†0 with respect to µL.
Then, the absolutely continuous part ofM† with respect
to M is
M†AC[Dx†] = N e−A[x
†,λ†]µL,AC(dx0)Dx˜µ†0,AC(dxτ ). (A6)
Therefore, the entropy production is defined as
e−σ =
DM†AC[Dx†]
DM[Dx]
∣∣∣∣∣
x
= e−(A[x
†,λ†]−A[x,λ]) dµL,AC
dµ0
∣∣∣∣
x0
dµ†0,AC
dµL
∣∣∣∣∣
xτ
. (A7)
By a simple calculation, we can verify
A[x†, λ†] =
∫ τ
0
dt
[
(x˙+ µF )2
4D
+
µ
2
∂F
∂x
]
, (A8)
and therefore
A[x†, λ†]−A[x, λ] = µ
D
∫ τ
0
dtx˙F.
Considering the Einstein relation D = µkBT , we obtain
A[x†, λ†]−A[x, λ] = β
∫ τ
0
dtx˙F, (A9)
where β is the inverse temperature. The integral in the
right-hand side is the work done by the systematic force.
Since this work is instantly dissipated to the heat bath
by the assumption of overdamping, the work is equal to
dissipated heat Q. Therefore, we obtain
A[x†, λ†]−A[x, λ] = βQ, (A10)
and
e−σ = e−βQ
dµL,AC
dµ0
∣∣∣∣
x0
dµ†0,AC
dµL
∣∣∣∣∣
xτ
. (A11)
It should be stressed that the dissipated heat defined here
is the standard definition in mesoscopic systems [25, 41,
42]. Moreover, this heat is an observable quantity in
experiments as is measured in Refs. [43, 44] for example.
a. Dissipated Work
Here, let us assume that the initial state is a local
equilibrium state in a region D0 ⊂ Ω:
µ0(dx0) = e
−β(U(x0,λ0)−F0)χD0(x0)µL(dx0), (A12)
where U is the potential and χD0(x0) is the characteristic
function defined by
χD0(x0) =
{
1 x0 ∈ D0
0 x0 /∈ D0, (A13)
and F0 is defined by
e−βF0 =
∫
D0
e−βU(x0,λ0)dµL(x0). (A14)
In this case, the absolutely continuous part of µL with
respect to µ0 is
µL,AC(dx0) = χD0(x0)µL(dx0) (A15)
and therefore
dµL,AC
dµ0
∣∣∣∣
x0
= eβ(U(x0,λ0)−F0). (A16)
To proceed further, let us set the initial probability
measure of the time-reversed dynamics to a local equilib-
rium distribution in a region Dτ :
µ†0(dxτ ) = e
−β(U(xτ ,λτ )−Fτ )χDτ (xτ )µL(dxτ ),(A17)
which is already absolutely continuous with respect to
µL, i.e., µ
†
0,AC = µ
†
0. Thus, we obtain
dµ†0,AC
dµL
∣∣∣∣∣
xτ
= e−β(U(xτ ,λτ )−Fτ )χDτ (xτ ). (A18)
Substituting Eqs. (A16) and (A18) into Eq. (A11), we
obtain
e−σ = e−β(Q+∆U−∆F )χDτ (xτ ), (A19)
where ∆U = U(xτ , λτ ) − U(x0, λ0) and ∆F = Fτ − F0.
Therefore, when xτ ∈ Dτ ,
σ = β(Q+ ∆U −∆F ) (A20)
= β(W −∆F ), (A21)
11
where we use the first law of thermodynamics: W = Q+
∆U . Since the right-hand side is a part of work which is
not converted to free energy, it is called dissipated work.
When xτ /∈ Dτ , σ is positively divergent. (Positively
divergent entropy production does not cause any problem
in the context of integral fluctuation theorems since it
contributes none to the exponentiated average.) Thus,
Eq. (13) reduces to
〈χDτ (xτ )e−β(W−∆F )〉 = 1− λS. (A22)
In particular, when we set Dτ to Ω, we have
〈e−β(W−∆F )〉 = 1− λS. (A23)
This is an extension of the Jarzynski equality [8, 9].
Application to a Specific Example
Let us apply Eq. (A23) to the example in Sec. II C 2.
In this case, x(t) is the coordinate along the ring. The
half width of a single well is defined as a. Therefore,
x(t) has the periodic boundary condition: x(t) = x(t) +
2na. Here, D0 is the region of the initial well of the
original process and Dτ is the entire configuration space
Ω. Therefore, from Eq. (A6), we have
M†AC[Dx†]
= N e−A[x†,λ†]χD0(x0)µL(dx0)Dx˜µ†0(dxτ ). (A24)
Let us calculate the singular probability λS by utilizing
the n-fold symmetry of the system. As the potential has
the fundamental period 2a, we have
F (x(t) + 2ma, λ(t)) = F (x(t), λ(t)), (A25)
µ†0(d(xτ + 2ma)) = µ
†
0(dxτ ), (A26)
A[x† + 2ma, λ†] = A[x†, λ†], (A27)
for an arbitrary integer m. Let Dm0 denote the region of
the m-th well from the initial well, and we have
χDm0 (x0 + 2ma) = χD0(x0). (A28)
As the integration is invariant under spatial translation,
from Eqs. (A25), (A26), (A27) and (A28), we obtain∫
M†AC[Dx†]
=
∫
M†AC[D(x† + 2ma)]
=
∫
N e−A[x†,λ†]χD−m0 (x0)µL(dx0)Dx˜µ
†
0(dxτ ). (A29)
Therefore, we have
n
∫
M†AC[Dx†]
=
n−1∑
m=0
∫
N e−A[x†,λ†]χDm0 (x0)µL(dx0)Dx˜µ
†
0(dxτ )
=
∫
N e−A[x†,λ†]
n−1∑
m=0
χDm0 (x0)µL(dx0)Dx˜µ
†
0(dxτ )
=
∫
N e−A[x†,λ†]µL(dx0)Dx˜µ†0(dxτ )
=
∫
M†[Dx†]
= 1. (A30)
Thus, we obtain
λAC =
1
n
, λS =
n− 1
n
. (A31)
Equation (A23) reduces to
〈e−β(W−∆F )〉 = 1
n
. (A32)
b. Total Entropy Production
Here, we assume that the initial probability distribu-
tion of the original process can be written in terms of a
probability density, that is, µ0 is absolutely continuous
with respect to µL:
µ0(dx0) = p0(x0)µL(dx0). (A33)
The absolutely continuous part of µL with respect to µ0
is
µL,AC(dx0) = χD0(x0)µL(dx0), (A34)
where D0 is the support of p0. Therefore,
dµL,AC
dµ0
∣∣∣∣
x0
=
χD0(x0)
p0(x0)
. (A35)
Let us set the initial probability distribution of the time-
reversed process to be equal to the final probability dis-
tribution of the original process: µ†0 = µτ . Since µ
†
0,AC is
absolutely continuous with respect to the Lebesgue mea-
sure, we obtain
dµ†0,AC
dµL
∣∣∣∣∣
xτ
= pτ (xτ ), (A36)
where pτ is an (unnormalized) integrable function. Sub-
stituting Eqs. (A35) and (A36) into Eq. (A11), we have
e−σ = e−∆s
bath pτ (xτ )
p0(x0)
χD0(x0), (A37)
where ∆sbath = βQ is the entropy production of the heat
bath. When x0 ∈ D0, we obtain
σ = ∆sbath − ln pτ (xτ ) + ln p0(x0). (A38)
Defining the (unavaraged) Shannon entropy s(t) =
− ln pt(xt), we obtain
σ = ∆sbath + ∆s, (A39)
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where ∆s = s(τ)− s(0) is the difference in the Shannon
entropy. In this case, σ is the sum of the Shannon en-
tropy production of the system and the thermodynamic
entropy production of the bath, namely total entropy
production ∆stot. Thus, Eq. (13) reduces to
〈e−∆stot〉 = 1− λS. (A40)
2. Hamiltonian System
In a Hamiltonian system, the dynamics is determinis-
tic. Therefore, the probability of a given path is the same
as the probability of the system being found on the same
path at an arbitrary time. In other words, the probability
measures can be replaced as follows:
M[DΓ] = µ0(dΓ0)DΓ˜µL(dΓτ ), (A41)
M†[DΓ†] = µ†0(dΓ†0)DΓ˜†µL(dΓ†τ )
= µL(dΓ0)DΓ˜µ†0(dΓτ ). (A42)
Let us separate the degrees of freedom into two parts; one
involves the degrees of freedom x concerning the system
of interest and the other involves the degrees of freedom
y concerning the bath. We also assume that the Hamil-
tonian of the bath Hbath(y) is independent of time. Ini-
tially, the bath is in equilibrium:
µ0(dΓ0) = µ
sys
0 (dx0)e
−β(Hbath(y0)−Fbath)µbathL (dy0),(A43)
where µsys0 and µ
bath
L represent the initial probability dis-
tribution measure of the system and the Lebesgue mea-
sure of the bath, respectively, and
e−βF
bath
=
∫
dye−βH
bath(y). (A44)
Moreover, let us set the initial probability measure of
the time-reversed process to the product of the initial
probability measure of the system µsys†0 and the canonical
probability measure of the bath:
µ†0(dΓτ )
= µsys†0 (dxτ )e
−β(Hbath(yτ )−Fbath)µbathL (dyτ ). (A45)
Therefore, we obtain
e−σ =
DM†AC[DΓ†]
DM[DΓ]
= e−β(H
bath(yτ )−Hbath(y0))dµ
sys
L,AC
dµsys0
∣∣∣∣∣
x0
dµsys†0,AC
dµsysL
∣∣∣∣∣
xτ
. (A46)
Since the increase in bath’s energy is heat dissipated from
the system, we have
Hbath(yτ )−Hbath(y0) = Q. (A47)
Therefore, we obtain
e−σ = e−βQ
dµsysL,AC
dµsys0
∣∣∣∣∣
x0
dµsys†0,AC
dµsysL
∣∣∣∣∣
xτ
, (A48)
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FIG. 8. Virtual process corresponding to free expansion.
Initially, the particle is in the global equilibrium state; the
particle is in the left box with probability l and in the right
one with probability 1− l. Then, the wall is removed.
where µsysL,AC is the absolutely continuous part of µ
sys
L
with respect to µsys0 , and µ
sys†
0,AC is the absolutely contin-
uous part of µsys†0 with respect to µ
sys
L . Since Eq. (A48)
has exactly the same structure as that of Eq. (A11), it
is obvious that Eqs. (A22) and (A40) can be derived un-
der the same assumptions and choices of the reference
probability in this Hamiltonian system.
Appendix B: Comparison with Conventional
Methods
In this section, we review conventional methods [45] to
compare with our method described in the main text.
1. Rederivation of Eq. (24)
Here, we rederive Eq. (24) according to the conven-
tional method. We consider a virtual process starting
from the global equilibrium state. The particle is in the
left box with probability l and in the right one with prob-
ability 1−l so that the probability distribution is globally
uniform. Since the initial probability distribution van-
ishes nowhere in phase space, there arises no absolute ir-
reversibility. Therefore, the conventional nonequilibrium
equality applies [13]:
[F [Γ]e−β(Wˆ [Γ]−∆Fˆ )] = [F†[Γ†]]†, (B1)
where F [Γ] is an arbitrary path-dependent functional,
and F† is defined by F†[Γ†] = F [Γ]; [· · ·] denotes the
statistical average in the virtual process, and the sym-
bolˆmeans that the accompanying quantity is the one in
the virtual process. In this simple case, we can straight-
forwardly connect the physical quantities in the virtual
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process and those in the original one thorough the fol-
lowing relations:
Wˆ [Γ] = W [Γ], (B2)
Fˆ0 = F0 + kBT ln l, (B3)
Fˆτ = Fτ , (B4)
∆Fˆ = ∆F − kBT ln l. (B5)
Moreover, let us define F [Γ] as the characteristic func-
tional whose value is equal to one only if the path starts
from the left box and zero otherwise. Then, consider-
ing the normalization of probabilities properly, we can
connect the average in the virtual process to that of the
original one as
[F [Γ] · · ·] = l〈· · ·〉 (B6)
Finally, in the time-reversed process, probability of paths
ending in the left box is l, and therefore we have
[F†[Γ†]]† = l. (B7)
By substituting Eqs. (B2), (B5), (B6) and (B7) into
Eq. (B1), we can reproduce Eq. (24).
Following the same procedure, we can also rederive
Eqs. (27) and (29). In the next section, we discuss the
meaning of this conventional derivation and compare it
with our method based on the Lebesgue decomposition.
2. Interpretation and Discussion
Let us examine the meaning of the conventional proce-
dure. First of all, we extend the initial probability distri-
bution to the canonical distribution of the entire system
to avoid the problem of the vanishing probability. Then,
we derive the nonequilibrium equality in this artificial
process (Eq. (B1)). Next, we express a physical quantity
of the artificial process by that of the original process
(Eqs. (B2) and (B5)). Finally, we erase some of paths to
relate the average of the original system to that of the ar-
tificial system (Eq. (B7)), and obtain the nonequilibrium
equality in the original system (Eq. (24)).
In this way, the conventional method has to introduce
the artificial system to derive the nonequilibrium equal-
ity in the absolutely irreversible process; in contrast our
method, based on Lebesugue’s decomposition, directly
deals with the original process. Moreover, the reason
why the right-hand sides of Eqs. (24), (27) and (29) de-
viate from one is crystal-clear in our method, that is,
the probabilities of absolutely irreversible paths are sub-
tracted from one. Incidentally, we note that although
Eq. (29) can in hindsight be derived by the conventional
method, we naturally find this absolutely irreversible ex-
ample by Lebesgue’s decomposition theorem (17).
We also note that we can derive Eqs. (24) and (27)
by partitioning the phase space into the part in which
the initial probability vanishes and the part in which
the initial probability dose not vanish before we consider
the time evolution of the system [46], by utilizing the
method used to survey the coarse-grained property of the
Kullback-Leibler divergence [16], that is, we can obtain
Eqs. (24) and (27) from Eq. (7) in Ref. [16].
Let us turn to consider cases with feedback control.
In these cases, to extend the initial probability to the
entire system is not enough to eliminate absolutely ir-
reversiblity, since high-precision measurements can for-
bid some forward paths for a given outcome. There-
fore, the conventional methods do not work straightfor-
wardly. However, we can consider virtual measurements
with enough errors that all forward paths are allowed for
a given outcome and remove absolute irreversibility. In
this virtual process with erroneous measurements, we can
safely derive the conventional integral fluctuation theo-
rem. Then, we connect physical quantities in the virtual
process to those in the original process and erase the ir-
relevant paths by a properly-chosen filter function, in a
manner similar to cases without feedback control, and
obtain nonequilibrium equality in the original process.
In summary, although Eqs. (13) and (37) can be
derived by the conventional methods in principle, our
method is simpler in that processes of interest can be di-
rectly treated, and moreover provides a clearer meaning
of the obtained nonequilibrium equality.
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