Introduction
Suppose we are given a discrete optimization problem with finite set of feasible solutions X and objective function c: X + R. Suppose w.1.o.g. that we want to minimize c(x), XEX. A loca/ search algorithm works as follows: First, specify a neighbourhood function N: X-, 2x and then apply the following procedure:
After a finite number of steps, this algorithm will run into STOP, thereby producing a solution x, which is called a local optimum. In general, this will not be a global one unless the neighbourhood function N satisfies very restrictive conditions (cf. [13, 14] for a discussion of such neighbourhoods).
A natural way to enable the above procedure to escape from local optima is to allow also replacement of a current solution x by another solution X'E N(x), which is worse, i.e., c(x')> c(x). Such an approach is known as hill climbing. Let us consider a concrete version, called Simulated Annealing or Metropolis Algorithm (cf. e.g. [4,12] ).
Simulated Annealing
Choose x~EX, let k:=-1 LOOP: k=k+l choose randomly XE N(xk), say each with probability IN( -' if c(x)<c(x,) then xktl :=x eke let xk + 1 :=x with probability /+(xk,X)
and xk+l : = xk with probability 1 -pk(xk, x) got0 LOOP The behaviour of this method heavily depends on the choice of the sequence of transition probabilities. Intuitively, it seems appropriate to choose pk(xk,x) such that x is accepted more likely, if either x is not too much worse or k is small (in order to achieve stability at the end). In analogy to a concept from statistical mechanics (cf. [5] ), one usually defines pk as follows: Choose a sequence of temperatures Tk > 0, such that lim, _ o3 Tk = 0. Then, given x and X'E N(x) such that d : = c(d) -c(x) 2 0, let p&,x') : = e-0'Tk.
The following is proved in [4] . Theorem 1.1 (Hajek) . Suppose that the neighbourhood structure N on X is "weakly reversable ", i.e 
., for any c E IR, the set of all x E X with c(x)
I
Definition.
For a nonoptimal XEX, let d(x) denote the smallest number d? 0 such that there exists a sequence x=x,, x1, . . . ,x,, =x' in X satisfying:
For an optimal XEX, let d(x) = 0. d(x) is called the depth of x (with respect to N).
The depth of the optimization problem is defined to be
Of course, there is an analogous definition for maximization problems.
In the following sections we will investigate the depth for some selected examples of combinatorial optimization problems. Section 2 is about upper bounds for d and Section 3 deals with the computational complexity of the depth function.
General bounds
Suppose we are given a combinatorial optimization problem P and want to apply the Simulated Annealing method to a particular instance I of P. Then Theorem 1.1 tells us that we may choose T, 2 d/in k, where d = d(Z) is the depth of the instance I. Since (at least for some classes of problems) computing the depth will turn out to be at least as difficult as solving the problem (cf. Section 3), we will usually have to content ourselves with a general upper bound, depending only on the size of the problem instances. Of course, this in turn depends heavily on the neighbourhood structure we choose. However, as with encodings, there usually exists (at least one) natural neighbourhood structure. In the following, we will consider some selected examples.
Max
Cut. An instance of Max Cut is defined by a graph G= (V,E). The problem is to find UC Vsuch that the set 6(U) of edges leaving U is of maximum cardinality. There is a well-known local search algorithm due to Kernighan and Lin, cf. [9] , using the following natural neighbourhood structure N: Let G =(I/,,!?) be a disjoint union of two complete bipartite graphs K,,., i.e., I/= V, U V'U V, U Vi and E= V, x Y'U V, x Vi. The instance of the Max Cut problem defined by G has precisely four optimal solutions.
These are V, U V,, Vr U Vi, r/;'U V2 and I$'U Vi. Now look at what happens if we insert an edge e between a vertex ui E I/; and U*E V,. Let (? denote the graph obtained in this way (cf. Fig. 1) . It is not difficult to see, that G has depth of order n2: Note that in d there are only two global optima, namely 4 U Vi and Y'U V2. The two other solutions q U V2 and V'U Vi have become local optima. Furthermore, if U,, U,, . . . , U, is a sequence joining one of the local optima, say v U I',, to a global one, say V'U V,, then in one of the intermediate solutions U, about half of all the edges joining 5 U v' must be "missing". This shows that each of the local optima has depth of order n2, and hence so does the problem instance defined by G. Thus we have proved:
Proposition 2.1. If d(n) is an upper bound for the depth of Max Cut instances of size n, then Ii is of order n2.
Upper bounds are not always as bad as the Max Cut example might suggest:
Max Matching. An instance of Max Matching is defined by a graph G = (V, E) and the problem is to find a matching ML E (i.e., a subset of pairwise disjoint edges) of maximum cardinality.
It has been observed in [3] that for the natural neighbourhood, defined in the same way as above, the depth of Max Matching instances is bounded by 1. We include the simple proof for completeness, since we will be concerned with Max Matching in Section 3 again. Finally, let us consider at least one example of a problem involving weights.
Euclidean Traveling Salesman Problem (ETSP).
An instance of ETSP is specified by a set x1,..., x,, of points in the unit square and the problem is to find a tour (polygon) through x1, . . . , x, of minimum (total) length. A tour T through x,, . . . ,x, may be considered as a finite set of line segments [Xi, xj], which we call edges. Again there is a quite natural notion of neighbourhood:
Say that two tours T and T' are neighbours if Ta T' consists of precisely four edges (cf. Fig. 2 ). This is the neighbourhood structure used by the so-called Switching Algorithm for TSP (which is again the obvious local search method, due to Kernigham and Lin, cf. [9] an edge e, of T, leaving x, and not contained in T* (cf. Fig. 3 ).
Let e,+l denote the edge of T;, leavmg x, +, (this may be equal to eIT, + 1 or not).
Then it is obvious that we can "switch in" e;, i.e., we can replace e, and e,+l by the two edges joining the heads and the tails of e, and e,,, respectively, thus obtaining a new tour T,,. Note that 7;:+, contains e:, . . . ,ei (thus we will be finished after a while). Furthermore, switching from T, to 7;+, causes an increase in length of at most twice the length of ez (this is an easy application of the triangle inequality). Thus none of the "intermediate solutions"
T will exceed the length of T by more than 2. L*. 0
A similar analysis can be carried out, e.g. for the so-called Minimum Euclidean Matching Problem. An instance of that is given by an even set x,, . . . ,x2, of points in the unit square and the task is to find n pairwise disjoint "edges" of minimum total length. Arguments similar to the ones above show that the depth of such an instance is O(fi).
(This disproves a conjecture of [15] , where it is claimed that any bound on the depth would be of order n.) However, we do not know, whether there exist nontrivial bounds of those problems in general graphs (i.e., in case the edge weighting does not satisfy the triangle inequality).
Some remarks on the computational complexity
At the first glance, computing the depth of a problem instance Z seems to be a really hard problem: According to the definition of the depth of I, we have to compute the maximum over all depths of feasible solutions (and there are exponentially many of them), and even to compute the depth of just one particular feasible solution, one has to consider all sequences starting at that particular feasible solution and leading to a better one. Nevertheless, it may happen, that the depth can be computed efficiently: Proof. Let G = (V,E) be an instance of the Max Matching problem and let M be a matching.
If we can add an edge e to M, such that iVli :=M+e is a matching, then the depth of M is zero. If no edge can be added to M, then either M is optimal (which can be checked in polynomial time) and hence has depth 0, or A4 is not optimal and then must have depth equal to 1. Hence d(M) can be computed in polynomial time. Now let us turn to the depth of the problem instance G=(V,,E). We know, that it is either 0 or 1 (cf. Section 2), according to whether every matching M in G can be augmented to an optimal one by simply adding some edges, or not.
In other words, the depth of G is 0 if and only if every maximal matching in G is also maximum. Such graphs are called equimatchable, and a polynomial algorithm for testing whether a graph is equimatchable or not has recently been found by Lesk, Plummer and Pullyblank (cf. [lo] or [ll, Theorem 3.2.81). 0
Next let us consider a typical example of an NP-complete problem, the Longest Path problem.
An instance of Longest Path is given by a graph G = (V', E), a distinguished vertex s E V and an integer K2 0. The problem is to decide whether there exists a (simple) path in G, starting at s and having length at least K. This is easily seen to be NP-complete: Reduce it to the so-called Longest s-t Path problem [2] by adjoining a sufficiently long path p to G, starting at t (cf. Fig. 4 Proof. Let G= (V,E) and SE I/. Construct a graph G by adjoining a path p* to G, starting at s and having length n = 1 VI. Then it is obvious that p* is the unique optimum for the Longest Path problem in G. Furthermore, if p is a longest path in G, starting at s, then the depth of p (in the instance defined by G) is equal to the length of p, since in order to go from p to p* by successively adding and removing edges, all edges of p have to be removed. Thus the depth of the problem instance d equals the length of a longest path in G. This shows that the depth of a problem instance in general cannot be computed efficiently unless P = NP. A similar argument can be used to prove the same result for the depth of particular solutions: Let G be as above. For i= 1, . . . , 1 VI, let G, denote the graph obtained by adjoining to G a path p,! of length i, starting at S. Then it is obvious that the length of a longest path in G, starting at s equals min{i / depth(pf) = 0 (in the problem instance G,)}.
Thus the depth of a particular solution can in general not be computed efficiently, unless P = NP. 0
The crucial point in this example seems to be that any oracle for computing the depth of a given solution immediately yields a trivial polynomial algorithm for finding a better solution: If our current solution has depth d, then simply delete the last d edges to obtain a solution of depth 0. From there we proceed by adding edges, one by one in such a way that the depth remains equal to 0 until this is no longer possible. According to the above discussion, the Longest Path problem may appear to be of a very special kind with respect to the complexity of its depth function, due to the fact that an oracle for computing the depth function may be used as a guide to an optimal solution in a trivial way. The situation is somewhat different in the context of Max Cut problems, as we will see below. There, an oracle for computing the depth function does not help us to find a better solution in such an obvious way, but still the problem of computing the depth function is NP-complete! More precisely, we will see that it is possible to construct instances of Max Cut problems together with given feasible solutions which, by construction, have depth equal to 0 or 1 and such that
(1) computing their depth amounts to solving a satisfiability problem for an associated Boolean function f(xr, . . . ,x,J;
(2) finding an optimal solution (and a path from our current nonoptimal solution to the optimal one) amounts to explicitly solving the equation f(xr, . . . ,x,J = 1 by exhibiting an appropriate assignment of O's and l's to the variables x,, . . . ,x,. Thus in particular we get:
Proposition 3.3. Computing the depth function for Max Cut problems is NP-hard.
Proof. Suppose we are given a graph G = (V, G) and a cut defined by a bipartition V= I$ U L( of the vertices. A vertex u E V, will simply be called a O-vertex in the following and similarly a vertex u E v will be called a l-vertex. Of course, the above decision is trivial in case one of the vertices u E I/ can be switched, i.e., a O-vertex can be switched to a l-vertex or the other way around, thereby increasing the cut. Thus assume that for every O-vertex u its neighbourhood N(o) contains at least as many l-vertices as it contains O-vertices. Similarly, assume that every l-vertex u has at least as many 0-neighbours as there are 1-neighbours. Say that a vertex is flexible, if it has equally many 0-and 1-neighbours, and call it fixed otherwise. Thus flexible vertices may be switched from I+ to v or the other way around without changing the value of the cut, while switching a fixed vertex results in decreasing the value of the cut. For example, consider the path with vertices ***, Ul, 02, u3, v4 , *** being 0-or l-vertices as indicated in Fig. 5 . In this case u_t and u1 are flexible, all other vertices are fixed. Thus, for example, vi may be switched to a O-vertex. As a consequence, u_, would become fixed, v2 would become flexible and u1 would stay flexible. Now v2 can be switched, resulting in ui fixed and u3 flexible and so on. Consider this process as a signal running along the path ul, v2, u3, . . . without any energy (value of the cut) being lost. Now consider the graph with four vertices, partitioned into 0-and l-vertices as shown in Fig. 6 . Obviously, each of its vertices is fixed. But look at what happens if we attach a path to vertex a along which a signal may run until it hits vertex a (cf. Fig. 7 ). As soon as uk is switched to a O-vertex, node a becomes flexible and may be switched to a l-vertex. This causes both c and d to become flexible and thus both may be switched to a O-vertex. This in turn allows to switch b to a l-vertex, thereby increasing the cut value by 1. The final figuration looks like Fig. 8 . The main idea in the proof for NP-completeness consists in reducing SAT to the above problem in the following way: Let f=f(xr, . . . ,x,J be a Boolean function. For each variable x=xi we construct a "signal generator", which essentially is just apatho+ ,..., u_~,U~ ,.,., ok as mentioned at the beginning. That is, both u_~ and u1 are l-vertices and the remaining vertices form alternating sequences of 0-and l-vertices in both directions. A signal running through ul, v2, us, . . . shall correspond to setting variable x=Xi to 1, whereas a signal running through I__~, u_~, u_~, . . . shall correspond to setting variable x =z~ to 1. The next step is to build up a kind of Boolean circuit for the function f=f(xl, . . . , x,), using "AND" and "OR" gates as well as bifurcation elements that allow to multiply and combine signals in a way output signal .
. input signals Fig. 11 .
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W. Kern such that fis satisfiable if and only if the signal generators can generate signals that run through all the gates, yielding a signal as output of our circuit. This output signal is the one which eventually reaches our 4-vertex test graph described above by entering vertex a. Thus, f is satisfiable if and only if there exists a sequence of switchings, none of which decreases the current cut value, that finally leads to an improvement by 1. In the following we give a detailed description of the building blocks we use for constructing the Boolean circuit.
(i) The signal generator. This has already been described. It consists of a path as indicated in Fig. 9 with two l-vertices neighbouring. Note that a signal can leave a signal generator only in one of the directions x= 1 or R= 1, for as soon as one of the flexible l-vertices switches, the other becomes fixed.
(ii) The bifurcation elements. A bifurcation element is needed for splitting a signal into two. This may be obtained as indicated in Fig. 10 . Note that all vertices An OR-gate has two incoming signals and one output signal (see Fig. 11 ).
(iv) The AND-gates. An AND-gate has two incoming signals and one output signal as shown in Fig. 12 . Note that the length of the signal paths in each of the building blocks above equals 4 which is unnecessarily large. We have chosen long paths only for being more illustrative.
But anyway, any constant length of the signal paths gives rise to a Boolean circuit (graph) which represents a given Boolean function f=f(x,, . . . , x,) such that the size of the graph is polynomially bounded by the size of the function f. Thus in particular this is a polynomial reduction from SAT to our decision problem. 0
As an example, consider the instance of our problem corresponding to the Boolean function f = (x1 AXE) V (x, AX*). This is obtained by constructing the corresponding Boolean circuit and attaching our 4-vertex test graph to the output signal path (see Fig. 13 ).
Conclusions
As indicated by the examples presented in Section 3, there seem to be some interesting relations between the complexity of optimization problems and their depth functions, which perhaps should be studied in a more rigorous manner than it is done here (by just looking at some examples, most of which were selected by chance, the remaining ones by the fact that we could prove anything about their depth functions). In particular, one is tempted to make the following:
Conjecture 1.
Computing the depth function is at least as hard as solving an optimization problem.
This is true at least for the examples discussed in Section 3. In fact, for computing the depth function for matching problems by means of the Lesk-Plummer algorithm we do have to solve matching problems. In case of the Longest Path problem, we have seen that computing the depth function is as hard as solving the problem, since any oracle for computing the depth function trivially gives rise to an improvement procedure. This is different in case of the Max Cut problem, where we have seen that computing the depth function is as hard as solving the satisfiability problem for a Boolean function f (x1, . . . , x,), whereas solving the optimization problem amounts to exhibiting explicitly a truth assignment to the variables xl, . . . ,x,. But still: Once we have an oracle for computing the depth function, i.e., an oracle solving SAT, we can construct a polynomial time algorithm for explicitly finding truth assignments in the obvious way. (Given f = f (xl, . . . ,x,) , we successively ask our oracle whether f AXi or f A~i is satisfiable.)
In other words: Computing optimal solutions for the instances of Max Cut constructed in the proof of Proposition 3.3 is still NP-easy. Thus, our examples also give rise to the following.
Conjecture 2.
Computing the depth function is at most as hard as solving the optimization problem.
The depth of combinatorial optimization problems 129
Before dealing with these two conjectures in general, one has first to spend some thoughts on the notion of natural neighbourhoods.
These should be polynomially equivalent, as far as the computational complexity is concerned.
The very interesting recent work of Johnson, Papadimitriou and Yannakakis on so-called PLScompleteness
[7] might be helpful in this context. Perhaps it is also worthwhile to study reductions among NP-complete problems with respect to their effect on depth functions.
