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Resumen 
Software Defined Networking (SDN) o las 
redes definidas por software, se enfocan en la 
programación por software de las mismas, en 
el cual el control se desvincula del hardware. 
El plano de control es separado de la capa de 
red física y puede controlar flujos por separado 
dependiendo de las políticas definidas. 
El Controlador es una parte importante de 
la red SDN, que actúa como un cerebro virtual. 
No sólo puede monitorizar el tráfico de una 
red con facilidad, sino que le ordena a los 
sistemas por debajo, como switches, routers y 
otros equipos de la red, de cómo manejar el 
tráfico, haciendo una gestión inteligente, 
cumpliendo con las políticas que se 
programaron en el mismo. 
Pero si dos dominios SDN se quisieran 
comunicar entre sí para distribuir sus políticas, 
como priorizar paquetes en el caso de video 
conferencia para mejorar la calidad de 
servicio, o en el caso de paquetes 
multimediales a los cuales se les quiera dar 
mayor prioridad. Los controladores SDN 
podrían establecer relaciones de confianza 
unidireccional o bidireccional entre esos 
paquetes de forma dinámica. Para ello se 
debería contar con un modelo única para que 
los diferentes controladores para que puedan 
comunicarse o Interoperar entre sí. 
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Contexto 
La línea de investigación presentada se 
encuentra en el marco de las áreas prioritarias 
para el desarrollo de las actividades de I+D de 
Ingeniería de Software entre la Universidad 
Nacional de San Luis, Facultad de Cs. Físico 
Matemáticas y Naturales de la Ingeniería en 
Informática en conjunto con la Universidad 
Federal de Minas Gerais y su laboratorio de 
redes Winnet y la Universidad Tecnológica 
Nacional Facultad Regional San Francisco con 
la carrera de Ingeniería en Sistemas de 
Información y el Grupo GarLan. En ese marco 
se vienen llevando actividades en conjunto a 
través del Programa Binacional de Centros 
Asociados para el Fortalecimiento de 
Posgrados Brasil-Argentina (CAFP-BA) 
aprobada por la Secretaria de Políticas 
Universitarias (SPU) de Argentina y la 
Fundação Coordenação de Aperfeiçoamento 
do Pessoal de Ensino Superior (CAPES) de 
Brasil. 
El área principal es Ingeniería de Software 
relacionándose con Redes definidas por 
Software. Éstas líneas se encuentran insertas 
en el Proyecto de Investigación y Desarrollo 
(PID) Nro SIUTNSF0004906 “Redes 
Definidas por Software modelo para la 
interoperabilidad de controladores de 
diferentes dominios”, el mismo se encuentra 
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en desarrollo. Dicho proyecto es ejecutado por 
el grupo de I+D GARLAN de la UTN 
Facultad Regional San Francisco. 
El proyecto se encuentra homologado y 
financiado por la Secretaría de Ciencia y 
Tecnología de la Universidad Tecnológica 
Nacional, y está incluido en el Programa I&D 
+ i Sistemas de Información e Informática de 
la Universidad Tecnológica Nacional creada 
por Res. CSU. 2508/16  y Disp. SCyT Nº 
336/2016. 
 
1. Introducción 
Las redes definidas por software SDN, 
básicamente se enfocan en la programación 
por software de las redes en donde el control 
se desvincula del hardware. El plano de 
control es separado de la capa de red física y 
puede controlar flujos por separado, 
dependiendo de las necesidades y de las 
políticas en capas superiores [1]. 
Un controlador SDN actúa como un cerebro 
virtual de la red, y ofrece a los administradores 
una vista general de la red. No sólo puede 
monitorizar el tráfico de una red con facilidad, 
sino que ordena a los sistemas por debajo, 
como switches, routers y otros equipos de la 
red, cómo deben manejar el tráfico de red, 
haciendo una gestión inteligente del mismo. 
En definitiva el controlador escribe directivas 
en las tablas de flujo de los conmutadores 
openflow, haciendo que los dispositivos 
individuales relacionados a las redes 
tradicionales desaparezcan bajo el nuevo 
paradigma de las SDN. En otras palabras un 
conmutador openflow puede ser de acuerdo a 
las reglas escritas en las tablas de flujo, un 
switch, un router, o un firewall o lo que las 
reglas definan. Este enfoque de las redes puede 
responder fácilmente a las cambiantes 
necesidades del negocio y dar forma al flujo 
del tráfico, sin tener que buscar ni manipular 
equipos o hardware individuales [2]. 
Para que esto sea posible se utiliza el protocolo 
OpenFlow que toma las decisiones de envío de 
paquetes de forma centralizada, haciendo 
posible la programación de la red. Nace como 
protocolo experimental después de 6 años de 
investigación entre la Universidad de Stanford 
y Berkeley. Es un protocolo que permite a un 
servidor Controlador SDN, comunicarle a la 
red hacia dónde mandar los paquetes y cómo 
tratarlos a través de las tablas de flujos que 
existen en los Switch OpenFlow. OpenFlow 
fue diseñado para la programación de redes y 
tiene como objetivo permitir que funcionen las 
SDN. A principios de 2012, la red interna de 
Google funcionaba completamente en 
OpenFlow [3]. En el año 2014 Google terminó 
de implementar B4, una WAN privada que 
conecta los centros de datos de Google en todo 
el planeta a través de SDN [4].  
En junio de 2014, Facebook anunció, el nuevo 
switch "Wedge" de top-of-rack (TOR), junto 
con un sistema operativo Linux llamado 
"FBOSS". A diferencia de los tradicionales 
Switch de hardware cerrado, con 'Wedge' 
cualquiera puede modificar o reemplazar 
cualquiera de los componentes de nuestro 
diseño para satisfacer mejor sus necesidades, 
dijo Facebook [5]. 
Con el fin de escalar la red para satisfacer las 
necesidades de las aplicaciones y aumentar el 
tráfico de máquina a máquina, la estructura 
tradicional de la red basada en la jerarquía no 
es muy buena y por eso Facebook decidió 
implementar su propio SDN. [6] 
Otro escenario donde SDN es muy importante 
es en RNP (Rede Nacional de Pesquisa de 
Brasil) La Red Nacional de Educación e 
Investigación (RNP). [7] 
Cuando hablamos de SDN y mencionamos que 
en la capa más importante de estas redes hay 
software, entonces aquí es donde la Ingeniería 
de software pasa a tener un rol fundamental en 
el diseño, gestión y administración de las 
redes. Ahora las redes no van a depender por 
debajo de la capa física y del fabricante y sus 
diferentes firmwares o sistemas operativos, 
sino que dependerán de un controlador 
programado con un software. En donde 
aparece un protocolo común a todos los 
dispositivos para la comunicación entre el 
controlador SDN y la capa de infraestructura, 
denominado OpenFlow [8].  
Los dominios SDN con diferentes 
controladores, a veces necesitarían 
comunicarse entre sí, por ejemplo, para 
garantizar la calidad del servicio. Ahora bien, 
si dos dominios SDN se quisieran comunicar 
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entre sí para distribuir sus políticas, como 
puede ser, la de priorizar paquetes en el caso 
de videos conferencias, en el caso de paquetes 
multimediales, para un auto autónomo, para 
telemedicina o para streaming multimedia bajo 
demanda, en todos estos casos lo que se busca 
es mejorar la calidad de servicio y para ello no 
hemos encontrado nada que haga que 
comuniquen sus políticas dos controladores 
SDN. 
En esos casos, los diferentes controladores 
SDN de distintos dominios, podrían establecer 
relaciones de confianza unidireccional o 
bidireccional entre esos paquetes de forma 
dinámica. Entonces los software SDN deberían 
contar con un modelo o una ontología única 
para que los controladores puedan 
comunicarse o interoperar entre sí.  En la 
actualidad hay más de 80 Sistemas operativos 
Controladores SDN construidos en distintos 
lenguajes [9]. 
Con dicho proyecto se espera alcanzar un 
modelo ontológico de los controladores SDN y 
que dicho modelo sirva para la 
interoperabilidad de políticas entre los 
controladores, como por ejemplo dos 
controladores que deben comunicar paquetes 
de video, multimediales y teleconferencia para 
brindar calidad de servicio a esos paquetes de 
dominios SDN diferentes como se muestra en 
la Figura 1 en la que se usó Mininet como 
simulador para definir el problema.  
 
 
Figura 1 - Video Conferencia Envío de Política de Calidad 
de Servicio – Ejemplo con Mininet 
2. Líneas de Investigación, Desarrollo e 
Innovación 
Todos los modelos SDN tienen alguna versión 
de un controlador SDN, las API northbound 
las que se utilizan para comunicarse entre el 
controlador SDN y los servicios y aplicaciones 
que se ejecutan a través de la red, pueden 
usarse para facilitar la innovación y permitir 
una automatización eficaz de la red para 
alinearse con las necesidades de diferentes 
aplicaciones a través de la programación de la 
red SDN según se muestra en la Figura 2. 
 
 
Figura 2 - Arquitectura SDN 
2.1. Mapa conceptual de términos. 
Como podemos ver en la Figura 3, queda 
reflejada el marco conceptual de términos, 
metodología y teoría a utilizar en esta línea de 
investigación. 
 
 
Figura 3 - Mapa conceptual de términos 
Una ontología define el vocabulario de un área 
mediante un conjunto de términos básicos y 
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relaciones entre dichos términos, así como las 
reglas que combinan términos y relaciones que 
amplían las definiciones dadas en el 
vocabulario. 
La interoperabilidad se define como la 
capacidad de intercambiar y compartir datos 
entre dos sistemas o componentes informáticos 
sin la intervención de un tercer sistema, de 
modo que la información o datos compartidos 
puedan ser utilizados sin requerir una 
comunicación previa [10]. 
La interoperabilidad entre sistemas no incluye 
solamente la habilidad de los sistemas para 
intercambiar información, sino también la 
capacidad de interacción y la ejecución de 
tareas conjuntas. Por tanto, el objetivo es crear 
un “sistema de sistemas” que no provea 
solamente interconectividad entre sistemas 
sino que logre una unión de sistemas 
interoperables [11]. 
 
2.2.Trabajos Relacionados 
En particular podemos mencionar, Gestión de 
Redes de datos a través de ontologías 
utilizando sistemas multiagentes [12]. 
Este trabajo es muy similar define mediante 
ontologías los diferentes tipos de equipos, 
servidores, dispositivos que son parte de una 
red de computadores, para que los 
administradores de red puedan realizar una 
gestión a través de un sistema basado en 
ontologías, de esta forma lograr la 
interoperabilidad entre los diferentes dominios 
y elementos de gestión. [12] 
Otro proyecto similar es Gestión semántica 
Aplicando las ontologías a la gestión de las 
redes. Es muy focalizado en los diferentes 
modelos de gestión de redes integrados que 
usan distintas tecnologías como SNMP, CMIP, 
DMI y WBEM. [13] 
Por otro lado otro proyecto similar es “Un 
enfoque basado en la ontología hacia la 
configuración de dispositivos de red 
heterogéneos”. Una de las tareas más 
complejas y esenciales en la gestión de redes 
es la configuración de equipos. La falta de 
mecanismos estandarizados para la 
modificación y control de la configuración de 
equipos ha llevado al uso continuado y 
extendido de interfaces por líneas de comando 
(CLI). Desafortunadamente, las CLIs son 
generalmente, específicas por fabricante y 
dispositivo. Se presenta el diseño y 
especificaciones de [14]. 
 
3. Resultados Obtenidos/Esperados 
 
3.1.Definición del Problema 
La solución propuesta a los problemas 
mencionados previamente consiste en la 
definición de un modelo ontológico que 
condense el vocabulario común (conceptos) y 
las relaciones (entre conceptos) existentes de 
SDN y sus controladores. Para llevar a cabo 
esta tarea se toma como referencia un Modelo 
de Interoperabilidad a Nivel Conceptual el que 
da rigor ingenieril a las diferentes etapas por 
las que pasará la definición de la Ontología. 
Luego de realizada la tarea mencionada 
previamente, se lleva a cabo una investigación 
profunda de los diferentes controladores en 
distintos escenarios simulados con 
herramientas como Mininet, Onos y Fibre. 
Esta tarea tiene como finalidad poder extraer 
un vocabulario común y las relaciones 
existentes entre los términos para poder, 
cumpliendo con las etapas del modelo de 
Interoperabilidad, dar soporte a las distintas 
etapas de una forma integrada, consistente y 
flexible [15]. 
 
3.2. Objetivos de esta investigación 
Objetivo General: 
Definir un modelo Ontológico para redes SDN 
de dominios diferentes que permita una 
interoperabilidad entre los controladores 
existentes. 
Objetivos específicos son: 
 Identificar datos pertenecientes a diferentes 
Dominio SDN y sus controladores. 
 Realizar la recopilación y análisis de los 
datos del dominio que se investiga para 
desarrollar el modelo conceptual. 
 Definir un modelo ontológico en dominios 
SDN con diferentes controladores 
 Ensayar el modelo en un escenario de 
prueba para validarlo. 
 
4. Formación de Recursos Humanos 
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La línea de investigación plantea dar 
conocimientos sobre Modelos en SDN y sobre 
dos controladores SDN pueden compartir 
políticas, así como también aplicar conceptos 
de arquitecturas en la cloud para una 
escalabilidad horizontal y un buen desempeño, 
sobre los conceptos de prioridades de 
comunicación en escenarios Big Data, Data 
Center y Videoconferencia. 
Dentro del proyecto se contempla la formación 
de alumnos de las cátedras Redes de 
Información, Redes Avanzadas, Calidad de 
Software  en los aspectos referentes a métodos 
de Redes definidas por software, en Modelos, 
Otologías y en aspectos de cómo aplicar 
conceptos de prioridades de comunicación en 
escenarios Big Data, Data Center y 
Videoconferencia. 
En el caso de los integrantes del grupo existen 
3 integrantes que están realizando su tesis final 
para el término de la carrera de la maestría en 
Ingeniería en Software, para los cuales, este 
proyecto será de suma ayuda y les aportará no 
solo metodología sino conocimientos 
específicos de las temáticas planteadas para 
cada tema de tesis. 
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