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On the stability of harmonic mortar methods
with application to electric machines
H. Egger, M. Harutyunyan,M. Merkel, and S. Schöps
Abstract Harmonic stator-rotor coupling offers a promising approach for the in-
terconnection of rotating subsystems in the simulation of electric machines. This
paper studies the stability of discretization schemes based on harmonic coupling in
the framework of mortar methods for Poisson-like problems. A general criterion is
derived that allows to ensure the relevant inf-sup stability condition for a variety
of specific discretization approaches, including finite-element methods and isogeo-
metric analysis with harmonic mortar coupling. The validity and sharpness of the
theoretical results is demonstrated by numerical tests.
1 Introduction
Electric drives naturally consist of different subdomains, i.e. the stator and rotor,
which move relative to each other. The time-varying geometry and nonlinearities
caused by saturation effects formally require a time-domain analysis, which is often
realized by solving a sequence of quasi-stationary problems at different working
points. Several strategies have been proposed for the simulation of the corresponding
equations of magnetostatics and, in particular, for the coupling of the fields across
the air gap between stator and rotor. As it is common practice, see e.g. [11,13,16],we
consider a two dimensional regime, in which the unknownfields are described by the
axial component of themagnetic vector potential. The governing system then consists
of two Poisson-like problems for the stator and the rotor, which can be coupled
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via Lagrange multipliers. Such domain decompositions of mortar methods, which
couple subdomains via Lagrange multipliers, have been investigated intensively in
the literature [2, 3, 5, 19]; see [9, 11] for results concerning electric machines. It
is well-known that a careful choice of approximation spaces is required to obtain
stable disretization schemes for underlying saddlepoint problems [6,17]; appropriate
stabilization [14] could be used as an alternative approach.
In this paper, we investigate the stability of mortar discretizations using harmonic
functions for the stator-rotor coupling [4, 11]. We discuss in detail the discrete
inf-sup condition which is necessary and sufficient to guarantee the stability of such
approximations.We provide a simple criterion for the maximal number of harmonics
used as Lagrange multipliers depending on the mesh size and polynomial degree
of the subdomain discretizations which guarantees the stability of the scheme. Our
analysis applies to the harmonic coupling of various discretization methods, e.g.,
obtained by isogeometric analysis (IGA) [4, 7, 15], and can in principle be extended
to other Lagrange multiplier spaces.
The remainder of this note is organized as follows: In Section 2, we introduce the
model problem to be considered and we summarize some well-known results about
its analysis and discretization. In Section 3, we then turn to the harmonic stator-rotor
coupling, and we state and prove our main results. Section 4 is concerned with
numerical tests, in which we demonstrate the validity of our stability criterion for
low and high order discretizations based on IGA.
2 Model problem
We consider a typical geometric setup that consists of two subdomains Ω1, Ω2
representing, respectively, the stator and rotor, separated by a small air gap which
contains the interface Γ = ∂Ω1∩∂Ω2; see Figure 1. Let Σℓ = ∂Ωℓ \Γ, ℓ = 1,2, be the
remaining parts of the subdomain boundaries and fℓ = f |Ωℓ denote the restriction
of a function f defined on Ω1 ∪Ω2 to the subdomain Ωℓ. We then consider the
following elliptic interface problem: Inside the two subdomains, we require
−div(νℓ∇uℓ) = jℓ, in Ωℓ, (1)
uℓ = 0, on Σℓ, (2)
where u denotes the z-component of the magnetic vector potential, ν the magnetic
reluctivity, and j = js + divm⊥ a generalized current density with js denoting the
z-component of the source currents and m⊥ = (my,−mx) the rotated magnetization
vector. The corresponding in-plane components of the magnetic flux density and
field strength are given by b = (∂yu,−∂xu) = ∇⊥u and h = νb, respectively. The
coupling of the fields across the interface Γ is accomplished by the conditions
u1 = u2, on Γ, (3)
n · (ν1∇u1) = n · (ν2∇u2), on Γ, (4)
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Fig. 1 Typical structure of a 6-pole permanent magnet synchronous machine (left) and the coarsest
mesh of the stator domain as used in our numerical tests (right).
which express the normal continuity of b and the tangential continuity of h, respec-
tively. Here n = n2 is the unit normal vector at Γ pointing from Ω2 to Ω1. Without
further noting, we assume that Ωℓ are bounded domains with smooth boundaries Σℓ
and Γ, having non-zero measure, and that ν is bounded from above and below by
positive constants ν, ν, i.e., ν ≤ ν(x) ≤ ν for all x ∈ Ω1∪Ω2.
The weak formulation of the interface problem (1)–(4) then reads as follows: Find
u ∈ V = {v ∈ H1(Ω1∪Ω2) : v |Σℓ = 0} and λ ∈ M = H
−1/2(Γ) such that
(ν∇u,∇v)Ω1∪Ω2 + 〈λ, [v]〉Γ = 〈 j,v〉Ω1∪Ω2 ∀v ∈ V, (5)
〈[u], µ〉Γ = 0 ∀µ ∈ M . (6)
Here (a,b)Ω1∪Ω2 =
∫
Ω1
a · b dx +
∫
Ω2
a · b dx is the usual scalar product of functions
a,b ∈ L2(Ω1∪Ω2), while 〈a,b〉Ω1∪Ω2 and 〈a,b〉Γ are the duality products onV×V
′ and
M×M ′, respectively,withV ′, M ′ denoting the dual spaces ofV and M. Furthermore,
H1(Ω1 ∪Ω2) denotes the space of piecewise smooth functions v with restrictions
vℓ = v |Ωℓ ∈ H
1(Ωℓ) for ℓ = 1,2 and [v] = v1−v2 denotes the jump of such functions
across the interface Γ. Under the above assumptions, we have
Lemma 1. For any js ∈ L
2(Ω) and m ∈ L2(Ω)2, the variational problem (5)–(6)with
j = js +divm⊥ has a unique solution (u, λ) ∈ V × M and there holds
‖u‖H1(Ω1∪Ω2)+ ‖λ‖H−1/2(Γ) ≤ C
(
‖ js ‖L2(Ω1∪Ω2)+ ‖m‖L2(Ω1∪Ω2)).
Moreover, u is the unique weak solution of (1)–(4) and λ = n · (ν∇uℓ) the associated
tangential component of the magnetic field strength h at the interface.
Remark 1. The result is well-known and a similar assertion can already be found in
the work of Babuska [1]. Using Brezzi’s theory for saddlepoint problems [6], the
essential ingredient turns out to be the inf-sup stability condition
sup
v∈V
〈µ, [v]〉Γ
‖v‖H1(Ω1∪Ω2)
≥ β‖µ‖H−1/2(Γ) (7)
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which has to hold for all µ ∈ M with a uniform constant β > 0. Following [17],
condition (7) can be proven as follows: Let z1 ∈ H1(Ω1) be the weak solution of the
mixed boundary value problem
−∆z1 = 0 in Ω1 with z1 = 0 on Σ1 and ∂nz1 = µ on Γ. (8)
Then by standard arguments for elliptic problems [1, 2], one can show that
‖z1‖H1(Ω1) ≤ c2‖µ‖H−1/2(Γ) and 〈µ, z1〉Γ ≥ c1‖µ‖
2
H−1/2(Γ)
,
with positive constants c1, c2 only depending on Ω1, Σ1, and Γ.
Now define z ∈ H1(Ω1∪Ω2) by z = z1 on Ω1 and z = 0 on Ω2. Then
〈µ, [z]〉Γ = 〈µ, z1〉Γ ≥ c1‖µ‖
2
H−1/2(Γ)
≥
c1
c2
‖µ‖H−1/2(Γ)‖z1‖H1(Ω1).
The result now follows with β = c1
c2
by noting that ‖z‖H1(Ω1∪Ω2) = ‖z1‖H1(Ω1). ⊓⊔
Discretization. As a next step, we now consider Galerkin approximations of the
weak formulation (5)–(6): Find uh ∈ Vh ⊂ V and λN ∈ MN ⊂ M such that
(ν∇uh,∇vh)Ω1∪Ω2 + 〈λN, [vh]〉Γ = 〈 j,vh〉Ω1∪Ω2 ∀vh ∈ Vh, (9)
〈[uh], µN 〉Γ = 0 ∀µN ∈ MN . (10)
The subspacesVh, MN are always assumed to be finite dimensional in the following.
Lemma 2. Let the conditions of Lemma 1 be valid and assume that
sup
vh ∈Vh
〈µN , [vh]〉Γ
‖vh ‖H1(Ω1∪Ω2)
≥ β′‖µN ‖H−1/2(Γ) (11)
for all µN ∈ MN with some constant β
′ > 0. Then the variational problem (9)–(10)
has a unique solution uh ∈ Vh, λN ∈ MN . Furthermore
‖u−uh‖H1(Ω1∪Ω2)+ ‖λ−λN ‖H−1/2(Γ) (12)
≤ C
(
inf
vh ∈Vh
‖u− vh‖H1(Ω1∪Ω2)+ infµN ∈MN
‖λ− µN ‖H−1/2(Γ)
)
with C depending only on β′ in condition (11), the bounds for ν and the geometry.
Remark 2. The conditions required for the proof of the corresponding result on
the continuous level, except the inf-sup stability condition, are inherited by the
Galerkin approximation. The existence of a unique solution can thus again be deduced
from Brezzi’s saddlepoint theory [6]. The error estimate (12) follows from Galerkin
orthogonality and standard arguments;we refer to [5,6] for details. Hence any choice
of approximation spaces Vh, MN that allows to prove the discrete inf-sup stability
condition (11) will lead to a stable discretization with quasi-optimal error estimates.
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Fig. 2 Sketch of a subset of the rectangular reference domain Ωˆ and its mesh (left) and the physical
domain Ω = F (Ωˆ) and mesh obtained after mapping. The boundaries on the left and right are only
introduced for the illustration but not present in our application.
3 Harmonic stator-rotor coupling
We now consider a particular class of Galerkin approximations (9)–(10) in which Vh
is constructed by piecewise polynomials, while the Lagrange multiplier space MN
is defined by trigonometric polynomials. Our analysis in particular also covers the
harmonic-coupling of the methods considered in [4, 11].
Using polar coordinates, the computational domain Ω = Ω1 ∪Ω2 can be rep-
resented as the image of a rectangle Ω̂ under a mapping F : Ω̂→ Ω; see Fig-
ure 2. Now let T̂h denote a shape-regular partition of Ω̂1 ∪ Ω̂2 into triangles and/or
rectangles of size h. The meshes of the two sub-domains are assumed to be ge-
ometrically conforming, but they may be non-matching across the interface. We
denote by Pk(T̂h) the space of piecewise polynomials over T̂h of degree ≤ k and by
M̂N = span{sin(nπξ),cos(nπξ) : 0 ≤ n ≤ N} the spaces of trigonometric polynomials
of degree ≤ N . We then choose the approximation spaces Vh, MN s.t.
MN = F(M̂N ) and Vh = Vh |Ω1 ∪Vh |Ω2 ⊂ F(P
k(Th)) ∩V . (13)
By the conditionVh =Vh |Ω1 ∪Vh |Ω2 we mean that discrete functions, when restricted
to one of the sub-domains and extended by zero to the other still belong to the
approximation space Vh. The basic assumption for the discrete inf-sup stability
condition (7) of the correspondingGalerkin approximation (9)–(10) is the following.
Theorem 1. Assume that there exists a linear operator Πh : V |Ω1 → Vh |Ω1 such that
‖Πhv1‖H1(Ω1) ≤ c3‖v1‖H1(Ω1), (14)
Πhv1 = πhv1 on Γ, (15)
‖v− πhv‖H−1/2(Γ) ≤ c4
h
k
‖v‖H1/2(Γ), (16)
where πh : L2(Γ) → Vh |Ω1∩Γ denotes the L
2-projection on Γ. Then there exists a
constant 0 < ǫ < 1, depending only on c3, c4 in (14)–(16), such that the discrete
inf-sup condition (11) holds with β′ = β′(ǫ) whenever N and h are chosen such that
Nh/k ≤ 1− ǫ. (17)
Proof. As an immediate consequence of the continuous inf-sup condition (7), we
can find for µ = πhλN a function z ∈ V with z = 0 on Ω2, such that
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〈πhλN, [z]〉Γ ≥ β‖z‖H1(Ω1∪Ω2)‖πhλN ‖H−1/2(Γ).
We then define zh = Πhz1 on Ω1 and zh = 0 on Ω2, and observe that
〈πhλN, [zh]〉Γ = 〈πhλN, [Πhz]〉Γ = 〈πhλN, πh[z]〉Γ = 〈πhλN, [z]〉Γ,
where we used property (15) and the orthogonality of the L2-projection πh. Together
with the previous estimate and employing condition (14), we thus obtain
〈πhλN, [zh]〉Γ ≥ β‖z‖H1(Ω1∪Ω2)‖πhλN ‖H−1/2(Γ) ≥
β
c3
‖zh ‖H1(Ω1∪Ω2)‖πhλN ‖H−1/2(Γ).
Using the triangle inequality, we can further estimate
‖πhλN ‖H−1/2(Γ) ≥ ‖λN ‖H−1/2(Γ)− ‖λN − πhλN ‖H−1/2(Γ),
and the last term can be bounded with the approximation error estimate (16) by
‖λN − πhλN ‖H−1/2(Γ) ≤ c4
h
k
‖λN ‖H1/2(Γ) ≤ C
′ h
k
N ‖λN ‖H−1/2(Γ).
In the second estimate, we here used an inverse inequality for the finite dimensional
Lagrange multiplier space MN . In summary, we thus obtain
〈πhλN, [zh]〉Γ ≥ β(1−C
′Nh/k)‖zh ‖H1(Ω1∪Ω2)‖λN ‖H−1/2(Γ),
from which the assertion of the theorem follows immediately.
Remark 3. The conditions of the theoremhold for a variety of discretizationmethods,
e.g. FEM or IGA. The projection operator Πh can here be constructed following the
ideas of [10, 18] or [8] and the approximation property (16) for πh is well-known;
details will be given in a forthcoming publication. The resulting harmonic-coupling
mortar methods are thus stable, if the number of degrees of freedom n ∼ k/h located
at the interface exceeds the number of coupling modes N to some extent, cf. (17).
Our main arguments may be applied to other problems and discretization strategies.
4 Numerical results
We now illustrate the theoretical results of Theorem 1 by some numerical tests using
an IGA discretization [15] as implemented in GeoPDEs [12]. The geometry used in
our computations is depicted in Figure 1. Following the arguments given in Remark 1
and underlying the proof of Theorem 1, we have
sup
v∈V
〈µ,v〉Γ
‖v‖H1(Ω1∪Ω2)
≥ sup
z1∈V1
〈µ, z1〉Γ
‖z1‖H1(Ω1)
≥ β‖µ‖H−1/2(Γ), (18)
where V = {v ∈ H1(Ω1∪Ω2 : v |Σ1∪Σ2 = 0} and V1 = {v ∈ V : v |Ω2 = 0} ⊂ V . Due to
the Dirichlet boundary conditions on Σ1, we can choose ‖v1‖H1(Ω1) = ‖∇v1‖L2(Ω1)
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as the norm on V1. One can then show that the second supremum in (18) is attained
by the solution z1 of the mixed boundary value problem (8). For our model problem,
Ω1 = {x ∈ R
2 : R1 < |x | < R2} is a simple annulus with radii R1 = 0.0447 and
R2 = 0.0675, and the solution of the above problem can be computed analytically in
the form of a Fourier series, and we define S1µ := v1 |Γ. The largest possible constant
β such that the second estimate of (18) remains true for all µ ∈ H−1/2(Γ) can then be
characterized by the minimal eigenvalue of
〈µ,S1 µ˜〉H−1/2(Γ)×H1/2(Γ) = β
2(µ, µ˜)2
H−1/2(Γ)
∀µ˜ ∈ H−1/2(Γ).
For the problem under consideration, the solution can be computed explicitly which
gives β =
√
R1 ln(R2/R1) ≈ 0.13573. The discrete inf-sup constant is evaluated by
numerically solving the corresponding discretized eigenvalue problem.
In the first series of tests, we utilize the lowest order approximation and consider
a sequence of uniformly refined meshes. The discrete inf-sup constant is computed
as outlined above. The results of these computations are depicted in Table 1. The
Table 1 Discrete inf-sup constants obtained for n gridpoints at the interface Γ and harmonic order
N = cn of the Lagrange-multipliers for different refinement levels ℓ and scaling parameters c.
c \ ℓ 1 2 3 4
1/4 0.135237 0.135556 0.135676 0.135693
1/3 0.135237 0.135556 0.135661 0.135684
3/8 0.135237 0.135536 0.135611 0.135684
1/2 3.526e-08 2.532e-08 2.401e-08 2.401e-08
coarsest mesh has n = 144 vertices at the interface Γ and which is doubled in every
refinement step; see Figure 1. For c = 1/2, we have dim(MN ) = 2N +1 = n+1 > n,
and the discrete inf-sup stability condition is violated. The results of Table 1 thus
perfectly agree with the theoretical predictions of Theorem 1. In a second sequence
of tests, we study the dependence of the inf-sup constant on the polynomial degree k
of the spline approximation on the mesh with refinement level 2. The corresponding
results are summarized in Table 2. For the choice c = 1/2, the number of Lagrange-
Table 2 Discrete inf-sup constants for n spline degrees of freedom on the interface Γ and harmonic
order N = cn of the Lagrange-multipliers for polynomial degree k and scaling parameter c.
c \ k 2 3 4 5
1/4 0.135721 0.135723 0.135723 0.135723
1/3 0.135721 0.135722 0.135723 0.135723
3/8 0.135720 0.135723 0.135723 0.135723
1/2 3.652e-08 0 8.082e-08 1.825e-08
multipliers 2N + 1 = n+ 1 > n again exceeds the number of the spline degrees at
the interface Γ and the discrete inf-sup stability fails. The computational results are
again in perfect agreement with the theoretical predictions.
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