Abstract-In this study, we proposed an application of voxelwise detection of cerebral microbleed in CADASIL patients by genetic algorithm (GA) and back propagation neural network (BPNN).We collected in total 20 subjects, and obtained 69,356 CMB voxels, and 124,063,981 non-CMB voxels. We employed BPNN as the classification tool. For BPNN has better prediction, we used GA to optimize BPNN. Finally, we used 10-fold cross validation to verify classifier performance. Our method obtained a sensitivity of 72.90±1.38%, a specificity of 72.89±1.18%, and an accuracy of 72.90±1.28%.
I. INTRODUCTION
In the field of medicine, the cerebral autosomal-dominant arteriopathy with subcortical infarcts and leukoencephalopathy (CADASIL) is a hereditary arteriopathy [1] . CADASIL is a hereditary cerebral vascular disease caused by a mutation in the Notch3 gene located on chromosome 19 . The clinical manifestations of CADASIL are mainly migraine, subcortical ischemia, cognitive decline, dementia and mental symptoms, of which migraine is usually the earliest clinical manifestation.
The imaging manifestations of CADASIL patients mainly include white matter lesions, lacunar infarction, cerebral microbleed (CMB) and brain atrophy. In our study, we chose to detect CADASIL through imaging features of CMB.
Traditionally, doctors use images to judge manually. However, this is time consuming and error prone. Therefore, in order to assist doctors in manual CMB assessment, researchers in academia put forward advanced computer vision methods [2] [3] [4] . Chen, Yu (2015) [5] presented an automatic method via deep learning based 3D feature representation. Standvoss, Crijns (2018) [6] proposed a computer aided detection system based on 3D convolutional neural networks for detecting CMBs in 3D susceptibility weighted images. Dou, Chen (2015) [7] used a computer-aided system for automatic detection of CMBs from brain SWI images.
In this study, we used image processing and back propagation neural network (BPNN) techniques. We also used genetic algorithms (GA) [8] [9] [10] [11] [12] [13] . GA is a kind of parallel stochastic search optimization method based on the simulation of natural genetic mechanism and biological evolution theory. The purpose of the GA is to optimize the initial weights and thresholds of the BP neural network and use the optimized network to make better predictions. In the experiment, we shall compare GA with simulated annealing algorithm (SAA) [14] .
The overall structure of this paper is as follows: Section 2 offers the materials and methods. Section 3 provides results, and offers the discussions. Section 4 gives the conclusions.
II. MATERIALS AND METHODS

A. Dataset
In this study, we obtained 10 cerebral autosomal-dominant arteriopathy with subcortical infarcts and leukoencephalopathy (CADASIL) patients and 10 healthy controls (HCs). All the data are manually marked by professional doctors who have over 20 years of experience. Although manual detection may lead to errors, we have tried our best to minimize errors.
We collected in total 20 subjects, and obtained 69,356 CMB voxels, and 124,063,981 non-CMB voxels. Sliding-neighbor processing was used, i.e., picking up a small-size neighbor for each voxel. For class imbalance problem, we selected randomly 69,327 non-CMB voxels from those 124,063,981 samples. Now we have a dataset as listed in Table 1 . Since the size of our dataset is quite small, there is no need to use any feature extraction [15, 16] or to do any feature reduction work [17, 18] . The back propagation neural network (BPNN) is a multilayer feedforward neural network trained in accordance with the error reverse propagation algorithm, which is the most widely used neural network. The BPNN can continuously modify the connection weights among the artificial neurons that make up the forward multilayer network, so that the forward multilayer network can transform the information input into it into the desired output information [19] . The BPNN model structure is shown in Figure 1 , which consists of an input layer, a hidden layer, and an output layer.
The process of BPNN is divided into two stages: (i) forward propagation: The input sample is processed layer by layer from the input layer through the hidden unit [20] [21] [22] . After passing through all hidden layers, it is passed to the output layer. (ii) backward propagation: The error signal is returned back in the direction of the original forward propagation path, and the weight coefficient of each neuron in each hidden layer is modified to minimize the error signal. In BPNN, our error formula is defined as follows:
where represents total errors, represents the target results and represents output results. Our goal is to minimize the total error. Back propagation updates parameters w and b by gradient descent method. The update formulas for parameters w and b are as follows:
where δ represents learning rate.
C. Genetic Algorithm
Genetic algorithm (GA) is a randomized search method that evolved from the evolutionary rules of the biological world [23] . Based on the biological evolutionary principle of "survival of the fittest and survival of the fittest" in nature, a coded tandem population of optimized parameters is formed, and individuals are screened according to the selected fitness function by selection, crossover, and mutation in the inheritance so that the fitness value is good [24, 25] . Individuals are retained, individuals with poor fitness are eliminated, and new groups inherit both the previous generation's information and the previous generation. Repeatedly cycle until conditions are met.
GA is also a search heuristic algorithm for solving optimization in the field of artificial intelligence, and is a kind of evolutionary algorithm. This heuristic is often used to generate useful solutions to optimize and search for problems. Evolutionary algorithms were originally developed by drawing lessons from some of the phenomena of evolutionary biology, including genetics, mutations, natural selection, and crossbreeding. There are some other bioinspired algorithm, e.g., particle swarm optimization [26] [27] [28] [29] , biogeography-based optimization [30] [31] [32] [33] ,
In our study, we use GA to optimize BPNN, including neural network structure determination, GA optimization, and BPNN prediction. GA is used to optimize the initial weights and thresholds of BP neural network [34] , so that the optimized BP neural network can better predict the function output. The purpose of GA to optimize BPNN is to obtain better network initial weights and thresholds through GA. The basic idea is to use the initial weights and thresholds of individuals to represent the network and the prediction errors of BPNN initialized by individual values as the individual's fitness value, through the selection, crossover, mutation operation to find the best individual, that is, the optimal BPNN initial weight. In this study, our fitness function is as follows:
where n is the output node number of the network, is the expected output of the ith node of the BPNN and is the actual output of the ith node and k is the coefficient. The flow chart of BPNN algorithm optimized by GA is shown in Figure  2 . 
III. EXPERIMENTS AND RESULTS
We designed a 10-fold cross validation for our experiment. An illustration is shown in Figure 3 . The orange color shows the training data, and other different colors represent one type of fold (in total 10 folds). This 10-fold cross validation will repeat ten times, and we report the final mean and standard deviation of sensitivity, specificity, and accuracy. The performance of our GA-BPNN is shown in Table 2 . Our method obtained a sensitivity of 72.90±1.38%, a specificity of 72.89±1.18%, and an accuracy of 72.90±1.28%. Figure 4 shows the performance in bars. The red bar shows the average result, and the rest blue bars show the result of each run. Finally, we compared our genetic algorithm with simulated annealing algorithm (SAA) [14] . The results are shown below Table 3 . We can observe that our GA-BPNN has obtained better performance than SAA-BPNN. Our GA-BPNN may apply to other diseases, such as multiple sclerosis [35] , alcoholism [36] , 
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IV. CONCLUSION
In this paper, we developed a new voxelwise CMB detection system for CADASIL patients. The results showed that the proposed method gave better performance than BPNN optimized by SAA.
In the future, we may focus on following regards: (i)we shall either collect more brain images or use data augmentation techniques. (ii) Some other advanced classifiers may be used, such as convolutional neural network (CNN). (iii) Our method may apply to x-ray image segmentation [37] . All of the above are the directions of our future research.
