Abstract-In this paper, we focus on the extraction problem of the target motion trajectory and make deep research. For Euclidean distance of SIFT feature matching algorithm is not adaptively adjustable, a improved SIFT feature matching algorithm based on multi-objective optimization is proposed. The optimization model is established to reduce mismatch rate, which consider Euclidean distance between correlation coefficient and feature point as the goal function and the confidence degree is taken as the constraint condition. Finally, The experiment shows that the method proposed in this paper can accurately achieve the measurement of the target motion trajectory, and is of strong adaptability and reliable.
I. INTRODUCTION
The extraction technology of the target motion trajectory based on video sequence images has important significant and practice theory value in the field of dynamic vision. Target motion trajectory reflects target movement route in a period of time. The accurate extraction for it can realize measurement and analysis of motion parameter and assessment of motion behavior, etc. In the military field, this technology has become a key technology in precision guided weapon, which can effectively improve the weapon hit precision and strengthen the weapon hit power. Meanwhile, in the civil field, the man-machine interactive system on the basis of this technology can achieve target intelligent tracking and behavior supervision etc and authentically reflect the automation and intellectualization of moving target monitoring system. Therefore, either in civil field or military field the study of this technology is of strong theoretical significance and research value.
According to the difference of camera field of view (FOV) and reference object, the present target motion trajectory extraction technology based on video image sequence can be divided into moving target tracking and trace detection under the circumstance of reference object motion in fixed FOV, moving target tracking and trace detection under the circumstance of reference object motion in changeable FOV and moving target tracking and trace detection under the circumstance of fixed reference object with changeable FOV. In the pattern of reference object motion in fixed FOV, camera and its FOV are fixed, detecting and monitoring moving target in its FOV. It has regional limitation in time and space and can only access to the target moving trace in fixed region and fixed time. Reference object motion in changeable FOV is an improvement of the motion in fixed FOV. It realizes camera FOV's change through the multidimensional movement system like pan-tilt-zoom (PTZ) and so on, and can expand tracking range and extend tracking time of movement target. While the moving target goes beyond a certain range, it cannot be imaged or showed in points due to the limitation of lens and other optical devices. In the pattern of fixed reference object with changeable FOV, camera FOV changes with the movement of target, using this feature of constant spatial position of fixed reference objects in two adjacent images to realize moving target trajectory calculation. This kind of method is not limited by camera FOV and can effectively promote the actuating range of movement trajectory extraction. But it requires that there must be some overlap between two adjacent images. Because instantaneous spatial coordinate of moving target is obtained by the relative change of previous spatial coordinate. So there is a problem that the cumulative error is large in trajectory calculation. At the same time because of target attitude change and reference environment complexity etc in the process of moving, it is hard to ensure the accuracy of trajectory calculation.
For target motion trajectory extraction technology under both circumstance of reference object motion in fixed FOV and circumstance of reference object motion in changeable FOV, scholars at home and abroad have carried out related research and have achieved a lot of positive results. The basic concept of target tracking was first put forward by Wax in 1955. In 1964, Siltter made breakthrough progress in the multi-target tracking theory which includes the contents of data association. With so many years of research and its development, video monitoring system has made great progress and achievements. In 1977, American DARPA (Defense Advanced Research projects Agency) set up major visual monitoring project VSAM (Visual Surveillance and Monitoring), led by Carnegie Mellon university. Its purpose was to found a system which can monitor human and cars etc using a lot of cameras in complex circumstances such as city and battle field and so on, and to realize monitoring the places where human monitoring cost is expensive, it is very dangerous and human cannot reach. Since 2000, American DARPA had subsidized project named HID (Human Identification at a Distance)which mission was developing more patterns and wide range of visual monitoring technology, realizing remote monitoring, classification and recognition for human. There had been 26 universities participating in that project. From 1990s, Berkelye branch had begun to do research on real time traffic monitoring. In the aspects of moving object segmentation, moving object tracking and occlusion handling technology, it made certain achievements and published many relative scientific research papers.
Aiming at matching algorithm based on multi-objective optimization SIFT feature, the paper researches multi-objective optimization theory and optimization model construction, and sets up the multi-objective optimization model which uses Euclidean distance between correlation coefficient and the feature points as objective function and confidence degree as constrain conditions. And then it validates the proposed algorithm model through simulation experiment. Finally actual motion trajectory extraction is studied and experimentally verified in this paper.
II. TARGET MOTION TRAJECTORY EXTRACTION ALGORITHM
SIFT is a registration method based on the feature. sift descriptor is an image local feature descriptor which is on the basis of scale space, image scaling and rotation and even keeps the invariance of the affine transformation. Firstly, sift descriptor carries on the feature detection in the scale space and fix the location and scale of the key point. Then it adopts the main direction of the key point's neighbor gradient as the point's direction feature so as to realize the descriptor's independence of the scale and direction. The feature point extracted with the sift algorithm can be used in reliable matching of an object or a scene's different viewing angles, keep the invariance of the image scale and rotation, and have the robustness of illumination changes, noise and the affine transformation.
The detailed steps of the algorithm are illustrated in the following:
Obtain the image information. Firstly, we should build a scale space and then search and detect the extreme value point in the space.
1) The formation of the scale space The gaussian convolution kernel realizes the only linear nucleus of the scale transformation. As a result, a two dimension image's scale space is defined as the following:
Among them, ( (2) where, (x, y) is the space coordinate.  is the scale coordinate. The less the image is smoothed, the less is the corresponding coordinate value. The large scale corresponds to the image's general contour features and the small scale corresponds to the image's detail features
In order to effectively detect the stable key point in the scale space, the difference of gaussian (DOG) scale space is proposed, which is generated by making use of difference of gaussian kernel with different scales and image convolution. The DOG descriptor is defined as the difference of gaussian kernel with different scales, which is shown in the following formula:
The DOG descriptor has simple calculation that is similar to the LOG descriptor which has scale normalization.
2) The detection of the space extreme point In order to search the extreme point in the scale space, each sampling should be compared with all its neighbor points, from which we can know whether it is larger or smaller than its neighbor points in its image and scale domain. It is shown in the following figure: the middle point is compared with 8 neighbor points in the same scale and 9  2 points in the neighbor up and down scales, which are 26 points in total so as to we can detect the extreme points both in the scale space and two dimension image space. 3) The accurate determination of the extreme point's location
We can fit three dimension quadratic function in order to accurately determine the key point's location and scale, and at the same time, remove the key points with low contrast and the unstable edge reaction point so as to improve the matching stability and anti-noise ability.
4) The distribution of key point's direction. We can appoint the direction parameter for each key point using the gradient direction's distribution characteristic of the key point's neighbor domain pixel to keep the descriptor's rotation invariance.
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Among them, formula (5) is the module value and direction formula of the gradient location (x,y). And the scale that L uses is the respective scale of each key point.
In actual calculation, we select the sample in the neighbor domain window centering on the key point and get the statistical gradient direction of the neighbor domain pixel using the histogram whose peak value represents the key point's neighbor domain gradient direction that is the key point's direction.
The optimization purpose is according to a certain standard (objective) to select the best or the most satisfactory scheme from many alternative ones. If the selecting standards which need to be considered at one time are more than one, the optimization problem becomes the multiobjective optimization problem. The multiobjective optimization's image processing problem is that we can regulate the trade-off problem among multiobjectives to make them realize optimization at the same time under a certain constraint conditions, which can reduce several error operation in image processing field, for example, enhancement, matching, and identification, etc. . .
In the formula 
III. SIFT FEATURE MATCHING ON THE BASIS OF MULTI-OBJECTIVE OPTIMIZATION As for the ground image, because the sift descriptor's feature points themself are too many, in disorder, and don not have obvious gray variance, and are not influenced by the obvious features, for example, corner, straight line, edge, template, region and contour. At the same time, the objective will be influenced by the dust in the process of movement and thrashing takes a certain scale and rotation changes on the image. So the normal image matching technology, for example, relevant matching, corner matching, etc., seems helpless. According to the ground image's characteristic, the advantage of the feature matching technology based on the SIFT are embodied. The SIFT algorithm's detection point feature is the image's local feature, which keeps the invariance of translation, rotation, geometric scaling, and illumination changes and keeps a certain stability and adaptability on the angle changes, affine transform and noise. Even the image with little information can obtained many sift feature points. However, am many feature points, there are still several error matching points. At the same time, sift feature describes the point, and even in the two different images there are still respective matching point. If we only adopt SIFT feature matching technology, we could not realize the ground image's high accuracy matching. So we consider introducing the multiobjective optimization theory into SIFT feature matching to reduce the ground image's error matching ratio.
The optimization purpose is according to a certain standard (objective) to select the best or the most satisfactory scheme from many alternative ones. If the selecting standards which need to be considered at one time are more than one, the optimization problem becomes the multiobjective optimization problem. The multiobjective optimization's image processing problem is that we can regulate the trade-off problem among multiobjectives to make them realize optimization at the same time under a certain constraint conditions, which can reduce several error operation in image processing field. For this, we introduce euclidean distance, correlation coefficient and evaluate the matching degree between the matching feature point and the standard template using the confidence measures.
A. Euclidean Distance
This paper takes the euclidean distance among feature points as the similarity judging criterion, searches the corresponding points location between one image and another image, and searches the feature point's nearest euclidean distance point in the other image, which becomes the nearest neighbor. The next nearest neighbor feature point means the feature point has slightly longer euclidean distance than the nearest neighbor distance. Using the ratio of the nearest neighbor to the next nearest neighbor to carry on the feature point's matching can have a good effect in order to realize stable matching.
Euclidean distance is widely used in digital image processing, which is defined as the following:
where, () dX is the feature point's euclidean distance.
B. Correlation Coefficient
Correlation coefficient is a statistical indicator which indicates the intimate level of correlation between two variables. Correlation coefficient is calculated with the product-moment method. Likewise, it is based on the deviation between two variables and their own mean value and two deviations' multiplication reflects the correlation degree between two variables. When 01 xy   , it means the two variables have linear correlation to some extent. And the closer to 1 is the xy  , the more closely is the two variables' linear correlation; the closer to 0 is the xy  , the weaker is the two variables' linear correlation. It is defined as the following: 
Then, the correlation coefficient of x, y is defined as:
where, var( ) X is X's variance. Generally, when 1 XY   , the correlation coefficient in this article represents the correlation degree of the neighbor frames of images.
In feature matching, we introduce the correlation coefficient as the optimization principle and make best use of the gray degree information in the SIFTT feature neighborhood range, which can effectively improve the accuracy of SIFT feature matching.
C. Confidence Measures
Confidence, from the generalized concept, is the correctness probability and confidence measure is a measurement of this probability, which indicates the reliability level of a certain event. Since the confidence measure model can be used to judge the matching degree between observation datum and standard model, so the parameter can be taken as the constraint condition to conduct constraint on the matching result in order to improve the recognition rate and robustness of the whole system.
Confidence measure has a strict definition in the statistics. Suppose the mean value of a sampling statistic is m , variance is  and its confidence interval is   , mm     , then the confidence measure of the normal distribution ( , ) Nm is defined as : According to the above problems, the system introduces the multiobjective optimization theory on the basis of SIFT feature matching. The SIFT feature point on the basis of being extracted, makes use of the multiobjective optimization principle and realizes the accuracy matching between two images. The constructed multiobjective model is as the following:
1) Objective Function
According to the correlation between two ground image models, we build the objective function: 
In the above formula, () dX means the distance between neighbor frame of images' similar feature points, and 12 
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f f x y is the correlation function between neighbor frame of images' similar feature points.
2) Constraint Condition
Among them, 1 () dX is the nearest distance from the feature point to the other image's feature point, and 2 () dX is the next nearest distance from the feature point to the other image's feature point.  is the threshold value of constraint condition.
We can get the following multiobjective model: 
3) Model Solution
As to the above multiobjective optimization model, the article adopts the linear weighted method to get solution. At first, we can use linear weighted method to converse formula (13) to a optimization problem of a scalar function. 
Then we can use the steepest descent method to get solution of the above multiobjective optimization problem and the computing iteration formula is as the following:
where,  is a lagrange multiplier, C is a penalty term, and  is gradient.
From the above formula, we can get the present image's SIFT feature point's corresponding point in the next frame of image to reflect the objective's motion law. 
IV. SIMULATION RESULTS

A. The Experiment of Feature Points Matching
The feature a point matching is to get corresponding relation of feature points between images after finding out the feature points in image. The feature points of same part in two images should have the same feature description vector under ideal conditions. Due to the non-overlapping region existed in images, that is to say the feature points of the region in a image do not have corresponding relation with another image, but the original SIFT algorithm still find out the fault matching point pair. In order to exclude the mistake point pair, a improved SIFT feature matching algorithm based on multi-objective optimization is proposed to match these points, and obtains the very good effect. The result image of SIFT algorithm without improvement under different intensity of illumination and different shooting angles for the same scenery is shown in Figure 2 where the green dots represent the fault matching point pair, while the result image of the proposed algorithm is shown in Figure 3 . The result image of SIFT algorithm without improvement under different intensity of illumination and different focus for the same scenery is shown in Figure 4 . The green dots denote the fault matching point pair. Figure 5 is the result image of the proposed algorithm under corresponding conditions. Based on the above analysis, it is shown that the modified algorithm can effectively eliminate the fault matching point pair, namely, the point pair is basically correct. In order to give a further explanation on advantage of the improved algorithm in feature points matching, the experiments are implemented by improved algorithm under different intensity of illumination, different focus and shooting angles for the same scenery, which test matching effect.
Detect the adaptive ability of the proposed algorithm to illumination variation.
With the purpose of detecting the adaptive ability of the proposed algorithm to illumination variation, the two images of the same scene with different illumination condition are implemented for feature points matching. The results are shown in Figure 6 .
Detect the adaptive ability of the proposed algorithm to rotation variation.
With the purpose of detecting the adaptive ability of the proposed algorithm to rotation variation, the two images of the same scene with different shooting angles are implemented for feature points matching. The results are shown in Figure 7 .
The above experimental results demonstrate that the proposed algorithm can extract valuable feature point and and has more matching accuracy under complex conditions with different illumination, rotation variation, and scaling. 
B. The Extraction of the Target Motion Trajectory
(1) The algorithmic model Image sequences of target movement state are captured by a CCD digital camera in system. The variation of angle and distance between the current frame and the previous frame is computed by object extracting and matching techniques, which obtain the actual movement trajectory of moving object in sequence.
After extracting trajectory, the following regulations are made:
(1) Select a digital camera with constant frame rate for ensuring the existence of same feature point in adjacent frames.
(2) The relative position and shooting angle between camera and objects are unchanged in the process of movement.
(3) The relation between target coordinate system and image coordinates system is calibrated correspondingly in running.
(4) Assume the initial target coordinate system is the geodetic coordinate system before running, so the follow-up trajectory prolongation is operated in the coordinate system.
As shown in Figure 8 , let us assume a moving target is captured for N frames from the start point In order to embody the superiority of the improved algorithm in the matching accuracy, the experiment adopts a high speed CCD camera to collect pavement images and extract movement of a closed curve.
The SIFT feature points of the collected pavement images are extracted, as shown in Figure 9 . We can see that the pavement image has more or disordered feature points, unobvious gray variation, and no obvious characteristics such as corners, straight, edges, template, region and contour during the image acquisition process. Therefore, it is inevitable that there are isolate point and noise point, which lead to appear some the fault matching point pair. The matching result in Figure 12 has shown that the feature matching accuracy has been affected by the isolate point and noise. In addition, the matching result in Figure 12 has shown that the proposed algorithm has obvious advantages. In order to further test the effectiveness of the proposed algorithm under some rotation direction, we make the fixed camera round certain point implement a closed curve movement, as shown in following figure. From the figures 13, 14, 15, we can see that it is difficult to form a circle based on the common matching technology and the trajectory curve is not smooth due to the fault matching point pair, which exist twining. While the proposed algorithm can form easily a circle with smoothness and hardly twining.
V. CONCLUSION
This paper has mainly presented the extraction algorithm of the target motion trajectory. Firstly, SIFT feature matching algorithm based on multi-objective optimization is analyzed, and multi-objective optimization theory and the optimization model are studied. Then Euclidean distance between correlation coefficient and feature point is considered as the goal function, and the confidence degree is taken as the constraint condition. Finally, experimental results verify the effectiveness of the proposed algorithm.
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