We mapped the Galactic young massive star cluster Westerlund 2 (Wd2) with the integral field spectrograph MUSE (spatial resolution: 0.2 arcsec px −1 , spectral resolution: ∆λ = 1.25Å, wavelength range 4600-9350Å) mounted on the VLT, as part of an on-going study to measure the stellar and gas kinematics of the cluster region. In this paper we present the fully reduced dataset and introduce our new Python package "MUSEpack", which we developed to measure stellar radial velocities with an absolute precision of 1-2 km s −1 without the necessity of a spectral template library. This novel method uses the two-dimensional spectra and an atomic transition line library to create templates around strong absorption lines for each individual star. The code runs fully automatically on multi-core machines, which makes it possible to efficiently determine stellar radial velocities of a large number of stars with the necessary precision to measure the velocity dispersion of young star clusters. MUSEpack also provides an enhanced method for removing telluric lines in crowded fields without sky exposures and a Python wrapper for ESO's data reduction pipeline.
Submitted to AJ ABSTRACT We mapped the Galactic young massive star cluster Westerlund 2 (Wd2) with the integral field spectrograph MUSE (spatial resolution: 0.2 arcsec px −1 , spectral resolution: ∆λ = 1.25Å, wavelength range 4600-9350Å) mounted on the VLT, as part of an on-going study to measure the stellar and gas kinematics of the cluster region. In this paper we present the fully reduced dataset and introduce our new Python package "MUSEpack", which we developed to measure stellar radial velocities with an absolute precision of 1-2 km s −1 without the necessity of a spectral template library. This novel method uses the two-dimensional spectra and an atomic transition line library to create templates around strong absorption lines for each individual star. The code runs fully automatically on multi-core machines, which makes it possible to efficiently determine stellar radial velocities of a large number of stars with the necessary precision to measure the velocity dispersion of young star clusters. MUSEpack also provides an enhanced method for removing telluric lines in crowded fields without sky exposures and a Python wrapper for ESO's data reduction pipeline.
We observed Wd2 with a total of 11 short and 5 long exposures to cover the bright nebular emission and OB stars, as well as the fainter pre-main sequence stars down to ∼ 1 M . The survey covers an area of ∼ 11 arcmin 2 (15.8 pc 2 ). In total, we extracted 1,725 stellar spectra with a mean S/N> 5 per pixel. A typical radial velocity (RV) uncertainty of 4.78 km s −1 , 2.92 km s −1 , and 1.1 km s −1 is reached for stars with a mean S/N> 10, S/N> 20, S/N> 50 per pixel, respectively. Depending on the number of spectral lines used to measure the RVs, it is possible to reach RV accuracies of 0.9 km s −1 , 1.3 km s −1 , and 2.2 km s −1 with ≥ 5, 3-4, and 1-2 spectral lines, respectively. The combined statistical uncertainty on the radial velocity measurements is 1.10 km s −1 .
INTRODUCTION
The majority of stars are born in clustered environments through the collapse of giant molecular clouds (GMCs, e.g., Lada & Lada 2003) . The initial mass and density of the GMC defines the number of stars formed in the newly born star cluster and its stellar density. The stellar densities range from low-density systems in the Milky Way (MW), such as the Upper Scorpius OB association (≤ 0.1 M pc −3 , e.g., Preibisch & Mamajek 2008) , via loosely bound open clusters, to more massive systems, like Westerlund 2 (∼ 6.6 × 10 3 M pc −3 , e.g., Westerlund 1961; Zeidler et al. 2015 , 2017 , NGC 346 (∼ 64 M pc −3 , e.g., Sabbi et al. 2008) , or NGC 3603 (∼ 1.5 × 10 4 M pc −3 , e.g., Sung & Bessell 2004; Stolte et al. 2004; Rochau et al. 2010; Pang et al. 2011 Pang et al. , 2013 to the most massive young superstar clusters, like R136 (4.8-24×10
4 M pc −3 , e.g., Hunter et al. 1995; Crowther et al. 2016) in the Large Magellanic Cloud (LMC). Despite numerous studies of the MW and Magellanic Cloud young star clusters, their formation processes and the cluster evolution in the first few Myr are not well understood. On the one hand, we observe star clusters that appear to have formed in one central star burst (monolithic cluster formation e.g., Lada et al. 1984; Bastian & Goodwin 2006) , as was suggested for the central star cluster HD97950 in NGC 3603 (Banerjee & Kroupa 2015) . We also observe hierarchical cluster formation, in which a star cluster forms via subsequent merging of smaller sub-clusters (Larson 1981; Longmore et al. 2014; Dale et al. 2015) , which is seen for many MW and Magellanic Cloud star clusters (e.g., Wd2, Zeidler et al. 2015; NGC 346, Sabbi et al. 2007 ; or in multiple star clusters of the H II region 30 Dor, Sabbi et al. 2012 Sabbi et al. , 2013 Sabbi et al. , 2016 . The subsequent evolution of a newly born star cluster is regulated not only by the stellar density and total mass (the stellar mass function (MF)), but also by stellar kinematics.
While it is possible to measure stellar proper motions using long-baseline observations from ground and space, like multi-epoch Hubble Space Telescope observations (HST, e.g., Sabbi et al. 2019) or the Gaia satellite (Gaia Collaboration et al. 2016 , the development of wide-field integral field units (IFUs) has made it feasible to spectroscopically map resolved, nearby star forming regions and young star clusters to also measure the radial velocities (RVs) with a similar telescope-time efficiency providing 3D stellar kinematics.
The large field of view (FOV) of 1 arcmin 2 of the Multi Unit Spectrographic Explorer (MUSE, Bacon et al. 2010) mounted in the Nasmyth focus of UT4 at the Very Large Telescope (VLT) at the European Southern Observatory (ESO), Chile, has proven to be very effective in studying stellar RVs and gas kinematics, including feedback processes in star forming regions and young star clusters (e.g., McLeod et al. 2015 McLeod et al. , 2018 Zeidler et al. 2018) . Stellar RVs can be measured to an accuracy of ∼ 1 km s −1 by cross-correlating the extracted spectra with spectral templates (Zeidler et al. 2018; Kamann et al. 2013 Kamann et al. , 2016 Kamann et al. , 2018 . The spatial sampling of MUSE is 0.2 arcsec px −1 with a spectral resolution of ∆λ = 1.25Å observing at optical wavelengths between 4600 and 9350Å.
For young star clusters, where the majority of stars are still in their pre-main-sequence phase no proper optical spectral template libraries exist. Our new method, presented in this work, is independent of spectral template libraries. We show that our Python package MUSEpack is able to measure RVs with a ∼ 1 km s −1 accuracy when applied to our VLT/MUSE, medium-resolution spectra of Wd2. The package has been developed specifically for MUSE data but can be used for any kind of IFU dataset.
This paper is structured as follows: In Sect. 2 we introduce the work that has been done on the Galactic young star cluster Wd2. Sect. 3 gives an overview of the MUSE dataset on Wd2. In Sect. 4 we provide an overview of MUSEpack, while Sect. 5 provides a detailed description of the data reduction process. Sect. 6 gives an introduction to stellar RV fitting and the performance of MUSEpack. In Sec. 7 we introduce the created stellar RV catalog of Wd2. In Sect. 8 we summarize and conclude the work.
WESTERLUND 2 -A YOUNG MASSIVE STAR CLUSTER
We are conducting a photometric and spectroscopic survey of the young massive star cluster (YMC) Wd2 (Westerlund 1961) in the H II region RCW49 (Rodgers et al. 1960 ) using 16 MUSE pointings (097.C-0044(A), 099.C-0248(A), P.I.: P. Zeidler; see Fig. 1 ) with two different exposure times to obtain stellar RVs down to ∼ 1 M in combination with multi-band optical and nearinfrared HST observations (ID: 13038, PI: A. Nota). Wd2 is a Galactic YMC located in the Sagittarius spiral arm, at a distance of ∼ 4 kpc and an age of < 2 Myr consisting of two coeval sub-clumps, namely the Main Cluster and the Northern Clump (VargasÁlvarez et al. 2013; Hur et al. 2015; Zeidler et al. 2015) . We derived the stellar MF (Zeidler et al. 2017) and showed that Wd2 is highly mass-segregated, which is, given its young age, likely primordial. In Zeidler et al. (2018) , we presented six MUSE pointings of the cluster center that were observed in the first (097.C-0044(A)) of two observing runs. Using these data we showed that 1) it is possible to obtain stellar and gas RVs with an accuracy of ∼ 1 km s −1 in nearby YMCs, 2) we can measure spectral types of main and pre-main-sequence stars, and 3) Wd2 shows a bimodal velocity structure with two peaks at (8.10 ± 1.53) km s −1 and (25.41 ± 3.15) km s −1 . The RV dispersion of both peaks is in agreement with the RV dispersion seen in other YMCs such as Trumpler 14 (Kiminki & Smith 2018) , the Carina Nebula (e.g., Smith & Brooks 2008) , or NGC 3603 (Rochau et al. 2010; Pang et al. 2013) . Because of the limited data of only 72 stars, we could not properly address the physical origin of such bimodal RV distribution.
THE DATASET
We observed Wd2 with MUSE in extended mode 1 , both with and without adaptive optics (AO) during the ESO periods 97 and 99 (Program ID: 097.C-0044(A), 099.C-0248(A), PI: P. Zeidler). In total, we acquired 16 pointings with 3 dither positions each, with a total telescope time (exposure time + overheads) of almost 21 h. The dither pattern follows a 90 and 180 degrees rotation strategy to minimize detector defects and impurities. Eleven out of the sixteen pointings are obtained with a total exposure time of 660 s (hereafter: short exposures), while the remaining five pointings have a total exposure time of 10,800 s (hereafter: long exposures). An overview of all pointings is given in Tab. 1.
The two different exposure times were chosen to cover a large dynamic range. The short exposures (blue fields in Fig. 1 ) cover the complete cluster area including the gas rim of the surrounding H II region to study the massive stars and the gas, while the long exposures (red fields in Fig. 1 ) are designed to study the fainter premain-sequence population. The long exposures cover the immediate vicinity of the cluster core avoiding the central regions and the gas, in order to avoid saturating a major fraction of the data cubes.
Four out of the five long exposures are observed using the wide-field AO mode of MUSE. This mode uses the four laser guide stars for ground-layer correction of the atmosphere's distortions resulting in a improvement of the seeing by a factor of two. Because the lasers are Na-lasers, a notch filter must be used to block the light between 5780 and 5990Å, which results in a gap in the spectrum
2 .
To reduce and analyze our IFU dataset of the YMC Wd2, we developed MUSEpack. It is a Python-based package, which contains two main classes 3 : MUSEreduce and RV spectrum. MUSEpack can be downloaded from https://github.com/pzeidler89/MUSEpack.git. We will introduce the capabilities of the various classes and their modules throughout this paper. A full description of the package can be found on https://musepack.readthedocs. io/en/latest/index.html. There, we also provide some basic examples to show the features of MUSEpack and to provide the user with an easy start.
MUSEreduce
MUSEreduce is a Python wrapper 4 for the standard reduction pipeline (Weilbacher et al. 2012 (Weilbacher et al. , 2014 , based on ESO 5 Reflex (ESORex), which provides a userfriendly json file 6 to set the input parameters for ESORex. Additionally, MUSEreduce is meant to sort the raw data and assign the appropriate calibration files to each science exposure. In contrast to ESO's graphical user interface (GUI)-based data manager GASGANO 7 , MUSEreduce is Python-based, which makes it platformindependent and easy to use for remote execution via a secure shell (SSH) connection 8 . MUSEreduce supports the three main observing modes of MUSE: the widefield mode without adaptive optics (WFM-NOAO), the wide-field mode with adaptive optics (WFM-AO), and the narrow-field mode with adaptive optics (NFM-AO). For the quality assessment of the code we used data obtained with the three different observing modes. For the WFM-NOAO and WFM-AO we used data of the Galactic YMC Wd2 (097.C-0044(A), 099.C-0248(A), P.I.: P. Zeidler) representative of a crowed field with a high dynamic range (Zeidler et al. (2018) , and this work). We also used data of the blue compact dwarf galaxy J0291+0721 (096.B-0212(A), P.I.: B. James), a faint extended object (James et al. 2019) . The data of J0291+0721 was obtained including two sky fields. To test the NFM-AO we used observations of two T-Tauri Figure 1 . Coverage of the MUSE data plotted over the HST F 814W image of Wd2. The blue fields show the short exposures, while the red fields show the long exposures. In total we covered ∼ 11 arcmin 2 , which corresponds to 7.6 pc 2 at the distance of Wd2.
disks (60.A-9482(A), P.I.: J. Girard), which were also obtained using sky fields (Girard et al. 2019 ).
RV spectrum
RV spectrum is the main workhorse routine to fit spectral lines to extracted stellar and gas spectra and to fit RVs with an accuracy of 1-2 km s −1 . The novelty compared to other RV measurement techniques is that it does not require stellar spectral template libraries. To be able to use the full capabilities of this class the user should install the non-standard Python packages PampelMuse (Kamann et al. 2013) , Penalized Pixel-Fitting (pPXF Cappellari & Emsellem 2004; Cappellari 2017) , and pyspeckit (Ginsburg & Mirocha 2011) .
DATA REDUCTION
The data were reduced using MUSEreduce, a Python class within MUSEpack (see Sect. 4) using ESO's standard reduction pipeline (v.2.4.2). When available, we used the reduced calibration files (MASTERFLAT, MASTERBIAS. WAVECAL, LSF, TWILIGHT) provided by ESO. If the reduced calibration files were not provided, we executed the respective data reduction steps to create them from the raw calibration files. All intermediate and final products were checked by eye in order to ensure that the data reduction processes and the alignment of the dither positions were executed correctly.
During these quality checks we discovered a Moiré-like pattern in the southern-most long exposure (LONG 1). After a thorough analysis we concluded that it is most likely due to the sky conditions under which the individual dither positions were obtained. While the exposures LONG 1a and LONG 1c were obtained with Moon condition "bright", the exposure LONG 1b was observed with Moon condition "dark" (during a different night, see Tab. 1). We used a simulated lunar spectrum together with the sky spectrum of the exposure LONG 1b to model the lunar contamination and to remove it from the data cube. This procedure is described in detail in Appendix A. Note-Overview over the MUSE observations of Wd2 (Programm ID: 097.C-0044(A), 099.C-0248(A)). In Column 1 and 2 the coordinates are given. Column 3 shows the observation dates. Columns 4 and 5 indicate the name of each exposure and the observing block (OB) ID, respectively. Column 6 lists the exposure time. Column 7 indicates the seeing and Column 8 shows the airmass. Column 9 shows if this pointing was obtained using WFM-AO. OBs that had to be repeated do not appear in this table. We grouped the three exposures that are combined to one pointing.
Telluric line correction in crowded H II regions
To subtract the sky (dominated by telluric emission lines) from the science exposures, the MUSE data reduction pipeline uses a sky spectrum extracted from either a sky observation or the darkest regions of the science observation itself. This sky spectrum is convolved with the local, position-dependent line spread function (LSF) and together with a low-order continuum refitted to each spaxel. Subsequently, it is subtracted from the data cube.
For many observations, such as Galactic star clusters, obtaining sky fields is not feasible since the telescope has to be moved by several degrees to avoid observing the sky inside the parental gas and dust cloud. The high stellar crowding within these young star clusters and the gas and dust of the H II region often does not leave enough "empty" regions to properly determine a sky spectrum, yet a proper sky subtraction is necessary to remove contamination from the mostly dominant emission lines created by the Earth's atmosphere. Some of these telluric emission lines have the same wavelengths of typical H II region emission lines, which are typically the Balmer lines, the oxygen lines, and atomic and molecular transition lines of oxygen, hydrogen, and some other trace elements. As a result, the extracted sky spectra overestimate the fluxes for these emission lines, which leads to an over-subtraction with a possible shift of the centroid.
To improve we altered the process how the data reduction pipeline handles the estimation of the sky spectrum under two main assumptions: 1) the fluxes of the H II region emission lines are much stronger than the emitted fluxes from our atmosphere, and 2) the H II region continuum is dominant over the telluric continuum. The sky spectrum is then extracted in the following manner:
1 The data reduction pipeline performs a regular sky line and continuum extraction (muse create sky) for the darkest spaxels of each data cube creating the two files 'SKY LINES.fits' and 'SKY CONTINUUM.fits' containing the fitted sky line fluxes and the continuum, respectively.
2 The fluxes of all emission lines besides the OH and O 2 lines is set to zero in the 'SKY LINES.fits' file.
3 The continuum flux is set to zero to avoid subtracting the continuum of the H II region.
4 muse create sky is run again with the new 'SKY LINES.fits' and 'SKY CONTINUUM.fits' files as input. This is necessary to properly determine the fluxes of the OH and O 2 emission lines that are blended with other emission lines (e.g.
[O I] λ5577 and OH(1601)X-X(0701)Q11(03.5f) at λ = 5577.58273Å).
5 As last step the sky subtraction is handled in muse scipost by only applying the local LSF but not refitting the fluxes for each spaxel (skymethod = subtract-model).
To run this method we need to set the "sky: modified" keyword in the config.json file to "True". It is also important that the subtraction method is "subtractmodel" to avoid refitting the spectral lines to each spaxel. It is possible to properly recover many of the nebular emission lines, such as [O I]λ5577, Hα or Hβ (see Fig. 2 ). For emission lines such as [O I] λ5577, the telluric contamination by blends can be significant, especially for long exposure times, which means that condition 1 is not satisfied anymore. Therefore, we recommend to use short exposure times to determine fluxes of the gas emission to minimize the residual telluric contamination in blends, and thus properly measure the flux of nebular emission lines. Stellar spectra are not affected by this since a local, star-by-star background subtraction is performed (see Sect. 5.4).
Tests have shown that if a sky field is used instead of the science exposure to obtain the sky spectrum, e.g., J0291+0721 (096.B-0212(A), P.I.: B. James), ESO's standard procedure for sky correction is recommended. The reason for this is that a refit of the fluxes of the sky emission lines to the science data may be necessary, caused by possible different observing conditions between the science and the sky exposures.
Source detection and extraction
To extract the stellar spectra from the reduced MUSE data cubes we used the Python package PampelMuse (Kamann et al. 2013) . PampelMuse performs a positionand-wavelength-dependent PSF fit for each layer of the MUSE data cube. As input a high-resolution photometric stellar source catalog must be provided 9 . This deep high-resolution catalog provides the necessary information to PampelMuse to de-blend the spectra of the majority of stars, especially in crowded regions, or to flag spectra accordingly where de-blending is not possible anymore. These spectra were not used in the further analysis. We used the HST multi-band photometric star catalog of the Wd2 region obtained by Zeidler et al. (2015) . When available, we used the F814W pho- Figure 2 . A sample spectrum extracted from a less luminous part of the H II region. Top: The spectrum as it is extracted using the standard method provided by the MUSE data reduction pipeline. Bottom: The spectrum as it is extracted with our modified version, as described in Sect. 5. tometry as brightness estimate, since this band roughly covers the wavelength range of the MUSE dataset, otherwise (e.g. for saturated sources) we use one of the other wide-band filters. For some very bright sources all filters were saturated. These stars were assigned F 814W = 10 mag 10 to provide a catalog as complete as possible. To create an input catalog in the necessary PampelMuse format, the MUSEpack module cubes.pampelmuse cat can be used. MUSE is a seeing limited instrument, which means that each point source covers multiple spaxels on the detector and each spectrum is extracted from multiple spaxels, which mitigates wavelength calibration uncertainties.
Flux offsets between different pointings
PampelMuse also calculates the stellar magnitudes by convolving the extracted stellar spectra with the throughput curve of the filter given in the source catalog. In the case of the Wd2 data the input magnitudes correspond to the Wide Field Camera (WFC) F 814W filter of the Advanced Camera for Surveys (ACS, Ryon 2019). The ACS F814W filter covers a wavelength range from 6900Å to 9500Å while the longest wavelength of the MUSE spectra is 9350Å. Therefore, the ACS F 814W covers about 150Å more of the stellar spectral energy distributions (SEDs) than the MUSE data and it is ex-10 This magnitude estimate is sufficient for the source detection and PampelMuse will properly determine the magnitudes based on the extracted spectra and the HST F 814W throughput curve.
pected that the magnitudes extracted from the MUSE spectra are somewhat fainter than the ACS magnitudes. Additionally, the MUSE dataset was not observed under photometric conditions, which also introduces some flux uncertainties.
To confirm the reliability of the MUSE data reduction we analyzed the stellar magnitudes and we find that the MUSE F 814W magnitudes are up to ∼ 0.7 mag brighter than the ACS F 814W magnitudes. Between different observing blocks (OBs) these offsets vary between 0 mag and 0.77 mag, which corresponds to a flux difference of up to a factor of two (see Fig. 3 ). We also measured the flux differences using sky emission to ensure that the offsets are not caused by stellar binary systems or blends. The variation between different pointings within one OB is typically small (< 0.1 mag). These small variations within an OB can be explained by changes in the observing conditions (clouds, temperature, etc.) since the observations were not taken under photometric conditions. The large offsets between different OBs are most likely caused by the calibration of the spectrophotometric standard star 11 including the time at which the standard star was observed in relation to the science observations, e.g., OB SHORT-MID 1 was observed at the beginning of the night June 2/3 (22:48:04
11 The stars used for this calibration are automatically taken from the reference list of standard stars: https://www.eso.org/sci/ observing/tools/standards/spectra.html.
-00:10:06 UT), while the corresponding standard star was observed at the end of the same night (09:52:36 -10:08:02 UT), partly into twilight (09:58:00 -11:11:00 UT).
To be able to compare fluxes between the various OBs of our dataset, we correct for these offsets in the following manner:
The fluxes in the data cubes may be corrected using the cubes.wcs cor routine (see Sect. 5.6 for more details) with "correct flux=True". In the bottom panel of Fig 3 we show the corrected magnitudes, whose differences are now close to zero. All long exposures, as well as the SHORT-1 and SHORT-2, show smaller variations (0.04 -0.14 mag). These OBs were obtained in run 099.C-0248(A) where the observing conditions were generally better compared to run 097.C-0044(A), which was executed as a filler program.
One can say that the effective level of stellar crowding in the data is determined by the spectral type and magnitude of the stars and the depth of the data.
The background subtraction
The extracted stellar spectra still show contamination from the emission of the local H II region. Therefore, similarly to a photometric data reduction (e.g., Zeidler et al. 2015 ) a local, star-by-star background subtraction has to be performed. Compared to photometry, this is a more challenging task for IFU observations. The PSF, the S/N ratio, and the stellar spectral energy distribution (SED) depend on wavelength. As a result, the background emission and the effective level of stellar crowding in the data, determined by the spectral type and magnitude of the stars, are a function of wavelength. PampelMuse estimates the background flux local to each star by dividing each spectral bin in equallysized squares and weights the median flux in each square by the distance to the stars. The estimated background flux is subtracted from the stellar flux individually for each spectral layer. This method works well for regions with a low crowding or a background that is marginally changing within a few PSFs. Wd2 is a crowded cluster with a highly variable background (gas clouds) on small spatial scales. This leads to an over-or underestimation of the background, especially at wavelengths where stellar absorption features overlap with nebular emission lines (e.g., Balmer lines or helium lines). We are currently working on a method with which we will be able to clean the spectra in a secondary step from any residual contamination. This will be published in a future paper and we will add the method to MUSEpack. For the further analysis in this work we are using the stars for which we extracted well-background-subtracted spectra.
The extracted stars
To extract the stellar spectra we decided to use a lower S/N limit of 5. Throughout the paper the S/N of the spectra always refers to the mean S/N per pixel. In total, we extracted 924 stellar spectra from the short exposures and 1,381 stellar spectra from the long exposures. Combining the two catalogs, we analyzed 1,726 stars with S/N≥ 5. In Tab. 2 we provide an overview of the number of detected stars in the short and long exposures, as well as in the combined catalog. If a star was detected in both the long and short exposure, we use the spectrum with the higher S/N. For completeness we also provide the number of detected stars with S/N< 5, which are not considered in any further analyses. One has to keep in mind that the long exposures (5 in total) only cover ∼ 45% of the area in comparison to the short exposures (11 in total). Additionally, the long exposures do not cover the cluster core. Note-The number of stellar spectra we extracted from the short (Column 2) and long exposures (Column 3) for different S/N ranges. For completeness we also provide the number of stars with a S/N< 5, which are not considered in the further analyses. Column 4 contains the total number of detected stars. If a star was detected in both the long and short exposure, we use the spectrum with the higher S/N.
The world coordinate system -creating the mosaic
While pointing and guiding of the VLT are excellent (also for exposure times of 1 h), the absolute world coordinate system (WCS) is less accurate leading to coordinate offsets between individual exposures. This is corrected by the MUSE data reduction pipeline when combining individual dither positions but not between individual OBs. To properly create mosaics and compare the data to other observations (e.g., HST, Spitzer ), a common WCS is needed. We decided to adopt the Gaia DR2 WCS. Therefore, as the first step we matched our photometric HST catalog (Zeidler et al. 2015) to the Gaia DR2 catalog (Gaia Collaboration et al. 2016 using the software CataPack 12 . CataPack uses a 2D histogram technique to match multiple catalogs and to determine the coordinate transformation including a polynomial of degree n (defined by the user) for the coordinate transformation. The latter is then subsequently used to correct the coordinates of the HST catalog and the corresponding headers of the Wd2 MUSE images. Although the accuracy of the Gaia DR2 catalog is still limited in crowded regions, the stellar density in the outskirts of Wd2 is low enough for an accurate determination of the WCS. In total we used 1239 stars with 12 http://www.bo.astro.it/%7Epaolo/Main/CataPack.html a median uncertainty for the positions of the stars of 0.345 mas and 0.319 mas in R.A. and Dec., respectively.
PampelMuse determines the shift, rotation, and scale between the MUSE data cubes and the photometric input catalog. We use the PampelMuse solution to obtain a uniform transformation between the photometric stellar catalog and each individual data cube. This transformation is added as a new, primary WCS to the fits headers of the data cubes. For these transformations we used the cubes.wcs cor module from MUSEpack.
With this common WCS it is possible to properly mosaic layers of the individual cubes. The modules cubes.linemaps and cubes.mosaics provide the necessary processing. In Fig. 4 we show the RGB mosaic representing the short exposures using the slices for the Hα (red), [N II]λ6583Å (green), and [O III]λ5007Å (blue) spectral lines.
THE RADIAL VELOCITIES
Measuring accurate RVs in YMCs is challenging as the typical velocity dispersion in these clusters is on the order of 5 km/s. Traditionally, it has been necessary to obtain high resolution stellar spectra with fiber, slit, or echelle spectrographs. The development of large IFUs allows, for the first time, to map these resolved star clusters spectroscopically with a similar efficiency as photometric surveys. However, their typically low spectral resolution presents a challenge. Nevertheless, Kamann et al. (2013 Kamann et al. ( , 2016 Kamann et al. ( , 2018 showed for Galactic globular cluster (GC) stars that using MUSE spectra and a spectral library allows one to determine the RVs of stars to a 1-2 km/s accuracy. This method allowed them to study the rotation profile of these old star clusters but because no extensive optical pre-main sequence spectral libraries exist, applying this to young clusters is challenging
The novelty of our method is to create a template library based on the observed spectra, as well as a spectral line library. An introduction to this method was presented in Zeidler et al. (2018) . It uses strong stellar spectral lines in combination with a Monte-Carlo (MC) approach to measure the RVs. If not stated otherwise, from now on we use wavelengths inÅngstrom and the rest-frame for air, since this is the standard for the reduced MUSE data cubes, although MUSEpack does not depend on a specific rest-frame.
The spectral templates
To create stellar spectral templates we use the information provided by the Atomic Spectra Database of the National Institute of Standards and Technology (NIST 13 ). The templates are created around strong stellar absorption lines, such as Mg I λλ5367, 5172, 5183, Na I λλ5889, 5895, and Ca II λλ8498, 8542, 8662 for stars with a cool photosphere and He I and He II lines for stars with a hotter photosphere. We are not using the Balmer lines because the majority of stars are still in their pre-main-sequence phase and as a result these lines may be affected by accretion processes (e.g., Zeidler et al. 2016 ).
The Method
The templates are created using the line fitting instance of the MUSEpack class RV spectrum, which uses pyspeckit (Ginsburg & Mirocha 2011) as core fitting routine. The spectral resolution of the MUSE data requires that line fitting properly handles blended lines. For a proper velocity fit it is necessary that the line of interest (primary line) is stronger than the blend in order to 13 https://www.nist.gov/pml/atomic-spectra-database properly fit the centroid. To create a spectral template the following steps must be executed:
1) The creation of a spectrum instance using the RV spectrum class. This instance includes the wavelength, flux, and flux uncertainty array as well as all methods needed to run the RV fit.
2) The reading of a catalog (RV spectrum.catalog) of lines that shall be fitted and used to measure RVs. This catalog must contain: the unique line name, the rest-frame wavelength of the spectral line, the start and end point of the fitting range, and the initial order of the polynomial used to fit the continuum. The order of the polynomial may be increased subsequently while fitting the spectra.
3) The execution of the main fitting module (line fitting), which attempts to fit the spectral line profiles (using a Voigt-profile, see Sect. 5.1 of Zeidler et al. 2018 ) with a common continuum, taking into account wavelength limits, blends, and the instrument dispersion. The line fitting module is capable of running on multiple cores (one core per primary line). After the fit has converged, a fitted spectrum as well as the template are created and added to the instance. To create the template, line fitting uses the continuum and the fitted line parameters (A, σ, γ) but the rest-frame wavelengths from the spectral line catalog.
In Fig. 5 we show an example of the fitted template for the Mg I λλ5367, 5172, 5183 and Ca II λλ8498, 8542, 8662 spectral lines, similar to what can be plotted by executing RV spectrum.plot. In black we show the stellar spectrum and in red the fitted spectral lines (top row). In blue we show the created template (bottom row), which is shifted to the rest-frame wavelengths. The green line represents the fit residuals. The small offset of amplitude between the template and the fit is a result of the wavelength dependent shift, which may change the amplitude of the superposition of the primary line and the blend. This does not influence the location of the position of the centroid of the primary line. We allow for small amplitude adjustments while fitting the RVs (see Sect. 6 to obtain a more stable cross-correlation.
Important parameters
The line fitting module accepts multiple input parameters. In this section we introduce the mandatory and most important ones but for a detailed description of all available parameters we refer to https: //musepack.readthedocs.io/en/latest/index.html.
The two mandatory arguments are a spectral line catalog (format: unique line name, wavelength) and an array of names of the primary lines that shall be fitted.
The line fitting module also takes multiple important (but not mandatory) keyword arguments. A "list with blends" (format: prime name, prime wavelength, blend name, blend wavelength, maximum line ratio) may be provided. The maximum line ratio is the maximum ratio of the primary to the blended line. Setting "autoadjust" to "True" allows the wavelength range "llimits", determining the minimum and maximum allowed central wavelength of the fitted lines, to be adjusted during execution depending on the last fitted centroid of the primary line. For all other lines the wavelength shift (∆λ/λ) is taken into account accordingly. If "fwhm block" is set to "True", it limits the fitted line width such that it is never smaller than the dispersion of the instrument to prevent unreasonable and impossible narrow lines. "adjust preference" sets the order in which "niter" and "contorder" are adjusted in the cases that either the fit does not converge after "niter" iterations or it diverges. If set to "contorder", the polynomial order used to fit the continuum is increased in steps of one (to a maximum of "max contorder"). If the maximum continuum order is reached the wavelength range of the fit (as set in the input catalog) is changed by ±5Å until the maximum number of adjustments ("max ladjust") is reached. If "adjust preference" is set to "wavelength" the order of adjustments is reversed. If both parameters reach their set maximum without convergence a warning is issued.
Measuring radial velocities
After the steps in Sect. 6.1 have been executed the spectral instance also contains the stellar spectrum to be fitted, the template at rest-frame wavelength, as well as a continuum function. By executing RV spectrum.rv fit the radial velocity fit is initiated. To measure the RVs via cross-correlating the spectrum and the template we use pPXF (Cappellari & Emsellem 2004; Cappellari 2017) . The RV spectrum.rv fit instance requires as input the initial guesses in the form [RV, dispersion] , similar to pPXF. The dispersion is the difference between the template and the spectrum, which in our case is by definition zero, since the template is created with the fit parameters for each line. We recommend to execute RV spectrum.rv fit peak before RV spectrum.rv fit, which provides an RV measurement based on the line centroids only, which has proven to be a good initial guess for the RV fit. The RV fit instance executes the following scheme to determine the stellar RVs:
1 The RV of each primary line is measured. Therefore, pPXF is executed niter/2-times (default niter = 10000) and for each iteration the uncertainties of the spectrum are randomly reordered.
To determine the RV of each line a normal distribution is fit to the RV distribution, while its fitted mean value is considered to be the RV of this line.
2 If there are three or more absorption lines the median between the RVs and the median absolute deviation (MAD) is determined in order to perform a 3σ clip. This ensures that lines with "odd" profiles are removed from the final RV fit. Additionally, only lines with a certain significance are used. This significance is defined by how many standard deviations the spectral line has to be above the local uncertainty (Poisson noise) of the spectrum (amplitude > significance · σ) 14 . We determined Figure 5 . In this figure we show an example of fits of the Mg I λλ5367, 5172, 5183 and Ca II λλ8498, 8542, 8662 spectral lines.
In the top row the extracted and rectified stellar spectrum is plotted (black) including the fitted spectral lines in red. The green line represents the fit residuals (offset by 0.45 from zero in normalized flux units). Additionally, important stellar absorption lines are marked. In the bottom row we show the fitted spectrum in red and the resulting template at rest-frame wavelengths in blue.
that a significance of 5 is a good value but the user is able to set it as a parameter in the RV fit module.
3 The final step determines the RV by repeating step 1, using all lines together that were classified as good in the previous step. This time pPXF is executed niter-times. At the end a Gaussian is fit to the resulting RV distribution of the niter MC fits. The RV of the star is the mean of this distribution, while the 1σ standard deviation is defined as the RV uncertainty.
Each of the above pPXF runs is independent from the others so these steps can be executed using multi-core processing. The final results of the RV fit is also stored in the spectral object and properly logged.
The debug-mode
The RV spectrum class may be executed in debug mode. By activating the debug-mode, all tasks are executed on a single core. The spectral line fit is executed interactively, where each iteration is plotted, all fit parameters are printed to the terminal and the user must confirm before continuing to the next iteration. This mode is useful to follow the individual steps of spectral line fitting (e.g., if the fit keeps diverging) or to trace back error messages, since this can be tricky when running Python on multiple cores.
The accuracy and reliability of the RV measurements
To show that our new method of fitting RVs is reliable and it is indeed possible to determine RVs to an accuracy of 1-2 km/s, we performed multiple tests and sanity checks. We checked many of the spectral fits by eye to determine the goodness-of-fit and whether weak lines or lines where the spectral fit did not optimally converge where properly discarded.
In Sect. 5.1 of Zeidler et al. (2018) we already showed that the RVs determined with MUSEpack agree well with the existing literature values for 8 stars (∆RV = (3.7 ± 4.08) km s −1 ). Furthermore, all of the long exposures spatially fully overlap with the short exposures. There is a magnitude range in which stars are faint enough not to saturate in the long exposures but they are still luminous enough so that the extracted spectra from the short exposures have a high-enough S/N to properly measure the stellar RV. 137 stars fulfill this criterion and the median RV offset between the long and short exposures is (−0.27 ± 4.64) km s −1 (see left frame of Fig. 6 ). Next, we used stars that are detected in the overlap regions of different data cubes. In total 17 stars are observed in multiple cubes and, even though all of them are at the edges of the IFU where the wavelength calibration is less reliable, they agree very well with each other (median offset: (0.32 ± 3.04) km s −1 , see middle frame of Fig. 6 ). Last but not least we checked the correlation between the RV determined by the centroid only and the full RV fit. Even though the uncertainties of the RVs determined with the line centroids are large their median offset is (1.02 ± 1.90) km s −1 (see right frame of Fig. 6 ). We tested if there is any correlation between the RVs and the absorption line species used to derive them. In order to do so, we used the same set of stars and determined the RVs using different sets of lines (Ca II, Mg I, and for the short exposures Na II) and within the uncertainties the RVs are in agreement.
For some stars the deviation between the RV measured with the line centroids only and the full RV fit is quite large. After checking the spectral and RV fits we determined that the MC results jumped between two distinct values. Therefore, we decided to use this as an additional quality criterion to create the RV catalog. We flagged all stars whose peak-RV-fit-RV difference (including error bars) is larger than 3σ (orange lines in the right frame of Fig. 6 ). 30 out of 416 stars or 7.2% are affected (red stars in the right frame of Fig. 6 ). This additional criterion can only be applied if a statistically significant number of stars is available, but for a small number of stars it is feasible (and recommended) to manually check the results.
The peak-RV-fit-RV difference may be a result of binaries, which we currently are unable to resolve and detect. Due to the limited spectral resolution of MUSE, a minimum projected orbital RV of ∼ 50 kms −1 is necessary to resolve double-peak binaries. Our inspections of the flagged spectra have not shown any hints for such sources. In a future work we plan to analyze possible binaries in those regions where sources are detected in multiple datacubes and incorporate an automatic method to flag those potential binaries. Currently, we suggest to manually check those flagged spectra.
Besides the measured uncertainties for each individual source, the above described tests lead to a combined statistical uncertainty of: σ = σ 2 l,s + σ 2 mult + σ 2 peak = 1.10 km s −1 .
This shows that measuring RVs to a 1-2 km s −1 level of accuracy without the existence of spectral libraries is indeed feasible with this method.
We analyzed the correlation between the RV uncertainties, the number of lines used to measure the RVs, and the S/N of the input spectra. In the left panel of Fig. 7 we show the correlation of the RV uncertainties versus S/N of the spectra for each individual star, color-coded with the final (cleaned) number of lines (see Sect. 6.2) used to measure the final RVs. The black and white line is the running mean of the correlation. In the right panel of Fig. 7 we present a smoothed histogram of the σ (RV) -S/N relation overplotted with the running mean if 1 or 2 (blue), 3 or 4 (cyan), or ≥ 5 (red) stellar absorption lines were used to determine the RV. In Tab. 3 we list the typical RV uncertainties for a specific S/N and a specific absorption line number used.
Overall, the RV accuracy increases with an increasing S/N and increasing number of used lines, as expected. The accuracy appears to converge for all S/N larger than ≈ 50 to typical RV accuracies of 0.9 km s −1 , 1.3 km s −1 , and 2.2 km s −1 with ≥ 5, 3-4, and 1-2 spectral lines, respectively (see Tab. 3). For a S/N< 10 the typical RV uncertainty exceeds 5 km s −1 and, therefore, we suggest a lower S/N limit of 10 for RV measurements. Note-The RV uncertainty dependency on the S/N of the used spectra per number of lines used.
All RV uncertainties are given in km s −1 . For ≥ 5 lines not enough data were available to obtain a statistically significant RV uncertainty value for a S/N of 10.
7. THE Wd2 MUSE RADIAL VELOCITY CATALOG As described in the previous section, we measured the RVs for both the long and the short exposures for all stars with a S/N> 10 for which we extracted clean spectra (see Sect. 5.4). We merged the catalogs from the long and the short exposures and in the case that there are multiple RV measurements for the same source, we will use the RV measurement for which the S/N of the spectrum was the highest. We keep the individual measurements, which we will use in a future work to look for RV shifts caused by binary systems, and we will crosscorrelate them with the HST multi-epoch eclipsing binary study by Sabbi et al. (2019, in prep.) . The current final catalog 15 comprises 388 individual stars, of which 117 are cluster members and 271 are field stars, based on the photometric selection using various color-magnitude diagrams (Zeidler et al. 2015) .
In Fig. 8 we show the F 814W vs. F 814W − F 160W CMD based on the HST photometry (grey points). We marked all stars that are detected in the MUSE dataset color-coded with their S/N. The left panel of Fig. 8 shows the stars extracted from the short exposures while the right panel shows the stars extracted from the long exposures. Some of the most luminous stars are not detected in the long exposures, either because the MUSE data saturated, or they were outside the area covered by the long exposures (especially true for the cluster center). A S/N> 5, which we consider as detection threshold, is reached for F 814W = 19.39 mag in the short exposures and F 814W = 20.49 mag in the long exposures corresponding to a stellar mass of 1.9 M and 1.0 M , respectively. A S/N> 10, which we have demonstrated (see Sect. 6.4) is a lower limit for the reliable measurement of stellar RVs, is reached for F 814W = 18.62 mag in short exposures and F 814W = 20.02 mag in the long ones or stellar masses of 2.4 M and 1.9 M , respectively. All stellar masses are based on a 1 Myr isochrone at a distance of 4.16 kpc with a mean visual extinction of A V = 6.12 mag (Zeidler et al. 2015) . A more detailed overview over the brightness and mass limits is given in Tab. 4. Note-The typical magnitude limits for a given S/N of the stellar spectra for both the short and long exposures. The stellar masses are based on a 1 Myr isochrone at a distance of 4.16 kpc with a mean visual extinction of A V = 6.12 mag (Zeidler et al. 2015) .
SUMMARY AND CONCLUSIONS
In this work we introduced the VLT/MUSE IFU dataset of Wd2, a Galactic YMC. This paper is meant to showcase MUSEpack, our newly developed Python package, whose main purpose is to measure RVs of stars extracted from IFU datasets in absence of stellar spectral template libraries.
We obtained 16 data cubes of MUSE data covering 11 arcmin 2 with two different exposure times to study the gas, the luminous upper main sequence stars, as well as the fainter pre-main-sequence down to F 814W = 20.49 mag (1.0 M , see Tab. 4). The long exposures covering the pre-main-sequence stars are located around the cluster center (see Fig. 1 ) to avoid saturation. Using PampelMuse to extract the stellar spectra, we extracted 1602 stars with a S/N> 5 (see Tab. 2). The internal kinematics of Wd2 will be presented in a future work.
To reduce the data we use the MUSEpack class MUSEreduce, which is a Python wrapper for ESO's data reduction pipeline. It is fully written in Python 3 and, therefore, platform independent and also does not require a GUI, making it convenient in order to run remotely even with slower internet connections or on a computer cluster. As part of MUSEreduce we developed a modified sky subtraction to perform proper sky subtraction without a sky field in crowded regions (e.g., resolved, nearby H II regions or close-by galaxies). The modifications avoid the oversubtraction of spectral emission lines that are part of both the science target and the Earth's atmosphere, visible as telluric lines (see Sect. 5.4 and Fig. 2) . We tested MUSEreduce with the WFM-NOAO and WFM-AO data of Wd2, with WFM-NOAO data of the blue compact dwarf galaxy J0291+0721, a faint extended object (James et al. 2019) , as well as NFM-AO data of a T-Tauri disk (Girard et al. 2019, in prep.) , to ensure that it properly supports all currently provided science modes.
In Appendix A we showed that it is possible to subtract contamination from the Moon caused by executing the observations under "bright" conditions. By fitting a lunar model to the data it is possible to correct the data cubes to an extent at which the lunar contamination is only minimal. Although there is still some flux contamination left, which has an influence on the absolute flux measurements, stellar RVs can be measured with the same accuracy as under "dark" conditions. We showed that it is possible to measure stellar RVs with an accuracy of 1-2 km/s based on MUSE data without the need of a spectral template library using the MUSEpack class RV spectrum (see Sect. 6 ). This new method uses strong stellar absorption lines and fits atomic line libraries to small wavelength ranges around the stellar absorption lines. The fit is performed iteratively by automatically adopting updated input parameters based on the previous iteration within certain user based limits. After convergence is reached a template spectrum is created based on the fitted line parameters and the rest-frame wavelengths of the spectral lines. In a subsequent step, the template is repeatedly crosscorrelated against the input spectrum using a MC approach to determine the stellar RV and its uncertainty. Due to this MC approach RV accuracies of ∼ 2 km/s can be reached for the majority of stars, despite the limited spectral resolution of MUSE. The statistical uncertainty is 1.10 km s −1 . Although S/N dependent, the RV accuracy converges for all S/N larger than ≈ 50 with typical RV accuracies of 0.9 km s −1 , 1.1 km s −1 , and 2.2 km s and, therefore, we suggest a lower S/N limit of 10 for RV measurements.
With the presented method it is now possible to efficiently measure stellar RVs in YMCs to determine their RV profile and dispersion, a key property to understand their evolution in the first few Myr. We will present the results of the RV study for Wd2 in a future paper.
MUSEpack is made available for download on Github https://github.com/pzeidler89/MUSEpack.git. A detailed manual of the main Classes and all of the additional side-modules can be found on https://musepack. readthedocs.io/en/latest/index.html.
More modules will be subsequently added in the future, such as an enhanced local background subtraction for stars in crowded fields.
APPENDIX
A. OBSERVING UNDER "BRIGHT" CONDITIONS During the quality checks we discovered a Moiré-like pattern in the southern-most long exposure (LONG 1). This pointing was observed during two different nights (see Tab. 1). LONG 1a and LONG 1c were obtained with Moon condition "bright" but exposure LONG 1b was observed with Moon condition "dark". A detailed analysis of the individual cubes and consultation with ESO showed that, even with a Moon distance of 67
• .83, observing during "bright" conditions causes lunar contamination (e.g., Patat 2004 ). This contamination is an additive component in the spectrum, which is not properly handled by the MUSE data reduction pipeline.
A.1. Removing the lunar spectrum
To correct for the lunar contamination, we attempted to subtract the lunar component from the individual data cubes LONG 1a and LONG 1c. The Lunar spectrum observed with ground telescopes is in principle a Solar spectrum reflected by the Moon and transmitted through the Earth's atmosphere. The transmission efficiency of the Earth's atmosphere depends on wavelength, the observing conditions (temperature, wind, and observation site), the position of the Moon on the sky, the Moon phase (influences the albedo), as well as the Moon angle (the angular separation between the Moon and the observed target) (for more details we refer to Patat 2004) . This means that it is very difficult to model the lunar component for a specific observation (e.g., Krisciunas & Schaefer 1991) . To estimate the sky contribution ESO provides an online tool "SkyCalc" (Sky Model Calculator 16 ), with which it is possible to estimate the flux contribution of the sky for any specific observing conditions. We used the lunar model for the observing conditions of LONG 1a and LONG 1c and fitted this model together with an extracted, high S/N sky spectrum of the LONG 1b cube. We used pPXF, which also allows for small RV corrections between individual templates, to find the best matching linear combination of these two spectra. To better match the continuum we added a fourth-order Legendre-polynomial series. We then combined the weighted lunar spectrum and the Legendre-polynomial and added it as a continuum spectrum to the MUSE data reduction process. This ensures that the continuum spectrum gets properly convolved with the local LSF.
