A bialternant formula for odd symplectic characters and its application by Okada, Soichi
ar
X
iv
:1
90
5.
12
96
4v
1 
 [m
ath
.C
O]
  3
0 M
ay
 20
19
A bialternant formula for odd symplectic characters
and its application
Soichi Okada∗
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Abstract
We present a bialternant formula for odd symplectic characters, which are the
characters of indecomposable modules of odd symplectic groups introduced by R. Proc-
tor. As an application, we give a linear algebraic proof to an odd symplectic character
identity due to R. P. Brent, C. Krattenthaler and S. O. Warnaar.
1 Introduction
The irreducible characters of classical (semisimple or reductive) groups are expressed as a
ratio of two Vandermonde-type determinants (with modifications needed for even special
orthogonal groups). This bialternant formula is a restatement of Weyl’s character formula,
and Weyl’s denominator formula gives a factorization of the determinant in the denomi-
nator. These determinant formulas paly a key role in the representation theory of classical
groups and the combinatorial applications. One can derive many classical group character
identities such as the Jacobi–Trudi identity, the Giambelli identity and the Cauchy identity
(see [6], [7] and [8] for example). The aim of this paper is to give a bialternant formula for
odd symplectic groups, which are neither semisimple nor reductive.
A partition is a weakly decreasing sequence λ = (λ1, λ2, . . . ) of nonnegative integers
such that |λ| =
∑
i λi is finite. The length l(λ) of a partition λ is defined to be the number
of positive parts of λ. We denote by ∅ the empty partition (0, 0, . . . ).
Recall Weyl’s character and denominator formulas for symplectic groups Sp2n(C). For
a partition λ of length ≤ n, we denote by Sp2n(λ; x1, . . . , xn) the irreducible character of
Sp2n(C) corresponding to λ. Then Weyl’s character formula is written in bialternant form
as
Sp2n(λ; x1, . . . , xn) =
det
(
x
λj+n−j+1
i − x
−(λj+n−j+1)
i
)
1≤i,j≤n
det
(
xn−j+1i − x
−(n−j+1)
i
)
1≤i,j≤n
, (1)
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and Weyl’s denominator formula reads
det
(
xn−j+1i − x
−(n−j+1)
i
)
1≤i,j≤n
=
n∏
i=1
(
xi − x
−1
i
) ∏
1≤i<j≤n
(
x
1/2
i x
1/2
j − x
−1/2
i x
−1/2
j
)(
x
1/2
i x
−1/2
j − x
1/2
i x
−1/2
j
)
. (2)
The symplectic group Sp2n(C) is the subgroup of GL2n(C) consisting of elements pre-
serving a non-degenerate skew-symmetric bilinear form. Non-degenerate skew-symmetric
bilinear forms exist only in even dimension. Proctor [9] introduced “symplectic groups on
odd dimensional vector spaces” and developed the representation/character theory of them.
Proctor’s odd symplectic group Sp2n+1(C) is defined to be the subgroup of GL2n+1(C) con-
sisting of elements preserving a skew-symmetric bilinear form of maximal possible rank. He
obtained an indecomposable Sp2n+1(C)-module Vλ for each partition λ of length ≤ n + 1,
and gave several formulas for the character Sp2n+1(λ; x1, . . . , xn; z) of Vλ, which we call
the odd symplectic character. See Definition 2.1 for a representation-free definition of odd
symplectic characters.
The main result of this article is the following bialternant formula for the odd symplectic
characters.
Theorem 1.1. For a partition λ of length ≤ n+1, we define Aλ = Aλ(x1, . . . , xn; z) to be
the (n+ 1)× (n+ 1) matrix with (i, j) entry given by{(
x
λj+n−j+2
i − x
−(λj+n−j+2)
i
)
− z−1
(
x
λj+n−j+1
i − x
−(λj+n−j+1)
i
)
if 1 ≤ i ≤ n,
zλj+n−j+1 if i = n+ 1.
Then we have
detA∅
=
n∏
i=1
(
xi − x
−1
i
) ∏
1≤i<j≤n+1
(
x
1/2
i x
1/2
j − x
−1/2
i x
−1/2
j
)(
x
1/2
i x
−1/2
j − x
−1/2
i x
1/2
j
)
, (3)
where xn+1 = z. And we have
Sp2n+1(λ; x1, . . . , xn; z) =
detAλ
detA∅
. (4)
If we put z = 1 in this theorem, we can recover Proctor’s bialternant formula for
Sp2n+1(λ; x1, . . . , xn; 1) ([9, Theorem 2.2]). We note that the factors of the denominator
detA∅ correspond to the set of vectors
{2εi : 1 ≤ i ≤ n} ∪ {εi ± εj : 1 ≤ i < j ≤ n+ 1},
which sits between the positive system of type Cn and that of type Cn+1, where (ε1, . . . , εn+1)
is the standard orthonormal basis of Rn+1.
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As an application of the bialternant formula for odd symplectic characters, we give a
linear algebraic proof of the Brent–Krattenthaler–Warnaar identity [5], which were found
in their study of discrete Mehta-type integrals [1] and proved by using a combinatorial
interpretation of odd symplectic characters. Their identity is an “odd symplectic” analogue
of the identities given in [7, Theorem 2.2].
Theorem 1.2. (Brent–Krattenthaler–Warnaar [5]) Let m and n be positive integers with
m ≤ n, and r a nonnegative integer. Then we have∑
λ
z−r Sp2m+1(λ; x1, . . . , xm; z) Sp2n+1((r
n−m) ∪ λ; y1, . . . , yn; z)
= Sp2(m+n+1)((r
m+n+1); x1, . . . , xm, y1, . . . , yn, z), (5)
where λ runs over all partitions with l(λ) ≤ m+1, and (rn−m)∪ λ and (rn+m+1) stand for
the partitions (r, . . . , r︸ ︷︷ ︸
n−m
, λ1, . . . , λm) and (r, . . . , r︸ ︷︷ ︸
m+n+1
) respectively.
This paper is organized as follows. In Section 2, we define odd symplectic characters in
terms of generating function and give a proof of our main theorem (Theorem 1.1). Section 3
is devoted to the proof of Brent–Krattenthaler–Warnaar identity (Theorem 1.2).
2 Bialternant formula
In this section we define odd symplectic characters in terms of generating function (Cauchy-
type formula) and give a proof of Theorem 1.1.
Recall that the Schur function sλ(x1, . . . , xn) corresponding to a partition λ of length
≤ n is given by
sλ(x1, . . . , xn) =
det
(
x
λj+n−j
i
)
1≤i,j≤n
det
(
xn−ji
)
1≤i,j≤n
. (6)
The Schur functions are the characters of irreducible polynomial representations of the
general linear group GLn(C) and the above definition (6) is nothing but Weyl’s character
formula. And Weyl’s denominator formula for GLn(C) is the evaluation of the Vander-
monde determinant:
det
(
xn−ji
)
1≤i,j≤n
=
∏
1≤i<j≤n
(
xi − xj
)
. (7)
In this article we define odd symplectic characters in terms of generating function with
respect to Schur functions.
Definition 2.1. (See [9, Proposition 3.1]) Let x1, . . . , xn and z be indeterminates. We
define odd symplectic characters Sp2n+1(λ; x1, . . . , xn; z) for partitions λ of length ≤ n + 1
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by the relation∑
λ
Sp2n+1(λ; x1, . . . , xn; z)sλ(u1, . . . , un+1)
=
∏
1≤i<j≤n+1(1− uiuj)∏n
i=1
∏n+1
j=1 (1− xiuj)(1− x
−1
i uj)
∏n+1
j=1 (1− zuj)
, (8)
where λ runs over all partitions of length ≤ n+ 1.
Since the Schur functions are linearly independent, the odd symplectic characters are
uniquely determined by (8). It follows from (8) that Sp2n+1(λ; x1, . . . , xn; z) is a Laurent
polynomial in x1, . . . , xn and a polynomial in z. Note that the odd symplectic charac-
ters Sp2n+1(λ; x1, . . . , xn; z) are obtained from symplectic universal character Sp(λ;x) by
specializing x = (x1, . . . , xn, z, x
−1
1 , . . . , x
−1
n , 0, 0, . . . ) (see [2], [3] and [8]).
Recall the Cauchy–Binet formula and the Cauchy determinant, which play a funda-
mental role in this paper. Given an M × N matrix X = (xi,j)1≤i≤M,1≤j≤N and a subset
I ⊂ [N ] = {1, . . . , N} of column indices, we denote by X(I) the submatrix of X obtained
by picking up columns indexed by I. Then the Cauchy–Binet formula is stated as follows:
Lemma 2.2 (Cauchy–Binet formula). For two M ×N matrices X and Y , we have∑
I
detX(I) detY (I) = det
(
tXY
)
,
where I runs over all M-element subsets of [N ].
The following determinant evaluations are known as the Cauchy determinants.
Lemma 2.3 (Cauchy determinants). For indeterminates x1, . . . , xn and y1, . . . , yn, we have
det
(
1
xi − yj
)
1≤i,j≤n
=
(−1)n(n−1)/2
∏
1≤i<j≤n(xi − xj)(yi − yj)∏n
i=1
∏n
j=1(xi − yj)
, (9)
det
(
1
1− xiyj
)
1≤i,j≤n
=
∏
1≤i<j≤n(xi − xj)(yi − yj)∏n
i=1
∏n
j=1(1− xiyj)
. (10)
For a partition λ of length ≤ n+ 1, we put
In+1(λ) = {λ1 + n, λ2 + n− 1, . . . , λn + 1, λn+1}.
Then the correspondence λ 7→ In+1(λ) gives a bijection from the set of partitions of length
≤ n + 1 to the set of (n + 1)-element subsets of N, the set of nonnegative integers.
By using these lemmas, we prove Theorem 1.1.
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Proof of Theorem 1.1. First we prove (3). By adding the ith column multiplied by z−1 to
the (i−1)st column for i = n, n−1, . . . , 2, and then by multiplying the last row by z−z−1,
we obtain
detA∅ =
1
z − z−1
det
(
xn−ji − x
−(n−j)
i
)
1≤i,j≤n+1
,
where we put xn+1 = z. By pulling out xi − x
−1
i from the ith row and then by using
elementary column operations, we see that
det
(
xn−ji − x
−(n−j)
i
)
1≤i,j≤n+1
=
n+1∏
i=1
(
xi − x
−1
i
)
· det
((
xi + x
−1
i
)n−j+1)
1≤i,j≤n+1
.
Now we can obtain (3) by applying the Vandermonde determinant and using(
xi + x
−1
i
)
−
(
xj + x
−1
j
)
=
(
x
1/2
i x
1/2
j − x
−1/2
i x
−1/2
j
)(
x
1/2
i x
−1/2
j − x
−1/2
i x
1/2
j
)
.
Next we prove (4). Since the odd symplectic characters Sp2n+1(λ; x1, . . . , xn; z) are
characterized by (8), it is enough to show that the ratios detAλ/ detA∅ satisfy∑
λ
detAλ
detA∅
sλ(u1, . . . , un+1) =
∏
1≤i<j≤n+1(1− uiuj)∏n
i=1
∏n+1
j=1 (1− xiuj)(1− x
−1
i uj)
∏n+1
j=1 (1− zuj)
. (11)
Let X = (xi,k)1≤i≤n+1,k≥0 and Y = (yi,k)1≤i≤n+1,k≥0 be the (n+ 1)×∞ matrices whose
(i, k) entries are given by
xi,k =
{
xk+1i − x
−k−1
i − z
−1(xki − x
−k
i ) if 1 ≤ i ≤ n,
zk if i = n + 1,
yi,k = u
k
i .
Then we have
detAλ
detA∅
=
detX(In+1(λ))
detX(In+1(∅))
, sλ(u1, . . . , un+1) =
Y (In+1(λ))
Y (In+1(∅))
.
Straightforward computations show that the (i, j) entry of X tY is equal to
(xi − x
−1
i )(1− z
−1uj)
(1− xiuj)(1− x
−1
i uj)
if 1 ≤ i ≤ n,
1
1− zuj
if i = n+ 1.
By applying the Cauchy–Binet formula (Lemma 2.2) and then by pulling out common
factors, we obtain∑
λ
detX(In+1(λ)) det Y (In+1(λ))
=
n∏
i=1
(
xi − x
−1
i
) n+1∏
j=1
(
1− z−1uj
)
· det
(
1
(1− xiuj)(1− x
−1
i uj)
)
1≤i,j≤n+1
,
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where λ runs over all partitions of length ≤ n+ 1 and xn+1 = z. By substituting xi + x
−1
i
and uj + u
−1
j for xi and yj respectively in the Cauchy determinant (9), we have
det
(
1
(1− xiuj)(1− x
−1
i uj)
)
1≤i,j≤n+1
=
∏
1≤i<j≤n+1
(
x
1/2
i x
1/2
j − x
−1/2
i x
−1/2
j
)(
x
1/2
i x
−1/2
j − x
−1/2
i x
1/2
j
)
×
∏
1≤i<j≤n+1(ui − uj)(1− uiuj)∏n+1
i=1
∏n+1
j=1 (1− xiuj)(1− x
−1
i uj)
.
Therefore, combining these computations together with (3) and the Vandermonde deter-
minant (7), we obtain (11) and complete the proof of (4).
By putting z = 1 in Theorem 1.1, we can recover Proctor’s bialternant formula.
Corollary 2.4. (Proctor [9, Theorem 2.2 and Proposition 7.1]) For a partition of length
≤ n+1, let Bλ = Bλ(x1, . . . , xn) be the (n+1)× (n+1) matrix whose (i, j) entry is given
by {
x
λj+n−j+3/2
i + x
−(λj+n
j+3/2)
i if 1 ≤ i ≤ n,
1 if i = n+ 1.
Then we have
detB∅ =
n∏
i=1
(
x
1/2
i − x
−1/2
i
)(
xi − x
−1
i
)
×
∏
1≤i<j≤n
(
x
1/2
i x
1/2
j − x
−1/2
i x
−1/2
j
)(
x
1/2
i x
−1/2
j − x
−1/2
i x
1/2
j
)
, (12)
and
Sp2n+1(λ; x1, . . . , xn; 1) =
detBλ
detB∅
. (13)
Proof. The proof of (12) is similar to that of (3), so we omit it. By substituting z = 1, the
(i, j) entry of Aλ becomes(
x
λj+n−j+2
i − x
−(λj+n−j+2)
i
)
−
(
x
λj+n−j+1
i − x
−(λj+n−j+1)
i
)
=
(
x
1/2
i − x
−1/2
i
)(
x
λj+n−j+3/2
i + x
−(λj+n−j+3/2)
i
)
for 1 ≤ i ≤ n. Hence by cancelling the common factors
∏n
i=1(x
1/2
i − x
−1/2
i ) we obtain (13)
from (4).
Remark 2.5. By specializing z = −1 in (4), we obtain Krattenthaler’s bideterminantal
formula [4, (3.5)] for Sp2n+1(λ; x1, . . . , xn;−1).
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Appealing to Weyl’s denominator formula for type Dn+1, we can derive a product for-
mula for the principal specialization of odd symplectic characters from Proctor’s bialternant
formula (13). Let ∆+(Dn+1) be the positive system of type Dn+1 given by
∆+(Dn+1) = {εi ± εj : 1 ≤ i < j ≤ n+ 1},
where (ε1, . . . , εn+1) is the standard orthonormal basis of R
n+1 with respect to the inner
product 〈 , 〉.
Corollary 2.6. For a partition λ of length ≤ n+ 1, we have
Sp2n+1(λ; q
n, qn−1, . . . , q; 1) =
∏
α∈∆+(Dn+1)
[
〈λ+ ρ, α〉
]
q[
〈ρ, α〉
]
q
, (14)
where ρ = (n+ 1/2, n− 1/2, . . . , 3/2, 1/2) and [m]q = (q
m/2 − q−m/2)/(q1/2 − q−1/2).
Proof. Weyl’s denominator formula for type Dn+1 reads
det
(
xn−j+1i + x
−(n−j+1)
i
)
1≤i,j≤n+1
= 2
∏
1≤i<j≤n+1
(
x
1/2
i x
1/2
j − x
−1/2
i x
−1/2
j
)(
x
1/2
i x
−1/2
j − x
−1/2
i x
1/2
j
)
.
By specializing xi = q
λi+n−i+3/2 for 1 ≤ i ≤ n + 1, we obtain
detBλ(q
n, qn−1, . . . , q) =
∏
α∈∆+(Dn+1)
[
〈λ+ ρ, α〉
]
q
.
Hence (14) follows from (13).
3 Application to Brent–Krattenthaler–Warnaar’s iden-
tity
In this section, we use the bialternant formula (Theorem 1.1) to prove Brent–Krattenthaler–
Warnaar’s identity (Theorem 1.2). The idea of our proof is the same as [7, Theorem 2.2].
Before the proof, we prepare two lemmas. The first one enables us to reduce the proof of
Theorem 1.2 to the case where m = n.
Lemma 3.1. (a) Let λ be a partition with length ≤ n+ 1 and λ1 ≤ r. Then
(x1 · · ·xn)
r Sp2n+1(λ; x1, . . . , xn; z)
is a polynomial in x1, . . . , xn, and we have[
(x1 · · ·xn)
r Sp2n+1(λ; x1, . . . , xn; z)
]∣∣
x1=0
=
{
(x2 · · ·xn)
r Sp2n−1((λ2, . . . , λn); x2, . . . , xn; z) if λ1 = r,
0 otherwise,
where F |x1=0 means that we substitute x1 = 0 in F .
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(b) Let λ be a partition with length ≤ n and λ1 ≤ r. Then
(x1 · · ·xn)
r Sp2n(λ; x1, . . . , xn)
is a polynomial in x1, . . . , xn, and we have[
(x1 · · ·xn)
r Sp2n(λ; x1, . . . , xn)
]∣∣
x1=0
=
{
(x2 · · ·xn)
r Sp2(n−1)((λ2, . . . , λn); x2, . . . , xn) if λ1 = r,
0 otherwise.
Proof. (a) It follows from Theorem 1.1 that
(x1 · · ·xn)
r Sp2n+1(λ; x1, . . . , xn; z) =
(x1 · · ·xn)
r+n+1 detAλ
(x1 · · ·xn)n+1 detA∅
.
Let A˜λ =
(
a˜i,j
)
1≤i,j≤n+1
be the (n+ 1)× (n + 1) matrix whose (i, j) entry is given by
a˜i,j = x
r+n+1
i
((
x
λj+n+2−j
i − x
−λj−n−2+j
i
)
− z−1
(
x
λj+n+1−j
i − x
−λj−n−1+j
i
))
for 1 ≤ i ≤ n and a˜n+1,j = z
λj+n+1−j. Then we have
(x1 · · ·xn)
r+n+1 detAλ = det A˜λ.
Since λ1 ≤ r by assumption, we have λj ≤ r for all 1 ≤ j ≤ n + 1. If 1 ≤ i ≤ n and
1 ≤ j ≤ n + 1, we have
a˜i,j = x
λj+r+2n−j+3
i − x
r−λj+j−1
i − z
−1x
λj+r+2n−j+2
i + z
−1x
r−λj+j
i
with
λj + r + 2n− j + 3 > λj + r + 2n− j + 2 ≥ r − λj + j > r − λj + j − 1 ≥ 0.
Hence we see that (x1 · · ·xn)
r Sp2n+1(λ; x1, . . . , xn; z) is a polynomial in x1, . . . , xn. Since
r − λj + j − 1 = 0 if and only if j = 1 and λ1 = r, we have
a˜1,j
∣∣
x1=0
=
{
−1 if λ1 = r and j = 1,
0 otherwise.
Hence we have
(
det A˜λ
)∣∣
x1=0
=
{
(−1) · det
(
a˜i+1,j+1
)
1≤i,j≤n
if λ1 = r,
0 if λ1 < r.
If λ1 = r, then we have
det
(
a˜i+1,j+1
)
1≤i,j≤n
= (x2 · · ·xn)
r+n+1 detA(λ2,...,λn+1)(x2, . . . , xn; z).
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Therefore we have [
(x1 · · ·xn)
r Sp2n+1(λ; x1, . . . , xn; z)
]∣∣
x1=0
=
(x2 · · ·xn)
r+n+1 detA(λ2,...,λn+1)(x2, . . . , xn; z)
(x2 · · ·xn)n+1 detA∅(x2, . . . , xn; z)
= (x2 · · ·xn)
r Sp2n−1((λ2, . . . , λn); x2, . . . , xn; z).
This completes the proof of (a).
The proof of (b) is similar to (a). (See [7, Lemma 5.3].)
The following lemma is a key to our proof of Theorem 1.2.
Lemma 3.2. Let p(x, y, z, a, b) be the rational function in x, y, z, a and b given by
p(x, y, z, a, b)
=
(1− xz)(1 − yz)
1− xy
− a ·
(x− z)(1− yz)
x− y
+ b ·
(1− xz)(y − z)
x− y
− ab ·
(x− z)(y − z)
1− xy
.
(15)
Let x = (x1, . . . , xn), y = (y1, . . . , yn), a = (a1, . . . , an), b = (b1, . . . , bn), z and c be inde-
terminates. We define an (n+ 1)× (n+ 1) matrix C = C(x,y, z;a, b, c) =
(
Ci,j
)
1≤i,j≤n+1
by putting
Cij =

p(xi, yj, z, ai, bj) if 1 ≤ i, j ≤ n,
1− ai if i = n + 1 and 1 ≤ j ≤ n,
1− bj if 1 ≤ i ≤ n and j = n+ 1,
1− c
1− z2
if i = j = n + 1,
and a (2n+ 1)× (2n+ 1) matrix V = V (x,y, z;a, b, c) =
(
Vi,j
)
1≤i,j≤2n+1
by putting
Vi,j = x
j−1
i − aix
2n+1−j
i , Vn+i,j = y
j−1
i − biy
2n+1−j
i , V2n+1,j = z
j−1 − cz2n+1−j
for 1 ≤ i ≤ n and 1 ≤ j ≤ 2n+ 1. Then we have
detC =
(−1)n
(1− z2)
∏n
i=1
∏n
j=1(xi − yj)(1− xiyj)
det V. (16)
Proof. Since the both sides of (16) are polynomials in a1, . . . , an, b1, . . . , bn with degree
at most one in each variable, they are linear combinations of aIbJ =
∏
i∈I ai
∏
j∈J bj for
subsets I and J ⊂ [n]. We denote by L(I, J) and R(I, J) the coefficients of aIbJ on the
left and right hand sides respectively, and prove L(I, J) = R(I, J).
Fix two subsets I and J of [n]. Let σ = σI,J be the involutive ring automorphism of
the Laurent polynomial ring defined by
σ(xi) =
{
x−1i if i ∈ I,
xi if i 6∈ I,
σ(yj) =
{
y−1j if j ∈ J ,
yj if j 6∈ J .
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We compute σ(L(I, J)) and σ(R(I, J)) explicitly.
It follows from (15) that L(I, J) is equal to the determinant of the matrix C ′ =(
C ′i,j
)
1≤i,j≤n+1
whose (i, j) entry is given by
C ′ij =

−
(xi − z)(yj − z)
1− xiyj
if i ∈ I and j ∈ J ,
−
(xi − z)(1 − yjz)
xi − yj
if i ∈ I and j ∈ [n] \ J ,
(1− xiz)(yj − z)
xi − yj
if i ∈ [n] \ I and j ∈ J ,
(1− xiz)(1 − yjz)
1− xiyj
if i ∈ [n] \ I and j ∈ [n] \ J ,
−1 if i ∈ I and j = n+ 1,
1 if i ∈ [n] \ I and j = n+ 1,
−1 if i = n + 1 and j ∈ J ,
1 if i = n + 1 and j ∈ [n] \ J ,
1− c
1− z2
if i = j = n+ 1.
Hence, for 1 ≤ i, j ≤ n, we have
σ(C ′i,j) =

(1− xiz)(1 − yjz)
1− xiyj
if i ∈ I and j ∈ J ,
−
(1− xiz)(1− yjz)
1− xiyj
if i ∈ I and j ∈ [n] \ J ,
−
(1− xiz)(1− yjz)
1− xiyj
if i ∈ [n] \ I and j ∈ J ,
(1− xiz)(1 − yjz)
1− xiyj
if i ∈ [n] \ I and j ∈ [n] \ J .
By pulling out common factors from rows and columns of σ(C ′), we obtain
det σ(C ′) = (−1)#I+#J
n∏
i=1
(1− xiz)
n∏
j=1
(1− yjz) · detC
′′,
where the (i, j) entry of the matrix C ′′ =
(
C ′′i,j
)
1≤i,j≤n+1
is given by
C ′′i,j =

1
1− xiyj
if 1 ≤ i ≤ j and 1 ≤ j ≤ n,
1
1− xiz
if 1 ≤ i ≤ n and j = n + 1,
1
1− yjz
if i = n+ 1 and 1 ≤ j ≤ n,
1− c
1− z2
if i = j = n+ 1.
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Here we can use the Cauchy determinant (10) to evaluate the coefficients of c0 and c1 in
detC ′′:
[c0] detC ′′ =
∏
1≤i<j≤n(xi − xj)(yi − yj)
∏n
i=1(xi − z)(yi − z)∏n
i,j=1(1− xiyj)
∏n
i=1(1− xiz)(1 − yjz)(1− z
2)
,
[c1] detC ′′ = −
1
1− z2
·
∏
1≤i<j≤n(xi − xj)(yi − yj)∏n
i=1
∏n
j=1(1− xiyj)
.
Therefore we have
σ(L(I, J)) = (−1)#I+#J
∏
1≤i<j≤n(xi − xj)(yi − yj)
(1− z2)
∏n
i,j=1(1− xiyj)
×
[
n∏
i=1
(xi − z)(yi − z)− c
n∏
i=1
(1− xiz)(1 − yiz)
]
. (17)
Next we compute σ(R(I, J)). We see that
R(I, J) =
(−1)n
(1− z2)
∏n
i=1
∏n
j=1(xi − yj)(1− xiyj)
det V ′,
where the entries of V ′ =
(
V ′i,j
)
1≤i,j≤2n+1
are given by
V ′i,j =
{
−x2n+1−ji if i ∈ I,
xj−1i if i ∈ [n] \ I,
V ′n+i,j =
{
−y2n+1−ji if j ∈ J ,
yj−1i if j ∈ [n] \ J ,
V ′2n+1,j = z
j−1 − cz2n+1−j .
Since we have
σ
(
(xi − yj)(1− xiyj)
)
=

x−2i y
−2
j (xi − yj)(1− xiyj) if i ∈ I and j ∈ J ,
x−2i (xi − yj)(1− xiyj) if i ∈ I and j ∈ [n] \ J ,
y−2j (xi − yj)(1− xiyj) if i ∈ [n] \ I and j ∈ J ,
(xi − yj)(1− xiyj) if i ∈ [n] \ I and j ∈ [n] \ J ,
we obtain
σ(R(I, J))
= (−1)n
∏
i∈I x
2n
i
∏
j∈J y
2n
j
(1− z2)
∏n
i=1
∏n
j=1(xi − yj)(1− xiyj)
det σ(V ′)
= (−1)n+#I+#J
1
(1− z2)
∏n
i=1
∏n
j=1(xi − yj)(1− xiyj)
det V ′′,
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where V ′′ is the (2n+ 1)× (2n+ 1) matrix whose (i, j) entry V ′′i,j is given by
V ′′i,j = x
j−1
i , V
′′
n+i,j = y
j−1
i , V
′′
2n+1,j = z
j−1 − cz2n−j+1.
Here we can use the Vandermonde determinant (7) to evaluate the coefficients of c0 and
c1 in det V ′′:
[c0] det V ′′ =
∏
1≤i<j≤n
(xj − xi)(yj − yi)
n∏
i,j=1
(yj − xi)
n∏
i=1
(z − xi)(z − yi),
[c1] det V ′′ = (−1)z2n
∏
1≤i<j≤n
(xj − xi)(yj − yi)
n∏
i,j=1
(yj − xi)
×
n∏
i=1
(z−1 − xi)(z
−1 − yj).
Therefore we have
σ(R(I, J)) = (−1)#I+#J
∏
1≤i<j≤n(xi − xj)(yi − yj)
(1− z2)
∏n
i,j=1(1− xiyj)
×
[
n∏
i=1
(xi − z)(yi − z)− c
n∏
i=1
(1− xiz)(1 − yiz)
]
. (18)
By (17) and (18), we have σ(L(I, J)) = σ(R(I, J)) and this completes the proof of
Lemma 3.2.
Now we are ready to give a proof of Theorem 1.2.
Proof of Theorem 1.2. First we prove the case where m = n. We put M = r + n. We
apply the Cauchy–Binet formula (Lemma 2.2) to the matrices X =
(
Xi,k
)
1≤i≤n+1,0≤k≤M
and Y =
(
Yi,k
)
1≤i≤n+1,0≤k≤M
whose entries are given by
Xi,k =
{
xk+1i − x
−k−1
i − z
−1(xki − x
−k
i ) if 1 ≤ i ≤ n,
zk if i = n + 1,
Yi,k =
{
yk+1i − y
−k−1
i − z
−1(yki − y
−k
i ) if 1 ≤ i ≤ n,
zk if i = n+ 1.
It follows from a direct but lengthy computation that the (i, j) entry of X tY is given by
x
−(M+1)
i y
−(M+1)
j p(xi, yj, z
−1, x2M+2i , y
2M+2
j ) if 1 ≤ i ≤ n and 1 ≤ j ≤ n,
−x
−(M+1)
i z
M
(
1− x2M+2i
)
if 1 ≤ i ≤ n and j = n + 1,
−y
−(M+1)
j z
M
(
1− y2M+2j
)
if i = n+ 1 and 1 ≤ j ≤ n,
1− z2(M+1)
1− z2
if i = j = n+ 1.
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By pulling out factors x
−(M+1)
i from the ith row, y
−(M+1)
j from the jth column and −z
M
from the last row and column, we see that
detX tY =
n∏
i=1
x−M−1i
n∏
j=1
y−M−1j z
2M · detC(x,y, z−1;x2M+2,y2M+2, z−2M−2),
where C is the matrix introduced in Lemma 3.2, x2M+2 = (x2M+21 , . . . , x
2M+2
n ) and y
2M+2 =
(y2M+21 , . . . , y
2M+2
n ). Hence, by using Theorem 1.1 and applying the Cauchy–Binet formula
(Lemma 2.2), we have∑
λ
z−r Sp2n+1(λ; x1, . . . , xn; z) Sp2n+1(λ; y1, . . . , yn; z)
=
∑
l(λ)≤n+1
z−r
detX(In+1(λ))
detX(In+1(∅))
·
det Y (In+1(λ))
det Y (In+1(∅))
= z−r
1
detX(In+1(∅)) det Y (In+1(∅))
det(X tY )
= z−r
1
detX(In+1(∅)) det Y (In+1(∅))
×
n∏
i=1
x−M−1i y
−M−1
i z
2M · detC(x,y, z−1;x2M+2,y2M+2, z−2M−2),
where λ runs over all partitions of length ≤ n + 1 satisfying λ1 ≤ r. Now we can use
Lemma 3.2 to obtain∑
λ
z−r Sp2n(λ; x1, . . . , xn; z) Sp2n(λ; y1, . . . , yn; z)
= z−r
1
detX(In+1(∅)) det Y (In+1(∅))
·
(−1)n
∏n
i=1 x
−M−1
i y
−M−1
i z
2M
(1− z−2)
∏n
i=1
∏n
j=1(xi − yj)(1− xiyj)
× det V (x,y, z−1;x2M+2,y2M+2, z−2M−2).
Here detX(In+1(∅)) = (−1)
n(n+1)/2 detA∅ and det Y (In+1(∅)) are evaluated by using (3)
and the Vandermonde determinant (7) respectively. Also we have
det V (x,y, z−1;x2M+2,y2M+2, z−2M−2)
=
n∏
i=1
(−1)xr+2n+1i
n∏
j=1
(−1)yr+2n+1j · z
−r−2n−1
× det
(
tr+2n+2−ji − t
−(r+2n+2−j)
i
)
1≤i,j≤2n+1
,
where (t1, . . . , t2n+1) = (x1, . . . , xn, y1, . . . , yn, z). Therefore, by using (1) and (2), we con-
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clude that∑
λ
z−r Sp2n+1(λ; x1, . . . , xn; z) Sp2n+1(λ; y1, . . . , yn; z)
= Sp4n+2((r
2n+1); x1, . . . , xn, y1, . . . , yn, z).
This complete the proof of Theorem 1.2 in the case m = n.
Lastly we prove the general case by the downward induction on m. We assume (5). By
multiply the both sides of (5) by (x1 . . . xmy1 . . . ynz)
r, and then by substituting x1 = 0, it
follows from Lemma 3.1 that∑
λ
z−r (x2 . . . xm)
r Sp2m−1((λ2, . . . , λm+1); x2, . . . , xm; z)
× (y1 . . . ynz)
r Sp2n+1((r
n−m) ∪ λ; y1, . . . , yn; z)
= (x2 . . . xmy1 . . . ynz)
r Sp2(m+n)((r
m+n); x1, . . . , xm, y1, . . . , yn, z),
where the summation is taken over all partitions λ of length ≤ m + 1 such that λ1 = r.
Since (rn−m) ∪ λ = (rn−m+1) ∪ (λ2, . . . , λn+1) for such a partition, we obtain∑
µ
z−r Sp2m−1(µ; x2, . . . , xm; z) Sp2n+1((r
n−m+1) ∪ µ; y1, . . . , yn; z)
= Sp2(m+n)((r
m+n); x2, . . . , xm, y1, . . . , yn, z),
where µ runs over all partitions of length m satisfying µ1 ≤ r. This is the desired identity,
which is Equation (5) with m replaced by m− 1.
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