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Abstract: Day-to-day industrial computer vision applications focusing on object detection have the need of robust, fast and accurate 
object detection techniques. However, current state-of-the-art object categorization techniques only reach about 85% detection rate 
when performing in the wild detections, which try to cope with as much scene and object variation as possible. However, several 
industrial applications show many known characteristics like constant lighting, known camera position, constant background …, 
giving lead to several constraints on the actual algorithms. With a complete new universal object categorization framework, we want 
to prove the detection rate of these object categorization algorithms by exploiting the application specific knowledge which can help 
to reach a robust detector with detection rates of 99.9% or higher. We will use the same constraints to effectively reduce the number 
of false positive detections. Furthermore, we will introduce an innovative active learning system based on this application specific 
knowledge that will drastically reduce the amount of positive and negative training samples, leading to a shorter and more effective 
annotation and training phase. 
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1. Introduction 
Many industrial companies still use classic object 
detection approaches like pixel based segmentation, 
template based matching or using an actual object 
CAD model to look for an object in an image. These 
approaches work well when looking for specific 
objects but when trying to detect object candidates 
from a complete object class, these techniques start to 
fail rather soon. The main problem lies in the natural 
variation of the products, also called the intra-class 
variability. This means that within a single object 
class (e.g. the class of apples), an object can vary in 
size, shape, color …, However, more recent research 
on object detection has resulted in a set of 
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state-of-the-art object categorization techniques [1-4], 
which focus on creating a general model of an object 
class and not an object specific model for each 
instance. These techniques mainly focus on in the 
wild detections and try to cope with as much variation 
as possible by using variation invariant image formats 
(e.g. the use of histogram of oriented gradients in 
detection of pedestrians or cars). Many industrial 
applications however, put some sort of restriction on 
the application setup, like a constant lighting, a known 
object position, a small range of object scales, a 
known camera position ….  
Using this knowledge of application specific scene 
and object variation, this research aims at creating a 
universal object categorization framework which can 
reach detection rates up to 99.9%. This very high 
detection rate is one of the many requirements of 
industrial applications, before the industry will even 
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consider using object categorization techniques. The 
Ph.D. research will try to incorporate these known 
restrictions into an actual innovative object 
categorization framework.  
This paper is organized as follows: Section 2 
discusses the research problem in more detail; Section 
3 discusses the state-of-the-art of object categorization 
techniques; Section 4 describes the objectives of this 
PhD research; Section 5 contains the proposed 
methodology; Section 6 finally contains a conclusion 
and discusses the expected outcome. 
2. Research Program  
The focus of this research lays in industrial 
computer vision applications that want to perform 
object detection on object classes with a high 
intra-class variability. This means that objects have 
varying size, color, texture, orientation ..., Examples 
of these specific industrial cases can be seen in Fig. 1. 
These day-to-day industrial applications, such as 
product inspection, counting and robot picking, are in 
desperate need of robust, fast and accurate object 
detection techniques which reach detection rates of 
99.9% or higher. However, current state-of-the-art 
object categorization techniques only guarantee a 
detection rate of ±85% when performing in the wild 
detections [5]. In order to reach a higher detection rate, 
the algorithms impose very strict restrictions on the 
actual application environment, e.g. a constant and 
uniform lighting source, a large contrast between 
objects and background, a constant object size and 
color ..., Compared to these more complex object 
categorization algorithms, classic thresholding based 
segmentation technique require all of these restrictions 
to even guarantee a good detection result and are 
unable to cope with variation in the input data.   
Looking at the state-of-the-art object categorization 
techniques, we see that the evolution of these 
techniques is driven by in the wild object detection 
(Table 1). The main goal exists in coping with as 
many variations as possible, achieving a high 
detection rate in very complex scenery. However, 
specific industrial applications easily introduce many 
constraints, due to the application specific setup of the 
scenery and the objects. Exploiting that knowledge 
can lead to smarter and better object categorization 
techniques. For example, when detecting apples on a 
transportation system, many parameters like the 
location, background and camera position are known. 
Current object categorization techniques do not use 
this  information because  they do  not expect  this kind 
 
 
Fig. 1  Examples of industrial object categorization 
applications: Robot picking and object counting of natural 
products (checking flower quality, picking pancakes, 
counting micro-organisms, picking peppers).  
 
Table 1  Evolution in robustness of object recognition and object detection techniques trying to cope with object and scene 
variation as mentioned in Ref. [6].  
 
(1. Illumination differences; 2. Location of objects; 3. Scale changes; 4. Orientation of objects; 5. Occlusions; 6. Clutter in scene; 7. 
Intra-class variability), referenced papers [2, 6-9].    
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of known variation. However, exploiting this 
information will lead to a new universal object 
detection framework that yields high and accurate 
detection rates, based on the scenery specific 
knowledge. 
3. State-of-the-Art  
Object detection is a widely spread research topic, 
with large interest in current state-of-the-art object 
categorization techniques. Ref. [1] suggested a 
framework based on integral channel features, where 
all object characteristics are captured into feature 
descriptions which are then used as a large pool of 
training data in a boosting process [10]. In contrast to 
the original boosted cascade of weak classifiers 
approach, suggested by Ref. [4], this technique 
incorporates multiple sources of information to 
guarantee a higher detection rate and less false 
positive detections.  
In the following years of research, this technique 
has been a backbone for many well performing object 
detection techniques, mainly for into the wild 
detections of pedestrians [5, 11, 12] and traffic signs 
[13]. All these recently developed techniques profit 
from the fact that the integral channel features 
framework allows integrating extra 
application-specific knowledge like stereo vision 
information, knowledge of camera position, ground 
plane assumption ..., to obtain higher detection rates. 
The concept of using application specific scene 
constraints to improve these state-of-the-art object 
categorization techniques was introduced in Ref. [14]. 
The paper suggests using the knowledge of the 
application specific scene and object conditions as 
constraints to improve the detection rate, to remove 
false positive detections and to drastically reduce the 
number of manual annotations needed for the training 
of an effective object model. 
Aside from effectively using the scene and object 
variation information to create a more accurate 
application specific object detector, the Ph.D. research 
will focus on reducing the amount of time needed for 
manually annotating gigantic databases of positive 
and negative training images. This will be done using 
the technique of active learning, on which a lot of 
recent research was performed [15, 16]. This research 
clearly shows that integrating multiple sources of 
information into an active learning strategy can help 
to isolate the large problem of outliers giving reason 
to include the wrong examples. 
4. Outline of Objectives  
During this Ph.D. existing state-of-the-art object, 
categorization algorithms will be reshaped into a 
single universal semi-automatic object categorization 
framework for industrial object detection, which 
exploits the knowledge of application specific object 
and scene variation to guarantee high detection rates. 
Exploiting this knowledge will enable three objectives, 
each focusing on another aspect of object detection 
that is important for the industry. 
(1) A high detection rate of 99.9% or even higher: 
Classic techniques reach detection rates of 85% during 
in the wild detections, but for industrial applications a 
rate of 99.9% and higher are required. By integrating 
the knowledge of the object and scene variation, the 
suggested approach will manage to reach this high 
demands. Using the framework of Ref. [1] as a 
backbone for the universal object, categorization 
framework will be created, and these characteristics 
will be used to include new feature channels to the 
model training process, focusing on this specific 
object and scene variation. 
(2) A minimal manual input during the training of 
an object model: Classic techniques demand many 
thousands of manual annotations during the collection 
of training data. By using an innovative active 
learning strategy, which again uses the knowledge of 
application specific scene and object variation, the 
number of manual annotations will be reduced to a 
much smaller number of input images. By iteratively 
annotating only a small part of the training set and 
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using that to train a temporary detector based on the 
already annotated images, the algorithm will decide 
which new examples will actually lead to a higher 
detection rate, only offer those for a new annotation 
phase and omit the others. 
(3) A faster and more optimized algorithm: By 
adding all of this extra functionality, resulting in 
multiple new feature channels, into a new framework, 
a large portion of extra processing is added. Based on 
the fact that the original algorithm is already time 
consuming and computational expensive, the resulting 
framework will most likely be slower than current 
state-of-the-art techniques. However, by applying 
CPU and GPU optimizations wherever possible, the 
aim of the Ph.D. is to still provide a framework that 
can supply real time processing. 
The use of all this application specific knowledge 
from the scene and the object, with the aim of reaching 
higher detection rates, is not a new concept. Some 
approaches already use pre- and post- processing steps 
to remove false positive detections based on application 
specific knowledge that can be gathered together with 
the training images. For example, Ref. [11] uses the 
knowledge of a stereo vision setup and ground plane 
assumption, to reduce the area where pedestrian 
candidates are looked for. This Ph.D. research, however, 
will take it one step further and will try to integrate all 
this knowledge into the actual object categorization 
framework. This leads to several advantages over the 
pre- and postprocessing approaches: 
 There will be no need for manual defining or 
capturing features, which are interesting for these pre- 
and postprocessing steps. 
 Multiple features will be supplied as a large 
package to the framework. The underlying boosting 
algorithm will then decide which features are actually 
interesting to use for model training. 
 The algorithm can separate the input data better 
than human perception based on combination of 
features. 
 Each possible scene and object variation will be 
transformed into a new feature channel, in order to 
capture as much variation as possible. Once a channel 
is defined, it can be automatically recalculated for 
every possible application. 
Besides not being able to reach top level detection 
rates, state-of-the-art object categorization techniques 
face the existence of false positive detections. These 
detections are classified by the object detector model 
as actual objects, because they contain enough 
discriminating features. However, they are no actual 
objects in the supplied data. By adding a larger set of 
feature channels to the framework, and integrating a 
larger knowledge of scene and object variation during 
the training phase, the resulting framework will 
effectively reduce the amount of false positive 
detections. 
5. Methodology 
In order to ensure a systematic approach, the overall 
research problem of the Ph.D. is divided into a set of 
subproblems, which can be solved one by one in an 
order of gradual increase in complexity, in order to 
guarantee the best results possible. Section 5.1 will 
discuss the integration of the application specific 
scene and object variation during the model training 
process, by highlighting different variation aspects of 
possible applications and how they will be integrated 
as feature channels. Section 5.2 will illustrate how the 
use of an innovative active learning strategy can help 
out with reducing the time consuming job of manual 
annotation. Finally, Section 5.3 will discuss how the 
resulting framework can be optimized using CPU and 
GPU optimizations wherever possible. 
5.1. Integration of Scene and Object Variation during 
Model Training 
Different properties of application specific scene 
and object variation allow designing a batch of new 
feature channels in a smart way, that can be used for a 
universal object categorization approach. During 
training the generation is stimulated as many extra 
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feature channels (Fig. 2) as possible, in order to 
capture as many variation and knowledge of the 
application as possible from the image data. This is no 
problem, since the boosting algorithm of the training 
will use all these features to determine which feature 
channels capture the most variation, in order to prune 
channels away and only keep the most descriptive 
feature channels. This immediately ensures that the 
algorithm will not become extremely slow during the 
actual detection phase because of the feature channel 
generation. By integrating all these extra feature 
channels into the actual object model training process, 
a better universal and more accurate object 
categorization framework will be supplied, which 
works very application specific to reach the highest 
performance and detection rate possible.  
In Subsection 5.1.1, the influence of the object 
scale and position in the image will be discussed. 
Subsection 5.1.2 discusses the influence of lighting, 
color and texture. Subsection 5.1.3 addresses the 
influence of background clutter and occlusion. Finally 
Subsection 5.1.4 will handle the object rotation and 
orientation knowledge.  
5.1.1. Influence of Object Scale and Position 
In state-of-the-art object categorization, an object 
model is trained by rescaling all provided training 
images towards a fixed scale, which results into a 
single fixed scale model. Using a sliding window 
approach, with the window size equal to the size of 
the resulting model, object detection is performed at 
each image position. However, there are only a 
limited number of applications that have fixed scale 
objects. In order to detect objects of different scales in 
all those other applications, an image scale space 
pyramid is generated. In this scale, space pyramid the 
original image is down and up sampled and used with 
the single scale model. This will generate the 
possibility to detect objects at different scales, 
depending on the amount of scales that are tested. The 
larger the pyramid, the more scales that will be tested 
but the longer the actual detection phase will take. 
Reducing this scale, space pyramid effectively is a hot 
research topic. Ref. [5] interpolates between several 
predefined images scales, while the detector of Ref. 
[11] uses an approach that interpolates between 
different trained scales of the object model. These 
multiscale approaches are frequently used because the 
exact range of object scales is unknown beforehand in 
many applications. 
However, many industrial applications have the 
advantage that the position of the complete camera 
setup is fixed and known beforehand (e.g. a camera 
mounted above a conveyor belt). Taking this 
knowledge into account, the scale and position of the 
objects can actually be computed and described fairly 
easy as seen in Fig. 3). Using this information, new 
feature channels can be created. Based on manual 
annotation information, a 2D probability distribution 
can be produced over the image giving a relation 
between the scale and the position of the object in the 
image. Ref. [17] discusses a warping window 
technique that uses a lookup function defining a  
fixed rotation and a fixed scale for each position in the 
 
 
Fig. 2  Example of different image channels used in the 
integral channel features approach of Ref. [1]. (a) 
Grayscale image; (b) LUV color space; (c) Gabor 
orientation filters; (d) Difference of Gaussians; (e) Gradient 
magnitude; (f) Edge detector; (g) Gradient histogram; (h) 
Thresholded image.  
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Fig. 3  Left: Example of a scale-location-rotation lookup function for pedestrians in a fixed and lens deformed camera setup; 
Right: Example of a fragmented scale space pyramid.  
 
image. However, reducing the detection to a single 
scale for each position limits the intra-class variability 
that object categorization wants to maintain. To be 
sure this is not a problem, instead of using a fixed 
scale, a probability distribution of possible scales for 
each position can be modeled. The use of these 
distribution functions can lead to a serious reduction 
of the scale space pyramid, resulting in a fragmented 
scale space pyramid, as seen in Fig. 3. This 
fragmented scale space pyramid can again be used as 
a separate feature channel for object model training.  
5.1.2. Influence of Lighting, Color and Texture 
State-of-the-art object categorization ensures a 
certain robustness by making training samples and 
new input images invariant for color and lighting 
variations. To do so, they use a color invariant image 
form, like a histogram of oriented gradient 
representation. Another possible approach is to use 
Haar-like features, like suggested by Ref. [4]. Making 
the images invariant to lighting and color has a 
twofold reason. First of all, the color variation in 
academic application is too large (e.g. the colors of 
clothing in pedestrian detection). Secondly, the color 
is too much influenced by the variation in lighting 
conditions. Therefore, academic applications try to 
remove as many of this variation as possible by 
applying techniques like histogram equalization and 
the use of gradient images.  
By choosing a color and light invariant image form, 
all the information from the RGB color spectrum is 
lost which is in fact quite useful in the industrial 
applications suggested by this Ph.D. research. In many 
of these applications, a uniform and constant lighting 
is used, leading to fixed color values. This information 
cannot be simply ignored when detecting objects with 
specific color properties like strawberries. The 
advantage of adding this color information has already 
been proven in Ref. [1], where color information of 
the HSV and LUV space is added to obtain a better 
and more robust pedestrian detector. 
Besides focusing on the color information, it can be 
interesting to focus on multispectral color data. It is 
possible that objects cannot be separated in the visual 
RGB color spectrum, but there are higher 
multispectral frequency resolutions that make the 
separations of objects and background rather easy. 
Academic research [18-20] has already shown great 
interest in these multispectral approaches, where most 
of the applications are located in remote sensing and 
mobile mapping. 
Another parameter that is not widely spread for 
object categorization is the use of relevant texture 
information in the training objects. Texture can be 
described as a unique returning pattern of gradients, 
which will almost never occur in the background 
information. In order to derive these patterns from the 
input data, techniques like Fourier transformations [21] 
(Fig. 4) and Gabor filters [22] are used. These 
transformations show which frequencies are 
periodically returning in the image to define 
application and object specific textures.  
5.1.3. Influence of Background Clutter and 
Occlusion 
State-of-the-art object categorization approaches  
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Fig. 4  Texture variation based on the Fourier power 
spectrum of an orange and a strawberry.  
 
always attempt to detect objects in the wild, which 
means that it can occur in every kind of situation, 
leading to an infinite number of possible background 
types ..., In order to build a detector that is robust to 
all this scene background variation, an enormous 
amount of negative images samples is needed during 
model training. This is required to try to model the 
background variation for correct classification and to 
ensure that the actual object model will not train 
background information. Besides that, it is necessary 
to collect as much positive examples as possible in 
those varying environments. Doing so ensures that 
only object features get selected that describe the 
object unrelated to the background behind it. This 
variation in the background is referred to as clutter. 
Many industrial applications, however, have a 
known background, or at least a background with 
minimal variation. Combined with occlusion, where 
the object is partially or completely covered, clutter 
seems to happen much less frequent than in the wild 
detection tasks. Take for example the taco’s on the 
conveyor belt in Fig. 5.  
The conveyor belt is moving and changes maybe 
slightly, but it stays quite constant during processing. 
Making a good model of that background information, 
can help to form an extra feature channel defining 
foreground and background information. Other cases, 
like the picking of pears, will have much more 
variation in background, and will not give the 
possibility to simply apply foreground-background 
segmentation (Fig. 6).  
A technique that is widely used for this kind of 
information is foreground-background segmentation, 
like in Ref. [23]. This technique helps us identify 
regions in the image that can be classified as 
foreground and thus regions of interest for possible 
object detections. The masks created by this 
segmentation can be applied as an extra feature 
channel. Using a dynamic adapting background model 
[24], the application specific background will be 
modeled and a likelihood map of a region belonging 
to the foreground will be created. These are referred to 
as heat maps. 
 
 
 
Fig. 5  Example of background variation and occlusion in 
(a) academic cases and (b) industrial cases.  
 
 
Fig. 6  Example of pear fruit in an orchard, where more 
background clutter and occlusion occurs.  
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Due to the context of application specific 
algorithms, one can state that the only negative 
images that need to be used as negative training 
samples are images that contain the possible 
backgrounds. This leads to the conclusion that many 
case specific object models can be reduced to having a 
very limited amount of negative training images, 
based on the applications scene and background 
variation, maybe even reducing the negative training 
images to a single image, if a static background 
occurs. 
5.1.4. Influence of Rotation and Orientation  
Most state-of-the-art object categorization 
approaches, e.g. detecting pedestrians, assume that 
there is no rotation of the actual object, since 
pedestrians always appear more or less upright. 
However, this is not always the case, like shown in 
Ref. [17], where pedestrians occur in other 
orientations due to the lens deformation and the 
birdseye viewpoint of the camera input (Fig. 7).  
Many industrial applications, however, contain 
different object orientations, which leads to problems 
when having a fixed orientation object model. Adding 
all possible orientations to the actual training data for 
a single model, will lead to a model that is less 
descriptive and which will generate tons of extra false 
positive detections. A second approach is to test all 
possible orientations, by taking a fixed angle step, 
rotating the input image and then trying the trained 
single orientation model. Once a detection is found, it 
can be coupled to the correct angle and then used to 
rotate the detection bounding box, like discussed in 
Ref. [25]. However, in order to reach real-time 
performance using this approach, a lot of GPU 
optimizations will be needed, since the process of 
rotating and performing a detection on each patch is 
computationally intensive. A possible third approach 
trains a model for each orientation, as suggested in 
Ref. [26]. However, this will lead to an increase of 
false positive detections.  
The currently used approaches to cope with 
different orientations do not seem to be the best 
approaches possible. In this Ph.D. research, we want 
to create an automated orientation normalization step, 
where each patch is first put through a series of 
orientation filters that determine the orientation of the 
current patch and then rotates this patch towards a 
standard model orientation. A possible approach is the 
dominant gradient approach as illustrated in Fig. 8. 
However, preliminary test results have shown that this 
approach does not work in every case. Therefore, a 
combination of multiple orientation defining 
techniques will be suggested in our framework. Other 
techniques that can be included into this approach are 
eigenvalues of the covariance matrix [27], calculating 
the geometric moments of a color channel of      
the image [28] or even defining the primary axis of an 
 
 
Fig. 7  Example of viewpoint and lens deformation, 
changing the natural orientation of objects [17].  
 
 
Fig. 8  Example of rotation normalization using a dominant gradient technique. From left to right: original image (road 
marking), gradient image, dominant orientation and rotation-corrected image.  
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ellipse fitted to foreground-background segmentation 
data [29]. 
Our suggested orientation normalization filter will 
use the combination of multiple orientation features to 
decide which one is the best candidate to actually 
define the patch orientation. In order to create this 
extra filter, all manual positive annotations are given 
an extra parameter, which is the object orientation of 
the training sample. From that data a mapping 
function is learned to define a pre-filter that can output 
a general orientation for any given window. Part of 
this general idea, where the definition of the 
orientation is separated from the actual detection 
phase, is suggested in Ref. [30]. 
5.2. Innovative Active Learning Strategy for Minimal 
Manual Input 
Limited scene and object variation can be used to 
put restrictions on the detector, by supplying extra 
feature channels to the algorithm framework, as 
previously explained. However, we will take it one 
step further. The same information will be used to 
optimize the complete training process and to 
drastically reduce the actual amount of training data 
that is needed for a robust detector.  
For state-of-the-art object categorization algorithms, 
the most important way to obtain a detector with a 
high detection rate is increasing the amount of 
positive and negative training samples enormously. 
The idea behind it is simple, if you add a lot of extra 
images, you are bound to have those specific 
examples that lie close to the decision boundary and 
that are actually needed to make an even better 
detector. However, since several industrial 
applications have a smaller range of variation, it 
should be possible to create an active learning strategy 
based on this limited scene and object variation, 
which succeeds in getting a high detection rate with as 
less examples as possible, by using the variation 
knowledge to look for those specific examples close 
to the decision boundary. 
Like described in the conclusion of Ref. [14], using 
immense numbers of training samples is currently the 
only way to reaching the highest possible detection 
rates. Since all these images need to be manually 
annotated, which is very time consuming job, this 
extra training data is a large extra cost for industrial 
applications. Knowing that the industry wants to focus 
more and more on flexible automatization of several 
processes, this extra effort to reach high detection 
rates is a large downside to current object 
categorization techniques, since companies do not 
have the time to invest all this manual annotation 
work. The industry wants to retrieve a robust object 
model as fast as possible, in order to start using the 
detector in the actual detection process. 
5.2.1. Quantization of Existing Scene and Object 
Variation 
In order to guarantee that the suggested active 
learning approach will work, it is necessary to have a 
good quantization of the actual variation in object and 
scene. These measurements are needed to define if new 
samples are interesting enough to add as extra training 
data. The main focus is to define how much intra-class 
variation there is, compared to the amount of variation 
in the background. Many of these variations, like scale, 
position, color ..., can be expressed by using a simple 
1D probability distribution over all different training 
samples. However, some variations are a lot harder to 
quantize correctly. If it is important to guarantee the 
intra-class variability, then it can even be extended to 
a 2D probability distribution, to allow multiple values 
for a single point in the distribution. However, features 
like texture and background variation cannot be 
modeled with a simple 1D probability distribution. A 
main part of the Ph.D. research will go into 
investigating this specific problem and trying to come 
up with good quantizations for these entire scene and 
object variations.  
5.2.2. Active Learning during Object Model 
Training 
Initial tests have shown that it is possible to build 
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robust object detectors by using only a very limited 
set of data, as long as the training data is chosen based 
on application specific knowledge. However, figuring 
out which examples are actually needed, sometimes 
turns out to be more time consuming than just simply 
labeling large batches of training data, if the process is 
not automated. Therefore, we suggest using an active 
learning strategy which should make the actual 
training phase simpler and more interactive. 
Eventually the algorithm optimizes two aspects: first 
being a minimal manual intervention and secondly an 
as high as possible detection rate. This research will 
be the first of its kind to integrate the object and scene 
variation into the actual active learning process, 
combining many sources of scene and object specific 
knowledge to select new samples, which can then be 
annotated in a smart and interactive way. 
Fig. 9 shows how the suggested active learning 
strategy based on application specific scene and object 
variation should look like. As a start, a limited set of 
training data should be selected from a large database 
of unlabeled images. Since capturing many input 
images is not the problem in most cases, the largest 
problem lies in annoting the complete set, which is 
very time consuming. Once this initial set of data is 
selected, they are given to the user for annotation and 
a temporarily object model is trained using this 
limited set of samples. After the training a set of test 
images is smartly selected from the database using the 
scene and object variations that are available. By 
counting the true positives, false positives, true 
negatives and false negatives, the detector 
performance is validated on this test data, by manually 
supervising the output of the initial detector. Based on 
this output and the knowledge of the variation 
distributions in the current images, an extra set of 
training images is selected cleverly. The pure manual 
annotation is now split into a part where the operator 
needs to annotate a small set of images, but after the 
detection step, needs to validate the detections in order 
to compute the correctness of the detection output. 
This process is iteratively repeated until the desired 
detection rate is reached and a final object model is 
trained.    
 
 
Fig. 9  Workflow of the suggested active learning strategy.  
Hand symbol = manual input, star symbol = knowledge of scene and object variation is used, TP = true positive detection, TN = true 
negative detection, FP = false positive detection, FN = false negative detection).  
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The above described innovative active learning 
strategy will yield the possibility to make a well 
fundamented guess on how many positive and 
negative training samples there will actually be 
needed to reach a predefined detection rate. In doing 
this, the approach will drastically reduce the amount 
of manual annotations that need to be provided, since 
it will only propose to annotate new samples that 
actually improve the detector. Training images that 
describe frequently occurring situations are classified 
as objects with a high certainty, which are not 
interesting in this case. On the contrary, it will be 
more interesting trying to select those positive and 
negative training samples that lie very close to the 
decision boundary, in order to make sure that the 
boundary will be more stable, more supported by 
good examples and thus leading to higher detection 
rates. 
It is important to mention that classic active 
learning strategies are often quite sensitive to outliers 
[31] that get selected in the learning process and that 
lead to overfitting of the training data. However, by 
adding multiple sources of information, being 
different application specific scene and object 
variations, the problem of single outliers can be 
countered, since their influence on the overall data 
distribution will be minimal. The suggested approach 
will filter out these outliers quite effectively, making 
sure that the resulting detector model will not overfit 
to the actual training set. 
5.3 CPU and GPU Optimization towards a Real-Time 
Object Categorization Algorithm 
Once the universal object categorization framework, 
combined with an innovative active learning strategy, 
will be finished and it will produce a better and more 
accurate detection system for industrial applications 
and in general, for all applications where the variation 
in scene and/or object is somehow limited. However, 
expanding a framework to cope with all these 
application specific scene and object variations will 
lead to more internal functionality. This will result in 
a computationally more expensive and a slower 
running algorithm. 
Since real time processing is essential for most 
industrial applications, this problem cannot be simply 
ignored. The longer the training of a specific object 
model takes, the more time a company invests in 
configuration and not in the actual detection process 
that generates a cash flow. This is why during this 
Ph.D. research each step of the processing will be 
optimized using CPU and GPU optimization. 
Classical approaches like parallelization and the use of 
multicore CPU’s can improve the process [32], while 
the influence of GPGPU (general purpose graphical 
processing units) will also be investigated. The CUDA 
language will be used to implement these GPU 
optimizations, but the possibility of using OpenCL 
will be considered 
6. Conclusions and Expected Outcome 
At the end of this Ph.D. research, a complete new 
innovative object categorization framework will be 
available that uses industrial application specific 
object and scene constraints, in order to obtain an 
accurate and high detection rate of 99.9% or higher. 
The result will be a stimulation for the industry to 
actively use this technology for robust object 
detection. Industrial companies will be able to apply 
robust object detection in many varying applications, 
using the constraints of each specific application in a 
smart way. This research will also lead to new insights 
in general for object detection techniques meaning 
that if this approach is proved to be successful, the 
same approach will be introduced in other frameworks 
like the deformable parts model of Ref. [11], to reach 
higher performances without increasing the number of 
training examples. 
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