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Abstract
The present study provides a usage-based account of how three grammat-
ical structures, declarative content clauses, interrogative content clause
and as-predicative constructions, are used in academic research articles.
These structures may be used in both knowledge claims and citations, and
they often express evaluative meanings. Using the methodology of quan-
titative corpus linguistics, I investigate how the culture of the academic
discipline influences the way in which these constructions are used in re-
search articles. The study compares the rates of occurrence of these gram-
matical structures and investigates their co-occurrence patterns in articles
representing four different disciplines (medicine, physics, law, and liter-
ary criticism). The analysis is based on a purpose-built 2-million-word
corpus, which has been part-of-speech tagged.
The analysis demonstrates that the use of these grammatical struc-
tures varies between disciplines, and further shows that the differences
observed in the corpus data are linked with differences in the nature of
knowledge and the patterns of enquiry. The constructions in focus tend to
be more frequently used in the ‘soft’ disciplines, law and literary criticism,
where their co-occurrence patterns are also more varied. This reflects
both the greater variety of topics discussed in these disciplines, and the
higher frequency of references to statements made by other researchers.
Knowledge-building in the ‘soft’ fields normally requires a careful contex-
tualisation of the arguments, giving rise to statements reporting earlier
research employing the constructions in focus. In contrast, knowledge-
building in the ‘hard’ fields is typically a cumulative process, based on
agreed-upon methods of analysis. This characteristic is reflected in the
structure and contents of research reports, which offer fewer opportuni-
ties for using these constructions.
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Chapter 1
Introduction
1.1 Background and aims of the study
The aim of this study is to provide a usage-based account of three gram-
matical structures in academic prose. These structures are the declara-
tive content clause (DCC), the interrogative content clause (ICCs) and
the as-predicative construction. These three structures are illustrated as
Examples (1.1)–(1.3).
(1.1) I argue that the coercion problem can be solved by a two-tiered
lockup structure. (LAW)1
(1.2) To test this hypothesis, we analyzed whether AKT can
phosphorylate SR proteins, in particular those that are involved in the
alternative splicing regulation described in this work. (PHY)
1The abbreviations MED, PHY, LAW and LC refer to parts of the corpus described in
Chapter 5.
1
1.1. Background and aims of the study
(1.3) These debates are never simple, and I do not mean myself to see
the past as a mirror for the present, or vice versa. (LC)
Example (1.1) contains a declarative content clause (italicised), which
is licensed by the verb argue (underlined). Example (1.2) is structurally
very similar, the only difference being that the italicised structure is an
interrogative content clause, and it is licensed by the verb analyze. The
as-predicative construction, exemplified in (1.3), is somewhat different to
the first two constructions: it consists of a verb (see), a noun phrase (the
past), the word as, and another noun phrase (a mirror for the present).
This study is devoted to the analysis of these grammatical structures in
one important genre of academic prose, the research article (RA). I adopt
a variationist framework and analyse how the culture of the academic dis-
cipline influences the way these constructions are used, contrasting RAs
representing four disciplines: medicine, physics, law, and literary criti-
cism. The analysis concentrates on two aspects in particular: it com-
pares the rates of occurrence of these structures in different disciplinary
contexts, and investigates how the lexical and grammatical elements co-
occurring with these constructions are patterned. The ultimate goal of
this study is to investigate how the use of these constructions varies in
different disciplines, and look for reasons explaining this variation.
In recent years, the corpus-based analysis of academic prose has been
an active research area within the fields of English for Specific Purposes
(ESP) and English for Academic Purposes (EAP). This is demonstrated by
the publication of several important book-length studies and doctoral the-
ses (e.g. Hyland 2000; Fløttum et al. 2006; Kerz 2007; Malmström 2007;
Sanderson 2008) as well as a considerable number of research articles
published in edited collections (e.g. Hyland and Bondi 2006; Burgess and
Martín-Martín 2009) and journals such as English for Specific Purposes,
English for Academic Purposes, Applied Linguistics, and Journal of Business
and Technical Communication.
2
1.1. Background and aims of the study
The analysis presented in this study offers several perspectives that
have not been extensively explored in earlier research. The most obvious
difference with respect to earlier work is that the specific disciplines in
focus have not previously been analysed in a comparative perspective. In
general, RAs representing ‘hard’ sciences have received more attention
than articles representing ‘softer’ fields of enquiry, but this situation has
balanced out in recent years. Many recent studies have also employed
a comparative perspective, but the choice to focus on the disciplines of
medicine, physics, law, and literary criticism is unique to this study.
The second difference relates to the type of corpora used. Instead of
relying on existing corpora, this study makes use of a self-compiled corpus
representing the genre of RA in the four disciplines investigated. Unlike
many self-compiled corpora used in English for Academic Purposes (EAP)
studies, the corpus used in this study has been grammatically tagged. The
availability of tagging enables the use of some methods of quantitative
corpus linguistics that have so far been little used in the context of EAP.
The corpus, containing approximately 2 million words, is also larger than
in many other studies.
The third difference is the method of analysis. Instead of adopting the
top-down approach associated with the widely used genre analysis frame-
work, this study follows a bottom-up approach. Swales characterises the
top-down approach as a ‘process which starts from macro features and
only later tries to align these with particular linguistic realisations, and
then looks for explanatory links between the macro and the micro’ (2002:
152; emphasis original). In contrast to this approach, the present study
concentrates on particular grammatical structures, analyses their use ex-
haustively in the corpus, and only then tries to link the microlevel findings
with the macrostructure of the texts.2 The analysis employs sophisticated
methods of quantitative corpus linguistics, which enable the identification
2In diachronic studies, this approach is commonly referred to as form-to-function
mapping (see e.g. Jacobs and Jucker 1995: 13 and Traugott and Dasher 2002: 100).
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of key semantic sequences and thus offer a gateway to the analysis of text
meanings (cf. Hunston 2008).
To take into account the concern expressed by Swales (2002) that
bottom-up corpus-analyses produce incidental findings that may be dif-
ficult to integrate into a top-down approach, the issue of genre is also
taken seriously. Accordingly, the quantitative findings emerging from the
analysis of corpora are interpreted in the context of the rhetorical macro-
structures described in top-down genre analyses. Moreover, the analysis is
not limited to a mere consideration of the ‘minutiae of word use’ (Swales
2002: 151). Instead, this study focusses on constructions that have been
considered important in earlier studies, and their high incidence of use
in corpus data confirms that they are important resources for writers of
academic prose across the board.3
The fourth characteristic of the present study worth highlighting here
is the amount of ground covered by the analysis. The study considers
three constructions whose token frequency is reasonably high, and this
attests to their importance in academic prose. Moreover, while a number
of earlier studies have described how declarative content clauses are used
in academic prose, much less information is available on the other two
constructions, interrogative content clauses and as-predicatives.
The present study is primarily a descriptive corpus-based analysis of
how selected grammatical constructions are used in a key genre of aca-
demic prose, and much weight is therefore placed on the proper linguistic
description of the categories being investigated. At the same time, the
aims of the study are also stylistic in the sense that language use is anal-
ysed in relation to a particular language variety (see further Huddleston
1971: 2 and Jucker 1992). The four disciplines in focus differ from each
3In his more recent work, Swales acknowledges that the difference between these
two approaches has narrowed, mainly because of technical and methodological advances
(see Swales 2006: 24 and Swales 2004a: 252–257). See also Biber et al. (2007) for
an attempt to integrate top-down and bottom-up approaches in corpus-based discourse
analysis.
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other both institutionally and epistemologically, and it is therefore inter-
esting to investigate whether these differences in the social context corre-
late with how specific grammatical constructions are used. As it turns out,
while these constructions are common in all disciplines, the precise details
of how they are used in different disciplines are less predictable. There
are no previous studies that address the issue of grammatical variation
from this perspective.
The goals of this study are descriptive rather than theoretical. In other
words, rather than concentrating on the formal analysis of specific gram-
matical constructions, the focus is on the analysis of what kind of items
they co-occur with, both at the levels of lexis and grammar. The study
adopts a ‘theory-neutral’ approach to grammar4 in that it does not attempt
to demonstrate the superiority of any particular grammatical approach.
The minimal assumption made in this study is that both lexical items and
grammatical constructions carry a meaning of their own.
The idea of grammatical structures as meaningful units is consistent
with many grammatical theories, including construction grammar (see
Goldberg 1995) and pattern grammar (see Hunston and Francis 2000).
The method of analysis builds on both of these approaches, but neither
framework is adopted in its entirety. One of the main topics of interest
is the relationship between words and grammatical categories. The anal-
ysis of this aspect draws heavily on construction grammar, in particular
the methodology of collostructional analysis (see Stefanowitsch and Gries
2003), which is a statistical approach that has recently gained popularity
among construction grammarians.
The current study represents a ‘corpus-based’ approach, as opposed to
the ‘corpus-driven’ approach espoused by pattern grammar. What makes
the chosen approach ‘corpus-based’ is the fact that it focusses on gram-
matical phenomena which are defined prior to the analysis (see further
4The term ‘theory-neutral’ is adopted from Trotta (2000).
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Tognini-Bonelli 2001: 65 and Rayson 2008: 520). However, the aim of
this study is not merely to ‘expound, test and or exemplify theories that
were formulated before large corpora became available to inform lan-
guage study’ (Tognini-Bonelli 2001: 65), but to examine in detail the co-
occurrence of grammatical features and lexical items, as will be shown
below. From this perspective, the term ‘corpus-based’ is better seen as an
alternative to the ‘corpus-illustrated’ approach, which is how it is defined
by Tummers et al. (2005: 237–238). According to their definition, ‘corpus-
based’ research is characterised by the systematic rather than anecdotal
use of corpus data, the focus on the interaction between language use
and language system, and the use of quantification and statistical tech-
niques. Seen in this way, the approach used in this study accommodates
many of the characteristics of the corpus-driven approach as defined by
Tognini-Bonelli (2001), and shares many of its objectives.5
The terms ‘pattern’ and ‘construction’ are used interchangeably to refer
both to the grammatical structures that are the topics of the three case
studies – e.g. declarative content clause – and the variant realisations
of those structures – e.g. verb-licensed declarative content clause. The
pattern grammar notation is occasionally used for describing individual
patterns.
The choice of grammatical features to be investigated is motivated by
earlier research, and the description of these structures draws on three
major descriptive grammars of the English language, namely A compre-
hensive grammar of the English language (Quirk et al. 1985), the Longman
grammar of spoken and written English (Biber et al. 1999), and The Cam-
bridge grammar of the English language (Huddleston and Pullum 2002).6
The terminology is mostly based on the Cambridge grammar, but the terms
used in the other two grammars are also occasionally referred to.
5Gast (2006a: 115) notes that most of ‘mainstream corpus linguistics’ is corpus-based
in this sense.
6See Mukherjee (2004a; 2006) for a comparative review of these grammars.
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The framework of analysis adopted in this study can thus be sum-
marised as follows. First, it represents a bottom-up approach, focussing on
the distribution of surface grammatical features. My approach is corpus-
based, in that it takes the linguistic classifications presented in reference
grammars as the point of departure and uses them as means for struc-
turing the data, rather than expecting classifications to emergence in the
course of the analysis (Gast 2006a: 114; see also Tognini-Bonelli 2001:
ch. 5).
Second, this study aims to produce a usage-based account of how these
constructions are used in academic RAs. Instead of concentrating on the
rule-based description of constructions, the focus is on the examination
of what contexts give rise their use, and what factors account for their
co-occurrence patterns with other features.
Third, the design of this study is experimental in the sense that hy-
potheses regarding the correlation of grammatical and sociolinguistic vari-
ables are formulated, and these are tested against data extracted from a
corpus (see Nelson et al. 2002: 257ff. and Romaine 2008: 98).
Finally, while the aims of the study are primarily descriptive, it is
hoped that the results also have practical utility. The final aim is thus to
provide descriptively accurate results that may serve as a basis for future
applications, for example in the teaching of academic writing.
1.2 Research questions
This study contains three case studies, each devoted to the analysis of a
different construction. The general methodology and the research ques-
tions, however, are largely the same for each construction. Each case
study attempts to provide answers to the following three general ques-
tions:
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• What kinds of differences are there in the frequency of the construc-
tion between subcorpora?
• What lexical items and grammatical features co-occur with the con-
struction, and are there differences between subcorpora?
• Does the disciplinary culture account for the variation encountered
in the corpus data?
The details of study design are slightly different in each case study,
and are elaborated in the relevant chapters below.
1.3 Structure of the study
This study is organised in the following way. Chapters 2–4 establish the
theoretical background of the present study. Chapter 2 discusses the no-
tion of culture in the context of academic disciplines and academic writ-
ing. Chapter 3 presents an overview of previous research on academic
RAs from a variety of perspectives. Chapter 4 provides a description of
the RA as a genre, with special attention to its macrostructure.
The corpus compiled for this study is presented in Chapter 5, and the
general methodology is described in Chapter 6.
Chapters 7–9 contain the three empirical case studies included in this
thesis. Chapter 7 investigates the use of declarative content clauses, Chap-
ter 8 concentrates on interrogative content clauses, and finally, Chapter 9
on as-predicative constructions.
A summary with conclusions and implications for further research is
provided in Chapter 10.
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Chapter 2
Disciplinary cultures
2.1 Introduction
When differences between academic cultures are discussed, a reference is
often made to the Rede lecture given by C. P. Snow in 1959, entitled The
two cultures (see Snow 1998). In this lecture, Snow delineated the differ-
ences between the two cultures of contemporary society, the sciences and
the humanities, presenting them as two hostile entities which are unable
to communicate with each other. The lecture, together with the printed
version (first published in Encounter later in the same year), provoked an
intense debate, which in some form has continued up to the present day
(Collini 1998: xxix).
The significance of Snow’s lecture lies in its attracting a wide reader-
ship both within and outside academia, rather than in the originality of
his ideas. In his introduction to the 1998 edition of Snow’s lecture, Collini
(1998: ix–x) notes that distinctions between domains of human knowl-
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edge have existed since Antiquity, and concern about the divide between
the two cultures dates from the Romantic period in the nineteenth cen-
tury.7 Moreover, even though Snow’s lecture was based on his personal
observations rather than historical or sociological studies, Välimaa (1998:
122–123) heralds The two cultures as a landmark contribution in the de-
velopment of a cultural approach in higher education research, because it
laid the groundwork for the study of the academic world as consisting of
cultural entities.
In recent years, the notion of disciplinary culture has gained a firm
foothold in the study of academic discourse. The increasing interest in
disciplinarity can be observed in studies representing different academic
fields. For example, sociologists have paid attention to how knowledge
is constructed in different fields, and discourse analysts to how the disci-
plinary context is reflected on the structure and language of texts. Within
ESP and applied linguistics, one of the main topics of interest has been
the question of how the information on linguistic differences could be
transferred to pedagogy.
From the standpoint of applied linguistics, perhaps the most impor-
tant recent contribution to the study of disciplinary differences comes
from the field of higher education research, namely Tony Becher’s book
Academic Tribes and Territories (Becher 1989; second, enlarged edition
published as Becher and Trowler 2001). This influential work has been
eagerly adopted by discourse analysts, who have used the description of
disciplinary groupings presented in it as a basis for empirical research.8
For example, Hyland (2000) has studied differences in social interactions
manifested in texts representing eight disciplines. More recently, Fløt-
tum et al. (2006) complemented the analysis of disciplinary culture with
7Another key debate on the issue took place some 80 years before Snow’s lecture
between T.H. Huxley and Matthew Arnold (see Cordle 2000: 15–16).
8Groom (2009: 123) calls it ‘the de facto standard account of epistemological varia-
tion in academic discourse research’.
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the analysis of national culture by examining the writing in three dis-
ciplines (economics, linguistics and medicine) produced in three differ-
ent languages (English, French and Norwegian).9 The present study also
builds on Becher and Trowler (2001) and on the studies applying their
framework in linguistic research. The following sections describe the no-
tions of culture and discipline, and present the framework for classifying
disciplines which is used as a basis for linguistic analysis.
2.2 The notion of disciplinary culture
The view of science as a form of culture has underpinned many sociologi-
cal studies on scientists’ working practices (e.g. Latour and Woolgar 1986;
Latour 1987; Knorr Cetina 1999). Investigation into the characteristics of
individual disciplines has been an active area of research within higher
education research (e.g. Becher 1989; Evans 1993; Kekäle 1999; Becher
and Trowler 2001) and EAP (e.g. Hyland 2000; Dahl 2004; Fløttum et al.
2006), and both frameworks have commonly employed the metaphor of
individual disciplines as distinct cultures. In these lines of research, the
definition of ‘culture’ is typically borrowed from ethnography, where it
refers to a social group’s patterns of behaviour, beliefs, and sets of rules.
Besides terminology, many studies also employ methods associated with
ethnographic research, including the techniques of participant observa-
tion and in-depth interviewing (Pinch 1990: 295).10
9The influence of national culture on academic writing has been studied extensively.
A general introduction to contrastive rhetoric is found in Connor (1996), and studies
addressing the influence of national culture in specific settings include Mauranen (1993),
who studies texts written by Finnish and Anglo-American academics, Gunnarsson et al.
(1995), who contrast medical articles written in English, German and Swedish, and the
papers in a recent collection edited by Suomela-Salmi and Dervin (2009). The study by
Fløttum et al. (2006) is exceptional among large-scale cross-cultural studies in that it
investigates both the influence of national culture and disciplinary culture.
10An overview of how the notion of culture has been used in applied linguistics and
contrastive rhetoric is provided in Connor (1996: Chapter 6).
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The adoption of culture as a framework of analytical research is not
without problems. For example, Välimaa (1998: 119) argues that as ‘cul-
ture’ can be defined in a multitude of ways, the notion is potentially im-
practical in the context of higher education research, where it has to com-
prise a wide array characteristics of institutions, including their histories
and traditions. On the other hand, there are good reasons for treating
disciplines as cultures for analytical purposes, because as Myers (1995: 5)
observes, they clearly share a number of characteristics: their members
hold beliefs which may be unintelligible to outsiders, their beliefs are en-
coded in a language and embodied in practices, and new members are ac-
cepted through rituals. The aptness of this metaphor is also demonstrated
by the increasing volume of contrastive studies on disciplinary cultures.
Particularly important for higher education research has been the work
of Geertz (e.g. 1973; 1983), who likens the description of academics from
different disciplines to the ethnographic description of tribes. Discussing
what he refers to as the ‘ethnography of thought’, Geertz characterises
academic disciplines as ‘ways of being in the world’, and argues that the
pursuit of academic knowledge is not limited to carrying out technical
tasks, it means to ‘take on a cultural frame that defines a great part of one’s
life’ (1983: 155). Building on Geertz’s observations, Becher and Trowler
(2001: 23) define culture as a set of ‘taken-for-granted values, attitudes
and ways of behaving, which are articulated through and reinforced by
recurrent practices among people in a given context’.
In the context of academia, discipline is one of the most important
elements of the culture that define the professional lives of the members
of the community. Disciplinary cultures influence the way in which aca-
demics approach their objects of study, report on their research activi-
ties, and interact with their colleagues (Becher and Trowler 2001). Yli-
joki (2000: 341) sees the ‘core’ of a discipline as providing a moral order,
which defines the beliefs, values and norms of the local culture. The influ-
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ence of disciplinary cultures is not limited to research and teaching, but
extends to such issues as leadership patterns in university departments
(Kekäle 1999) and administrative behaviour within faculties (Del Favero
2005).
Becher and Trowler (2001: 41) single out the following elements as
constituents of a discipline: the existence of university departments de-
voted to the discipline, international currency, academic credibility, in-
tellectual substance, and the appropriateness of the subject matter. This
description suggests that the concept can be seen from two perspectives,
which Bath and Smith (2004) call the ‘epistemological’ perspective and
the ‘social’ perspective. The epistemological perspective sees the discipline
primarily characterised as the body of concepts, methods, and goals. The
social perspective, on the other hand, highlights the status of disciplines
as organised social groupings.11
Evans (1993) reserves the label ‘discipline’ to the epistemological def-
inition and uses the term ‘subject’ to refer to the institutional entities.12
He describes the epistemologically defined discipline as ‘an abstract map
of knowledge’, defined by such issues as the objects of study, techniques
of analysis, and theoretical assumptions. Academics place themselves on
this map according to how they see themselves in relation to these is-
sues. Their position with respect to general divisions – whether sciences
or humanities – is largely taken for granted, but academics also negotiate
their disciplinary identities in relation to more specific points on this map
(1993: 160–161).
The question of how disciplinary culture influences the language use
of academics is of particular interest in the present study. This question
is addressed by Hyland (2000: 8–10), who sees disciplines as ‘discourse
communities’ in the sense that the membership in a disciplinary commu-
11On the social perspective, see further Whitley (1984).
12Myers (1995: 6) suggests that in the same way as disciplines can be metaphorically
seen as cultures, departments could be conceptualised as nations.
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nity relies on mastering its specialised discourses. While members of dis-
ciplinary communities may hold divergent views on many central issues
and assumptions, these views can be discussed in the context of the disci-
pline, using the forms of communication agreed upon by the disciplinary
community. Hyland sees these forms of communication as culturally situ-
ated, and argues that ‘the rhetorical conventions of each text will reflect
something of the epistemological and social assumptions of the author’s
disciplinary culture’ (2000: 9).
The influence of disciplinary culture on the language and style of aca-
demic texts has been observed in numerous studies, and many of these
will be discussed in more detail in Chapter 3. Disciplinary culture has
also been found to play an important role in situations where the partici-
pants do not share the same linguistic or ethnic background. For example,
according to Flowerdew and Miller (1995: 346), disciplinary culture is
one of four relevant dimensions of the sociocultural context of academic
lectures addressed to L2 speakers of English by native speaker lecturers
in Hong Kong, along with ethnic, local and academic cultures. In this
particular communicative situation, salient features of the culture of the
discipline are the use of specialist vocabulary and the manner of organis-
ing the discourse (1995: 366–369). Fløttum et al. (2006: 64–65) in turn
show that in many cases the writers’ disciplinary culture determines their
language use much more than their national culture.
Much of the diversity of disciplinary cultures is caused by of the fact
that individual disciplines have emerged in different historical periods and
followed distinct paths of development. For this reason, many writers em-
phasise the role of history in the understanding of disciplinary cultures
and their influence on scientific writing. This view is held for instance by
Gunnarsson (2009: 31), who argues that texts reflect the authors’ ‘cog-
nitive genre frames’, that is, their perception of how matters of science
should be presented in a given context. The notion of discipline occupies
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the centre-stage also in her ‘cognitive analysis’;13 she sees professional
writing as being shaped by three contextual frames, a situated frame, a
disciplinary framework, and a societal framework (2009: 31–33).14 For
Gunnarsson, each discipline has its unique path of development, which
has a major influence on the evolution of texts.15
2.3 Classifying disciplinary cultures
Given the complexity involved in defining the notions of discipline and
culture, it is not surprising that ways of classifying disciplines are equally
numerous. The classification used in this study is based on Becher’s four-
fold typology of disciplinary groupings (Becher 1994; see also Becher and
Trowler 2001: 36), which has also been used in several previous EAP
studies.16 A summary of Becher’s taxonomy is provided in Table 2.1 on
page 22.
Becher and Trowler (2001: 182) distinguish between cognitive and
social characteristics of a discipline, referring to these respectively as ‘ter-
ritories’ and ‘tribes’. The cognitive dimension refers to the intellectual
territory of the discipline, including the characteristics of the subject mat-
ter and the ways of approaching it. The social dimension, by contrast,
13Gunnarsson’s (2009) multidimensional methodology examines texts at three levels,
which are ‘cognitive’, ‘pragmatic’ and ‘macrothematic’.
14See also Gunnarsson (1992) for an earlier version of this model.
15In recent years, numerous studies have investigated the diachronic evolution of
scientific writing in English. The development of scientific and medical writing in the
vernacular is discussed in Taavitsainen and Pahta (2004a), which covers the period of
Middle English. Studies on the evolution of scientific writing from Early Modern English
onwards include Atkinson (1999), Valle (1999), and Gross et al. (2002), as well as the
articles in the volume edited by Taavitsainen and Pahta (forthcoming). Taavitsainen and
Pahta (2000) analyse the development of the genre of medical case report in English in
the 19th and the 20th centuries, and Gunnarsson (2001) investigates the development of
the same genre in Swedish from the 18th to the 20th century.
16Recent studies drawing on Becher’s typology include Hyland (2000), Groom (2005,
2009), Knights (2005), Fløttum et al. (2006), Nesi and Gardner (2006), Burgess and
Martín-Martín (2009), and Holmes and Nesi (2010).
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denotes the characteristic patterns of interaction and communication be-
tween the members of the disciplinary community.17 The classification
of disciplines into disciplinary groupings is based on distinctions on the
cognitive dimension.
Becher and Trowler classify disciplines into distinct groups in relation
to four basic properties. A discipline is either ‘hard’ or ‘soft’, and either
‘pure’ or ‘applied’.18 In accordance with the anthropological framework
within which they place their work (which is also suggested by the choice
of the terms ‘tribes’ and ‘territories’), the analysis is based on how aca-
demics themselves see the relationship of different academic areas (2001:
34–35).
Each disciplinary culture investigated in this study represents a differ-
ent section in Becher’s classification. Medicine and physics are both ‘hard’
disciplines, the former being an ‘applied’ science and the latter a ‘pure’ sci-
ence. Law, in contrast, is a ‘soft-applied’ discipline, and literary criticism
a ‘soft-pure’ discipline. Brief descriptions of each of these disciplinary cul-
tures will be provided in the following sections.
2.3.1 Disciplinary culture of medicine
The classification of medicine as a ‘hard-applied’ discipline seems to be
largely uncontested (see e.g. Del Favero 2005: 92). The characteristics of
the ‘hard-applied’ grouping listed in Table 2.1 are applicable to medicine,
where the disciplinary culture is clearly dominated by professional values
to a much higher extent than in the ‘pure’ sciences.19 Pololi et al. (2009)
17The terms ‘urban’ and ‘rural’ are used to refer to the patterns of communication
characteristic of different disciplinary cultures (Becher and Trowler 2001: 106).
18Becher and Trowler adopt the terms ‘hard’, ‘soft’, ‘pure’, and ‘applied’ from Biglan
(1973).
19The emphasis on practical knowledge has characterised the discipline of medicine
throughout its long history, and has been a major factor in the diffusion of medical
knowledge (Taavitsainen and Pahta 2004b: 2). In the Early Modern Period, the advent
of printing had a major impact on the production and circulation of medical texts (see
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confirm that the adjective ‘applied’ is a fitting label for medical research.
Their study on the culture of academic medicine is based on interviews
with faculty members of five US medical schools, who expressed ‘a great
satisfaction in seeing their own discovery translated into clinical applica-
tion’ (2009: 1291).
In the KIAP project,20 medicine was classified as a natural science (see
e.g. Dahl 2004: 1814). At the same time, Fløttum et al. (2006: 20) com-
ment on its unique status as a discipline, which is reflected in its sharing
affinities also with social sciences like psychology.
2.3.2 Disciplinary culture of physics
There is little doubt that physics is a prime example of a ‘hard’ and ‘pure’
discipline, and it has explicitly been classified as such for example by
Biglan (1973: 198) and Becher and Trowler (2001: 52). This classifica-
tion holds for both traditional and interdisciplinary specialisms such as
biophysics, which is the specialism that the corpus texts represent (see
Section 5.2.3). In Del Favero’s (2005: 92) study, biophysics is classified as
a ‘hard-pure’ discipline.
The disciplinary culture of physics has received a great deal of schol-
arly attention, and the relevant literature includes some of the most well-
known and often-cited sociological studies on the culture of science.21 De-
spite the fact that the particular environments for doing research can be
very different with respect to their status and working conditions (Pinch
1990: 296), the disciplinary culture of physics is regarded as convergent.
Characteristics of the disciplinary culture include an intense specialisation
and a high ‘people to problem’ ratio, leading to intense competition, col-
further Taavitsainen et al. forthcoming).
20The acronym stands for ‘Kulturell Identitet i Akademisk Prosa’.
21See e.g. Gaston (1973), Latour (1987).
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laborative work, and a high publication rate (Becher and Trowler 2001:
70, 105).
Knowledge-building in physics is essentially seen as a cumulative en-
deavour, where studies build directly on earlier research and improve on
it.22 This key characteristic also defines how physicists themselves see
their work23 and influences the nature of arguments that are presented in
research reports. For example, according to Fahnestock and Secor, a char-
acteristic of scientific arguments is that they ‘will lead to specific proposals
and altered actions’ (1988: 441), unlike arguments in fields like literary
criticism.
2.3.3 Disciplinary culture of law
In Becher and Trowler’s (2001: 25) classification, law is a ‘soft-applied’
discipline, representing, as they put it, a ‘humanities-related profession’.
Compared to medicine or physics, much less has been written on the dis-
ciplinary culture of law, and the dearth of research may be attributable
to the close ties it has with the surrounding professional practice (Becher
and Trowler 2001: 53). It seems clear that the emphasis on professional
values is characteristic of both of the ‘applied’ disciplines investigated in
this study: medicine and law.
In Toma’s analysis, disciplinary culture is one of the components that
define legal scholars’ careers; the other components are the culture of the
enquiry paradigm, the culture of the legal profession, the culture of the
institution, and the society at large (1997: 689; 699). He defines the disci-
plinary culture of law as being made up of a particular body of knowledge,
language, symbols, and publication system. Interdisciplinary scholars may
also belong to more than one disciplinary culture (1997: 689).
22As summarised by Pinch (1990: 298), ‘in science, today’s knowledge is always
treated as better than what we had in the past’.
23For example, in the interviews of physicists carried out by Bazerman (1985: 19),
this issue cropped up repeatedly.
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Becher and Trowler (2001: 187) characterise the disciplinary culture
of law as divergent in the sense that scholars are divided as to what the
precise nature of their subject matter is. However, bearing in mind Hy-
land’s characterisation of disciplines as ‘contexts in which disagreements
can be deliberated’ (2001: 11), the significance of this divergence should
not be overstated. Toma (1997) further notes that social sciences are in
general divergent, and law is no exception. Drawing on the classification
of social scientists presented by Lincoln and Guba (1994), Toma (1997:
683) identifies three major groups of legal scholars based on the paradigm
of enquiry they represent: legal realists, critical scholars and interpretive
scholars. At the same time, he acknowledges that in most cases, the cul-
ture of the discipline overrides the culture of the paradigm, and paradigm
choice only becomes important if it takes the scholars outside the main-
stream of the discipline (1997: 696–697).
2.3.4 Disciplinary culture of literary criticism
Literary criticism24 is a ‘soft’ and ‘pure’ discipline in Becher and Trowler’s
(2001) classification.25 Its position with respect to institutional structures
is less clear than that of the other three disciplines. Literary criticism
may be taught in various kinds of departments, which often also comprise
other areas of study, such as linguistics or language pedagogy.
Literary criticism could also be characterised as a ‘divergent’ discipline,
because it comprises different kinds of activities and paradigms of enquiry.
Distinctions can be made, for instance, between ‘practical’ and ‘theoreti-
cal’ critics, or between advocates of conflicting theories (see Evans 1993:
24The term ‘literary criticism’ is potentially ambiguous, and is here understood to
mean what could be broadly described as ‘academic literary studies’. For a discussion of
these and other related terms, see e.g. Gläser (1995: 125–128).
25Sosnoski (1994: 50–51) argues that most critics would not see ‘literary studies’ as
being defined by a common paradigm of enquiry, and consider it as a discipline only in
the institutional sense.
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14–17 and Becher and Trowler 2001: 188). The heterogeneity of liter-
ary criticism as a discipline has also been noted by Leppänen (1993),
who presents a six-tier classification of models of interpretation based on
where the locus of meaning is seen to be; these are text-based, author-
based, reader-based, community-based, interactive, and social-interactive
(1993: 49).
The ethnographic survey conducted by Evans in the 1990s showed
that the identity of academics based in English departments in the UK is
somewhat ambiguous. Some staff members see their role as being a me-
diator and an explicator in the service of creative writers, whereas others
see themselves primarily as creative writers. Students of the same depart-
ments are taught to discuss and argue about literature analytically, rather
than encouraged to show personality or creativity in their critical writing
(Evans 1993: 44–51). On the other hand, Vendler (2007: 186) emphasises
the importance of creative writing over criticism, arguing that the primary
mission of literature professors is the ‘training of the next generation of
literary authors, and especially poets’.
Traditionally, literary criticism has not been seen as cumulative but
rather as an isolated enterprise concerned with particularities of individ-
ual texts (see e.g. Fahnestock and Secor 1992). However, this view was
found to be somewhat outdated by Wilder (2005: 111), who suggests
that the rhetoric of modern literary criticism has evolved towards becom-
ing more similar to the rhetoric of science where individual contributions
advance larger knowledge-building projects.
2.4 Summary
As the overview presented in this chapter demonstrates, discipline is an
important factor causing variation between academic texts, and an inves-
tigation into disciplinary differences is therefore an important component
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of the analysis of variation within academic discourse. Academic texts are
products of a complex relationship between social aspects of academic
communities and the epistemological properties of their knowledge forms
(Becher and Trowler 2001: 24). There is also plenty of evidence that dis-
cipline plays a crucial role in accounting for how academic discourse is
constructed, and how it is interpreted. Disciplinary cultures differ in many
respects – the most obvious differences being the objects of study and the
methodology – and these differences clearly play a role in how language
is used. If we are interested in differences between disciplinary cultures,
we will do well to study the texts produced by academics, because they
are crucial to establishing the cultural identity of a group (Becher and
Trowler 2001: 46).
To sum up, discipline can potentially explain why writers choose cer-
tain linguistic and stylistic features over others. The role of discipline
in genre analysis is highlighted by Bhatia, who argues that ‘genre theory
cannot afford to ignore disciplinary conflicts any longer, and must come to
terms with this aspect of discourse construction, interpretation and use’
(2004: 30). Recent work on disciplinary differences in academic prose,
some of which is reviewed in the following chapter, has made it clear that
discipline is a relevant notion in EAP research in general. It offers, as
Hyland puts it, ‘a framework for conceptualising the expectations, con-
ventions and practices which influence academic communication’ (2006:
20).
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Chapter 3
Previous research on disciplinary
discourses
3.1 Introduction
This chapter provides an overview of previous work on disciplinary dif-
ferences in academic writing. The entire body of research in the field of
EAP is broad, and much of this research is underpinned by research car-
ried out in other fields, notably sociology and history of science. Given
the breadth of the field, this overview will necessarily be selective, con-
centrating on studies that are directly relevant to the present work. More
general overviews of recent EAP research include Swales (1990), Swales
(2000), and Swales (2004a), which focus on genre analysis in particu-
lar. In addition, Biber (2006b: 6–18) reviews many studies and includes a
summary of especially common features of academic prose based on the
Longman Grammar (Biber et al. 1999). Hyland (2006: 22–23) provides a
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list of studies on rhetorical variation across disciplines. Sanderson (2008:
48–59) presents a very critical review of previous EAP research method-
ologies. An overview of research in the sociology of scientific knowledge
is provided in Kiikeri and Ylikoski (2004).
The starting point in the present study is grammatical structure. My
aim is to provide a usage-based account of the use of three grammatical
constructions – declarative content clauses, interrogative content clauses,
and as-predicative constructions – in RAs in four different disciplines (see
Section 1.1). The core elements of the study design are the description
of these constructions, the selection of a suitable corpus, the retrieval
of data, the quantitative/statistical analysis of data, and the qualitative
interpretation of the quantitative findings. Earlier research representing a
similar orientation is reviewed in Section 3.2.
In addition, important contributions to the core elements listed above
are found in studies that represent other approaches. For example, re-
search on the genre of the RA is important for choosing a representa-
tive corpus and analysing the motivations for using particular expressions.
Metadiscourse phenomena are similarly pertinent to the analysis of these
constructions, because they are also motivated by similar concerns. Yet
another perspective on RAs is offered by corpus-based register analyses,
which describe the characteristics of RAs in relation to other registers of
English.
This chapter concentrates exclusively on previous research carried out
in the EAP framework. The theoretical background relating to general
corpus linguistic methodology will be discussed in Chapter 6, which pro-
vides a description of the methodology used in the present study. Each
grammatical construction analysed is described in the relevant case study.
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3.2 Constructions and patterns
As indicated in Section 1.1, this study is a bottom-up investigation into the
use of three grammatical patterns in a sample of academic writing repre-
senting four disciplines. Some early corpus-based analyses of syntactic
phenomena in academic prose are directly relevant to this approach. For
example, Gopnik (1972), who examines a number of syntactic patterns
occurring in scientific texts, uses an approach that consists of establishing
an abstract ‘normalized form’ of certain syntactic patterns, and treating
the relevant sentences occurring in her corpus as stylistic variants of this
normal form (1972: 47–8). An example of a study with a more specific
focus is Varantola (1984), who studies NP structures in a sample of ‘en-
gineering English’, operationalised as the language used in professional
engineering journals (1984: 53).
The study by Huddleston (1971), which he himself describes as ‘an
exercise in “descriptive linguistics”’ (1971: 2), is of particular relevance to
the present study. By covering a wide range of grammatical phenomena,
the work provides baseline data to which the present results can be com-
pared. In addition, bearing in mind that according to Sanderson (2008:
50), insufficient sample size is a common problem in EAP studies, another
advantage of Huddleston’s study is that it is based on a reasonably large
corpus of 135,000 words representing three strata of scientific writing.26
Swales (2004b) revisited some of Huddleston’s quantitative results and
found them to be in agreement with results obtained from a much larger
corpus.
Many of the later corpus-based studies on grammatical structures in
academic prose have made use of the framework of pattern grammar
(Hunston and Francis 2000; see Section 6.3.1). In this framework, the
26Of course, what counts as a sufficiently large corpus depends crucially on the re-
search topic; even fairly small samples may contain sufficient amounts of data on fre-
quently occurring linguistic features such as nouns. See further Biber (1993: 248–252).
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point of departure is a ‘core’ lexical item such as a grammatical word,
which is then analysed in terms of what kind of items it patterns with, or
how it projects subsequent items in the discourse. Choosing grammatical
words as the starting point in the analysis of specialised discourse (such
as academic prose) is advocated by Hunston (2008: 272), on the grounds
that they are useful for identifying semantic sequences, which indicate
‘what is often said’ in the discourse.
The perspective outlined by Hunston is adopted by Charles in a num-
ber of studies comparing how various phraseological patterns are used in
MPhil and DPhil theses from two different disciplines (politics and ma-
terials science) (Charles 2003; Charles 2006a; Charles 2006b; Charles
2007a). Other useful studies include Groom (2005), who contrasts the
use of ‘introductory it patterns’ across two genres (RAs and book reviews)
and disciplines (literary criticism and history), and Hewings and Hewings
(2002) who compare the use of this pattern by students and published
writers.
Studies that follow a similar approach without espousing the pattern
grammar framework include Huckin and Pesante (1988) on the existential
there and Carter-Thomas and Rowley-Jolivet (2008) on if -conditionals.
Along with numerous studies devoted to discourse phenomena, Hyland
and Tse (2005a; 2005b) have also investigated the use of grammatical
constructions, including the so-called ‘evaluative that construction’.
In her review of recent changes in the methodologies used in linguis-
tics, Traugott (2007: 205) observes an increased interest in the analysis
of form-meaning pairings, especially in such fields as cognitive linguistics
and construction grammar. The main reasons for following this particular
approach in the present study are the accuracy of grammatical description
and the possibility to investigate the co-occurrence patterns of construc-
tions in different subcorpora using statistical techniques. These aspects
will be discussed in more detail in Section 6.2. In addition, bearing in
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mind Hunston’s (2008) point about the utility of semantic sequences, a
usage-based analysis of grammatical constructions may also shed light
on the characteristics of different disciplinary discourses. All three con-
structions investigated in this study are frequently used across the board.
Moreover, as these constructions are typically used for such purposes as
stating claims, reporting activities, and expressing evaluations, there are
good reasons to expect that their use is predicated on the general charac-
teristics of different disciplinary discourses.
It is good to remember that drawing conclusions about the charac-
teristics of disciplinary cultures based on the frequencies of constructions
in a corpus is not always straightforward. Sanderson (2008: 54) notes
in particular that many contrastive studies display ‘a marked discrepancy
between the huge general trends or cultural differences posited and the
nature of the supporting data’. However, it seems reasonable to assume
that the description of these three constructions may at least be indicative
of such differences, and thus provide relevant input for the contrastive
analysis of disciplinary cultures. At any rate, given the size of the cor-
pus, the high frequency of the constructions in focus, and the important
role they play in academic discourse, the present study is likely to be in
a much better position to make such generalisations than many of the
studies criticised by Sanderson (2008).
3.3 Genre analysis
The ESP approach to genre analysis is a version of discourse analysis that
focusses on the notion of genre, defined by Swales as comprising a ‘class of
communicative events which share some set of communicative purposes’
(1990: 58). A similar view of genres is held by Bhatia (1993: 13–16), who
sees them as structured and conventionalised communicative events, pri-
marily characterised by communicative purposes that are understood by
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the members of the community.27 Bhatia’s definition of genres also allows
them to subsume various ‘subgenres’, which have different communica-
tive purposes.
Genre analysts see any attempt to pair up discourse functions with
linguistic forms as being ultimately linked to the notion of genre. This
perspective is elegantly summarised by Bhatia as follows:
Although it is not always possible to find an exact correla-
tion between the form of linguistic resources (be they lexico-
grammatical or discoursal) and the functional values they as-
sume in discourse, one is likely to find a much closer rela-
tionship between them within a genre than any other concept
accounting for linguistic variation (Bhatia 1993: 15).
Berkenkotter and Huckin offer a slightly different formulation of gen-
res, defining them as ‘dynamic rhetorical structures that can be manipu-
lated according to the conditions of use’ (1995: 3). For Berkenkotter and
Huckin, genres are fundamental to disciplinary knowledge-building, and
they reflect the norms, epistemology, ideology and social ontology of com-
munities. At the same time, their sociocognitive definition emphasises the
dynamic nature of genres; genres are embedded in the communicative
activities of the participants, and they evolve through time according to
their needs (1995: 4, 24; see also Taavitsainen 2001).
A major focus in genre-analytical research on the RA has been the
identification and labelling of the kinds of rhetorical ‘moves’ that are as-
sociated with different macrostructures of the RA. The concept of ‘move’
refers to distinct discursive units, which have coherent communicative
functions.
27Note that this approach differs from how the notion of genre is defined in systemic
functional grammar. In functional grammar, the notions ‘genre’, ‘register’ and ‘language’
form a three-plane model. ‘Genre’ is the context of culture. ‘Register’, the context of
situation, functions as the expression form of genre, and ‘language’ as the expression
form of ‘register’ (Martin 1992: 495; see also Eggins and Martin 1997: 241–243).
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Genre analysts’ work on the RA has taken into account the global
context in which the genre is produced. For example, drawing on well-
known sociological studies following scientists’ activities in the labora-
tory,28 Swales (1990: 118–124) notes that the laboratory record and the
research paper related to it are two distinct genres with their own conven-
tions. The research paper represents a public story based on the events
that took place in the laboratory, and the production of this public story
involves various textual strategies, including the reversal of the chronol-
ogy of events, switch of tenses, and adjustments of claims (see further
Myers 1985; Myers 1990). Gilbert and Mulkay identify two interpretative
repertoires associated with these two kinds of discourse. Scientists’ public
discourse makes use of an ‘empiricist repertoire’ that is characterised by
impersonality, whereas their informal talk employs a ‘contingent reper-
toire’, where personal inclinations and social positions can be invoked
(1984: 56–57).
Another characteristic of genre analysis is its emphasis on pedagogi-
cal application. Typically, the aim of genre analysis is to help non-native
speakers in academic speaking and writing tasks by providing them with
the necessary knowledge to acquire the discourse competence within a
particular discourse community (e.g. Bruce 2009: 106). However, it has
also been suggested that genre theory might not be equally valid for the
analysis of writing in the second language. For example, Connor finds
genre a useful notion in the analysis of how students acquire disciplinary
genre knowledge – particularly if this knowledge is understood to be es-
sentially dynamic as in Berkenkotter and Huckin (1995) – but argues that
the notion ‘cannot be used to classify all varieties of writing in cross-
cultural settings’ (Connor 1996: 129)
The basic notions of genre theory have also been modified to better
suit individual research tasks. For instance, in a comparative study of RAs
28These include Knorr Cetina (1981); Gilbert and Mulkay (1984); Latour and Woolgar
(1986).
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in sociology and organic chemistry, Bruce (2009: 106–108) has put for-
ward a distinction between ‘social genres’, which correspond to Swales’s
functional definition, and ‘cognitive genres’, which are prototypical tex-
tual patterns that are individually activated by different communicative
purposes. Building on Swales’s move analysis, Gunnarsson (2009: 46–
49) has developed a method for ‘macrothematic’ analysis of scientific texts
which represent different periods and genres.
Genre-analytical research on the RA is highly relevant to the present
investigation for two reasons. First, this literature is very useful in choos-
ing a representative corpus of the genre: it provides information about
the internal structure of the RA, distinguishing between what is typical
and what is exceptional in the genre. Of particular interest to the present
investigation are contrastive studies concentrating on structural variation
between RAs representing different disciplines (see Section 4.3). Second,
genre analyses commonly contain a wealth of descriptive insights, and
information about moves associated with specific macrostructures is help-
ful in the qualitative analysis of corpus findings.29 The macrostructures
relevant to the four disciplines investigated are discussed in Section 4.2
and their contribution to the compilation of the corpus is described in
Chapter 5.
29It could be noted here that while the ultimate goal of corpus-based genre analysis
may be the systematic pairing of linguistic features with specific rhetorical moves (see
Thompson 2006), this endeavour is outside the scope of this study. While the move
structures of RAs have been studied extensively in some disciplines (e.g. medicine), no
systematic framework is currently available that would cover all rhetorical sections in
the four disciplines analysed in this study. Even if this information was available, the
identification of rhetorical moves would require qualitative analysis and close reading,
too large a task to be carried out for a corpus of this magnitude. See further Section 5.3.3.
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3.4 Metadiscourse
Descriptive results on disciplinary differences in academic writing have
recently been produced under the general label of ‘metadiscourse’ (e.g.
Mauranen 1993; Gläser 1995; Moreno 1997; Bunton 1999; Taavitsainen
2000; Dahl 2004; Hyland 2004; Hyland and Tse 2004; Hyland 2005a;
Ädel 2006). Metadiscourse, understood as being the umbrella term for
‘the linguistic resources used to organize the discourse or the writer’s
stance towards either its content or the reader’ (Hyland and Tse 2004:
157),30 has been linked with expectations concerning both the structure
of an argument and an acceptable writer persona in a particular discipline
(Hyland 2004: 136). Metadiscourse guiding a reader through the text is
known as ‘interactive’ metadiscourse, and metadiscourse related to the
writer’s persona as ‘interactional’ metadiscourse.31
The definition of metadiscourse also covers such discourse phenom-
ena as hedging and boosting. The frequency of hedges has been linked to
the writer’s perceived status in the disciplinary community; for instance,
Koutsantoni (2006) suggests that the frequent hedging by research stu-
dents compared to expert writers reflects their perception of the power
asymmetry between them and their examiners. Similar trends have been
observed in the use of boosters, both with respect to how frequent they
are overall, and what specific items are favoured in different contexts. For
30The precise definition of the term varies. Some writers, e.g. Hyland (1998b) and
Dahl (2004), make the distinction between ‘interpersonal’ and ‘textual’ metadiscourse.
Textual metadiscourse is also frequently referred to as ‘metatext’ (see e.g. Mauranen
1993 and Bunton 1999). A useful overview of various ‘meta’-terms used in the literature
is provided by Ädel (2006: 13–219).
31For Hyland (2004: 139), resources of interactive metadiscourse comprise transi-
tions, frame markers, endophoric markers, evidentials and code glosses, while interac-
tional metadiscourse comprises hedges, boosters, attitude markers, engagement markers
and self-mentions. The category of ‘interaction’ is divided into ‘stance’ and ‘engagement’
in Hyland (2005b: 177), where hedges, boosters, attitude markers and self-mentions are
grouped together as ‘stance’ resources, and the category ‘engagement’ further subdivided
into reader pronouns, directives, questions, shared knowledge, and personal asides.
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example, in Peacock’s (2006) investigation, specific boosters were more
frequently used in the ‘soft’ rather than ‘hard’ disciplines.
Hyland (2004) has found metadiscourse items in general, and interac-
tional metadiscourse items in particular, to be more frequently used in the
soft than the hard fields, as far as L2 postgraduate writing is concerned.
He takes this to be a reflection of the fact that the role of personal in-
terpretation and persuasion is more central in the humanities and social
sciences, because writers in those fields cannot rely on established quan-
titative methods to the same extent as scientists (Hyland 2004: 144–145;
see also Hyland and Tse 2004: 172–173).
The notion of metadiscourse has close ties with the constructions in-
vestigated in this study, because they often occur in sentences that can
be analysed as metadiscourse. For example, Hyland (2004) treats the se-
quences it is clear that and this might also indicate that respectively as
examples of boosters and hedges. In the present study, these sequences
are analysed as examples of two different constructions, namely as extra-
posed content clauses and verb-licensed content clauses (see Chapter 7).
As one of the research goals is to find out what the typical discourse func-
tions of such sequences are, studies on metadiscourse are relevant to the
analysis.
At the same time, metadiscourse is a complex phenomenon whose
scope cannot be easily determined (see e.g. Swales 1990: 188), as the
variety of definitions given above suggest. To make matters worse, Ifanti-
dou argues that much of the literature on metadiscourse is ‘theoretically
inadequate’ (2005: 1330), because the distinctions are made on fuzzy
grounds and metadiscourse items are put into overlapping categories.
The corpus-based analysis of metadiscourse is also difficult from a
methodological point of view, because the functional category of metadis-
course is open-ended, and the items which potentially belong to it are
polysemous (this point is elaborated in Section 6.2). For this reason, the
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grammatical constructions in focus are not linked to the top-level category
of metadiscourse or any of its subcategories. Instead, it is acknowledged
that they can be used in contexts that can legitimately be described as
being ‘metadiscursive’ in Hyland’s (2004) sense.
3.5 Register analysis
The framework of ‘register analysis’ is associated with the work of Biber,
and much of this work is directly relevant to the analysis of academic
prose. Biber (1994: 32) defines ‘registers’ as ‘language varieties associated
with different situations and purposes’, thus corresponding to what are
referred to as ‘genres’ in Swales (1990) and Biber (1988). The kind of
register analysis advocated by Biber concentrates on three properties of
registers: their linguistic characteristics, their situational characteristics,
and the systematic associations between these two; register analysis is
always quantitative, and needs to consider a representative selection of
linguistic features in order to be comprehensive (1994: 33–35).32
Register analysis may provide two kinds of information about aca-
demic prose. On the one hand, many studies have attempted to de-
scribe the entire register of academic prose, applying the methodology of
multidimensional analysis. Many differences between disciplines or disci-
plinary groupings cropped up in Biber’s (1988) multidimensional study:
for instance, humanities academic prose scores higher on narrative con-
cerns than academic prose in the social sciences or in technology and en-
32Note that this section only considers Biber’s definition of register analysis, which
differs markedly from what is understood as ‘register analysis’ in the systemic functional
grammar. In functional grammar, register is defined in relation to three variables, field
(the social action), tenor (the role structure) and mode (the symbolic organisation),
which are related to the three metafunctions of language, the ideational, interpersonal,
and textual metafunction (e.g. Halliday 1985; Eggins and Martin 1997). Overviews of
the multiple ways of how these and related terms have been used in previous research
are provided in Biber (1994), Lee (2001), and Biber (2006b: 10–12).
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gineering. By contrast, legal academic prose is characterised by overt ex-
pression of persuasion, and scientific prose by abstract, technical and for-
mal discourse (1988: 186–189). Biber and Finegan (1994), meanwhile,
show that despite the amount of intratextual variation within medical
RAs, all four rhetorical sections (Introduction, Methods, Results, Discus-
sion) are situated close to the ‘informational’ end of their ‘Dimension 1’,
which signifies ‘Involved versus informational production’.
Another strand of register analysis has focussed on the use of particular
grammatical features and described their patterns of variation in relation
to the concept of register. Biber suggests that this approach is not limited
to the investigation of what is ‘distinctive’ about a linguistic feature as it
is used in a particular register; in addition, the analysis of how linguistic
features are used in different registers is also a gateway to the description
of registers in their entirety (2006b: 12-13).
An example of this kind of register analysis is the Longman grammar
(Biber et al. 1999), where one of the four registers in focus is labelled ‘aca-
demic prose’. The description of topics in the grammar combines both fre-
quency data and the analysis of their discourse functions. Taken together,
the linguistic features found to be particularly common in academic prose,
conveniently summarised in Biber (2006b: 15–18), thus provide a linguis-
tic description of this register.
The corpus-based description of grammatical features ties in with the
analysis of how speakers express their personal feelings, attitudes, value
judgements and assessments, referred to as ‘stance’. According to Biber
et al. (1999: 969-970), certain grammatical features typically function
as stance markers, indicating the speaker’s assessment of the proposition
that is being expressed. The quantitative analysis of such features can
thus provide information about how often stance is expressed in specific
registers, and what kind of stance marking is characteristic of them.
The main grammatical devices for expressing stance are adverbials
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and complement clauses.33 Although stance markers are more common
in spoken language than written language, Biber et al. (1999: 979–980)
note that they are prevalent also in academic prose. The marking of epis-
temic stance in particular has been shown to be an important element in
academic registers (Biber 2006a).
The constructions investigated in this study are directly relevant to
the expression of stance. This is especially true for declarative content
clauses licensed by nouns, verbs and adjectives, which are considered to
be one of the main devices of stance marking (Biber et al. 1999; see also
Charles 2003 and Charles 2007a). Information about stance marking is
therefore useful for interpreting the discourse function of grammatical
constructions in different contexts. However, it could also be argued that
the kinds of meanings expressed by interrogative content clauses and as-
predicative constructions are frequently evaluative or affective, and there-
fore these constructions could be linked to the expression of stance, even
though they have not been considered as stance markers in earlier re-
search. For this reason, results of the present investigation can be seen as
complementing the existing research on evaluative meanings in texts, and
thus contributing to a fuller understanding of the phenomenon of stance
marking within the register of academic prose.
3.6 Rhetorical analysis
Over the past thirty years, many important studies on disciplinarity in aca-
demic prose have been carried out in the framework of rhetorical analysis,
particularly in the ‘new rhetoric’ tradition. These studies have paid close
attention to the social context and the processes surrounding the produc-
tion and consumption of texts, with the aim of helping writers choose
33The grammatical marking of stance in academic texts has also been investigated
diachronically in e.g. Biber (2004: 112) and Gray et al. (forthcoming), focussing on a
slightly different set of grammatical features.
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rhetorical strategies that are appropriate in a given situation (Biber et al.
2007: 6). While primarily oriented towards writing in the first language,
work in the ‘new rhetoric’ has also influenced research on second lan-
guage writing, particularly within the framework of contrastive rhetoric
(Connor 1996: 66–71).
Relevant studies of academic prose from the perspective of rhetoric
include Bazerman (1981), who has compared articles representing three
disciplines (literary criticism, sociology, physics) with respect to how they
orient towards their objects of study, previous research, the anticipated
audience, and the writer’s own self. Fahnestock and Secor (1988) sug-
gest that scientific and literary arguments are fundamentally different, in
that they address different ‘stases’ (i.e. components that need to be justi-
fied): while scientific arguments are typically concerned with matters of
fact, definition and cause, literary arguments place much more weight on
questions of value (1988: 432;436). Literary critical arguments have in
general received a great deal of attention from rhetorical scholars. Fahne-
stock and Secor (1992) defined the ‘special topoi’ of literary criticism, and
the status of these topoi has later been reconsidered in Wilder (2003);
Wilder (2005). Warren (2006) has investigated the construction of liter-
ary arguments using think-aloud protocols.
It is clear that rhetorical analysis differs markedly from the approach
in the present study. According to Flowerdew, the main differences be-
tween rhetorical analysis and ESP research is that the former is oriented
towards professional writing in the L1 rather than L2, and methodologi-
cally relies on ethnography rather than linguistic analysis (2005: 323–4).
In addition, because rhetorical analysts operate with complex interpreta-
tive categories which can only be identified by close reading, their stud-
ies are typically qualitative rather than quantitative, providing a detailed
analysis of a relatively small number of texts.34 Despite these differences,
34Compared to EAP studies, rhetorical analyses also seem to be more interested in
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Flowerdew prefers to see these two approaches as complementary. From
this perspective, rhetorical studies are useful for interpreting the quan-
titative findings emerging from corpus data in relation to the rhetorical
characteristics of different disciplinary discourses.
3.7 Lexical studies
Many studies have focussed on the use of particular lexical items in aca-
demic English. Although the current study focusses on grammatical con-
structions, it is useful to take up three studies on lexical items which relate
to the constructions in focus. The study by Meyer (1997) concentrates on
the lexical field of ‘coming-to-know’. According to Meyer, verbs belonging
to this lexical field tend to share the following characteristics: their sub-
ject is the researcher, and their object is some bit of knowledge about the
object of study. Semantically, these verbs describe the cognitive achieve-
ment of coming to know as the result of some intentional action. The list
of coming-to-know items comprises more than 50 verb lemmas and their
nominalised counterparts (1997: 119–120, 213).
Building on Meyer’s work, Kerz (2007) concentrates on another group
of verbs, which she calls ‘research predicates’. Research predicates are
dynamic cognitive and atelic verbs, which are representative of a single
schematisation of knowledge, and have the potential to designate the en-
tire research process (2007: 5–7). Kerz found that ten verbs fulfil these
criteria (study, analyse, research, examine, investigate, survey, explore, in-
quire, inspect, and scrutinize), and investigated their use in a subsample
of the BNC.
Malmström (2007) concentrates on another group of verbs, which he
calls ‘knowledge-stating verbs’. This group includes seven non-factive
verbs – argue, claim, suggest, propose, maintain, assume, and believe – that
texts that are exceptional in some way (see e.g. Secor and Walsh 2004).
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could function as central elements in ‘knowledge statements’ and were
sufficiently frequent in his corpus.35
Studies on groups of lexical items such as those listed above are rele-
vant to the present study, because they contain a great deal of information
about specific lexical items, which is useful for the interpretation of results
of quantitative analysis.
3.8 Corpus-driven approaches
Some of the recent work on academic discourse falls under the category of
‘corpus-driven’ in the sense that ‘decisions on which linguistic features are
important or should be studied are extracted from the data itself’ (Rayson
2008: 521; see also Tognini-Bonelli 2001).36 Even though the present
study is corpus-based in its orientation, results from corpus-driven inves-
tigations are of interest here, because the constructions in focus, as well
as and the lexical items co-occurring with them, often surface in corpus-
driven investigations. These investigations therefore provide useful infor-
mation about the complementation patterns of words, and lend further
support to the idea these particular constructions are important resources
in academic prose.
An example of corpus-driven inquiry is the compilation of vocabulary
lists which could be made use of in language teaching. For example, based
on the analysis of a corpus of 3.5 million words, Coxhead (2000) presents
a widely used 570-word academic word list (AWL), which is designed to
provide a good coverage of general academic vocabulary irrespective of
the subject area. Subsequent studies have found AWL words to be useful
35See also Hiltunen and Tyrkkö (2009; forthcoming), who study the diachronic
changes in the use of certain nouns and verbs expressing knowledge-related meanings
in medical writing.
36Rayson (2008) describes his own approach as ‘data-driven’, as it relies on informa-
tion contained in existing POS-tags.
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in specific disciplinary contexts not investigated in Coxhead (2000), such
as medicine (Chen and Ge 2007) and applied linguistics (Vongpumivitch
et al. 2009). However, Hyland and Tse (2007) are critical of the concept
of universal academic vocabulary. They argue that the AWL is not ideal
for teaching purposes, because it ignores the fact that much of academic
vocabulary is discipline-specific (see also Paquot 2007).
Another widely used corpus-driven approach is ‘keyword analysis’ (see
Scott and Tribble 2006). ‘Keywords’ are words that are unusually frequent
or infrequent in the target corpus compared to a larger reference corpus.
According to Xiao and McEnery (2005: 68), keyword analysis can pro-
vide a ‘low-effort’ alternative to the technically demanding multidimen-
sional analysis. This approach is used for example by Paquot and Bestgen
(2009) to identify ‘English for General Academic Purposes’ words, and
by Holmes and Nesi (2010) to compare student writing in five academic
disciplines. Of particular interest to the present study is Groom’s (2009)
corpus-driven analysis of book reviews in two humanities disciplines (his-
tory and literary criticism), because one of the keywords emerging from
the analysis is the preposition as, which links up with the as-predicative
constructions discussed in Chapter 9.37
Many recent studies have also paid considerable attention to recurring
word forms in academic language, variously referred to as ‘n-grams’ or
‘lexical bundles’, (Biber et al. 2004; Cortes 2004; Nesi and Basturkmen
2006; Biber and Barbieri 2007; Cortes 2008; Hyland 2008). In contrast to
‘collostructions’, which are co-occurrences of lexical items with particular
grammatical constructions (see Chapter 6.3.3), lexical bundles are similar
to traditional collocations in that they do not necessarily form structural
units. Biber et al. (1999: 989) call lexical bundles ‘extended collocations’,
that is, sequences of words that have a statistically significant tendency to
37Note that in their analysis of the as-predicative construction, Gries et al. (2005)
refer to the word as as a particle. See the discussion in Section 9.2.
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co-occur.38
The study of lexical bundles offers another way to capture what is typi-
cal of a particular discourse. A good example of this line of research is the
study by Biber et al. (1999: 1014–1024), which characterises the main
structural patterns of lexical bundles occurring in academic prose. This
work is of interest to the present study, because it draws attention to par-
ticular phraseologies that are characteristic of academic prose style. For
example, among the relevant structural patterns, we find two construc-
tions that are discussed in the case studies (the ‘anticipatory it + verb
phrase/adjective phrase’ and the ‘(verb phrase +) that-clause fragment’)
(Biber et al. 1999: 1019, 1021), which confirms that they are important
resources for writers of academic prose. The utility of lexical bundles for
the study of disciplinary differences is further demonstrated by Hyland
(2008), who found marked differences in writers’ preferences for certain
4-word bundles over others.
3.9 Summary
The objective of this study is to analyse how specific grammatical con-
structions are used in research writing in different disciplinary cultures.
The focus is on the kinds of text meanings these constructions express in
different disciplines, and corpus linguistic techniques are used as a gate-
way to the analysis of such text meanings.
The previous work that is most directly relevant to the present study
has been done in the framework of pattern grammar, some of which was
reviewed in Section 3.2. This body of literature has shed light not only
on how certain constructions are used in different contexts, but also on
38However, as Cheng et al. (2006) point out, this basic approach is limited because
it can neither detect non-contiguous n-grams nor handle positional variation. For this
reason, they put forward another way of identifying and analysing word associations,
which they call ‘concgrams’.
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how they contribute to the structure of texts. This approach is thus able to
provide the kind of information that is required for a contrastive analysis
of disciplinary discourses.
Other approaches reviewed in this chapter have focussed on academic
writing as social interaction. These studies provide information about
the generic structure of the RA in different disciplinary contexts, which
is useful for choosing a suitable corpus. What is more, they focus on the
patterns of communication and the expectations of disciplinary discourse
communities regarding an appropriate writer persona. These issues are
highly relevant to the interpretation of quantitative findings emerging
from corpus data.
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Chapter 4
The Research Article
4.1 Characteristics of the genre
In science, new knowledge is acquired through a process of systematic
enquiry, and the communication of this knowledge to the scientific com-
munity is an essential part of academic research. Becher and Trowler
(2001) note that communication occupies the centre-stage in academic
work, calling it the ‘life-blood of academia’ (2001: 104). As a medium
for presenting original research results, the RA is undoubtedly an essen-
tial genre in this respect. Swales (1990: 177) suggests that the RA is the
central node linking together other public research-process genres such
as abstracts, books, dissertations, and presentations, which makes it a key
genre both quantitatively and qualitatively. Chubin (1990: 83) empha-
sises the importance of the RAs for scientific work, arguing that
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journals and the articles they contain are so characteristic of
science and so firmly entrenched that today these regularly
published collections of research results drive, and perhaps de-
fine, the scientific enterprise.
In this study, I have chosen to investigate the use of the selected gram-
matical constructions in RAs, because this genre is a particularly good
subject for a contrastive analysis of disciplinary discourses. RAs are pro-
duced in all disciplines, and therefore have a recognised communicative
purpose and a concomitant set of generic resources which writers in dif-
ferent fields can draw on. According to Bhatia, genres cut across registers
and disciplines, but at the same time they are sensitive to disciplinary vari-
ation, which may surface as differences in how arguments are presented,
and what kind of evidence is considered valid (2004: 30–32).39
Depending on the discipline, the status and prestige of RAs in relation
to books vary somewhat. Becher and Trowler (2001: 110) suggest that
RAs are particularly common in ‘urban’ disciplines and specialisms, which
are characterised by narrow areas of study, quick pace of publication, in-
tense competition and teamwork;40 in ‘rural’ scenarios, by contrast, books
tend to carry the highest prestige. However, many intermediate positions
are also encountered. In the social sciences, for instance, both books and
articles have currency, and the choice to publish in either of these for-
mats may depend on the topic or the chosen approach; this applies both
to ‘pure’ and ‘applied’ disciplines (Becher and Trowler 2001: 111). At any
rate, articles make up a considerable proportion of the published litera-
ture also in the soft disciplines, owing in part to the fact that they are
quicker to produce than books.
39Bhatia (2004: 32) refers to the systemic-functional definition of ‘registers’ as a spe-
cific configurations of ‘field’, ‘tenor’ and ‘mode’ which indicate the ‘general flavour of
lexico-grammatical choices’.
40For instance, Bazerman (1984: 166) notes that original research in physics has been
published exclusively in journals since the 1930s.
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The RA is a complex genre, whose form is ultimately a result of in-
teractions and negotiations on various levels, and therefore many factors
need to be taken into account in its linguistic analysis. The purpose of
this chapter is not to present a comprehensive overview of the extensive
research on this genre (such overviews are found in Swales 1990 and
Swales 2004a), but to highlight the specific characteristics of the genre
that are relevant to the present study.
With this objective in mind, the most important characteristic of the
RA is that it is a public genre. The status of RAs as published texts is
important for at least two reasons. First, as pointed out by Swales (1990:
119), the RA is not a record of the events that took place in the research
laboratory; it is a public story of the research process with its own conven-
tions separate from those of a lab record. The RA is a ‘problem-solution
text’ (Hoey 1983, 1994; see also Flowerdew 2008), and this pattern of
argumentation is what defines the form of the research paper more than
the actual chronology of the events in the laboratory.
Second, given the public nature of the genre, RAs are ‘front stage’ dis-
course (Becher and Trowler 2001: 50), and in this sense represent the
public face of a discipline Hyland 2000: 139. The RA is therefore impor-
tant not only to individual researchers, but also to the goals of the disci-
pline at large. RAs go through a review process where the ‘gate-keepers’
of the discipline determine the conditions under which it can proceed to
publication. Therefore, as noted by Fløttum et al. (2006: 11), the final ver-
sion of the paper is a result of complex interactions between the authors
of the research, the writing guidelines of the publication, and referees and
journal editors (see also Swales 2004a: 218).41
Another defining characteristic of the RA is its intended readership.
RAs are written by experts with the expectation that they will be read by
other experts, or as Chubin (1990: 834) puts it, ‘appreciative specialists’.
41The study of such interactions is beyond the scope of the present study. See further
Chubin (1990), Myers (1985), and Hewings (2004).
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Unlike textbooks, which address the reader from a position of authority,42
or PhD theses written by research students to be examined by established
academics,43 RAs ‘report horizontally to peers’ (Shaw 1992). Yore et al.
(2004: 339) characterise the audience of scientific research reports as
follows:
Science writers frequently define their audiences as other rea-
sonably well-informed scientists from related disciplinary spe-
cialties who hold similar ontological beliefs about reality and
epistemological assumptions about science, and understand-
ings about scientific discourse.
The intended audience influences the way in which writers present
their claims and put their persona on stage. On the one hand, before
stating a claim, writers need to assess the level of the claim that they
are in position to make, bearing in mind the intended readership of the
article. High-level claims are risky because they expose the writers to
criticism from other members of the research community. The alternative
is to present claims at a lower level, but while safer, these claims add less
to the disciplinary knowledge (Swales 1990: 117).
4.2 Internal structure of the genre
The focus of this study is on the experimental, data-based research arti-
cle, which presents an account of some empirical research project. How-
ever, other kinds of RAs exist alongside empirical articles, and these are
somewhat less studied despite being very common in some disciplines,
especially in soft fields. Besides empirical RAs, Swales (2004a: 207) dis-
tinguishes three further types (or ‘sub-genres’, cf. Bhatia 1993) with their
42See further Hyland (2000).
43See further Koutsantoni (2006).
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distinct textual characteristics: theoretical RAs, which are common in dis-
ciplines with theoretical rather than empirical research goals; review ar-
ticles, which are common in some disciplines such as law; and shorter
communications.
Empirical RAs normally follow the IMRD structure, that is, they are
divided internally into distinct rhetorical sections, Introduction, Methods,
Results, and Discussion.44 The IMRD has been the official standard for
presenting scientific information since 1972, and it is the required RA
macrostructure in biomedical sciences (Piqué-Angordans and Posteguillo
2006).
According to Piqué-Angordans and Posteguillo (2006: 653), the ob-
jective of Introductions is to establish the link between the readers and
the research being reported. Following the work done by Swales, they
are probably the most widely studied of the IMRD sections, and their tex-
tual characteristics are well-known. Swales’s influential description of the
structure of Introductions is summarised as the Create-a-Research-Space
(CARS) model, according to which article introductions consist of distinct
discursive units known as ‘moves’, which have coherent communicative
functions (Swales 2004a: 228). The concept of move is not tied to any
particular linguistic realisation but can be achieved by sentences, utter-
ances, or paragraphs alike. The moves distinguished by Swales for RA
introductions are Establishing a Territory (move 1), Establishing a Niche
(move 2), and Occupying a Niche (move 3) (Swales 1990: 141). Each of
these moves consists of various steps, some of which are obligatory and
others optional.
The Introduction section is followed by the Methods section, whose
aim is to provide enough details about the research process so that the
reader would in principle be able to replicate it (Piqué-Angordans and
44This macrostructure is sometimes referred to as IMRAD (Introduction, Methods,
Results and Discussion) or TAIMRAD (Title, Abstract, Introduction, Methods, Results
and Discussion) (Piqué-Angordans and Posteguillo 2006: 650).
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Posteguillo 2006: 653). However, as Swales points out, often this possibil-
ity is hypothetical rather than real, because the descriptions take much of
the information for granted. For example, it is common that the Methods
section does not describe the approach in detail, but simply identifies it
using the name of the scientist who has developed it (1990: 121, 167).
The core of the RA is the Results section, which presents and highlights
the main findings of the paper (Piqué-Angordans and Posteguillo 2006:
654). While Results sections are more informative and less argumentative
than Introductions or Discussions, their function is not limited to stating
the ‘facts’ of the study. Instead, as pointed out by Thompson (1993), vari-
ous rhetorical moves are applied to argue for the validity of the findings –
examples of such moves include methodological justifications, interpreta-
tions, and evaluations (1993: 126). The extent to which Results sections
are evaluative varies between disciplines; while in biomedical RAs the
presentation of results and the discussion of their significance are two
separate activities (Williams 1999; see also Nwogu 1997), it is common
in sociological RAs that results are commented on as they are presented
(Brett 1994).
The final section in the IMRD structure, Discussion, foregrounds the
results of the present study and places them in the context of what was
previously known about the topic. Swales (2004a: 235) sees the Discus-
sion section as being a mirror-image of the Introduction section in this
respect. The move structure of Discussion sections in natural sciences is
analysed in Hopkins and Dudley-Evans (1988), and a modified version
of their framework is applied to the analysis of social sciences in Holmes
(1997), who found similar moves to be used in both fields.
The IMRD structure is pervasive in the ‘hard’ disciplines, and only
slight variations are found between articles that follow this basic struc-
ture. In some articles, the Results and Discussion sections are conflated
(cf. Swales 1990: 170). Moreover, some RAs contain a section labelled
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Conclusions; sometimes this is just another name for the Discussion sec-
tion, other times RAs contain both a Discussion and a Conclusion; these
can also be coalesced into one section labelled Discussion and Conclu-
sions. Swales and Feak (2004: 268) do not distinguish between these
sections, suggesting that the difference depends on the conventions of
different fields and journals.
In contrast, structural differences between RAs in the ‘hard’ and the
‘soft’ fields are often considerable. The format of RAs in the ‘soft’ disci-
plines is usually less strict than in the ‘hard’ sciences, and earlier research
suggests that variation between disciplines is ample. Some social sciences
are fairly similar to the ‘hard’ sciences in this respect; for instance, accord-
ing to Brett (1994: 48–49), sociological RAs follow the IMRD structure,
but the naming of sections is less standardised than in the hard sciences.
Holmes (1997) suggests that the standard pattern in the social sciences
RAs contains an extensive Background section, and occasionally also a
separate Hypotheses section, both of which are placed between Introduc-
tions and Methods. By contrast, he only distinguishes two sections for RAs
in history, namely Introduction and ‘the main argument’ section (1997:
327–328). A separate Methods section is not typically used in many areas
within the humanities (cf. Swales 2004a: 219), and this tends to be true
for RAs in literary studies. For instance, Afros and Schryer’s qualitative
analysis of RAs in language and literary studies made use of a ‘tentative’
division into Introductions, Discussions, and Conclusions (2009: 61).
4.3 Disciplinary variation in article structure
Based on the overview of the macrostructures provided in the previous
section, it is clear that while all RAs share a recognisable communicative
purpose on some level, the genre comprises a very diverse group of texts
if all disciplines are taken into consideration. Importantly, disciplinary dif-
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ferences are not only found in the macrostructure of the articles, but the
format of specific rhetorical sections also varies across disciplines. Accord-
ing to Swales (2004a: 175-176), the most obvious differences are found
in the Methods section. The ‘hard’ sciences favour ‘clipped’ Methods sec-
tions, which require extensive background knowledge to be understood.
By contrast, Methods sections in ‘soft’ fields tend to be explicit and elab-
orate (Swales 1990: 169–170). Similar variation is also found in Results
sections, while Introductions and Discussions are structurally much more
similar between disciplines.
Grammatical constructions may be associated with specific rhetorical
sections, and the analysis should therefore take structural variation be-
tween RAs into consideration. For this reason, this chapter concludes with
a brief characterisation of the genre of RA in each of the four disciplines
investigated in this study. In particular, this information is necessary for
choosing a representative corpus, which is described in more detail in the
following chapter.
Medical RAs are highly structured and follow the IMRD organisation
closely. Swales’s model has been found applicable to the analysis of med-
ical Introductions by Nwogu (1997).45 Systematic linguistic differences
have also been found between the rhetorical sections of medical RAs
(Biber and Finegan 1994). Dahl (2004: 1819) observes that medical RAs
contain much less metatext than articles in linguistics and economics, and
attributes this finding to the writers’ relying on the well-established arti-
cle macrostructure. She goes on to suggest that the medical RA is less a
‘text’ than an account of an experiment, and the presentation of data is
kept apart from interpretation. Moreover, the writer adopts the role of
‘researcher’, manifested in the use of such research verbs as analyse or
45According to Nwogu (1997: 135), medical Introductions consist of three moves:
Presenting background information, Reviewing related research, and Presenting new re-
search.
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compare.46
The description of medical RAs is mostly applicable to physics, as far
as experimental research reports are concerned; theoretical articles (see
Bazerman 1984: 169) and review essays (see Swales 2004a: 208) are
obviously different. At the same time, some physical RAs included in the
corpus deviate slightly from the IMRD pattern by (see Section 5.3.3).
In law, the RA is the also main publication format in terms of volume
and prestige, at least as far as American legal academia is concerned (Ross
1996). However, law reviews are very different to hard science journals.
Law reviews are periodicals affiliated with American law schools, and are
either faculty-edited or student-edited. As Hibbits (1996) and Rier (1996)
have observed, law is unique among disciplines in permitting apprentice
members of the disciplinary community to have control over what gets
published.47 Articles published in highly-ranked law reviews enjoy more
prestige than those published in books by major publishers, and are likely
to reach a wider audience of legal academics (Ross 1996: 260).
Another major difference between law journals and hard science jour-
nals is how they are seen by the disciplinary communities. While the
primary function of scientific journals is generally considered to be the
mediation of certified scientific knowledge (see e.g. Crane 1988), Rier
suggests that the function of law reviews is primarily defined in terms
of the pedagogic benefits they offer to students, and the possibilities for
career advancement they offer to the academics (1996: 189).48 The excep-
46The other two potential author roles discussed by Dahl (2004) are ’author’ and
‘acting acent’.
47Note that this is a characteristic of legal scholarship in the US; in other countries,
law journals are usually edited by established academics. The system in the US dates
from the 19th century when the function of legal scholarship was to serve judges and
practising lawyers rather than scholars (Posner 2004). Toma (1997: 693) notes that espe-
cially scholars working outside the mainstream of legal scholarship are often concerned
that their work is not adequately understood by student editors.
48Rier (1996: 187) quotes Havighurst’s (1956) astonishing characterisation of law
reviews as being published ‘not so much for the benefit of readers as for the benefit of
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tional status of law reviews has frequently been debated – Hibbits (1996)
has even predicted the demise of this ‘supreme institution of the contem-
porary legal academy’ (1996: 175). However, due to reasons such as pres-
tige and editorial assistance offered to writers, Ross (1996: 263) predicts
that law professors will continue to publish in law reviews as opposed to
books.
Legal RAs do not in general follow the IMRD structure. In the major-
ity of legal RAs in the corpus, the first section is labelled ‘Introduction’
and the last section ‘Conclusion’. However, other sections have titles that
indicate what they contain, without directly specifying their function in
the article macrostructure.49 These sections are occasionally divided into
subsections, and their number and length varies considerably between ar-
ticles. While the title may sometimes suggest whether the section or sub-
section addresses methodological issues or provides an analytical discus-
sion of the topic (e.g. ‘A Choice of Law Antisuit Injunction Methodology’
or ‘Empirical analysis’), this is usually not the case.
In literary criticism, the article format is even further removed from
the prototypical scientific RA, as far as text structure is concerned. Typo-
graphical sections in the LC subcorpus either have topic-specific headings
or are unnamed, and sections labelled ‘Introduction’ or ‘Conclusion’ are
only found in a few articles. Variation between individual texts is ample:
some articles are subdivided into several smaller sections, while others
consist of only one section.
The function of the literary critical RA is also different from other dis-
ciplines; Leppänen (1993: 130) argues that all literary critical writing
consists of three functions, which are judgement, argument and persua-
sion (see Carter and Nash 1990: 147–150). Judgement is the primary
function, and in academic criticism, it is often accompanied by argument.
Often the expression of these is intertwined with a persuasive or affec-
writers.’
49These are coded as <other> in the corpus, see Table 5.6 in Section 5.3.3.
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tive element. According to Nash (1990: 25), this element is especially
pronounced in popularised criticism, but clearly forms a part of academic
criticism as well (see Haggan 2004; Afros and Schryer 2009). These three
functions, along with a common Western tradition of argumentation (see
Nash 1990; Leppänen 1993: 130), hold together the wide array of differ-
ent paradigms of inquiry within literary studies.
Literary critical articles also differ from articles in other disciplines
stylistically: while academic writing in general aims for clarity, it is less of
an issue in literary critical writing, where opaque style can even be seen as
a virtue (see Bazerman 1981, Fahnestock and Secor 1988, and MacDonald
1990: 51). Literary critics, as Fahnestock and Secor (1992: 91), put it,
‘convey their ethos through the artistry of their language, demonstrating
virtuosity with the very medium they analyze’.
To sum up, what exactly is understood as a ‘research article’ varies con-
siderably in the four disciplines investigated in this study, and I attempt
to take this variation into account in the design of the corpus – this is
the topic of the following chapter. Moreover, knowledge about the kind
and degree of variation in article structures is relevant to how the results
of the quantitative analyses are interpreted. In particular, by considering
the intratextual variation of RAs following the IMRD structure, it is pos-
sible to find out whether the constructions in focus are associated with a
particular rhetorical section.
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Material
5.1 Using corpora to study research articles
Communicative purpose plays an important role in the linguistic choices
that writers make. To study grammatical variation, it is important to take
into consideration that the communicative purpose of RAs varies some-
what between disciplines, as was discussed in the previous chapters. In
corpus linguistic analyses, the main way to take account of the situational
context is to use a corpus that is designed using suitable parameters.
While it may not always be possible to have control over corpus design,
this study has opted for the compilation of a new corpus, which makes
it possible to use parameters that are specifically tailored for the present
research topic.
A corpus is a collection of machine-readable, authentic texts, which
have been selected to represent a language or a sublanguage (McEnery
et al. 2006: 4–5; see also Bhatia 1993: 5 and Meyer 2002: xi). The use of
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corpora in linguistic analysis is based on an extensional view of language
(Evert 2006; Baroni and Evert 2009): language is seen as an infinite set
of all utterances of the speakers of the language variety, and a corpus as a
finite collection of samples from this infinite set. While it is not possible to
analyse the infinite number of utterances that make up a language variety,
the exhaustive analysis of a finite corpus is possible. This is an extremely
useful characteristic, because if a corpus is truly a representative sample of
the language variety, then results obtained from it can be used as evidence
for claims regarding the entire language variety.
In this study, the extensionally defined sublanguage is the language
used in published RAs in four academic disciplines. Ideally, this sublan-
guage would be represented by a balanced corpus that would contain
randomly selected samples from all the internal divisions within the sub-
language, selected in numbers proportional to their real occurrence in the
population (cf. Evert 2006). However, these requirements are problem-
atic in the context of corpus linguistics. As Clear (1992: 21) points out,
it is difficult to define the population and to decide on the appropriate
sampling unit and sampling frame, and therefore standard approaches to
statistical sampling are not appropriate. For example, for a corpus to be
representative of all RAs, we would need to know not only what kinds of
RAs there are, but also how large a proportion each type makes up of the
entire population. As this kind of information is not accessible, choosing
a sampling frame is always a matter of interpretation, at least to some
extent. Despite the fact that the goal of a truly balanced corpus is not
attainable, Sinclair (2005) suggests that the notion of balance serves as a
useful guide indicating what kind of texts the corpus should include and
how many.50
The make-up of the corpus built for this study is presented in Table 5.1,
and a detailed description of the issues relevant to the compilation process
50It is perhaps worth emphasising here that none of the EAP corpora discussed in this
chapter is a truly random sample under this strict definition.
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is given in Section 5.2. Before that, the following two sections discuss the
status of corpora in EAP research, and the reasons for compiling a new
corpus for this study.
Table 5.1: Statistics of the corpus
MED PHY LAW LC
Number of texts 64 64 64 64
Number of journals 8 8 8 8
Number of words 248,693 363,294 919,974 516,242
Mean text length 3,886 5,676 14,375 8,066
5.1.1 Corpus analyses: advantages and limitations
Over the past 15 years, linguistic corpora have become standard tools
for ESP scholars (Thompson 2006), and their usefulness has been demon-
strated in many studies. The advantages corpora offer to scholars working
on academic English are numerous. Firstly, corpora offer an easy access to
large amounts of data of authentic language use. Along with the possibil-
ity of using published corpora, it is also relatively easy to collect corpora
for personal use, given the availability of texts in electronic format in
databases and on the Internet. A second advantage is that corpora can
produce evidence that meets the standards of scientific research. Corpus
data is amenable to statistical testing, which makes it possible to verify or
disprove hypotheses, and depending on how representative the corpus is,
move from results based on the corpus to generalisations concerning the
entire language variety.
Despite these advantages, the usefulness of corpora is not universal,
and the use of corpus data in linguistic analysis has met with some crit-
icism. For example, Mukherjee (2004b: 112) observes that the ease of
processing has sometimes led researchers to studying frequencies of lin-
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guistic features in corpora without offering linguistically interesting inter-
pretations,51 but argues that ‘the days of “number crunching” are over’
(2004b: 112).
Kilgarriff and Salkie (1996) note that the advantages for using fre-
quency data obtained from corpora come at a cost: while it is quick and
easy to convert texts into frequency lists which can be analysed statisti-
cally, the trade-off is that much of the information contained in the origi-
nal text is lost, both at the level of sentence and text organisation. Flow-
erdew (2005) mentions the loss of contextual information as being one
of the main shortcomings of corpus methodology, also in the context of
ESP (see also Widdowson 2000, Hunston 2002: 23 and Swales 2004a:
354). Similarly, Swales (2002) argues that genre analysis requires other
tools apart from corpora, because the utility of corpus-based methodolo-
gies (e.g. concordance lists) is limited to sentence-level phenomena. The
importance of appropriate statistical methods has also frequently been
pointed out (e.g. Stefanowitsch 2006; Gries 2009a). Sanderson’s critique
indicates that methodological problems related to sampling, operational-
isation, and statistical analysis are particularly common in EAP research
(2008: 50–59).
It is prudent to bear in mind that no one method can possibly account
for all features of a text on all levels of analysis, and therefore it is of-
ten necessary to complement corpus linguistic analysis with tools and re-
sults from other fields (Hunston 2002: 22). Strictly speaking, corpus data
only provides information about such issues as the combinability of lexical
items or the co-occurrence of particular words and grammatical patterns
(Gries 2009a: 11). At the same time, corpora can tell us very little about
the motivations behind using particular words and constructions. If we
are interested in the latter, then it is clear that corpus linguistic analysis
needs to be complemented with other tools and methods. Similarly, the
51Pullum (2006) disparages such work as ‘corpus fetishism’.
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corpus itself does not usually (at least directly) tell us anything about how
many people have read the texts included in it, or how they have reacted
to them (Cook 1998: 58). For this reason, different methods are best seen
as complementary, and results obtained with one particular methodology
should ideally be verified using other methodologies.52
5.1.2 Rationale for a new corpus
This study opted for compiling a corpus of RAs instead of making use
of existing corpora. This decision was motivated by the fact that ‘off-the
peg corpora’ (McEnery et al. 2006: 59) always impose limitations to the
kinds of research questions that can be asked. As the aim of this study
is to compare and contrast the use of certain linguistic features across
RAs in different academic disciplines, it becomes necessary to have access
to a representative corpus of each discipline that is being investigated.
Despite the availability of both general and specialised corpora, none of
these were ideal for the present study.
One alternative to a self-constructed corpus is to extract a subsam-
ple containing RAs from a general corpus and treat it as a representative
corpus of scientific English. However, it is potentially problematic to use
general corpora in this way. Especially with older corpora, size may turn
out to be an issue. For instance, the Lancaster-Oslo-Bergen (LOB) corpus,
which has been used in many previous studies (e.g. Biber 1988; Meyer
1997), includes a category labelled Learned Scientific Writings, which con-
tains 80 texts divided into seven categories (Johansson 1978). However,
this corpus is small by contemporary standards, and instead of reproduc-
ing texts in their entirety, only includes 2,000 word fragments of each
52The use of specialist informants has been recommended by Bhatia (1993: 22-24),
and this recommendation is followed by Hyland (2000). Gries et al. (2005) have argued
for complementing corpus findings with data from controlled experimental settings.
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text. This limits the usefulness of LOB to analysing features that have a
relatively high rate of occurrence.
With its 100 million words, the British National Corpus (BNC) is much
larger than LOB and contains 500 scientific texts, including a considerable
number of RAs.53 However, it has been pointed out that despite its size,
the BNC is not necessarily representative at the level of genre (Thomp-
son 2006), and therefore may not offer a sufficient amount of data to
investigate all possible research questions (see also Vihla 1998: 74). An
example of the limitations of the BNC is that many disciplines are not rep-
resented in the selection of RAs included in the corpus, as observed by Lee
and Swales (2006: 61). For this reason, Aston (2001: 74) suggests that a
tailor-made specialised corpus is probably a better tool for a detailed anal-
ysis of a single genre, reminding that data extracted from the BNC can be
always be used to find out what is distinctive about it.
Another reason for not relying on the two general corpora mentioned
above is the period which they cover. As all the texts in the LOB corpus
are from the year 1961, and those in the BNC from the early 1990s, these
corpora do not necessarily reflect current language use. This may not be a
problem in the present study, but the issue is easily avoided by compiling
a corpus of more recent texts.
The second alternative to compiling a new corpus would be to use an
existing specialised corpus, which would ideally be more representative
than samples extracted from a general corpus. However, the problem with
using such corpora is availability. Even if corpora have been widely used
in EAP research since the 1980s and the relevant literature contains ref-
erences to a plethora of specialised corpora compiled for various research
projects (see Krishnamurthy and Kosem 2007: 360-363), these corpora
are usually not easy to get hold of. In many cases, specialised corpora
are not publicly available. As Krishnamurthy and Kosem (2007: 359)
53These have been made use of e.g. by Kerz (2007).
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point out, they are often compiled by individual scholars, whose limited
resources may not allow the clearing of copyright issues so that these
corpora could be used by other scholars. Publishers may also deny the re-
production of their texts in corpora, which effectively precludes the wider
circulation of corpora such as the ARCHER corpus (Biber et al. 1993),
which have been compiled as part of a large-scale research project. Small
corpora compiled for teaching purposes are often not even documented in
published studies (Thompson 2006). Given these circumstances, it is not
surprising that no suitable specialised corpus was available for the present
research project.54
Considering all this, I decided to compile a corpus specifically tailored
for the research project at hand. Given that a wealth of published RAs
is available in an electronic format, the compilation of a reasonably large
corpus is a manageable task. At the same time, despite the limited avail-
ability of specialised corpora, research reports based on them usually pro-
vide information about their make-up, which is useful for compiling a
new corpus (e.g. Broadhead et al. 1982; Hyland 2000; Varttala 2001; Lin-
deberg 2004; Peacock 2006; Fløttum et al. 2006; Koutsantoni 2006; Bell
2007).
54One exception to this generalisation is Medicor (Vihla 1998), which contains 31
medical RAs. Although not publicly available, it can be accessed by researchers at the
Department of English, University of Helsinki. However, to ensure maximal comparabil-
ity between the other subcorpora, an entirely new set of medical articles was collected.
It should also be mentioned here that a corpus of RAs was being compiled at Tampere
University in the 1990s (Norri and Kytö 1996) but was never published. Other corpora
contrasting national and disciplinary cultures are also currently being compiled. For
example, the SERAC corpus, compiled at the University of Zaragoza, contains RAs and
abstracts and written in English and Spanish, representing four domains (humanities and
arts, social sciences and education, biological and health sciences, physical sciences and
engineering) (see e.g. Vázquez Orta 2010). Another example is the CADIS corpus, which
is designed for the analysis of ‘identity traits’ in academic discourse. It includes texts rep-
resenting four disciplines (legal studies, economics, applied linguistics, medicine) four
genres (abstracts, book reviews, editorials, RAs), and two languages (English and Ital-
ian). The corpus is currently being compiled at the University of Bergamo (see Gotti
2006; Gotti 2007).
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Finally, it should be noted that some important corpora have been
released after this research project was begun in 2006.55 The Corpus of
Contemporary American English, released in 2008 (Davies 2009), contains
an impressive number of RAs which have been tagged using the CLAWS
tagger.56 Similarly, the British Academic Written English (BAWE) corpus
representing unpublished student writing (Nesi 2008) was not publicly
available at the time the research was commenced. The comparison of
results from this study with either of these corpora will be an interesting
topic for further research.
5.2 Text selection
It is necessary to begin the compilation of a corpus by defining the situ-
ational context of the language variety of interest and then considering
what kind of corpus could be representative of it. The importance of this
stage can hardly be overstated, because it has an effect on all decisions re-
garding text selection and mark-up (McEnery et al. 2006). The following
section focusses on issues of text selection applying to the entire corpus,
and criteria specific to each subcorpus are discussed in Sections 5.2.2–
5.2.5.
5.2.1 General principles
The corpus built for this study is a ‘specialised genre corpus’ (McEnery
et al. 2006: 60), designed to represent language use in academic RAs in
four different disciplines – medicine, physics, law and literary criticism
– in the first five years of the 21st century. This objective may be very
specific compared to a general corpus, which aims to be representative of
55See also Pahta and Taavitsainen (forthcoming: 562) for a list of diachronic corpora
containing scientific texts.
56The acronym stands for ‘Constituent-Likelihood Automatic Word-Tagging System’
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the entire range of registers, yet the manner of compiling a representative
corpus is similar (Gast 2006a: 117). The researcher defines the sublan-
guage extensionally, and decides how to obtain a representative sample
of it (Evert 2006: 177).
In this context, the question is how to define the population of RAs
from which the samples are obtained. A decision was made to focus on
certain individual sub-disciplinary specialisms instead of aiming for a wide
cross-section of materials within a discipline. There are good reasons
for this decision. First, by treating specialisms as representative of the
disciplines that they belong to, there is no need to try to assess the real
proportions of specialisms and replicate that in sampling. This makes
text selection a manageable task, and the representativeness of the corpus
is not likely to be compromised by this decision. Even though different
specialisms may disagree even over some basic issues, their scientific and
scholarly activity is nonetheless carried out within the same institutional
structure, namely the discipline (Swales 2004a: 18), and each disciplinary
culture can be seen as an ‘academic tribe’ of its own (Hyland 2000: 8;
see also Becher and Trowler 2001). For this reason, each specialism is
arguably representative of the larger institutional structure of which it
forms a part.
Text selection was based on the consideration of three criteria: pres-
tige, availability, and scope.57 The first issue, prestige, emerges from the
main characteristic of RA as a genre: RAs are published texts written by
professionals to be read by other professionals (see Section 4.1). Hyland
(2000: 139) characterises published research writings as ‘accredited disci-
plinary artefacts’ which are important both to the disciplines at large and
to the professional reputation of individual academics. Given this pivotal
position of the RA among academic genres, articles are selected from jour-
nals that are held in high esteem in their respective fields. This decision is
57Similar criteria have been used by Nwogu (1997: 121) in the compilation of a cor-
pus of medical RAs.
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motivated by the idea that such high-profile journals would best embody
the values of the discipline.58 Furthermore, usually they are widely avail-
able and have a comparatively large readership, and are therefore likely
to be more influential in terms of style, possibly also subject to imitation
by writers aspiring to become members of a disciplinary community.
The assessment of prestige of academic journals is essentially a sub-
jective endeavour. In building the corpus, the importance of the journal
within its disciplinary community was primarily assessed by consulting
the Journal Impact Factor, a measure that is calculated and published an-
nually by Thomson Scientific via Journal Citation Reports (JCR). The Im-
pact Factor for a given year is basically the number of times that articles
published in the journal in two previous years have been cited; an Impact
Factor of 1 suggests that on average each published article has been cited
once (see http://isiwebofknowledge.com/ for more details).59
The Impact Factor was chosen as a measure of the importance of a
journal, because it is an objective, quantitative measure, and therefore
provides a quick and convenient way to evaluate the importance of a jour-
nal. This is especially convenient to an outsider in the field, and offers a
low-cost alternative to consulting specialist informants, an approach used
by Hyland (2000). Editors of science and engineering journals frequently
refer to impact factors in journal descriptions (Hyland and Tse 2009: 715),
which attests to their importance in the hard sciences.
However, using citation statistics as an index of a journal’s prestige
and importance is potentially problematic. As noted by Swales (2004a:
84), writers cite other writers for different reasons, and the fact that the
ISI databases do not distinguish between positive and negative citations
undermines the validity of the Impact Factor as the measure of the status
58Cf. Becher and Trowler (2001: 27), who make a similar point about departments
enjoying a high status.
59Note that the JCR only publishes data for sciences and social sciences, not for hu-
manities, and therefore citation reports are not available for articles in literary criticism.
See further Section 5.2.5.
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of the journal. Moreover, various types of misuse of the Impact Factor
values have been reported in literature, and the notion has also come
under criticism (see e.g. Metcalfe 1995, Seglen 1997, and Rey-Rocha et
al. 2001). However, my aim is not to arrive at a definitive ranking of all
journals in a given field according to their quality, but simply to single
out eight important journals in each field to be used in linguistic analysis.
Therefore, the use of the Impact Factor for this purpose seems entirely
justified, despite its limitations.60
The second issue, the availability of data in an electronic format, is a
pragmatic one. I decided to rely exclusively on articles that are available
electronically, because they allow the corpus to be compiled quicker than
by manually keying in the texts. Occasionally, the criterion of availability
overrode the ranking of a journal; some high-impact journals were not
available online through the Helsinki University Library at the time the
corpus was being compiled, while others used an electronic format that
could not easily be converted into plain text files. Such journals were
excluded at this stage.
The third issue, scope, combines two aspects relating to the contents of
RAs. In accordance with the general preference among discourse analysts
to focus on academic texts that represent normal science and scholarship
(Hyland 2000: 136; Swales 2004a: 76), I wanted to choose texts that are
typical rather than exceptional within a given journal. Any atypical issue
of a journal (e.g. a thematic issue) was therefore disqualified in favour of
a regular issue from the same year, and the same goes for atypical articles
(printed lectures, commentaries, responses etc.). To ensure maximum
comparability between subcorpora, an attempt was also made to select
articles that are empirical/experimental rather than theoretical in their
orientation (cf. Hawes and Thomas 1997: 411).61 This distinction served
60Impact Factors have been previously used in corpus compilation e.g. by Kanoksila-
patham (2005).
61The corpus used by Peacock (2006: 66) was compiled according to a similar princi-
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as a useful heuristic in the selection of journals, even though the mean-
ings of these terms are quite different for each of the four disciplinary
communities.
Considering these three issues, the general parameters used in text
selection can be summarised as follows: the target population for each
subcorpus is understood as the population of RAs published in high-profile
peer-reviewed journals in each of the four disciplines. The sampling frame
consists of all the articles that are available online and accessible through
the University of Helsinki Library databases. Finally, the sampling unit is
an individual RA.
After compiling a list of eight journals, eight samples were systemat-
ically culled from each journal. This involved selecting the first articles
in the first issue and the last issue of each volume between 2002 and
2005. At the time when the corpus was being compiled, some literary crit-
ical journals did not offer access to the issues from 2005 in an electronic
format,62 in which case the years 2001–2004 were sampled instead. As
a result of this sampling procedure, the corpus consists of 256 articles,
covering four disciplines; each subcorpus contains 64 articles from eight
journals, published in four consecutive years.
The corpus is thus symmetrical with respect to the number of texts
included in each subcorpus. On some level, this could mean that each
subcorpus contains the same number of communicative acts (e.g., each
subcorpus has the same number of opening paragraphs), but in general
there is no absolute symmetry below the level of individual text (cf. Sec-
tion 5.3.3).
Following the recommendation made by Sinclair (2005: Section 3),
articles were included in their entirety. Since the typical length of an
article varies considerably among disciplines, the aggregate word counts
ple.
62Many journals have a one-year moving barrier before the newest issue is made
available online.
64
5.2. Text selection
of each subcorpus are very different as a result of this decision (see Ta-
ble 5.1). For this reason, in order to compare the rates of occurrence of
a given linguistic feature, their raw frequencies in different subcorpora
need to be normalised to a common base (see Section 6.3.2). Note, how-
ever, that differences in sample size are not important when the focus
is on the relative frequency of a phenomenon (Nelson et al. 2002: 259,
see also Section 6.3.3); statistical tests used in the analysis of proportional
data (e.g. χ2 or the log-likelihood test) automatically compare frequencies
proportionally (McEnery et al. 2006: 53).
Three further considerations relating to text selection should be men-
tioned at this stage. First, unlike many other corpora of academic En-
glish,63 articles were not selected based on the native language of the
writer. Instead, each article published in any of the selected journals was
considered valid to be included in the corpus, irrespective of whether the
writer was a native speaker of English or not. This decision was motivated
partly by the fact that the objective of the research was not to examine
how the writers’ linguistic background influences their language use (as,
for instance, in Fløttum et al. 2006), but how the style of writing is in-
fluenced by the culture of disciplines, which are arguably international in
today’s research world. Furthermore, given that the increasingly interna-
tional research communities usually use English as a lingua franca, it does
not seem wise to place too much weight on the issue of native language,
either. This approach has been encouraged by Swales, who argues that
it is methodologically unjustified to preselect for the discourse
analysis of academic texts or transcripts only those exemplars
which have apparently been written or spoken by native speak-
ers of English. If somebody whose first language is other than
English succeeds in getting published in an English-medium
journal or gets invited to speak at an English-medium confer-
63See e.g. Vihla (1998: 78) and Fløttum et al. (2006: 10).
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ence, then that itself, I would think, is sufficient ratification for
inclusion in any analysis. (Swales 2004a: 54)64
Second, no attempt was made to include, or exclude for that matter,
articles written by particular authors. When compiling a corpus of RAs,
there is a case to be made for the exclusion of texts written by academics
that have reached a certain position of authority in their field, because
they may no longer feel the need to conform to the stylistic norms of
their disciplines and produce highly atypical texts (Swales 1990: 128).
However, it seems safe to say that the effect of potentially atypical articles
is small, taking into account the overall number of texts included in the
corpus. As a result of applying the sampling procedure described above,
there are only two texts in the corpus that have been written by the same
author, the remaining 254 articles all have a different author.
Third, as the corpus was designed for linguistic analysis, no attempt
was made to reproduce features of the layout of the original article, and
therefore all tables, graphs, and images were omitted. For the same rea-
son, this study focusses on the body text of the article, while abstracts,
headnotes (found in some legal RAs), footnotes and endnotes, and lists of
references are excluded.65
Apart from the general principles discussed in this section, each sub-
corpus required some specifications as to the text selection, which are
discussed in the four sections (5.2.2– 5.2.5).
64This principle was followed in the compilation of the MICASE corpus, which in-
cludes samples from both native and nonnative speakers (see Swales 2006: 20). The
ELFA corpus (English as a Lingua Franca in Academic Settings) has also been compiled
following similar principles (Mauranen 2006).
65Some RAs in law and literary criticism contain a large number of footnotes that
contain whole sentences, but these were also left out in order to ensure comparability
across subcorpora.
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5.2.2 Medicine subcorpus (MED)
In Chapter 2, medicine is classified as an applied and a hard science dis-
cipline. The eight journals sampled for the MED subcorpus are listed in
Table 5.2 (the Journal Impact Factor in 2005 given in brackets).
The articles in the MED subcorpus come from journals devoted to two
specialisms within medicine, orthopaedics and surgery. The mean Impact
Factor for the category orthopaedics in the Thomson database is 2.33 and
for the category surgery 1.783.
Table 5.2: Journals in the MED subcorpus and their Impact Factors
(2005).
JOURNAL IMPACT FACTOR
American Journal of Surgical Pathology 4.377
American Journal of Transplantation 6.002
Annals of Surgery 6.328
Journal of Bone and Joint Surgery 1.565
Journal of Orthopedic Research 2.916
Journal of Spinal Disorders and Techniques 1.583
Journal of Thoracic and Cardiovascular Surgery 3.727
Spine 2.187
5.2.3 Physics subcorpus (PHY)
Physics is divided into many sub-disciplinary specialisms, each of which
has an array of journals devoted to the study of questions relevant to it (cf.
Bazerman 1984: 168). The eight journals were chosen from the category
biophysics, an area of physics which applies the theory and methods of
physics to questions of biology. The scope note definition in the ISI Web
of knowledge reads as follows:
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Biophysics covers resources that focus on the transfer and ef-
fects of physical forces and energy – light, sound, electricity,
magnetism, heat, cold, pressure, mechanical forces, and radi-
ation – within and on cells, tissues, and whole organisms.66
Within the discipline of physics, biophysics is a specialism that shares
interfaces with other related disciplines like molecular biology, biochem-
istry, pharmacology, and neuroscience. According to the organisation Bio-
physical Society, biophysics is a molecular science, seeking to ‘explain the
biological function in terms of molecular structures and properties of spe-
cific molecules’.67 Biophysics is a prominent category of scientific research
as far as the Impact Factor of the journals is concerned. The mean Impact
Factor for the category in the Thomson database is 2.45 and the aggregate
Impact Factor of all journals is 3.0.
The specialism of biophysics was chosen for analysis because it is an
area where a great deal of empirical research takes place. This is an im-
portant consideration, as the aim is to select experimental rather than
theoretical RAs. In many theoretically oriented specialisms of physics,
moreover, the major publication type is not the RA, but the review arti-
cle. Because review articles are different from the experimental RAs in
offering a broad overview of research around a particular theme based
on earlier literature (see Swales 2004a: 208-213), it was not desirable to
include them in the corpus. Both physics in general, and the specialism
of biophysics in particular, belong to the ‘pure-hard’ disciplinary grouping
(see Section 2.3.2). The eight journals included in the PHY subcorpus are
listed in Table 5.3.
66http://science.thomsonreuters.com/mjl/scope/scope_sci/
67http://www.biophysics.org, accessed 18 August 2008.
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Table 5.3: Journals in the PHY subcorpus and their Impact Factors (2005)
JOURNAL IMPACT FACTOR
Archives of Biochemistry and Biophysics 3.152
Biochimica and Biophysica Acta/ 4.844
Molecular Cell Research
Biochemical and Biophysical Research 3.000
Communications
Biophysical journal 4.507
Nature Structural and Molecular Biology 12.190
Proteins 4.684
Radiation Research 3.099
Structure 5.543
5.2.4 Law subcorpus (LAW)
Academic law represents the ‘soft-applied’ disciplinary grouping (see Sec-
tion 2.3.3). Journals sampled for the LAW subcorpus are listed in Ta-
ble 5.4
The make-up of the LAW subcorpus reflects Toma’s (1997: 699) defi-
nition of legal scholarship as being ‘the scholarly research published pri-
marily in student edited law reviews and journals’, which excludes judicial
opinions or the work of legal practitioners. This publication type clearly
differs from the experimental RAs in the ‘hard’ sciences. However, tak-
ing into account the prominence of the law review within the American
legal academia, the distinction made between experimental, theoretical,
and review articles (see Swales 2004a: 207–213) is not equally relevant
to law as it is to other disciplines. It could be mentioned that law is by
no means unique among disciplines in this respect; for instance, Fløttum
et al. (2006: 8) have observed that the distinction between review articles
and other article types is also blurred in economics.
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All the journals in this subcorpus are American law reviews, which
have the highest Impact Factors in the JCR database. Seven of the journals
are general interest law journals, whereas one journal, Harvard Journal of
Law and Public Policy, is a specialised journal. Although general journals
and specialised journals should perhaps be treated as two separate pub-
lication types at least for ranking purposes (see Perry 2006: 52-53), the
specialised journal in question was included as a substitute for Harvard
Law Review, the general interest journal with the highest mean Impact
Factor. This journal is available only in an electronic format that could
not be easily converted into plain text.
It should also be noted that while length of the article was not used as
a primary criterion for selecting articles, some extremely lengthy articles
published in these journals were excluded on this ground.
Table 5.4: Journals in the LAW subcorpus and their Impact Factors (2005)
JOURNAL IMPACT FACTOR
Duke Law Journal 1.433
Harvard Journal of Law and Public Policy 0.697
Michigan Law Review 3.407
New York University Law Review 3.037
Texas Law Review 2.377
University Of Chicago Law Review 2.980
Vanderbilt Law Review 1.566
Yale Law Journal 4.052
5.2.5 Literary Criticism subcorpus (LC)
Literary criticism is classified as a ‘soft’ and ‘pure’ discipline (see Section
2.3.4).68 The selection of texts for the LC subcorpus could not be done
68This definition glosses over the fact that some scholars do not regard literary criti-
cism as a discipline in the epistemological sense, as discussed in Section 2.3.4.
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in the same way as the other three subcorpora, because citation reports
are not available for literary critical RAs. For this reason, journals were
selected based on their scope and circulation.
Bearing in mind that the general aim was to include articles that are
published in prestigious journals and that represent what is typical rather
than exceptional in the context of the discipline, three external criteria
were used to analyse the scope of literary critical journals. First, pref-
erence was given to purely ‘literary critical’ journals focus over multi-
disciplinary or philological journals, on the grounds that this was thought
to represent the way the majority of literary academics see their work (see
e.g. Sosnoski 1994: 13–15; cf. Graff 1987). Second, journals primarily
dealing with literature written in languages other than English (e.g. Ro-
manic Review) were excluded. Finally, journals focussing on the work of a
single writer (e.g. Conradiana) were also excluded.
An attempt was also made to select articles that had a wide circu-
lation. Both the MLA Directory of Periodicals and the Ulrich’s Periodicals
Directory69 databases provide circulation data for the listed journals, but
these figures are not directly commensurable, because the exact method
for determining the circulation either varies or is not specified at all. The
reported circulation of a given journal may refer to one issue of the jour-
nal or the entire volume, and some figures are based on paid subscriptions
while others are estimates. Despite its limitations, the circulation figure is
one of the few numerical values available for each journal, and it gives a
rough idea of the standing of a specific journal in relation to other jour-
nals.
After applying these heuristic criteria, eight journals were selected to
represent literary critical articles, and these are listed in Table 5.5
69http://www.ulrichsweb.com
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Table 5.5: Journals in the LC subcorpus
JOURNAL
American Literature
Comparative Literature Studies
English Literary History
Journal of Modern Literature
Modern Language Notes
New Literary History
Studies in English Literature
Twentieth Century Literature
5.2.6 Representativeness and balance
As discussed in Section 5.1, quantitative results based on corpus data are
generalisable to populations, but only insofar as the corpus is represen-
tative of the population. The general issue of how ‘representativeness’
can be achieved is problematic and has not yet been fully resolved (Gast
2006a: 117), and true representativeness may therefore not be attainable
despite the best intentions. At the same time, it is important that cor-
pus compilation aims at producing a representative and balanced corpus
(Sinclair 2005), because it is possible to minimise the amount of non-
randomness by selecting a corpus that is as balanced as possible (Evert
2006).70
The corpus compiled for this study is a specialised genre corpus repre-
senting a particular sublanguage, the language of published RAs in four
different disciplines (see Section 5.2.1). Each subcorpus thus represents
the genre of RA in one discipline, and ideally, results obtained from each
70Evert (2006) distinguishes between non-randomness caused by external and inter-
nal sources. The former is caused by the lack of representativeness, and the latter by the
fact that the unit sampling unit never coincides with the unit of analysis.
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subcorpus can be generalised to apply to that discipline.
When assessing the representativeness of the corpus, it is important
to remember that each subcorpus covers only some of the numerous sub-
disciplinary specialisms. It could even be argued that because the sub-
corpora do not provide a wide cross-section of specialisms, the degree
to which they are representative of the disciplines at large is a matter
of speculation (cf. Bazerman 1984: 169). However, given the importance
of the discipline as an institutional structure and a discourse community
(Becher and Trowler 2001; Hyland 2000), there are good reasons for be-
lieving that each subcorpus can be seen as representative of the entire
discipline of which it forms a part.
Making generalisations concerning other disciplines, however, has to
be done with care. Although it is possible that the results from the four
subcorpora would also apply to other disciplines or disciplinary groupings
– for example, medical RAs could turn out to be representative of experi-
mental RAs in all ‘hard’ and ‘applied’ disciplines – any such interpretation
would ultimately need to be backed up with data from other corpora cov-
ering a wider array of disciplines.
From another perspective, representativeness depends on how well it
represents the distribution of different linguistic features, and this in turn
depends on how common the features in question are, and how much
variation there is between the samples (Biber 1993). It is clear, there-
fore, that the corpus described in this chapter does a better job represent-
ing the distribution of constructions that are frequent (e.g. verb-licensed
DCCs, Section 7.3.1) than those that are fairly rare (e.g. ICCs acting as
extraposed subjects, Section 8.5.4).71 Therefore, the analysis of the latter
would ideally require a larger corpus for the results to be equally reliable.
71This is clearly demonstrated by the large standard deviation as compared to the
central tendency.
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5.3 Mark-up and Annotation
5.3.1 Processing corpus files
The corpus files were downloaded in an HTML format and converted into
plain text with Unicode encoding. Corpus files only include the main
body of the text, and all the other text parts were removed at this point
(abstracts, footnotes, endnotes, acknowledgments, bibliographical refer-
ences). All pictures, tables and figures were removed, but captions re-
ferring to them were maintained. Footnote marks, numbers referring to
items in the bibliography, formulas, and equations were also removed.
Apart from the plain text and the metadata indicating the source of
the text, two further layers of annotation were introduced: standard POS-
tagging, and discourse annotation indicating the section of the RA. The
reason for annotating the corpus in this way is that, as McEnery et al.
(2006: 30) point out, explicit annotation adds value to the corpus: it
facilitates the retrieval of information and improves the reusability and
multifunctionality of the corpus. Similarly, Leech and Smith argue that
the more linguistic information is annotated in a corpus, the more useful
it is for information extraction (1999: 29). The two types of annotation
included in the corpus are described in more detail in sections 5.3.2 and
5.3.3.
5.3.2 Part-of-Speech tagging
The corpus was part-of-speech tagged automatically using the CLAWS tag-
ger. The tagger was set to produce unambiguous output, so in ambiguous
cases the tagger automatically chose the tag with the highest likelihood of
being correct. Horizontal output was selected as the format of the output.
In this format, each word is followed by an underscore and the tag given
by the tagger. Example (5.1) illustrates the tagged output produced by
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CLAWS.
(5.1) They_PPHS2 found_VVD that_CST the_AT group_NN1 that_CST
had_VHD irrigation_NN1 had_VHN superior_JJ clinical_JJ
benefits_NN2 for_IF a_AT1 variety_NN1 of_IO subjective_JJ
and_CC objective_JJ measures_NN2 at_II up_RG21 to_RG22
twelve_MC weeks_NNT2 of_IO follow-up_NN1 ._. (MED)
Part-of-speech tagging makes it possible to distinguish between two
ambiguous forms of a homograph. For example, in Example 5.1, the tag
<VVD> indicates that the word found on the first line is a preterite form
of the verb find and not the infinitive of the verb found, and that the word
measures tagged as <NN2> on the third line is a plural form of the noun
measure and not a third person singular from of the verb measure. The
availability of this information improves the precision of corpus searches
and facilitates the searches for syntactic features (Atwell 2008: 505). Fre-
quency lists of tagged corpora are also more informative than those based
on plain text corpora, and therefore more useful for grammatical analy-
sis. Lastly, as was already pointed out above, annotation also adds to the
transparency and replicability of research.
However, using a tagged corpus may sometimes cause problems, and
some scholars prefer to work with plain text corpora instead. The main
issue expressed by advocates of a ‘clean-text policy’ (Sinclair 1991: 21)
is the argument that tagging imposes a particular grammatical analysis
on the researcher, potentially leading the researcher to study tags instead
of studying actual language (e.g. Sinclair 2004: 190–191). Another issue
concerns the accuracy of automatic tools: because automated annota-
tion is not error-free, results based on an automatically tagged corpus are
never one hundred per cent accurate.
The first issue raised above is extremely important, because all lin-
guistic analysis is based on a theory of grammar and grammatical con-
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stituents, and tagging is no exception. Familiarity with the grammatical
theory on which the tagset is based is therefore important for consider-
ing the implications this choice. However, the magnitude of this problem
need not be exaggerated: Atwell (2008: 507) makes the point that there
is in fact a widespread consensus among tagsets based on different lin-
guistic theories when it comes to word categories, and that differences
are mainly found in the treatment of more complicated structural issues
such as phrase structures (see also Gast 2006a: 116). As the current study
only makes use of information about the frequency of basic word cate-
gories, the compatibility of tagsets is not a major issue. For this reason,
it is possible to use the categories offered by the CLAWS tagset flexibly to
answer the specific research questions posed in this study.72
The second issue, accuracy, is an important concern in all kinds of au-
tomatic annotation, including part-of-speech-tagging. CLAWS is a proba-
bilistic tagger which disambiguates forms based on statistical corpus ev-
idence.73 The inevitable consequence of using such an automatic tool is
that some proportion of tags will necessarily be erroneous.
The reported accuracy of the CLAWS tagger is approximately 96 per
cent for written English (Leech and Smith 2000). The accuracy of tagging
was not separately evaluated for the corpus used in this study. However,
since most tagging errors are a consequence of unknown words and un-
known readings of known words (Schmid 2008: 547), the accuracy is
likely to be somewhat lower than the reported accuracy of 96 per cent,
because academic texts contain specialised vocabulary which may not be
included in the dictionary used by the tagger.
72Nelson et al. (2002: 262) apply a similar line of reasoning in their discussion of
scientific experiments using an annotated corpus. They argue that if the research relies
on the categorisation provided by the corpus annotation, this needs to be stated when
the results are reported.
73See Garside and Smith (1997) for a description of the process of assigning tags to
word forms.
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It would be desirable to have a corpus that would not contain any
tagging errors; as noted by Mitton et al. (2007), there is no obvious virtue
in preserving them. Due to the size of the corpus, however, it would not
have been practical to manually correct all erroneous tags. This problem
is not unique to the corpus used in this study, but is shared by all large
corpora that have been tagged automatically, including such commonly
used corpora as the BNC and the COCA.74
Nonetheless, there are good reasons for making use of automatic POS-
tagging, even if it leads to some compromises in the accuracy of the re-
sults. First, the reported accuracy for the CLAWS output is generally con-
sidered to be very high (McEnery et al. 2006: 75; see also Bowker and
Pearson 2002: 87–88). At the same time, care was taken to ensure that
the tagger input was in the correct format (as specified in the manual
of the CLAWS tagger) so that the accuracy of the tagging would not be
compromised by errors in the processing of the texts.75 Before tagging
the corpus in its entirety, a small sample of tagger output was inspected,
and sequences of characters that would produce erroneous tags were re-
moved.76
Finally, while errors are inevitable in automatic annotation, they are to
some extent neutralised by the size of the corpus. A large automatically
annotated corpus can be expected to be more reliable than a small one
(McEnery et al. 2006: 75-76).
74A list of erroneously tagged words in the BNC is provided by Mitton et al. (2007).
75The importance of making the data ‘clean’ in this sense has been emphasised by
Garretson (2008: 73).
76For example, superscripted footnote numbers may cause problems to the tagger, as
they are reproduced as normal numbers when they are converted into plain ASCII text.
If these are not removed, they may cause mistaggings when they combine with words
or punctuation marks. For instance, a sequence of characters like described.34, where
the number 34 corresponds to a superscript footnote number in the original document,
is likely to be mistagged by CLAWS as a ‘formula’ (<FO>). Parenthetical n-dashes oc-
casionally cause similar problems, because they may be read as hyphens if they are not
separated by whitespaces in the original document. For an overview of tokenization
problems related to punctuation, see Schmid (2008).
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As far as this study is concerned, POS-tagging is both necessary and
useful: necessary because information about the relative frequency of
word class tags is needed for certain statistical tests, and useful because
the availability of POS-tagging improves both the precision and recall of
corpus searches. For this reason, the advantages brought about by the
availability of tagging outweigh the potential problems, many of which
can be avoided with suitable search techniques. It is also good to remem-
ber that no approach can be truly neutral with regard to theory (Hunston
2002: 92). The manual analysis of concordance lines extracted from plain
text corpora is a kind of annotation in itself, and such an implicit annota-
tion, which is not open to scrutiny, is less transparent and potentially less
reliable than explicit annotation (McEnery et al. 2006: 10).
5.3.3 Discourse annotation
The second level of annotation provides information about the structure
of the RA. The RA is a genre that displays a great deal of internal variation
in which systematic patterns can be detected. A typical RA is divided into
Introduction, Methods, Results and Discussion, each of which has its distinct
contribution to the entire article.
As discussed in Section 4.2, the IMRD structure is the norm in some
disciplines, and earlier studies show that the communicative purpose of
the section has an effect on linguistic choices. Some linguistic differences
between rhetorical sections of RAs are summarised in Swales (1990: 133-
137), and Biber and Finegan’s (1994) multidimensional study points to
various systematic differences between sections of medical RAs. Vihla
(1999: 68-71) analyses the intratextual differences in the rates of occur-
rence of modal verbs, and Hawes and Thomas (1997: 411) argue that an
account of the use of verbal tenses should also take into account differ-
ences between sections.
As intratextual variation clearly is a factor that has an influence on the
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language use in RAs, it seems desirable to try to take this into account in
the analysis. Thompson (2006) is very explicit about the need to consider
rhetorical sections when analysing language use in RAs:
[T]here is a need for corpora that can easily be examined in
terms of rhetorical moves, at least in broad rhetorical sections,
such as ‘Introduction’, ‘Methods’, ‘Results’, and so on. Lan-
guage features need to be related to rhetorical choices, and
the division of text into rhetorical sections is the first step in
this direction.
Following this recommendation, the rhetorical section of each of the
main sections has been annotated in the corpus files (see Table 5.6).
A similar approach to annotation has been used previously by Gledhill
(2000).
The advantages of discourse annotation are clear. Discourse anno-
tation makes it possible to investigate systematically whether some dis-
course structures give rise to the use of specific linguistic features. More-
over, discourse annotation may compensate for the inevitable loss of con-
textual information when concordance lines are used instead of the origi-
nal texts (Hunston 2002; see also Widdowson 2000).77
In principle, it would be possible to make more fine-grained distinc-
tions between rhetorical structures. For example, in the above quotation,
Thompson mentions the notion of ‘rhetorical move’, which refers to the
CARS model (Swales 1990: 141; see also Section 4.2). However, given
the size of the corpus, it is not feasible to annotate rhetorical moves in
each corpus file. As Flowerdew (2005) points out, it is possible to tag the
discourse structure of texts representing conventionalised and formulaic
genres, but probably not for complex, mixed genres. The RA is clearly
77See Ide (2004) for other approaches to discourse annotation.
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‘anything but a simple genre’ (Swales 1990: 128), and this is true espe-
cially when disciplinary differences are taken into account.
Moreover, unlike part-of-speech tagging, discourse tagging usually has
to be done largely manually (Ide 2004: 297). Even though rhetorical
moves have been discussed extensively in many disciplinary contexts (see
Sections 3.3 and 4.3), the identification of individual moves within sec-
tions is largely a matter of interpretation. Although there are tools to
facilitate the insertion of codes,78 interpreting any stretch of text as hav-
ing a particular discourse function usually involves a close reading of the
text in its entirety. This procedure can be extremely time-consuming and
is therefore only applicable to small corpora (Flowerdew 2005: 327).79
It should also be noted that while many genre analyses are based on a
corpus containing only texts that contain specific rhetorical sections, this
study follows Hyland (2000) and Groom (2005) in treating the entire RA
as the sampling unit, irrespective of what rhetorical sections are included
in individual texts. Given the range of structural variation in RAs across
the four disciplines investigated here, it is not possible to select texts that
would be similar at the level of the sections. The IMRD structure is only
used in MED and PHY, while it is entirely absent from law and literary
criticism. However, as the present study aims to analyse the use of certain
grammatical patterns in RAs representing different disciplines, the ques-
tion of what rhetorical sections each article contains is less important than
in genre analysis in general.
The rhetorical section types coded in the corpus texts are listed in
Table 5.6. Note that the labels refer to main divisions in the RA. While
rhetorical sections are commonly divided into subsections, they are not
part of its generic macrostructure but depend on the topic of the article,
78Examples of such tools include Dexter (Garretson 2006) and the Corpus Tool
(O’Donnell 2008).
79However, work is underway to automate the discourse annotation of RAs, see e.g.
Pendar and Cotos (2008) and Teufel et al. (1999).
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and are therefore not annotated separately.
Table 5.6: Discourse annotation scheme
Tag Explanation
<title> Title of the article
<author> Author of the article
<introduction> Introduction
<results> Results section
<methods> Methods section80
<experimental> Experimental section81
<discussion> Discussion
<resultsdiscussion> Fused Results and Discussion section
<discussionconclusion> Fused Discussion and Conclusion section
<other> Topic-specific headings
5.4 Summary
This chapter has provided a detailed description of the corpus that pro-
vides the data for this study. The corpus is a specialised genre corpus,
intended to be representative of the genre of RA in the four disciplines
that are in focus. It is balanced with respect to the number of texts that
each subcorpus contains, but the number and type of rhetorical sections
varies between texts. The aggregate word count of the corpus, approxi-
mately 2 million words, ensures that the corpus contains a large number
of tokens of each construction investigated in this study.
The corpus has been part-of-speech tagged using the CLAWS tagger,
and the rhetorical section of each of the main sections has also been an-
notated in each corpus text. These annotations facilitate the analysis of
80Includes sections labelled ‘Methods’, ‘Materials and Methods’, and ‘Patients and
Methods’
81Used in some articles in the PHY subcorpus. Treated as a variant of the Methods
section in the case studies (see Bazerman 1984: 182).
81
5.4. Summary
grammatical structures, and make it possible to investigate the tendency
of words and construction to occur in a particular section within a re-
search article.
Corpora can have many different roles in linguistic research. The fol-
lowing chapter will give an account of how the corpus is analysed in this
study.
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Method
6.1 Introduction
It seems fair to say that much EAP research has been concerned with
discourse-level phenomena. A great deal of attention has been devoted
to the top-down analysis of the macrostructures in such genres as the
RA, textbook chapter, conference presentation, dissertation acknowledge-
ment, or peer review report (Swales 1990). Another major strand of EAP
research has focussed on the investigation of well defined discourse acts
like citations (e.g. Thompson and Ye 1991; Hyland 2000), as well as
more elusive ones, like self-representation (Fløttum et al. 2006; Sander-
son 2008) or the expression of ‘knowledge statements’ (see Malmström
2007).
Discourse phenomena are also of interest in the present study. How-
ever, corpus-based analysis of such phenomena is difficult, because oper-
ationalising these phenomena for linguistic analysis is not a straightfor-
83
6.1. Introduction
ward matter. While it is possible to start from macrostructures and look
at their realisations in texts of different kinds (see Swales 2002), this ap-
proach is not ideally suited for corpus linguistics, because macrostructures
cannot be directly identified by searching for particular linguistic forms.
The same is true for functional categories like hedging or boosting; ci-
tations are something of an exception, because they can be retrieved by
looking for canonical citation signals.82
For this reason, the current study adopts a bottom-up inductive ap-
proach. It takes grammatical structures as the point of departure, analyses
their use exhaustively in the corpus, and attempts to link the microlevel
findings with the macrostructures found in RAs representing different dis-
ciplinary contexts. The methods of analysis are related both to traditional
stylistics and correlational sociolinguistics, two approaches that according
to Jucker (1992: 19) both ‘try to relate features of linguistic production to
the wider, non-linguistic contexts in which they occur’ (see Section 6.4).83
These related methods of analysis provide one way of operationalising
the elusive notion of ‘style’, which enables the use of statistical evidence
based on a large corpus.
The three grammatical constructions investigated in this thesis are
constructions licensing declarative content clauses (Chapter 7), construc-
tions licensing interrogative content clauses (Chapter 8), and as-predi-
cative constructions (Chapter 9). The aim of this chapter is to explain
the theoretical and methodological background that underlies these three
case studies.
82For a discussion of this problem in the context of (historical) speech act analysis,
see Valkonen (2008) and Jucker et al. (2008).
83The third approach to stylistic analysis discussed in Jucker (1992), ‘ethnography of
speaking’, is not considered in this study.
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6.2 Corpora and discourse analysis
Corpora have been standard tools in the analysis of lexis and grammar
for decades, but more recently they have also been applied to the analy-
sis of discourse and culture. This development has been inspired by the
availability of large corpora and the popularisation of such techniques as
collocation analysis and keyword analysis (see e.g. Baker and McEnery
2005, Baker 2006, and Baker et al. 2008), or the computational analysis
of word lists (Leech and Fallon 1992; Oakes and Farrow 2007).
However, the usefulness of corpora in discourse analysis is limited by
the fact that the unit of analysis is usually not directly searchable from the
corpus; for Biber et al. (2007: 11), this is one of the main methodological
problems in the corpus-based analysis of discourse. It is easy to obtain a
great deal of information about individual words, including their rate of
occurrence, strength of association with particular registers, complemen-
tation patterns and collocational behaviour. In contrast, discourse-level
phenomena are not typically tied to particular words, at least not to the
extent that they would always be expressed by exactly the same linguis-
tic features.84 The contrary is also true: a particular string of letters in
a corpus may coincide with a certain discourse function, but this is not
necessarily the case.
For this reason, corpus-based discourse analysis is confronted with the
problem that it is not possible to retrieve all the relevant discourse-level
structures unless they are directly annotated in the corpus. If this is not
the case, data retrieval becomes extremely laborious, which may defeat
the most obvious advantage of corpus linguistics, namely the ease of pro-
cessing large amounts of linguistic data.
84Gilquin (2005) suggests that this is the reason why corpus linguistic analyses have
tended to concentrate on lexical phenomena. Biber et al. (2007: 2) observe that corpus-
linguistic research on discourse has focussed on the use of linguistic forms in context,
rather than on the analysis of discourse organisation.
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In previous EAP research, the main strategy for coping with this prob-
lem has been to use a list of pre-selected lexical items that are commonly
associated with a particular discourse function, count their frequencies in
the corpus, and treat them as a proxy to the discourse-level phenomenon
that they are purported to represent. A good example of this approach is
the work of Hyland (1998a; 2000; 2005a), who analyses such discourse-
level phenomena as boosting, hedging, and metadiscourse by investigat-
ing the frequency of words and phrases that have been associated with
these phenomena.
In principle, the more features are included in the analysis, the bet-
ter this approach works. For example, the list of metadiscourse items
studied in Hyland (2005a) contains hundreds of items, suggesting that
this method gives a very accurate picture of this discourse phenomenon.
However, there are three inherent methodological problems associated
with this approach. The first problem is recall: as the list is necessarily
compiled prior to the analysis of the corpus, it is impossible to ensure that
all relevant words and expressions are actually included in the analysis.
While such an approach would cope with the most typical attestations
of the discourse phenomenon in focus, it risks missing the more uncom-
mon or ‘hidden’ manifestations (cf. Kohnen 2009: 21–22). More generally,
Gast (2006a: 116) argues that aprioristic semantic classifications are al-
ways problematic and run the risk of compromising the objectivity of the
study.
The second problem with this approach is the implicit assumption that
all the features which are counted are similar to each other. This assump-
tion is potentially problematic, since discourse phenomena may have dif-
ferent syntactic instantiations and can consist of one word or multi-word
units. Therefore, it is not possible to take for granted that each instance
of a word on the list contributes equally to the discourse phenomenon in
focus.
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Thirdly, determining the relative frequency of a discourse phenomenon
is potentially difficult, because deciding on the appropriate unit of mea-
surement for discourse phenomena is not straightforward. The relative
frequency of a discourse phenomenon is often expressed relative to the
aggregate word count of a text, but using this metric assumes that the
ratio of words and discourse phenomena would be constant, which is
usually not the case (Ball 1994: 299; see also Section 6.3.2).
The view taken in this study is that the quantitative analysis of dis-
course phenomena should not be based merely on the frequencies of in-
dividual lexical items normalised to word counts, because this approach
runs the risk of ignoring the often crucial role played by the grammatical
environment in which words are used. In order to avoid the methodolog-
ical problems described above, this study takes grammatical structures as
the point of departure, and investigates both their rates of occurrence and
the relative frequencies of lexical and grammatical items with which they
co-occur.
My analysis employs two distinct approaches, which Biber and Jones
(2009) call ‘Type B’ and ‘Type A’ research designs. These designs provide
two kinds of information about the grammatical structures in focus. The
Type B design is concerned with the rate of occurrence of a linguistic
feature among different texts, giving an idea of how common it is in RAs
representing different disciplines. The Type A design, by contrast, treats
each occurrence of a given feature as a choice between variants within
the same paradigm, telling us how frequent the chosen feature is relative
to other possible choices (see further Section 6.3.2).
The limits of the alternative approach are illustrated with an example
from one of the case studies. Section 7.5.1 considers the question of what
verbs license declarative content clauses in different subcorpora. When
verbs such as show occur in this position following a nonhuman subject,
the reporting clause emphasises the results and the methods of analysis,
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while the people conducting the research are put in the background. Ex-
ample (6.1) illustrates this usage.
(6.1) Our calculations showed that, for nonspecific repulsive
short-range interactions, the lattice parameter of the egg-carton
superstructure compares with the dimensions of the saddle-like
inclusions. (MED)
If we are interested how frequently these reporting structures are used,
the normalised frequencies of verbs such as show may give an inaccurate
picture, because not all the instances of this verb are found in sentences
like the one quoted in Example (6.1). For instance, even though the verb
show is also used in Example (6.2), it does not occur in the same kind of
knowledge claim as in Example (6.1), but rather functions as a metadis-
cursive comment explicating the structure of the article.85
(6.2) Perioperative conditions are shown in Table 2. (MED)
For this reason, the quantitative analysis of reporting structures may be
misleading, if it is based on the frequency of lexical items without paying
attention to the grammatical environment where they occur. To include all
occurrences of the verb show in the quantitative analysis of the reporting
structure in Example (6.1) could artificially inflate the frequency counts
for text samples containing tables, figures and diagrams.
To avoid this problem, this study thus adopts a bottom-up approach
with a grammatical construction as the starting point. In other words, in-
stead of looking at macrolevel discourse functions and analysing how they
are realised linguistically, the analysis concentrates on particular gram-
matical constructions and examines their discourse functions in different
subcorpora. The concordance line quoted in Example (6.1) is treated as
a particular type of a verb-licensed DCCs (see Section 7.3.1), and only
85Brett (1994: 52) calls these sentences ‘pointers’.
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those instances of the verb show that occur in this syntactic configuration
are taken into consideration in the analysis of this type. This includes Ex-
ample (6.1) but not (6.2). In this way, it is possible to compare the relative
frequencies of each verb occurring in this construction across subcorpora
(see Sections 7.4.3 and 7.5.1).
Similar bottom-up methodologies have been used in many of Biber’s
studies (e.g. 1988; 2004; 2006a), where a set of grammatical construc-
tions is analysed exhaustively, and the results are interpreted as evidence
of discourse-level phenomena (e.g. the expression of stance). As will be
shown in the case studies in Chapters 7–9, the three grammatical phenom-
ena investigated in this study – constructions licensing declarative con-
tent clauses (DCCs), constructions licensing interrogative content clauses
(ICCs), and as-predicative constructions – are associated with different
discourse functions, and disciplinary variation is also attested in their use.
Finally, it should be noted that this study concentrates on the descrip-
tion and analysis of the text meanings expressed by these constructions.
The investigation of how these meanings are interpreted by readers is
beyond the scope of this study.86
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The role of operationalisation is crucial in linguistic analysis, both when
it comes to how grammatical structures are retrieved from a corpus, and
what statistical test is used to assess the significance of results. Both these
aspects are equally important. Stefanowitsch highlights the importance
of the proper definition of the linguistic category under investigation, ar-
guing that ‘if a category cannot be operationalized for objective identifi-
cation, it has no place in a linguistic theory’ (2006: 72). For Baroni and
Evert, meanwhile, the most important issue in the statistical analysis of
86See e.g. Paul et al. (2001) for a discussion of this perspective.
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corpus data is ‘how to frame the problem at hand so that it can be opera-
tionalized in terms suitable for a statistical test’ (2009: 794).
In quantitative linguistics, a ‘corpus’ is understood to be a finite sam-
ple from an infinite set of utterances that make up a language in an ex-
tensional sense, and the notion of operationalisation entails defining the
phenomenon under investigation in such a way that it can be counted in
this sample (Baroni and Evert 2009; see also Section 5.1). By using statis-
tical tools, it is possible to make generalisations concerning the language
variety represented by the corpus. The quantities observed in a corpus
can be used as evidence for claims about the properties of the language
system or speaker competence (Evert 2006: 178). The present study con-
centrates on three grammatical constructions in four populations. Each
population consists of RAs representing a different disciplinary commu-
nity, and is represented by a sample of 64 articles extracted from these
populations, as was described in Chapter 5.
Achieving the goals of the study hinges on appropriately defining the
objects of investigation and selecting the right statistical tools. This study
focusses on grammatical constructions, analysing it from three different
perspectives, each of which comes with a slightly different set of assump-
tions and employs different tools. In the following sections, the object of
study is defined (Section 6.3.1), and the three perspectives and their re-
spective methodological implications are discussed (Sections 6.3.2–6.3.4).
6.3.1 Analysing grammatical structures
In previous research, the grammatical structures in focus have been var-
iously referred to either as ‘constructions’ or ‘patterns’. The former term
is associated with construction grammar (C×G) (Goldberg 1995). C×G is
made up of various approaches, all of which share the basic premise that
language and the knowledge of language are made up of conventionalised
symbolic form-meaning pairings, at all levels of linguistic structure. C×G
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does not make strict distinctions between lexical and syntactic construc-
tions, or between semantics and pragmatics. (Goldberg 1995: 6–7; Bergs
and Diewald 2009: 1–2).
The term ‘pattern’ refers to the pattern grammar approach (Francis et
al. 1996; Francis et al. 1998; Hunston and Francis 2000), which shares
many of the characteristics of construction grammar listed above. A ‘pat-
tern’ is understood as a phraseology that is frequently associated with a
word; patterns and words are seen as mutually dependent systems, and
the aim of pattern grammar is to analyse the associations between them
(Hunston and Francis 2000: 3).87
The most important theoretical assumption made in the present work
is that lexicon and grammar are not fundamentally different, in that both
words and grammatical structures carry meanings of their own. Adopt-
ing this view makes it is possible to study grammar using the methods
of quantitative corpus linguistics (see Stefanowitsch and Gries 2003: 210
and Gries and Stefanowitsch 2009: 940–941). This view is consistent with
both construction grammar and pattern grammar, and my analysis of the
constructions draws on both of these frameworks. At the same time, nei-
ther framework is assumed to be inherently superior, and in this respect,
the present study represents a ‘theory-neutral’ approach in Trotta’s (2000:
2) sense. It is worth highlighting that in C×G, ‘construction’ is a very gen-
eral term that may refer to any grammatical configurations irrespective
of complexity or specificity (e.g. Kerz 2007: 21–22), and therefore all the
grammatical structures investigated in this study are legitimate objects of
constructional study.
The way in which associations between words and grammar patterns
are quantified is adopted from collostructional analysis, which represents
87Another grammar, which shares some aspects of both C×G and pattern grammar, is
linear unit grammar (LUG). Sinclair and Mauranen (2006: 31) point out that the LUG is
similar to C×G in that it adopts a holistic approach, abandons predetermined hierarchies,
and separates the internal and external relationships of a construction, but differs from
it by following a more strictly syntagmatic orientation.
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a more cognitively-oriented approach than pattern grammar.88 However,
the interpretation of quantitative findings does not attempt to consider
such issues as the language users’ cognitive faculties. Rather, I attempt
to describe how the constructions are typically used in corpus data by
analysing their co-occurrence patterns, and the semantic classification of
co-occurring items builds on the work done in pattern grammar (e.g. Fran-
cis et al. 1996; Francis et al. 1998).
6.3.2 Frequency analysis
It is well known that many grammatical constructions are unevenly dis-
tributed across different kinds of texts (Romaine 2008: 103). Probably the
most comprehensive empirical investigation into the distributional differ-
ences of constructions is Biber et al. (1999). All three case studies relate
to this line of investigation, as one of their aims is to find out how com-
mon certain constructions are in RAs, and whether there are differences in
their frequency across disciplines. To accomplish this objective, it is neces-
sary to consider both how these constructions can be identified, and what
the best way is to analyse how common they are in different subcorpora.
According to Biber and Jones (2009), the frequency of a linguistic fea-
ture in a corpus can be measured in two ways. It is possible to treat the
subcorpus as the unit of analysis, and count the linguistic feature’s rate
of occurrence for each subcorpus – known as the ‘Type C design’ (2009:
1290). The alternative is to count the rate of occurrence separately for
each text in a subcorpus, and treat it as an observation – this approach
is known as ‘Type B design’ (Biber and Jones 2009: 1298-1300; see also
Section 6.2).
Both Type B and Type C designs produce quantitative information and
can thus be used to analyse how common a linguistic feature is in the
88Gries and Stefanowitsch (2009: 940) explicitly state that collostructional analysis
can also be applied within pattern grammar.
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data. However, Type B has an important advantage over Type C: because
the number of observations is large, it is possible to count the mean score
and standard deviation, and, importantly, use these figures as basis of
inferential statistical analysis (Biber and Jones 2009: 1300). By contrast,
the frequency in Type C designs is based on a single observation and is
therefore not amenable to inferential statistics.89
Because of these advantages, the analysis of frequency employs the
Type B design. By choosing this approach, it becomes possible both to
test whether differences among the subcorpora are statistically significant,
and to get an idea of the dispersion of the linguistic feature.
As the text samples in the corpus are not of the same length, all raw
frequencies need to be normalised to a common base before they can be
compared.90 Common choices for such a base are 1,000, 10,000, or one
million words, and the choice between these depends on the characteris-
tics of the corpus. According to McEnery et al. (2006: 53), the base should
be comparable to the size of the corpora or corpus segments. Choosing an
appropriate base is important, because a base that is too large may inflate
frequency counts artificially (Biber and Jones 2009: 1299). All three case
studies employ the base of 1,000 words, which seems appropriate even
if the typical text length varies considerably among the subcorpora (see
Chapter 5). The normalisation formula can thus be written as follows:
freqconstruction
freqtokens
× 1, 000
When the frequency of a construction is counted using the Type B de-
sign, 64 observations are obtained for each subcorpus. In this scenario,
the dependent (i.e. response) variable – FREQUENCY – is a continuous
variable, and the independent (i.e. explanatory) variable – DISCIPLINE
89Accordingly, Type C approaches are most suitable in situations where differences
are so large that inferential statistics are not essential (Biber and Jones 2009: 1301).
90The normalised frequency of a token is sometimes referred to as its ‘incidence’ (e.g.
Krug 2003: 9).
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– is a nominal variable with four possible values. To test the four-way
interaction between DISCIPLINE and FREQUENCY, the appropriate statisti-
cal test to use is the Kruskal-Wallis test (Siegel and Castellan 1988: 206-
210). The Kruskal-Wallis test is the non-parametric alternative to a one-
way analysis of variance where the independent variable has more than
two values. If this test provides a significant result, it is possible to test
individually the significance of each two-way interaction, using the Mann-
Whitney Wilcoxon test (Siegel and Castellan 1988: 128-130). The same
approach has previously been used e.g. by Vihla (1999: 44) and Fløttum
et al. (2006: 298-301). Non-parametric tests are chosen, as they are more
robust if the distributional assumptions of parametric tests are not met
(Gries 2009b: 47). All statistical tests are counted using the R software (R
Development Core Team 2009).
It is easy to count the normalised frequency of a grammatical construc-
tion and compare the figures obtained from different corpora. However,
the normalised frequency is not an ideal measure, because it entails a ran-
dom sample model of a corpus, which is not realistic when it is applied to
natural language (Kilgarriff 2005; Evert 2006). The model assumes that a
corpus is a collection of words each selected at random, and consequently
that each feature that is being investigated could be substituted for any
word that occurs in the corpus. For example, if the relative frequency of
verbs licensing declarative content clauses (see Chapter 7) is measured in
terms of tokens per 1,000 words, it is assumed that each word in a text is
a potential instance of a verb in an appropriate syntactic configuration. It
is clear that such an assumption is never fully accurate.
This problem, which affects both Type B and Type C designs, has been
discussed by many writers. One of the most outspoken criticisms is pro-
vided by Ball (1994: 297), who dismisses measuring the frequency of
syntactic constructions in relation to the overall word count as inappro-
priate altogether, because constructions and words are not members of
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the same class. She argues that the relative frequency of a grammatical
phenomenon should be measured as the number of occurrences within
the number of opportunities where it could occur, and that the document
word count is not an ideal unit of analysis for grammatical constructions,
because it cannot be assumed that the word/construction ratio would be
constant (see also Nelson et al. 2002: 260).
The view of the corpus as a ‘random bag of words’ (Evert 2006: 177)
is problematic even if the focus is on a word as opposed to a construction.
This point is made by Kilgarriff (2005), who illustrates this problem by
using the χ2-test to compare the frequency of each individual word to the
frequency of all the other words in two corpora. Even though both his cor-
pora were random samples extracted from a larger corpus, a considerable
number of words in Kilgarriff’s analysis turned out to show statistically
significant differences in their frequency. For Kilgarriff, this result shows
that because language users do not choose words at random, it is likely
that differences of this kind are always found when this method is applied,
no matter how similar the corpora under investigation are.
A useful discussion of the different ways of measuring the frequency of
a linguistic feature is provided by Smitterberg (2005: 40-53), who com-
pares the various approaches to determining the frequency of progressive
verb forms. Along with the simple normalisation to a common base of
100,000 words (’M-coefficient’), he evaluates two approaches used in pre-
vious research: comparing the number of progressives to the overall num-
ber of verb phrases (’V-coefficient’), and to the number of verb phrases
excluding phrases that cannot occur in the progressive (’K-coefficient’).
Smitterberg also proposes a measure of his own, the ‘S-coefficient’, which
consists of counting the number of finite progressives and comparing it to
the number of finite verb phrases, excluding imperatives and BE going to
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constructions.91
Smitterberg’s discussion illustrates the general difficulty of measuring
the frequency of a linguistic feature: frequency can be counted in many
ways, and the optimal solution is predicated on the characteristics of the
linguistic feature under investigation, the availability of resources such as
grammatical annotation, and ultimately, the questions that the research
aims to answer. The methods discussed above may thus be appropriate
for measuring the frequency of progressives, but they are probably not
equally suitable for many other constructions. Moreover, to count any of
the more elaborate measures of frequency, such as the ‘S-coefficient’, it is
necessary to have a corpus that is at least POS-tagged, preferably parsed.92
Finally, depending on whether we are interested in the actual rate of oc-
currence in a corpus or in its relative frequency, the frequency needs to be
counted differently. If the point of interest is the former, quantitative data
provided by a measure like normalised frequency is required. In contrast,
the kind of proportional information provided by the latter approach does
not directly tell us anything about how common the phenomenon actually
is (see Biber and Jones 2009: 1301-1302).
Overall, there are good reasons for including the analysis of frequency
in the analysis, despite the problems illustrated above. As Smitterberg
(2005: 49) points out, the advantages of the basic normalised frequency
are that it is a measure that is easily computed,93 it is easily operationali-
sed and fairly ‘objective’ in the sense that it only depends on how ‘word’ is
defined.94 It is also a widespread measure, making it possible to compare
91 The formula provided by Smitterberg (2005: 48) is
NFINPR
NFINV P − (NIMPV P +NBGT ) × 100
92The accuracy of automated grammatical annotation carried out is of course another
issue, see Gries et al. (2010).
93Leech and Smith (2009: 178) call it a ‘rough and ready’ measure of frequency.
94The linguistic definition of a word may, of course, be an extremely complex is-
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the frequencies of linguistic features to results from earlier research.95 For
these reasons, a normalised frequency is used in this study.
At the same time, the criticism levelled at the use of normalised fre-
quencies is taken into account by complementing the frequency analysis
with two ‘Type A’ approaches (Biber and Jones 2009), namely collostruc-
tional analysis and the analysis of other phraseological variables. These
two approaches will be illustrated in the following two sections.
6.3.3 Collostructional analysis
The second aim is to investigate what lexical items tend to co-occur with
the grammatical constructions. To tackle this question, I use the method-
ology of collostructional analysis, which is a corpus-based approach devel-
oped by Anatol Stefanowitsch and Stefan Gries for the analysis of gram-
matical variation (Stefanowitsch and Gries 2003; Gries and Stefanowitsch
2009).
Collostructional analysis focusses on what Sinclair (2004: 32) calls
‘colligations’, that is, the co-occurrence of grammatical choices.96 The
logic of this approach is similar to collocation analysis, which studies
the co-occurrence of words using statistical tools. Collostructional analy-
sis essentially does the same, but instead of the co-occurrence of words,
it studies the co-occurrence of grammatical constructions and particular
words.97
sue, but corpus linguistics usually adopts a simple operationalisation of this concept as
a string of alphanumeric characters between two non-word characters. This is an ex-
tremely reliable measure, compared to a measure based on a more contentious issue
such as a particular definition of a syntactic constituent (Kilgarriff 1997: 233). See fur-
ther Baroni (2009).
95Some studies, e.g. Huckin and Pesante’s (1988) article on existentials, express the
frequency of the target feature as one occurrence per every nth word, but this measure
can easily be converted to a normalised frequency.
96The term ‘colligation’ was originally introduced by J.R Firth (see e.g. Firth and
Palmer 1968).
97The terminology of collostructional analysis is adopted from the terminology of
97
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The basic idea in collostructional analysis is to measure the strength of
association between grammatical constructions and lexical items that oc-
cur with them. Building on construction grammar (Goldberg 1995), col-
lostructional analysis shares the basic view of grammatical constructions:
it treats them as units of meaning and rejects the view that their meaning
is entirely derivable from the meaning of the constituents. It provides a
corpus-based method for ‘determining the degree to which particular slots
in a grammatical structure prefer, or are restricted to, a particular set or
semantic class of lexical items’ (Stefanowitsch and Gries 2003: 211). Col-
lostructional analysis subsumes three related methods of analysis: simple
collexeme analysis, distinctive collexeme analysis, and co-varying collex-
eme analysis. This study employs the first of these; for a description of
the other two approaches, see Gries and Stefanowitsch (2004a) and Gries
and Stefanowitsch (2004b).
Lexical choices have been addressed in many previous EAP studies,
and the contexts in which these choices take place have been defined
either in discourse-functional or syntactic terms. Hyland’s studies (e.g.
1999; 2000), analysing the frequency of various lexical verbs employed
in citations, are good examples of the former approach. More relevant to
the present purpose are studies analysing the frequency of lexical items
in a more narrowly circumscribed syntactic contexts. These include the
studies by Charles (2006b; 2007b), addressing the question of what verbs
license that-clauses in different subcorpora.
If collostructional perspective is adopted, the choice between differ-
ent lexical items is seen as a choice between alternatives within the same
paradigm. This makes it possible to express the frequency of each alterna-
tive relative to the total number of situations where any of the alternatives
occur. Accordingly, this research design represents what Biber and Jones
collocation analysis: the term collostruction corresponds to collocation, what is known as
collocate in collocation analysis becomes either collexeme or a collostruct (Stefanowitsch
and Gries 2003: note 4).
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(2009: 1291–1294) call ‘Type A design’. Type A designs are different to
Type B/C designs, in that the unit of analysis is the occurrence of a linguis-
tic feature in a corpus, not the corpus itself. The linguistic variables used
in Type A designs are nominal, and the approach is geared to providing
the relative frequency of the possible values of the variable.
Previous EAP studies have treated frequency data in different ways,
using either the absolute frequencies of linguistic features (e.g. Charles
2006b; Charles 2007a), or their proportional frequencies (e.g. Fløttum et
al. 2006: 92). However, Gries et al. (2005: 645-647) argue that both raw
frequency and relative frequency are methodologically less than optimal
measures, as neither approach takes into account the overall frequency of
a word in the corpus. In other words, if we only look at how often a par-
ticular word co-occurs with a grammatical construction, it is impossible
to tell whether this rate is influenced by the fact that the word in question
just happens to be a frequent word overall (see also Wiechmann 2008).
This problem is tackled in Schmid’s (2000) study on ‘shell nouns’,
where he uses two quantitative measures – ‘attraction’ and ‘reliance’ –
to analyse the relationship between nouns and the grammatical patterns
with which they co-occur. A noun’s ‘attraction’ to a given pattern ex-
presses how many per cent of the total occurrences of the pattern include
the noun in question; the value is directly proportional to its raw fre-
quency. By ‘reliance’, Schmid means the extent to which the use of a par-
ticular noun ‘depends’ on the occurrence of a grammatical pattern, and it
is counted by dividing the number of occurrences of a pattern containing
a given noun by the total number of occurrences of the pattern (see also
Section 7.5.1).
While Schmid (2000) focusses on the analysis of nouns, the statistical
measures of ‘attraction’ and ‘reliance’ are applicable also to other word
classes. Essentially, collostructional analysis combines these two measures
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in a single measure, which is referred to as ‘collostruction strength’.98 In
what follows, the general characteristics of collostructional analysis are
discussed briefly. The details of applying this method to the analysis of
individual constructions are given in the relevant chapters (see Sections
7.5.1, 8.5.1, and 9.3.3). More extensive treatments of collostructional
analysis are available e.g. in Stefanowitsch and Gries (2003), Wiech-
mann (2008), Gries and Stefanowitsch (2004b), and Mukherjee and Gries
(2009).
Collostructional analysis involves the same stages as collocation analy-
sis. For each word co-occurring with the construction, a 2×2 contingency
table is created. This table is evaluated using a suitable statistical test, and
the p-value provided by this test is then treated as a measure of attraction
between the word and the construction in the data set. After repeating this
procedure for each word occurring in a particular slot within a construc-
tion, the values can be used to rank the words according to how strongly
they are attracted to it.99 Along with looking at individual collexemes, it is
also useful to classify them using ‘intuitive common-sense criteria’ (Gries
and Stefanowitsch 2009: 948). In this study, the words occurring in a par-
ticular slot in relation to the construction are lemmatised (see Gries and
Stefanowitsch 2009: 943).100
In addition to the general characteristics of collostructional analysis,
two further aspects of collostructional analysis need to be mentioned here.
First, various tests could be used to evaluate the strength of the associa-
98Arppe (2008: 73–74) has used a similar approach to examine synonymy.
99This approach is somewhat similar to the approach presented in Oakes and Farrow
(2007), where the χ2 test is used to investigate vocabulary differences in seven varieties
of English. Instead of the p-value, Oakes and Farrow use the standardised residuals to
rank the words in a corpus.
100There is a case for adopting the alternative approach, treating each word form
separately; for instance, Hunston (2003) has shown how different forms of the same verb
tend to occur with different complemenation patterns. In this study, this phenomenon
is into account by investigating additional phraseological variables such as TENSE and
VOICE of the verb phrase (see Section 6.3.4).
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tion between a word and a construction.101 Stefanowitsch and Gries ad-
vocate the Fisher-Yates exact test, on the grounds that it neither makes
distributional assumptions nor requires a particular sample size (2003:
218). Following this recommendation, the Fisher-Yates test is also used in
the present study.
Second, the p-value is not always a good measure of strength of asso-
ciation, but Stefanowitsch and Gries justify this interpretation by pointing
out that the p-value of the Fisher’s exact test incorporates the effect size,
weighed on observed frequencies. This characteristic, they argue, makes
the p-value a suitable measure for ranking purposes (Stefanowitsch and
Gries 2003: note 6). Instead of directly using the p-value, it is also possible
to use its negative logarithm to the base of ten, which provides a number
that is easier to handle.
To sum up, collostructional analysis requires that a large and bal-
anced corpus is available, that the constructions under investigation are
retrieved exhaustively, and that corpus results are evaluated statistically
(Gries and Stefanowitsch 2009).102 The advantage of this method is its
greater accuracy as compared to a frequency-based approach (Gries et al.
2005: 648).103
6.3.4 Other phraseological variables
Along with studying the co-occurrence patterns of words and construc-
tions, the present study also investigates how the use of the constructions
varies with respect to other phraseological variables such as TENSE and
101For an overview of the numerous alternatives, see Wiechmann (2008).
102It is also possible to look for words which are ‘repulsed’ by the construction, that is,
words whose observed frequency is smaller than their expected frequency. In principle,
as demonstrated by Stefanowitsch (2006), collostructional analysis can even be applied
to cases where there are no occurrences of a word in a particular constructional slot.
103Gries et al. (2005) also provide evidence that collostruction strength is a better
predictor of native-speakers’ performance in sentence completion tests than the raw fre-
quency. See also Wiechmann (2008: 254).
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VOICE. By drawing attention to specific features of the context, these vari-
ables may shed further light on how the constructions are typically used,
and indicate possible differences in the discourse function between disci-
plines (cf. Römer 2005: 60).
To investigate the co-occurrence of phraseological variables with the
constructions in focus, the methodology of variationist analysis is used.
Central to this framework is the notion of linguistic variable, a term which
has its origin in correlational sociolinguistics (e.g. Labov 1966 and Labov
et al. 1968). However, the way in which this concept is used in this study
differs from how it was conceptualised in early sociolinguistic analyses,
where it was used to analyse phonological variation.
According to the basic version of the variationist method, a linguistic
variable should be set up in such a way that all its possible values are dif-
ferent ways of saying the same thing. A classic example of this approach
is found in Labov (1966), who used the pronunciation of post-vocalic /r/
as a variable with three possible values.104 However, this requirement is
not applicable to the analysis of grammatical variation, because unlike
phonemes, words and constructions clearly carry a meaning of their own.
The applicability of the variationist method beyond phonology is a con-
tentious issue in sociolinguistics.105 Despite criticism expressed by some
scholars, many sociolinguists also accept the extension of the variationist
method to other levels of language,106 but this usually means that it is nec-
essary to relax the requirement that the alternates should be fully synony-
mous. For example, Jucker (1992: 19) replaces the term ‘synonymy’ with
104Overviews of issues relevant to variationist sociolinguistics are found e.g. in Dittmar
(1995) and Tagliamonte (2006). The similarities between the methodologies of sociolin-
guistics and corpus linguistics are discussed in Romaine (2008) and Mair (2009: 24-25).
105For a discussion, see e.g. Raumolin-Brunberg 1991, Jucker 1992, Nevalainen and
Raumolin-Brunberg 2003, and Tagliamonte 2006.
106For example, Wolfram defines the linguistic variable as uniting ‘a class of fluctuating
variants within some specified language set’ (1991: 23), and states that many kinds of
categories could qualify as such language sets including ‘choices between content words
with approximate semantic equivalence’.
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‘referential sameness’, which implies that while part of the meaning of the
alternates is shared, differences are allowed in the connotative, social and
regional meaning. On the other hand, Raumolin-Brunberg (1991: 26)
claims that the notion of sameness is less critical if the analysis focusses
on an abstract grammatical category – e.g. the noun phrase – because
all the structural realisations of the category are syntactically similar by
definition.
Despite these difficulties, many corpus studies have used the method-
ology of variationist analysis to investigate the use of constructions that
are similar in meaning, but clearly not equivalent semantically or syn-
tactically. Biber and Jones (2009: 1292) give some examples of such
constructions, including the variation between active and passive, that-
clauses and to-clauses, or wh-clefts and it-clefts. Other examples include
Gries and David (2007), who analyse the variation between two nearly
synonymous hedges, kind of and sort of, and Gast (2006b), who stud-
ies the distributional differences in the use of the additive particles also
and too. The same logic also applies to collocation analysis, because it is
founded on the premise that all the words occurring in a specific position
in relation to the node word are taken into account when determining
what its collocates are (see e.g. Evert 2005).107
Following this logic, variationist analysis is a suitable methodological
framework for analysing phraseological variation. When the use of gram-
matical constructions is investigated from this perspective, each variable
is defined to comprise all the choices available at that particular level.
Thus, when the variable TENSE is analysed, it is important that all tensed
forms are included in the analysis. In this way, we are in each case deal-
ing with an exhaustive set of paradigmatic alternatives for a variable in
a specific grammatical environment, which makes up a linguistic variable
(cf. Paolillo 2002; Nelson et al. 2002).
107This of course applies by extension to collostructional analysis, which requires that
all collexemes are retrieved exhaustively from the corpus, as discussed in Section 6.3.3.
103
6.3. Operationalisation
However, it is worth emphasising that the adoption of a variationist
framework does not mean that it would be possible to treat the choice
between the possible values of a phraseological variable as being solely
an ‘act of identity’ (cf. Ivanic 1997), because such a choice is clearly
motivated by the contents of the text. For example, a choice between
the present and the preterite tenses depends on the discourse context in
which the verb is used. Therefore, it is clear that compared to phono-
logical variables, the phraseological variables investigated here provide
less information about the writers’ cultural identities. At the same time,
knowing what phraseological variables co-occur with grammatical con-
structions may provide important insights into how these constructions
are used in different contexts. What is more, the comparative perspec-
tive adopted in this study makes it possible to tease out differences in
the discourse function that the construction has in different disciplinary
contexts.
As my focus is on how the discipline influences the choice between the
possible values of different phraseological variables, DISCIPLINE is treated
as the independent variable (i.e. explanatory variable). Each phraseolog-
ical variable is in turn treated as the dependent variable (i.e. response
variable) (cf. Paolillo 2002; Nelson et al. 2002). In this design, both inde-
pendent and dependent variables are nominal, and the research question
to be investigated is whether variation in the values of the dependent vari-
ables can be explained by the independent variable DISCIPLINE. The zero
hypothesis in each scenario is that the discipline plays no role in how these
values are distributed. To test the significance of the differences among
subcorpora, a χ2-test is used; a p-value smaller than 0.05 is considered
significant. To assess the size of the effect, Cramer’s V is used (see Nelson
et al. 2002: 269, Gries 2009a: 197, and Gries 2009b: 173–174).
In sum, it is clearly justified to make use of the notion of linguistic vari-
able in the analysis of grammatical variation. At the same time, the notion
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cannot have the same implications or explanatory power as in the analysis
of phonological variation, because the criterion of referential sameness is
not applicable. However, if the notion of linguistic variable is appropri-
ated from correlational sociolinguistics to the analysis grammatical con-
structions, it is possible to obtain information about their use in different
contexts, and examine the variation using the statistical methods of cor-
relational sociolinguistics.
6.3.5 The role of corpus evidence
A corpus may have many roles in linguistic analysis. It can be a repository
of linguistic material from which illustrative examples of language use can
be gleaned. Alternatively, it can be seen as a representative and balanced
sample of language in the extensional sense, providing evidence for claims
about the language variety it represents.
These perspectives more or less coincide with the three major strands
of corpus linguistics, discussed in Gast (2006a: 114-115) (and ultimately
based on Tognini-Bonelli 2001): the corpus-driven, corpus-based, and ex-
perimental approaches. According to Gast (2006a), the ‘corpus-driven’
approach sees the corpus as the source of all relevant information, and the
task of the linguist is to provide a description of the corpus by extracting
information from it. The ‘corpus-based’ approach, by contrast, uses exist-
ing linguistic theories in the classification and structuring of data, aims to
provide frequency distributions and interpret them. The third alternative
is the experimental approach, where corpus data is used as evidence for
cognitive processes.
A slightly different classification of the paradigms of enquiry within
corpus linguistics is provided by Tummers et al. (2005), who distinguish
between what they refer to as ‘corpus-illustrated’ and ‘corpus-based’ lin-
guistics. For them, corpus-based linguistics makes use of systematically
collected corpus data and uses descriptive and inferential statistics to
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identify the relevant features. Meanwhile, corpus-illustrated linguistics
treats corpus data as a complement or supplement to introspective data,
and it neither collects data systematically nor applies statistical analysis.
As this study focusses on grammatical phenomena which are defined
prior to the analysis, it clearly represents the corpus-based approach in
Tognini-Bonelli’s sense (2001; see also Rayson 2008: 520). Moreover,
as the occurrences of the three constructions in focus are analysed ex-
haustively using descriptive and inferential statistics, this study is clearly
‘corpus-based’ also as the term is understood by Tummers et al. (2005).
6.4 Summary
Methodologically, this study draws on different traditions of analysis. If
we follow the classification presented by Jucker (1992), the frequency
analysis (Section 6.3.2) is related to traditional stylistic analyses, which
he describes as being concerned with the distribution and density of stylis-
tic markers. However, by analysing collostructions and other contextual
variables (Sections 6.3.3 and 6.3.4), the study also shares an affinity with
the tradition of correlational sociolinguistics, which according to Jucker
is concerned with finding out to what extent the variation of alternative
realisations of a linguistic variable is systematic. The difference with re-
spect to this characterisation is that this study neither claims there to be
referential sameness between the alternates, nor posits that the choice
between the variants would be an issue of unconscious usage.
The methods described in this chapter are employed in the next three
chapters, which make up the empirical part of this thesis. By using both
Type B and Type A designs (Biber and Jones 2009), the case studies are
able to address two different research questions. The analysis of fre-
quency provides information about the rates of occurrence of construc-
tions across texts. The analysis of collexemes and other phraseological
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variables, in contrast, focusses on the actual occurrences of the construc-
tions and their co-occurrence patterns. The combination of all perspec-
tives makes it possible to obtain a rich and diversified picture of the use
of each target construction in the corpus data.
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Chapter 7
Case study I: Declarative content
clauses (DCCs)
7.1 Introduction
The first case study investigates one particular set of grammatical con-
structions in order to see how their use in RAs varies according to the
disciplinary culture. These constructions are linked to a specific kind of
subordinate clause, namely the declarative content clause (DCC) (Hud-
dleston and Pullum 2002: 956–972).
The DCC is an important grammatical structure in academic prose, and
there are many good reasons for looking into its use from a comparative
perspective. First, DCCs play a crucial role in presenting claims. Earlier
research has shown that DCCs constitute an important resource for writers
of academic texts, because they are used for carrying out such activities as
making assertions and citing other writers (Hunston 1993b; Swales and
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7.2. Previous work on DCCs and knowledge claims
Feak 2004; Groom 2005; Charles 2006b; Charles 2006a; Charles 2007a;
Hyland and Tse 2005b). Furthermore, DCCs have been shown to play an
important role in the construction of an appropriate writer stance (Biber
et al. 1999), which is an important element of good academic writing.
As DCCs are linked with a number of important discourse functions
in academic writing, it can be hypothesised that disciplinary culture is an
important factor determining how often they are used, and what items are
used to license them. What is more, because the token frequency of DCCs
is reasonably high, knowledge of their typical discourse functions opens
a window into the discourse structure of different disciplinary discourses.
Considering these points, DCCs offer a grammatically sound point of de-
parture for the analysis of how differences between disciplinary cultures
are manifested in texts.
This chapter investigates the hypothesis that disciplinary culture has
an influence on how DCCs are used, both when it comes to their overall
rates of occurrence and their co-occurrence patterns. In order to test this
hypothesis, the following three aspects are investigated: (1) the frequency
of verb-licensed DCCs, noun-licensed DCCs, and DCCs acting as extra-
posed subjects, (2) the strength of association between DCCs and partic-
ular verbs, nouns and adjectives that license them, and (3) the discourse
functions that these patterns have in different disciplinary contexts.
7.2 Previous work on DCCs and knowledge
claims
DCCs have received a fair amount of attention in EAP research (e.g. Hud-
dleston 1971: 169–179; Hunston 1993b; Charles 2006b; Charles 2007a;
Hyland and Tse 2005a; Hyland and Tse 2005b). Rather than studying this
grammatical structure for its own sake, however, many studies link DCCs
to claims that are put forward in academic texts (e.g. Hyland and Tse
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2005b). These claims are commonly referred to as ‘knowledge claims’ (cf.
Myers 1992; Dahl 2008; Dahl 2009).108 According to Hunston (1993a:
133), such claims are presented in the hope that they will be accepted as
part of the knowledge that the disciplinary community agrees upon.
Knowledge claims are important in academic prose for two reasons.
First, they contain information which is communicated to the commu-
nity of the discipline. As observed in Chapter 4, communication is an
essential part of academic research, and the RA plays an important role in
this process. Along with communicating informational content, however,
knowledge claims also have a pragmatic function: they contribute, as
Malmström (2007) puts it, ‘towards the social interaction between speak-
ers and addressees’ (2007: 14). In this way, the expression of knowledge
claims is closely linked with issues such as persuasion and politeness (see
also Myers 1992).
While the principal aim of this case study is to provide a comprehen-
sive corpus-based analysis of DCCs, such an analysis is clearly well posi-
tioned to provide insights into the expression of knowledge claims, given
the frequency of DCCs in all subcorpora and their importance in a va-
riety of discourse functions. Some previous studies on DCCs have also
taken into account their discourse functions in different genres, including
Charles’s (2006b; 2007a) work on theses and Hyland and Tse’s studies
on abstracts (2005a; 2005b). The specific focus in these studies is on the
construction of stance. Biber’s (2006a) analysis of stance also considers
DCCs, along with a number of other features.
In addition to the construction-based studies listed above, there are
numerous other studies on knowledge claims using different methodolo-
gies, which are also relevant to the present work. Many such studies
concentrate on particular lexical items commonly used in this discourse
108Malmström (2007) uses the term ‘knowledge statement’. Note that the notion of
knowledge claim is understood much more broadly than in Myers (1992), which is con-
cerned with the qualitative analysis of the ‘main knowledge claim’ of the RA.
110
7.2. Previous work on DCCs and knowledge claims
function. For example, Meyer (1997) analyses what he refers to as the
lexical field of ‘coming-to-know’,109 and Malmström (2007) chooses seven
high-frequency lemmas (argue, claim, suggest, propose, maintain, assume,
and believe) and studies their frequency in RAs representing two disci-
plines, linguistics and literary studies.110 Other examples include Holmes
and Nesi (2010), who extract a list of relevant lexical items from Word-
net and use it to interpret the results of a corpus-driven keyword analysis.
The word list can also be modified during the process of retrieval; for
example, Dahl (2008; 2009) demonstrates an exploratory approach to
identifying knowledge claims, starting from ‘linguistic signals seen as po-
tential pointers to claims’ (2008: 1189), inspired both by earlier research
and exploration into corpus data.
Despite the merits of these studies, there are good reasons for choosing
a construction-based approach to the analysis of knowledge claims. First,
the analysis of lexical items may produce extremely detailed information
about how they are used in different contexts, but a difficulty arises when
these results are interpreted as evidence for the prominence of some dis-
course function. As discussed in Section 6.2, it is difficult to ensure that all
relevant words are included in the analysis, or that they would contribute
to a particular discourse function exactly in the same way. Second, by
choosing a construction-based approach, it is possible to investigate the
co-occurrence patterns of constructions in different subcorpora using the
techniques of quantitative corpus linguistics, in particular collostrucional
analysis (see Section 6.3.3).
The numerous discourse analytical studies on citation patterns111 are
also relevant to the present work, as far as the classification of verbs li-
censing DCCs is concerned. However, the unit of analysis in these stud-
109A translation of the German term Erkenntnis.
110Malmström (2007: 27) mentions in passing that 92% of complements of these verbs
are that-clauses or other finite clauses.
111This body of research is distinct from citation analysis carried out by information
scientists (see White 2004).
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ies is a functional category rather than a grammatical form, as in this
study. Citations are commonly divided into ‘integral’ and ‘non-integral’
citation,112 and integral citations have been analysed in terms of the lex-
icogrammar of the reporting structure. An influential study representing
this orientation is Thompson and Ye (1991), who aimed at identifying a
set of verbs used in citations, and found over four hundred such verbs in
a corpus consisting of roughly a hundred RA introductions (1991: 366–
367). The main contribution of Thompson and Ye’s study has been the
systematic framework for analysing citation, which has also been used in
many later studies.113
Instead of attempting a comprehensive analysis of citation, only those
citations are taken into account in the present study which contain a DCC
licensed by a verb (see Section 7.3.1). Choosing this approach is fur-
ther supported by Charles’s (2006b: 493) observation that while reporting
clauses can be used for a variety of functions in academic discourse, many
of these have been relatively neglected in previous research compared to
citations.
7.3 Classifying DCCs
DCCs are finite subordinate clauses, which are dependent within some
larger structure.114 The DCC is the most prominent of the three types of
112A citation is integral if it is integrated into the clause structure of the citing sentence,
whereas non-integral citations are placed in parentheses, footnotes, endnotes, or the like.
See further Swales (1990).
113Thompson and Ye (1991) classify reporting verbs as denoting either research acts,
cognition acts, or discourse acts, and their evaluative potential as either factive, non-factive
and counter-factive. The categorisation of reporting verbs in Hyland’s (1999; 2000) anal-
ysis of citation employs a modified version of this framework.
114This section relies on the description and terminology used in Huddleston and
Pullum (2002). Alternative terms for ‘declarative content clause’ include ‘complement
clause’ and ’nominal clause’ (Biber et al. 1999). For other descriptions of this structure,
see e.g. Quirk et al. (1985: 1048–1050), Biber et al. (1999: 660-682), and Francis et al.
(1996: sections 1.10, 3.6, and 9.1–9.4)
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content clauses – the others are interrogative content clauses (analysed
in Chapter 8) and exclamative content clauses. DCCs are usually marked
with that, but in some circumstances, the marking is omitted, typically in
informal contexts and with common matrix verbs (Huddleston and Pul-
lum 2002: 953).
DCCs can be used in many syntactic functions, and this chapter ex-
pressly focusses on three of them: (1) DCCs functioning as internal com-
plements of verbs other than be or remain (Example (7.1)), (2) DCCs
functioning as complements of a noun (Example (7.2)), and (3) DCCs
functioning as extraposed subjects (Example (7.3)) (cf. Huddleston and
Pullum 2002: 957).115
(7.1) Salvesen claims that The Prelude illustrates “memory in
action".116 (LC)
(7.2) It rests upon the belief that different tiers of courts possess
different decisionmaking skills and that this distinction recognizes
the particular competence of each. (LAW)
(7.3) It is obvious that a thorough understanding of Rho GTPases in
these cellular events will yield new insights in understanding their
role(s) in spermatogenesis. (PHY)
These three types of complement clauses make up the group of ‘stance
complement clauses’ as defined by Biber et al. (1999: 969); in other
words, they are one of the four major grammatical devices to indicate
115Apart from these functions, DCCs can have other functions in the clause structure.
They can acts as non-extraposed subjects, complements to adjectives, complements to
linking verbs like be, and extraposed objects. These functions are less frequent than the
three functions listed above.
116All the examples quoted in this chapter are extracted from the corpus described in
Chapter 5. Bold type is used to highlight the word that and the licensing word, and
underlining is used to draw attention to any other features of the example.
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stance.117 These four types will be described individually in the following
sections.
What makes DCCs particularly interesting for the analysis of academic
discourse is their information content: even though DCCs are syntacti-
cally subordinate to the main clause, they usually express the main infor-
mation content of the sentence. Analysing the finite complementation
construction, Verhagen (2005: 96–97) argues that subordinate clauses
such as those quoted in Examples (7.1)–(7.3) represent the ‘basic con-
tent of the discourse’, whereas the matrix clauses preceding them are ‘or-
thogonal’ to this content: their function is to instruct the reader how the
speaker/writer is to be conceptualized in the context of the utterance. A
similar analysis is presented by Hunston and Francis (2000: 155-156),
who question the status of the DCC as a subordinate clause altogether.
They view the that-clause as the ‘main’ clause of the sentence, and what
comes before that as a contextualising preface to the main information
expressed in it.118 If this is the case, it is clear that the analysis of DCCs
and the items that license them can offer an insight into how arguments
are presented in academic discourse.
7.3.1 DCCs licensed by verbs
The majority of DCCs occur as complements to verbs. Biber et al. (1999:
59) analyse such content clauses simply as objects, while Huddleston and
Pullum (2002: 1017-8) argue that content clauses are grammatically so
different from nouns that their analysis as objects cannot be justified.119
For this reason, the term complement is used here.
117Hyland and Tse (2005b) refer to these as ‘evaluative that-clauses’.
118The terms ‘projected’ clause and ‘projecting’ clause are used in functional grammar
(Halliday 1994: 267).
119This argument is based on the following three observations: content clauses cannot
occur as obliques, NP objects allow fewer verbs to come between them and the verb, and
not all verbs that take a content clause take an NP object (see Huddleston and Pullum
2002: 1018-1022).
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Verb-licensed DCCs are used for three main discourse functions in aca-
demic prose. The function that has received the most attention in earlier
research is the use of the construction to refer to the work of other writ-
ers. In sentences representing this function, the agent of the matrix clause
is often someone else than the writer of the article, and the utterance is
an ‘attribution’ in Sinclair’s (1986) sense. An attribution of this kind is
illustrated in Example (7.4).
(7.4) He suggested that the uracil-yl radical is not an intermediate in
double-stranded DNA and that the protonation pathway would be
favored. (PHY)
In this example, the subject of the matrix clause is the third person
singular pronoun he, and it refers to a scientist who has published on the
same topic. The idea that is attributed to this scientist is encoded in a
DCC, which is licensed by the communication verb suggest. As Verhagen
points out, this is one of the most straightforward ways of attributing
something to another person (2005: 78).120
In fact, Verhagen goes as far as to suggest that the matrix clause in sen-
tences such as Example (7.4) does not prototypically describe an event,
but rather introduces a perspective with which the addressee – in this
case the reader of the article – is expected to identify. Seen in this way,
Example (7.4) is an example of a construction that operates in the di-
mension of intersubjective coordination (Verhagen 2005: 79). Choosing
an appropriate licensing verb plays an important role in attributions, be-
cause it allows the writer to ‘suggest various degrees of identification with
the perspective that is “put on stage”’ (Verhagen 2005: 80).121
120For an attempt to construct an algorithm for the automatic determination of intel-
lectual ownership in academic texts, see Teufel and Moens (2000).
121In Verhagen’s terminology, the referent of the subject of the main clause is ‘onstage
conceptualizer’.
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To find out how DCCs are used to refer to activities of other persons
than the writer of the article or the addressee, we need to consider two
kinds of matrix clause subjects, namely pronominal and non-pronominal
third person subjects. The third person pronominal subject was illustrated
in Example (7.4),122 and two sentences containing a non-pronominal sub-
ject are quoted as Examples (7.5) and (7.6). In the former, the subject is a
proper noun, and in the latter, the NP legal scholars refers to some scholars
in general without specifying who these are.
(7.5) PFGE was the most sensitive DSB assay until Kaur and Blaze
(1997) showed that the sensitivity of neutral filter elution could be
improved by increasing the pH to 11.1, just below the DNA
denaturation value.
(7.6) Recently, legal scholars have argued that apologizing has
important benefits for both parties to a lawsuit, including
increasing the possibilities for reaching settlements.
If we accept Verhagen’s (2005) analysis of attribution, we can anal-
yse citations such as Examples (7.4)–(7.6) as pertaining to the relation-
ship between the writer of the article (text producer) and the reader (ad-
dressee). Following this line of reasoning, these matrix clauses are best
analysed as concerning the cognitive coordination between the producer
of the discourse and its addressee, even if on the surface they would be
about the relationship between the writer and some third party who is
being cited (Verhagen 2005: 98). Writers have a number of resources for
modifying how other researchers are referred to: they can choose how
the matrix clause subject is encoded, and what kind of cognitive or verbal
122Interestingly, in this particular example, the antecedent of the pronoun he appears
to be a research group rather than an individual, as can be observed in the sentence
immediately preceding Example (7.4): ‘Our results are consistent with those from Hut-
termann’s group, who did not observe dehalogenation of 5-halouracil substituted DNA
in the solid state’. (PHY)
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activity is attributed to them. These decisions do not only depend on the
writers’ preferences, but also involve a consideration of the established
norms and conventions of the genre and the disciplinary culture.123
Verb-licensed DCCs can also be used for referring to the researcher’s
own activities, which is the second main function of this construction.
Charles (2006b: 494) observes that despite its importance, this function
has received much less scholarly attention than citations. When writers
use this pattern to overtly refer to their own activities, the subject position
of the matrix verb is occupied by a first person pronoun I or we, as shown
in Examples (7.7) and (7.8).
(7.7) I argue that the coercion problem can be solved by a two-tiered
lockup structure. (LAW)
(7.8) We found that HFH-T2 and HepG2-HBV cells secreted high levels
of proMMP-9 in both serum-free medium and the intracellular
space. (PHY)
As the writer of the article is the source to which the statement is
attributed, both of these sentences are examples of ‘averral’ in Sinclair’s
(1986) sense.124 Charles (2006b: 496) uses the term ‘emphasized aver-
ral’ for statements that writers explicitly attribute to themselves. In the
same way as writers can modify their degree of commitment to claims
being cited, they can choose between different ways of representing their
own activities to their readers. Depending on the choice of verb, tense
or modality, the knowledge claim comes across differently (Myers 1992).
Here, too, the consideration of the norms of the genre and the discipline
are of considerable importance.
123These have been investigated in the studies on citation patterns listed in Section 7.2.
124Cf. Malmström (2007: 51), who refers to these notions respectively as ‘Self-
manifestation’ and ‘Other-manifestation’.
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A third function commonly identified for verb-licensed DCCs also in-
volves reporting on activities carried out by the researchers themselves.
The difference between this function and the previous one, however, is
that the subject of the matrix clause is not a first person pronoun, but
an inanimate noun such as data, analysis, evidence, or result. Follow-
ing Charles (2006b), these sentences are referred to as ‘hidden averrals’,
and they are illustrated in Examples (7.9) and (7.10). The term ‘hidden
averral’ comprises a variety of clauses, where the subject can be a noun
denoting actual data, results, graphic or tabular representations, or a ‘text
term’ (Thomas and Hawes 1994) such as article, text or thesis.
(7.9) Our results indicated that the cardioprotection afforded by APC
was indeed modulated by KATP channels and specifically by the
mitoKATP channels. (MED)
(7.10) Our analysis shows that affording full property rule protection to
ideas is likely to result in the underdevelopment of ideas. (LAW)
Note that I use the term ‘hidden averrals’ to refer to a particular syn-
tactic configuration. Therefore, ‘hidden averrals’ can occasionally be used
for attributions, if the referent of the subject is a noun that denotes the
work carried out by other researchers. This situation is illustrated in Ex-
ample (7.11) with the noun evidence acting as the subject of the verb
suggest.
(7.11) Some recent evidence suggests that innovation has not suffered
despite the presence of a patent-related anticommons dynamic in
the industry. (LAW)
Along with considering the overall frequencies of verb-licensed DCCs,
the analysis presented in Section 7.5.1 will also consider the relative fre-
quencies of the three basic types of source introduced above.
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7.3.2 DCCs licensed by nouns
The second syntactic configuration analysed in this chapter involves a
DCC acting as a complement to a noun (see Example (7.2)). The noun li-
censing the content clause is an abstract noun, and these nouns are collec-
tively referred to as ‘shell nouns’ by Schmid (2000). According to Schmid’s
definition, shell nouns share the following characteristics: they serve the
semantic function of characterising and perspectivising chunks of infor-
mation expressed in text, the cognitive function of temporary concept-
formation, and the textual function of linking these concepts to other parts
of text which contain the actual details of information (2000: 14).125 In
Schmid’s terminology, the pattern considered here belongs to the larger
pattern referred to as shell noun + postnominal clause, where the post-
nominal clause is of the that-clause variant, i.e. N-that (2000: 22).126
Despite being far less frequent that verb-licensed DCCs, DCCs licensed
by shell nouns play an important role in academic prose. Shell nouns em-
ploying the N-cl-pattern are associated with knowing and saying, which
is demonstrated by their attracting nouns that refer to the contents of lin-
guistic utterances and cognitive processes (Schmid 2000: 292-293). The
pattern is particularly common in academic prose, where it is used to in-
dicate some kind of stance towards the proposition encoded in the DCC
(Biber et al. 1999: 647). Furthermore, Charles (2007a: 204-205) notes
that shell nouns both create textual links and enable the writers to ex-
press evaluations, and these functions are important in academic writing.
125The term ‘shell noun’ is associated with pattern grammar. Other terms with sim-
ilar meanings include ‘carrier nouns’ (Ivanic 1991), ‘general nouns’ (Mahlberg 2005),
‘signalling nouns’ (Flowerdew 2003), and ‘enumerative “catch-all” nouns’ (Hinkel 2003:
284). For a comparative review of these terms, see Schmid (2000: 10-13)
126Other variants of the postnominal clause are wh-clause and to-infinitive clause, the
former of which is analysed in Chapter 8. Note that while the permissibility of the
pattern N-cl is a fairly reliable indicator that the noun in question is a shell noun in
Schmid’s sense (Schmid 2000: 40-41), these nouns are also used with other patterns not
considered here.
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All these characteristics make the N-cl pattern useful for writers of aca-
demic texts.
This chapter focusses on how noun-licensed DCCs are used to create
an appropriate writer stance (as in Charles 2007a). Their second main
function, the creation of textual links (see Flowerdew 2003), is beyond
the scope of this study.127
Noun phrases consisting of a head noun and a DCC can be used to indi-
cate different kinds of meanings and stance, and these have been analysed
extensively in previous research. However, despite the agreement on the
general issues of how these nouns are to be classified, there are also many
differences between classification systems. The Longman Grammar (Biber
et al. 1999) distinguishes two kinds of stance that combinations of a noun
and a DCC can express. First, they can assess the certainty of the propo-
sition that is encoded in the complement clause by using nouns such as
fact or possibility. Second, they can specify that the source of the knowl-
edge encoded in the DCC is either linguistic communication (e.g. report,
suggestion), cognitive reasoning (e.g. idea, assumption), or personal belief
(e.g. belief, opinion) (1999: 648-650).
By contrast, Charles (2007a: 207–8) uses a taxonomy (which ulti-
mately derives from Francis et al. 1998) that classifies nouns in this posi-
tion into four groups. These groups partly correspond to those identified
by Biber et al. (1999): her IDEA group corresponds to Biber et al.’s ‘cogni-
tive reasoning’ and ARGUMENT group to Biber et al.’s ‘linguistic communi-
cation’. The other two groups in Charles’s model, the EVIDENCE group and
the POSSIBILITY group, also relate to the source of knowledge, but they do
not have a direct counterpart in Biber et al. (1999). Nouns which do not
fit in these four groups are classified as OTHER.128
127A comprehensive treatment of this topic would require a consideration of patterns
involving other shell nouns, as well as other linking words, such as linking adverbials
(see e.g. Biber 2006b: 70-72).
128Interestingly, this group also includes the noun fact, which in Biber et al. (1999) is
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The most comprehensive investigation into the use of shell nouns is
provided by Schmid (2000), who distinguishes between six main classes
based on the type of experience that is being described: factual, mental,
linguistic, modal, eventive, and circumstantial. Each class is then subdi-
vided into different groups, and these in turn into families, which are
described with reference to specifically designed frames.
Schmid’s extensive survey based on the COBUILD’S Bank of English cor-
pus covers a large variety of grammatical patterns in which shell nouns
are used. In view of the N-cl pattern, the most relevant classes and groups
are the class of FACTUAL nouns (especially in the Neutral group and the ‘re-
sult’ family under the Causal group), the class of LINGUISTIC nouns (esp.
Propositional, Assertive and Expressive groups), MENTAL nouns (esp. Con-
ceptual and Creditive groups), and the group of epistemic verbs under
MODAL nouns (see Schmid 2000: 293-297).
7.3.3 DCCs as extraposed subjects
The third grammatical structure analysed in this chapter is the construc-
tion where the DCC functions as an extraposed subject, illustrated in Ex-
ample (7.12). This construction is referred to as the ‘introductory it pat-
tern’ by Francis et al. (1996), Hunston and Francis (2000) and Groom
(2005).129
(7.12) It is likely that more precise instruments for this purpose can be
developed using subsets of questions from both surveys. (MED)
In sentences such as Example (7.12), extraposition is in fact far more
common than the non-extraposed variant of the same sentence beginning
with the DCC (i.e. That more precise instruments...can be developed...is
treated as an indicator of certainty.
129See also Oakey (2002) for a discussion of the phrase it is/has been (often) V-ed
that.
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likely.). Based on the pervasiveness of extraposition in these sentences,
Hunston and Francis (2000: 157) argue that it is more meaningful to
treat it as a pattern of its own right, rather than as a variant of the non-
extraposed clause that is extremely rare in actual language use.
The usefulness of extraposition for writers of academic prose has been
noted by many writers. For Groom (2005: 260), what makes introduc-
tory it patterns useful is that, firstly, they conform to the natural order of
presenting information where given information precedes new informa-
tion. At the same time, while these patterns are always used in an evalua-
tive way, the introductory it downplays the fact that such evaluations are
subjective, because they enable the writer to express an attitude without
overtly attributing it to themselves (see also Biber et al. 1999: 673). This
is useful in academic discourse, which strives for objectivity (cf. Hewings
and Hewings 2002). Biber et al. (1999: 675) have further observed that
the it V adj that pattern tends to attract adjectives that evaluate the va-
lidity of the expression encoded in the DCC, and Groom (2005) further
confirms that this holds for academic discourse as well, at least insofar as
the disciplines of literary criticism and history are concerned.
While extraposition is common in expository writing in general, this
case study only covers extraposed DCCs, excluding other types of extra-
posed clauses such as to-clauses, which have been shown to be more fre-
quent in academic prose than the extraposed content clause (Biber et al.
1998: 75).130 Moreover, the analysis only takes into account extraposed
DCCs where the predicative complement of the non-extraposed variant is
an adjective,131 excluding sentences like Example (7.13), where the pred-
icative complement is a noun. Post-predicate DCCs licensed by adjectives,
illustrated in Example (7.14), are similarly excluded on the grounds that
130On the factors governing the use of the it V-link ADJ that and it V-link ADJ to-inf
patterns, see Groom (2005).
131In Francis et al. (1996: chapter 9), this type is known as the it V adj that pattern,
which is one of the seven patterns listed where the introductory it is followed by an
adjective group.
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they represent a different construction (Huddleston and Pullum 2002:
964).132 Both these constructions are extremely infrequent in the data.
(7.13) Based on these premises, it is our working hypothesis that the
islets not recovered by CGP may be ‘rescued’ by discontinuous
gradient purification. (MED)
(7.14) Without additional information we cannot really know who was
more to blame in the unhappy relation between Anzia Yezierska
and John Dewey, but, while reading the book, we are sure that it
must have been Dewey because we are in the grip of Yezierska’s
version. (LC)
7.4 Methods
Like the other two case studies in this thesis (see Chapters 8 and 9), this
chapter adopts a bottom-up approach (outlined in Section 6.2), which
is based on an exhaustive analysis of the occurrences of a grammatical
category, followed by a description of its function. The details of how the
analysis was carried out are given in the following four sections.
7.4.1 Retrieval and encoding
In order to analyse DCCs embedded in the syntactic configurations de-
scribed in Sections 7.3.1–7.3.3, all instances of the word that were first
retrieved, and the concordance lines consisting of 1,000 characters on
each side of the key word were saved in a spreadsheet, together with
132This distinction is made in Biber et al. (1999: 671, 969). However, In Biber’s study
on diachronic developments in stance marking, the category ‘that-clauses controlled
by an adjective’ comprises both post-predicate that-clauses and extraposed that-clauses
(2004: 134).
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information about the corpus text from which they came.133 Each con-
cordance line was then checked manually to verify its status as a content
clause of one of the desired types, and all false hits (e.g. examples of
the word that functioning as a determiner or a relative pronoun) were re-
moved from the data set. DCCs that fall outside the scope of this chapter
(e.g. DCCs functioning as predicative complements) were also eliminated
from the data set at this stage.
Only DCCs overtly marked with that are taken into account; this choice
is justified by the fact that it is laborious to retrieve DCCs where that
is omitted from a corpus that is not syntactically parsed, and that their
expected rate of occurrence in academic prose is extremely low (see e.g.
Huddleston and Pullum 2002: 953 and Biber 1988).134
The word licensing the content clause was identified and encoded in
the database entry, together with the information about its word class
(whether verb, noun, or adjective). For verbs, three additional variables
were encoded: TENSE, VOICE, and SOURCE (see Section 7.4.4).
7.4.2 Analysis of frequency
The rates of occurrence of DCCs were compared across the four subcor-
pora, using the ‘Type B’ design introduced in Section 6.3.2. The raw fre-
quency of DCCs was counted for each file, and this figure was normalised
to the basis of 1,000 words. As the RAs in medicine and physics present
similar rhetorical organisations, I also investigated how the construction
is distributed across different sections of the article.
The Kruskal-Wallis non-parametric ANOVA was used to test whether
the differences between the four subcorpora are statistically significant.
133All searches were carried out using the Antconc concordance program, version 3.2.1
(Anthony 2005).
134A similar decision was made by Charles (2006b: 495).
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The Mann-Whitney-Wilcoxon test was used in the pairwise comparisons.
Boxplots are used in the graphical representation of data.
7.4.3 Analysing items licensing DCCs
Collostructional analysis was used to determine what lexical items li-
cense DCCs in different disciplinary contexts. The collostruction strength
between a given word occurring in a particular slot within a construc-
tion was counted by first creating a 2×2 contingency table for the word-
construction pair. An example of such a contingency table is found in
Table 7.1, which is used to count the degree to which the verb hold is as-
sociated with being the main verb licensing a DCC in the LAW subcorpus.
This table was evaluated using the Fisher-Yates exact test, which in this
case returns a p-value of 4.50E-205. This value can be treated as a mea-
sure of attraction between the word and the construction in the data set,
and the small value in this example suggests that the verb hold is strongly
attracted to this constructional slot.
Table 7.1: The verb hold in the LAW subcorpus
V-that ¬V-that Total
hold 278 361 639
¬hold 5,990 144,063 150,053
Total 6,268 144,424 150,692
Instead of directly using the p-value as the measure of collostruction
strength, it is more helpful to use its negative logarithm to the base of ten,
which results in a number that is easier to handle (204.35 in this example,
see Table 7.7 on page 136). After repeating this procedure for each word
occurring in this construction, the values were used to rank the words
according to how strongly they are attracted to it (see e.g. Stefanowitsch
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and Gries 2003, Wiechmann 2008, Gries and Stefanowitsch 2004b, and
Mukherjee and Gries 2009 for more information).
Collostructional analysis is carried out in the same way for the other
two construction types; the only difference is that the number of noun-
licensed DCCs is compared to the token frequency of all nouns, and the
number of extraposed DCCs to the token frequency of all adjectives.
To group collexemes of verb-licensed DCCs into semantic classes, I use
the meaning groups introduced by Francis et al. (1996) as the frame-
work of analysis, because their classification is designed for the analysis
of verbs occurring in this pattern, and not citations like many other stud-
ies (Thompson and Ye 1991; Thomas and Hawes 1994; Hyland 1999;
Hyland 2000). Moreover, their system makes finer semantic distinctions
than other classifications concentrating on particular constructions, such
as Biber et al. (1999: 662-670) and Fløttum et al. (2006: 83-84).135
Francis et al. (1996) suggest that verbs occurring in this pattern can
be divided into nine meaning groups, which are named after a verb repre-
senting this meaning: SAY, ADD, SCREAM, THINK, DISCOVER, CHECK, SHOW,
ARRANGE, and GO. Charles (2006b; 2007a) uses four of these categories
in her analysis of reporting structures used in DPhil and MPhil theses –
SAY, THINK, DISCOVER, and SHOW – with some adaptations.136
The collexemes of noun-licensed DCCs are classified using the mean-
ing groups introduced by Schmid (2000) and Charles (2007a).137 The
135All semantic classifications are subjective to some degree, and a number of other
classifications have been suggested in earlier research (e.g. Ballmer and Brennenstuhl
1981; Levin 1993; Meyer 1997; Faber and Usón 1999; Shinzato 2004; Holmes 2005;
Reimerink 2006; Kerz 2007).
136Charles (2006b) refers to verbs in the SAY group as ARGUE verbs, and to verbs in
the DISCOVER group as FIND verbs.
137The analysis of the meaning of these patterns is necessarily subjective to some ex-
tent, and depending on the context, a particular noun can indicate more than one kind
of meaning. This is recognised by all the studies listed in Section 7.3.2. For instance,
the noun claim indicates both that the information expressed by the content clause is
based on verbal communication, and that the truth value of the proposition has not been
verified (Biber et al. 1999: 648). Charles (2007a: 208) categorises the noun observation
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analysis of extraposed DCCs makes use of earlier studies by Francis et al.
(1998) and Groom (2005).
7.4.4 Phraseological variables
The phraseological variables included in the analysis, TENSE, VOICE, and
SOURCE, only apply to DCCs licensed by verbs. They are treated as re-
sponse variables, and DISCIPLINE as the explanatory variable.
The analysis of TENSE follows Huddleston and Pullum (2002: 116) in
distinguishing between primary tense (present/preterite) and secondary
tense (perfect/non-perfect). However, DCCs may also be licensed by non-
tensed verb forms. For example, infinitival forms are used if the verb acts
as a complement to a catenative verb, and gerund-participles may be used
if the verb is a complement to a preposition. These secondary verb forms
are also included in the analysis. Four groups of secondary verb forms are
distinguished: plain forms following modal auxiliaries, plain forms follow-
ing other catenative verbs, past participles, and gerund-participles.
The analysis of VOICE (active/passive) is limited to occurrences where
the DCC licensed by a tensed verb form, or a plain forms preceded by
modal auxiliaries, as these occurrences can be thought to involve a choice
between the active and the passive voice.
The third variable, SOURCE, attempts to relate the findings of the bot-
tom-up grammatical analysis to functional descriptions provided in earlier
research, in particular the elaborate categorisation of reporting clauses
provided in Charles (2006b: 496–497). Three functions are in focus: cita-
tions, emphasised averrals, and hidden averrals (see Section 7.3.1).
While the terms are the same as those used in Charles (2006b), the
analysis presented here differs from hers in three respects. First, the
as belonging either to the ARGUMENT or the EVIDENCE group, depending on whether it
refers to a verbal comment or something learnt by scrutiny or examination. Similarly,
sixty-seven of the shell nouns identified by Schmid (2000) are included in at least two
‘families’. The noun idea, for example, is found in as many as six different families.
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types of source are defined using strictly grammatical criteria. Citations
are defined as verb-licensed DCCs, where the verb is in the active voice,
has a human subject, and the source is attributed to someone else than
the writer of the article (this covers both ‘integral’ and ‘non-integral’ cita-
tions). Emphasised averrals refer to verb-licensed DCCs, where the verb is
in the active voice, has a human subject, and the source is the writer of
the article. Hidden averrals cover all verb-licensed DCCs where the verb
is in the active voice and has a non-human subject, and the source is the
writer of the article.
Second, as the three functions in focus are defined in relation to the
agent of the verb, SOURCE is determined for a grammatically defined
subset of verb-licensed DCCs where the agent is explicitly indicated in
the grammatical structure. This subset includes tensed verb forms, plain
forms preceded by modals, and to-infinitivals acting as complements to
catenative verbs. The type of source is thus not determined for infini-
tivals in other functions (passive forms and gerund-participles), because
the agent is not specified (these are coded as ‘other’).
Finally, in contrast to Charles’s (2006b) analysis, where frequencies
were normalised to the number of tokens in the corpus, the frequencies
are compared proportionally, that is, their absolute frequency is compared
to the number of all verb-licensed DCCs in the subcorpus.
7.5 Results
7.5.1 DCCs licensed by verbs
Frequency
The four subcorpora contain in total 10,521 instances of DCCs licensed
by verbs, and Table 7.2 shows how they are distributed across the four
subcorpora. As shown in Table 7.2, the average mean score of DCCs in
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LAW is twice as large as in MED, while they are almost equally large in
the other two subcorpora, PHY and LC.
Table 7.2: Frequency of DCCs licensed by verbs
Discipline Tokens Mean. rel. freq. SD
MED 662 2.77 1.66
PHY 1,423 4.04 1.57
LAW 6,268 6.98 2.07
LC 2,168 4.23 2.26
Total 10,521 4.51 2.44
More information about the distribution of verb-licensed DCCs is pro-
vided in Figure 7.1, where the 256 observations are presented as a box-
plot. The plot confirms that verb-licensed DCCs are most frequently used
in LAW, and the central tendencies observed in PHY and LC are very sim-
ilar: both their medians (represented as bold horizontal lines) and the
interquartile ranges (horizontal lines delimiting the boxes) are very close
to each other.
Figure 7.1 also provides information about the extreme values of each
subcorpus. The whiskers summarise the extreme values no farther than
1.5 interquartile ranges from the median. Each outlier is marked with
a circle, showing, for instance, that despite the low mean frequency of
the MED subcorpus, one of the texts actually contains over 9 DCCs per
1,000 words, a frequency higher than the mean frequency of the LAW
subcorpus.
Finally, the notches give roughly a 95% confidence interval for the dif-
ference in the medians, thus suggesting that the differences apart from the
difference between PHY and LC are statistically significant.138 This is con-
firmed by the Kruskal-Wallis test (Kruskal-Wallis chi-squared=101.6386,
138The boxplot function in R plots the notches around the median value according to
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Figure 7.1: Frequency of verb-licensed DCCs
df=3, p<0.001). Except for the comparison between PHY and LC, all pair-
wise comparisons yield significant results by the Mann-Whitney-Wilcoxon
test.
Distribution across IMRD sections in MED and PHY
Next, let us have a look at the distribution of verb-licensed DCCs across
the four main rhetorical divisions of the RA (Introduction-Method-Results-
the following formula:
±1.58× IQR√
n
(where n is the number of observations and IQR stands for the interquartile range).
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Discussion). Table 7.3 shows the distribution of the occurrences across the
four main divisions.
Table 7.3: Frequency of DCCs licensed by verbs in the IMRD sections in
MED
Introduction Methods Results Discussion
No. of sections 64 64 64 64
Words in subsample 24,090 65,497 76,971 82,281
Tokens 96 26 75 457
Mean rel. frequency 3.48 0.29 1.15 5.76
SD 4.14 0.56 2.00 3.25
Table 7.3 demonstrates that there is considerable intratextual variation
in the distribution of DCCs licensed by verbs: they are more frequent
in Introductions and Discussions. The distribution in PHY looks rather
similar to MED, as seen in Table 7.4.139
Table 7.4: Frequency of DCCs licensed by verbs in the IMRD sections in
PHY
Introduction Methods Results Discussion
No. of sections 64 59 56 44
Words in subsample 51,609 69,889 139,793 74,206
Tokens 206 46 473 514
Mean rel. frequency 4.09 0.53 3.13 7.55
SD 3.51 0.95 2.31 3.04
Figure 7.2, where both distributions are represented as a boxplot, con-
firms that verb-licensed DCCs are used in a similar way in both disciplines,
that is, they are on average significantly more frequent in Introductions
and Discussions than in the other two sections. The only observable dif-
ference between these two subcorpora concerns the Results section, which
139Note that this analysis only takes into account occurrences in the main rhetorical
sections, and these are listed in Tables 7.3 and 7.4.
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displays a higher mean frequency in PHY than in MED. These results are
similar to those presented by Biber and Finegan (1994: 205) based on the
analysis of 19 medical RAs.
Collexeme analysis
Next, we shall look at the lists of individual verbs that license DCCs in
different subcorpora. The lists of verbs encountered in different subcor-
pora are presented in Tables 7.5–7.8. Several pieces of information are
provided about each of the verbs listed in these tables. The first two
columns provide the raw frequency of the verb licensing a DCC and its
overall frequency in the subcorpus. The following two columns indicate
the verb’s ‘attraction’ to the relevant constructional slot, and its ‘reliance’
on the construction. Collexemes are ranked according to collostruction
strength, given in the fifth column (see Section 6.3.3).140 Each table lists
30 verbs with the highest collostruction strength.141 A complete list of
words occurring in the construction is provided in Appendix A.
Table 7.5: Verbs licensing DCCs in the MED subcorpus
word freq_pattern freq_corpus attr. rel. coll. str.
suggest 141 188 21.23 75.00 199.58
demonstrate 78 208 11.75 37.50 75.71
show 81 464 12.20 17.46 49.45
indicate 44 143 6.63 30.77 38.25
Continued on next page
140The spelling of lemmas has been normalised and the spellings -ize and -yze are used
in the tables. In other words, the entry recognize also includes forms that are spelled
‘recognise’ in the corpus.
141This is not meant to suggest that only these 30 collexemes would be significantly
attracted to the construction. In any case, as Stefanowitsch and Gries (2003: note 6)
point out, collostructional analysis aims to determine how strongly different words are
attracted to a particular constructional slot, rather than to differentiate between signifi-
cant and non-significant co-occurrence (see further Section 6.3.3).
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Table 7.5 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
conclude 21 21 3.16 100.00 35.45
find 47 261 7.08 18.01 29.28
believe 18 26 2.71 69.23 24.24
reveal 25 74 3.77 33.78 23.11
assume 11 15 1.66 73.33 15.43
hypothesize 9 12 1.36 75.00 12.84
note 16 67 2.41 23.88 12.36
speculate 6 6 0.90 100.00 10.10
think 10 35 1.51 28.57 8.79
propose 7 13 1.05 53.85 8.60
ensure 9 28 1.36 32.14 8.47
report 23 309 3.46 7.44 6.77
argue 5 9 0.75 55.56 6.35
insure 3 3 0.45 100.00 5.05
appear 10 92 1.51 10.87 4.65
imply 3 4 0.45 75.00 4.45
state 3 6 0.45 50.00 3.77
remember 2 2 0.30 100.00 3.36
acknowledge 3 8 0.45 37.50 3.33
confirm 8 89 1.20 8.99 3.27
caution 2 3 0.30 66.67 2.89
agree 3 13 0.45 23.08 2.66
notice 2 4 0.30 50.00 2.60
predict 5 46 0.75 10.87 2.58
anticipate 2 5 0.30 40.00 2.38
emphasize 2 9 0.30 22.22 1.85
Table 7.6: Verbs licensing DCCs in the PHY subcorpus
word freq_pattern freq_corpus attr. rel. coll. str.
suggest 274 359 19.26 76.32 ∞
Continued on next page
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Table 7.6 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
show 295 1134 20.73 26.01 191.07
demonstrate 125 176 8.78 71.02 148.42
indicate 152 328 10.68 46.34 139.98
note 67 98 4.71 68.37 77.54
find 73 296 5.13 24.66 44.15
assume 37 77 2.60 48.05 34.91
conclude 19 19 1.34 100.00 28.97
reveal 29 87 2.04 33.33 21.99
mean 23 50 1.62 46.00 21.39
imply 17 24 1.19 70.83 20.47
speculate 12 12 0.84 100.00 18.29
report 31 171 2.18 18.13 15.03
hypothesize 11 14 0.77 78.57 14.24
propose 18 55 1.26 32.73 13.74
confirm 21 92 1.48 22.83 12.45
point out 8 8 0.56 100.00 12.19
notice 7 9 0.49 77.78 9.13
believe 7 15 0.49 46.67 6.95
emphasize 6 10 0.42 60.00 6.86
establish 11 48 0.77 22.92 6.85
ensure 7 16 0.49 43.75 6.71
appear 17 130 1.19 13.08 6.40
document 5 7 0.35 71.43 6.31
recall 4 4 0.28 100.00 6.09
postulate 5 11 0.35 45.45 5.02
make sure 3 3 0.21 100.00 4.57
realize 3 3 0.21 100.00 4.57
argue 4 8 0.28 50.00 4.29
know 13 132 0.91 9.85 3.74
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Table 7.7: Verbs licensing DCCs in the LAW subcorpus
word freq_pattern freq_corpus attr. rel. coll. str.
argue 552 674 8.81 81.90 ∞
suggest 519 797 8.28 65.12 ∞
conclude 239 294 3.81 81.29 272.62
show 230 379 3.67 60.69 213.11
hold 278 639 4.44 43.51 204.35
believe 191 299 3.05 63.88 183.29
ensure 177 268 2.82 66.04 173.81
assume 164 275 2.62 59.64 150.12
note 183 374 2.92 48.93 146.08
indicate 116 189 1.85 61.38 108.42
mean 142 330 2.27 43.03 103.77
state 184 612 2.94 30.07 101.81
find 185 684 2.95 27.05 93.59
demonstrate 112 240 1.79 46.67 86.66
contend 62 67 0.99 92.54 78.85
imply 60 94 0.96 63.83 57.94
recognize 110 404 1.75 27.23 56.21
say 117 464 1.87 25.22 55.84
suppose 53 75 0.85 70.67 54.96
claim 103 384 1.64 26.82 52.12
make clear 48 67 0.77 71.64 50.32
reason 46 66 0.73 69.70 47.34
assert 74 209 1.18 35.41 47.05
think 87 318 1.39 27.36 44.81
acknowledge 52 110 0.83 47.27 41.02
observe 57 144 0.91 39.58 39.57
point out 41 73 0.65 56.16 36.54
reveal 54 175 0.86 30.86 31.06
know 67 308 1.07 21.75 28.20
warn 34 68 0.54 50.00 28.14
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Table 7.8: Verbs licensing DCCs in the LC subcorpus
word freq_pattern freq_corpus attr. rel. coll. str.
suggest 194 379 8.95 51.19 192.70
argue 153 236 7.06 64.83 174.28
say 123 549 5.67 22.40 70.96
claim 72 150 3.32 48.00 68.67
believe 65 139 3.00 46.76 61.10
insist 53 114 2.44 46.49 49.75
note 56 148 2.58 37.84 46.40
realize 34 78 1.57 43.59 30.97
assert 36 92 1.66 39.13 30.70
indicate 37 105 1.71 35.24 29.57
declare 32 78 1.48 41.03 28.16
show 48 230 2.21 20.87 26.54
observe 33 95 1.52 34.74 26.21
tell 49 260 2.26 18.85 24.97
conclude 26 59 1.20 44.07 24.00
point out 30 86 1.38 34.88 23.96
agree 21 37 0.97 56.76 22.54
imply 29 97 1.34 29.90 21.02
acknowledge 26 80 1.20 32.50 19.96
assume 27 89 1.25 30.34 19.81
mean 39 214 1.80 18.22 19.49
know 41 244 1.89 16.80 19.09
admit 20 48 0.92 41.67 18.02
recognize 33 164 1.52 20.12 17.97
state 19 54 0.88 35.19 15.51
remind 19 65 0.88 29.23 13.82
write 42 382 1.94 10.99 12.82
ensure 13 30 0.60 43.33 12.20
concede 10 15 0.46 66.67 12.03
propose 15 49 0.69 30.61 11.38
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We can observe that the rankings provided by collexeme analysis dif-
fer from rankings based on the absolute frequency of the verb, as the
method takes into account the overall frequency of the verb in the cor-
pus. For instance, the verb show has the highest absolute frequency in
this constructional slot in PHY, but collexeme analysis ranks it in the sec-
ond position after suggest because its use depends less on the use of the
construction. Differences of this kind can be found in all collexeme tables
in Appendix A. While the observed frequency of a given verb is obviously
related to its collostruction strength, there are good reasons for preferring
the rankings from applying collexeme analysis to frequency-based rank-
ings (see Section 6.3.3 and Gries et al. 2005: 648, 664).
It can also be observed that the tables for LAW and LC are considerably
longer than for MED and PHY. There are as many as 221 and 199 verb
lemmas that license DCCs in LAW and LC, as opposed to 71 in MED and
80 in PHY.142 While the greater length of texts in LAW and LC may par-
tially account for this difference,143 the range of collexemes is clearly nar-
rower in MED and PHY. This impression is further confirmed by looking
at the verbs with the highest collostructional prominence, and assessing
their contribution to the overall frequency of the construction in different
subcorpora. For example, instances with the six verbs having the highest
collostruction strength make up 62% of the total number of occurrences
in MED and 68% in PHY, whereas the corresponding percentages for LAW
and LC are 32% and 30%.
It could be mentioned that some recent studies on type/token distribu-
tions (see e.g. Goldberg et al. 2004: 295–297, Goldberg 2006: 74–77, Ellis
and Ferreira-Junior 2009: 373–374, and O’Donnell and Ellis 2010) have
suggested that Zipf’s law (Zipf 1968) also applies within verb-argument
constructions in English. Zipf’s law predicts that the rank/frequency pro-
142See further Tables A.1–A.4 in Appendix A.
143Cf. Hyland and Tse (2004: 171), who have suggested that text length may con-
tribute to a higher density of metadiscourse items.
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file of a corpus is such that the top ranks are occupied by a small number
of very high frequency words (typically function words), whereas at the
bottom of a list there is a large number of words occurring only a few
times (typically content words) (see e.g. Baroni 2009 for a discussion). In
the context of verb-argument structures, the law would thus predict that
a handful of high-frequency verbs would account for the most tokens of
the construction, which has been found to be the case in the studies men-
tioned above. While the analysis of frequency distributions is beyond the
scope of this study, it is nonetheless interesting to note that the frequency-
ranked type/token distributions of verbs in Tables A.1–A.4 seem to re-
semble a Zipfian distribution, though not necessarily to the same extent.
A fuller investigation of lexical variation from this perspective is left for
further study.
To get an insight into the disciplinary differences in the use of this con-
struction, we shall first look at what individual verbs are most strongly
attracted to this construction in different subcorpora. The similarity be-
tween the tables for MED and PHY is obvious, as can be observed in Ta-
bles 7.5 and 7.6. The same eight verbs are encountered among the ten
collexemes with the highest collostructional prominence in both tables:
suggest, demonstrate, show, indicate, conclude, find, reveal, and assume.
The verb suggest is the first-ranked collexeme in both subcorpora, and it
is followed by the same verbs, show and demonstrate, only in a different
order.
Some of these eight verbs are also prominent collexemes in the other
two subcorpora. In particular, suggest is ranked in second position in LAW
and first in LC, and the verb show is likewise prominent in all four subcor-
pora. The verb indicate, meanwhile, has a fairly low ranking in all four
disciplines, but is clearly more prominent in MED and PHY. The promi-
nence of find and demonstrate varies considerably among subcorpora.
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It is also possible to find some commonalities between LAW and LC,
as shown in Tables 7.7 and 7.8. A particularly good example of a verb
that is prominent in LAW and LC but not the other subcorpora is argue.
It is ranked first and second in these subcorpora, while its rankings in
MED and PHY are 17 and 29. Overall, though, it also seems that there
are fewer similarities between LAW and LC than between MED and PHY:
there are only four collexemes that occur in the top ten in both LAW and
LC – argue, suggest, believe, and note – and we can correspondingly find
other verbs that have a very low ranking in one of the subcorpora but not
the other. Examples of such verbs are say and claim in LC and hold in
LAW.
While discipline-specific preferences for individual verbs are obviously
not limited to those listed above, it is more useful to try to classify indi-
vidual items according to semantic criteria and see whether the observed
differences can be generalised to apply to broader semantic groups. Us-
ing Francis et al.’s (1996) meaning groups introduced above (see Sec-
tion 7.4.3), it is possible to make some general observations. Firstly,
collexemes belonging to the SHOW group seem to be comparatively more
prominent in MED and PHY than in LAW and LC, as evidenced by the
high collostruction strength of the verbs demonstrate, show, and indicate
in both subcorpora. In addition, the verb mean, which belongs to the same
group, is ranked number ten in PHY. The contrast between ‘hard’ and ‘soft’
disciplines is clear in this respect, because apart from show, verbs in this
group are not prominent in LAW and LC.
Somewhat similar observations can be made about two verbs belong-
ing to the DISCOVER group, find and conclude. These verbs receive similar
rankings in MED (find: 6th; conclude: 5th) and PHY (find: 6th; conclude:
8th). In LAW, these verbs also show moderately high values of collostruc-
tion strength; conclude is the third-ranked collexeme and find is ranked in
the thirteenth place. However, in LC the situation is completely different:
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we find two other verbs of the DISCOVER group, realise and observe, which
are more strongly attracted to the construction than conclude (15th), and
find turns out not to be significantly attracted to the construction at all.
Regarding the other two groups distinguished by Francis et al. (1996),
it would seem that the LC corpus makes the most use of SAY verbs: nine
out of the first eleven verbs belong to this group (the exceptions are believe
(5th) and realize (8th)).
Verbs in the THINK group, in contrast, do not seem to display such
dramatic differences across subcorpora, given that all four subcorpora rely
strongly on the verbs believe and assume. However, it is worth pointing
out that overall this group seems to be the most prominent in the LAW
subcorpus, at least as far as the variety of verbs is concerned. Along with
the verb hold, a number of other verbs receive moderately low rankings
among the collexemes in LAW, including suppose, think, know, worry, and
imagine.
The final observation regarding Tables 7.5–7.8 concerns constructions
with impersonal subjects. While these constructions are infrequent in
comparison to the other collostructions discussed above, writers in the
MED and PHY subcorpora occasionally use the sequence it appears before
a DCC. The verb appear can only be considered a moderately prominent
collexeme (ranked 19th in MED and 23rd in PHY), but even as such this
finding is interesting, because in the other two subcorpora it is hardly
used at all.
In sum, the tables provide ample evidence for the conclusion that DCCs
tend to be licensed by different verbs in different subcorpora, and that
these differences correspond to the traditional distinction between ‘hard’
and ‘soft’ disciplines. The results of collexeme analysis, providing sta-
tistically accurate information about the co-occurrence patterns of gram-
matical constructions, are thus largely in agreement with findings from
previous EAP studies (e.g. Hyland and Tse 2005a; Hyland and Tse 2005b;
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Charles 2006b; Fløttum et al. 2006), providing further support for the
claim that differences in the nature of disciplinary knowledge are often
manifested as phraseological differences.
To obtain a more accurate picture of the nature of disciplinary differ-
ences, it is useful to look at the discourse contexts where these construc-
tions are used in more detail. Therefore, the three patterns introduced in
Section 7.3.1 will be incorporated into the analysis at this point.
Tense
There are interesting disciplinary differences in the TENSE of the verb li-
censing DCCs, as shown in Table 7.9. The difference in the proportions of
tenses is significant (χ2=644.7553, df=18, p<0.001).
Table 7.9: TENSE of verbs licensing DCCs
Discipline
Tense MED PHY LAW LC Total
Present 227 666 2,430 1,110 4,433
Preterite 214 262 1,569 273 2,318
Present perfect 112 192 328 67 699
Preterite perfect 2 2 31 18 53
Plain forms after modals 32 82 536 207 857
Other infinitivals 27 57 656 288 1,028
Gerund-participles 48 162 718 205 1,133
Total 662 1,423 6,268 2,168 10,521
The present tense is the most commonly used tense in all four dis-
ciplines, but in MED and LAW it is less frequently used than expected,
based on the row and column totals in Table 7.9. The preterite tense,
meanwhile, demonstrates exactly the opposite behaviour; its observed
frequency is higher than its expected frequency in MED and LAW, but
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lower PHY and LC. The high relative frequency of the preterite in MED is
largely due to its being used in the presentation of results, as shown in
Example (7.15). In LAW, on the other hand, verbs in the preterite tense
are almost uniformly used for reporting claims made elsewhere (Exam-
ple (7.16)).
(7.15) The results indicated that the average difference in peak angle
was 9.04 whereas the average difference in the corresponding
angular excursion was 3.63. (MED)
(7.16) On the basis of Rule 11’s new text, Justice Scalia argued that it
had been rendered “toothless.” (LAW)
Another disciplinary difference emerges when we look at the distribu-
tion of the present perfect. This difference corresponds to the division into
‘hard’ and ‘soft’ knowledge domains. The proportional frequency of the
present perfect is higher than expected in the ‘hard’ disciplines, medicine
and physics. As illustrated in Example (7.17), it is mainly used for citing
earlier research,
(7.17) Ozcan et al. have shown by transmission electron microscopy
that mitochondrial integrity is disrupted by anoxia-reoxygenation.
(PHY)
It could also be noted that all non-tensed forms seem to be proportion-
ately more frequent in the soft disciplines. This finding suggests, among
other things, that in these disciplines licensing verbs are more commonly
preceded by modals and other catenative verbs than in MED and PHY, and
probably reflects the greater lexical and grammatical variety of academic
prose in the humanities and social sciences.
Finally, it should be emphasised that writers do not choose verb tenses
independently for each sentence, but the tense of any verb, whether or
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not it licenses a DCC, also depends on the overall function of the text or a
part of it. Therefore, the distributional differences observed in Table 7.9
are not only due to differences in the function of verb phrases, but also
reflect the overall distribution of tenses across texts. For example, it is
well known that the preterite is in general very common in the Methods
and Results sections (see Swales 1990: 133–137 and Biber and Finegan
1994: 205), and therefore we can expect to find more preterite verb forms
licensing DCCs in these sections. At the same time, the chosen tense must
also be compatible with the purpose of the clause, and variation may
also be found between different constructions.144 Therefore, while an
exhaustive analysis of tenses is beyond the scope of this study, information
about the tense of verbs licensing DCCs is useful for the analysis of the
construction.
Voice
As shown in Table 7.10, active voice verbs clearly outnumber passive voice
verbs as licensers of DCCs in all corpora. However, passives are propor-
tionately far more frequent in the hard disciplines, where they make up
roughly 15 per cent of the DCCs included in the analysis. The difference
in proportions is statistically significant (χ2=331.2203, df=3, p<0.001).
Table 7.10: VOICE of verbs licensing DCCs
Discipline
Voice MED PHY LAW LC Total
Active 498 1,028 4,742 1,600 7,868
Passive 89 176 152 75 492
Total 587 1,204 4,894 1,675 8,360
144For a discussion on what tenses are used with the existential there construction in
different contexts, see Hiltunen (2010).
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Two specific phraseologies involving verbs in the passive are worth
mentioning here, because although used across the board, they are pro-
portionately much more frequently used in MED and PHY. First, the pas-
sive is occasionally used for introducing results of earlier research, as il-
lustrated in Example (7.18). This example is also interesting because the
verb is in the present perfect tense, which is more prominent in the hard
disciplines.
(7.18) It has been suggested that sham-exposed controls using
counterwound coils with the identical electric field be utilized in
addition to non-exposed controls in EMF studies. (PHY)
Second, passive is used in clauses indicating limitations and specifi-
cations of the present research. These clauses typically contain a modal
auxiliary like must or should, as in Example (7.19).
(7.19) It should be noted that the current study encompassed only
patients who were successfully treated nonoperatively. (MED)
Types of source
The frequencies of the three main source types in different subcorpora are
shown in Table 7.11.
Of these three types, citations are far more frequent in the soft fields,
LAW and LC, where they make up over 40% of all occurrences of verb-
licensed DCCs.145 The high prominence of citations in these disciplines
is largely due to the frequent references to the work of other scholars, as
shown in Example (7.20).
145Note that this figure does not denote all citations, but ‘citations’ defined in Sec-
tion 7.4.4 as being the function of verb-licensed DCCs in a particular grammatical con-
figuration. This definition thus excludes passive clauses like Example (7.18), which are
moderately common in MED and PHY.
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Table 7.11: Main source types of verb-licensed DCCs
Discipline
Source MED PHY LAW LC Total
Citations 90 89 2,652 1,024 3,855
Emphasised averrals 113 240 510 262 1,125
Hidden averrals 286 638 1,559 360 2,843
Other 173 456 1,547 522 2,698
Total 662 1,423 6,268 2,168 10,521
(7.20) In “Off the Boat and Up the Creek without a Paddle”, Justin
Vitiello asserts that Italian American literature deals in
“multi-linguistic forms” with multi-consciousness. (LC)
Along with these citations, however, both subcorpora also contain a
large amount of instances where writers do not cite other academic texts,
but texts and activities of persons that are somehow relevant to the topic
of the article. Literary essays frequently refer to cognitive processes of
authors of fictional works, and legal RAs to parties in court cases, as il-
lustrated in Example (7.21). This being the case, it is clear that the high
frequency of verb-licensed DCCs in general, and of ‘citations’ in particular,
is caused by the fact that texts in LAW and LC contain far more opportu-
nities for using these constructions than the other two subcorpora. This is
an important point, and will be taken up in the discussion below.
(7.21) The third and most unsettled of the access-to-courts claims are
the backward-looking cases such as Harbury’s, where the claimant
argues that past government action impeded or thwarted a claim
or potential claim.
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The other two source types, ‘hidden averrals’ and ‘emphasised aver-
rals’, have higher relative frequencies in MED and PHY. Hidden averrals
are particularly prominent in these disciplines, comprising over 40% of
the occurrences of verb-licensed DCCs. While emphasised averrals are
more evenly distributed, they are still somewhat more frequent than in
the ‘soft’ disciplines.
What gives rise to the high relative frequency of hidden averrals are
knowledge claims where writers interpret the meaning of the results of
the study. Such ‘container structures’ (cf. Gopnik 1972: 72) make use of
such verbs as suggest, show, and demonstrate – which were also found to
be the most strongly attracted collexemes – with nouns like results, data,
and findings as their subjects. Examples (7.22) and (7.23) illustrate this
usage.
(7.22) Our results demonstrate that particle-induced periprosthetic
fibrosis can be simulated in the murine intramedullary femur.
(MED)
(7.23) Together, these data suggest that GLD-1 homodimers bind to
TGE RNA as a preformed unit. (PHY)
The finding that these structures are more prominent in MED and PHY
than in LAW and LC is in agreement with earlier research (e.g. Hyland and
Tse 2005b: 133; Kerz 2007: 26), and testifies to their status as important
markers of scientific prose style.
7.5.2 DCCs licensed by nouns
Frequency
The distribution of DCCs licensed by nouns across the four disciplines is
shown in Table 7.12. Although less frequent overall, DCCs licensed by
nouns show similar central tendencies to verb-licensed DCCs: LAW has
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the highest mean frequency, followed by LC. As before, the central ten-
dencies in MED and PHY are very close to each other, and considerably
smaller. This data is summarised as a boxplot in Figure 7.3. The four-way
interaction between DISCIPLINE and FREQUENCY is statistically significant
(Kruskal-Wallis chi-squared=141.7809, df=3, p< 0.001). Apart from the
difference between MED and PHY, all other pairwise comparisons are sig-
nificant by the Mann-Whitney-Wilcoxon test.
Table 7.12: Frequency of DCCs licensed by nouns
Discipline Tokens Mean. rel. freq. SD
Med 86 0.35 0.41
Phy 171 0.47 0.41
Law 1,881 2.04 0.85
LC 669 1.28 0.76
Total 2,807 1.04 0.93
It is interesting to note that these disciplinary differences are similar to
those observed by Charles (2007a: 206), who analysed MPhil and DPhil
theses. She found that nouns with a that-clause complement are more
than three times more frequent in theses in the discipline of politics (200
per hundred thousand words) than in materials science (61.7 per hundred
thousand words). While RAs obviously have different generic character-
istics to theses, the frequency of this construction observed in the LAW
subcorpus turns out to be very close to its frequency theses in politics,
which is another social science, and the frequencies in MED and PHY are
only slightly a little lower than the frequency in Charles’s materials science
corpus.
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Figure 7.3: Frequency of noun-licensed DCCs
Collexeme analysis
Next, we will explore what nouns function as the head of the NP that
has a DCC as its complement. Tables 7.13–7.16 show the list of nouns
occurring in the four subcorpora, ranked according to the collostruction
strength. The tables are again much longer in the ‘soft’ disciplines. As
before, only a selection of collexemes is listed in the tables; complete lists
are found in Appendix A.
149
7.5. Results
Table 7.13: Nouns licensing DCCs in the MED subcor-
pus
word freq_pattern freq_corpus attr. rel. coll. str.
fact 27 36 31.40 75.00 74.01
finding 14 184 16.28 7.61 21.48
hypothesis 9 38 10.47 23.68 18.65
observation 5 53 5.81 9.43 8.42
belief 3 4 3.49 75.00 8.30
evidence 5 105 5.81 4.76 6.92
assumption 3 13 3.49 23.08 6.45
premise 2 2 2.33 100.00 5.93
opinion 2 7 2.33 28.57 4.61
demonstration 2 9 2.33 22.22 4.38
reasoning 1 1 1.16 100.00 2.96
verification 1 1 1.16 100.00 2.96
notion 1 2 1.16 50.00 2.66
recommendation 1 2 1.16 50.00 2.66
perception 1 5 1.16 20.00 2.26
recognition 1 5 1.16 20.00 2.26
requirement 1 7 1.16 14.29 2.12
possibility 1 9 1.16 11.11 2.01
concept 1 12 1.16 8.33 1.89
agreement 1 16 1.16 6.25 1.76
Table 7.14: Nouns licensing DCCs in the PHY subcorpus
word freq_pattern freq_corpus attr. rel. coll. str.
fact 51 69 29.82 73.91 80.74
possibility 17 33 9.94 51.52 22.47
assumption 13 28 7.60 46.43 16.49
hypothesis 12 31 7.02 38.71 14.08
Continued on next page
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Table 7.14 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
observation 14 92 8.19 15.22 10.18
evidence 12 73 7.02 16.44 9.19
idea 4 9 2.34 44.44 5.26
suggestion 3 6 1.75 50.00 4.21
reason 5 41 2.92 12.20 3.48
finding 5 44 2.92 11.36 3.34
expectation 3 16 1.75 18.75 2.81
notion 2 5 1.17 40.00 2.67
conclusion 4 39 2.34 10.26 2.59
dogma 1 1 0.58 100.00 1.83
proposition 1 1 0.58 100.00 1.83
model 2 572 1.17 0.35 1.73
result 3 626 1.75 0.48 1.58
probability 3 44 1.75 6.82 1.57
indication 1 2 0.58 50.00 1.53
limitation 1 3 0.58 33.33 1.36
Table 7.15: Nouns licensing DCCs in the LAW subcorpus
word freq_pattern freq_corpus attr. rel. coll. str.
fact 180 770 9.57 23.38 211.03
argument 96 679 5.10 14.14 89.81
possibility 66 209 3.51 31.58 87.05
belief 54 141 2.87 38.30 76.78
conclusion 54 202 2.87 26.73 66.82
view 66 482 3.51 13.69 60.92
evidence 80 904 4.25 8.85 58.63
proposition 46 243 2.45 18.93 49.43
likelihood 35 101 1.86 34.65 48.15
notion 33 93 1.75 35.48 45.85
probability 33 106 1.75 31.13 43.62
Continued on next page
151
7.5. Results
Table 7.15 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
requirement 54 611 2.87 8.84 39.74
indication 23 42 1.22 54.76 37.78
claim 78 1677 4.15 4.65 37.01
assumption 31 133 1.65 23.31 36.60
fear 25 79 1.33 31.65 33.43
doubt 22 53 1.17 41.51 32.65
assertion 27 116 1.44 23.28 31.96
contention 18 33 0.96 54.55 29.66
idea 48 733 2.55 6.55 29.47
Table 7.16: Nouns licensing DCCs in the LC subcorpus
word freq_pattern freq_corpus attr. rel. coll. str.
fact 132 376 19.73 35.11 210.18
claim 50 183 7.47 27.32 72.39
idea 39 277 5.83 14.08 44.28
conviction 14 18 2.09 77.78 29.28
belief 20 80 2.99 25.00 28.39
sense 28 530 4.19 5.28 20.13
view 21 252 3.14 8.33 19.26
argument 15 108 2.24 13.89 17.33
evidence 13 77 1.94 16.88 16.26
assumption 11 43 1.64 25.58 16.02
suggestion 10 33 1.49 30.30 15.46
notion 15 162 2.24 9.26 14.63
fear 11 68 1.64 16.18 13.64
conclusion 9 57 1.35 15.79 11.17
recognition 10 90 1.49 11.11 10.77
assertion 7 33 1.05 21.21 9.78
wish 7 36 1.05 19.44 9.49
reminder 5 14 0.75 35.71 8.40
Continued on next page
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Table 7.16 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
possibility 10 159 1.49 6.29 8.32
confidence 5 16 0.75 31.25 8.06
An analysis of these four tables suggests that there are both commonal-
ities and differences between the four disciplines. The most obvious com-
monality is the noun fact, which is the most frequently attested collexeme
in all four subcorpora. This is not surprising, given that this noun has
a special status as a useful device for nominalising clauses. The mean-
ing of a sentence with a DCC acting as a complement of the noun fact
is usually equivalent to a sentence where the DCC is the subject (Biber
et al. 1999: 676). Content clauses preceded by the fact are grammatically
versatile, because they can occur as a complement of a preposition and
may accept premodifiers (Huddleston and Pullum 2002: 965-966). Evi-
dence and assumption are other examples of nouns having a high value of
collostruction strength across the board.
Other nouns are different from these three nouns in that their ranking
varies considerably across subcorpora. For example, the nouns finding,
hypothesis, and observation, are highly attracted to this construction in
MED and PHY but not in LAW and LC. These nouns are clearly not syn-
onymous. In Charles’s classification, hypothesis would belong to the IDEA
group and finding and observation to the EVIDENCE group (2007a: 297).
Yet their high prominence in the two subcorpora representing ‘hard’ sci-
ences can be attributed to the influence of the disciplinary culture. By
denoting the kinds of activities that characterise the paradigm of enquiry
in the ‘hard’ disciplines – hypothesis, for instance, is linked to statistical
hypothesis testing (see Example (7.24)) – these nouns offer writers a pos-
sibility for representing their activities in an appropriate way.
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(7.24) To test the hypothesis that the extreme stability of the T-K pair is
due to its three H-bonds, we again turned to thermal DNA duplex
denaturation experiments at pH 5.4. (PHY)
Similarly, what is needed for disproving existing hypotheses or back-
ing up new hypotheses is empirical data. This in turn accounts for the
frequent use of observation as the head noun to which DCCs are attached.
We may note in passing that the noun observation does not refer to an
argument in Example (7.25), but rather to something learnt by scrutiny,
a fact which warrants the classification of this noun as belonging to the
group of EVIDENCE nouns in the context of ‘hard’ sciences.
(7.25) This conclusion was strengthened by the observation that
residual activation was blocked completely by another anti-IL-2R
monoclonal antibody directed against the IL-2R chain. (MED)
The noun finding in this constructional slot seems to be particularly
common in medical RAs, usually referring to discoveries made in the
present study. Moreover, these are frequently given a positive evalua-
tion by using a favourable adjective (like interesting) in conjunction with
the noun (Example (7.26)). Charles (2007a: 213) notes that in such in-
stances the noun is often unattributed, and the writer’s evaluation is thus
presented as a generally held opinion.
(7.26) The finding that a large number of the transcripts were either
up-regulated or down-regulated Expressed Sequence Tags (EST) is
especially interesting. (MED)
If all nouns denoting ‘evidence’ in Schmid’s (2000) classification are
considered, interesting disciplinary differences emerge: while finding and
observation are clearly associated with the ‘hard’ sciences, the use of other
evidential nouns seems to be limited to the soft disciplines. Examples of
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evidential nouns which are only used in LAW and LC include indication,
implication, reminder, and proof. At the same time, these nouns are clearly
less prominent than finding and observation are in MED and PHY.
The noun evidence is also interesting, because it is not associated with
any particular discipline but is almost equally prominent across the board.
It could also be noted that evidence is different from other nouns in this
group, in that the DCC it licenses does not directly expand the noun.
For instance, in Example (7.27), the DCC licensed by the noun evidence
only asserts the existence of evidence for a particular claim, but does not
indicate what it is.
(7.27) Indeed, consistent with our findings, there is evidence that
MCOs appear to be screening physicians and hospitals in favor of
lower-cost providers even at the expense of quality.(LAW)
Using evidence in this syntactic configuration is also a convenient strat-
egy for constructing an appropriate writer stance. In this example, the
noun is unattributed, which, as Charles (2007a: 213) observes, obscures
the fact that it is the writer who suggests that the proposition in question
(MCOs screen physicians and hospitals in favor of lower-cost providers) is
likely to be true.
There are other nouns that are strongly attracted to this constructional
slot in LAW and LC, but not in MED and PHY. Examples of these nouns
include argument, claim, assertion, conclusion, and view. The first four
are ARGUMENT nouns in Charles’s terminology, while view belongs to the
BELIEF group.
What makes these five nouns interesting for the analysis of disciplinary
differences is the fact that their prominence in LAW and LC can be ex-
plained by referring to the characteristics of argumentation in the ‘soft’
as opposed to ‘hard’ disciplines. Scholarly argumentation in the ‘soft’ dis-
ciplines involves reiterating and refining arguments and interpretations
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expressed by other scholars (Becher and Trowler 2001), and this char-
acteristic clearly gives rise to the use of the semantically similar nouns
argument and claim.
The idea that ARGUMENT nouns are linked with the knowledge do-
mains of soft disciplines is further supported by the fact that while both
these nouns can be used in averrals (Example (7.28)), they are more com-
monly used for referring to points expressed by other authors, sometimes
with explicit attribution, as in Example (7.29). Such attributed claims are
frequently accompanied by an evaluation of some kind.
(7.28) In light of my argument that judicial review is needed to
reinforce representation no matter what the form of a law, what is
needed is a way to determine whether a law has failed to conform
to the basic equality requirements implicit in the concept of
representation under the Constitution. (LAW)
(7.29) If genre in Orlando is indeterminate yet determining, then this
invalidates Gillet’s claim that the novel’s moral is that genre does
not matter. (LC)
Moreover, a number of other ARGUMENT nouns are also used in LAW
and LC, albeit somewhat less frequently. These include conclusion, insis-
tence, acknowledgement, objection, criticism, admission, charge, comment,
confirmation, acceptance, and justification. Interestingly, the noun obser-
vation, which is used evidentially in MED and PHY (cf. Example (7.25)),
can be classified as an ARGUMENT noun in LAW and LC, as it is normally
used in the way illustrated in Example (7.30).
(7.30) Following Jonathan Shay’s assertion that victims of PTSD must
enact a “communalization of the trauma," must be “able safely to
tell the story to someone who is listening", and Kirby Farrell’s
observation that therapeutic approaches to curing the disorder try
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“to help the victim complete the blocked process of integration by
reexperiencing the crisis in a safe environment", I view Brittain’s
lengthy autobiographical account as an attempt to reenact
traumatic events as a way of understanding them and recovering
from their devastating effects. (LC)
The final observation concerns nouns indicating ‘possibility’ or ‘proba-
bility’, which also show noticeable differences between subcorpora. The
most frequent noun in this group in is possibility. It is ranked in the third
position in LAW and in the second position in PHY, but is much less salient
in LC and MED. However, the LC subcorpus also contains a number of
other nouns with similar meanings, which receive moderately low rank-
ings, including likelihood, probability, risk, chance, and expectation.
These nouns are often used to mention problematic issues that poten-
tially undermine the validity of the research reported in the article. The
reason for drawing attention to these issues is to demonstrate awareness
of them and show the reader that measures have been taken to cope with
them (Examples (7.31) and (7.32)).
(7.31) To rule out the possibility that the dimer was not split up
properly under the experimental setting, the supernatants of the
binding reactions were taken and separated by SDS-PAGE to display
the dimeric or monomeric state of NAC-preincubated PDGF-BB
revealing that under the binding conditions the dimer is present,
although the pre-incubation leads to monomerization. (PHY)
(7.32) An alienability regime’s tendency to move claims to those who
can best prosecute them ordinarily would seem like a social benefit,
but the assessment is at least closer once we consider the
possibility that the parties in the best position to resuscitate weak
claims may be those best positioned to make a bad case sound
good. (LAW)
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In sum, the main findings concerning noun-licensed DCCs are that
nouns representing the ARGUMENT group are more prominent in the two
‘soft’ disciplines, LAW and LC, and that ‘evidential’ nouns are more promi-
nent in the ‘hard’ disciplines, MED and PHY. This conclusion is in agree-
ment with the findings presented in Charles (2007a) for theses in materi-
als science (a ‘hard’ discipline) and politics (a ‘soft’ discipline).
7.5.3 DCCs as extraposed subjects
Frequency
DCCs functioning as extraposed subjects are far less common than DCCs
licensed by either verbs or nouns, as can be observed in Table 7.17. The
mean of normalised rates of occurrence of extraposed DCCs is highest
in the LAW subcorpus, but their raw frequency is roughly twenty times
smaller than the raw frequency of verb-licensed DCCs in this subcorpus.
Table 7.17: Frequency of extraposed DCCs
Discipline Tokens Mean. rel. freq. SD
Med 48 0.20 0.28
Phy 89 0.25 0.37
Law 309 0.34 0.25
LC 129 0.25 0.26
Total 575 0.26 0.29
The distribution of extraposed DCCs across the four subcorpora is
shown as a boxplot in Figure 7.4. The four-way interaction between DISCI-
PLINE and FREQUENCY is significant (Kruskal-Wallis chi-squared=19.6907,
df=3, p<0.001). Except for the difference between PHY and LAW, the
pairwise comparisons are also significant by the Mann-Whitney-Wilcoxon
test.146
146Note that these results are not directly comparable to the frequencies in Groom
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Figure 7.4: Frequency of extraposed DCCs
Collexeme analysis
Tables 7.18–7.21 list all the adjectives occurring in this position in each
of the four subcorpora, ranked according to the collostruction strength.
Each table only lists 15 adjectives with the highest collostruction strength;
complete lists are found in Appendix A.
(2005: 265), because he gives the individual frequencies of three phraseologies (viz.
patterns beginning with it is, it seems, and it would be) but not the overall frequency of
the pattern.
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Table 7.18: Adjectives occurring before extraposed
DCCs in the MED subcorpus
word freq_pattern freq_corpus attr. rel. coll. str.
possible 12 64 25.0 18.8 21.93
unlikely 7 13 14.6 53.8 16.67
likely 10 91 20.8 11.0 15.81
conceivable 3 3 6.3 100.0 8.47
clear 4 45 8.3 8.9 6.16
surprising 2 6 4.2 33.3 4.46
improbable 1 1 2.1 100.0 2.81
noteworthy 1 1 2.1 100.0 2.81
plausible 1 1 2.1 100.0 2.81
probable 1 1 2.1 100.0 2.81
imperative 1 2 2.1 50.0 2.51
intuitive 1 3 2.1 33.3 2.34
encouraging 1 5 2.1 20.0 2.12
interesting 1 6 2.1 16.7 2.04
uncommon 1 10 2.1 10.0 1.82
important 1 120 2.1 0.8 0.77
Table 7.19: Adjectives occurring before extraposed
DCCs in the PHY subcorpus
word freq_pattern freq_corpus attr. rel. coll. str.
possible 28 161 31.46 17.39 43.32
likely 18 111 20.22 16.22 27.03
clear 10 47 11.24 21.28 16.40
plausible 4 8 4.49 50.00 8.53
conceivable 3 3 3.37 100.00 7.77
evident 4 21 4.49 19.05 6.61
apparent 5 72 5.62 6.94 5.89
Continued on next page
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Table 7.19 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
unlikely 3 11 3.37 27.27 5.56
obvious 2 13 2.25 15.38 3.29
true 2 65 2.25 3.08 1.90
noteworthy 1 5 1.12 20.00 1.89
intriguing 1 7 1.12 14.29 1.74
surprising 1 8 1.12 12.50 1.69
unexpected 1 8 1.12 12.50 1.69
remarkable 1 9 1.12 11.11 1.64
Table 7.20: Adjectives occurring before extraposed
DCCs in the LAW subcorpus
word freq_pattern freq_corpus attr. rel. coll. str.
clear 70 346 22.65 20.23 101.68
possible 41 322 13.27 12.73 50.22
unlikely 31 118 10.03 26.27 48.57
true 34 240 11.00 14.17 43.28
surprising 14 35 4.53 40.00 25.21
likely 30 610 9.71 4.92 24.33
plausible 10 75 3.24 13.33 12.82
apparent 9 71 2.91 12.68 11.39
conceivable 4 7 1.29 57.14 8.30
doubtful 3 10 0.97 30.00 5.31
settled 4 41 1.29 9.76 4.88
probable 3 15 0.97 20.00 4.73
obvious 5 101 1.62 4.95 4.53
arguable 2 4 0.65 50.00 4.14
undisputed 2 5 0.65 40.00 3.92
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Table 7.21: Adjectives occurring before extraposed
DCCs in the LC subcorpus
word freq_pattern freq_corpus attr. rel. coll. str.
surprising 16 25 12.40 64.00 34.79
clear 20 110 15.50 18.18 29.79
evident 6 35 4.65 17.14 9.12
probable 5 16 3.88 31.25 9.11
true 9 167 6.98 5.39 8.82
significant 7 74 5.43 9.46 8.68
obvious 5 43 3.88 11.63 6.80
apparent 5 52 3.88 9.62 6.38
unlikely 3 7 2.33 42.86 6.10
appropriate 4 30 3.10 13.33 5.78
ironic 4 36 3.10 11.11 5.45
doubtful 2 4 1.55 50.00 4.31
necessary 4 102 3.10 3.92 3.65
conceivable 2 10 1.55 20.00 3.44
plausible 2 14 1.55 14.29 3.14
Overall, the meanings expressed by the extraposed DCC construction
are similar across the four disciplines, but a closer look at the data also re-
veals some differences. The observation made by Biber et al. (1999: 675)
and Groom (2005) that VALIDITY is the dominant meaning of the pattern
seems to apply to all four subcorpora, as suggested by the high values
of collostruction strengths of such adjectives as clear and possible across
subcorpora. However, there are also clear differences in what aspect of
‘validity’ is invoked in different contexts. In MED and PHY, these reporting
structures seem to comment on the likelihood of the proposition encoded
in the extraposed DCC, using adjectives such as possible likely/unlikely,
probable, and conceivable. Two examples of this usage are given as Exam-
ples (7.33) and (7.34):
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(7.33) It is possible that the reduced enzyme, whose interactions with
the analogs were not characterized, substantially polarizes the
ligand. (MED)
(7.34) However, it is likely that most of these mainchain groups are
hydrogen bonded to the water molecules. (PHY)
However, adjectives denoting ‘likelihood’ seem to be somewhat less
prominent in the LC subcorpus, seeing as their ranking in Table 7.21 is
higher than in the other subcorpora, with the exception of probable. What
we find in LC instead are adjectives such as clear, evident, obvious, and
apparent, which invoke a different kind of validity, namely ‘obviousness’
(Examples (7.35) and (7.36)).
(7.35) It is clear that Wharton appreciated and even propounded many
of the ideas with which Renan is identified.
(7.36) First of all, it is evident that Ellison, like Wright before him and
Baldwin after him, turned to Dostoevsky to understand his own
environment and the changes that it was undergoing.
Adjectives denoting both kinds of validity are attested in the LAW sub-
corpus: clear is the adjective most strongly attracted to this construction,
but the ‘likelihood’ adjectives possible and unlikely are much more promi-
nent than in LC (ranked second and third).
While VALIDITY is clearly the dominant group of adjectives occurring
in this pattern, extraposed DCCs can also express other meanings. Groom
(2005: 60) distinguishes four other meanings for this pattern, namely
ADEQUACY, DESIRABILITY, EXPECTATION, and IMPORTANCE. In general,
all these meaning groups are less important than the VALIDITY group
(ADEQUACY adjectives are not attested in the data at all).
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Nonetheless, some adjectives belonging to these groups reveal inter-
esting disciplinary differences. For example, we could note that the DE-
SIRABILITY meaning seems to be invoked almost exclusively in LAW and
LC, albeit that the adjectives belonging to this group (necessary, appropri-
ate or fitting) are less strongly attracted to the pattern than the VALIDITY
adjectives discussed above. The same is true for the adjective significant.
Although ranked sixth in LC, it is practically the only adjective in the IM-
PORTANCE group that is in used in the corpus.
However, the EXPECTATION group merits closer attention, and partic-
ularly one of the adjectives belonging to it, namely surprising. It is the
first-ranked adjective in LC, but has a higher ranking in the other sub-
corpora (fifth in LAW, seventh in MED, and thirteenth in PHY). What is
noteworthy about this particular phraseology is its association with neg-
ative polarity. In the majority of examples, the reporting clause contains
a negation. In other words, the construction does not highlight the unex-
pectedness of a situation, but the fact that it conforms to the expectations
(Example (7.37)).
(7.37) Given this distaste for the self-importance bred by detached
considerations of the mechanics of grace, it is not surprising that
Donne’s sermons seek to emphasize the psychological experience of
awaking into grace: Although God has given Christians “preventing
grace," this grace is useless to them in their unconscious stupor.
(LC)
The final observation concerns the adjective true, whose collostruc-
tional prominence varies dramatically across subcorpora. While it is one
of the most prominent adjectives in both LAW (ranked fourth) and LC
(ranked fifth), it is only used twice in PHY and not a single time in MED.
This finding can be accounted for by basic differences in the ‘hard’ and
‘soft’ disciplinary cultures. Groom (2005: 266) has noted that the phrase
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it is true that is associated with the function of pairing a concessive clause
and a counterclaim, and this observation seems applicable to LAW and LC
(see Example (7.38)).
(7.38) And while it is generally true that bankruptcy judges are bound
at the very least by the water’s edge of their respective circuits, the
parade of visiting judges to sit in Wilmington provides evidence
that even this general rule has its exceptions. (LAW)
These arguments are more characteristic of text-based humanities and
social sciences than natural sciences, and therefore the higher saliency
of true in LC and LAW seems to constitute a good example of how this
fundamental difference is manifested at the level of phraseology.
7.6 Discussion
This chapter has presented an extensive corpus-based analysis of the use
of DCCs in three syntactic configurations – as complements of verbs and
nouns, and as extraposed subjects – concentrating on their frequency and
on the lexical items that license them. For DCCs licensed by verbs, three
additional variables (TENSE, VOICE, and SOURCE) were taken into account.
The most important quantitative finding emerging from the analysis
is that all three types of DCCs in focus were significantly more frequent
in the LAW subcorpus. The differences between the other three subcor-
pora were smaller in comparison, with the lowest frequencies consistently
found in the MED subcorpus.
The verb-licensed DCC turned out to be the most prominent of the
three types investigated, with a raw frequency of over ten thousand to-
kens in the entire corpus. This construction was found to be compara-
tively more frequent in Introductions and Discussions of articles following
the IMRD structure, reflecting the fact that these sections tend to contain
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both citations and knowledge claims. Moreover, variation was found in
both the distribution of verb tenses and the choice between the active and
the passive voice. This finding correlates with the different purposes for
which the construction is used in different disciplines: writers of medical
and physical RAs use it to present results of their own study, and legal
and literary academics to refer to other people’s cognitive processes and
speech acts. This basic difference could also be clearly observed in the dis-
tribution of three source types, even though the framework applied in the
analysis of this aspect was more coarse-grained than in previous studies
based on smaller corpora (e.g. Charles 2006b).
Collexeme analysis, which was carried out separately for each of the
three types of DCC, provided a wealth of information about the lexical
items that tend to occur as licensers of DCCs. The findings concerning
individual words are too numerous to discuss here,147 but as a general
tendency, the ‘hard’ disciplines were found to favour SHOW and DISCOVER
verbs and EVIDENCE nouns, while the ‘soft’ disciplines SAY verbs and ARGU-
MENT nouns (see Francis et al. 1996; Schmid 2000). These findings can
be linked with characteristics of disciplinary cultures: for example, the
collostructional prominence of SHOW and DISCOVER verbs link up with
the presentation of empirical results, and the use SAY verbs with the re-
porting of statements attributed to other researchers. Differences in what
adjectives preceded extraposed DCCs turned out to be less dramatic, with
adjectives indicating VALIDITY being uniformly preferred in all four disci-
plines.
Overall, the results are in broad agreement with results from earlier
research reports, reviewed in Section 7.2. Where the study improves on
many earlier studies is in the use of techniques of quantitative corpus lin-
guistics, some of which have not been extensively used in previous EAP
studies. These techniques both enable the testing of the significance of
147Complete lists are available in Appendix A.
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disciplinary differences (cf. Fløttum et al. 2006: 291ff), and provide re-
liable information about the co-occurrence patterns of grammatical con-
structions (cf. Gries et al. 2005). Applying these tools to the analysis of a
sizable corpus of RAs, this chapter has been able to shed some light on the
intricate relationship between the phraseological patterns of DCCs and the
characteristics of knowledge-making associated with different disciplinary
discourses.
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Chapter 8
Case study II: Interrogative
content clauses (ICCs)
8.1 Introduction
The second case study included in this thesis focusses on the grammati-
cal category of interrogative content clause (ICC). ICCs are in many ways
similar to the DCCs analysed in the previous chapter. Both are subordi-
nate clauses, used in largely the same syntactic environments. However,
differences can also be found between these types of subordinate clauses.
First, while DCCs are uniformly introduced by the word that (which
is omissible in certain contexts), ICCs can be introduced by a number of
interrogative words, often referred to as wh-words (Trotta 2000: 38).148 A
148Wh-words are traditionally analysed as subordinators (e.g. Quirk et al. 1985; Biber
et al. 1999). Huddleston and Pullum, who prefer the term ‘unbounded dependency word’
(2002: 1079), treat all subordinating conjunctions, except for the declarative that and
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second important difference between these constructions is the ability of
ICCs to occur in a wider range of constructions than DCCs. In addition to
the syntactic functions possible for DCCs (see Section 7.3), ICCs can oc-
cur as prepositional complements and complements of prepositional verbs
(Biber et al. 1999: 684).
Given the structural similarities between DCCs and ICCs, comparing
how constructions involving these two content clause types are used in
RAs makes for an interesting research topic. In addition, there seems to
be room for further research on ICCs, as they have in general received
less attention in previous EAP research than the DCCs. A possible rea-
son for this may be their lower frequency compared to DCCs. At the
same time, while DCCs have frequently been linked with the expression
of writer stance (e.g. Biber et al. 1999; Biber 2004), similar connections
have not been suggested for ICCs. Whatever the reason for the paucity
of usage-based accounts of ICCs in academic prose, there are also many
good reasons for paying attention to how they are used in this register.
Not only is the ICC a clearly demarcated grammatical structure, it is also
commonly used in many different kinds of academic texts. Furthermore,
ICCs can occur within a variety of syntactic configurations, and, as it turns
out, considerable variation can be found in their patterns of co-occurrence
in different disciplinary contexts.
The analysis of ICCs is carried out in the same way as the analysis
of DCCs in Chapter 7. This chapter both compares the rates of occur-
rence of subordinate interrogatives in different subcorpora, and investi-
gates what lexical items are preferentially used to license them in differ-
ent disciplinary contexts. The objectives of this chapter are also similar
to those of the other case studies: the aim is to arrive at a usage-based
account of how this grammatical category is used in four socially defined
categories of academic writing, and provide some insight into what its
the interrogatives whether and if, as prepositions (2002: 600).
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typical discourse functions are in different contexts.
8.2 Overview of previous work
Even though ICCs have been underinvestigated in EAP research, there is
an extensive body of grammatical literature on them149 (e.g. Quirk et al.
1985: 1050-1054; Biber et al. 1999: 683-698; Brinton 2000: 224–237;
Trotta 2000: ch. 3; Francis et al. 1996: sections 1.11–1.12, 3.7–3.8 and
4.9; Huddleston and Pullum 2002: 972–991). The focus in these stud-
ies is on the formal description of different kinds of ICCs. The details of
grammatical analysis and the terminology vary according to the theoreti-
cal framework adopted.
Some frequency data on ICCs is available in earlier research reports,
but compared to issues related to syntactic form, register variation has re-
ceived much less attention. In addition, frequency data provided in differ-
ent studies is not necessarily commensurate or immediately useful for the
current study. For example, Trotta’s study (2000: 91) of wh-clauses based
on the Brown corpus found 1,499 instances of interrogative wh-clauses
embedded in subordinate clauses (56% of all interrogatives). However,
no information is directly available on how common ICCs are in different
text categories, because the tables providing the frequencies of wh-clauses
in different text types lump them together with direct questions.
Biber et al. (1999) provide some information about the frequency of
all wh-clauses – including interrogative clauses, exclamative clauses, and
nominal relative clauses (1999: 683) – and about the verbs that con-
trol them in different registers. In general, wh-clauses are shown to be
most common in conversation and fiction and much rarer in academic
prose and news. In academic prose, wh-clauses are typically controlled
149Following Huddleston and Pullum (2002: 972), I use the term ‘interrogative content
clause’ to refer to the grammatical category, and the term ‘embedded question’ to the
meaning that it typically expresses.
170
8.2. Overview of previous work
by such verbs as know, understand, explain, show, realise, and see, and
whether-clauses in particular by determine, know, decide, and see (Biber
et al. 1999: 688-689; 692). Nonetheless, while most of the observations
made by Biber et al. seem to apply to interrogatives rather than relatives
or exclamatives, their quantitative analyses do not in fact distinguish be-
tween different structural types of wh-clauses, and for this reason there is
no way of knowing to what extent these results apply to interrogatives.150
Wh-clauses are also in focus in Hunston (2003), who compares their
frequency to the frequency of that-clauses with twenty-six lemmas and
their different forms. One of her findings concerns the verb decide fol-
lowed by a wh-clause, of which 70% employ the wordform decide. This
percentage is astonishingly high compared to the data on that-clauses fol-
lowing the same verb, of which only 13% have this form, whereas 80%
have the form decided. Based on this finding, Hunston suggests that wh-
clauses after the verb decide construe a decision that is not yet taken, and
that-clauses one that is already taken.
ICCs have also received some attention in previous EAP studies, al-
though the main focus in such studies has usually been on the semantic
category of question (Huddleston 1971 is an exception). The usefulness
of indirect questions as a rhetorical resource in problem-solution texts is
well known. For example, Swales and Feak (2004: 108–109) observe that
they can be used in explaining a purpose, or more commonly, in intro-
ducing a problem which is discussed in the text. Overall, however, there
is surprisingly little corpus-based research on how ICCs are used in aca-
demic English. Moreover, previous corpus-based analyses have mostly
relied on fairy small corpora. For example, Swales notes that questions
are one of the ‘minor ways’ of establishing a niche, which is one of the
moves associated with of RA introductions; his survey of 100 samples rep-
resenting this move in four disciplines contained a mere eight instances of
150The exception is their analysis of verbs controlling whether-clauses in different reg-
isters, because these are unambiguously interrogative.
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questions, two of which were indirect questions (1990: 155-156).151 By
contrast, ‘bound’ interrogatives were more common than ‘free’ interroga-
tives in Huddleston’s study on scientific English; 119 out of 178 tokens in
his corpus represented the former type (1971: 41).152
Hyland’s (2002) study on questions in academic writing is based on
a much larger corpus and covers several genres and disciplines, but only
considers direct questions. These were found to be far more prominent
in soft fields (especially philosophy), because they are one of the means
to engage the reader in the argument (Hyland 2002: 537-538). However,
despite the fact that subordinate interrogatives are related to main clause
interrogatives both structurally and semantically, the ways of using them
in academic prose are far from identical, and therefore Hyland’s descrip-
tion of direct questions cannot be expected to apply equally to indirect
questions.
Considering these points, there appears to be a need for further study
on the use of ICCs in academic prose, concentrating in particular on the
question of how their use varies from one disciplinary context to another.
To this end, this chapter addresses the following questions:
• How frequent are subordinate interrogatives in RAs in different aca-
demic disciplines?
• What types of interrogatives are predominant?
• What are the syntactic environments in which they occur?
• What are the discourse functions that they realise?
151In their description of a corpus-based EAP course, Lee and Swales (2006: 63) men-
tion in passing that determine is the verb with the highest number of occurrences before
whether in Hyland’s corpus (Hyland 2001). In contrast, know is the most frequent verb
in this position in MICASE.
152In Huddleston’s terminology, ‘bound’ refers to an interrogative to which subject-
auxiliary inversion rule does not apply, and which contains whether/if in the disjunctive
class (1971: 36).
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Before addressing these questions, it should be noted that the rela-
tionship between the semantic categories of direct and indirect questions
is a complex and much discussed issue (for an overview of the issues rel-
evant to their semantic description, see e.g. Karttunen 1977, Ginzburg
1996, and Higginbotham 1996). For the purpose of the present study,
Huddleston and Pullum’s description of embedded questions as ‘questions
without illocutionary force’ (2002: 972) captures the main difference be-
tween these two categories from a pragmatic point of view: while direct
questions typically express a request for information or some future act
on the part of the respondent, the same question no longer requires a
response when it is expressed in a content clause (2002: 972). Bearing
in mind the aims of this chapter, a formal analysis of this relationship is
beyond the scope of this case study. Instead, the linguistic category in fo-
cus is operationalised using strictly grammatical criteria, and such issues
of semantic analysis as truth conditions and presuppositions will not be
addressed here.
8.3 Classifying ICCs
The category ‘interrogative content clause’ comprises all dependent con-
tent clauses (both finite and nonfinite) which are introduced by a wh-word
(Trotta 2000: 39).153 In Example (8.1), the interrogative clause functions
as a complement to the verb ask.
(8.1) Finally, we asked whether the binding sites of Tom40 for non-native
proteins constitute, at least partly, the protein-conducting channel for
153Cf. Trotta (2000: 16-17), who suggests that all wh-clauses fulfil three criteria: they
have a realised wh-feature, the wh-phrase has a syntactic function, and there is a gap ac-
companying a fronted wh-phrase that indicates its syntactic function. The phenomenon
of the wh-word being placed in the beginning of the clause this property is known as
wh-fronting (Haan 1989: 97) or wh-movement (Trotta 2000: 18).
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translocating polypeptides. (PHY)154
This definition requires two further specifications. First, this study only
considers those content clauses where the subject-auxiliary inversion rule
does not apply (i.e. ‘bound interrogatives’ in Huddleston 1971: 36). Sec-
ond, the operationalisation only covers overtly marked interrogatives and
thus excludes ‘concealed interrogatives’ (Huddleston and Pullum 2002:
976) which could be rephrased as wh-questions. An example of a con-
cealed interrogative is the italicised noun phrase in Example (8.2). Al-
ternatively, they can be linked to a verb via a preposition – as shown in
Example (8.3) – and function as its oblique complement (Huddleston and
Pullum 2002: 979). Both core and oblique complement types are included
in the analysis.
(8.2) To test this hypothesis, we analyzed whether AKT can
phosphorylate SR proteins, in particular those that are involved in the
alternative splicing regulation described in this work. (PHY)
(8.3) Obviously, large public corporations are affected by many legal
issues; this Article focuses on how FedEx participated in the creation
of several pieces of federal legislation that were of key importance to
its business activities. (LAW)
Second, nouns can also take ICCs as either core or oblique comple-
ments. The former type is illustrated in Example (8.4) and the latter in
Example (8.5). Both types are included in the analysis of noun-licensed
ICCs.
(8.4) At this point the dilemma whether to choose the remodeling
technique rather than the reimplantation technique can no longer be
154The following typographic conventions are used in this chapter: the ICC is shown
in italics and the word(s) licensing it in bold type. Underlining is used to highlight
any other aspect of the quoted example that is discussed in the text. Each example is
followed by the name of the subcorpus it is taken from.
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based on the ability of the former technique to obtain a better
reproduction of the sinuses of Valsalva. (MED)
(8.5) Although intra-articular fractures require an anatomic reduction
with stable internal fixation to maximize the chances of good joint
function, there is uncertainty about whether open fractures should
be treated with open reduction and internal fixation. (MED)
Third, in addition to acting as complements, ICCs can also function as
an adjunct in the so called ‘exhaustive conditional construction’ (Huddle-
ston and Pullum 2002: 761-764). The term refers to a conditional adjunct
that specifies an exhaustive set of conditions for the main clause, one of
which must be satisfied. Syntactically, they can be either ‘governed’ or ‘un-
governed’. In the former type, illustrated in Example (8.6), the adjunct
consists of a preposition and an ICC that acts as its complement, whereas
in the latter type the ICC functions directly as an adjunct; this type is il-
lustrated in Example (8.7). Both governed and ungoverned exhaustive
conditionals are included in the analysis.
(8.6) Regardless of whether the lobes change in their relative orientation
upon activation, the large-scale structural changes in both the lobe
and bridge regions strongly indicate a Ca2+-induced global
conformational change in PhK. (PHY)
(8.7) As a historical anecdote, whether true or not, this tale portrays
Richard as one who engaged in psychological bullying; Hastings
here seems particularly easy bait. (LC)
Finally, ICCs can function as the extraposed subject of the sentence in
the same way as DCCs. By choosing a suitable adjective as a predicative
complement, extraposed ICCs can be used for for problematising an issue
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which is discussed in the article (cf. Swales and Feak 2004: 109). An ex-
ample of this usage is provided in Example (8.8), which uses the adjective
clear.
(8.8) It is, however, not clear how the freeze-thaw procedure helps to
redistribute lipid material between the vesicles. (PHY)
The analysis concentrates on ICCs licensed by an adjective phrase
(clear in Example 8.8) which acts as the predicative complement in the
main clause. As in the previous chapter, extraposed clauses in other con-
figurations – e.g. where the predicative complement is a noun – are not
considered. It should also be noted that some wh-clauses occurring in
these configurations could be read either as interrogatives or as exclama-
tives; such occurrences were included in the analysis if the interrogative
reading was natural.
8.4 Methods
8.4.1 Retrieval and encoding
ICCs were retrieved by searching for all tokens containing any of the fol-
lowing part-of-speech tags: <CSW> (whether, if), <DDQ> (what, which,
whose), <RRQ> (how, where, when, why), <PNQ> (who, whom). All ICCs
were included in the analysis, irrespective of whether they were pronouns,
determiners, adverbs or ‘degree words’ (cf. Brinton 2000: 226).
The retrieval of ICCs is occasionally made difficult by the fact that
there is considerable overlap between ICCs and other constructions, such
as exclamatives and relative constructions. Distinguishing between inter-
rogatives and fused relative constructions can be particularly tricky.155 In
155‘Fused relative construction’ is the term used by Huddleston and Pullum (2002:
1070); other terms include ‘free relatives’ (Trotta 2000) and ‘nominal relative clauses’
(Biber et al. 1999: 683).
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most cases, the word licensing the ICC provides a good indication of the
status of the wh-clause (Trotta 2000: 158, 161-163; Biber et al. 1999:
683), but this cannot be taken for granted, and close reading of concor-
dance lines is therefore essential. This point can be illustrated by looking
at the following two sentences (part-of-speech tags included).
(8.9) Because_CS the_AT tastes_NN2 of_IO third_MD parties_NN2
for_IF an_AT1 alienation_NN1 regime_NN1 are_VBR not_XX
susceptible_JJ to_II empirical_JJ measurement_NN1 ,_, the_AT
best_JJT we_PPIS2 can_VM do_VDI is_VBZ assess_VVI how_RRQ
litigants_NN2 themselves_PPX2 would_VM likely_RR perceive_VVI
that_DD1 regime_NN1 ._. (LAW)
(8.10) The_AT purpose_NN1 behind_II Marbois_NP1 ’s_GE set_NN1
of_IO twenty-two_MC queries_NN2 was_VBDZ to_TO find_VVI
out_RP as_RG much_DA1 as_CSA possible_JJ about_II the_AT
histories_NN2 and_CC institutions_NN2 ,_, basic_JJ
geography_NN1 ,_, and_CC natural_JJ resources_NN2 of_IO
individual_JJ states_NN2 so_CS21 that_CS22 France_NP1
could_VM assess_VVI what_DDQ was_VBDZ ,_, at_II the_AT
height_NN1 of_IO the_AT Revolutionary_JJ War_NN1 ,_, still_RR
a_AT1 precarious_JJ economic_JJ and_CC political_JJ national_JJ
alliance_NN1 . (LC)
At first glance, Examples (8.9) and (8.10) look structurally very simi-
lar. Example (8.9) clearly contains an ICC – it is easy to phrase the direct
question that is behind it. The construction is introduced by a wh-word
(how), which is licensed by the preceding word, the infinitive form of the
verb assess. Example (8.10) also contains the verb assess that is followed
by a wh-word (what), but a closer look makes it clear that the wh-clause is
in fact a fused relative construction (it cannot be conveniently rephrased
as a question) and therefore should not be included in the analysis.
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It is usually fairly straightforward to decide between two possible in-
terpretations of a clause by reading it in context. While the manual anal-
ysis of a large number of concordance lines is tedious, the part-of-speech
tags can be used for analysing all structurally similar concordance lines
together (e.g. all wh-words preceded by a verb), which speeds up the
process of interpreting the status of wh-clauses. Where necessary, the
diagnostics summarised by Trotta (2000: 159-165) were applied to dis-
tinguish between the competing interpretations (see also Huddleston and
Pullum 2002: 1070-1073).
The syntactic status, the licensing word (where applicable), and the
word class of the licensing word were recorded for each interrogative
clause. Where possible, interrogatives occurring as prepositional comple-
ments were linked to the head of the higher construction. Accordingly, the
italicised content clause in Example (8.11), which acts as a complement
to the preposition of, is coded as an internal oblique complement to the
noun issue (see further Huddleston and Pullum 2002: 979).
(8.11) This raises the issue of when State sponsors of terrorism may be
attacked. (LAW)
8.4.2 Analysis of frequency
The analysis of frequency employs the ‘Type B’ design introduced in Sec-
tion 6.3.2. Distributional differences between rhetorical sections in MED
and PHY were not investigated, as the token frequency of ICCs turned out
to be fairly low in these disciplines.
To test the four-way interaction between DISCIPLINE and FREQUENCY,
the Kruskal-Wallis test is used. The significance of each two-way interac-
tion was tested using the Mann-Whitney Wilcoxon test (see Section 6.3.2).
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8.4.3 Analysing items licensing ICCs
Verbs and nouns licensing ICCs were analysed separately. Collostructional
analysis was carried out for all verbs. The classification of collexemes
into semantic groups draws on previous research, especially Francis et
al. (1996). For finite ICCs licensed by verbs, they establish five meaning
groups – the ASK group, the THINK group, the DISCOVER group, the SHOW
group, the DETERMINE group, and OTHER – and for nonfinite ICCs, three:
the DESCRIBE group, the DISCOVER group, and the DECIDE group. Where
necessary, this classification is complemented with information from Kart-
tunen’s analysis of ‘question embedding verbs’ (1977: 6), and Trotta’s
analysis of ‘interrogative clause licensers’ (2000: 94), as well as the se-
mantic classifications provided in Huddleston (1971: 40) and Huddleston
and Pullum (2002: 976).156
As for nouns, core and oblique complements are analysed separately,
and the latter are grouped together according to the preposition that
is used. Because of the large variety of prepositions occurring in these
patterns, only the preposition with the highest token frequency contains
enough occurrences that collostructional analysis can be carried out mean-
ingfully. Therefore, collostructional analysis is only carried out for nouns
licensing ICCs via the preposition of.157
The remaining two types of ICCs each had a low token frequency, and
therefore the analysis relies exclusively on absolute frequencies.
156Biber et al.’s (1999) semantic analysis of verbs controlling wh-clauses is not directly
applicable, because it does not specify which verbs control the different types of wh-
clauses.
157In principle, nouns licensing ICCs via a preposition could be analysed together using
the methodology of ‘covarying collexeme analysis’, treating all noun-preposition combi-
nations as bigrams (see Stefanowitsch and Gries 2005: 9–11, 23). However, this ap-
proach is not ideally suited for this study, because there is little variation between prepo-
sitions following a particular noun, and because the frequency of most combinations is
very low.
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8.4.4 Phraseological variation
The phraseological variables investigated here are QUESTION TYPE, TENSE
and VOICE. The first of these, QUESTION TYPE, refers to the three-way dis-
tinction into polar, alternative and variable questions, introduced in Sec-
tion 8.3. All ICCs are included in the analysis, irrespective of the syntactic
configuration in which they are found.
The other two variables, by contrast, only apply to ICCs licensed by
verbs. The analysis of TENSE and VOICE is carried out in exactly the same
way as the corresponding analysis for DCCs in the previous chapter; for
details, see Section 7.4.4.
8.5 Results
Frequency
As shown in Table 8.1, the four subcorpora contain in total 3,732 ICCs,
the vast majority of these in the LAW subcorpus. The distribution is sum-
marised graphically as a boxplot in Figure 8.1.
Table 8.1: Distribution of ICCs in the four disciplines
Discipline Tokens Mean rel.fr. SD
Med 109 0.44 0.51
Phy 178 0.49 0.39
Law 2,620 2.84 1.28
LC 825 1.61 0.66
Total 3,732 1.34 1.26
Figure 8.1 provides a good indication of the kind of differences that ex-
ist between the four subcorpora. ICCs are most commonly used in LAW,
followed by LC, whereas they are far less frequent in MED and PHY. The
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Figure 8.1: Frequency of all ICCs in the four subcorpora
difference between the four subcorpora is statistically significant (Kruskal-
Wallis chi-squared=171.416, df=3, p<0.001), and except for the differ-
ence between MED and PHY, all pairwise comparisons between subcor-
pora are significant (Mann-Whitney-Wilcoxon test).
Next, we shall look at the distribution of different question types –
polar, alternative, and variable – between subcorpora. This data is sum-
marised in Table 8.2. As the table demonstrates, the distribution of ques-
tion types in LC is different to the other three subcorpora: while polar
question is the predominant type in MED, PHY, and LAW, the situation
is reversed in LC, where variable questions are far more frequent. The
distribution is statistically significant and the effect is moderately strong
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(χ2=318.886, df=6, p<0.001, Cramer’s V=0.20); the Pearson residuals
suggest that the significant result is primarily caused by the LC subcorpus
having lower than expected frequency of polar questions and higher than
expected frequency of variable questions.
Table 8.2: Distribution of types of indirect questions
Discipline
Question type MED PHY LAW LC Total
Alternative 8 6 146 55 215
Polar 70 113 1,105 111 1,399
Variable 31 59 1,369 659 2,118
Total 109 178 2,620 825 3,732
These results provide a useful initial impression regarding the differ-
ences in the use of ICCs among subcorpora. It already seems clear at this
point that MED and PHY are very similar in terms of how ICCs are used
in them: both subcorpora tend to employ the same types of ICCs almost
equally often. A look at examples taken from these subcorpora supports
this impression: in both disciplines, polar questions act as complements to
such verbs as determine or investigate (see Examples (8.12) and (8.13)).
These verbs appear to be used for informing the reader about the details
of the research process, with particular attention to the reasons behind
specific decisions.
(8.12) This study was performed to determine if a short-chained MAG
could be used to crystallize membrane proteins by the in meso
method. (PHY)
(8.13) Therefore, we investigated whether daclizumab interfered with
Jak/STAT activation. (MED)
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This finding is also likely to be linked with the fact that research ques-
tions are usually stated explicitly in scientific RAs. Guidelines to authors
of scientific RAs commonly emphasise the importance of clearly formu-
lated research questions158 and they also belong to the standard rhetorical
structure of Introduction sections in such disciplines as medicine (Nwogu
1997: 135) and biochemistry (Kanoksilapatham 2005: 275). Given the
rhetorical structure of RAs in LAW and especially LC is much less strict
(see Section 4.3), research questions and hypotheses are generally ex-
pressed in more roundabout ways in these disciplines, if at all.159
It also seems clear that LAW and LC behave differently than MED and
PHY. However, before getting into the details of how ICCs are used in
these two subcorpora, it is useful to look at the four syntactic configu-
rations introduced in Section 8.3 separately, and consider whether their
individual frequencies show any characteristics that are not predicted by
the overall frequency of ICCs presented in Table 8.1.
8.5.1 ICCs licensed by verbs
Frequency
As shown in Table 8.3, the general trends discussed in the previous section
mostly apply to verb-licensed ICCs. These constructions are more frequent
in LAW and LC than in MED and PHY. The central tendencies in MED and
PHY, moreover, appear to be very similar to each other.
158For instance, the website of the British Medical Journal provides authors with a
checklist of items that make publication in the journal impossible or unlikely. One of
these items is a manuscript which ‘does not state the research question in the article
sufficiently clearly for readers, editors, and reviewers to understand why you did the
study.’ See http://resources.bmj.com/bmj/authors/checklists-forms/.
159Cf. Afros and Schryer (2009: 64–65), who found that Introductions in literary RAs
do not usually devote much space to establishing the ‘niche’ and’ the ‘territory’ (see
Section 4.2), but instead concentrate on describing the texts and the approach used in
the present research.
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Table 8.3: ICCs occurring as core and oblique complements of verbs
Type
Discipline Core Oblique Total Mean rel. fr. SD
MED 72 2 74 0.29 0.43
PHY 105 1 106 0.30 0.29
LAW 1,265 157 1,422 1.59 0.90
LC 432 23 455 0.87 0.45
Total 1,870 184 2,054 0.76 0.78
The frequency of verb-licensed ICCs is represented as a boxplot in Fig-
ure 8.2. A one-way analysis of variance shows that the observed differ-
ences are statistically significant (Kruskal-Wallis chi-squared=132.9846,
df=3, p<0.001). With the exception of the difference between MED and
PHY, all pairwise comparisons between subcorpora are statistically signif-
icant (Mann-Whitney Wilcoxon test).
Verbs licensing ICCs
A selection of verbs licensing ICCs in different subcorpora is presented in
Tables 8.4–8.7. The number of individual collexemes licensing interrog-
atives is again far greater in LAW and LC (191 and 123) than in MED
and PHY (26 and 37), suggesting that a greater range of verbs is used
to license ICCs in the ‘soft’ disciplines. The tables include only twenty
verbs with the highest collostruction strength; complete lists are found in
Appendix A.160 Both prepositional verbs (e.g. refer to) and verbal idioms
(e.g. make up one’s mind) are included in the table (cf. Huddleston and
Pullum 2002: 978; Trotta 2000: 220).
160For details on how the measures ‘attraction’, ‘reliance’ and ‘collostruction strength’
are counted, see Section 6.3.3.
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Figure 8.2: Frequency of verb-licensed ICCs
Table 8.4: Verbs licensing ICCs in the MED subcorpus
word freq_pattern freq_corpus attr. rel. coll. str.
determine 25 153 33.78 16.34 39.38
question 3 6 4.05 50.00 6.62
investigate 4 39 5.41 10.26 5.68
assess 5 124 6.76 4.03 4.97
examine 4 82 5.41 4.88 4.39
test 4 82 5.41 4.88 4.39
judge 2 5 2.70 40.00 4.27
explore 2 8 2.70 25.00 3.83
Continued on next page
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Table 8.4 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
predict 3 46 4.05 6.52 3.77
know 3 47 4.05 6.38 3.74
report about 1 1 1.35 100.00 2.63
know about 1 4 1.35 25.00 2.03
confirm 2 89 2.70 2.25 1.74
verify 1 10 1.35 10.00 1.64
analyze 2 105 2.70 1.90 1.60
understand 1 14 1.35 7.14 1.49
define 2 128 2.70 1.56 1.44
illustrate 1 23 1.35 4.35 1.28
select 1 39 1.35 2.56 1.06
document 1 47 1.35 2.13 0.98
Table 8.5: Verbs licensing ICCs in the PHY subcorpus
word freq_pattern freq_corpus attr. rel. coll. str.
determine 28 390 25.93 7.18 33.26
ask 5 5 4.63 100.00 13.25
investigate 9 80 8.33 11.25 12.62
check 4 15 3.70 26.67 7.47
test 5 86 4.63 5.81 5.77
find out 2 4 1.85 50.00 4.51
explain 4 78 3.70 5.13 4.49
ascertain 2 5 1.85 40.00 4.29
understand 3 35 2.78 8.57 4.15
examine 4 106 3.70 3.77 3.97
decide 2 8 1.85 25.00 3.84
evaluate 3 66 2.78 4.55 3.32
see 5 290 4.63 1.72 3.26
wonder 1 1 0.93 100.00 2.64
know 3 132 2.78 2.27 2.46
Continued on next page
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Table 8.5 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
arise 2 44 1.85 4.55 2.34
give an idea 1 3 0.93 33.33 2.17
dissect 1 4 0.93 25.00 2.04
explore 1 8 0.93 12.50 1.74
infer 1 12 0.93 8.33 1.57
Table 8.6: Verbs licensing ICCs in the LAW subcorpus
word freq_pattern freq_corpus attr. rel. coll. str.
determine 223 508 15.70 43.90 ∞
explain 125 417 8.80 29.98 147.51
decide 100 429 7.04 23.31 105.54
ask 62 187 4.37 33.16 76.28
know 60 335 4.23 17.91 56.02
consider 68 688 4.79 9.88 45.78
examine 32 217 2.25 14.75 27.40
tell 25 111 1.76 22.52 26.40
see 35 440 2.46 7.95 20.76
turn on 16 53 1.13 30.19 19.42
depend on 24 200 1.69 12.00 18.58
assess 20 138 1.41 14.49 17.25
wonder 10 16 0.70 62.50 16.39
illustrate 19 137 1.34 13.87 16.05
question 17 100 1.20 17.00 15.98
understand 23 251 1.62 9.16 15.22
analyze 18 147 1.27 12.24 14.27
discuss 22 288 1.55 7.64 12.97
focus on 23 322 1.62 7.14 12.91
matter 11 59 0.77 18.64 11.03
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Table 8.7: Verbs licensing ICCs in the LC subcorpus
word freq_pattern freq_corpus attr. rel. coll. str.
show 43 230 9.47 18.70 49.94
ask 31 145 6.83 21.38 38.04
know 36 288 7.93 12.50 35.25
wonder 19 36 4.19 52.78 32.50
explain 23 161 5.07 14.29 24.07
tell 22 260 4.85 8.46 18.01
see 26 732 5.73 3.55 12.10
demonstrate 10 94 2.20 10.64 9.51
describe 11 231 2.42 4.76 6.72
investigate 4 10 0.88 40.00 6.59
understand 10 212 2.20 4.72 6.13
teach 6 54 1.32 11.11 6.04
decide 6 57 1.32 10.53 5.90
debate 3 5 0.66 60.00 5.67
explore 6 65 1.32 9.23 5.56
matter 4 20 0.88 20.00 5.24
point out 6 88 1.32 6.82 4.80
redefine 2 2 0.44 100.00 4.45
remember 6 110 1.32 5.45 4.25
recognize 7 164 1.54 4.27 4.18
The data presented in these tables seems to bear out Biber et al.’s ob-
servation that these verbs tend to express meanings related to ‘discovery
and description’ in academic prose (1999: 688), at least as far as the two
‘hard’ disciplines are concerned.161 Most of the prominent collexemes in
MED and PHY belong to what Francis et al. (1996) labels the DISCOVER
group, including determine, investigate, assess, examine, test, judge, ex-
plore, check, find out, and see.
161As noted above, Biber et al.’s observation concerns all wh-clauses.
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The prominence of these verbs can be explained by the fact that they
offer a convenient means for reporting to the reader what stages were in-
volved the research process. In particular, these collostructions enable the
writer to highlight the reasons for having carried out a particular activity.
As was observed previously, these verbs tend to take polar rather than
variable questions as their complements (cf. Examples (8.12) and (8.13)).
This is probably linked with the employing of statistical methods, which
are widespread in the natural sciences. The hypothesis being tested is
conveniently expressed in an embedded polar question – for example,
whether daclizumab interfered with Jak/STAT activation quoted in Exam-
ple (8.13) – which can be answered in exactly two ways.
Despite the fact that ICCs are vastly more common in LAW than in
MED and PHY, the ways in which they are used turn out to be surpris-
ingly similar. Many of the prominent collexemes in LAW also belong
to the DISCOVER meaning group; determine is the verb with the highest
collostruction strength, followed by such other verbs as decide (ranked
3rd) examine (7th), tell (8th) and see (9th). The patterning of these verbs
with polar questions is also commonly attested, as illustrated in Example
(8.14). The embedded polar question licensed by examine expresses one
of the topics investigated in the article.
(8.14) I later examine whether creditors should be represented by a
creditors’ committee for this purpose but conclude that the cost of
committees does not justify their formal appointment in every debt
restructuring proceeding. (LAW)
However, ICCs are not only used for reporting the writer’s own actions.
Along with this function, verb-licensed ICCs often report on the process
through which some outcome has been reached by other parties. For ex-
ample, as illustrated by Examples (8.15) and (8.16), legal RAs frequently
refer to decisions made in a court, and this clearly contributes to the high
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collostruction strength of the verbs in the DISCOVER group (the verb decide
is particularly prominent in LAW).
(8.15) The Court has not determined whether proof of a deliberate
disregard of the Miranda rules in order to acquire impeachment
evidence requires an exception to the Harris/Hass doctrine. (LAW)
(8.16) Second, when applying the due process approach, the Court
assesses the surrounding circumstances in order to decide whether
police have coerced a statement. (LAW)
Along with DISCOVER verbs, many verbs belonging to the THINK group
are also commonly attested in both LAW and LC. These verbs include
know, consider, wonder, and understand. The verb consider is strongly
attracted to this constructional slot in the LAW subcorpus, and is used
largely in the same way as the DISCOVER verbs to refer either to judicial
processes (Example (8.17)) or the writer’s own cognitive processes.
(8.17) In Russ v. Watts, the Northern District of Illinois considered
whether parents could bring a section 1983 claim for the deprivation
of their relationship with their adult son, Robert Russ.
In LC, by contrast, THINK verbs are used primarily for attributing cog-
nitive processes to authors and characters in fictional works (see Exam-
ple (8.18)), and much less commonly for giving accounts of the writer’s
own thought processes.
(8.18) In numerous essays, though, Woolf wondered whether patronage
might, rather than liberating the creating intellect, place demands
upon it, deforming the artist’s aims even as it frees the artist to strive
for them. LC
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Another interesting observation emerging from the LAW subcorpus is
the prominence of verbs indicating ‘contingency’ (cf. Trotta 2000: 94).
The verbs turn on/upon, depend on/upon, and hinge on are found in LAW,
and, with the exception of a single occurrence of turn on in LC, in no other
subcorpus. This usage is illustrated in Example (8.19). The prominence
of these verbs in LAW may reflect the discursive writing style of legal RAs,
which involves discussing the topics from a variety of perspectives.
(8.19) A determination of the blameworthiness of the defendant’s
conduct does not depend on whether punitive damages or statutory
damages were awarded.
Verbs in the ASK group also turn out to be more prominent in the
soft disciplines. The verbs explain and ask are in the top five in both
LAW and LC. In addition, question and discuss are fairly common in this
pattern in LAW, and describe and teach in LC. These verbs are used in a
variety of ways: some are clearly question-oriented, like Example (8.20).
Meanwhile, other sentences place the emphasis on the answer to the in-
direct question, either by referring to either the writers’ own thought pro-
cesses (Example (8.21)), or by attributing cognitive processes to other
sources (Example (8.22)). These examples illustrate the diversity of ways
in which ICCs are used in the soft disciplines, and this clearly is a major
factor explaining the higher overall frequency of ICCs in these fields.
(8.20) Additionally, we may question whether the industry has a
responsibility to protect itself , and the public, by pursuing research
regarding the side-effects of its products. (LAW)
(8.21) We discuss how the mechanisms of coercion and persuasion work,
in part, by contrasting them with the third mechanism of
acculturation. (LAW)
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(8.22) Commercial pieces outlined the potential profits of incorporating
Cuba into the United States, and letters from Cuba described in
detail how colonial oppression was carried out on the island. (LC)
Finally, it is notable that verbs in the SHOW group are prominent in
LC: show is the first-ranked collexeme in LC, and demonstrate is ranked in
the seventh position. These verbs always co-occur with variable indirect
questions and thus contribute to their high relative frequency in this sub-
corpus. Functionally, ICCs licensed by these verbs either relate to stating
the aim of the article (Example (8.23)), or to making a knowledge claim
(Example (8.24)).162
(8.23) Instead, I hope to show how that theory can be productively used
as a port of entry to explore the various permutations of American
ethnic literature. (LC)
(8.24) Reference to the beginning of almost any Hollywood movie can
demonstrate how the question of justice not only influences this type
of fiction at the most elementary level but actually constitutes it. (LC)
Tense
The TENSE of the verb licensing ICCs varies across the four subcorpora, as
shown in Table 8.8. The difference in the proportions of tenses is signifi-
cant (χ2=187.5403, df=21, p<0.001).
Based on the row and column totals of Table 8.8, the frequency of the
present tense is lower than expected in MED and PHY, and the preterite is
correspondingly more frequent than expected. LAW and LC, meanwhile,
both have fewer than expected occurrences of verb-licensing ICCs in the
preterite, and LC also has more present tense forms than expected.
162The latter example is actually very similar to ‘hidden averrals’, discussed in the
previous chapter (cf. Section 7.3.1).
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Table 8.8: TENSE of verbs licensing ICCs
Discipline
Tense MED PHY LAW LC Total
Present 5 16 408 173 602
Preterite 19 18 83 28 148
Present perfect 2 0 14 8 24
Preterite perfect 0 0 0 1 1
Plain forms after modals 3 5 221 52 281
Other infinitivals 42 63 424 148 677
Past participles 0 0 10 0 10
Gerund-participles 3 4 262 45 314
Total 74 106 1,422 455 2,057
It was suggested previously (Section 8.5.1) that ICCs are used for re-
porting discoveries and explaining purpose in MED and PHY, and the high
relative frequency of the preterite provides further support for this idea.
As illustrated in Example (8.25), the use of the preterite tense is clearly
linked with the reporting of the researcher’s own research activities, often
using verbs in the DISCOVER group (see also Examples (8.1) and (8.13)).
(8.25) In the current study, we present two consecutive studies in which
we investigated whether rhodopsin-based GPCR homology models
are reliable enough for carrying out virtual screening of chemical
libraries focused on either antagonists or agonist ligands of test
GPCRs. (PHY)
Another interesting finding emerging from Table 8.8 is the high rela-
tive frequency of to-infinitivals. Especially in MED and PHY, these forms
appear to be much more prominent as licensers of ICCs than DCCs, as can
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be observed by comparing their relative frequencies to the corresponding
figures presented in the previous chapter (see Table 7.9 in Section 7.5.1).
In part, this high figure is explained by the fact that verbs licensing ICCs
occur as complements of catenative verbs, such as begin, want, or seek (Ex-
ample (8.26)). However, to-infinitivals are also often used as adjuncts of
purpose. These are particularly prominent in MED and PHY, where there
are respectively 28 and 41 occurrences. As shown in Examples (8.26)–
(8.28), these adjuncts are typically used together with matrix clauses con-
taining research verbs.
(8.26) In the current investigation, we sought to determine whether an
insensate foot is an accurate indicator of the need for amputation.
(MED)
(8.27) To evaluate whether growth factors can alter the way in which each
fibronectin mRNA isoform is exported, we measured EDA+/EDA-
ratios in nuclear, cytosolic and total RNA fractions. (PHY)
(8.28) A number of analyses were conducted to assess whether bias
actually occurred. (MED)
The high incidence of use of these adjuncts offer further support for
the idea that the explanation of purpose is one of the main functions of
indirect questions in academic prose (cf. Swales and Feak 2004: 108),
particularly in the empirical RAs in the ‘hard’ disciplines.
As before, it should be noted that the analysis of tense does not take
into account the overall frequency of individual tenses, and the quantita-
tive results should therefore be interpreted with caution. However, infor-
mation about verb tenses is clearly useful for analysing the discourse func-
tion of ICCs, as it may highlight discourse-functional differences between
disciplines and complement the results obtained using other techniques
of analysis.
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Voice
The final variable analysed for verb-licensed ICCs is the VOICE of the li-
censing verb. As can be seen in Table 8.9, the verb licensing an ICC is
more frequently attested in the active voice. There are merely 15 in-
stances where the verb occurs in the passive voice in the entire corpus,
which translates to a proportion that is much lower than the correspond-
ing figure for DCCs (cf. Table 7.10).
Table 8.9: VOICE of verbs licensing ICCs
Discipline
Voice MED PHY LAW LC Total
Active 23 36 721 259 1,039
Passive 5 3 4 3 15
Total 28 39 725 262 1,054
It could be hypothesised that when ICCs are used for problematising,
reporting research activities and explaining their purpose, it is important
to be clear about the agent. In some cases, substituting passive verbs for
actives also requires moving the ICC to the front of the sentence, which
might violate against the end-weight principle. Whatever the reason, the
almost complete avoidance of the passive voice is somewhat surprising,
and a comprehensive analysis of the reasons behind it would need to take
into account how passives are used in a wide variety of constructions. A
fuller investigation of this issue will be left to future work.
8.5.2 ICCs licensed by nouns
Frequency
The distribution of ICCs licensed by nouns across the four disciplines is
shown in Table 8.10.
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Table 8.10: ICCs occurring as noun complements (core and oblique)
Complement type
Discipline Core Oblique Total Mean rel. fr.
Med 2 12 14 0.06
Phy 4 25 29 0.08
Law 31 513 544 0.60
LC 8 160 168 0.33
Total 45 710 755 0.26
Table 8.10 demonstrates, first, that while noun-licensed DCCs are over-
all less frequent than verb-licensed ICCs, they are comparatively more fre-
quent in LAW and LC than in MED and PHY. The difference is statistically
significant (Kruskal-Wallis chi-squared=125.0047, df=3, p<0.001). In
addition, the table also shows that the vast majority of the 755 instances
of ICCs are linked to the noun by means of a preposition. This finding is
entirely predictable; as Rohdenburg (2003: 207) points out, the use of a
preposition with most nouns is the ‘statistical norm or even obligatory’ in
present-day English.
Nouns licensing ICCs
Because ICCs can be linked to nouns both directly and via a preposition,
the analysis of what nouns occur in this position is somewhat less straight-
forward than the corresponding analysis for DCCs (Section 7.5.2). There
are various possibilities for analysing these patterns. One alternative is
the approach used by Trotta, whose analysis of what he refers to as ‘in-
terrogative clause licensers with nominal predicative centers’ (2000: 221)
comprises ICCs functioning both as core and oblique complements of a
noun. The alternative approach is to focus on each pattern separately.
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This latter approach is adopted by Francis et al. (1998), who do not col-
lectively discuss ICCs in the context of noun patterns. Instead, they point
out that wh-clauses can sometimes be used instead of nouns in certain
patterns, for example after the preposition about in the N about N pat-
tern and after of in the N of N pattern (1998: 123; 184). Some patterns
related to ICCs are nonetheless discussed separately in the pattern gram-
mar literature, for instance the N as to wh pattern (Francis et al. 1998:
135); Hunston and Francis (2000: 47) mention N on wh pattern in their
discussion of the noun decision.
This chapter opts for analysing core and oblique complements sepa-
rately. As the frequency of these patterns is very low in MED and PHY, the
focus will be on the combinations found in LAW and LC. Collexeme analy-
sis is carried out for the most prominent of these combinations, namely for
nouns occurring as heads of a NP that licenses an ICC via the preposition
of.
There is little to be said about the tendency of ICCs to occur as core
complements to particular nouns, given the low frequency of this con-
struction. Two nouns merit separate attention: the noun question ac-
counts for 25 of the total 45 occurrences in the four subcorpora, and the
noun decision has 11 occurrences, all in the LAW subcorpus. It should be
noted that even question tends to take ICCs as oblique rather than core
complements: there are 109 occurrences of question of licensing an ICC
in the entire corpus. This result shows that Schmid’s (2000: 168–169)
observations regarding the behaviour of this noun also apply within the
register of academic English.
Turning our attention to oblique noun complements, Tables 8.11 and
8.12 provide a list of all combinations of nouns and prepositions licensing
ICCs in LAW and LC, respectively. The number in brackets following a
noun indicates the number of times it occurs as the head noun with the
preposition under which it is listed; the first line of Table 8.11 thus tells
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us that in LAW there are 248 occurrences of the pattern N of wh, 67 of
which contain the noun question.
Table 8.11: Frequency of noun-preposition combina-
tions licensing ICCs in LAW
preposition frequency head noun
of 248 question (67), issue (17), example (12), de-
termination (10), understanding (9), assess-
ment (8), sense (7), consideration (7), anal-
ysis (6), picture (5), account (5), discussion
(4), value (4), view (4), basis (3), choice (3),
conception (3), decision (3), explanation (3),
illustration (3), investigation (3), part (3),
theory (3), characterization (2), concept (2),
dilemma (2), glimpse (2), idea (2), notion
(2), result (2), survey (2), test (2), adju-
dication, aspect, average, comparison, con-
trol, definition, demonstration, description,
essence, evaluation, examination, inkling, in-
quiry, instruction, interpretation, judgment,
justification, knowledge, model, paradigm,
predictor, preference, pronouncement, proph-
esy, reflection, representation, risk, selec-
tion, sketch, specification, standard, state-
ment, subject, supply, truth, valuation, ver-
sion, vision
Continued on next page
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Table 8.11 – continued from previous page
preposition frequency head noun
about 83 debate (9), question (7), information (7),
decision (7), uncertainty (5), guidance (4),
claim (3), assumption (3), opinion (2), story
(2), dispute (2), truth (2), argument (2),
literature (2), judgment (2), advice, agree-
ment, amendment, clarity, concern, confu-
sion, conjecture, consensus, contact, conven-
tions, difference, discussion, hypothesis, pro-
posal, proposition, puzzle, quibble, rationale,
scepticism, speech, statement, theory, think-
ing, thought
as to 45 debate (4), question (3), explanation (3), is-
sue (2), uncertainty (2), doubt (2), confu-
sion (2), inquiry (2), decision (2), disagree-
ment (2), guideline (2), agreement, argu-
ment, case, conclusion, consensus, considera-
tion, distinction, enquiry, guidance, informa-
tion, instruction, judgment, knowledge, opin-
ion, proposal, puzzle, rule, theory, thought
on 39 information (4), decision (3), guidance (4),
consensus (2), instruction (2), limitation (2),
agreement, analysis, article, bearing, book,
data, effect, fixation, focus, insight, liability,
literature, position, prescription, remark, re-
straint, rule, rulings, state, subject, thinking,
workshop
Continued on next page
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Table 8.11 – continued from previous page
preposition frequency head noun
over 32 debate (10), dispute (4), confusion (4), dis-
agreement (3), battle (2), case (2), dilemma,
discretion, government, head, law, litigation,
question
to 18 regard (7), attention (4), reference (2), anal-
ysis, inquiry, limit, relation, relevance
for 15 explanation (4), test (3), variable (2), analy-
sis, concern, guideline, predictor, sense, stan-
dard
between 8 gap (4), relationship (2), compromise, con-
gruence
into 6 inquiry (3), insight (3)
in 5 difference, discrimination, imprecision, inter-
est, training
concerning 3 competitiveness, suggestion, recommendation
regarding 2 information, expertise
at 1 look
toward 1 eye
Table 8.12: Frequency of noun-preposition combina-
tions licensing ICCs in LC
preposition frequency head noun
of 121 question (34), problem (9), sense (6), ex-
planation (6), example (5), account (5), de-
scription (3), awareness (3), perception (3),
matter (3), story (2), view (2), memory (2),
opposite (2), instance (2), understanding,
Continued on next page
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Table 8.12 – continued from previous page
preposition frequency head noun
reconsideration, definition, experience, ele-
ment, capability, paradigm, function, proof,
grasp, reflection, idea, enigma, illustration,
assessment, conception, discussion, interpre-
tation, redescription, issue, scope, judgment,
significance, justness, truth, consideration,
version, content, assertion, critique
about 9 doubt (3), information, accusation, assump-
tion, question, debate, disagreement
as to 5 remark, clue, decision, murkiness, tension
on 5 restriction (2), perspective, advice, effect
in 4 difference (4), study, factor
to 4 limit, reference, attention
for 3 case, standard, recommendation
at 2 look, horror
into 1 insight
upon 1 effect
with 1 concern
Tables 8.11 and 8.12 show that of is the most frequently occurring
preposition in this configuration. However, occurrences of ICCs as oblique
noun complements are much more versatile in LAW, when it comes to
both the prepositions and the nouns employed. The range of prepositions
is larger in LAW; while of accounts for 48% of all occurrences of prepo-
sitions in these patterns in LAW, in LC the corresponding percentage is
more than 75%. Other prepositions are only marginally used in LC, but in
LAW occurrences of about, as to and on are all reasonably numerous.
Table 8.13 lists the nouns that license ICCs together with the preposi-
tion of in LAW and LC, ranked according to collostruction strength. While
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Table 8.13: Nouns occurring as heads of the NP licensing ICCs in LAW
and LC
LAW LC
question 105.11 question 59.09
determination 16.60 problem 12.52
issue 16.45 explanation 12.17
example 14.62 example 6.54
assessment 12.54 account 6.49
understanding 12.30 sense 5.20
picture 8.78 perception 4.58
consideration 8.72 awareness 4.33
sense 7.65 description 3.94
glimpse 5.57 opposite 3.62
illustration 5.57 matter 3.41
account 5.10 justness 3.08
investigation 4.44 instance 2.95
discussion 4.21 imprint 2.78
analysis 3.97 redescription 2.78
characterization 3.82 reconsideration 2.38
conception 3.74 grasp 2.23
dilemma 3.61 capability 2.18
explanation 3.31 enigma 2.18
inkling 3.02 evaluation 2.04
the frequencies of individual nouns, especially in LC, may be too low to
warrant conclusions about differences in the tendency of specific nouns to
occur in this position, some impressions can nonetheless be stated. First,
some definite commonalities can be observed between the two lists: not
only is question the noun with the highest collostruction strength in both
subcorpora, but both lists also contain several nouns whose meaning re-
lates to giving accounts of some state of affairs: example, explanation,
account, description, and illustration. With regard to differences, the list
for LAW contains several nouns denoting discovery, for example determi-
nation, assessment, investigation and analysis, which are entirely absent
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from LC.
8.5.3 ICCs as exhaustive conditionals
The remaining two constructions are discussed more briefly, as they are
far less prominent in terms of frequency. Table 8.14 shows the distribution
of the first of these, the ICC functioning as an exhaustive conditional.
Table 8.14: ICCs occurring as exhaustive conditionals (governed and un-
governed)
Type
Discipline Governed Ungoverned Total Mean rel. fr.
Med 6 3 9 0.03
Phy 5 5 10 0.03
Law 68 97 165 0.17
LC 7 51 58 0.11
Total 104 156 260 0.08
The table shows that exhaustive conditionals are more frequent in the
soft fields. The differences between the four subcorpora are statistically
significant (Kruskal-Wallis chi-squared=77.3526, df=3, p<0.001). LAW
makes use of both governed and ungoverned conditionals, whereas the
governed variant is far less common in LC.
8.5.4 ICCs as extraposed subjects
The final construction investigated in this chapter is the ICC occurring as
the extraposed subject followed by an adjective phrase. The frequency of
ICCs in this grammatical function is shown in Table 8.15.
Despite the low overall frequency of this pattern, two issues merit spe-
cial attention. Firstly, it is interesting to note that ICCs are far less frequent
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Table 8.15: ICCs occurring as extraposed subjects
Discipline Tokens Mean rel. fr.
Med 7 0.03
Phy 10 0.02
Law 39 0.04
LC 13 0.03
Total 79 0.03
in this function than DCCs, discussed in Section 7.5.3 (see in particular
Figure 7.4). What is more, unlike the other syntactic configurations exam-
ined in this chapter, extraposed ICCs demonstrate a low frequency in all
subcorpora. The LAW subcorpus has the largest number of instances, but
the mean normalised frequencies are similar in the four subcorpora.163
The low frequency of ICCs as extraposed subjects in MED and PHY
is somewhat surprising at first, given that they are potentially useful in
problem-solution texts, as illustrated in Example (8.29) (see Swales and
Feak 2004: 109). However, as this pattern appears to be used mostly in
the Establishing the niche move (Swales 1990: 141) in RA Introductions,
it could be hypothesised that in general the IMRD structure only offers
relatively few occasions where this pattern can be used.
(8.29) It is not clear, however, whether composite terms (e.g.,
“C-glycoside”, “uncompensated functionality at the minor groove”)
will suffice, or whether the predictive language must capture more
detailed concepts (electrostatic charge distribution on the
163While the differences between subcorpora are statistically significant (Kruskal-
Wallis chi-squared=19.7887, df=3, p<0.001), the validity of this finding is somewhat
undermined by the low token frequency of the feature – the vast majority of the 256
samples contained no occurrences.
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nucleobase, for example, or the placement of single water
molecules). PHY
It is clear that to obtain a fuller picture of the use of extraposed ICCs
in academic writing, a much larger corpus is required.
8.6 Discussion
This chapter has provided an extensive corpus-based survey of ICCs in
RAs, describing their use both in general and in relation to the syntactic
configurations in which they occur. Statistical analyses of the corpus data
demonstrate that discipline clearly plays a role in how ICCs are used in
RAs. Results obtained through using different methods of analysis – the
analysis of frequency, collexeme analysis, the analysis of tense and voice
– can be seen as pointing towards a basic difference: in MED and PHY,
ICCs are predominantly used for explaining purpose, whereas in LAW and
LC, writers used them for reporting the thoughts and verbal processes of
others.
This basic difference in the discourse function is reflected in both the
overall rates of occurrence of ICCs and their co-occurrence patterns. In
all subcorpora, the vast majority of ICCs occur as complements to verbs,
whereas the frequencies of ICCs in other configurations in focus are much
lower. The LAW subcorpus demonstrated both the highest overall fre-
quency of ICCs in total, and the largest variety of nouns and verbs acting
as licensers of ICCs. The main finding regarding the LC subcorpus is the
exceptionally high relative frequency of variable questions.
The analyses showed that ICCs are used in very similar ways in MED
and PHY, as far as their frequency and co-occurrence patterns are con-
cerned. It turns out that, in accordance with observations made in pre-
vious research (e.g. Biber et al. 1999), ICCs are used together with verbs
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whose meaning relates to discovery, and a considerable portion of the oc-
currences are found in sentences whose purpose is to inform the reader
about the purpose of the article. The close relationship with statements of
purpose is also highlighted by the relatively high frequency of to-infinitival
forms licensing ICCs, which act as adjuncts of purpose.
By contrast, the ways of using ICCs are far more numerous in LAW
and LC. Along with explaining purpose, these subcorpora contain ICCs
used for reporting the statements and ideas of other researchers, and such
reports account for the significantly higher frequency of ICCs in these dis-
ciplines. In particular, legal RAs seem to contain many opportunities for
using ICCs, as illustrated by the frequent references to court cases in the
LAW subcorpus.
As ICCs are structurally similar to DCCs, it is not surprising to find that
their frequencies also correlate positively. At the same time, the analysis
has shown that ICCs differ from DCCs in interesting ways, and therefore
merit separate attention (cf. Hunston 2003). The results of this study con-
firm that ICCs are indeed used for stating the purpose of an activity, as
has been observed earlier (Swales 1990: 155-156; Swales and Feak 2004:
108), but suggest that in the soft disciplines they are far more commonly
used for reporting statements of others. Future studies would no doubt
do well to investigate the relationship between these two content clause
types in more detail.
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Case study III: As-predicative
constructions
9.1 Introduction
The third case study focusses on a grammatical construction known as the
as-predicative. Building on the work of Gries et al. (2005; 2010), based
on the ICE-GB corpus, the chapter investigates how this construction is
used in RAs addressed to different disciplinary communities. The focus
is on the frequency and the co-occurrence patterns of the construction in
the four subcorpora. By drawing on such approaches as collostructional
analysis and pattern grammar (Hunston and Francis 2000; Francis et al.
1996), the analysis reveals subtle variation in how the construction is used
in disciplinary discourses, and shows how these linguistic differences are
often linked to specific characteristics of disciplinary cultures (Becher and
Trowler 2001).
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The implications of the analysis are not limited to issues of syntactic
form, but the results are also relevant to the study of evaluative language.
As-predicative constructions are used to report how the relationship be-
tween two objects is perceived, and this often involves expressing an eval-
uation of some kind. For this reason, by investigating how the use of the
construction varies within and across the subcorpora, we may gain an in-
sight into the expression of evaluative meanings in different disciplinary
cultures.
9.2 Description of the as-predicative
construction
9.2.1 Syntactic features
The term ‘as-predicative construction’ is used by Gries et al. (2005) to
refer to the construction illustrated in Example (9.1).
(9.1) There is only weak evidence that Posner actually regards risk
aversion as the force behind overpayments. (LAW)
Following Gries et al.’s definition, the as-predicative is a complex-
transitive construction which consists of a verb (regards, highlighted in
bold), the direct object risk aversion, the word as (bold), and the object
complement (the noun phrase the force behind overpayments, underlined).
The first slot in the construction can be filled by complex transitive
verbs (e.g. see, describe, and know). The second slot is occupied by the
word as, which for Huddleston and Pullum (2002: 654) is a preposition
which takes a predicative complement; they suggest that the role of this
preposition here is analogous to the role of the verb be among verbs. How-
ever, Gries et al. (2005: 640), argue that this analysis is problematic and
instead classify it as a ‘particle’.
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The third slot is filled by a predicative complement. Semantically, it
is usually not referential but denotes a property (Huddleston and Pullum
2002: 217). The predicative complement can have four different syntactic
instantiations. The most common of these is a noun phrase, which is
illustrated in Examples (9.1) and (9.2). The complement may also be an
adjective phrase (Example (9.3)), a non-finite ing-clause (Example (9.4)),
or a prepositional phrase (Example (9.5)).164
(9.2) Thus, we treated them as a single delayed surgery subgroup. (MED)
(9.3) Emissions allowance trading regimes traditionally have been seen
as vulnerable to the possibility that either the wrong number of
permits to achieve the desired level of control would be issued or that
the price of the permits would fluctuate wildly. (LAW)
(9.4) We can thus obtain an estimate of the true size of protein
conformational space, where distinct conformations are defined as
having a particular minimal RMSD from the native structure. (PHY)
(9.5) In recent years, as the federal government’s Commerce Clause
power has come under greater scrutiny by the Supreme Court, a
variety of environmental statutes and agency regulations have been
challenged as beyond the federal government’s legitimate reach.
(LAW)
As mentioned above, the as-predicative is a complex-transitive con-
struction, as opposed to a complex-intransitive construction. This is an
important part of the definition, because it specifies that the predicative
complement is oriented towards the object of the clause in active clauses,
and towards the subject in corresponding passive clauses (Huddleston and
Pullum 2002: 217).
164Manning (2003: 301) provides an estimation of the relative frequency of the differ-
ent complement types following the verb regard.
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This characteristic of the as-predicative construction can be illustrated
by returning for a moment to Examples (9.2) and (9.4). It is clear that
the complement a single delayed surgery subgroup in Example (9.2) is
not predicated on the subject of the clause (we), but on the object them
(known as the predicand in Huddleston and Pullum 2002: 217). Simi-
larly, because Example (9.4) is a passive clause, the complement (having
a particular minimal RMSD from the native structure) is oriented towards
the subject of the passive clause (distinct conformations). This distinction
makes for a useful diagnostic feature in the analysis of corpus data, as
it makes it easier to distinguish between as-predicative constructions and
various other constructions in which the word as occurs in corpus data
(see Section 9.3.1).
Gries et al. (2005: 639) demonstrate that the meaning of the as-pred-
icative construction cannot be derived entirely from the meaning of its
constituents, and it is therefore a construction in the C×G sense. It could
be noted that their definition of the construction encompasses three of
the patterns listed in Hunston and Francis (2000): the V n as n pattern
(2000: 54), the V n as adj pattern (2000: 54), and the V it as n/adj
clause pattern (2000: 55).
9.2.2 Variants of the as-predicative
Following the principle of accountability (Labov 1972), variationist anal-
ysis should include all the variants that are part of the context of the vari-
able (Tagliamonte 2006: 13). It is therefore important to consider whether
other constructions should be included in the analysis, on the grounds that
they would function as variants of the as-predicative constructions.
Some constructions are good candidates for being considered alter-
natives to the as-predicative construction in certain contexts. First, for
some verbs occurring in the as-predicative construction, the preposition
as is optional. Such verbs include appoint, consider, designate, elect, imag-
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ine, nominate, ordain, proclaim, rate and report (Huddleston and Pullum
2002: 279; Quirk et al. 1985: 280). In Levin’s classification, these verbs
are placed in a class of their own, called APPOINT verbs, although she
acknowledges that it may be preferable to include verbs in this category
under CHARACTERIZE verbs, which do not show this alternation (1993:
181).165
Second, some verbs occurring in the as-predicative construction can
also take monotransitive complementation with a to-infinitive clause as
the object. In Example (9.6), the verb consider is used in this syntactic con-
figuration, expressing a meaning that is very similar to the as-predicative
construction.
(9.6) I consider him to be a friend (Quirk et al. 1972: 837).
Third, the preposition for can also be substituted for as under some
circumstances. Examples (9.7) and (9.8) illustrating this phenomenon
are quoted from Huddleston and Pullum (2002: 280).
(9.7) He took it as obvious.
(9.8) He took them for dead.
While all the expressions discussed above are legitimate variants of
the as-predicative construction, their use is limited to a small number of
verbs. Moreover, an exploration into the incidence of these alternative
expressions in the corpus data suggested that they are far less common
165Note that Levin’s generalisations regarding argument structures are categorical and
do not take into account frequency information. For example, she states that CONJEC-
TURE verbs (1993: 183) do not allow the NP V NP as NP frame. While this is certainly
true for most verbs in this group, some of them occasionally occur in this frame in the
corpus, although clearly less frequently than in other syntactic configurations. Examples
of such verbs include recognize, grant, and show (see Tables 9.5–9.8). Manning (2003:
298-302) makes the same point about Pollard and Sag’s (1994) analysis of the verbs
consider and regard.
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than actual as-predicatives. Therefore, a decision was made not to include
these expressions to in the quantitative analysis.
9.2.3 As-predicative and evaluation
What makes the as-predicative construction interesting beyond its syntac-
tic intricacies is the way it is linked to evaluative language use. Gries
et al. (2005) describe the meaning of the construction as expressing the
subject’s epistemic stance towards the entities referred to by the direct ob-
ject and the predicative complement. The evaluative potential of patterns
related to the construction is also highlighted by Hunston and Francis
(2000: 106), who point out that they express descriptions or interpreta-
tions that are matters of opinion, not of fact. Groom (2009: 135) links
‘content sequences’ like PHENOMENON+as+CONCEPTUALIZATION (partly
overlapping with the as-predicative construction) with reiterative knowl-
edge-making practices, which are characteristic of soft-pure disciplines.
Against this background, it is somewhat surprising that the as-predicative
construction is not included in Biber’s extensive list of grammatical fea-
tures that are used to mark stance (see e.g. Biber 2004).
As indicated above, a variety of verbs can be used to fill the first slot
in the as-predicative constructions. Writers may use the as-predicative
construction to express different kinds of evaluative meanings, depending
on what verb they choose to use. The analysis of what verbs are used
with the construction in different subcorpora may therefore offer an in-
sight into how evaluative meanings are expressed in different disciplinary
discourses.
When analysing the relationship between the as-predicative construc-
tion and evaluative language use, it is useful to distinguish two basic func-
tions of the construction. The writer can either use the construction to
express a proposition of their own, or attribute it to someone else. Exam-
ple (9.9) illustrates a situation where the writer of the text is the source
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of the proposition. By contrast, in Example (9.10) the proposition derives
from a person other than the writer, in this case another group of scien-
tists. The former source type is commonly referred to as ‘averral’, and the
latter as ‘attribution’ (e.g. Sinclair 1986; Tadros 1993; Thompson 1996;
Hoey 1997; Hunston 2000).166
(9.9) But I see the condition as the motive behind many of the
rhetorical and narrative tactics in Brittain’s memoir. (LC)
(9.10) In a recent analysis of the factors that were identified by treating
surgeons as having affected the decision to amputate a severely
injured extremity, Swiontkowski et al. identified the absence of
plantar sensation as one of the most important variables used in
the decision process. (MED)
9.3 Method
9.3.1 Retrieval and encoding
To carry out a comprehensive analysis of the as-predicative construction,
it is necessary to retrieve the occurrences of the construction exhaustively
from the corpus. As the corpus is not parsed, information about the gram-
matical function of words is not directly available. While the availability
of part-of-speech tagging facilitates the retrieval to some extent, it is not
directly possible to retrieve all verbal constructions that have the word
as in the right syntactic configuration. Therefore, the only way to ensure
166Hunston observes that the relationship between attribution and averral is a com-
plex one, as ‘every attribution is also averred’ (2000: 179, see also Sinclair 1986). She
illustrates this complexity by analysing the sentence George I regarded Gibraltar as an
expensive symbol as containing two propositions: the entire sentence is an averred propo-
sition, and it contains an implied proposition Gibraltar is an expensive symbol, which is
attributed to George I. George I is made responsible for the veracity of the claim that
is attributed to him, and in turn the writer of the sentence is accountable for the entire
claim.
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good recall is to retrieve a large number of potential occurrences of the
construction, and manually remove false hits. Potential instances of the
as-predicative were retrieved by searching for any verb tagged as a verb
that is followed by the word as within the next 15 words.
The relatively poor precision of this search command can be illustrated
by quoting two sentences that it retrieves (Examples (9.11) and (9.12)).
(9.11) Commentators advocating a view of the Court as a guardian of
rights assert that ... (LAW)
(9.12) The name of the farm where Beloved is born, Sweet Home, acts
as a reminder of this... (LC)
Neither of these sentences is an instance of the as-predicative construc-
tion according to the definition given in Section 9.2, and thus had to be
removed manually. In Example (9.11), the word as is not linked to the
verb advocate but to the noun view, and in Example (9.12) as is linked
to the intransitive verb act. These examples highlight the importance of
manual verification of each example, as it is the only way to ensure that
the recall is not compromised (cf. Stefanowitsch and Gries 2003: 215).167
It could be noted that while the distance of 15 words between the
verb and the word as may seem excessive, there are in fact quite a few
instances in the data where a number of words come between the verb
and the word as. For example, in the following sentence quoted from the
LAW subcorpus, there are 13 words separating the word as from the verb.
(9.13) Constitutional scholars cite three Supreme Court decisions
arising from the undeclared Quasi War with France in 1798-1800
as support for the proposition that Congress may authorize war of
any magnitude... (LAW)
167Gries et al. (2010) note that this is important even when a parsed corpus is used;
they report that relying on the parsed output of the ICE-GB alone would result in missing
more than half of the occurrences of the as-predicative construction.
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Along with the main verb, four other variables were recorded for each
concordance line: TENSE, VOICE, OBJECT COMPLEMENT FORM, and SOURCE
(see Section 9.3.4).
9.3.2 Analysis of frequency
The rates of occurrence of as-predicative constructions were compared
across the four subcorpora, employing the ‘Type B’ design introduced in
Section 6.3.2. The Kruskal-Wallis non-parametric ANOVA was used to
determine whether the differences between the four subcorpora are sta-
tistically significant. The Mann-Whitney-Wilcoxon test was used in the
pairwise comparisons. Boxplots are used in the graphical representation
of data. Moreover, the distribution of the construction across different
sections of the RA is investigated in MED and PHY, because the RAs in
these disciplines present similar rhetorical organisations (see Sections 4.2
and 5.3.3).
9.3.3 Collostructional analysis
The as-predicative construction, as described in Section 9.2, is made up of
four constituents (complex-transitive verb, direct object, as, and comple-
ment constituent). Collostructional analysis was used for measuring the
association between the as-predicative construction and the verbs which
occur in the first slot.
For each verb occurring in the construction, a contingency table was
created. To illustrate this procedure, the table created for the verb use
in PHY subcorpus is reproduced as Table 9.1. The first row of the table
contains the number of instances of the verb in the as-predicative con-
struction, and the number of verbs in all the other constructions. The
second row contains the number of as-predicative constructions with all
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the other verbs, and finally, the number of all other verb forms in all the
other constructions (obtained by subtraction, see Gries et al. 2005: 644).
Table 9.1: The verb use in the PHY subcorpus
as-pred. ¬as-pred Total
use 112 1,355 1,467
¬use 526 45,366 45,892
Total 638 46,721 47,359
Evaluating this table using the Fisher-Yeats exact test (see Gries and
Stefanowitsch 2004b and Stefanowitsch and Gries 2003) provides a p-
value of 7.69E-51, whose negative logarithm to the base of ten is 50.11
(See Table 9.6 on page 225). This value is treated as the measure of the
strength of attraction between the verb and the construction. When this
procedure is repeated for all verbs occurring in the construction, they can
be ranked according to the ‘collostruction strength’.
9.3.4 Phraseological analysis
The aim of the third part of the analysis is to determine how the inde-
pendent variable DISCIPLINE influences the choice between the possible
values of four dependent variables, namely TENSE, VOICE, OBJECT COM-
PLEMENT FORM and SOURCE. TENSE and VOICE are analysed in the same
way as in the two previous case studies (see Section 7.4.4 for details),
with the exception that the analysis of VOICE includes all occurrences of
the construction. The variable OBJECT COMPLEMENT FORM has four possi-
ble values: NP, AdjP, ing-clause, and PP.
The fourth variable, SOURCE, has two possible values, attribution and
averral. This distinction relies on determining who is accountable for the
cognitive task of interpreting the relationship between the object and the
216
9.4. Results
predicative complement, whether the writer of the article or someone
else.
For active clauses, the analysis of SOURCE is straightforward, as it usu-
ally only involves determining the subject of the verb. Accordingly, Ex-
amples (9.9) and (9.10) are respectively classified as ‘averral’ and ‘attri-
bution’. However, to determine the source type of agentless passives and
nonfinite constructions which do not overtly indicate the agent, it is nec-
essary to read the sentence in context and consider the semantic role re-
lationships (see Hunston 2000: 178). Often the distinction between these
two functions is slight, and working out what the sentence is about may
take some effort. Example (9.14) illustrates the difficulty of classification:
it contains two instances of the as-predicative construction, one of which
is embedded in the other. Following the criterion introduced above, the
first of these is classified as averral, and the second as attribution.
(9.14) Given the finding of liability under 2, the jury’s verdict can best
be understood as condemning the pricing structures offered to
purchasers as a monopoly maintenance strategy – that is, 3M’s
programs were designed to allow the company to anticompetitively
maintain its monopoly in transparent tape. (LAW)
The use of modal auxiliaries and other catenative verbs are often good
indicators of discourse function.
9.4 Results
9.4.1 Frequency
We shall begin by looking at the frequency of the as-predicative construc-
tion. The corpus contains in total 4,612 instances of the as-predicative
construction, and Table 9.2 shows how they are distributed across the
four subcorpora.
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Table 9.2: Frequency of the as-predicative construction
Discipline Tokens Mean. rel. freq. SD
MED 445 1.72 1.15
PHY 638 1.71 1.08
LAW 1,744 1.94 0.79
LC 1,785 3.40 1.24
Total 4,612 2.19 1.28
As can be seen, the as-predicative construction is roughly equally com-
mon in MED, PHY and LAW. Interestingly, however, with the mean score
of 3.40, the construction is considerably more frequent in the LC subcor-
pus.168 Observations from each subcorpus are summarised as a boxplot in
Figure 9.1, which confirms that the as-predicative construction is signif-
icantly more frequent in LC than in the other disciplines (Kruskal-Wallis
chi-squared=73.975, df=3, p<0.001). This significant result is caused
by the LC subcorpus having a higher relative frequency; pairwise com-
parisons between the other three disciplines do not produce statistically
significant results by the Mann-Whitney-Wilcoxon test.
There may be various reasons for the comparatively high frequency
of the as-predicative construction in LC. Its high rate of occurrence may
signal that explicit evaluations are more frequently expressed in LC than
in the other subcorpora, or merely reflect the larger lexical variety associ-
ated with this subcorpus. Intuitively, both these factors could account for
the high frequency, but Figure 9.1 does not yet provide definitive support
168If the frequency of the construction is measured using Smitterberg’s (2005: 44) ‘V-
coefficient’ – the LAW subcorpus actually turns out to have a somewhat lower frequency
than MED and PHY, as shown in Table A.16 in Appendix A. This finding is a consequence
of the somewhat higher relative frequency of verbs in LAW as compared to MED and
PHY.
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Figure 9.1: Frequency of as-predicative constructions
for either hypothesis.
At the same time, despite the fact that the normalised frequencies are
similar in MED, PHY and LAW, it does not necessarily follow that the
construction is used in the same way and to similar purposes in these
three disciplines. For one, although the mean and median frequencies
in these disciplines are very similar, the data in LAW seems to be less
dispersed than in the other two disciplines, as suggested by the smaller
interquartile range in Figure 9.1.
To obtain more information about the differences between MED and
PHY, it is useful to investigate whether the construction occurs at different
rates in different rhetorical sections of the RA. As shown in Table 9.3, the
219
9.4. Results
as-predicative construction is more frequently used in the Methods section
of medical RAs, while the frequencies in the remaining three sections are
very close to each other. Differences between subcorpora are statistically
significant (Kruskal-Wallis chi-squared=41.6109, df=3, p=4.852e-09).
Table 9.3: Frequency of the as-predicative construction in the IMRD sec-
tions in MED
Introduction Methods Results Discussion
No. of sections 64 64 64 64
Words in subsample 24,090 65,497 76,971 82,281
Tokens 44 196 92 111
Mean rel. frequency 1.96 3.38 1.05 1.19
SD 3.49 3.07 1.56 1.50
The occurrences of the construction appear to be more uniformly dis-
tributed in PHY, as illustrated in Table 9.4. Only the frequency in the
Discussion sections is significantly lower than in the other three sections
(Kruskal-Wallis chi-squared=12.9353, p=0.004779, df=3).
Table 9.4: Frequency of the as-predicative construction in the IMRD sec-
tions in PHY
Introduction Methods Results Discussion
Numb. of sections 64 59 56 44
Words in subsample 51,609 69,889 139,793 74,206
Tokens 98 150 203 111
Mean rel. frequency 1.91 2.13 1.50 1.02
SD 1.83 1.91 1.38 1.19
This impression is confirmed by Figure 9.2, which presents a boxplot
showing the medians and the interquartile ranges of occurrences in files
representing different IMRD sections in both disciplines.
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Overall, while the analysis of frequencies of the construction gives a
fairly good idea of where the differences may be found its use, it is equally
clear that frequency data can only provide a partial understanding of the
use of the construction, unless lexical differences are also taken into ac-
count. It is for this reason that we now turn to collexeme analysis.
9.4.2 Collexeme analysis
As a general trend, the repertoire of verbs occurring in the as-predicative
construction is larger in the ‘soft’ disciplines. The LAW subcorpus has 285
different verb lemmas, and the LC corpus as many as 371, roughly three
times more than MED (111) or PHY (124).169
As suggested in Section 7.5.1, the greater lexical variation in LAW and
LC is likely to be linked with the greater length of these subcorpora and
the higher token frequency of the constructions investigated. At the same
time, writers in LAW and especially LC use the construction creatively,
as illustrated by the fact that it occurs in conjunction with such low-
frequency verbs as apotheosize (Example (9.15)), delegitimatize (Example
(9.16)), trope (Example (9.17)), or reterritorialize (Example (9.18)).
(9.15) Market failure and market-creating schemes are definitely part of
the story, but I want to focus on how First Amendment reasoning
has interacted with this trend to apotheosize transformation as
fair use. (LAW)
(9.16) Overt attempts to delegitimatize the American Founding as
inherently unjust have met with little success. (LAW)
(9.17) Louis Adrian Montrose has demonstrated the frequency with
which the language and conventions of pastoral troped Elizabeth
as the shepherd of the nation. (LC)
169See further Tables A.17–A.20 in Appendix A.
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(9.18) Unable to take the island through military attacks – he
participated in the ongoing military machinations of Cuban exiles
in the United States through the 1870s – Villaverde instead
produced a novel later reterritorialized in Cuba as a symbol of the
nation. (LC)
We shall begin the analysis of collexemes from the MED subcorpus,
listed in Table 9.5. Only the 30 collexemes which the highest collostruc-
tion strength are listed in the tables; complete lists are provided in Ap-
pendix A.
Table 9.5: Verbs occurring in the as-predicative con-
struction in the MED subcorpus
word freq_pattern freq_corpus attr. rel. coll. str.
define 59 128 13.26 46.09 74.28
classify 44 66 9.89 66.67 65.39
express 28 137 6.29 20.44 23.65
interpret 9 16 2.02 56.25 12.70
refer 10 25 2.25 40.00 12.15
use 41 808 9.21 5.07 11.80
identify 16 144 3.60 11.11 9.66
categorize 7 18 1.57 38.89 8.56
regard 6 11 1.35 54.55 8.50
consider 14 161 3.15 8.70 7.16
present 10 101 2.25 9.90 5.80
cite 3 3 0.67 100.00 5.57
diagnose 6 30 1.35 20.00 5.49
grade 6 35 1.35 17.14 5.08
record 7 60 1.57 11.67 4.69
code 3 5 0.67 60.00 4.57
view 3 5 0.67 60.00 4.57
rate 3 8 0.67 37.50 3.84
select 5 39 1.12 12.82 3.69
Continued on next page
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Table 9.5 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
describe 10 184 2.25 5.43 3.54
calculate 5 44 1.12 11.36 3.44
utilize 3 16 0.67 18.75 2.88
implicate 2 5 0.45 40.00 2.72
count 3 20 0.67 15.00 2.59
score 3 20 0.67 15.00 2.59
designate 2 6 0.45 33.33 2.55
model 2 6 0.45 33.33 2.55
manifest 2 7 0.45 28.57 2.41
label 3 25 0.67 12.00 2.30
know 4 51 0.90 7.84 2.25
In the MED subcorpus, the as-predicative construction tends to attract
such verbs as define, classify, and use, as shown in Table 9.5. When we
take a closer look at the relevant concordance lines, we can see that these
collostructions are used to report typical real-world research activities to
the reader of the article. Examples (9.19)–(9.21) illustrate this usage:
(9.19) reports how a particular concept used in the study was defined,
(9.20) reports how a patient was classified, and (9.21) informs the reader
how the data was treated in the analysis.
(9.19) Discordance was defined as a difference in disease classification
between the two sites. (MED)
(9.20) Both motion measurements and the presence of bridging bone on
radiographs were necessary before classifying a patient as a fusion
success. (MED)
(9.21) We used the midpoint of LVAD enrollment as the dividing point
for comparing the 2 cohorts. (MED)
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Other collostructions typically used in MED involve speech act verbs
like express, report and present. These collostructions are found in sen-
tences concerned with the presentation of data, as illustrated in Exam-
ples (9.22) and (9.23).
(9.22) Results are expressed as percentage fibrinogen relative to
control, unmanipulated rats. (MED)
(9.23) Data are reported as mean standard deviation (SD). (MED)
Given the prominence of collostructions discussed above, it appears
that they represent the two main discourse functions of the as-predicative
construction in this subcorpus. This would also explain the relatively high
frequency of the construction in Methods (see Table 9.3), because ac-
counts of research activities are commonly given in this section.
The collexemes of the as-predicative construction in the PHY subcor-
pus show similar tendencies, as illustrated in Table 9.6. As we can see, as
many as eight out of the ten verbs with the highest collostruction strength
are the same as in MED, indicating that the construction is used in a sim-
ilar way in both disciplines. A look at concordance lines seems to con-
firm this. The PHY subcorpus contains numerous examples involving the
description of research activities like defining and classifying (Examples
(9.24)–(9.26)) and the presentation of the data (Example (9.27)).
Table 9.6: Verbs occurring in the as-predicative con-
struction in the PHY subcorpus
word freq_pattern freq_corpus attr. rel. coll. str.
use 112 1467 17.55 7.63 50.11
classify 27 43 4.23 62.79 39.41
define 37 140 5.80 26.43 36.23
Continued on next page
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Table 9.6 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
consider 26 137 4.08 18.98 21.61
refer to 15 29 2.35 51.72 20.32
identify 21 155 3.29 13.55 14.48
express 23 218 3.61 10.55 13.41
know 18 132 2.82 13.64 12.55
plot 13 57 2.04 22.81 12.22
take 17 145 2.66 11.72 10.82
regard 7 11 1.10 63.64 10.61
present 16 136 2.51 11.76 10.24
write 6 12 0.94 50.00 8.59
show 42 1134 6.58 3.70 8.26
designate 5 11 0.78 45.45 6.72
select 8 49 1.25 16.33 6.54
denote 6 41 0.94 14.63 4.75
interpret 4 14 0.63 28.57 4.53
represent 12 238 1.88 5.04 3.97
choose 4 19 0.63 21.05 3.97
rewrite 2 2 0.31 100.00 3.74
score 5 45 0.78 11.11 3.47
recognize 5 49 0.78 10.20 3.29
depict 3 14 0.47 21.43 3.10
treat 7 118 1.10 5.93 2.95
give 10 229 1.57 4.37 2.93
monitor 5 60 0.78 8.33 2.89
model 4 39 0.63 10.26 2.73
implicate 3 24 0.47 12.50 2.40
propose 4 55 0.63 7.27 2.19
(9.24) We use Asp102 in RNase H as an example to illustrate the pKa
prediction with the PROPKA program. (PHY)
(9.25) The yield is defined as the percentage of true hits retrieved by
our virtual screening protocol. (PHY)
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(9.26) Individual irradiated cells were classified as either clonogenic or
nonclonogenic based on the characteristics of the postirradiation
pedigrees. (PHY)
(9.27) Further, we expressed PXR as untagged protein in COS-1 cells
and also generated a stable cell line (HepG2- PXR) expressing the
receptor and immunodetected using PXR specific antibodies. (PHY)
In legal RAs, however, the co-occurrence patterns of the as-predicative
construction are rather different, as can be observed in Table 9.7.
Table 9.7: Verbs occurring in the as-predicative con-
struction in the LAW subcorpus
word freq_pattern freq_corpus attr. rel. coll. str.
view 132 182 7.57 72.53 212.20
see 134 440 7.69 30.45 147.10
treat 85 166 4.88 51.20 117.14
regard 52 71 2.98 73.24 84.75
define 73 293 4.19 24.91 73.15
characterize 53 107 3.04 49.53 72.44
refer to 45 119 2.58 37.82 54.60
describe 63 341 3.61 18.48 54.30
understand 54 251 3.10 21.51 50.23
use 78 867 4.48 9.00 43.05
identify 44 342 2.52 12.87 31.06
perceive 25 78 1.43 32.05 28.51
conceive (of) 21 56 1.20 37.50 25.76
interpret 29 163 1.66 17.79 24.85
classify 15 31 0.86 48.39 20.67
recognize 35 404 2.01 8.66 19.15
think 32 341 1.84 9.38 18.60
read 22 132 1.26 16.67 18.39
Continued on next page
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Table 9.7 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
portray 9 11 0.52 81.82 15.71
cite 22 189 1.26 11.64 14.98
know 29 369 1.66 7.86 14.89
point to 12 44 0.69 27.27 13.08
code 8 15 0.46 53.33 11.72
invoke 15 135 0.86 11.11 10.15
dismiss 13 100 0.75 13.00 9.75
conceptualize 6 10 0.34 60.00 9.32
criticize 11 72 0.63 15.28 9.12
cast 8 34 0.46 23.53 8.36
accept 18 275 1.03 6.55 8.25
designate 5 10 0.29 50.00 7.30
Some of the verbs that were discussed above are also used in LAW,
including regard, define, and refer to. However, Table 9.7 also contains
many verbs not encountered in Tables 9.5 and 9.6. In particular, the verbs
at the top of the list are markedly different.
The verbs with the highest collostruction strength in LAW include per-
ception verbs and cognitive verbs such as see and view, treat, and under-
stand. Examples (9.28)–(9.31) give us some indication why these verbs
are prominent in legal arguments: they seem to occur in sentences where
the writer presents or argues for an interpretation or a point of view, or
more commonly, reports interpretations previously made by other writers.
(9.28) In another context, they may be seen as similar to each other.
(LAW)
(9.29) Worcester is best understood as a weapon that the Court forged
for its fight against Jacksonian Democracy. (LAW)
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(9.30) Casebooks generally treat the economic approach as an “exotic
perspective”, as an object at which to marvel, and not as the
underlying logic of contract law. (LAW)
(9.31) These trends suggest that many lawmakers view toxic mold as a
legitimate threat to human health. (LAW)
With this finding in mind, it is not surprising that the data from the LC
subcorpus shows similar tendencies. The collexemes of the as-predicative
construction the LC subcorpus are shown in Table 9.8.
Table 9.8: Verbs occurring in the as-predicative con-
struction in the LC subcorpus
word freq_pattern freq_corpus attr. rel. coll. str.
see 158 732 8.85 21.58 101.32
describe 103 313 5.77 32.91 86.21
regard 41 49 2.30 83.67 58.38
understand 62 212 3.47 29.25 48.45
characterize 41 89 2.30 46.07 41.82
define 46 147 2.58 31.29 37.62
view 31 56 1.74 55.36 35.08
read 64 387 3.59 16.54 33.75
refer to 31 101 1.74 30.69 25.29
interpret 23 50 1.29 46.00 23.74
use 46 301 2.58 15.28 22.96
present 33 155 1.85 21.29 21.31
conceive 22 55 1.23 40.00 21.08
treat 21 49 1.18 42.86 20.92
perceive 21 54 1.18 38.89 19.85
dismiss 17 35 0.95 48.57 18.23
identify 23 107 1.29 21.50 15.17
think of 19 70 1.06 27.14 14.67
portray 14 32 0.78 43.75 14.31
Continued on next page
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Table 9.8 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
figure 15 39 0.84 38.46 14.28
depict 16 48 0.90 33.33 14.03
imagine 24 141 1.34 17.02 13.40
establish 23 140 1.29 16.43 12.53
represent 28 245 1.57 11.43 11.09
recognize 23 164 1.29 14.02 11.06
posit 9 22 0.50 40.91 9.09
experience 15 84 0.84 17.86 8.94
cite 13 60 0.73 21.67 8.92
take 37 532 2.07 6.95 8.11
position 8 25 0.45 32.00 7.15
Seven out of the ten verbs scoring high on collostruction strength in LC
are the same as in LAW (view, see, regard, characterise, refer to, describe,
and understand), suggesting that there are commonalities between the
two disciplines. It appears that in LC, writers typically use the construc-
tion to present a claim (Examples (9.32)–(9.34)) or give an account of an
interpretation advanced by another scholar (Examples (9.35)–(9.36)), in
the same way as in LAW.
(9.32) These debates are never simple, and I do not mean myself to see
the past as a mirror for the present, or vice versa. (LC)
(9.33) Mendele might be described as a successful casualty of the social
and economic transformation of the Jews, from poverty to relative
affluence, from the working class to the middle class. (LC)
(9.34) We may read it, I propose, either as allegory about the way in
which the intensities of experience felt as deeply private are also a
social gesture, or as aesthetic allegory about another kind of
publication of private vision. (LC)
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(9.35) As we have seen, Gilbert understands magnetic attraction as a
sudden awakening, and like Paracelsus before him, he looks not to
the will but to a conscious imagination as the origin of bodily
change. (LC)
(9.36) Their interpretation can be taken as an extreme version, or a
pagan parody, of Calvinist predestination. (LC)
In sum, Tables 9.5–9.8 provide strong evidence that the construction
is used differently in the ‘hard’ and the ‘soft’ disciplines. In the former, the
construction is used for reporting research activities, as evidenced by its
being associated with verbs such as use, define and classify. In LAW and
LC, by contrast, the construction is much more likely to be used for either
advancing a particular claim, or reporting an assertion that has previously
been made by someone else. This discourse function is conveniently re-
alised by using the as-predicative construction with such verbs as see, re-
gard, and view, and would seem to explain their higher prominence as
collexemes of the as-predicative construction in these subcorpora.
In order to provide a fuller analysis of how the construction is used in
different subcorpora, it is useful to look in more detail at the contexts in
which it is used. For this reason, I will next consider the variables intro-
duced in Section 9.3.1, as they may give an insight into subtler phraseo-
logical and functional differences between subcorpora.
9.4.3 Phraseologies
Tense
The first variable to be investigated is TENSE. Table 9.9 shows the distribu-
tion of tenses of the main verb occurring in the as-predicative construction
across the four subcorpora. The entire table demonstrates a significant as-
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sociation between TENSE and DISCIPLINE (χ2=707.06, df=21, p<0.001,
Cramer’s V=0.226).170
Table 9.9: TENSE of the main verb in the as-predicative construction
Discipline
Tense MED PHY LAW LC Total
Present 62 229 485 801 1,577
Preterite 230 180 321 203 934
Present perfect 31 39 92 80 242
Preterite perfect 0 1 19 0 20
Plain forms after modals 27 57 328 226 638
Other infinitivals 17 7 215 208 447
Past participles 63 80 107 99 349
Gerund-participles 15 45 177 168 405
Total 445 638 1,744 1,785 4,612
An examination of the Pearson residuals suggests that one of the main
factors contributing to this significant result is the high relative frequency
of the preterite tense in the MED. Given that both DCCs and ICCs are also
more frequently licensed by preterite forms than expected (see Chapters 7
and 8), it seems likely that this finding reflects the high overall frequency
of the preterite tense in the MED subcorpus. At the same time, it is clear
that the preterite is semantically compatible with the function of reporting
research activities, which based on the findings of the collexeme analysis
is its main discourse function in MED and PHY. This is illustrated by the
examples from the MED subcorpus quoted above, most of which contain
a verb in the preterite (e.g. Examples (9.2) and (9.19)).
170Although the expected frequency of the preterite perfect is less than five in three of
the cells, they only constitute 12.5% of cells in Table 9.9. It is therefore appropriate to
use the χ2-test, which requires that 80% of the cells have the expected frequency of at
least five.
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Another factor contributing to the high χ2 statistic is the frequent use
of the present tense in LC, and the correspondingly lower frequency of the
preterite. To explain why writers rely on the present tense, it is again use-
ful to consider for what purpose the construction is used. As illustrated
by the collexeme analysis, the as-predicative is typically used for citing
statements made by others in LC. This being the case, the high relative
frequency of the present tense seems to indicate that the reported propo-
sition is not presented as an event that took place in the past, and that
more weight is placed on its contents (cf. Hawes and Thomas 1997). This
is illustrated in Example (9.37):
(9.37) Like the physiologists who wrote of reflex actions in the brain, or
of unconscious cerebration, Ribot characterizes human beings as
composites of nervous-system processes, some conscious, most not.
(LC)
Voice
The next variable in focus, VOICE, shows considerable variation across
disciplines, as shown in Table 9.10. The active voice is far more com-
mon than the passive in LAW and LC, whereas MED and PHY favour the
passive voice. The percentage of passives is highest in MED (81%), and
lowest in LAW (30%). A chi-squared test shows that the association be-
tween VOICE and DISCIPLINE is statistically significant (χ2=732.58,df=3,
p<0.001, Cramer’s V=0.39).
It is interesting to find that the relative frequency of passives varies
between subcorpora, bearing in mind Gries et al.’s (2005) generalisation
that the as-predicative construction tends to choose the passive voice over
the active. In their data extracted from the ICE-GB, passives account for
56% of all occurrences of the construction, which is a high percentage
compared to the overall percentage of passives in the corpus: 18% (2005:
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Table 9.10: VOICE of the main verb in the as-predicative construction
Discipline
Voice MED PHY LAW LC Total
Active 83 127 1,081 1,234 2,525
Passive 362 511 663 551 2,087
Total 445 638 1,744 1,785 4,612
650). Even so, the proportion of passives is even higher in both MED and
PHY, which probably reflects the high overall frequency of short passives
in academic prose, observed e.g. by Biber et al. (1999: 938-9).
Object complement type
Next, we will look at the variation in the syntactic form of the predicative
complement. The distribution of complement types in different subcor-
pora is presented in Table 9.11.
Table 9.11: Type of object complement in the as-predicative construction
Discipline
Complement MED PHY LAW LC Total
NP 380 581 1,302 1,489 3,752
AdjP 46 42 274 215 577
ing 16 13 154 70 253
Other 3 2 14 11 30
Total 445 638 1,744 1,785 4,612
Table 9.11 shows that all four subcorpora are rather similar with re-
spect to the preferred type of complement. The noun phrase is the most
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frequently selected complement type in all subcorpora, followed by the
adjective phrase and the ing-clause. However, variation can be found in
the relative frequencies of these types. A chi-squared test reveals a signif-
icant correlation between COMPLEMENT and DISCIPLINE (χ2=115.0478,
df=9, p<0.001), which is primarily caused by a higher than expected fre-
quency of ing-clauses and AdjPs as complements, and a correspondingly
lower frequency of NPs, in the LAW subcorpus. The PHY subcorpus, by
contrast, shows exactly the opposite trend.
It is not immediately clear what causes the slight overuse of ing-clauses
and AdjPs in LAW. In some contexts, the as-predicative may replace other
reporting structures, and this may partly explain the high incidence of ing-
forms. For example, the as-predicative construction and a verb-licensed
DCC are used in syntactically equivalent positions in Example (9.38).
(9.38) The court interpreted the right of access to courts as applying
only to pre-filing abuses, and consequently found that the cause of
action did not apply because the cover-up occurred after litigation
had already commenced. (LAW)
However, compared to the two other variables investigated in this sec-
tion, the type of the object complement holds less interest, since the effect
size is small (Cramer’s V=0.09). It is therefore clear that the significant
χ2 result is a consequence of the amount of data. A fuller investigation
of the reasons why AdjPs and ing-clauses are preferred in LAW is left for
further study.
Source
Each occurrence of the as-predicative construction was analysed as either
being averral or attribution, along the lines described in 9.3.1, and the
results are given in Table 9.12.
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Table 9.12: SOURCE of the as-predicative construction
Discipline
Source Med Phy Law LC Total
Averral 359 511 343 257 1,470
Attribution 86 127 1,401 1,528 3,142
Total 445 638 1,744 1,785 4,612
As shown in Table 9.12, there is a clear difference between ‘hard’ and
‘soft’ disciplines with regard to source types: in MED and PHY the con-
struction is predominantly used in averrals, which account for approxi-
mately 80 per cent of all occurrences. In LAW and LC, by contrast, attribu-
tions are far more common. The difference is statistically significant and
the effect is strong (χ2=1541.95, df=3, p<0.001, Cramer’s V=0.578).
This finding clearly relates to fundamental differences in disciplinary
cultures, and highlights the fact that much of the research in the humani-
ties and social sciences builds on re-interpreting statements made in ear-
lier research. All the examples quoted from both subcorpora are exam-
ples of averral (see Examples (9.19)—(9.23) and (9.24)—(9.27)). At the
same time, LAW and LC contain a large amount of statements that are
attributed to specific researchers, such as the two sentences quoted below
(Examples (9.39)—(9.40)).
(9.39) In spite of the seemingly common nature of the lawsuit, Victor
Schwartz and Leah Lorber classify the lawsuit as “a paradigm
example of regulation through litigation." (LAW)
(9.40) The apocalyptic sense that Frank Kermode identifies as part of
the modern sensibility dovetails in paranoia with what he refers to
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as the “formal desperation" of the Joyce/Proust/Kafka/Musil brand
of modernism. (LC)
However, the as-predicative is not only used for attributing statements
to other scholars, but also to other persons, in the same way as the other
reporting structures investigated above (see Sections 7.5.1 and 8.5.1). In
LAW, a reference is frequently made to courts, judges, as well as par-
ticipants in a legal process that is being discussed in the essay (Exam-
ple (9.41)), whereas in LC, cognitive processes are attributed both to au-
thors of fictional works and to characters that appear in them (Example
(9.42)).
(9.41) Instead, the Court treated the case as an example of the
President improperly executing the law , rather than overstepping
his power to wage war. (LAW)
(9.42) Prufrock invokes the story of Lazarus as another proposed
conversational gambit, but it is closely connected to his feelings of
isolation and his fear that he can not communicate with another
soul. (LC)
The observed distribution of source types across subcorpora provides
further insight into the findings from the collexeme analysis presented
above. The high incidence of averrals in MED and PHY accounts for the
preference for verbs denoting common real-world research activities, and
confirms that writers in these disciplines use the construction to explain
specific actions that were taken in the course of the research process. Sim-
ilarly, the high frequency of attributions in LAW and LC can be linked with
the high collostruction strength observed for verbs denoting discourse ac-
tivities.
The distribution of source types can also be linked to the analysis
of VOICE presented above. The passive voice is used for averrals in all
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four subcorpora, and the high relative frequency of passives in MED and
PHY reflects the fact that averrals are comparatively more frequent in
these subcorpora (see e.g. Examples (9.19), (9.22), and (9.25)). At the
same time, as-predicatives which attribute statements to others clearly
contribute to the high relative frequency the active voice in LAW and LC.
9.5 Discussion
This chapter has presented a corpus-based investigation into the as-predi-
cative construction, using statistical techniques. The quantitative findings
allow us to draw a number of conclusions. The foremost of these is the
finding that the construction is prominently used in literary critical RAs,
as demonstrated by its high rate of occurrence and the largest variety of
collexemes found in the LC subcorpus. In this respect, the as-predicative
stands in contrast to the ICCs and DCCs investigated in the two previous
case studies, because these were found to be most frequently used in LAW.
The importance of this finding is further highlighted by the fact that the
frequency of the as-predicative was found to be largely similar in the other
three disciplines.
The second conclusion emerging from the analysis is that the as-pred-
icative construction is used for different purposes in texts representing
‘hard’ and ‘soft’ disciplines. Writers in MED and PHY use the construc-
tion for reporting their own research activities, while it is more commonly
used for reporting claims, statements, and interpretations made by oth-
ers in LAW and LC, often accompanied with an evaluation of some kind.
This basic difference is reflected in what verbs are used in the construc-
tion, as well as in the values of the variables TENSE, VOICE, and SOURCE.
Prominent collexemes in MED and PHY include such research verbs as use,
define and classify, which typically occur in averred statements. In LAW
and LC, verbs of cognition and perception such as see, view, and under-
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stand, score high on collostruction strength, and in contrast to MED and
PHY, the majority of as-predicatives were found in statements attributed
to others.
The findings can be linked with basic differences in the disciplinary
cultures. In the ‘hard’ disciplines, RAs present accounts of empirical re-
search projects, and as-predicatives are used for informing the reader
about the details of the process. At the same time, knowledge-building in
‘soft-pure’ disciplines such as literary criticism is reiterative and aims at a
novel understanding of the phenomena under investigation (Becher and
Trowler 2001; Groom 2009), and the analysis presented in this chapter
has clearly demonstrated that the as-predicative construction is a useful
rhetorical resources for reaching this objective.
Finally, this chapter has employed various techniques of analysis, rang-
ing from traditional analysis of frequency to more statistically advanced
techniques. By doing so, it has also shown that by combining such tech-
niques in the analysis of corpus data, it is possible to obtain a methodolog-
ically and contextually accurate picture of how the construction is used in
different disciplinary discourses.
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Conclusion and future work
10.1 Summary
This thesis set out to investigate the use of three grammatical construc-
tions in RAs in four academic disciplines, with the aim of discovering
what contexts give rise to their use, and what factors account for their
co-occurrence patterns with other linguistic features. The analysis fol-
lowed a corpus-based approach, applying methods of quantitative corpus
linguistics.
Each of the three case studies had the same set of aims, and employed
the same techniques of analysis. By comparing the overall frequencies
of the constructions between the four subcorpora and investigating their
interaction with particular lexemes, the studies provide information about
linguistic differences that are indicative of cultural differences between
disciplinary discourses.
While the three constructions in focus have been investigated in many
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previous studies, the present study offers various new perspectives on
them. Most importantly, the methods of analysis used in this study have
not been extensively used in previous EAP studies. Therefore, results
obtained through using such techniques as collostructional analysis pro-
vide new usage-based information about the constructions, which can be
contrasted with data from earlier studies. Moreover, by using statistical
methods to test the significance of findings, the present study avoids the
kinds of methodological shortcomings associated with the analysis of cor-
pora both within and outside the field of EAP (see Gries 2006; Sanderson
2008).
Another issue worth highlighting is the scale of the empirical case stud-
ies. The analysis relies on a large purpose-built corpus of approximately
2 million words, which ensures that the generalisations presented in each
case study are based on a large number of occurrences (the number of
tokens is approximately 13,000 for DCCs, 3,700 for ICCs, and 4,600 for
as-predicatives). What is more, the corpus has been part-of-speech tagged
using the CLAWS tagger. Along with improving the precision of corpus
searches, the availability of part-of-speech tags makes it possible to em-
ploy the method of collostructional analysis, which relies on information
about the frequency of the word class of the items being investigated. As
described in Section 6.3.3, collostructional analysis provides statistically
more accurate results than a frequency-based approach (Gries et al. 2005:
648). The complete results from applying this method to each construc-
tion investigated in this study are provided in Appendix A.
A common trend observed for all the constructions is that their nor-
malised frequencies tend to be higher in the ‘soft’ disciplines: law and
literary criticism. This finding confirms that the epistemological differ-
ences between ‘hard’ and ‘soft’ knowledge domains often translate into
observable rhetorical differences, as has been suggested in many recent
EAP studies (e.g. Hyland 2000; Fløttum et al. 2006). In general, the ob-
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served rates of occurrence are in broad agreement with previous reports
providing frequency data on these constructions (e.g. Biber et al. 1999;
Groom 2005; Charles 2006b).
The number of individual lexical items that each construction inter-
acts with was also found to be larger in the soft fields. In part, this reflects
the greater variety of rhetorical structures in LAW and LC. While scientific
RAs report on empirical research and follow a fixed rhetorical structure,
articles in LAW and LC analyse a broader range of topics and situations,
and are also allowed to devote more space to their description. Moreover,
as all three constructions are commonly used for citations, the generally
higher frequency of citations in the ‘soft’ knowledge domains (see Hyland
2000: 30–32) also contributes to the variety of licensing words. Deter-
mining the extent to which the greater lexical variety is related to corpus
size is left for further research (see Section 7.5.1 and Baroni 2009).
As illustrated in Examples (10.1) and (10.2), writers in LC and LAW
typically draw on a rich literature and revisit previously expressed ideas,
using DCCs licensed by a varied set of speech act verbs with largely similar
meanings (argue, assert, state; testify, tell, write, maintain). This variation
may be motivated by the adoption of a slightly different writer stance in
each instance, or simply the desire to avoid repetition in paragraphs con-
taining multiple citations (e.g. argue and assert). In addition, the choice
of an appropriate licensing verb may also enable the writer to indicate the
mode in which the idea being cited was originally expressed (e.g. tell and
write).
(10.1) The petitioners argued that these rights, “informed by customary
international law,” are violated by the execution of juvenile
offenders. Although the Declaration was not originally established
as a binding treaty, the Commission has asserted that it became
binding on the United States when it ratified a Protocol to the OAS
Charter in 1968. The U.S. government has stated, however, that it
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“categorically rejects” this proposition. (LAW)
(10.2) All three writers testified in interviews and essays that
Dostoevsky played a significant role in shaping them as novelists.
Wright told an interviewer that “Dostoevsky was [his] model when
[he] started writing.” Baldwin wrote that he had been turning to
Dostoevsky for inspiration since his youth, and that his “relentless
pursuit of Crime and Punishment made [his] father (vocally) and
[his] mother (silently) consider the possibility of brain fever.”
Ellison maintained that he had been “strongly influenced by
Dostoevsky.” (LC)
The construction investigated in the first case study, the declarative
content clause (DCC), is the one that has been most thoroughly discussed
in earlier EAP research, and its high rate of occurrence in the present
study also testifies to its importance in academic prose. The finding that
verb-licensed DCCs are most common in LAW and least common in MED
could at first glance be interpreted as reflecting the prominence of such
discourse-level phenomena as citation (e.g. Hyland 1999), metadiscourse
(e.g. Hyland 2005a), or the expression of stance (e.g. Biber 2006a), but
this would be an oversimplification, given that their frequency in LC and
PHY is practically the same. The really interesting findings for the analysis
of disciplinary cultures are therefore those provided by collexeme analy-
sis, demonstrating that verb-licensed DCCs are mainly used for reporting
the researcher’s own research in MED and PHY, and for reporting state-
ments made by others in LAW and LC. The distributions of the variables
TENSE, VOICE, and SOURCE TYPE lend further support to this interpreta-
tion.
The different ways of using DCCs can be illustrated by quoting pas-
sages from the different subcorpora. First, Example (10.3) is from a Dis-
cussion section of a medical RA, and contains two DCCs, both licensed by
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the verb show. Both instances are ‘hidden averrals’ (see Section 7.3), and
they report the actual results of the research, presenting them as factual
statements. The choice of the licensing verb indicates a high degree of cer-
tainty about the factual accuracy of the claims. Example (10.4), quoted
from the PHY subcorpus, illustrates a similar usage by summarising the
results of the study with a series of DCCs licensed by the verbs indicate and
confirm. Together, these passages reflect the character of these disciplines
as ‘hard’ fields of enquiry. In these disciplines, new research problems
emerge from earlier research, and there is a high level of consensus both
on the appropriate research methods and the conventions of reporting.
(10.3) The results of this study show that osteolytic metastatic tumors
release paracrine factors in vitro that stimulate bone resorption by
a mechanism that is partially dependent on prostaglandin
synthesis. [...] Incubation with indomethacin leads to significant,
but not complete, inhibition of Ca45 release and increased bone
volume. This shows that bone resorption is not totally dependent
on the production of PGE2 in this system. (MED)
(10.4) Our results indicate that LVPDP and +dP/dt in 5HD-HMR
/HMR-R hearts were significantly decreased (p<0.05 vs. APC )
during reperfusion (70-180 min perfusion) that infarct size was
significantly increased (p<0.05 vs. APC) and that these values
were not significantly different from those observed in GI hearts.
These data are in agreement with earlier reports and would
confirm that using specific KATP channel blockade to block both
mito and sarcKATP channels prior to ischemia and sarcKATP
channels during reperfusion abolishes all cardioprotection, with no
difference being observed as compared to global ischemia (GI)
hearts. These results indicate that infarct size reduction is
modulated by mitoKATP channels and that this modulation occurs
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primarily prior to GI in agreement with the findings of Garlid et al.
and Liu et al. (PHY)
While verb-licensed DCCs also occur in ‘hidden averrals’ in LAW and
LC, their role in reporting statements of other writers is far more impor-
tant in comparison. Such reports are referred to as ‘citations’ in Table 7.11
in Section 7.5.1, and they occur in a variety of syntactic and semantic con-
figurations, as illustrated in the passages quoted below. Examples (10.5)
and (10.6) demostrate how writers use DCCs to report claims made by
other scholars, using such verbs as argue, suggest, claim and write.
(10.5) Recently, legal scholars have argued that apologizing has
important benefits for both parties to a lawsuit, including
increasing the possibilities for reaching settlements. Accordingly,
these scholars have suggested that lawyers should discuss
apologies with their clients more often than they now do. They
suggest that apologizing may avoid litigation altogether, and even
where it does not it may reduce tension, antagonism, and anger so
as to allow less protracted, more productive, more creative, and
more satisfying negotiation. (LAW)
(10.6) Following along these lines, John Atkins, in an early response to
1984, claimed that the world of 1984 is “not imagination at all but
a painstaking pursuit of existing tendencies to what appear logical
conclusions”. Similarly, Irving Howe, a champion of the work,
wrote that the “last thing Orwell cared about, the last thing he
should have cared about when he wrote 1984 is literature”. (LC)
In addition, as shown in the two passages below, statements may also
be attributed to people outside the research process. One of the main
functions of legal scholarship is to assess the implications of decisions
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reached by different courts, and therefore legal writers frequently sum-
marise court verdicts, as illustrated in Example (10.7). These reports
inflate the frequency of verb-licensed DCCs in general, and particularly
that of verbs such as hold. On the other hand, writers of literary RAs
commonly provide detailed descriptions of the texts in focus, in which
statements may be attributed to the writers of these works or the charac-
ters that appear in them (Example 10.8).
(10.7) In Powers v. Ohio, the Court held that Batson applied even when
the defendant and the juror were of different races, holding that a
white defendant could challenge the discriminatory striking of
black jurors. The Equal Protection Clause prohibits discrimination
only by state actors, but in Edmonson v. Leesville Concrete Co., the
Court held that private civil litigants were to be regarded as state
actors when they used their peremptory strikes. The Court went
one step further in Georgia v. McCollum, holding that even
criminal defendants were state actors when exercising
peremptories. (LAW)
(10.8) Shelley argues that destruction will be avoided “if no man
allowed any pursuit whatsoever to interfere with the tranquillity of
his domestic affections” (p. 38). In one of his lectures of 1795,
Conciones ad Populum. Or Addresses to the People, Coleridge
insists that the cultivation of “every home-born feeling” is
necessary to “discipline the Heart and prepare it for the love of all
Mankind.” (LC)
Taken together, Examples (10.3)–(10.8) illustrate how the different
ways of using DCCs are ultimately related to differences in the nature of
disciplinary knowledge. In convergent and cumulative ‘hard’ disciplines
like medicine and physics, DCCs are primarily used for presenting the
empirical results of the current research, while in ‘soft’, reiterative and
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interpretative disciplines like law and literary criticism, they are more
prominently used for citing statements made by other writers.
Interrogative content clauses (ICCs), which were discussed in the sec-
ond case study, are used much in the same way as DCCs, but some unique
characteristics were found. The main result emerging from this case study
is that, as suggested in some earlier studies (e.g. Swales 1990; Biber et al.
1999), ICCs are associated with statements that relate to purpose, and
this association was found to be particularly strong in MED and PHY. The
main finding supporting this interpretation is provided by collexeme anal-
ysis, which shows that ICCs co-occur with verbs denoting discovery. This
usage is illustrated in Examples (10.9) and (10.10), containing the verbs
explore, examine, and determine. These examples are averred statements,
reporting research activities carried out by the writers of the RA.
(10.9) Therefore this article also explores how these changes might
have affected patient outcomes. Specifically, we examine whether
survival in the LVAD arm improved over time and, if so, whether
this trend was unique to patients receiving LVADs or seen in
medically managed patients as well. (MED)
(10.10) The downstream effector of adenosine receptor activation has
been previously shown to be the KATP channels. A series of
investigations were designed to determine if the cardioprotection
afforded by APC was modulated by KATP channels and to
determine if this modulation occurred prior to ischemia or during
reperfusion. (PHY)
By contrast, in LAW and LC, writers used ICCs mainly for reporting
the thoughts and verbal processes of other people, and as with DCCs, the
high rates of occurrence of ICCs is likely to correlate with the generally
high frequency of attributed statements in these subcorpora. The passages
quoted below illustrate the variety of attributed statements found in LAW
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and LC. In Example (10.11), the writer discusses a court’s decisionmaking
process, using ICCs licensed by the verb determine.
(10.11) Despite Congress and the EEOC’s attempts to develop factors for
courts to consider in determining whether a hardship is undue,
the standard remains ambiguous. Courts must determine undue
hardship by looking at individualized facts on a case-by-case basis.
Courts have, however, developed a “relatively consistent
framework” for evaluating undue hardship cases. As a general rule,
courts rely on the factors outlined in the statute and regulations to
determine whether an accommodation would present an undue
hardship. (LAW)
Example (10.12) illustrates how RAs in LAW may offer numerous op-
portunities for using ICCs within a short space of text. The article in ques-
tion aims to study how an on-going crisis influences the U.S. Supreme
Court’s decisionmaking, and the quoted passage mentions a number of
reasons why answering this question is difficult. The passage suggests
that before the question of ‘war-relatedness’ can be answered, it is nec-
essary to consider a number of more specific questions (Is a case crisis
related? Did the court find the ongoing crisis relevant to the case?, and so
on). In the passage, these questions are encoded in ICCs.
(10.12) That said, we might be skeptical of the susceptibility of
measuring “war-relatedness.” Determining ex ante whether a case
is crisis related is not always obvious. At the least, we could not
make that determination on the basis of whether the Court found
the ongoing crisis relevant to the case. That is because justices may
very well point to the existence of a crisis in order to justify a
particular decision. This might be tantamount to deciding
dispositively whether the claim at stake falls within the Executive’s
war power that as ‘´Commander in Chief of the Army and Navy” he
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shall “take Care that the Laws be faithfully executed.” If this is so,
then determining whether a case is crisis related or not on the
basis of what the Court says would be the equivalent of defining a
crisis to exist whenever the outcome of the case fit the crisis thesis.
(LAW)
The main finding concerning as-predicative constructions, which were
the topic of the third case study, was that the construction is used for dif-
ferent purposes in different disciplines. When we compare which verbs
are strongly attracted to the construction in different subcorpora, and
analyse the SOURCE to which the relevant statements are attributed, it
is clear that the construction is predominantly used for reporting the re-
searcher’s own activities in MED and PHY, and for attributing statements
to others in LAW and LC.
RAs in LAW and LC employ a variety of cognitive verbs roughly syn-
onymous with regard (e.g. view, see, understand and describe), which de-
scribe or categorise the referent of the direct object in terms of the referent
of the predicative complement (see Section 9.2.3). In MED and PHY, by
contrast, the construction is more commonly found to co-occur with verbs
such as define, classify, use and treat, which are used for reporting oper-
ational definitions and other decisions concerning how the research was
carried out.
The passages quoted below illustrate the basic difference in how as-
predicatives are used in in ‘hard’ and ‘soft’ fields. Example (10.13), taken
from the PHY subcorpus, contains four occurrences of the construction
within a short paragraph, all of which use the verb define. The first two
instances report how a certain variable (D) was operationalised in differ-
ent contexts, and the other two refer to these operationalisations when
reporting what value was selected for another parameter (d1). All the
instances are in the passive voice, and they are ‘averrals’.
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(10.13) The variable D is the distance between the atoms in the
hydrogen bond. It is defined as the distance between the carboxyl
oxygen atoms and the protons for the hydrogen bonds between
carboxyl groups and Asn, Gln, Trp, His, Arg side-chain groups and
backbone amides. For other hydrogen bonds D is defined as the
distance between the carboxyl oxygen atoms and the other heavy
atoms (O, S, and N). The parameter d1 is the optimum distance for
hydrogen bonds at which the pKHB is the maximum value. In
general, we select d1=2.0 Å if the variable D is defined as the
hydrogen-bond length, and d1 = 3.0 Å if the variable D is defined
as heavy atom distance. (PHY)
Three short passages from the LC subcorpus quoted below illustrate a
very different usage compared to Example 10.13. In Example 10.14 the
writer of the article compares two writers’ (Bersani and Laplanche) views
on a particular literary work, and uses the as-predicative construction to
summarise their partially convergent statements. Each instance thus con-
tains a proposition that is attributed to another writer, employing the verb
see in this construtional slot.
(10.14) Thus, like Bersani, Laplanche sees a non-violent, non-defensive
discursive practice traversing and countering the violence of a
project to redeem the individual of his desire; but whereas Bersani
sees this moment as entailing the dissolution of narrative and
subjective coherence, Laplanche sees it as affirming the
individual’s subjective “sovereignty,” and doing so, moreover,
precisely by means of the same kind of “philosophizing and
dreaming” that for Bersani mediate the free form jouissance in
which such sovereignty is dissolved. (LC)
The as-predicative construction is particularly useful for reporting the
evaluations of other writers, because when it is used in explicit attri-
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butions, it can obscure the writer’s role in the evaluation. In Exam-
ple (10.15) the writer reports a positive critical evaluation using the verb
praise, whereas the statement in Example (10.16), involving the verb dis-
miss, is clearly a negative one. Both statements are presented as ‘facts’,
downplaying that it is actually the writer of the article who is responsi-
ble for qualifying the attributed statements using evaluative verbs such
as praise or dismiss. This characteristic of the as-predicative is one of the
factors accounting for its relatively high frequency in the LC subcorpus.
(10.15) A number of correspondents praised her writing as making a
substantial contribution to American society by supporting the
learning of her “inferiors.” (LC)
(10.16) Many of the stories were composed earlier or separately; critics
have often dismissed the frame of the Serapion Society as a mere
conventional device that does not contribute anything to the texts.
(LC)
The quantitative findings from all three case studies can be linked with
Becher’s comparative analysis of the nature of knowledge in different dis-
ciplines (Becher 1994; see also Table 2.1 on page 22). The observed dif-
ferences in how frequently the constructions are used can plausibly be
attributed to disciplinary differences in the nature of knowledge and the
patterns of enquiry. The pursuit of knowledge in the ‘soft’ knowledge do-
mains, characterised by Becher and Trowler (2001) as ‘reiterative’ and
leading to new interpretations, typically requires a careful contextuali-
sation of the arguments. This gives rise to statements reporting earlier
research, which commonly employ the constructions investigated here.
In contrast, knowledge-building in the hard fields is typically a cumula-
tive process, which is based on empirical research using specific methods,
which are well-known and agreed upon by the scientific community. For
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this reason, there is less need to elaborate the context in which the re-
search is placed, and thus fewer occasions for using these grammatical
structures. This basic difference is clearly reflected in such findings as the
prominence of SAY verbs and ARGUMENT nouns as licensers of DCCs in
LAW and LC (see Sections 7.5.1 and 7.5.2), or the prominence of ASK and
DETERMINE verbs as licensers of ICCs in MED and PHY (Section 8.5.1).
In addition, the quantitative findings clearly reflect a basic difference
in the subject matter of texts representing different disciplines. Both law
and literary criticism are text-based disciplines, devoted to the analysis
and organisation of a body of texts, whether a collection of rules or a
canon of literary texts. When academics in these disciplines discuss their
subject matter, they are therefore likely to refer to statements by people
that are relevant to the RA, and this gives rise to reporting structures of
various kinds. By contrast, medicine and physics are primarily concerned
with natural phenomena, and only secondarily with other texts describ-
ing them. Therefore, RAs in these disciplines are less likely to involve
reporting structures, and thus contain fewer occasions for using the con-
structions investigated in this study.
This last point raises the issue of whether RAs in different disciplines
should in fact be regarded as representing the same genre at all. As dis-
cussed in Chapters 4 and 5, there is considerable variation between arti-
cles in different subcorpora, both when it comes to their length and their
rhetorical structure. Compared to the scientific RA, which follows the
IMRD structure, articles in the soft fields are longer and display a much
broader variety of rhetorical structures.
Ideally, differences in the macrostructure should be taken into account
when analysing the impact of disciplinary culture on language use. Given
the scope of the quantitative analysis, the investigation of the macrostruc-
ture was necessarily limited to comparing the frequency of some of the
constructions across the rhetorical sections of the RAs in MED and PHY
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(see Sections 7.5.1 and 9.4.1). However, developing a comparative frame-
work for the analysis of RAs in LAW and LC would be a major step to-
wards a more contextually sensitive interpretation of frequency data. For
this reason, future research should investigate the possibilities of incorpo-
rating discourse annotation into EAP corpora, as such an analysis holds
promise for useful results.
The present study also demonstrates that while tagged corpora have
in general been much less used in EAP studies than plain text corpora,
they have great potential for the analysis of grammatical constructions.
The availability of part-of-speech information can improve the quality of
corpus results and facilitate the analysis of larger data sets. In this way,
they may extend the scope of corpus-based EAP research by enabling the
analysis of less-studied constructions that are difficult to retrieve from a
plain-text corpus. As illustrated by this work, grammatical analysis of
this kind need not be limited to existing corpora, but with the availability
of automatic tools like the CLAWS tagger can easily be applied to self-
constructed corpora.
10.2 Future work
Practical applications
While the aims of the study are primarily descriptive, the findings can
also be useful for practical applications, for instance in the field of EFL
teaching. It is widely recognised that corpus-based data has many benefits
for language pedagogy (see e.g. McEnery et al. 2006: 97–103), the most
important of these being authenticity and the availability of frequency
information (see also Section 5.1.1). Lee and Swales (2006: 57) point
out that while it is not immediately clear how results from corpus studies
can be transferred into effective pedagogical practice, concordance lines
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can help advanced learners choose the kinds of phraseologies that are
appropriate in different contexts.
Römer (2005: 290) suggests that by offering more reliable descrip-
tions of language than traditional methods, corpus linguistic research can
contribute to the quality of teaching materials and help teachers effec-
tively communicate grammatical topics to learners. As the present study
provides information about the typicality and the communicative utility of
the constructions in focus, the results can be used for designing teaching
materials that highlight these particular aspects. For example, Hyland and
Tse (2005b: 137–138) have recently suggested that students may benefit
from explicit instruction about the various ways of using DCCs, and Chap-
ter 7 provides plenty of data that can be useful for planning such activ-
ities. Following the lead of Lee and Swales (2006), the findings of this
study could therefore be used for designing classroom activities involving
the use of corpora, possibly linking them with information about the or-
ganisation of discourse (see Nesi and Basturkmen 2006: 302 and Charles
2007b: 299–300).
In sum, corpus data may help EAP teachers get access to the various
disciplinary discourses that their students are expected to master (Har-
wood and Hadley 2004: 368). Allowing students to access such data them-
selves, moreover, may help raise their awareness of rhetorical issues (Lee
and Swales 2006). The results of this thesis provide a wealth of material
and ideas for developing teaching materials and activities that would help
meet these goals.
Developing methodologies
The results of the analysis have raised a number of interesting issues that
merit further investigation in future studies. First, the methodology could
be applied to the analysis of a wider range of linguistic features. For ex-
ample, this study focussed on a specific set of shell nouns, but other shell
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noun patterns are also worth investigating in more detail. Similarly, ex-
tending the analyses presented in Chapter 7 to cover the non-extraposed
subjects would complement the analysis of DCCs. Another logical exten-
sion would be to include non-finite subordinate clauses in the analysis and
compare their use in different disciplinary discourses.
In future studies, it might also be worthwhile to make slight adjust-
ments in the method of analysis. For instance, while the analysis of tense
provided some interesting findings, its potential as an explanatory vari-
able is not fully realised if the overall distribution of tenses across texts
is not taken into account. Therefore, incorporating this information into
the analysis might also lead to interpretations of quantitative findings that
would be more sensitive to discourse context. Another aspect not inves-
tigated in this study is how the size of text samples influences the rates
at which the grammatical features are used. Since longer and structurally
complex texts may provide more occasions for using metadiscourse (cf.
Hyland and Tse 2004), future studies would do well in taking text length
into account as an explanatory variable.
The methodology can also be applied to the analysis of other kinds of
academic discourse. Possible topics for future research include the analy-
sis of how the constructions investigated here are used in other genres of
written academic prose, in spoken academic English, as well as in scien-
tific texts from earlier periods in history, or in texts written in languages
other than English. Research on these topics is made easier by the increas-
ing number of available specialised corpora (see Section 5.1.2). In view
of the pedagogical applications, the most promising line of research is the
comparison of the present results to data representing student writing.
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Appendix A
Tables
An asterisk following a word indicates that its observed frequency in the
construction is lower than its expected frequency.
Table A.1: Verbs licensing DCCs in the MED subcorpus
(corresponds to Table 7.5
word freq_pattern freq_corpus attr. rel. coll. str.
suggest 141 188 21.23 75.00 199.58
demonstrate 78 208 11.75 37.50 75.71
show 81 464 12.20 17.46 49.45
indicate 44 143 6.63 30.77 38.25
conclude 21 21 3.16 100.00 35.45
find 47 261 7.08 18.01 29.28
believe 18 26 2.71 69.23 24.24
reveal 25 74 3.77 33.78 23.11
assume 11 15 1.66 73.33 15.43
Continued on next page
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Table A.1 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
hypothesize 9 12 1.36 75.00 12.84
note 16 67 2.41 23.88 12.36
speculate 6 6 0.90 100.00 10.10
think 10 35 1.51 28.57 8.79
propose 7 13 1.05 53.85 8.60
ensure 9 28 1.36 32.14 8.47
report 23 309 3.46 7.44 6.77
argue 5 9 0.75 55.56 6.35
insure 3 3 0.45 100.00 5.05
appear 10 92 1.51 10.87 4.65
imply 3 4 0.45 75.00 4.45
state 3 6 0.45 50.00 3.77
remember 2 2 0.30 100.00 3.36
acknowledge 3 8 0.45 37.50 3.33
confirm 8 89 1.20 8.99 3.27
caution 2 3 0.30 66.67 2.89
agree 3 13 0.45 23.08 2.66
notice 2 4 0.30 50.00 2.60
predict 5 46 0.75 10.87 2.58
anticipate 2 5 0.30 40.00 2.38
emphasize 2 9 0.30 22.22 1.85
make sure 1 1 0.15 100.00 1.68
project 1 1 0.15 100.00 1.68
theorize 1 1 0.15 100.00 1.68
establish 3 32 0.45 9.38 1.55
assure 1 2 0.15 50.00 1.39
envision 1 2 0.15 50.00 1.39
postulate 1 2 0.15 50.00 1.39
realize 1 2 0.15 50.00 1.39
tell 1 2 0.15 50.00 1.39
accept 2 16 0.30 12.50 1.37
learn 1 3 0.15 33.33 1.21
prove 2 21 0.30 9.52 1.16
ascertain 1 4 0.15 25.00 1.09
Continued on next page
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Table A.1 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
discover 1 4 0.15 25.00 1.09
know 3 51 0.45 5.88 1.05
decide 1 5 0.15 20.00 1.00
recognize 2 28 0.30 7.14 0.94
recommend 2 28 0.30 7.14 0.94
mention 1 6 0.15 16.67 0.93
suspect 1 6 0.15 16.67 0.93
verify 1 8 0.15 12.50 0.81
expect 2 36 0.30 5.56 0.76
elevate 1 10 0.15 10.00 0.72
reflect 2 44 0.30 4.55 0.63
develop 3 81 0.45 3.70 0.62
understand 1 14 0.15 7.14 0.59
signal 1 21 0.15 4.76 0.45
explain 1 23 0.15 4.35 0.42
illustrate 1 23 0.15 4.35 0.42
figure 1 28 0.15 3.57 0.35
select 1 39 0.15 2.56 0.25
add 1 41 0.15 2.44 0.24
consider 4 161 0.60 2.48 0.24
observe 4 175 0.60 2.29 0.10
document 1 47 0.15 2.13 0.00
take 1 48 0.15 2.08 0.00
follow 1 229 0.15 0.44 1.01
require* 2 143 0.30 1.40 0.11
determine* 2 154 0.30 1.30 0.11
describe* 3 184 0.45 1.63 0.00
support* 1 50 0.15 2.00 0.00
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Table A.2: Verbs licensing DCCs in the PHY subcorpus
(corresponds to Table 7.6)
word freq_pattern freq_corpus attr. rel. coll. str.
suggest 274 359 19.26 76.32 ∞
show 295 1134 20.73 26.01 191.07
demonstrate 125 176 8.78 71.02 148.42
indicate 152 328 10.68 46.34 139.98
note 67 98 4.71 68.37 77.54
find 73 296 5.13 24.66 44.15
assume 37 77 2.60 48.05 34.91
conclude 19 19 1.34 100.00 28.97
reveal 29 87 2.04 33.33 21.99
mean 23 50 1.62 46.00 21.39
imply 17 24 1.19 70.83 20.47
speculate 12 12 0.84 100.00 18.29
report 31 171 2.18 18.13 15.03
hypothesize 11 14 0.77 78.57 14.24
propose 18 55 1.26 32.73 13.74
confirm 21 92 1.48 22.83 12.45
point out 8 8 0.56 100.00 12.19
notice 7 9 0.49 77.78 9.13
believe 7 15 0.49 46.67 6.95
emphasize 6 10 0.42 60.00 6.86
establish 11 48 0.77 22.92 6.85
ensure 7 16 0.49 43.75 6.71
appear 17 130 1.19 13.08 6.40
document 5 7 0.35 71.43 6.31
recall 4 4 0.28 100.00 6.09
postulate 5 11 0.35 45.45 5.02
make sure 3 3 0.21 100.00 4.57
realize 3 3 0.21 100.00 4.57
argue 4 8 0.28 50.00 4.29
know 13 132 0.91 9.85 3.74
keep in mind 3 5 0.21 60.00 3.59
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state 5 23 0.35 21.74 3.28
reason 2 2 0.14 100.00 3.04
remember 2 2 0.14 100.00 3.04
accept 3 13 0.21 23.08 2.21
mention 3 21 0.21 14.29 1.62
assure 1 1 0.07 100.00 1.52
bear in mind 1 1 0.07 100.00 1.52
envisage 1 1 0.07 100.00 1.52
prove 3 23 0.21 13.04 1.51
infer 2 11 0.14 18.18 1.38
observe 19 407 1.34 4.67 1.25
imagine 1 2 0.07 50.00 1.23
suspect 1 2 0.07 50.00 1.23
check 2 15 0.14 13.33 1.14
emerge 2 15 0.14 13.33 1.14
conceive 1 3 0.07 33.33 1.06
feel 1 3 0.07 33.33 1.06
suppose 1 3 0.07 33.33 1.06
take care 1 3 0.07 33.33 1.06
deduce 2 17 0.14 11.76 1.04
estimate 4 61 0.28 6.56 0.95
illustrate 3 39 0.21 7.69 0.95
presume 1 4 0.07 25.00 0.94
tell 1 4 0.07 25.00 0.94
anticipate 1 5 0.07 20.00 0.85
ascertain 1 5 0.07 20.00 0.85
signify 1 5 0.07 20.00 0.85
turn out 1 5 0.07 20.00 0.85
happen 1 6 0.07 16.67 0.78
expect 6 118 0.42 5.08 0.76
discover 1 7 0.07 14.29 0.72
decide 1 8 0.07 12.50 0.66
take into account 1 12 0.07 8.33 0.51
seem 2 46 0.14 4.35 0.39
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verify 1 18 0.07 5.56 0.37
highlight 1 23 0.07 4.35 0.31
think 1 26 0.07 3.85 0.26
recognize 2 48 0.14 4.17 0.18
see 9 289 0.63 3.11 0.06
describe* 1 300 0.07 0.33 2.72
determine* 4 390 0.28 1.03 1.79
define* 1 140 0.07 0.71 0.87
occur* 1 132 0.07 0.76 0.71
require* 2 129 0.14 1.55 0.22
predict* 2 109 0.14 1.83 0.11
consider* 3 137 0.21 2.19 0.10
assess* 1 35 0.07 2.86 0.00
discuss* 1 58 0.07 1.72 0.00
explain* 2 78 0.14 2.56 0.00
follow* 5 184 0.35 2.72 0.00
Table A.3: Verbs licensing DCCs in the LAW subcorpus
(corresponds to Table 7.7)
word freq_pattern freq_corpus attr. rel. coll. str.
argue 552 674 8.81 81.90 ∞
suggest 519 797 8.28 65.12 ∞
conclude 239 294 3.81 81.29 272.62
show 230 379 3.67 60.69 213.11
hold 278 639 4.44 43.51 204.35
believe 191 299 3.05 63.88 183.29
ensure 177 268 2.82 66.04 173.81
assume 164 275 2.62 59.64 150.12
note 183 374 2.92 48.93 146.08
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word freq_pattern freq_corpus attr. rel. coll. str.
indicate 116 189 1.85 61.38 108.42
mean 142 330 2.27 43.03 103.77
state 184 612 2.94 30.07 101.81
find 185 684 2.95 27.05 93.59
demonstrate 112 240 1.79 46.67 86.66
contend 62 67 0.99 92.54 78.85
imply 60 94 0.96 63.83 57.94
recognize 110 404 1.75 27.23 56.21
say 117 464 1.87 25.22 55.84
suppose 53 75 0.85 70.67 54.96
claim 103 384 1.64 26.82 52.12
make clear 48 67 0.77 71.64 50.32
reason 46 66 0.73 69.70 47.34
assert 74 209 1.18 35.41 47.05
think 87 318 1.39 27.36 44.81
acknowledge 52 110 0.83 47.27 41.02
observe 57 144 0.91 39.58 39.57
point out 41 73 0.65 56.16 36.54
reveal 54 175 0.86 30.86 31.06
know 67 308 1.07 21.75 28.20
warn 34 68 0.54 50.00 28.14
insist 29 49 0.46 59.18 26.98
worry 28 47 0.45 59.57 26.19
imagine 39 105 0.62 37.14 26.10
concede 25 36 0.40 69.44 25.96
predict 40 117 0.64 34.19 25.14
recall 27 46 0.43 58.70 25.03
tell 38 107 0.61 35.51 24.62
see 73 419 1.16 17.42 24.33
require 119 1001 1.90 11.89 23.53
emphasize 45 171 0.72 26.32 22.82
allege 32 92 0.51 34.78 20.54
report 35 125 0.56 28.00 18.89
explain 63 417 1.01 15.11 17.86
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agree 43 204 0.69 21.08 17.86
determine 70 508 1.12 13.78 17.53
rule 29 92 0.46 31.52 17.49
propose 38 165 0.61 23.03 17.25
fear 21 47 0.34 44.68 16.37
infer 17 29 0.27 58.62 15.98
stress 19 43 0.30 44.19 14.76
maintain 36 189 0.57 19.05 13.65
confirm 20 56 0.32 35.71 13.37
posit 14 24 0.22 58.33 13.22
demand 23 78 0.37 29.49 13.21
declare 26 104 0.41 25.00 12.95
assure 17 40 0.27 42.50 12.94
establish 50 361 0.80 13.85 12.85
understand 30 144 0.48 20.83 12.56
hypothesize 9 9 0.14 100.00 12.43
stipulate 10 12 0.16 83.33 12.03
announce 18 54 0.29 33.33 11.51
presume 17 51 0.27 33.33 10.90
opine 9 12 0.14 75.00 10.14
complain 14 39 0.22 35.90 9.59
discover 15 54 0.24 27.78 8.45
notice 12 33 0.19 36.36 8.38
remember 11 27 0.18 40.74 8.35
prove 27 181 0.43 14.92 7.99
suspect 13 43 0.21 30.23 7.91
guarantee 15 59 0.24 25.42 7.88
deny 30 222 0.48 13.51 7.78
signal 11 31 0.18 35.48 7.60
feel 15 64 0.24 23.44 7.36
admit 13 49 0.21 26.53 7.15
realize 13 51 0.21 25.49 6.93
remark 8 17 0.13 47.06 6.81
doubt 11 37 0.18 29.73 6.70
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write 25 183 0.40 13.66 6.69
anticipate 13 55 0.21 23.64 6.51
hope 11 43 0.18 25.58 5.97
caution 6 11 0.10 54.55 5.70
make certain 4 4 0.06 100.00 5.52
keep in mind 4 5 0.06 80.00 4.84
reply 4 5 0.06 80.00 4.84
proclaim 6 15 0.10 40.00 4.73
remind 5 10 0.08 50.00 4.58
persuade 10 49 0.16 20.41 4.55
convince 7 27 0.11 25.93 4.04
recommend 7 29 0.11 24.14 3.83
turn out 5 14 0.08 35.71 3.74
add 15 126 0.24 11.90 3.60
bear mention 3 4 0.05 75.00 3.55
appreciate 7 32 0.11 21.88 3.54
affirm 8 43 0.13 18.60 3.46
conjecture 3 5 0.05 60.00 3.17
insure 6 29 0.10 20.69 2.97
expect 22 258 0.35 8.53 2.82
stand to reason 2 2 0.03 100.00 2.76
dictate 7 43 0.11 16.28 2.73
reiterate 4 14 0.06 28.57 2.67
speculate 3 7 0.05 42.86 2.65
specify 9 71 0.14 12.68 2.57
forget 3 8 0.05 37.50 2.46
promise 7 51 0.11 13.73 2.30
perceive 9 78 0.14 11.54 2.29
teach 5 29 0.08 17.24 2.19
object 7 54 0.11 12.96 2.16
comment 4 20 0.06 20.00 2.07
take care 3 11 0.05 27.27 2.03
counter 4 21 0.06 19.05 1.99
accept 20 275 0.32 7.27 1.83
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illustrate 12 137 0.19 8.76 1.82
make sure 2 5 0.03 40.00 1.80
mandate 4 24 0.06 16.67 1.79
find out 2 6 0.03 33.33 1.63
please 2 6 0.03 33.33 1.63
reaffirm 4 28 0.06 14.29 1.56
trust 4 28 0.06 14.29 1.56
boast 2 7 0.03 28.57 1.50
pretend 2 7 0.03 28.57 1.50
inform 10 118 0.16 8.47 1.49
appear 24 367 0.38 6.54 1.46
decide 27 429 0.43 6.29 1.42
urge 5 45 0.08 11.11 1.42
carp 1 1 0.02 100.00 1.38
delude 1 1 0.02 100.00 1.38
escape notice 1 1 0.02 100.00 1.38
forebode 1 1 0.02 100.00 1.38
imbed 1 1 0.02 100.00 1.38
insinuate 1 1 0.02 100.00 1.38
intimate 1 1 0.02 100.00 1.38
joke 1 1 0.02 100.00 1.38
make it known 1 1 0.02 100.00 1.38
ruminate 1 1 0.02 100.00 1.38
charge 9 108 0.14 8.33 1.33
advise 4 34 0.06 11.76 1.29
learn 6 66 0.10 9.09 1.25
request 3 22 0.05 13.64 1.21
protest 2 10 0.03 20.00 1.21
dispute 2 11 0.03 18.18 1.13
grumble 1 2 0.02 50.00 1.09
make explicit 1 2 0.02 50.00 1.09
mouth 1 2 0.02 50.00 1.09
surmise 1 2 0.02 50.00 1.09
instruct 2 12 0.03 16.67 1.06
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convey 4 44 0.06 9.09 0.96
aver 1 3 0.02 33.33 0.92
editorialize 1 3 0.02 33.33 0.92
quip 1 3 0.02 33.33 0.92
sense 1 3 0.02 33.33 0.92
testify 4 46 0.06 8.70 0.91
repeat 4 47 0.06 8.51 0.88
denote 2 16 0.03 12.50 0.85
estimate 3 32 0.05 9.38 0.83
commend 1 4 0.02 25.00 0.81
make plain 1 4 0.02 25.00 0.81
respond 13 217 0.21 5.99 0.76
clarify 3 35 0.05 8.57 0.75
verify 2 19 0.03 10.53 0.73
contemplate 3 36 0.05 8.33 0.73
confide 1 5 0.02 20.00 0.72
decree 1 5 0.02 20.00 0.72
gamble 1 5 0.02 20.00 0.72
regret 1 5 0.02 20.00 0.72
venture 1 5 0.02 20.00 0.72
confess 1 6 0.02 16.67 0.65
gauge 1 6 0.02 16.67 0.65
signify 1 7 0.02 14.29 0.59
advertise 1 8 0.02 12.50 0.54
hint 1 8 0.02 12.50 0.54
answer 6 97 0.10 6.19 0.52
preach 1 9 0.02 11.11 0.50
rule out 1 9 0.02 11.11 0.50
guess 1 10 0.02 10.00 0.46
pronounce 1 10 0.02 10.00 0.46
underscore 1 10 0.02 10.00 0.46
calculate 2 30 0.03 6.67 0.45
mind 1 13 0.02 7.69 0.37
replicate 1 13 0.02 7.69 0.37
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highlight 3 57 0.05 5.26 0.29
codify 1 17 0.02 5.88 0.29
foresee 1 17 0.02 5.88 0.29
discern 1 18 0.02 5.56 0.27
recite 1 18 0.02 5.56 0.27
intend 8 154 0.13 5.19 0.27
command 1 19 0.02 5.26 0.26
submit 4 75 0.06 5.33 0.26
contest 1 22 0.02 4.55 0.22
prompt 1 22 0.02 4.55 0.22
reform 1 23 0.02 4.35 0.21
counsel 2 34 0.03 5.88 0.19
order 3 60 0.05 5.00 0.13
offer* 1 508 0.02 0.20 7.72
allow* 4 627 0.06 0.64 6.94
support* 2 401 0.03 0.50 4.87
occur* 2 340 0.03 0.59 3.96
consider* 13 688 0.21 1.89 2.83
reflect* 1 216 0.02 0.46 2.74
grant* 2 258 0.03 0.78 2.59
follow* 9 420 0.14 2.14 1.44
ignore* 1 134 0.02 0.75 1.32
assess* 1 138 0.02 0.72 1.31
question* 1 100 0.02 1.00 0.88
provide* 40 1187 0.64 3.37 0.72
articulate* 1 86 0.02 1.16 0.57
satisfy* 2 105 0.03 1.90 0.48
seem* 16 499 0.26 3.21 0.44
matter* 1 59 0.02 1.69 0.28
happen* 1 63 0.02 1.59 0.28
certify* 1 51 0.02 1.96 0.14
disclose* 1 52 0.02 1.92 0.14
hear* 3 97 0.05 3.09 0.10
ascertain* 1 25 0.02 4.00 0.00
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communicate* 1 36 0.02 2.78 0.00
disagree* 1 38 0.02 2.63 0.00
document* 1 29 0.02 3.45 0.00
envision* 1 37 0.02 2.70 0.00
make sense* 2 50 0.03 4.00 0.00
prefer* 3 95 0.05 3.16 0.00
prescribe* 1 28 0.02 3.57 0.00
wish* 3 86 0.05 3.49 0.00
Table A.4: Verbs licensing DCCs in the LC subcorpus
(corresponds to Table 7.8)
word freq_pattern freq_corpus attr. rel. coll. str.
suggest 194 379 8.95 51.19 192.70
argue 153 236 7.06 64.83 174.28
say 123 549 5.67 22.40 70.96
claim 72 150 3.32 48.00 68.67
believe 65 139 3.00 46.76 61.10
insist 53 114 2.44 46.49 49.75
note 56 148 2.58 37.84 46.40
realize 34 78 1.57 43.59 30.97
assert 36 92 1.66 39.13 30.70
indicate 37 105 1.71 35.24 29.57
declare 32 78 1.48 41.03 28.16
show 48 230 2.21 20.87 26.54
observe 33 95 1.52 34.74 26.21
tell 49 260 2.26 18.85 24.97
conclude 26 59 1.20 44.07 24.00
point out 30 86 1.38 34.88 23.96
agree 21 37 0.97 56.76 22.54
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imply 29 97 1.34 29.90 21.02
acknowledge 26 80 1.20 32.50 19.96
assume 27 89 1.25 30.34 19.81
mean 39 214 1.80 18.22 19.49
know 41 244 1.89 16.80 19.09
admit 20 48 0.92 41.67 18.02
recognize 33 164 1.52 20.12 17.97
state 19 54 0.88 35.19 15.51
remind 19 65 0.88 29.23 13.82
write 42 382 1.94 10.99 12.82
ensure 13 30 0.60 43.33 12.20
concede 10 15 0.46 66.67 12.03
propose 15 49 0.69 30.61 11.38
contend 12 28 0.55 42.86 11.24
feel 27 192 1.25 14.06 10.94
demonstrate 19 94 0.88 20.21 10.69
remember 20 110 0.92 18.18 10.34
remark 14 50 0.65 28.00 10.08
convince 8 14 0.37 57.14 8.94
require 16 92 0.74 17.39 8.12
think 29 299 1.34 9.70 7.84
complain 8 20 0.37 40.00 7.39
learn 17 117 0.78 14.53 7.37
explain 20 161 0.92 12.42 7.36
reveal 21 182 0.97 11.54 7.14
announce 9 29 0.42 31.03 7.12
suppose 7 15 0.32 46.67 7.09
emphasize 14 83 0.65 16.87 7.01
assure 7 17 0.32 41.18 6.63
warn 8 25 0.37 32.00 6.51
comment 9 34 0.42 26.47 6.46
decide 11 57 0.51 19.30 6.25
demand 8 31 0.37 25.81 5.71
hope 10 63 0.46 15.87 4.94
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surmise 4 7 0.18 57.14 4.66
notice 7 32 0.32 21.88 4.56
deny 9 56 0.42 16.07 4.55
maintain 10 73 0.46 13.70 4.36
inform 8 46 0.37 17.39 4.36
sense 5 15 0.23 33.33 4.35
suspect 5 15 0.23 33.33 4.35
discover 9 61 0.42 14.75 4.24
illustrate 9 61 0.42 14.75 4.24
see 41 733 1.89 5.59 4.13
confess 7 37 0.32 18.92 4.12
guarantee 6 28 0.28 21.43 3.92
fear 6 29 0.28 20.69 3.83
predict 3 5 0.14 60.00 3.65
prove 8 66 0.37 12.12 3.24
accept 9 84 0.42 10.71 3.17
presuppose 4 15 0.18 26.67 3.15
opine 2 2 0.09 100.00 3.09
imagine 12 142 0.55 8.45 3.08
confirm 6 40 0.28 15.00 3.04
wish 8 74 0.37 10.81 2.90
presume 4 20 0.18 20.00 2.65
stress 5 33 0.23 15.15 2.63
doubt 3 10 0.14 30.00 2.62
add 9 101 0.42 8.91 2.60
persuade 3 11 0.14 27.27 2.49
turn out 4 23 0.18 17.39 2.42
worry 3 12 0.14 25.00 2.37
lament 4 24 0.18 16.67 2.35
insure 2 4 0.09 50.00 2.33
make sure 2 4 0.09 50.00 2.33
object 4 25 0.18 16.00 2.28
promise 5 40 0.23 12.50 2.26
understand 15 247 0.69 6.07 2.21
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forget 7 80 0.32 8.75 2.10
intimate 3 16 0.14 18.75 2.00
put forward 2 6 0.09 33.33 1.94
charge 4 33 0.18 12.12 1.85
dictate 2 7 0.09 28.57 1.81
make clear 3 19 0.14 15.79 1.79
specify 3 19 0.14 15.79 1.79
affirm 5 52 0.23 9.62 1.79
pray 2 8 0.09 25.00 1.69
rejoice 2 8 0.09 25.00 1.69
recall 7 98 0.32 7.14 1.65
premise 2 9 0.09 22.22 1.59
bear in mind 1 1 0.05 100.00 1.54
hypothesize 1 1 0.05 100.00 1.54
stipulate 1 1 0.05 100.00 1.54
discern 3 24 0.14 12.50 1.52
foresee 2 10 0.09 20.00 1.50
signal 3 26 0.14 11.54 1.43
pretend 2 12 0.09 16.67 1.35
brag 1 2 0.05 50.00 1.25
estimate 1 2 0.05 50.00 1.25
swear 1 2 0.05 50.00 1.25
protest 2 15 0.09 13.33 1.17
proclaim 2 16 0.09 12.50 1.12
adumbrate 1 3 0.05 33.33 1.08
deduce 1 3 0.05 33.33 1.08
extrapolate 1 3 0.05 33.33 1.08
fantasize 1 3 0.05 33.33 1.08
plead 1 3 0.05 33.33 1.08
vow 1 3 0.05 33.33 1.08
consider 8 152 0.37 5.26 1.08
hint 2 17 0.09 11.76 1.08
recommend 2 17 0.09 11.76 1.08
attest 2 19 0.09 10.53 0.99
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foreground 1 4 0.05 25.00 0.96
generalize 1 4 0.05 25.00 0.96
go without saying 1 4 0.05 25.00 0.96
postulate 1 4 0.05 25.00 0.96
rail 1 4 0.05 25.00 0.96
regret 1 4 0.05 25.00 0.96
relay 1 4 0.05 25.00 0.96
find 18 433 0.83 4.16 0.96
appear 14 325 0.65 4.31 0.89
bring out 1 5 0.05 20.00 0.87
denote 1 5 0.05 20.00 0.87
offend 1 5 0.05 20.00 0.87
scream 1 5 0.05 20.00 0.87
clarify 2 25 0.09 8.00 0.80
speculate 1 6 0.05 16.67 0.80
hold 6 125 0.28 4.80 0.75
report 2 27 0.09 7.41 0.74
discredit 1 7 0.05 14.29 0.74
exclaim 1 7 0.05 14.29 0.74
process 1 7 0.05 14.29 0.74
teach 3 54 0.14 5.56 0.70
confide 1 8 0.05 12.50 0.68
eradicate 1 8 0.05 12.50 0.68
withhold 1 8 0.05 12.50 0.68
ask 7 149 0.32 4.70 0.68
advise 1 9 0.05 11.11 0.64
reaffirm 1 9 0.05 11.11 0.64
reason 1 9 0.05 11.11 0.64
mitigate 1 10 0.05 10.00 0.60
reply 1 10 0.05 10.00 0.60
uncover 1 12 0.05 8.33 0.53
submit 1 14 0.05 7.14 0.48
inspire 2 43 0.09 4.65 0.46
pronounce 1 15 0.05 6.67 0.45
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theorize 1 16 0.05 6.25 0.43
drive 1 17 0.05 5.88 0.41
grant 2 47 0.09 4.26 0.41
contradict 1 18 0.05 5.56 0.39
attend 1 19 0.05 5.26 0.37
disclose 1 19 0.05 5.26 0.37
predicate 1 19 0.05 5.26 0.37
expect 3 65 0.14 4.62 0.36
matter 1 20 0.05 5.00 0.36
testify 1 20 0.05 5.00 0.36
posit 1 22 0.05 4.55 0.33
preach 1 22 0.05 4.55 0.33
advocate 1 24 0.05 4.17 0.30
dream 1 25 0.05 4.00 0.29
attain 1 27 0.05 3.70 0.27
entail 1 28 0.05 3.57 0.25
exercise 1 29 0.05 3.45 0.24
permit 1 29 0.05 3.45 0.24
care 1 31 0.05 3.23 0.23
highlight 1 31 0.05 3.23 0.23
mention 2 51 0.09 3.92 0.18
perceive 2 54 0.09 3.70 0.18
determine 2 57 0.09 3.51 0.17
relate 2 62 0.09 3.23 0.16
seem 13 435 0.60 2.99 0.11
exemplify 1 34 0.05 2.94 0.00
will* 1 652 0.05 0.15 6.71
read* 1 393 0.05 0.25 3.47
remain* 2 260 0.09 0.77 1.42
want* 2 153 0.09 1.31 0.48
emerge* 1 104 0.05 0.96 0.42
express* 2 139 0.09 1.44 0.35
preserve* 1 86 0.05 1.16 0.28
occur* 1 90 0.05 1.11 0.28
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follow* 4 207 0.18 1.93 0.27
respond* 1 73 0.05 1.37 0.14
happen* 1 78 0.05 1.28 0.14
hear* 2 116 0.09 1.72 0.11
answer* 1 41 0.05 2.44 0.00
conceive* 1 55 0.05 1.82 0.00
establish* 4 140 0.18 2.86 0.00
expose* 1 49 0.05 2.04 0.00
reflect* 2 80 0.09 2.50 0.00
reject* 1 62 0.05 1.61 0.00
signify* 1 57 0.05 1.75 0.00
threaten* 1 51 0.05 1.96 0.00
Table A.5: Adjectives occurring before extraposed DCCs
in the PHY subcorpus (corresponds to Table 7.19)
word freq_pattern freq_corpus attr. rel. coll. str.
possible 28 161 31.46 17.39 43.32
likely 18 111 20.22 16.22 27.03
clear 10 47 11.24 21.28 16.40
plausible 4 8 4.49 50.00 8.53
conceivable 3 3 3.37 100.00 7.77
evident 4 21 4.49 19.05 6.61
apparent 5 72 5.62 6.94 5.89
unlikely 3 11 3.37 27.27 5.56
obvious 2 13 2.25 15.38 3.29
true 2 65 2.25 3.08 1.90
noteworthy 1 5 1.12 20.00 1.89
intriguing 1 7 1.12 14.29 1.74
surprising 1 8 1.12 12.50 1.69
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word freq_pattern freq_corpus attr. rel. coll. str.
unexpected 1 8 1.12 12.50 1.69
remarkable 1 9 1.12 11.11 1.64
unclear 1 16 1.12 6.25 1.39
reasonable 1 21 1.12 4.76 1.27
interesting 1 34 1.12 2.94 1.07
necessary 1 55 1.12 1.82 0.87
important 1 166 1.12 0.60 0.45
Table A.6: Adjectives occurring before extraposed DCCs
in the LAW subcorpus (corresponds to Table 7.20)
word freq_pattern freq_corpus attr. rel. coll. str.
clear 70 346 22.65 20.23 101.68
possible 41 322 13.27 12.73 50.22
unlikely 31 118 10.03 26.27 48.57
true 34 240 11.00 14.17 43.28
surprising 14 35 4.53 40.00 25.21
likely 30 610 9.71 4.92 24.33
plausible 10 75 3.24 13.33 12.82
apparent 9 71 2.91 12.68 11.39
conceivable 4 7 1.29 57.14 8.30
doubtful 3 10 0.97 30.00 5.31
settled 4 41 1.29 9.76 4.88
probable 3 15 0.97 20.00 4.73
obvious 5 101 1.62 4.95 4.53
arguable 2 4 0.65 50.00 4.14
undisputed 2 5 0.65 40.00 3.92
plain 3 34 0.97 8.82 3.64
evident 3 40 0.97 7.50 3.43
understandable 2 12 0.65 16.67 3.11
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word freq_pattern freq_corpus attr. rel. coll. str.
odd 2 17 0.65 11.76 2.80
notable 2 22 0.65 9.09 2.57
indisputable 1 1 0.32 100.00 2.46
selfevident 1 1 0.32 100.00 2.46
undeniable 1 2 0.32 50.00 2.16
unthinkable 1 2 0.32 50.00 2.16
inevitable 2 41 0.65 4.88 2.04
inconceivable 1 3 0.32 33.33 1.98
fortunate 1 4 0.32 25.00 1.86
natural 3 149 0.97 2.01 1.81
unsurprising 1 6 0.32 16.67 1.68
noteworthy 1 7 0.32 14.29 1.62
strange 1 8 0.32 12.50 1.56
intuitive 1 9 0.32 11.11 1.51
instructive 1 11 0.32 9.09 1.42
insignificant 1 13 0.32 7.69 1.35
striking 1 22 0.32 4.55 1.13
certain 3 371 0.97 0.81 0.85
interesting 1 47 0.32 2.13 0.82
unclear 1 50 0.32 2.00 0.80
desirable 1 56 0.32 1.79 0.75
problematic 1 56 0.32 1.79 0.75
significant 3 423 0.97 0.71 0.74
impossible 1 76 0.32 1.32 0.63
essential 1 87 0.32 1.15 0.58
necessary 2 340 0.65 0.59 0.48
right 1 151 0.32 0.66 0.39
appropriate 1 231 0.32 0.43 0.26
important 1 683 0.32 0.15 0.13
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Table A.7: Adjectives occurring before extraposed DCCs
in the LC subcorpus (corresponds to Table 7.21)
word freq_pattern freq_corpus attr. rel. coll. str.
surprising 16 25 12.40 64.00 34.79
clear 20 110 15.50 18.18 29.79
evident 6 35 4.65 17.14 9.12
probable 5 16 3.88 31.25 9.11
true 9 167 6.98 5.39 8.82
significant 7 74 5.43 9.46 8.68
obvious 5 43 3.88 11.63 6.80
apparent 5 52 3.88 9.62 6.38
unlikely 3 7 2.33 42.86 6.10
appropriate 4 30 3.10 13.33 5.78
ironic 4 36 3.10 11.11 5.45
doubtful 2 4 1.55 50.00 4.31
necessary 4 102 3.10 3.92 3.65
conceivable 2 10 1.55 20.00 3.44
plausible 2 14 1.55 14.29 3.14
telling 2 19 1.55 10.53 2.87
important 4 167 3.10 2.40 2.85
inevitable 2 21 1.55 9.52 2.78
unsurprising 1 1 0.78 100.00 2.54
likely 2 34 1.55 5.88 2.36
remarkable 2 39 1.55 5.13 2.25
coincidental 1 2 0.78 50.00 2.24
inconceivable 1 2 0.78 50.00 2.24
logical 2 43 1.55 4.65 2.17
revealing 1 5 0.78 20.00 1.85
crucial 2 67 1.55 2.99 1.80
understandable 1 7 0.78 14.29 1.70
misleading 1 8 0.78 12.50 1.64
paradoxical 1 11 0.78 9.09 1.51
fitting 1 13 0.78 7.69 1.44
imperative 1 16 0.78 6.25 1.35
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word freq_pattern freq_corpus attr. rel. coll. str.
possible 2 162 1.55 1.23 1.10
good 2 185 1.55 1.08 1.00
striking 1 39 0.78 2.56 0.97
impossible 1 43 0.78 2.33 0.93
strange 1 55 0.78 1.82 0.83
useful 1 62 0.78 1.61 0.79
certain 1 98 0.78 1.02 0.61
new* 1 509 0.78 0.20 0.00
Table A.8: Nouns licensing DCCs in the MED subcorpus
(corresponds to Table 7.13)
word freq_pattern freq_corpus attr. rel. coll. str.
fact 27 36 31.40 75.00 74.01
finding 14 184 16.28 7.61 21.48
hypothesis 9 38 10.47 23.68 18.65
observation 5 53 5.81 9.43 8.42
belief 3 4 3.49 75.00 8.30
evidence 5 105 5.81 4.76 6.92
assumption 3 13 3.49 23.08 6.45
premise 2 2 2.33 100.00 5.93
opinion 2 7 2.33 28.57 4.61
demonstration 2 9 2.33 22.22 4.38
reasoning 1 1 1.16 100.00 2.96
verification 1 1 1.16 100.00 2.96
notion 1 2 1.16 50.00 2.66
recommendation 1 2 1.16 50.00 2.66
perception 1 5 1.16 20.00 2.26
recognition 1 5 1.16 20.00 2.26
requirement 1 7 1.16 14.29 2.12
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word freq_pattern freq_corpus attr. rel. coll. str.
possibility 1 9 1.16 11.11 2.01
concept 1 12 1.16 8.33 1.89
agreement 1 16 1.16 6.25 1.76
support 1 20 1.16 5.00 1.67
modification 1 25 1.16 4.00 1.57
supposition 1 27 1.16 3.70 1.54
analysis 1 433 1.16 0.23 0.42
Table A.9: Nouns licensing DCCs in the PHY subcorpus
(corresponds to Table 7.14)
word freq_pattern freq_corpus attr. rel. coll. str.
fact 51 69 29.82 73.91 80.74
possibility 17 33 9.94 51.52 22.47
assumption 13 28 7.60 46.43 16.49
hypothesis 12 31 7.02 38.71 14.08
observation 14 92 8.19 15.22 10.18
evidence 12 73 7.02 16.44 9.19
idea 4 9 2.34 44.44 5.26
suggestion 3 6 1.75 50.00 4.21
reason 5 41 2.92 12.20 3.48
finding 5 44 2.92 11.36 3.34
expectation 3 16 1.75 18.75 2.81
notion 2 5 1.17 40.00 2.67
conclusion 4 39 2.34 10.26 2.59
dogma 1 1 0.58 100.00 1.83
proposition 1 1 0.58 100.00 1.83
model 2 572 1.17 0.35 1.73
result 3 626 1.75 0.48 1.58
probability 3 44 1.75 6.82 1.57
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word freq_pattern freq_corpus attr. rel. coll. str.
indication 1 2 0.58 50.00 1.53
limitation 1 3 0.58 33.33 1.36
hope 1 4 0.58 25.00 1.24
prospect 1 4 0.58 25.00 1.24
likelihood 1 5 0.58 20.00 1.14
opportunity 1 6 0.58 16.67 1.07
concept 1 10 0.58 10.00 0.86
interpretation 1 12 0.58 8.33 0.78
difference 1 270 0.58 0.37 0.71
condition 1 233 0.58 0.43 0.57
situation 1 24 0.58 4.17 0.52
exception 1 26 0.58 3.85 0.49
resistance 1 35 0.58 2.86 0.39
report 1 46 0.58 2.17 0.30
addition 1 93 0.58 1.08 0.00
view 1 68 0.58 1.47 0.00
Table A.10: Nouns licensing DCCs in the LAW subcor-
pus (corresponds to Table 7.15).
word freq_pattern freq_corpus attr. rel. coll. str.
fact 180 770 9.57 23.38 211.03
argument 96 679 5.10 14.14 89.81
possibility 66 209 3.51 31.58 87.05
belief 54 141 2.87 38.30 76.78
conclusion 54 202 2.87 26.73 66.82
view 66 482 3.51 13.69 60.92
evidence 80 904 4.25 8.85 58.63
proposition 46 243 2.45 18.93 49.43
likelihood 35 101 1.86 34.65 48.15
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word freq_pattern freq_corpus attr. rel. coll. str.
notion 33 93 1.75 35.48 45.85
probability 33 106 1.75 31.13 43.62
requirement 54 611 2.87 8.84 39.74
indication 23 42 1.22 54.76 37.78
claim 78 1677 4.15 4.65 37.01
assumption 31 133 1.65 23.31 36.60
fear 25 79 1.33 31.65 33.43
doubt 22 53 1.17 41.51 32.65
assertion 27 116 1.44 23.28 31.96
contention 18 33 0.96 54.55 29.66
idea 48 733 2.55 6.55 29.47
concern 41 504 2.18 8.13 28.93
risk 40 487 2.13 8.21 28.40
chance 22 97 1.17 22.68 25.91
suggestion 16 47 0.85 34.04 22.25
premise 15 49 0.80 30.61 20.09
principle 31 457 1.65 6.78 19.75
presumption 19 119 1.01 15.97 19.38
observation 13 55 0.69 23.64 15.85
recognition 16 114 0.85 14.04 15.51
hypothesis 16 120 0.85 13.33 15.14
expectation 15 109 0.80 13.76 14.45
point 24 418 1.28 5.74 13.86
showing 9 24 0.48 37.50 13.23
assurance 9 27 0.48 33.33 12.68
intuition 10 44 0.53 22.73 12.15
impression 7 13 0.37 53.85 11.80
knowledge 18 268 0.96 6.72 11.71
proof 11 68 0.58 16.18 11.57
guarantee 9 39 0.48 23.08 11.06
surprise 7 20 0.37 35.00 10.16
position 16 283 0.85 5.65 9.39
realization 6 15 0.32 40.00 9.19
determination 11 112 0.58 9.82 9.16
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word freq_pattern freq_corpus attr. rel. coll. str.
danger 9 64 0.48 14.06 9.02
insistence 6 16 0.32 37.50 8.99
acknowledgement 4 4 0.21 100.00 8.58
inference 9 76 0.48 11.84 8.34
prediction 8 56 0.43 14.29 8.14
reality 8 60 0.43 13.33 7.89
perception 8 77 0.43 10.39 7.03
finding 10 144 0.53 6.94 6.94
opinion 17 514 0.90 3.31 6.51
declaration 7 64 0.37 10.94 6.37
allegation 6 40 0.32 15.00 6.37
conviction 7 67 0.37 10.45 6.24
confidence 6 50 0.32 12.00 5.78
hope 5 35 0.27 14.29 5.29
statement 14 469 0.74 2.99 4.98
understanding 9 194 0.48 4.64 4.87
objection 7 110 0.37 6.36 4.79
theory 14 490 0.74 2.86 4.77
thesis 7 126 0.37 5.56 4.41
mindset 2 2 0.11 100.00 4.29
reminder 2 2 0.11 100.00 4.29
criticism 7 133 0.37 5.26 4.26
demand 6 99 0.32 6.06 4.07
consensus 5 65 0.27 7.69 3.96
admonition 2 3 0.11 66.67 3.81
suspicion 3 16 0.16 18.75 3.72
protestation 2 4 0.11 50.00 3.51
admission 4 52 0.21 7.69 3.26
reason 13 644 0.69 2.02 3.02
judgment 10 422 0.53 2.37 2.96
maxim 2 8 0.11 25.00 2.85
worry 2 9 0.11 22.22 2.75
message 3 35 0.16 8.57 2.69
caveat 2 11 0.11 18.18 2.57
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word freq_pattern freq_corpus attr. rel. coll. str.
prospect 4 82 0.21 4.88 2.53
charge 4 94 0.21 4.26 2.32
demonstration 2 15 0.11 13.33 2.29
sense 7 301 0.37 2.33 2.18
apprehension 1 1 0.05 100.00 2.14
bet 1 1 0.05 100.00 2.14
boast 1 1 0.05 100.00 2.14
insinuation 1 1 0.05 100.00 2.14
misimpression 1 1 0.05 100.00 2.14
insight 3 57 0.16 5.26 2.09
announcement 2 20 0.11 10.00 2.05
rationale 4 120 0.21 3.33 1.95
coincidence 1 2 0.05 50.00 1.84
credulity 1 2 0.05 50.00 1.84
dread 1 2 0.05 50.00 1.84
exhortation 1 2 0.05 50.00 1.84
illusion 1 2 0.05 50.00 1.84
mantra 1 2 0.05 50.00 1.84
misfortune 1 2 0.05 50.00 1.84
recollection 1 2 0.05 50.00 1.84
rejoinder 1 3 0.05 33.33 1.67
wonder 1 3 0.05 33.33 1.67
comment 3 91 0.16 3.30 1.55
unpredictability 1 4 0.05 25.00 1.55
notice 3 96 0.16 3.13 1.49
indicium 1 5 0.05 20.00 1.45
plausibility 1 5 0.05 20.00 1.45
wisdom 2 43 0.11 4.65 1.42
proclamation 1 6 0.05 16.67 1.37
secret 1 6 0.05 16.67 1.37
hint 1 7 0.05 14.29 1.31
counseling 1 8 0.05 12.50 1.25
ruling 3 126 0.16 2.38 1.20
confirmation 1 10 0.05 10.00 1.16
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word freq_pattern freq_corpus attr. rel. coll. str.
caution 1 11 0.05 9.09 1.12
clarification 1 11 0.05 9.09 1.12
cue 1 11 0.05 9.09 1.12
implication 3 142 0.16 2.11 1.08
anticipation 1 13 0.05 7.69 1.05
sign 1 13 0.05 7.69 1.05
concurrence 1 14 0.05 7.14 1.02
notification 1 14 0.05 7.14 1.02
weakness 1 14 0.05 7.14 1.02
stance 1 17 0.05 5.88 0.94
threat 4 271 0.21 1.48 0.88
mandate 2 90 0.11 2.22 0.86
complaint 2 91 0.11 2.20 0.86
calculus 1 22 0.05 4.55 0.83
promise 2 97 0.11 2.06 0.81
sentiment 1 24 0.05 4.17 0.80
odd 1 27 0.05 3.70 0.75
custom 1 28 0.05 3.57 0.74
statistic 1 29 0.05 3.45 0.72
rule 18 1855 0.96 0.97 0.68
wrong 1 33 0.05 3.03 0.67
accident 1 36 0.05 2.78 0.64
interpretation 3 249 0.16 1.20 0.58
emphasis 1 43 0.05 2.33 0.57
phenomenon 1 45 0.05 2.22 0.56
acceptance 1 47 0.05 2.13 0.54
phrase 1 49 0.05 2.04 0.53
decision 13 1384 0.69 0.94 0.48
justification 2 170 0.11 1.18 0.46
discovery 1 63 0.05 1.59 0.44
thought 1 63 0.05 1.59 0.44
reaction 1 64 0.05 1.56 0.43
reader 1 67 0.05 1.49 0.42
potential 1 72 0.05 1.39 0.39
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word freq_pattern freq_corpus attr. rel. coll. str.
signal 1 76 0.05 1.32 0.38
desire 1 78 0.05 1.28 0.37
dimension 1 83 0.05 1.20 0.35
difficulty 1 84 0.05 1.19 0.34
warning 1 93 0.05 1.08 0.31
agreement 3 313 0.16 0.96 0.31
intent 1 97 0.05 1.03 0.30
experience 1 98 0.05 1.02 0.30
relief 1 103 0.05 0.97 0.28
conception 1 110 0.05 0.91 0.26
report 1 123 0.05 0.81 0.23
commitment 1 127 0.05 0.79 0.22
representation 1 136 0.05 0.74 0.20
result 5 606 0.27 0.83 0.20
problem 7 848 0.37 0.83 0.17
order 2 257 0.11 0.78 0.15
law* 1 3685 0.05 0.03 9.77
process* 1 1094 0.05 0.09 2.20
effect* 1 930 0.05 0.11 1.75
standard* 1 656 0.05 0.15 1.00
information* 3 994 0.16 0.30 0.88
practice* 1 593 0.05 0.17 0.85
case* 16 2960 0.85 0.54 0.49
question* 4 868 0.21 0.46 0.27
basis* 1 332 0.05 0.30 0.13
defense* 2 433 0.11 0.46 0.11
incentive* 2 452 0.11 0.44 0.11
advantage* 1 158 0.05 0.63 0.00
aspect* 1 149 0.05 0.67 0.00
dispute* 1 226 0.05 0.44 0.00
explanation* 1 158 0.05 0.63 0.00
obligation* 1 241 0.05 0.41 0.00
pressure* 1 213 0.05 0.47 0.00
quality* 1 215 0.05 0.47 0.00
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word freq_pattern freq_corpus attr. rel. coll. str.
violation* 2 339 0.11 0.59 0.00
Table A.11: Nouns licensing DCCs in the LC subcorpus
(corresponds to Table 7.16).
word freq_pattern freq_corpus attr. rel. coll. str.
fact 132 376 19.73 35.11 210.18
claim 50 183 7.47 27.32 72.39
idea 39 277 5.83 14.08 44.28
conviction 14 18 2.09 77.78 29.28
belief 20 80 2.99 25.00 28.39
sense 28 530 4.19 5.28 20.13
view 21 252 3.14 8.33 19.26
argument 15 108 2.24 13.89 17.33
evidence 13 77 1.94 16.88 16.26
assumption 11 43 1.64 25.58 16.02
suggestion 10 33 1.49 30.30 15.46
notion 15 162 2.24 9.26 14.63
fear 11 68 1.64 16.18 13.64
conclusion 9 57 1.35 15.79 11.17
recognition 10 90 1.49 11.11 10.77
assertion 7 33 1.05 21.21 9.78
wish 7 36 1.05 19.44 9.49
reminder 5 14 0.75 35.71 8.40
possibility 10 159 1.49 6.29 8.32
confidence 5 16 0.75 31.25 8.06
requirement 6 33 0.90 18.18 8.02
thesis 5 17 0.75 29.41 7.91
charge 6 47 0.90 12.77 7.06
news 5 25 0.75 20.00 6.99
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suspicion 5 25 0.75 20.00 6.99
indication 4 11 0.60 36.36 6.84
impression 6 54 0.90 11.11 6.69
insistence 5 31 0.75 16.13 6.50
realization 5 33 0.75 15.15 6.35
hope 6 68 0.90 8.82 6.09
contention 3 7 0.45 42.86 5.47
opinion 5 59 0.75 8.47 5.07
doubt 4 30 0.60 13.33 4.95
remark 4 38 0.60 10.53 4.53
proposition 3 14 0.45 21.43 4.46
surprise 3 18 0.45 16.67 4.12
comment 4 49 0.60 8.16 4.09
knowledge 7 228 1.05 3.07 3.98
regret 2 4 0.30 50.00 3.90
truism 2 4 0.30 50.00 3.90
point 8 329 1.20 2.43 3.77
observation 4 60 0.60 6.67 3.75
rumor 2 6 0.30 33.33 3.50
implication 4 71 0.60 5.63 3.46
awareness 4 81 0.60 4.94 3.25
statement 4 81 0.60 4.94 3.25
anticipation 2 10 0.30 20.00 3.03
insight 3 42 0.45 7.14 3.01
request 2 11 0.30 18.18 2.94
premise 2 14 0.30 14.29 2.73
imperative 2 15 0.30 13.33 2.67
proof 2 15 0.30 13.33 2.67
hypothesis 2 16 0.30 12.50 2.61
answer 3 59 0.45 5.08 2.58
intuition 2 17 0.30 11.76 2.56
pronouncement 1 1 0.15 100.00 2.34
declaration 2 23 0.30 8.70 2.30
promise 3 76 0.45 3.95 2.27
Continued on next page
322
Table A.11 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
theory 5 243 0.75 2.06 2.24
report 2 31 0.30 6.45 2.04
admonishment 1 2 0.15 50.00 2.04
grievance 1 2 0.15 50.00 2.04
likelihood 1 2 0.15 50.00 2.04
luck 1 2 0.15 50.00 2.04
proviso 1 2 0.15 50.00 2.04
stipulation 1 2 0.15 50.00 2.04
notification 1 3 0.15 33.33 1.86
severity 1 3 0.15 33.33 1.86
paradox 2 39 0.30 5.13 1.85
confirmation 1 4 0.15 25.00 1.74
conjecture 1 4 0.15 25.00 1.74
prediction 1 4 0.15 25.00 1.74
prerequisite 1 4 0.15 25.00 1.74
concern 3 123 0.45 2.44 1.70
worry 1 5 0.15 20.00 1.64
feeling 3 135 0.45 2.22 1.60
guarantee 1 6 0.15 16.67 1.56
rationale 1 6 0.15 16.67 1.56
confession 2 58 0.30 3.45 1.53
injunction 1 7 0.15 14.29 1.50
self-assertion 1 7 0.15 14.29 1.50
recommendation 1 8 0.15 12.50 1.44
probability 1 9 0.15 11.11 1.39
admission 1 10 0.15 10.00 1.34
demonstration 1 10 0.15 10.00 1.34
certainty 1 14 0.15 7.14 1.20
signal 1 14 0.15 7.14 1.20
assessment 1 15 0.15 6.67 1.17
finding 1 16 0.15 6.25 1.15
warning 1 16 0.15 6.25 1.15
shock 1 17 0.15 5.88 1.12
accusation 1 19 0.15 5.26 1.07
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mistake 1 19 0.15 5.26 1.07
objection 1 20 0.15 5.00 1.05
relief 1 20 0.15 5.00 1.05
thinking 2 108 0.30 1.85 1.05
thought 3 230 0.45 1.30 1.04
complaint 1 21 0.15 4.76 1.03
analogy 1 24 0.15 4.17 0.98
testimony 1 25 0.15 4.00 0.96
affirmation 1 26 0.15 3.85 0.95
understanding 2 130 0.30 1.54 0.91
expectation 1 30 0.15 3.33 0.89
judgment 1 31 0.15 3.23 0.87
defense 1 34 0.15 2.94 0.84
message 1 35 0.15 2.86 0.82
result 2 155 0.30 1.29 0.79
formulation 1 39 0.15 2.56 0.78
challenge 1 40 0.15 2.50 0.77
illusion 1 43 0.15 2.33 0.74
contradiction 1 52 0.15 1.92 0.67
difficulty 1 61 0.15 1.64 0.61
condition 2 217 0.30 0.92 0.58
faith 1 81 0.15 1.23 0.50
identification 1 82 0.15 1.22 0.50
case 2 255 0.30 0.78 0.49
capacity 1 93 0.15 1.08 0.46
reason 2 274 0.30 0.73 0.44
sign 1 123 0.15 0.81 0.36
change 1 127 0.15 0.79 0.35
response 1 127 0.15 0.79 0.35
issue 1 129 0.15 0.78 0.35
criticism 1 137 0.15 0.73 0.33
example 1 161 0.15 0.62 0.28
principle 1 165 0.15 0.61 0.27
matter 1 166 0.15 0.60 0.27
Continued on next page
324
Table A.11 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
consciousness 1 183 0.15 0.55 0.24
position 1 183 0.15 0.55 0.24
question 2 360 0.30 0.56 0.16
problem 1 216 0.15 0.46 0.00
story* 1 491 0.15 0.20 0.13
reading* 1 286 0.15 0.35 0.00
thing* 1 282 0.15 0.35 0.00
Table A.12: Verbs licensing ICCs in the MED subcorpus
(corresponds to Table 8.4)
word freq_pattern freq_corpus attr. rel. coll. str.
determine 25 153 33.78 16.34 39.38
question 3 6 4.05 50.00 6.62
investigate 4 39 5.41 10.26 5.68
assess 5 124 6.76 4.03 4.97
examine 4 82 5.41 4.88 4.39
test 4 82 5.41 4.88 4.39
judge 2 5 2.70 40.00 4.27
explore 2 8 2.70 25.00 3.83
predict 3 46 4.05 6.52 3.77
know 3 47 4.05 6.38 3.74
report about 1 1 1.35 100.00 2.63
know about 1 4 1.35 25.00 2.03
confirm 2 89 2.70 2.25 1.74
verify 1 10 1.35 10.00 1.64
analyze 2 105 2.70 1.90 1.60
understand 1 14 1.35 7.14 1.49
define 2 128 2.70 1.56 1.44
illustrate 1 23 1.35 4.35 1.28
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select 1 39 1.35 2.56 1.06
document 1 47 1.35 2.13 0.98
record 1 60 1.35 1.67 0.88
identify 1 144 1.35 0.69 0.54
consider 1 161 1.35 0.62 0.50
describe 1 184 1.35 0.54 0.46
demonstrate 1 208 1.35 0.48 0.41
*show 1 463 1.35 0.22 0.00
Table A.13: Verbs licensing ICCs in the PHY subcorpus
(corresponds to Table 8.5)
word freq_pattern freq_corpus attr. rel. coll. str.
determine 28 390 25.93 7.18 33.26
ask 5 5 4.63 100.00 13.25
investigate 9 80 8.33 11.25 12.62
check 4 15 3.70 26.67 7.47
test 5 86 4.63 5.81 5.77
find out 2 4 1.85 50.00 4.51
explain 4 78 3.70 5.13 4.49
ascertain 2 5 1.85 40.00 4.29
understand 3 35 2.78 8.57 4.15
examine 4 106 3.70 3.77 3.97
decide 2 8 1.85 25.00 3.84
evaluate 3 66 2.78 4.55 3.32
see 5 290 4.63 1.72 3.26
wonder 1 1 0.93 100.00 2.64
know 3 132 2.78 2.27 2.46
arise 2 44 1.85 4.55 2.34
give an idea 1 3 0.93 33.33 2.17
Continued on next page
326
Table A.13 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
dissect 1 4 0.93 25.00 2.04
explore 1 8 0.93 12.50 1.74
infer 1 12 0.93 8.33 1.57
indicate 3 328 2.78 0.91 1.40
count 1 23 0.93 4.35 1.29
address 1 25 0.93 4.00 1.26
influence 1 34 0.93 2.94 1.13
illustrate 1 39 0.93 2.56 1.07
differentiate 1 45 0.93 2.22 1.01
depend on 1 49 0.93 2.04 0.98
monitor 1 60 0.93 1.67 0.89
reveal 1 87 0.93 1.15 0.74
confirm 1 92 0.93 1.09 0.72
predict 1 109 0.93 0.92 0.66
consider 1 137 0.93 0.73 0.57
define 1 140 0.93 0.71 0.56
analyze 1 161 0.93 0.62 0.51
show 4 1134 3.70 0.35 0.48
follow 1 184 0.93 0.54 0.46
suggest 1 359 0.93 0.28 0.25
Table A.14: Verbs licensing ICCs in the LAW subcorpus
(corresponds to Table 8.6)
word freq_pattern freq_corpus attr. rel. coll. str.
determine 223 508 15.70 43.90 ∞
explain 125 417 8.80 29.98 147.51
decide 100 429 7.04 23.31 105.54
ask 62 187 4.37 33.16 76.28
know 60 335 4.23 17.91 56.02
Continued on next page
327
Table A.14 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
consider 68 688 4.79 9.88 45.78
examine 32 217 2.25 14.75 27.40
tell 25 111 1.76 22.52 26.40
see 35 440 2.46 7.95 20.76
turn on 16 53 1.13 30.19 19.42
depend on 24 200 1.69 12.00 18.58
assess 20 138 1.41 14.49 17.25
wonder 10 16 0.70 62.50 16.39
illustrate 19 137 1.34 13.87 16.05
question 17 100 1.20 17.00 15.98
understand 23 251 1.62 9.16 15.22
analyze 18 147 1.27 12.24 14.27
discuss 22 288 1.55 7.64 12.97
focus on 23 322 1.62 7.14 12.91
matter 11 59 0.77 18.64 11.03
figure out 7 14 0.49 50.00 10.68
demonstrate 18 240 1.27 7.50 10.61
ascertain 8 25 0.56 32.00 10.24
specify 11 71 0.77 15.49 10.12
explore 11 94 0.77 11.70 8.77
hinge on 4 4 0.28 100.00 8.11
debate 7 34 0.49 20.59 7.55
clarify 7 35 0.49 20.00 7.46
center on 4 7 0.28 57.14 6.57
disagree as to 3 3 0.21 100.00 6.08
show 16 379 1.13 4.22 6.03
articulate 8 86 0.56 9.30 5.77
evaluate 12 223 0.85 5.38 5.75
learn 7 66 0.49 10.61 5.51
dictate 6 43 0.42 13.95 5.50
care about 5 29 0.35 17.24 5.14
shed light on 4 15 0.28 26.67 5.01
address 14 364 0.99 3.85 4.90
inquire 3 6 0.21 50.00 4.79
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Table A.14 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
discern 4 18 0.28 22.22 4.67
test 6 60 0.42 10.00 4.65
identify 13 342 0.92 3.80 4.55
predict 7 117 0.49 5.98 3.88
detail 3 13 0.21 23.08 3.65
think about 4 33 0.28 12.12 3.59
concern 5 60 0.35 8.33 3.58
contract over 2 3 0.14 66.67 3.58
struggle over 2 3 0.14 66.67 3.58
influence 8 177 0.56 4.52 3.51
doubt 4 37 0.28 10.81 3.39
disagree over 2 4 0.14 50.00 3.28
query 2 4 0.14 50.00 3.28
investigate 4 43 0.28 9.30 3.14
impose limits on 2 5 0.14 40.00 3.06
sort out 2 7 0.14 28.57 2.74
agree on 3 26 0.21 11.54 2.73
have to do with 3 27 0.21 11.11 2.69
look at 4 59 0.28 6.78 2.63
disagree about 2 8 0.14 25.00 2.62
guess 2 8 0.14 25.00 2.62
depend upon 3 30 0.21 10.00 2.55
tell about 2 9 0.14 22.22 2.51
teach 3 32 0.21 9.38 2.47
transform 3 32 0.21 9.38 2.47
know about 3 34 0.21 8.82 2.40
inquire into 2 13 0.14 15.38 2.19
recount 2 14 0.14 14.29 2.13
call into question 2 15 0.14 13.33 2.07
agonize over 1 1 0.07 100.00 2.03
argue over 1 1 0.07 100.00 2.03
brief on 1 1 0.07 100.00 2.03
enquire 1 1 0.07 100.00 2.03
have an idea 1 1 0.07 100.00 2.03
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word freq_pattern freq_corpus attr. rel. coll. str.
make up their minds 1 1 0.07 100.00 2.03
puzzle over 1 1 0.07 100.00 2.03
speculate as to 1 1 0.07 100.00 2.03
suspect about 1 1 0.07 100.00 2.03
worry about 2 16 0.14 12.50 2.01
signal 2 19 0.14 10.53 1.87
talk about 2 19 0.14 10.53 1.87
describe 8 341 0.56 2.35 1.78
control 5 160 0.35 3.13 1.74
adjudge 1 2 0.07 50.00 1.73
advise on 1 2 0.07 50.00 1.73
differ over 1 2 0.07 50.00 1.73
divine 1 2 0.07 50.00 1.73
guess at 1 2 0.07 50.00 1.73
look into 1 2 0.07 50.00 1.73
set limits on 1 2 0.07 50.00 1.73
speculate about 1 2 0.07 50.00 1.73
split over 1 2 0.07 50.00 1.73
turn upon 1 2 0.07 50.00 1.73
affect 8 350 0.56 2.29 1.72
define 7 293 0.49 2.39 1.65
elucidate 1 3 0.07 33.33 1.55
have no idea 1 3 0.07 33.33 1.55
pin down 1 3 0.07 33.33 1.55
appreciate 2 32 0.14 6.25 1.44
disagree on 1 4 0.07 25.00 1.43
speculate 1 4 0.07 25.00 1.43
advise 2 34 0.14 5.88 1.39
say 9 445 0.63 2.02 1.38
ask about 1 5 0.07 20.00 1.34
critique 1 5 0.07 20.00 1.34
flesh out 1 5 0.07 20.00 1.34
foreshadow 1 5 0.07 20.00 1.34
reflect on 1 5 0.07 20.00 1.34
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word freq_pattern freq_corpus attr. rel. coll. str.
control for 2 37 0.14 5.41 1.32
concern about 1 6 0.07 16.67 1.26
pinpoint 1 6 0.07 16.67 1.26
grasp 1 7 0.07 14.29 1.19
resolve 4 164 0.28 2.44 1.15
lie about 1 8 0.07 12.50 1.14
imagine 3 105 0.21 2.86 1.11
focus upon 1 10 0.07 10.00 1.04
underscore 1 10 0.07 10.00 1.04
discover 2 54 0.14 3.70 1.04
govern 4 181 0.28 2.21 1.03
choose 7 375 0.49 1.87 1.02
differentiate between 1 11 0.07 9.09 1.00
dispute 1 11 0.07 9.09 1.00
indicate 4 189 0.28 2.12 0.98
select 3 120 0.21 2.50 0.98
forgo 1 13 0.07 7.69 0.94
leave open 1 13 0.07 7.69 0.94
uncover 1 13 0.07 7.69 0.94
capture 3 127 0.21 2.36 0.92
illuminate 1 14 0.07 7.14 0.91
spell out 1 14 0.07 7.14 0.91
speak to 1 15 0.07 6.67 0.88
judge 4 214 0.28 1.87 0.84
foresee 1 17 0.07 5.88 0.83
make clear 2 74 0.14 2.70 0.81
delineate 1 18 0.07 5.56 0.80
inform about 1 19 0.07 5.26 0.78
say about 1 19 0.07 5.26 0.78
verify 1 19 0.07 5.26 0.78
watch 1 21 0.07 4.76 0.74
deal with 2 83 0.14 2.41 0.73
care 1 23 0.07 4.35 0.71
shape 2 88 0.14 2.27 0.70
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word freq_pattern freq_corpus attr. rel. coll. str.
reveal 3 175 0.21 1.71 0.64
answer 2 97 0.14 2.06 0.63
declare 2 103 0.14 1.94 0.60
worry 1 31 0.07 3.23 0.59
communicate 1 36 0.07 2.78 0.54
contemplate 1 36 0.07 2.78 0.54
reinforce 1 36 0.07 2.78 0.54
study 1 36 0.07 2.78 0.54
change 4 239 0.28 1.67 0.53
elect 1 41 0.07 2.44 0.49
embody 1 42 0.07 2.38 0.48
convey 1 44 0.07 2.27 0.47
differ from 1 44 0.07 2.27 0.47
regulate 4 288 0.28 1.39 0.45
take into account 1 48 0.07 2.08 0.44
set forth 1 51 0.07 1.96 0.42
refer to 2 144 0.14 1.39 0.40
announce 1 54 0.07 1.85 0.40
base on 5 361 0.35 1.39 0.40
anticipate 1 55 0.07 1.82 0.39
highlight 1 57 0.07 1.75 0.38
lower 1 57 0.07 1.75 0.38
regard 1 71 0.07 1.41 0.31
point out 1 73 0.07 1.37 0.30
measure 1 74 0.07 1.35 0.30
restrict 1 90 0.07 1.11 0.24
suggest 9 797 0.63 1.13 0.24
allege 1 92 0.07 1.09 0.24
prove 2 181 0.14 1.10 0.16
remain 3 275 0.21 1.09 0.13
include 4 415 0.28 0.96 0.10
find* 1 689 0.07 0.15 1.58
state* 3 611 0.21 0.49 0.40
follow* 2 420 0.14 0.48 0.35
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word freq_pattern freq_corpus attr. rel. coll. str.
accept* 1 275 0.07 0.36 0.28
assume* 1 275 0.07 0.36 0.28
rely on* 1 280 0.07 0.36 0.28
note* 2 374 0.14 0.53 0.23
limit* 2 355 0.14 0.56 0.11
establish* 2 361 0.14 0.55 0.11
achieve* 1 192 0.07 0.52 0.00
compare* 1 117 0.07 0.85 0.00
force* 1 179 0.07 0.56 0.00
ignore* 1 134 0.07 0.75 0.00
interpret* 1 163 0.07 0.61 0.00
involve* 3 417 0.21 0.72 0.00
reflect* 1 211 0.07 0.47 0.00
relate* 1 134 0.07 0.75 0.00
report* 1 125 0.07 0.80 0.00
represent* 2 248 0.14 0.81 0.00
review* 1 175 0.07 0.57 0.00
Table A.15: Verbs licensing ICCs in the LC subcorpus
(corresponds to Table 8.7)
word freq_pattern freq_corpus attr. rel. coll. str.
show 43 230 9.47 18.70 49.94
ask 31 145 6.83 21.38 38.04
know 36 288 7.93 12.50 35.25
wonder 19 36 4.19 52.78 32.50
explain 23 161 5.07 14.29 24.07
tell 22 260 4.85 8.46 18.01
see 26 732 5.73 3.55 12.10
demonstrate 10 94 2.20 10.64 9.51
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word freq_pattern freq_corpus attr. rel. coll. str.
describe 11 231 2.42 4.76 6.72
investigate 4 10 0.88 40.00 6.59
understand 10 212 2.20 4.72 6.13
teach 6 54 1.32 11.11 6.04
decide 6 57 1.32 10.53 5.90
debate 3 5 0.66 60.00 5.67
explore 6 65 1.32 9.23 5.56
matter 4 20 0.88 20.00 5.24
point out 6 88 1.32 6.82 4.80
redefine 2 2 0.44 100.00 4.45
remember 6 110 1.32 5.45 4.25
recognize 7 164 1.54 4.27 4.18
shed light on 2 4 0.44 50.00 3.67
determine 4 57 0.88 7.02 3.41
indicate 5 105 1.10 4.76 3.35
say 11 547 2.42 2.01 3.27
think of 4 66 0.88 6.06 3.17
worry 2 7 0.44 28.57 3.13
care 3 31 0.66 9.68 3.07
notice 3 32 0.66 9.38 3.03
realize 4 72 0.88 5.56 3.02
find out 2 9 0.44 22.22 2.90
assess 2 12 0.44 16.67 2.64
consider 5 152 1.10 3.29 2.63
illuminate 2 14 0.44 14.29 2.51
submit 2 15 0.44 13.33 2.45
formulate 2 16 0.44 12.50 2.39
think about 2 16 0.44 12.50 2.39
articulate 3 57 0.66 5.26 2.31
document 2 19 0.44 10.53 2.24
specify 2 19 0.44 10.53 2.24
illustrate 3 61 0.66 4.92 2.23
cast a light on 1 1 0.22 100.00 2.22
debate on 1 1 0.22 100.00 2.22
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word freq_pattern freq_corpus attr. rel. coll. str.
fantasize about 1 1 0.22 100.00 2.22
mull 1 1 0.22 100.00 2.22
put in words 1 1 0.22 100.00 2.22
throw into doubt 1 1 0.22 100.00 2.22
review 2 21 0.44 9.52 2.16
analyze 2 22 0.44 9.09 2.12
question 2 26 0.44 7.69 1.98
argue about 1 2 0.22 50.00 1.92
police 1 2 0.22 50.00 1.92
shudder at 1 2 0.22 50.00 1.92
forget 3 83 0.66 3.61 1.86
figure out 1 3 0.22 33.33 1.75
turn towards 1 3 0.22 33.33 1.75
recall 3 98 0.66 3.06 1.67
elucidate 1 4 0.22 25.00 1.62
foreground 1 4 0.22 25.00 1.62
leave aside 1 4 0.22 25.00 1.62
reveal 4 182 0.88 2.20 1.61
chart 1 5 0.22 20.00 1.53
track 1 5 0.22 20.00 1.53
worry about 1 5 0.22 20.00 1.53
hear 3 115 0.66 2.61 1.49
learn 3 117 0.66 2.56 1.47
accord with 1 6 0.22 16.67 1.45
detail 1 6 0.22 16.67 1.45
speculate 1 6 0.22 16.67 1.45
take into account 1 6 0.22 16.67 1.45
dictate 1 7 0.22 14.29 1.39
recreate 1 7 0.22 14.29 1.39
turn on 1 7 0.22 14.29 1.39
rethink 1 8 0.22 12.50 1.33
delineate 1 9 0.22 11.11 1.28
distinguish between 1 9 0.22 11.11 1.28
voice 1 9 0.22 11.11 1.28
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Table A.15 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
come to terms with 1 10 0.22 10.00 1.23
invest in 1 10 0.22 10.00 1.23
prescribe 1 11 0.22 9.09 1.19
comprehend 1 12 0.22 8.33 1.16
uncover 1 12 0.22 8.33 1.16
instruct 1 13 0.22 7.69 1.12
master 1 13 0.22 7.69 1.12
list 1 16 0.22 6.25 1.04
measure 1 16 0.22 6.25 1.04
outline 1 17 0.22 5.88 1.01
appreciate 1 18 0.22 5.56 0.99
underscore 1 18 0.22 5.56 0.99
complain 1 20 0.22 5.00 0.95
make clear 1 20 0.22 5.00 0.95
overlook 1 22 0.22 4.55 0.91
discern 1 24 0.22 4.17 0.87
recount 1 24 0.22 4.17 0.87
identify 2 107 0.44 1.87 0.87
think 3 217 0.66 1.38 0.85
witness 1 31 0.22 3.23 0.77
stress 1 33 0.22 3.03 0.75
exemplify 1 34 0.22 2.94 0.73
express 2 139 0.44 1.44 0.69
depend on 1 38 0.22 2.63 0.69
confirm 1 40 0.22 2.50 0.67
answer 1 41 0.22 2.44 0.66
convey 1 41 0.22 2.44 0.66
record 1 41 0.22 2.44 0.66
define 2 147 0.44 1.36 0.66
note 2 148 0.44 1.35 0.65
depict 1 48 0.22 2.08 0.60
judge 1 48 0.22 2.08 0.60
examine 1 52 0.22 1.92 0.57
state 1 54 0.22 1.85 0.56
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word freq_pattern freq_corpus attr. rel. coll. str.
conceive 1 55 0.22 1.82 0.55
name 1 56 0.22 1.79 0.54
suggest 4 379 0.88 1.06 0.53
discover 1 61 0.22 1.64 0.51
discuss 1 68 0.22 1.47 0.47
return to 1 71 0.22 1.41 0.46
change 1 78 0.22 1.28 0.43
describe as 1 82 0.22 1.22 0.41
emphasize 1 82 0.22 1.22 0.41
choose 1 84 0.22 1.19 0.40
believe 1 139 0.22 0.72 0.25
imagine 1 141 0.22 0.71 0.24
write* 1 595 0.22 0.17 0.56
feel* 1 192 0.22 0.52 0.00
represent* 1 245 0.22 0.41 0.00
Table A.16: Frequency of the as-predicative construction normalised to
100 verb tokens
Discipline Freq. per 100 verb tokens
Med 1.40
Phy 1.35
Law 1.16
LC 2.36
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Table A.17: Verbs occurring in the as-predicative con-
struction in the MED subcorpus (corresponds to Ta-
ble 9.5)
word freq_pattern freq_corpus attr. rel. coll. str.
define 59 128 13.26 46.09 74.28
classify 44 66 9.89 66.67 65.39
express 28 137 6.29 20.44 23.65
interpret 9 16 2.02 56.25 12.70
refer 10 25 2.25 40.00 12.15
use 41 808 9.21 5.07 11.80
identify 16 144 3.60 11.11 9.66
categorize 7 18 1.57 38.89 8.56
regard 6 11 1.35 54.55 8.50
consider 14 161 3.15 8.70 7.16
present 10 101 2.25 9.90 5.80
cite 3 3 0.67 100.00 5.57
diagnose 6 30 1.35 20.00 5.49
grade 6 35 1.35 17.14 5.08
record 7 60 1.57 11.67 4.69
code 3 5 0.67 60.00 4.57
view 3 5 0.67 60.00 4.57
rate 3 8 0.67 37.50 3.84
select 5 39 1.12 12.82 3.69
describe 10 184 2.25 5.43 3.54
calculate 5 44 1.12 11.36 3.44
utilize 3 16 0.67 18.75 2.88
implicate 2 5 0.45 40.00 2.72
count 3 20 0.67 15.00 2.59
score 3 20 0.67 15.00 2.59
designate 2 6 0.45 33.33 2.55
model 2 6 0.45 33.33 2.55
manifest 2 7 0.45 28.57 2.41
label 3 25 0.67 12.00 2.30
know 4 51 0.90 7.84 2.25
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word freq_pattern freq_corpus attr. rel. coll. str.
apply 3 27 0.67 11.11 2.21
establish 3 32 0.67 9.38 2.00
report 10 309 2.25 3.24 1.91
propose 2 13 0.45 15.38 1.86
choose 1 1 0.22 100.00 1.85
construe 1 1 0.22 100.00 1.85
misinterpret 1 1 0.22 100.00 1.85
reclassify 1 1 0.22 100.00 1.85
sense 1 1 0.22 100.00 1.85
subclassify 1 1 0.22 100.00 1.85
tally 1 1 0.22 100.00 1.85
tout 1 1 0.22 100.00 1.85
grow 2 14 0.45 14.29 1.80
list 2 14 0.45 14.29 1.80
accept 2 16 0.45 12.50 1.69
advocate 1 2 0.22 50.00 1.56
ignore 1 2 0.22 50.00 1.56
adjudicate 1 3 0.22 33.33 1.38
gather 1 3 0.22 33.33 1.38
grant 1 3 0.22 33.33 1.38
pull 1 3 0.22 33.33 1.38
rank 1 3 0.22 33.33 1.38
rely 1 4 0.22 25.00 1.26
sacrifice 1 4 0.22 25.00 1.26
subdivide 1 4 0.22 25.00 1.26
recognize 2 28 0.45 7.14 1.24
recommend 2 28 0.45 7.14 1.24
characterize 2 29 0.45 6.90 1.21
administer 2 30 0.45 6.67 1.18
arrange 1 6 0.22 16.67 1.09
mention 1 6 0.22 16.67 1.09
suspect 1 6 0.22 16.67 1.09
think 2 35 0.45 5.71 1.07
eliminate 1 7 0.22 14.29 1.03
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word freq_pattern freq_corpus attr. rel. coll. str.
amplify 1 8 0.22 12.50 0.97
hold 1 8 0.22 12.50 0.97
measure 4 129 0.90 3.10 0.97
evaluate 4 139 0.90 2.88 0.88
validate 1 10 0.22 10.00 0.88
indicate 4 143 0.90 2.80 0.85
submit 1 11 0.22 9.09 0.84
collect 2 47 0.45 4.26 0.84
permit 1 12 0.22 8.33 0.81
replace 1 12 0.22 8.33 0.81
focus 1 14 0.22 7.14 0.75
represent 3 113 0.67 2.65 0.68
estimate 1 17 0.22 5.88 0.67
assess 3 124 0.67 2.42 0.60
promote 1 26 0.22 3.85 0.51
derive 1 30 0.22 3.33 0.46
confirm 2 89 0.45 2.25 0.45
randomize 1 32 0.22 3.13 0.44
transplant 1 33 0.22 3.03 0.43
involve 2 98 0.45 2.04 0.40
display 1 37 0.22 2.70 0.39
make 1 38 0.22 2.63 0.39
prescribe 1 39 0.22 2.56 0.37
add 1 41 0.22 2.44 0.36
take 1 52 0.22 1.92 0.28
analyze 2 105 0.45 1.90 0.18
study 1 71 0.22 1.41 0.00
show* 1 464 0.22 0.22 1.60
have* 4 703 0.90 0.57 1.15
perform* 2 360 0.45 0.56 0.60
associate* 1 218 0.22 0.46 0.42
observe* 1 175 0.22 0.57 0.28
require* 1 143 0.22 0.70 0.14
determine* 1 154 0.22 0.65 0.14
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word freq_pattern freq_corpus attr. rel. coll. str.
detect* 1 84 0.22 1.19 0.00
include* 3 246 0.67 1.22 0.00
obtain* 1 141 0.22 0.71 0.00
place* 1 81 0.22 1.23 0.00
provide* 1 130 0.22 0.77 0.00
receive* 2 186 0.45 1.08 0.00
suggest* 2 188 0.45 1.06 0.00
test* 1 81 0.22 1.23 0.00
treat* 3 221 0.67 1.36 0.00
Table A.18: Verbs occurring in the as-predicative con-
struction in the PHY subcorpus (corresponds to Ta-
ble 9.6)
word freq_pattern freq_corpus attr. rel. coll. str.
use 112 1467 17.55 7.63 50.11
classify 27 43 4.23 62.79 39.41
define 37 140 5.80 26.43 36.23
consider 26 137 4.08 18.98 21.61
refer to 15 29 2.35 51.72 20.32
identify 21 155 3.29 13.55 14.48
express 23 218 3.61 10.55 13.41
know 18 132 2.82 13.64 12.55
plot 13 57 2.04 22.81 12.22
take 17 145 2.66 11.72 10.82
regard 7 11 1.10 63.64 10.61
present 16 136 2.51 11.76 10.24
write 6 12 0.94 50.00 8.59
show 42 1134 6.58 3.70 8.26
designate 5 11 0.78 45.45 6.72
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word freq_pattern freq_corpus attr. rel. coll. str.
select 8 49 1.25 16.33 6.54
denote 6 41 0.94 14.63 4.75
interpret 4 14 0.63 28.57 4.53
represent 12 238 1.88 5.04 3.97
choose 4 19 0.63 21.05 3.97
rewrite 2 2 0.31 100.00 3.74
score 5 45 0.78 11.11 3.47
recognize 5 49 0.78 10.20 3.29
depict 3 14 0.47 21.43 3.10
treat 7 118 1.10 5.93 2.95
give 10 229 1.57 4.37 2.93
monitor 5 60 0.78 8.33 2.89
model 4 39 0.63 10.26 2.73
implicate 3 24 0.47 12.50 2.40
propose 4 55 0.63 7.27 2.19
characterize 4 59 0.63 6.78 2.08
report 7 171 1.10 4.09 2.06
note 5 98 0.78 5.10 1.97
class 1 1 0.16 100.00 1.87
dismiss 1 1 0.16 100.00 1.87
sense 1 1 0.16 100.00 1.87
predict 5 109 0.78 4.59 1.79
draw 2 15 0.31 13.33 1.77
specify 2 15 0.31 13.33 1.77
purchase 3 44 0.47 6.82 1.67
describe 9 300 1.41 3.00 1.67
approximate 2 18 0.31 11.11 1.62
view 2 18 0.31 11.11 1.62
categorize 1 2 0.16 50.00 1.57
diagnose 1 2 0.16 50.00 1.57
manage 1 2 0.16 50.00 1.57
reassign 1 2 0.16 50.00 1.57
write out 1 2 0.16 50.00 1.57
calculate 7 218 1.10 3.21 1.54
Continued on next page
342
Table A.18 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
inject 2 21 0.31 9.52 1.49
save 1 5 0.16 20.00 1.18
preclude 1 6 0.16 16.67 1.11
discover 1 7 0.16 14.29 1.04
name 1 7 0.16 14.29 1.04
list 2 40 0.31 5.00 1.00
explore 1 8 0.16 12.50 0.99
rely 1 8 0.16 12.50 0.99
encode 2 42 0.31 4.76 0.96
acquire 1 10 0.16 10.00 0.90
overexpress 1 10 0.16 10.00 0.90
term 1 10 0.16 10.00 0.90
assign 2 47 0.31 4.26 0.88
postulate 1 11 0.16 9.09 0.86
utilize 1 13 0.16 7.69 0.79
record 2 56 0.31 3.57 0.76
migrate 1 15 0.16 6.67 0.73
plate 1 15 0.16 6.67 0.73
secrete 1 15 0.16 6.67 0.73
deposit 1 16 0.16 6.25 0.71
measure 5 197 0.78 2.54 0.70
estimate 2 61 0.31 3.28 0.70
evaluate 2 66 0.31 3.03 0.65
refine 1 21 0.16 4.76 0.61
retrieve 1 22 0.16 4.55 0.59
provide 3 133 0.47 2.26 0.57
see 6 290 0.94 2.07 0.53
exert 1 26 0.16 3.85 0.53
quantify 1 26 0.16 3.85 0.53
think 1 26 0.16 3.85 0.53
target 1 27 0.16 3.70 0.51
design 1 29 0.16 3.45 0.49
modulate 1 30 0.16 3.33 0.48
resolve 1 31 0.16 3.23 0.46
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suggest 7 359 1.10 1.95 0.46
decrease 1 33 0.16 3.03 0.44
reverse 1 33 0.16 3.03 0.44
distribute 1 35 0.16 2.86 0.42
set 2 98 0.31 2.04 0.42
exist 1 36 0.16 2.78 0.41
clone 1 42 0.16 2.38 0.36
compute 1 43 0.16 2.33 0.35
store 1 45 0.16 2.22 0.34
establish 1 48 0.16 2.08 0.32
label 1 50 0.16 2.00 0.31
display 1 51 0.16 1.96 0.30
support 1 59 0.16 1.69 0.26
develop 1 61 0.16 1.64 0.25
purify 1 64 0.16 1.56 0.24
collect 1 67 0.16 1.49 0.22
exhibit 1 71 0.16 1.41 0.21
reveal 1 71 0.16 1.41 0.21
yield 1 72 0.16 1.39 0.21
have* 2 1583 0.31 0.13 6.76
contain* 1 415 0.16 0.24 1.30
find* 1 296 0.16 0.34 0.70
bind* 2 374 0.31 0.53 0.60
compare* 2 307 0.31 0.65 0.35
obtain* 2 315 0.31 0.63 0.34
observe* 4 407 0.63 0.98 0.18
analyze* 1 149 0.16 0.67 0.14
add* 1 162 0.16 0.62 0.14
produce* 1 177 0.16 0.56 0.13
indicate* 3 328 0.47 0.91 0.09
determine* 5 390 0.78 1.28 0.00
examine* 1 106 0.16 0.94 0.00
generate* 1 127 0.16 0.79 0.00
include* 2 160 0.31 1.25 0.00
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investigate* 1 80 0.16 1.25 0.00
perform* 2 211 0.31 0.95 0.00
play* 1 78 0.16 1.28 0.00
prepare* 1 106 0.16 0.94 0.00
require* 1 129 0.16 0.78 0.00
study* 1 93 0.16 1.08 0.00
test* 1 86 0.16 1.16 0.00
Table A.19: Verbs occurring in the as-predicative con-
struction in the LAW subcorpus (corresponds to Ta-
ble 9.7)
word freq_pattern freq_corpus attr. rel. coll. str.
view 132 182 7.57 72.53 212.20
see 134 440 7.69 30.45 147.10
treat 85 166 4.88 51.20 117.14
regard 52 71 2.98 73.24 84.75
define 73 293 4.19 24.91 73.15
characterize 53 107 3.04 49.53 72.44
refer to 45 119 2.58 37.82 54.60
describe 63 341 3.61 18.48 54.30
understand 54 251 3.10 21.51 50.23
use 78 867 4.48 9.00 43.05
identify 44 342 2.52 12.87 31.06
perceive 25 78 1.43 32.05 28.51
conceive (of) 21 56 1.20 37.50 25.76
interpret 29 163 1.66 17.79 24.85
classify 15 31 0.86 48.39 20.67
recognize 35 404 2.01 8.66 19.15
think 32 341 1.84 9.38 18.60
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read 22 132 1.26 16.67 18.39
portray 9 11 0.52 81.82 15.71
cite 22 189 1.26 11.64 14.98
know 29 369 1.66 7.86 14.89
point to 12 44 0.69 27.27 13.08
code 8 15 0.46 53.33 11.72
invoke 15 135 0.86 11.11 10.15
dismiss 13 100 0.75 13.00 9.75
conceptualize 6 10 0.34 60.00 9.32
criticize 11 72 0.63 15.28 9.12
cast 8 34 0.46 23.53 8.36
accept 18 275 1.03 6.55 8.25
designate 5 10 0.29 50.00 7.30
depict 6 22 0.34 27.27 6.82
label 4 6 0.23 66.67 6.58
categorize 4 8 0.23 50.00 5.92
justify 15 281 0.86 5.34 5.87
count 6 33 0.34 18.18 5.69
construe 7 62 0.40 11.29 5.11
challenge 10 147 0.57 6.80 5.02
denounce 4 13 0.23 30.77 4.93
rely 14 327 0.80 4.28 4.45
attack 6 61 0.34 9.84 4.11
recast 3 8 0.17 37.50 4.08
establish 14 361 0.80 3.88 3.99
concretize 2 2 0.11 100.00 3.87
hail 2 2 0.11 100.00 3.87
mention 6 68 0.34 8.82 3.85
list 5 45 0.29 11.11 3.77
reject 11 249 0.63 4.42 3.74
consider 20 688 1.15 2.91 3.69
frame 5 52 0.29 9.62 3.47
herald 2 3 0.11 66.67 3.40
pass off 2 3 0.11 66.67 3.40
Continued on next page
346
Table A.19 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
recharacterize 2 3 0.11 66.67 3.40
praise 3 13 0.17 23.08 3.39
misinterpret 2 4 0.11 50.00 3.10
hire 4 45 0.23 8.89 2.74
hold out 2 5 0.11 40.00 2.71
defend 6 116 0.34 5.17 2.62
condemn 4 49 0.23 8.16 2.60
embrace 4 50 0.23 8.00 2.57
supplant 2 7 0.11 28.57 2.57
certify 4 51 0.23 7.84 2.54
speak of 2 8 0.11 25.00 2.45
recommend 3 29 0.17 10.34 2.35
espouse 2 9 0.11 22.22 2.34
name 3 30 0.17 10.00 2.30
register 3 31 0.17 9.68 2.26
veto 2 10 0.11 20.00 2.25
model 2 11 0.11 18.18 2.16
study 3 36 0.17 8.33 2.08
strike down 4 71 0.23 5.63 1.96
apotheosize 1 1 0.06 100.00 1.94
appraise 1 1 0.06 100.00 1.94
christen 1 1 0.06 100.00 1.94
delegitimatize 1 1 0.06 100.00 1.94
misstate 1 1 0.06 100.00 1.94
reconceive 1 1 0.06 100.00 1.94
refocus attention on 1 1 0.06 100.00 1.94
revere 1 1 0.06 100.00 1.94
re-vision 1 1 0.06 100.00 1.94
vest 1 1 0.06 100.00 1.94
write off 1 1 0.06 100.00 1.94
proclaim 2 15 0.11 13.33 1.90
look 7 215 0.40 3.26 1.88
emphasize 6 171 0.34 3.51 1.82
employ 6 178 0.34 3.37 1.74
Continued on next page
347
Table A.19 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
recite 2 18 0.11 11.11 1.74
take 19 920 1.09 2.07 1.73
train 2 19 0.11 10.53 1.70
brand 1 2 0.06 50.00 1.64
dole out 1 2 0.06 50.00 1.64
reinterpret 1 2 0.06 50.00 1.64
reintroduce 1 2 0.06 50.00 1.64
send out 1 2 0.06 50.00 1.64
displace 2 21 0.11 9.52 1.61
utilize 2 21 0.11 9.52 1.61
enlist 2 22 0.11 9.09 1.58
admit 3 56 0.17 5.36 1.56
uphold 4 102 0.23 3.92 1.51
present 7 258 0.40 2.71 1.50
imagine 4 105 0.23 3.81 1.47
champion 1 3 0.06 33.33 1.46
disguise 1 3 0.06 33.33 1.46
ridicule 1 3 0.06 33.33 1.46
salvage 1 3 0.06 33.33 1.46
set up 1 3 0.06 33.33 1.46
standardize 1 3 0.06 33.33 1.46
prescribe 2 28 0.11 7.14 1.38
structure 2 29 0.11 6.90 1.35
assail 1 4 0.06 25.00 1.34
deride 1 4 0.06 25.00 1.34
mock 1 4 0.06 25.00 1.34
single 1 4 0.06 25.00 1.34
calculate 2 30 0.11 6.67 1.33
couch 1 5 0.06 20.00 1.25
lump 1 5 0.06 20.00 1.25
rate 1 5 0.06 20.00 1.25
resort 1 5 0.06 20.00 1.25
eliminate 5 179 0.29 2.79 1.24
seize 2 34 0.11 5.88 1.23
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prove 5 181 0.29 2.76 1.22
appoint 2 36 0.11 5.56 1.19
talk about 2 36 0.11 5.56 1.19
abbreviate 1 6 0.06 16.67 1.17
pledge 1 6 0.06 16.67 1.17
skew 1 6 0.06 16.67 1.17
sum 1 6 0.06 16.67 1.17
envision 2 37 0.11 5.41 1.17
disqualify 1 7 0.06 14.29 1.11
reorganize 1 7 0.06 14.29 1.11
rank 1 8 0.06 12.50 1.05
offer 10 508 0.57 1.97 1.03
charter 1 9 0.06 11.11 1.00
equate 1 9 0.06 11.11 1.00
rationalize 1 9 0.06 11.11 1.00
settle upon 1 9 0.06 11.11 1.00
intend 4 154 0.23 2.60 0.98
execute 2 48 0.11 4.17 0.97
restate 1 10 0.06 10.00 0.96
set aside 1 10 0.06 10.00 0.96
underscore 1 10 0.06 10.00 0.96
quote 2 49 0.11 4.08 0.96
incorporate 3 101 0.17 2.97 0.95
manifest 2 51 0.11 3.92 0.93
break down 1 11 0.06 9.09 0.92
insert 1 11 0.06 9.09 0.92
proffer 1 11 0.06 9.09 0.92
propose 4 165 0.23 2.42 0.90
absorb 1 12 0.06 8.33 0.88
isolate 1 12 0.06 8.33 0.88
highlight 2 57 0.11 3.51 0.85
endorse 2 59 0.11 3.39 0.83
repudiate 1 14 0.06 7.14 0.82
set out 1 14 0.06 7.14 0.82
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silence 1 14 0.06 7.14 0.82
subsidize 1 14 0.06 7.14 0.82
institutionalize 1 15 0.06 6.67 0.80
entrench 1 16 0.06 6.25 0.77
interview 1 16 0.06 6.25 0.77
manage 2 65 0.11 3.08 0.76
maintain 4 189 0.23 2.12 0.75
strike 2 69 0.11 2.90 0.75
discard 1 17 0.06 5.88 0.75
discount 1 17 0.06 5.88 0.75
guard 1 18 0.06 5.56 0.72
premise 1 18 0.06 5.56 0.72
invalidate 2 69 0.11 2.90 0.72
honor 1 24 0.06 4.17 0.61
posit 1 24 0.06 4.17 0.61
analyze 3 148 0.17 2.03 0.61
remember 1 27 0.06 3.70 0.57
retain 2 88 0.11 2.27 0.57
deem 2 89 0.11 2.25 0.56
introduce 2 92 0.11 2.17 0.54
run 2 92 0.11 2.17 0.54
ban 1 30 0.06 3.33 0.53
function 1 31 0.06 3.23 0.52
appreciate 1 32 0.06 3.13 0.51
enact 2 99 0.11 2.02 0.50
favor 2 99 0.11 2.02 0.50
prefer 2 99 0.11 2.02 0.50
administer 1 33 0.06 3.03 0.50
enjoin 1 33 0.06 3.03 0.50
term 1 33 0.06 3.03 0.50
debate 1 34 0.06 2.94 0.49
terminate 1 35 0.06 2.86 0.48
overturn 1 36 0.06 2.78 0.47
respect 1 36 0.06 2.78 0.47
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explain 7 417 0.40 1.68 0.46
deploy 1 40 0.06 2.50 0.43
promulgate 1 40 0.06 2.50 0.43
elect 1 41 0.06 2.44 0.42
internalize 1 41 0.06 2.44 0.42
adopt 5 298 0.29 1.68 0.39
suppress 1 46 0.06 2.17 0.38
weigh 1 46 0.06 2.17 0.38
attribute 1 47 0.06 2.13 0.38
focus 5 332 0.29 1.51 0.35
aim 1 51 0.06 1.96 0.35
claim 6 384 0.34 1.56 0.33
object 1 54 0.06 1.85 0.33
truck 1 54 0.06 1.85 0.33
join 1 55 0.06 1.82 0.33
qualify 1 59 0.06 1.69 0.30
replace 1 59 0.06 1.69 0.30
compensate 1 61 0.06 1.64 0.29
link 1 61 0.06 1.64 0.29
preempt 1 63 0.06 1.59 0.28
contribute 1 65 0.06 1.54 0.28
market 1 65 0.06 1.54 0.28
prosecute 1 72 0.06 1.39 0.25
acquire 1 74 0.06 1.35 0.24
alienate 1 77 0.06 1.30 0.23
feel 1 83 0.06 1.20 0.21
preclude 1 84 0.06 1.19 0.20
distinguish 2 141 0.11 1.42 0.17
express 2 146 0.11 1.37 0.16
pursue 2 148 0.11 1.35 0.16
sue 2 148 0.11 1.35 0.16
judge 3 214 0.17 1.40 0.13
set 3 216 0.17 1.39 0.13
prohibit 3 221 0.17 1.36 0.13
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represent 3 248 0.17 1.21 0.12
have* 4 7709 0.23 0.05 33.22
make* 2 1838 0.11 0.11 6.62
provide* 3 1187 0.17 0.25 3.02
give* 1 846 0.06 0.12 2.99
require* 3 1001 0.17 0.30 2.17
suggest* 3 797 0.17 0.38 1.52
determine* 1 508 0.06 0.20 1.45
allow* 2 627 0.11 0.32 1.25
decide* 1 429 0.06 0.23 1.15
impose* 1 408 0.06 0.25 1.00
pay* 1 364 0.06 0.27 0.86
need* 1 392 0.06 0.26 0.83
mean* 1 330 0.06 0.30 0.71
reduce* 1 338 0.06 0.30 0.71
occur* 1 352 0.06 0.28 0.69
raise* 1 296 0.06 0.34 0.56
go* 1 321 0.06 0.31 0.55
produce* 1 275 0.06 0.36 0.41
protect* 4 591 0.23 0.68 0.36
bring* 2 339 0.11 0.59 0.35
address* 2 364 0.11 0.55 0.34
file* 1 215 0.06 0.47 0.28
agree* 1 217 0.06 0.46 0.28
examine* 1 217 0.06 0.46 0.28
engage* 1 245 0.06 0.41 0.27
refuse* 1 174 0.06 0.57 0.14
reveal* 1 175 0.06 0.57 0.14
review* 1 175 0.06 0.57 0.14
conduct* 1 176 0.06 0.57 0.14
pass* 1 182 0.06 0.55 0.14
operate* 1 189 0.06 0.53 0.14
turn* 1 203 0.06 0.49 0.13
assert* 1 209 0.06 0.48 0.13
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choose* 3 375 0.17 0.80 0.09
hold* 6 634 0.34 0.95 0.07
apply* 7 699 0.40 1.00 0.07
account* 1 100 0.06 1.00 0.00
add* 1 126 0.06 0.79 0.00
advance* 1 95 0.06 1.05 0.00
approve* 1 116 0.06 0.86 0.00
destroy* 1 112 0.06 0.89 0.00
develop* 3 314 0.17 0.96 0.00
discuss* 3 288 0.17 1.04 0.00
draw* 2 178 0.11 1.12 0.00
encourage* 2 190 0.11 1.05 0.00
evaluate* 2 223 0.11 0.90 0.00
exclude* 1 104 0.06 0.96 0.00
exercise* 1 154 0.06 0.65 0.00
grant* 2 258 0.11 0.78 0.00
implement* 1 157 0.06 0.64 0.00
imply* 1 94 0.06 1.06 0.00
include* 4 415 0.23 0.96 0.00
pose* 1 98 0.06 1.02 0.00
preserve* 1 101 0.06 0.99 0.00
promote* 2 187 0.11 1.07 0.00
publish* 1 92 0.06 1.09 0.00
question* 1 100 0.06 1.00 0.00
report* 1 125 0.06 0.80 0.00
select* 1 120 0.06 0.83 0.00
sell* 1 161 0.06 0.62 0.00
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Table A.20: Verbs occurring in the as-predicative con-
struction in the LC subcorpus (corresponds to Table 9.8)
word freq_pattern freq_corpus attr. rel. coll. str.
see 158 732 8.85 21.58 101.32
describe 103 313 5.77 32.91 86.21
regard 41 49 2.30 83.67 58.38
understand 62 212 3.47 29.25 48.45
characterize 41 89 2.30 46.07 41.82
define 46 147 2.58 31.29 37.62
view 31 56 1.74 55.36 35.08
read 64 387 3.59 16.54 33.75
refer to 31 101 1.74 30.69 25.29
interpret 23 50 1.29 46.00 23.74
use 46 301 2.58 15.28 22.96
present 33 155 1.85 21.29 21.31
conceive 22 55 1.23 40.00 21.08
treat 21 49 1.18 42.86 20.92
perceive 21 54 1.18 38.89 19.85
dismiss 17 35 0.95 48.57 18.23
identify 23 107 1.29 21.50 15.17
think of 19 70 1.06 27.14 14.67
portray 14 32 0.78 43.75 14.31
figure 15 39 0.84 38.46 14.28
depict 16 48 0.90 33.33 14.03
imagine 24 141 1.34 17.02 13.40
establish 23 140 1.29 16.43 12.53
represent 28 245 1.57 11.43 11.09
recognize 23 164 1.29 14.02 11.06
posit 9 22 0.50 40.91 9.09
experience 15 84 0.84 17.86 8.94
cite 13 60 0.73 21.67 8.92
take 37 532 2.07 6.95 8.11
position 8 25 0.45 32.00 7.15
know 24 288 1.34 8.33 6.91
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envision 7 19 0.39 36.84 6.81
look to 6 15 0.34 40.00 6.15
classify 5 10 0.28 50.00 5.78
reveal 17 182 0.95 9.34 5.76
consider 15 152 0.84 9.87 5.46
accept 11 84 0.62 13.10 5.34
conceptualize 5 12 0.28 41.67 5.30
denounce 5 14 0.28 35.71 4.92
claim 14 150 0.78 9.33 4.86
construe 4 8 0.22 50.00 4.70
mark 11 98 0.62 11.22 4.69
categorize 3 4 0.17 75.00 4.29
disguise 3 4 0.17 75.00 4.29
foreground 3 4 0.17 75.00 4.29
redescribe 3 4 0.17 75.00 4.29
acknowledge 9 80 0.50 11.25 3.95
diagnose 3 5 0.17 60.00 3.90
theorize 4 12 0.22 33.33 3.89
cast 7 52 0.39 13.46 3.68
inscribe 4 15 0.22 26.67 3.47
gloss 3 7 0.17 42.86 3.37
hail 3 7 0.17 42.86 3.37
employ 7 60 0.39 11.67 3.29
stage 5 29 0.28 17.24 3.27
denigrate 2 2 0.11 100.00 3.26
reconceptualize 2 2 0.11 100.00 3.26
unmask 2 2 0.11 100.00 3.26
select 4 18 0.22 22.22 3.14
class 2 3 0.11 66.67 2.79
instantiate 2 3 0.11 66.67 2.79
look upon 2 3 0.11 66.67 2.79
misread 2 3 0.11 66.67 2.79
reinterpret 2 3 0.11 66.67 2.79
frame 5 39 0.28 12.82 2.67
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situate 5 40 0.28 12.50 2.62
designate 3 12 0.17 25.00 2.61
defend 5 42 0.28 11.90 2.53
praise 5 42 0.28 11.90 2.53
reconstitute 2 4 0.11 50.00 2.49
refigure 2 4 0.11 50.00 2.49
bless 2 5 0.11 40.00 2.28
deride 2 5 0.11 40.00 2.28
install 2 5 0.11 40.00 2.28
recast 2 5 0.11 40.00 2.28
reconfigure 2 5 0.11 40.00 2.28
proclaim 3 16 0.17 18.75 2.24
look at 5 49 0.28 10.20 2.24
translate 6 70 0.34 8.57 2.21
fashion 3 17 0.17 17.65 2.16
adopt 5 52 0.28 9.62 2.13
allegorize 2 6 0.11 33.33 2.11
evaluate 2 6 0.11 33.33 2.11
hold up 2 6 0.11 33.33 2.11
incorporate 4 35 0.22 11.43 2.05
rewrite 3 19 0.17 15.79 2.02
offer 10 180 0.56 5.56 1.97
advertise 2 7 0.11 28.57 1.97
distinguish 6 80 0.34 7.50 1.94
account 4 38 0.22 10.53 1.92
introduce 5 59 0.28 8.47 1.90
condemn 3 21 0.17 14.29 1.90
approach 4 39 0.22 10.26 1.88
hold out 2 8 0.11 25.00 1.85
trope 2 8 0.11 25.00 1.85
elaborate 3 22 0.17 13.64 1.84
choose 6 84 0.34 7.14 1.84
redefine 2 9 0.11 22.22 1.75
resurrect 2 9 0.11 22.22 1.75
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retell 2 9 0.11 22.22 1.75
advocate 3 24 0.17 12.50 1.74
intend 4 46 0.22 8.70 1.64
cognize 1 1 0.06 100.00 1.63
delegitimise 1 1 0.06 100.00 1.63
dishonor 1 1 0.06 100.00 1.63
hire 1 1 0.06 100.00 1.63
induct 1 1 0.06 100.00 1.63
mistype 1 1 0.06 100.00 1.63
popularize 1 1 0.06 100.00 1.63
reconstrue 1 1 0.06 100.00 1.63
relish 1 1 0.06 100.00 1.63
stereotype 1 1 0.06 100.00 1.63
subsidize 1 1 0.06 100.00 1.63
take control of 1 1 0.06 100.00 1.63
justify 4 49 0.22 8.16 1.55
maintain 5 73 0.28 6.85 1.54
assess 2 12 0.11 16.67 1.50
invoke 5 76 0.28 6.58 1.47
picture 2 13 0.11 15.38 1.44
summarize 2 13 0.11 15.38 1.44
narrate 3 32 0.17 9.38 1.41
illuminate 2 14 0.11 14.29 1.38
welcome 2 14 0.11 14.29 1.38
bet 1 2 0.06 50.00 1.33
decenter 1 2 0.06 50.00 1.33
esteem 1 2 0.06 50.00 1.33
estimate 1 2 0.06 50.00 1.33
experiment 1 2 0.06 50.00 1.33
group 1 2 0.06 50.00 1.33
herald 1 2 0.06 50.00 1.33
institutionalize 1 2 0.06 50.00 1.33
look down on 1 2 0.06 50.00 1.33
look toward 1 2 0.06 50.00 1.33
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parse 1 2 0.06 50.00 1.33
rearticulate 1 2 0.06 50.00 1.33
reconceive 1 2 0.06 50.00 1.33
reinscribe 1 2 0.06 50.00 1.33
remap 1 2 0.06 50.00 1.33
repeal 1 2 0.06 50.00 1.33
reterritorialize 1 2 0.06 50.00 1.33
set down 1 2 0.06 50.00 1.33
sift 1 2 0.06 50.00 1.33
sneer 1 2 0.06 50.00 1.33
underplay 1 2 0.06 50.00 1.33
replace 4 60 0.22 6.67 1.28
list 2 16 0.11 12.50 1.27
reject 4 62 0.22 6.45 1.23
structure 2 17 0.11 11.76 1.22
manifest 3 38 0.17 7.89 1.22
underscore 2 18 0.11 11.11 1.18
uphold 2 18 0.11 11.11 1.18
preserve 5 92 0.28 5.43 1.18
coin 1 3 0.06 33.33 1.16
divest 1 3 0.06 33.33 1.16
forward 1 3 0.06 33.33 1.16
obliterate 1 3 0.06 33.33 1.16
pen 1 3 0.06 33.33 1.16
racialize 1 3 0.06 33.33 1.16
rediscover 1 3 0.06 33.33 1.16
station 1 3 0.06 33.33 1.16
utilize 1 3 0.06 33.33 1.16
disclose 2 19 0.11 10.53 1.14
specify 2 19 0.11 10.53 1.14
deploy 2 20 0.11 10.00 1.10
constitute 5 99 0.28 5.05 1.07
place 5 99 0.28 5.05 1.07
neglect 2 21 0.11 9.52 1.06
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point to 3 45 0.17 6.67 1.05
construct 4 72 0.22 5.56 1.05
demarcate 1 4 0.06 25.00 1.04
deplore 1 4 0.06 25.00 1.04
fault 1 4 0.06 25.00 1.04
glimpse 1 4 0.06 25.00 1.04
literalize 1 4 0.06 25.00 1.04
look on 1 4 0.06 25.00 1.04
predispose 1 4 0.06 25.00 1.04
ratify 1 4 0.06 25.00 1.04
tag 1 4 0.06 25.00 1.04
dramatize 2 22 0.11 9.09 1.03
evoke 3 48 0.17 6.25 0.99
propose 3 49 0.17 6.12 0.96
publish 5 107 0.28 4.67 0.96
address 4 78 0.22 5.13 0.95
bequeath 1 5 0.06 20.00 0.95
despise 1 5 0.06 20.00 0.95
indict 1 5 0.06 20.00 0.95
privilege 1 5 0.06 20.00 0.95
reenact 1 5 0.06 20.00 0.95
reimagine 1 5 0.06 20.00 0.95
spawn 1 5 0.06 20.00 0.95
report 2 27 0.11 7.41 0.88
castigate 1 6 0.06 16.67 0.88
downplay 1 6 0.06 16.67 0.88
necessitate 1 6 0.06 16.67 0.88
single 1 6 0.06 16.67 0.88
wield 1 6 0.06 16.67 0.88
set 4 87 0.22 4.60 0.83
configure 1 7 0.06 14.29 0.81
decry 1 7 0.06 14.29 0.81
discredit 1 7 0.06 14.29 0.81
elide 1 7 0.06 14.29 0.81
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extol 1 7 0.06 14.29 0.81
mobilize 1 7 0.06 14.29 0.81
model 1 7 0.06 14.29 0.81
satirize 1 7 0.06 14.29 0.81
worship 1 7 0.06 14.29 0.81
capture 2 31 0.11 6.45 0.78
pose 3 60 0.17 5.00 0.78
expose 2 32 0.11 6.25 0.76
grasp 2 32 0.11 6.25 0.76
eradicate 1 8 0.06 12.50 0.76
mount 1 8 0.06 12.50 0.76
render 3 61 0.17 4.92 0.76
relate 3 62 0.17 4.84 0.75
stress 2 33 0.11 6.06 0.74
displace 2 34 0.11 5.88 0.72
promote 2 34 0.11 5.88 0.72
register 2 34 0.11 5.88 0.72
draft 1 9 0.06 11.11 0.71
espouse 1 9 0.06 11.11 0.71
reappear 1 9 0.06 11.11 0.71
reproduce 2 36 0.11 5.56 0.68
apprehend 1 10 0.06 10.00 0.67
bring together 1 10 0.06 10.00 0.67
credit 1 10 0.06 10.00 0.67
efface 1 10 0.06 10.00 0.67
epitomize 1 10 0.06 10.00 0.67
internalize 1 10 0.06 10.00 0.67
investigate 1 10 0.06 10.00 0.67
profess 1 10 0.06 10.00 0.67
sacrifice 1 10 0.06 10.00 0.67
discuss 3 68 0.17 4.41 0.67
shape 2 37 0.11 5.41 0.66
abolish 1 11 0.06 9.09 0.64
adore 1 11 0.06 9.09 0.64
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execute 1 11 0.06 9.09 0.64
negate 1 11 0.06 9.09 0.64
prescribe 1 11 0.06 9.09 0.64
reread 1 11 0.06 9.09 0.64
focus 3 73 0.17 4.11 0.61
collapse 1 12 0.06 8.33 0.60
comprehend 1 12 0.06 8.33 0.60
exploit 1 12 0.06 8.33 0.60
reconstruct 1 12 0.06 8.33 0.60
set up 1 12 0.06 8.33 0.60
sum 1 12 0.06 8.33 0.60
deem 1 13 0.06 7.69 0.57
disregard 1 13 0.06 7.69 0.57
silence 1 13 0.06 7.69 0.57
value 1 13 0.06 7.69 0.57
join 2 45 0.11 4.44 0.54
quote 2 46 0.11 4.35 0.53
undermine 2 46 0.11 4.35 0.53
distort 1 15 0.06 6.67 0.52
presuppose 1 15 0.06 6.67 0.52
subsume 1 15 0.06 6.67 0.52
suspect 1 15 0.06 6.67 0.52
blame 1 16 0.06 6.25 0.50
formulate 1 16 0.06 6.25 0.50
intimate 1 16 0.06 6.25 0.50
eliminate 1 17 0.06 5.88 0.48
endorse 1 17 0.06 5.88 0.48
recommend 1 17 0.06 5.88 0.48
mention 2 51 0.11 3.92 0.47
affirm 2 52 0.11 3.85 0.46
retain 2 52 0.11 3.85 0.46
admire 1 18 0.06 5.56 0.46
own 1 18 0.06 5.56 0.46
print 1 18 0.06 5.56 0.46
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conduct 1 19 0.06 5.26 0.44
document 1 19 0.06 5.26 0.44
inherit 1 19 0.06 5.26 0.44
seize 1 19 0.06 5.26 0.44
deny 2 56 0.11 3.57 0.42
name 2 56 0.11 3.57 0.42
articulate 2 57 0.11 3.51 0.41
criticize 1 21 0.06 4.76 0.40
assign 1 22 0.06 4.55 0.39
attach 1 23 0.06 4.35 0.37
motivate 1 23 0.06 4.35 0.37
clarify 1 25 0.06 4.00 0.35
announce 1 29 0.06 3.45 0.30
govern 1 29 0.06 3.45 0.30
take up 1 29 0.06 3.45 0.30
visit 1 30 0.06 3.33 0.29
demand 1 31 0.06 3.23 0.28
display 1 31 0.06 3.23 0.28
impose 1 31 0.06 3.23 0.28
celebrate 1 34 0.06 2.94 0.26
embrace 1 34 0.06 2.94 0.26
ignore 1 34 0.06 2.94 0.26
occupy 1 34 0.06 2.94 0.26
enact 1 35 0.06 2.86 0.25
limit 1 35 0.06 2.86 0.25
recover 1 35 0.06 2.86 0.25
express 4 139 0.22 2.88 0.24
remove 1 36 0.06 2.78 0.24
build 1 37 0.06 2.70 0.23
acquire 1 38 0.06 2.63 0.22
confirm 1 40 0.06 2.50 0.21
contribute 1 41 0.06 2.44 0.21
deal 1 41 0.06 2.44 0.21
record 1 41 0.06 2.44 0.21
Continued on next page
362
Table A.20 – continued from previous page
word freq_pattern freq_corpus attr. rel. coll. str.
reinforce 1 41 0.06 2.44 0.21
explore 2 65 0.11 3.08 0.18
receive 2 68 0.11 2.94 0.17
repeat 2 70 0.11 2.86 0.17
realize 2 78 0.11 2.56 0.15
achieve 2 79 0.11 2.53 0.15
emphasize 2 83 0.11 2.41 0.14
hold 3 123 0.17 2.44 0.12
feel 5 192 0.28 2.60 0.09
proceed 1 42 0.06 2.38 0.00
have* 14 3529 0.78 0.40 20.73
make* 1 924 0.06 0.11 7.98
will* 1 648 0.06 0.15 5.24
write* 3 595 0.17 0.50 3.04
call* 2 399 0.11 0.50 2.13
give* 3 403 0.17 0.74 1.52
tell* 1 260 0.06 0.38 1.44
leave* 1 237 0.06 0.42 1.31
suggest* 4 379 0.22 1.06 0.91
create* 2 210 0.11 0.95 0.60
note* 1 148 0.06 0.68 0.57
draw* 2 189 0.11 1.06 0.47
continue* 1 132 0.06 0.76 0.42
speak* 4 284 0.22 1.41 0.37
think* 3 225 0.17 1.33 0.30
open* 1 107 0.06 0.93 0.28
insist* 1 114 0.06 0.88 0.28
play* 1 116 0.06 0.86 0.27
learn* 1 117 0.06 0.85 0.27
keep* 1 119 0.06 0.84 0.27
seek* 2 157 0.11 1.27 0.23
explain* 2 161 0.11 1.24 0.22
share* 1 88 0.06 1.14 0.14
require* 1 92 0.06 1.09 0.14
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fail* 1 97 0.06 1.03 0.14
mean* 4 214 0.22 1.87 0.09
show* 4 230 0.22 1.74 0.08
add* 2 101 0.11 1.98 0.00
assert* 2 92 0.11 2.17 0.00
assume* 2 89 0.11 2.25 0.00
attribute* 1 45 0.06 2.22 0.00
carry* 1 77 0.06 1.30 0.00
control* 1 58 0.06 1.72 0.00
depend* 1 63 0.06 1.59 0.00
determine* 1 57 0.06 1.75 0.00
embody* 1 55 0.06 1.82 0.00
examine* 1 52 0.06 1.92 0.00
expect* 1 65 0.06 1.54 0.00
face* 1 50 0.06 2.00 0.00
include* 1 83 0.06 1.20 0.00
involve* 1 70 0.06 1.43 0.00
judge* 1 48 0.06 2.08 0.00
lay* 1 47 0.06 2.13 0.00
observe* 2 95 0.11 2.11 0.00
perform* 1 59 0.06 1.69 0.00
point out* 2 88 0.11 2.27 0.00
produce* 5 233 0.28 2.15 0.00
recall* 2 98 0.11 2.04 0.00
reflect* 1 80 0.06 1.25 0.00
refuse* 1 69 0.06 1.45 0.00
remember* 2 110 0.11 1.82 0.00
resist* 1 69 0.06 1.45 0.00
separate* 1 64 0.06 1.56 0.00
signify* 1 57 0.06 1.75 0.00
state* 1 54 0.06 1.85 0.00
strike* 1 43 0.06 2.33 0.00
support* 1 58 0.06 1.72 0.00
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The journal title abbreviations are those used in the ISI Web of Knowledge
databases.171 Full titles are given in Tables 5.2–5.5.
MED subcorpus
AM J SURG PATHOL, (2002), 26 (1), 1-13
AM J SURG PATHOL, (2002), 26 (12), 1529-1541
AM J SURG PATHOL, (2003), 27 (1), 1-10
AM J SURG PATHOL, (2003), 27 (12), 1502-1512
AM J SURG PATHOL, (2004), 28 (1), 31-40
AM J SURG PATHOL, (2004), 28 (12), 1545-1552
AM J SURG PATHOL, (2005), 29 (1), 10-20
AM J SURG PATHOL, (2005), 29 (12), 1549-1557
AM J TRANSPLANT, (2002), 2 (1), 31-40
171See http://images.isiknowledge.com/WOK46/help/WOS/A_abrvjt.html for a
complete list of journals and abbreviations.
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AM J TRANSPLANT, (2002), 2 (10), 913-926
AM J TRANSPLANT, (2003), 3 (1), 17-22
AM J TRANSPLANT, (2003), 3 (12), 1501-1509
AM J TRANSPLANT, (2004), 4 (1), 41-50
AM J TRANSPLANT, (2004), 4 (12), 1958-1963
AM J TRANSPLANT, (2005), 5 (1), 21-30
AM J TRANSPLANT, (2005), 5 (12), 2830-2837
ANN SURG, (2002), 235 (4), 499-506
ANN SURG, (2002), 236 (6), 738-749
ANN SURG, (2003), 237 (1), 74-85
ANN SURG, (2003), 238 (5), 690-696
ANN SURG, (2004), 239 (1), 43-52
ANN SURG, (2004), 240 (5), 808-816
ANN SURG, (2005), 241 (1), 48-54
ANN SURG, (2005), 242 (5), 655-661
J BONE JOINT SURG, (2002), 84 (1), 1-9
J BONE JOINT SURG, (2002), 84 (12), 2123-2134
J BONE JOINT SURG, (2003), 85 (1), 10-19
J BONE JOINT SURG, (2003), 85 (12), 2276-2282
J BONE JOINT SURG, (2004), 86 (1), 2-8
J BONE JOINT SURG, (2004), 86 (12), 2589-2593
J BONE JOINT SURG, (2005), 87 (1), 3-7
J BONE JOINT SURG, (2005), 87 (12), 2601-2608
J ORTHOP RES, (2002), 20 (1), 40-50
J ORTHOP RES, (2002), 20 (6), 1139-1145
J ORTHOP RES, (2003), 21 (1), 20-27
J ORTHOP RES, (2003), 21 (6), 963-969
J ORTHOP RES, (2004), 22 (1), 13-20
J ORTHOP RES, (2004), 22 (6), 1161-1167
J ORTHOP RES, (2005), 23 (1), 1-8
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J ORTHOP RES, (2005), 23 (3), 501-510
J SPINAL DISORD TECH, (2002), 15 (1), 2-15
J SPINAL DISORD TECH, (2002), 15 (6), 469-476
J SPINAL DISORD TECH, (2003), 16 (1), 1-8
J SPINAL DISORD TECH, (2003), 16 (6), 502-507
J SPINAL DISORD TECH, (2004), 17 (1), 21-28
J SPINAL DISORD TECH, (2004), 17 (6), 477-482
J SPINAL DISORD TECH, (2005), 18 (1), 6-13
J SPINAL DISORD TECH, (2005), 18 (6), 471-478
J THORAC CARDIOV SUR, (2002), 123 (1), 33-39
J THORAC CARDIOV SUR, (2002), 124 (6), 1080-1086
J THORAC CARDIOV SUR, (2003), 125 (1), 49-59
J THORAC CARDIOV SUR, (2003), 126 (6), 1712-1717
J THORAC CARDIOV SUR, (2004), 127 (1), 12-19
J THORAC CARDIOV SUR, (2004), 128 (6), 826-833
J THORAC CARDIOV SUR, (2005), 129 (1), 53-63
J THORAC CARDIOV SUR, (2005), 129 (1), 9-17
SPINE, (2002), 27 (1), 11-15
SPINE, (2002), 27 (24), 2763-2770
SPINE, (2003), 28 (1), 9-13
SPINE, (2003), 28 (24), 2660-2666
SPINE, (2004), 29 (1), 9-16
SPINE, (2004), 29 (24), 2787-2792
SPINE, (2005), 30 (2), 211-217
SPINE, (2005), 30 (24), 2709-2716
PHY subcorpus
ARCH BIOCHEM BIOPHYS, (2002), 401 (2), 125-133
ARCH BIOCHEM BIOPHYS, (2002), 408 (2), 147-154
ARCH BIOCHEM BIOPHYS, (2003), 409 (2), 251-261
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ARCH BIOCHEM BIOPHYS, (2003), 420 (2), 237-245
ARCH BIOCHEM BIOPHYS, (2004), 421 (1), 1-9
ARCH BIOCHEM BIOPHYS, (2004), 432 (2), 129-135
ARCH BIOCHEM BIOPHYS, (2005), 434 (2), 221-231
ARCH BIOCHEM BIOPHYS, (2006), 450 (2), 123-132
BIOCHEM BIOPH RES CO, (2002), 293 (3), 881-891
BIOCHEM BIOPH RES CO, (2002), 299 (5), 681-687
BIOCHEM BIOPH RES CO, (2003), 300 (1), 16-22
BIOCHEM BIOPH RES CO, (2003), 312 (4), 889-896
BIOCHEM BIOPH RES CO, (2004), 313 (1), 8-16
BIOCHEM BIOPH RES CO, (2004), 325 (4), 1122-1130
BIOCHEM BIOPH RES CO, (2004), 326 (1), 7-17
BIOCHEM BIOPH RES CO, (2005), 338 (4), 1711-1718
BBA-MOL CELL RES, (2002), 1542 (1-3), 14-22
BBA-MOL CELL RES, (2002), 1593 (1), 29-36
BBA-MOL CELL RES, (2003), 1593 (2-3), 121-129
BBA-MOL CELL RES, (2003), 1643 (1-3), 11-24
BBA-MOL CELL RES, (2004), 1644 (1), 1-7
BBA-MOL CELL RES, (2004), 1693 (3), 167-176
BBA-MOL CELL RES, (2005), 1743 (1-2), 20-28
BBA-MOL CELL RES, (2005), 1746 (2), 85-94
BIOPHYS J, (2002), 82 (1), 19-28
BIOPHYS J, (2002), 83 (6), 2898-2905
BIOPHYS J, (2003), 84 (1), 185-194
BIOPHYS J, (2003), 85 (6), 3707-3717
BIOPHYS J, (2004), 86 (1), 254-263
BIOPHYS J, (2004), 87 (6), 3882-3893
BIOPHYS J, (2005), 88 (1), 639-646
BIOPHYS J, (2005), 89 (6), 4300-4309
NAT STRUCT MOL BIOL, (2004), 11 (1), 20-28
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NAT STRUCT MOL BIOL, (2004), 11 (12), 1173-1178
NAT STRUCT MOL BIOL, (2005), 12 (1), 10-16
NAT STRUCT MOL BIOL, (2005), 12 (12), 1037-1044
NAT STRUCT MOL BIOL, (2003), 10 (1), 13-18
NAT STRUCT MOL BIOL, (2003), 10 (12), 988-994
NAT STRUCT MOL BIOL, (2002), 9 (1), 61-67
NAT STRUCT MOL BIOL, (2002), 9 (12), 950-957
PROTEINS, (2004), 54 (1), 20-40
PROTEINS, (2004), 57 (4), 651-664
PROTEINS, (2005), 58 (1), 14-21
PROTEINS, (2005), 61 (4), 704-721
PROTEINS, (2002), 46 (1), 8-23
PROTEINS, (2002), 49 (4), 446-456
PROTEINS, (2003), 50 (1), 5-25
PROTEINS, (2003), 53 (4), 783-791
RADIAT RES, (2002), 157 (1), 8-18
RADIAT RES, (2002), 158 (6), 667-677
RADIAT RES, (2003), 159 (1), 3-22
RADIAT RES, (2003), 160 (6), 622-630
RADIAT RES, (2004), 161 (1), 1-8
RADIAT RES, (2004), 162 (6), 604-615
RADIAT RES, (2005), 163 (1), 26-35
RADIAT RES, (2005), 164 (6), 711-722
STRUCTURE, (2002), 10 (1), 23-32
STRUCTURE, (2002), 10 (12), 1619-1626
STRUCTURE, (2003), 11 (1), 31-42
STRUCTURE, (2003), 11 (12), 1485-1498
STRUCTURE, (2004), 12 (1), 11-20
STRUCTURE, (2004), 12 (12), 2113-2124
STRUCTURE, (2005), 13 (1), 17-28
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STRUCTURE, (2005), 13 (12), 1755-1763
LAW subcorpus
DUKE LAW J, (2002), 51 (4), 1179-1250
DUKE LAW J, (2002), 52 (3), 489-558
DUKE LAW J, (2003), 52 (4), 683-744
DUKE LAW J, (2003), 53 (3), 875-966
DUKE LAW J, (2004), 53 (4), 1215-1336
DUKE LAW J, (2004), 54 (3), 621-704
DUKE LAW J, (2005), 54 (4), 795-912
DUKE LAW J, (2005), 55 (1), 1-74
HARVARD J LAW PUBL P, (2002), 25 (2), 487-515
HARVARD J LAW PUBL P, (2002), 25 (3), 849-893
HARVARD J LAW PUBL P, (2003), 26 (1), 23-47
HARVARD J LAW PUBL P, (2003), 27 (1), 3-18
HARVARD J LAW PUBL P, (2004), 27 (2), 459-488
HARVARD J LAW PUBL P, (2004), 27 (3), 737-763
HARVARD J LAW PUBL P, (2005), 28 (2), 465-499
HARVARD J LAW PUBL P, (2005), 28 (3), 713-740
MICH LAW REV, (2002), 100 (7), 1980-1996
MICH LAW REV, (2002), 101 (3), 840-883
MICH LAW REV, (2003), 101 (4), 1102-1130
MICH LAW REV, (2003), 102 (3), 460-516
MICH LAW REV, (2004), 102 (4), 689-733
MICH LAW REV, (2004), 103 (3), 554-588
MICH LAW REV, (2005), 103 (4), 589-675
MICH LAW REV, (2005), 104 (3), 431-489
NEW YORK U LAW REV, (2002), 77 (1), 135-203
NEW YORK U LAW REV, (2002), 77 (6), 1491-1558
NEW YORK U LAW REV, (2003), 78 (4), 1357-1430
370
NEW YORK U LAW REV, (2003), 78 (6), 1929-2006
NEW YORK U LAW REV, (2004), 79 (1), 115-211
NEW YORK U LAW REV, (2004), 79 (6), 2029-2163
NEW YORK U LAW REV, (2005), 80 (1), 1-116
NEW YORK U LAW REV, (2005), 80 (5), 1366-1448
TEX LAW REV, (2002), 80 (3), 639-669
TEX LAW REV, (2002), 81 (1), 345-380
TEX LAW REV, (2003), 81 (3), 927-950
TEX LAW REV, (2003), 82 (2), 445-480
TEX LAW REV, (2004), 82 (3), 735-765
TEX LAW REV, (2004), 83 (2), 525-559
TEX LAW REV, (2005), 83 (3), 897-931
TEX LAW REV, (2005), 84 (2), 395-431
U CHICAGO LAW REV, (2002), 69 (1), 169-189
U CHICAGO LAW REV, (2002), 69 (4), 2007-2032
U CHICAGO LAW REV, (2003), 70 (1), 297-317
U CHICAGO LAW REV, (2003), 70 (4), 1581-1607
U CHICAGO LAW REV, (2004), 71 (1), 183-203
U CHICAGO LAW REV, (2004), 71 (4), 1383-1447
U CHICAGO LAW REV, (2005), 72 (1), 243-264
U CHICAGO LAW REV, (2005), 72 (4), 1473-1499
YALE LAW J, (2002), 111 (4), 993-1030
YALE LAW J, (2002), 112 (3), 447-552
YALE LAW J, (2003), 112 (4), 829-880
YALE LAW J, (2003), 113 (3), 621-686
YALE LAW J, (2004), 113 (4), 895-938
YALE LAW J, (2004), 114 (3), 535-590
YALE LAW J, (2005), 114 (4), 697-779
YALE LAW J, (2005), 115 (3), 680-726
VANDERBILT LAW REV, (2002), 55 (1), 57-126
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VANDERBILT LAW REV, (2002), 55 (6), 1845-1916
VANDERBILT LAW REV, (2003), 56 (1), 56-112
VANDERBILT LAW REV, (2003), 56 (6), 1592-1659
VANDERBILT LAW REV, (2004), 57 (1), 241-285
VANDERBILT LAW REV, (2004), 57 (5), 1883-1933
VANDERBILT LAW REV, (2005), 58 (1), 241-300
VANDERBILT LAW REV, (2005), 58 (5), 1493-1570
LC subcorpus
AM LIT, (2001), 73 (1), 47-83
AM LIT, (2001), 73 (4), 695-726
AM LIT, (2002), 74 (1), 1-30
AM LIT, (2003), 74 (4), 715-745
AM LIT, (2003), 75 (1), 1-30
AM LIT, (2004), 75 (4), 693-721
AM LIT, (2004), 76 (1), 1-29
AM LIT, (2004), 76 (2), 221-246
COMP LITERATURE STUD, (2001), 38 (1), 1-30
COMP LITERATURE STUD, (2001), 38 (4), 277-309
COMP LITERATURE STUD, (2002), 39 (1), 1-17
COMP LITERATURE STUD, (2002), 39 (2), 120-145
COMP LITERATURE STUD, (2003), 40 (1), 26-36
COMP LITERATURE STUD, (2003), 40 (4), 351-371
COMP LITERATURE STUD, (2004), 41 (2), 214-230
COMP LITERATURE STUD, (2004), 41 (3), 317-334
ELH, (2002), 69 (1), 1-19
ELH, (2002), 69 (4), 835-860
ELH, (2003), 70 (1), 1-34
ELH, (2004), 70 (4), 903-927
ELH, (2004), 71 (1), 1-28
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ELH, (2004), 71 (4), 839-865
ELH, (2005), 72 (1), 1-22
ELH, (2005), 72 (4), 769-797
J MOD LITERATURE, (2001), 25 (1), 1-16
J MOD LITERATURE, (2003), 25 (2), 38-49
J MOD LITERATURE, (2004), 26 (1), 17-31
J MOD LITERATURE, (2004), 26 (3), 1-11
J MOD LITERATURE, (2004), 27 (1), 1-13
J MOD LITERATURE, (2005), 27 (4), 27-36
J MOD LITERATURE, (2005), 28 (1), 1-24
J MOD LITERATURE, (2005), 28 (3), 1-24
MLN, (2003), 117 (5), 1069-1082
MLN, (2003), 117 (5), 943-970
MLN, (2004), 118 (5), 1111-1139
MLN, (2004), 118 (5), 1251-1277
MLN, (2005), 119 (5), 1058-1082
MLN, (2005), 119 (5), 905-929
MLN, (2006), 120 (5), 1066-1090
MLN, (2006), 120 (5), 986-1008
NEW LITERARY HIST, (2002), 33 (1), 1-20
NEW LITERARY HIST, (2002), 33 (3), 435-459
NEW LITERARY HIST, (2003), 34 (1), 19-42
NEW LITERARY HIST, (2004), 34 (4), 623-637
NEW LITERARY HIST, (2004), 35 (1), 17-40
NEW LITERARY HIST, (2005), 35 (4), 529-546
NEW LITERARY HIST, (2005), 36 (3), 341-358
NEW LITERARY HIST, (2006), 36 (4), 501-520
STUD ENGL LIT-1500, (2002), 42 (1), 1-24
STUD ENGL LIT-1500, (2002), 42 (4), 675-692
STUD ENGL LIT-1500, (2003), 43 (1), 1-17
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STUD ENGL LIT-1500, (2003), 43 (4), 773-797
STUD ENGL LIT-1500, (2004), 44 (1), 1-18
STUD ENGL LIT-1500, (2004), 44 (4), 693-713
STUD ENGL LIT-1500, (2005), 45 (1), 1-22
STUD ENGL LIT-1500, (2005), 45 (4), 787-812
TWENTIETH CENT LIT, (2001), 47 (1), 1-19
TWENTIETH CENT LIT, (2001), 47 (4), 444-466
TWENTIETH CENT LIT, (2002), 48 (1), 1-21
TWENTIETH CENT LIT, (2002), 48 (4), 363-392
TWENTIETH CENT LIT, (2003), 49 (1), 32-45
TWENTIETH CENT LIT, (2003), 49 (4), 421-448
TWENTIETH CENT LIT, (2004), 50 (1), 1-17
TWENTIETH CENT LIT, (2004), 50 (4), 337-367
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