So far, the dominant literature that has studied knowledge creation, transfer or absorption using social networks as explanatory variable has produced conflicting results. This research line has exponentially expanded in the last years and it has been always based on the perspective of social ties as channels where knowledge flows through. Different analysis using network structures, ego networks, social positions or relational properties has always worked on an implicit idea: social proximity describes knowledge proximity. Since innovation can be conceptualized as novel combination of knowledge, social proximity should be capable of describing how social structures affect innovative outcomes. However, vague and incoherent results are found across the literature. This may be due to the generalized assumption of an isomorphism between two spaces: the knowledge space, where innovators or researchers are located according to what they know; and a social space, where people are located according to who they know. This paper attempts to explore both dimensions as independent and assess the possibility of an isomorphism among their distances. The knowledge space is built upon the manifested compatibilities between cited papers or patents as a measure of distance between their authors, while the social space is represented by the social network scholars belong to. The overlooked interaction of these two spaces determines the potentiality of innovating since it is necessary to combine knowledge and the people who have it. After a theoretical review and analysis, an empirical test is performed. The data set comes from the research activity of 3 research departments of a Spanish University: Economics, Statistics and Business. Given the particular characteristics of the research activity and the organizational structure, the email network is taken as a representation of social ties among scholars. On the other hand, published and working papers produced by these departments are used to describe the knowledge space. Social closeness ?measured by the intensity of email activity between two researchers? is contrasted with expertise proximity ?evaluated according to bibliometric techniques?. Due to the anonymity of the email database and the consequent complexity of detecting an isomorphism between two sets of different size and without a rule of identification, I designed and used a special algorithm capable of confirming the absence of the isomorphism. Afterwards, I conducted a sociometric survey for corroborating results. I found knowledge and social distances to be significantly different implying that social spaces would not perform well as a proxy for knowledge spaces. Therefore, social distances, instead of substituting knowledge distances, should complement them when explaining innovation outcomes. 
Introduction: Innovation as a social outcome
During the last decades there has been an explosion of social network analysis in many scientific areas and the research on innovation has not been the exception (Phelps et al., 2012) . As in any other activity we practice as social beings, innovation is certainly constrained by the social surrounding (Granovetter, 1985) in the sense that it cannot be reducible to the study of individuals but it must be understood by considering the collective. Rich friends might support your ideas, highly educated colleagues of your university can help you developing a project, or your firm's neighborhood might stimulate your innovation performance. However, differently to other areas, in the innovation field the social network analysis might offer more than just considering its social dimension. As I will explain in the following paragraphs, given some contextual conditions, social networks' structures of innovators or researchers may mimic knowledge structures. Such property makes social networks the perfect candidate to study how innovation is built upon knowledge.
Usually attributed to Schumpeter (1939) , one of the most famous definitions understands innovation as novel combinations of knowledge. Instead of stressing on other aspects, this definition focuses on their theoretical genesis what it makes very difficult to be unfolded into observable phenomena. No one can keep track of those mental processes that combine knowledge and ideas inside an innovator's head. However, the innovation literature might have found in the social network analysis an attractive solution for the operationalization of the concept. In order to observe how knowledge is combined, the scale of the problem must be changed. Instead of thinking on a lonely inventor reading books and using a board for designing new ideas, we should think on her as incapable of dealing with the necessary knowledge to innovate, and thus, forced to collaborate with others. This assumption is very realistic given the widening gap between the average person's intelligence and the intrinsic complexity of the knowledge we are immersed in nowadays. Not only in terms of what we should know to innovate but also as the combinatorial problem that the searching process represents (Sorenson et al., 2006; Fleming and Sorenson, 2001, 2004) . Looking for the best possible combinations easily exceeds the capacity of a single person. As a consequence, the dependence on intellectual collaboration is not an option but an unavoidable necessity that can be taken as the starting point for any analysis on innovation.
When the complexity of knowledge outruns the capacity of individuals, they must specialize in small knowledge subsets and collaborate with other specialists in order to embrace wider areas Zander, 1992, 1996) . Collaboration is the way in which knowledge interacts through people. Sociology has a long record of considering social ties as channels or conduits where knowledge flow through (Granovetter, 1985; Burt, 1992; Uzzi, 1996; Podolny, 2001; Owen-Smith and Powell, 2004) , what constitutes the cornerstone of any social analysis of knowledge creation. By definition, social interaction is built on communication, and therefore, it is capable of transmitting information from one party to another. Thus, controlling for the pertinent characteristics of people, relations and content of the transmission, a social structure of interactions should be capable of describing how knowledge is routed among them.
Since people are forced to interact in order to deal with the knowledge they cannot manage by themselves, the social network analysis offers a powerful tool to capture the resulting combinations of knowledge. When people need to specialize in infinitesimal areas of knowledge innovating demands many participants. Then, by observing the social network they form we could have a clear picture of how knowledge is being combined. That is why, when applied to this field, social networks offer more than a social analysis. They may mimic the knowledge structure and therefore, they could describe how knowledge is generated. This outstanding property is what makes the social network analysis the rising star in this field Phelps et al. (2012) .
However, all that glitters is not gold. The innovation literature may have pushed this relation too far. When social networks are used to understand innovation as combinations of knowledge, a direct correspondence between social proximity and knowledge similarity is generally assumed. If we think innovators as located in a social space according to who they know and in a knowledge space according to what they know, what the literature generally assumes is an isomorphism between these two spaces. Even though both spaces are not independent since people might build relations with similar people or the other way around, the assumption of an isomorphism might be too simplistic.
Assuming that the social and the epistemic space are isomorphic, so far, all claims made by the literature linking innovation and social networks are corollaries of this idea. As an example, from the seminal work of Granovetter (1973) many scholars have analyzed social networks at the relational level, i.e. focusing on characteristics of the social tie and how it influences on its ability to transfer knowledge (Uzzi, 1996; Nahapiet and Ghoshal, 1998) . It is generally accepted that while strong ties are able to transmit complex and sensitive information and weak ones cannot, the latter have the ability to bring fresh and distinct information from further groups (Bouty, 2000; Hansen, 1999; Reagans and McEvily, 2003; Perry-Smith, 2006) . As it can be observed, this is a logical consequence of the isomorphism: weak ties, in a social network analysis are considered as direct but distant edges. Thus, as distant social relations, they are able to bring distant (different) knowledge. In both cases, the correspondence between social and knowledge proximity explains the ability to innovate.
At a structural level, social networks applied to innovation are also treated as isomorphic to the knowledge space. When considering particular positions in a network, the cohesion criterion indicates how rich and diverse is the knowledge a person can have access to (Phelps et al., 2012) . For example, it is stated that central players get the greatest amount of information in the network since they are located at the closest position to the rest of the members and this affects their ability to innovate (Newman, 2001 (Newman, , 2010 Granovetter, 1992; Tsai, 2001; Tsai and Ghoshal, 1998) . On the other hand, boundary spanners are also influenced by their position in the network: they are far from the center of their group but closer to the exterior, what it means that they are more permeable to foreign knowledge and less attached to internal one (Tortoriello, 2005; Tortoriello and Krackhardt, 2010) .
One of the cornerstones of the social network analysis is also based on this isomorphism. Burt (1992) proposed the concept of the structural hole as the situation when a social actor has nonredundant contacts, and therefore, it is expected to have access to non-redundant information. Again, a person who is located at a structural hole will be closer to those sides that she is bridging, and therefore, closer to the knowledge they have. Furthermore, when the structural hole is broken by closing triads, the variance of distances among nodes decreases as the differences in knowledge between people do (Tortoriello and Krackhardt, 2010) .
Those researchers that use a more holistic approach considering the whole network structure are not the exception concerning this issue. In structural analysis, the probability of knowledge transfer between individuals is considered to diminish as the path length between them increases (Reagans and Zuckerman, 2001; Reagans and McEvily, 2003; Singh, 2005; Phelps et al., 2012) . Therefore, for instance, density of social networks is considered to foster common knowledge and shared meaning as it decreases the diameter of the network and the heterogeneity of distances among nodes (Tortoriello and Krackhardt, 2010; Kogut and Zander, 1996; Woodman et al., 1993) . Small-world structures, as another example, are also expected to achieve an optimal equilibrium for innovation because of their clusterization combined with a small diameter due to the presence of bridges that jump from cluster to cluster (Fleming and Waguespack, 2007) . As it forms a neardecomposable structure, i.e. it achieves a balance between concentration and breadth, small-world structures are said to be optimal for innovation since near-decomposable structures of knowledge are (Yayavaram and Ahuja, 2008; Levitan et al., 1999) .
Without trying to be exhaustive, the former examples show that the mainstream research on knowledge creation and social networks directly assumes an isomorphism between social and knowledge structures. Considered a consequence of the increasing gap between knowledge complexity and average human intelligence that drives researchers to reduce their area of expertise so much that they can be taken as fundamental pieces of the entire body of knowledge embedded in society, their collaborative relations are considered as manifested knowledge compatibility. Although so far social networks have been used in a broad perspective, not in order to track particular pieces of knowledge but to explain mainly its heterogeneity, this assumption of isomorphism must be revised. It might be the source of conflicting results in the empirical analysis as Phelps et al. (2012) shown in their literature review, or a simple neglect about the distinction between social and human capital (Nahapiet and Ghoshal, 1998) . This paper does not pretend to discuss how social structures affect knowledge transmission or creation but it seeks to challenge the isomorphism taken for granted by many papers that research on innovation as socially driven. Are social spaces isomorphic to knowledge spaces? So far, the literature has overlooked this question. Should the previous question be negatively answered, a large part of that research should be revised.
In the following sections I will discuss the theoretical construction of both spaces innovator are embedded in when creating knowledge. Then, I will perform an empirical analysis on three Research Departments of an University to end up with the results and their posterior discussion.
The two spaces
The study of innovations and social networks has been based on a major assumption. As explained before, when knowledge creation is understood as recombination of prior knowledge, the social dimension might help explaining much of this process. Since social relations are based on information exchange, the structures they form could describe how knowledge might be combined along its transmission across people. This reasoning has led scholars to implicitly treat social closeness as knowledge similarity, and thus, social structures as isomorphic to knowledge structures, the ground where much empirical research on innovation has been conducted on.
As any assumption, if fake, the subsequent logical reasoning does not grantee the truth of its deductions. Assumptions must be tested and corroborated in order to state their coherence with the empirical experience. The literature on knowledge networks has never thrown doubt on one this cornerstone assumption and this is what this paper intends to do.
A proper examination of the assumed isomorphism between the social and knowledge space should be conducted in order to state the validity of the social network approach for studying innovation as combination of knowledge. This is what I will endeavor to in the this section. As I am going to challenge this assumption where much literature has built and tested different hypothesis, a clear distinction must be made between the social and the knowledge space. To judge whether they are isomorphic implies considering both spaces as ontologically independent phenomena, and therefore, they should to be independently constructed in order to study their similarity.
However, the separation of both phenomena might not be trivial. While social closeness can be captured by simple means, the similarity among what two persons know represent a bigger challenge because of the inherent difficulty to define knowledge. Social relations are built on repeated interaction and therefore they are potentially observable. On the other hand, it is almost impossible to define knowledge without triggering a infinite debate about its nature. As a consequence, there is not simple mean of observing what people knows and how similar it is respect to what others know. This might be the reason there is not much research on how people combine their knowledge by actually considering what they know.
In order to unfold what it has been assumed as identical by independent measures, a proper data set is required. As long as innovation is considered as knowledge recombination through people interaction, the data set must contain a group of people collectively generating knowledge for capturing their collaborative activity and their knowledge background. For doing so, this paper will analyze the activity of three Research Departments of a Spanish University as a very suitable context for assessing the existence of an isomorphism between social and knowledge distances among members. Considering academic research as a similar phenomenon to innovation as knowledge creation based on prior knowledge, the two spaces will be built as analytic tools to explore whether there is a resemblance strong enough to be taken as isomorphic. Even though the scale of the empirical exercise is modest, the technique is suitable for larger cases.
The knowledge space
Describing innovation as happening in a knowledge space does not have any ontological commitment but it is only a conceptualization based on a human cognitive dimension. It tries to capture an intuitive way of thinking not only knowledge but any phenomena we perceive. This is what Simon (1962) referred as a hierarchical way of understating. Our cognitive system is expert on finding patterns, on discovering similarities and dissimilarities between objects that end up in hierarchical classifications. The abstract perception of knowledge is not the exception. In the academic argot, expressions such as 'fields of science', 'research gaps', 'branches of knowledge' or 'research area' among others illustrate this. This section will discuss some explicit methods of capturing this perception that can be translated into a spatial concept.
In order to analyze whether there is an isomorphism, a knowledge space must be constructed independently from the social space. This space would describe distances among knowledge content of different knowledge supports. In the case of this paper, researchers would be located in the knowledge space according to what they know such that their distances reflect the similarity of their expertise.
However, it is not trivial to capture something as a knowledge distance since the concept of knowledge itself is very hard to define and operationalize. The definition of knowledge, though, might be not necessary to capture differences among knowledge content either in people or other supports. When studying knowledge creation understood as knowledge recombination, the goal of defining knowledge proximity is functional to analyze how likely or potentially combinable are what people know. Across the innovation literature there is this idea of an optimal heterogeneity of knowledge to obtain a succesfull innovation. Redundant knowledge brings nothing new while totally different and unrelated knowledge impedes any attempt of combination. Therefore, something in the middle may achieve the perfect breeding ground for innovations, gathering knowledge not so much heteregenous neither much homogeneous (Yayavaram and Ahuja, 2008) . The idea of potential compatibility is the one we want to capture to understand innovation and it can be thought in terms of distances.
That is why I consider knowledge distances as manifested compatibility. Those knowledge elements that were combined into new knowledge are compatible and the other way around. The compatibility does not refer to inherent condition to be combined but to a manifestation of such. For instance, if an architect consults expert civil engineers and geologists in order to build the foundations of a skyscraper, their areas of expertise manifest to be compatible to develop new knowledge. Knowledge needs not to be defined to manifest their structure.
Based on this approach, several methods can be used to study similarity between knowledge content in different supports. Probably the most straightforward approach to capture differences in knowledge is its explicit classification. This might be the oldest method, performed from ancient philosophers to modern scientific journals. Taxonomies as JEL (Journal of Economic Literature) or AMS (American Mathematical Society) codes for papers in economics, mathematics and statistics, or the USPC (U.S. Patent Classification) for US patents are examples of this approach. These classifications seek to divide an entire set of possibilities according to some criteria such that those objects considered as significantly different are classify with different labels.
Based on the previous technique of pre-established taxonomies, Yayavaram and Ahuja (2008) proposed an interesting way of analyzing knowledge structures. They considered a patent as a link between those technological classes the patent was classified into. Then, taking a firm's portfolio of patents it could be seen how often two technological classes were linked, and thus, where was stronger the knowledge of the firm. This approach could be generalized to the entire universe of patents to have a complete network that picture how technological classes are related, and therefore, how knowledge and products structure on a knowledge space. Heavy linked categories would indicate highly compatible technological categories and the network of categories would depict distances between unrelated categories. The same conceptualization would apply for academic papers with an equivalent classification like the JEL code.
Even though this approach is very simple to understand, it lacks of enough flexibility in evolving contexts. Categories are preset by experts seeking to divide the entire universe of possibilities in representatives groups. But when science or technology evolves towards higher complexity, categories eventually become obsolete, insufficient, or not enough fine-grained to describe the internal subdivisions of previous categories. Imagine that the category 'automobile' was pretty precise when the car was invented, but few decades after, the spectrum of automobile vehicles had increased so much that it needed many new subcategories to capture the variety. Equivalently, JEL or USPC categories will eventually fall short in describing the space where papers or inventions are located, and the entire taxonomy must be restated with the associated cost of changing. That is why, other approaches have been proposed. When analyzing academic papers or patents, there is an alternative way describing a knowledge space that dispenses with categories. Either papers or patents explicitly refer to previous papers or patents they were based on. Then, we can let knowledge creation to happen and keep track of these combinations. What is combinable will be eventually combined and the network of combinations, throughout time, will draw clusters of suitable or successful technologies or knowledge (Fleming and Sorenson, 2001, 2004; Sorenson et al., 2006) . These clusters should converge to the categories used in the previous approach although not necessarily. This way of describing the technological or knowledge space evolve ignoring failed research, creating new space for successful branches, and allowing any fine-grained description as it is needed.
Networks of citations are the ones that keeps track of combinations in the generation of knowledge. This analysis relies on the explicit references a paper or a patent does regarding previous work it was built upon. The network of citations describes distances between papers (or patents) as if they were located in a knowledge space and, as such, it constantly reshapes as science or technology evolve.
A citation indicates that the citing paper uses the knowledge of the cited paper as its component (Fleming and Sorenson, 2001; Martinelli, 2011) . The set of a paper's referenced papers manifest to be combinable and should be closely located in a knowledge space. Since researchers aim to contribute with new knowledge, and therefore, to show their contribution, they must accurately identify the knowledge frontier by the references they used. Thus, they should be a precise criterion to indicate the components of research or innovations, even more when considering that references also double checked by independent experts when papers are published or patents are evaluated to be patented.
Summing up, by using a citation approach, I can propose a measure of knowledge content similarity based on manifested compatibility in order to build a a knowledge space using as a unit of knowledge a scientific paper or patent. For the sake of the analysis, once a measure of compatibility is defined as a distance, I can propose a metric space that generates the whole set of distances between any considered knowledge component. As it describes knowledge, I refer to this space as a knowledge space. There I could locate people according to their area of expertise, such that people whose expertise often complement in research or innovations are epistemically close, and people whose specialties are hardly combinable would be far located. This epistemic space would be able to explicitly capture the intuitive idea we have about the structure of knowledge.
The social space
In the innovation literature social networks are used for explaining process of knowledge recombination. Since knowledge flows through communication between people, different structures and locations within the network affect the innovative performance. As evident and intuitive it might seem this idea, social networks have been forced to describe more than they can. Explaining knowledge recombination when it is ignored how knowledge is spread across people turns out to be impossible. That is why, for bypassing this problem, social networks are assumed to describe knowledge similarity among its members by social closeness. Since in this paper I intend to assess the assumed isomorphism between both structures, I must consider the social dimension.
Knowledge creation is intrinsically a social process. Particularly when facing high complex knowledge, since people specialize and rely on others' knowledge as the only way to learn, process and create new knowledge. Social relations work as wires that connect people's intellects in a very complex landscape of interactions. This web of knowledge conduits is what conforms the social space where innovators are embedded in.
The idea of a social space is pretty intuitive. Everyone has a perception of social closeness to others, not only from those we know directly or indirectly but, as Milgram (1967) showed in his famous research, from unknown people. The social space as the network of relations among persons would describe social distances understood as the effort of routing knowledge from one person to another, or the likelihood that knowledge reach one person from another. In the social space, friends, acquaintances and colleagues would be closely located, whereas distantly related people would be further. As the knowledge space, this space is also built on a relational approach, but instead of compatibility of components, the social space uses social ties to describe direct distances between people, and indirect ties to measure the rest of the distances.
Since social proximity increases the chances of sharing information, the innovation literature has devoted to capture social networks among innovators in order to study how their access to knowledge affect their performance. However, capturing a social network is not trivial not only because it is a dynamic structure that constantly change but also because it is difficult to define and capture social relations. Different ways of registering a social network have been used along the literature.
Some researchers have used the co-authorship criterion to detect social structures. Co-authorship considers that two researchers (or inventors) are linked if they published (or registered) together a paper (or patent). It has been broadly studied across the literature on innovation since it describes social collaborative ties and therefore flows of knowledge between researchers (or inventors) (Newman, 2001 (Newman, , 2004 Pepe, 2011) . The underlying logic here is that if two researchers work together, they necessarily have a collaborative link built upon communication. However, there is another reading of what is a link a co-authorship network: knowledge proximity. Two researchers that work on the same paper necessarily share knowledge. And, since time and resources are scarce, and a professional researcher must publish in the area s/he thinks will have the best chance to publish, then, scientists will work on papers related with their best expertise. Hence, co-authorship means that the authors' areas of expertise coincide and complement. Summing up, the network of co-authorship can be seen as an knowledge space as well and therefore I will ignore this approach.
The co-authorship criterion may be chosen for researchers because of its methodological simplicity when social relations are difficult to define and capture. Beyond this approach, two general methods to capture social networks are used in the literature. The first consists on sociometric surveys where a set of questions intend to make people reveal who and how they are related with others. Among the different problems a survey might face, when devoted social networks it deals with a particular issue: the rate of response. The absence of a tiny percentage of individuals' answers can radically affect the entire topology of the social network.
The second method is based on communicational electronic data sets. During the last years, the use of these data sets has arisen as an alternative source of information for capturing social networks. The increasing availability of electronic records of communicational activity along with major computational power triggered a new wave of large scale social network analysis. Among other advantages, these data sets are easier to collect, are exhaustive since they do not depend of the collaborative attitude of the surveyed person, and they are far more detailed than a survey can be specially with longitudinal records. However, they are not exempt from doubts. Some researchers question how new means of electronic communication could affect the way we relate with people (Treviño et al., 2000) , others question how accurate they are reflecting surveyed-based social networks (Grippa et al., 2006; Lex et al., 2011) . Beyond these debates, networks of electronic communication are broadly used as to describe social networks (Gloor et al., 2003; Guimera et al., 2003 Guimera et al., , 2006 Kossinets and Watts, 2006; Wellman et al., 1996) .
In this paper I will use these two approaches in order to reveal social closeness among researchers towards a comparison with knowledge similarity of their area of expertise. As I will explain later on this research, the electronic data set of communicational activity will be used to calculate social distances among members of the sampled University while the survey-based approach will be considered to locally check knowledge distances. The general idea is to evaluate researchers in a social space as the one that determines how likely they collaborate and share knowledge.
Empirical approach
The goal of this paper is to empirical assess the assumed correspondence between social and knowledge distances that has lead the literature on studying knowledge creation by using social networks. For that purpose I intend to independently construct both the knowledge and social structure a group of academic researchers are embedded in for analyzing the possible presence of an isomorphism.
The data set for this empirical analysis comes from the research activity of a Spanish University. Three Research Departments were considered: Economics, Statistics and Business Department. The three of them have successful indexes of scientific publication and there is some overlapping in research topics. At the same time, there is much social interaction. Their buildings are closely located, not further than 100 meters in the same campus, so physical interaction is quite common.
As Research Departments, scholars performed knowledge-intensive tasks. There is almost no other task rather than teaching and researching, but it is the latter the one that constitute the main goal. Scholars aim to create knowledge and because of that, collaborative links are expected to happen. Indeed, when there is not any need of specific equipment as laboratories or machinery as in social sciences usually happens, the essence of having scholars working under the same roof is to stimulate collaboration. In other words, these Research Departments constitute the perfect ground to study how knowledge is collectively generated since their main goal is such and social activity is expected to happen as an essential part of the process.
Furthermore, the research activity of these people manifest in academic papers that can eventually be published in specialized journals. As mentioned before, academic papers sometimes are classified by scientific codes to determine areas of study and they explicitly reference the previous work they are based on. Either way, they can provide much information about the knowledge activity within the Research Departments.
Based on the conception of an academic researcher as collaborating with others and creating knowledge from the recombination of what she knows and colleagues know, I will assess whether the social network of researchers is isomorphic to the knowledge structure that characterize them, so the social network could be use to explain knowledge interaction ignoring the other one.
The knowledge space
In the previous sections it was discussed how to assess similarities (or distances) among researchers according to what they know. For doing this, I will analyze the academic papers three Research Departments produced. I consider these papers as new knowledge generated by combining previous knowledge that also manifest what authors know.
To describe the knowledge structure of the Economics, Statistics and Business Research Departments I collected information from their respective official annual records. These annual reports of research activities are a list of all published and working papers produced during a natural year described by title, authors, and journal (in case of a published paper). I expanded this information including JEL or AMS code (when possible), year, department and research area inside the department. Considering years 2008, 2009 and 2010, these records contain 606 papers.
Given that not all the papers but a minority of them were classified in JEL or AMS code, the use pre-established taxonomies of knowledge was discarded. The analysis of their content, then, was based on papers' references as indicators of previous knowledge the research was based on. The network of citations can be considered as a self-organized system that describe the knowledge space. However, few data bases attempt to record the complexity of these patterns, and no one could be used for this paper. Although wide and well-known data bases of paper citations as the Web of Knowledge or Google Scholar can be consulted to analyze citation patterns, since some papers of this University are working papers (not yet registered in these data bases) and others were published in non-indexed journals I had to call on another source. Furthermore, even if a paper is registered in these citation bases, most of the times they do not exhaustively account for all the references a paper does because of the intrinsic difficulty of gathering and linking all this information.
For that reason I constructed my own data base accounting for all references declared by every paper registered in the official records during the three analyzed years. An algorithm was trained to store references from academic papers in PDF format identifying author(s), title and year of publication as three different alphanumeric fields. For the sake of simplicity, even though the data base involves three consecutive years, papers were considered as simultaneously produced, ignoring cross references inside the data base. As a result, the whole set were constituted by 606 papers with 19,028 references in total. A paper's references indicates its knowledge components and thus, they reveal where its authors are exploring the knowledge space. So, in order to account for shared components that could indicate similarity, I sought for common references among papers. Since they were not indexed and they were stored as alphanumeric information, in order to find coincidences between every pair of paper's references I used text mining techniques. Combining the Levenshtein string metric for analyzing authors' name and title similarity, and checking with year of publication, coincidence of references were detected. As a result, the group of registered 606 papers collectively cite 12,365 papers as references. The citing group and the cited group work as a bipartite network since I ignore references within both groups. Differently to other citation analyses this data set considers all papers and working papers produced by the University and all their references.
As a consequence of the way it is constructed, the data set only considers backward citation. Even though taking into account forward citation would improve the analysis, I ignored them since papers in my data base have been recently produced and not all of them have been published -what makes impossible to be cited. Furthermore, understanding knowledge creation as recombination of knowledge, backward citation clearly fits the idea of an author stating what has she combine in order to generate her new piece of knowledge. In other words, backward citation can describe knowledge content of a paper while forward citation does not but it describes how a paper is interpreted by other authors.
Then, in order to describe similarities about the knowledge content of papers, I relied on the concept of structural equivalence considering only backward citations. It would be expected for two papers with similar references to be researching on the same knowledge area. The more references they share, the closer their knowledge location should be. In the citation network, when two papers have identically the same references , they are structural equivalent. As a logical consequence, they must be equally distant to all the rest of the nodes in term of geodesics, and therefore, they would be located in the same coordinates in the non-euclidean space the network is describing. In other words, structural equivalence can be considered as the zero distance in the space associated to the citation network that I consider the knowledge space.
The property of being structural equivalent, though, is dichotomous: either two papers are structural equivalent or they are not. Because it is very unlikely to find two papers with identical references, a graded version of this concept has to be used to capture the entire range of papers which share references although not all of them. Generally, in network theory, similar nodes are expected to connect to the same set of nodes. This idea applies to citation networks as bibliometric coupling and it is generally assumed to depict similarity (Newman, 2001) . It states that if two papers have common references, they research on similar areas. Therefore, accounting for shared references between each pair of papers from the the database I used two measures of similarity: the standard cosine similarity which in large data sets converges to the Pearson coefficient which is also used as standard measure of similarity; and one developed by myself that I will refer in this paper as intersection of references, such that if x and y are papers, both of these measures of distances satisfy: •
As they observe these properties they can be used to build a metric space which I will consider as the knowledge space. After eliminating repeated papers between Research Departments and years, and discarding those papers that were isolated from the main core of papers in terms of shared references, the total number of papers contained in the data base of 3 years and 3 Research Departments is 497.
Cosine similarity
In network theory, when looking for a measure of node similarity only based on their pattern of connections, two measures are standard: the cosine similarity and the Pearson coefficient. Both of them analyze a node i's connections described by a vector of dimension n (being n the number of nodes in the network) where position j is 1 if the node is connected to node j and 0 otherwise. The first measure propose the similarity between two nodes as measuring the cosine of the angle that the two vector of connection describe. The second measure, the Pearson coefficient, describe similarity between nodes as the linear correlation coefficient between the two vectors of connections. When the network is large enough, both measures converge so only the cosine similarity will be considered.
Under this approach, two structurally equivalent nodes would have cos=1. On the contrary, two nodes that do not share any common tie would account for cos=0. The cosine similarity between papers i and j was calculated as
where g ij is the number of common references papers i and j have, and g i is the number of references paper i has. As it can be seen, this measure of similarity is not influenced by n. This implies that it is not affected by the size of the network of papers I consider. The number of references each paper has and the number of shared references are enough to describe how similar they are in terms of connectivity.
In Figure 1 the 497 papers of the data base are plotted colored by Departments where they were produced. There, nodes are papers and lines are drawn whenever it is possible to calculate a direct distance between a couple. The layout in the plot is performed by a force-based algorithm and it can be observed the clusterization by Departments where Business Department (grey) spreads between the Economic Department (red) and the Statistical Department (blue) as suggesting that the knowledge involved in research in Business is a mix of Economics and Statistics. 
Intersection
In order to capture similarity of knowledge content of papers, I used an alternative measure that does not behave linearly respect to the number of shared references between two papers. Sharing g ij references is significant as a proportion of the total number of references each papers cite. Thus, I propose a simple measure of similarity which considers the number of references that each paper has as a surface of a circle and the number of shared references as the intersection's surface of the two circles. The knowledge distance between two papers, then, can be measures as the distance between the two centers of those circles as Figure 2 shows. This measure is very sensible for small numbers of shared references and it demands large numbers of shared references to consider two papers as very close.
As with the cosine similarity, this measure can be calculated only for those couples of papers that share at least one references. If they do not, indirect distances are calculated using other papers that share references with both of them. Using a force-based algorithm, Figure 3 locates papers of the data base according to the direct and indirect similarities using this method. They are colored by Departments as they were in the previous plot and they are sized proportionally to the number of references each papers has. Similarly to the cosine similarity, Figure 3 shows how papers group by Departments, placing Business's papers between Economic and Statistic Department.
Authors
Since the focus of this paper lies on researchers rather than on their papers, the previous analysis must be used to describe scholars as located in the knowledge space. Considering papers as manifestation of knowledge, I use four different forms of studying similarities of what researchers know. The four measures are the result of combining the previous two measures of similarity, the cosine and the intersection distance, with two alternative modes of considering authors.
First, researchers are taken as the sum of their publications regarding references. All bibliographic references used by each author in their papers are summarize in one list without duplication. As result, researchers' knowledge is depicted by the references they use as if the researcher would have written only one paper combining all the references she has used in many (right side of Figure 4) . Then, shared references among authors are identified and the previous two measures of similarity are calculated for each pair of researches.
Secondly, another approach is used to describe similarity among authors' knowledge. Instead of considering them as the sum of their papers, they are analyzed as lying at the centroid of the surface their papers form. In the previous section, similarities were calculated between papers in the data base using the cosine similarity and the intersection criterion. Based on those measures, a multidimensional scaling is performed for getting a set of coordinates for each paper that captures the calculated similarities but as an Euclidean distance. Using the generated coordinates, an author is considered to be located at the centroid of the polyhedron that her papers draw in the epistemic space as the left side of Figure 4 shows. Under this approach, papers are considered manifestation of researchers' knowledge and therefore, they are used to deduce a relative position towards others researchers.
Figures 5 and 6 plot academic researchers in the three analyzed departments considering them as the consolidation of their papers. As it can be seen, the distinction between research areas is not as clear as it is when considering papers (Figures 1 and 3) . Once I have developed four alternative measures of knowledge distances among researchers, the social space must be detected in order to run an isomorphism analysis.
The social space
To capture the set of ongoing relations among researchers in the University two techniques were used. First, the record of institutional e-mail activity; and second, a direct survey. The first approach is applied using a data base of institutional e-mail activity among members of the three Research Departments -Economics, Statistics and Business-from a Spanish University during six consecutive months from September 2008 to March 2009. In order to protect privacy, e-mail addresses were anonymized with a random ID, and all content and subjects were discarded. The network was built only by considering e-mail exchange described by date/time, sender ID, receiver ID, sender's department, receiver's department, and number of receivers. Massive e-mails, i.e. those sent to more than 5 persons, were discarded assuming that collaborative activity only take place simultaneously in very small groups. E-mail accounts from administrative staff were neither considered. Finally, it was only considered the internal e-mail activity within and among these three Research Departments. Those e-mails sent to other Research Departments of the same University and those sent abroad were also disregarded. As a result, a network of 396 members -150 for Economics, 97 for Statistics and 149 for Business-was built as it can see in Figure 7 .
In the study of social networks, electronic records of interaction are increasingly used to capture social relations, specially e-mails networks (Perry-Smith, 2006; Kleinbaum et al., 2008; Lex et al., 2011; Guimera et al., 2006 Guimera et al., , 2003 . E-mail networks are widely used given the amount of information they capture and the relative easiness to collect the data. However, there are opposite positions in the literature about how accurate they are when describing social relations. If two persons have an intense e-mail activity it does not necessarily indicate a close social tie since it may be affected by other factor as bureaucratic routines, for example. Furthermore, two close friends might not choose e-mails to communicate but a face-to-face chat or phone calls. Thus, e-mails networks may be a poor proxy of social relations, and even if they were not, we should ask what kind of relations are capturing. This debate depends on the context e-mail networks are used. Particularly, in this empirical set, the e-mail network might capture collaborative ties. The involved three Research Departments have almost no bureaucratic hierarchy structure. Excepting the head of the department, there is not any other designed interaction than the informal collaboration that is expected to happen in a research facility. It might be objected than there is such a sort of bureaucratic relation between Ph.d. students and their advisers, but it can be also considered as a collaboration tie. This extremely flat organization structure where all member does not need to periodically report tasks or exchange data on daily bases in order to make the organization work rules out bureaucratic routines that are usually captured by the e-mail network.
Another particular feature that makes this data set suitable for assessing collaborative ties is the relation between research and the use of Information and Communication Technologies (ICT). The research activity increasingly demands technological supports, specifically in those areas where these departments research in. Nowadays it is difficult to imagine an academic researcher without a personal computer in her desk. Even for those researchers who are keen on face-to-face collaboration, e-mail is unavoidable when sharing papers or data that come up in the conversation that took place in aisle or the cafe. That is why, in this particular research set, e-mail should be more precise than in other environments to capture informal collaboration between academics.
However, the e-mail network fails in differentiating what kind of social ties captures. Usually, the literature works with three categories: trust-based relations, which refers to bonds that are based on feelings; advice ties that refer to those professional relations when someone ask for technical advice to another; and communicational ties which regards to those relations based on sharing pertinent information about the organization they belong to but not related with the task their perform, as gossip or political issues. A semantic analysis of e-mail's contents by text mining techniques would be able to differentiate these types. However, this cannot be done for the sake of protecting privacy. For considering types of social relations, what I will assume is that all e-mail activity among researcher is collaborative, and some of them can be also friendship and communicational. Given that the University's e-mail service is institutional, the previous assumption seems reasonable.
As a result, the social network can be interpreted as a non-Euclidean space where social distances are depicted by the whole set of relationships between the people involved. This social structure could be used for analyzing the consequences of different roles, positions or architectures of relations in the performance of the University's researches or Departments. This is precisely why I intend to subject the social network to an analysis of isomorphism.
Regarding the direct survey as the second approach to capture social closeness among researchers, it will be developed in the second empirical analysis.
Assessing the existence of an isomorphism
Isomorphisms are studied in order to extend insights from one phenomenon to others. If two objects are isomorphic, then any property that is preserved by an isomorphism and that is true of one of the objects, is also true of the other. Thus, if innovating consists in combining knowledge, in order to model innovational potentiality it is needed an knowledge space. That is why, assuming that social spaces are isomorphic to knowledge spaces, researchers can model innovation using social spaces.
Based on the four techniques to detect knowledge proximity between researchers previously explained, a matrix of distances between all the members of the Research Departments is calculated. Direct distances were obtained by applying the four different methods while indirect distances were calculated as geodesics between any pair of nodes that does not share any reference. The whole set of distances state the knowledge space comprehended in these three Research Departments.
Using the e-mail network, a matrix of distances is also calculated among researchers by considering e-amil activity in a dichotomous mode. Then, given the two matrixes of distances, one standing for knowledge distances and another for social closeness, if both spaces were isomorphic, distances should observe very similar ordering patterns. However, with different size and without a correspondence rule between elements across sets (since the e-mail data base is anonymized) the task of checking a possible isomorphism turns out to be logically impossible.
Even though anonymized, the list of members who are included in e-mail data base was known. What I did not know was which person is which e-mail account. However, the list of members was essential to be sure that papers' authors were represented in the e-mail network. Therefore, notwithstanding the previous impossibility, it can be proved the absence of an isomorphism.
Should an isomorphism exist between both spaces, a subset of the social space would be isomorphic to the knowledge space. Thus, if there was not any subset of the social space isomorphic to the knowledge space, it could be stated that there is not an isomorphism between both spaces. In other words, in order to prove the absecence of an isomorphism, it has to be checked the absence of an isomorphism between the knowledge space and every possible combination of the social space with size equal to the knowledge space.
Then, the knowledge space is described by a matrix of distances between the n researchers,
where d e (e i , e j ) stands for the epistemic distance between researchers e i and e j .
On the other hand, the social proximity among the m members of the Research Departments is depicted by the matrix of distances,
where d s (s i , s j ) represents the social proximity between members e-mail accounts s i and s j . Since not all the members of the three Research Departments have written a paper, n < m, i.e. the number of people in the University's email network is bigger than the number of people that have an academic paper.
Both E and S are generated by networks. Distances between nodes of these networks are calculated by the length of the shortest path (SP ) between them. Since I am not interested in network characteristics but only in the distances generated by the structure, I will analyze nodes as located in a space that replicates the same pattern of distances. Thus, E is a space where researchers are located according to knowledge distances comparing their area of expertise, and S is a space where researchers are located according to their social proximity. The patterns of distances in both spaces will be study as an indirect approach to analyze a potential isomorphism between the two underlying networks that generate them.
The basic idea is that if both networks were unweighted networks, an isomorphism between them would imply the same distances among nodes. In that case, it should be easy to check an isomorphism. However, the knowledge network uses weighted links and this requires an adjustment. Given that this paper seeks to asses the assumed correspondence between social and knowledge distances and its consequences on innovation, if there is an isomorphism, it will be one that keeps the order of distances between nodes. That is:
for ∀ i, j, h, k
In other words, given an isomorphism between two networks, if two persons are closer in their area of researcher than other two colleagues, then, the first couple should be socially closer than the second one. However, to check the existence of an isomorphism of this type between the two involved networks represent two big challenges. In the first place, one of the networks is anonymous and this implies a large permutational analysis. Secondly, the set of nodes of the e-mail network is larger than the epistemic network's one (n < m). This, in turn, represent the biggest challenge: a combinatorial number of possibilities m n .
These two characteristics of the data set make logically impossible to prove the existence of an isomorphism, but, as it was stated before, it can be proved its absence. The next section explain the developed approach.
Algorithm
The main problem of analyzing a possible isomorphism between e-mail network and the knowledge network is their different sizes and the lack of a correspondence rule between their nodes because of the anonymity. That is why, in order to tackle these obstacles, I will assume that E and S are isomorphic and then, I will explore the necessary consequences. If they do not apply to the data set, the hypothesis will be disregarded and, by modus tollens, the opposite statement will be taken as true; i.e. the networks are not isomorphic.
Given that there is not a correspondence rule between nodes of one network and the other, it is not possible neither to match nodes, nor to check whether the relation between distances is preserved. Thus, I will work by process of elimination, discarding possible correspondences between pair of nodes from both networks.
Specifically, taking the pair e I ∈ E and s J ∈ S, if e I and s J are the same node (represented in both networks), and S and E are isomorphic, it should be a subset of S I ⊂ S of n members including s J that shows the same pattern of distances among its members than the pattern of distances among E's members. In order to do the latter, I postulate not only that e I represents the same researcher in E than s J in S, but also that the subset S I represents the same researchers of E. However, since I do not know which node of S I is each node of E, I cannot perform a direct comparison between distances. That is why, I will compare the pattern of distances, i.e., how nodes in S I are distributed according to distances to s J ; and how nodes in E are distributed according to e I . The basic idea is that if S I and E were isomorphic, the closest node to s J in S I should correspond to the closest node to e I in E; as well as the second closest node to s J in S should correspond to the second closest node to e I in E, and so on. Ignoring measures of distances but considering only the order of proximity, if S I and E were isomorphic, and nodes correspond to each other according to the proximity to e I and s J , it should also be observed that distances among nodes keep the order as well. For example (see Figure 8 ) if the second closest node to s J in S I is further to the third closest node to s J than to s J , while in E, the second closest node to e I is closer to the third closest node to e I than to e I , then, neither E and S I are not isomorphic. Consequently, e I cannot correspond to s J . Assuming isomorphism, the pair e I and s J is discarded as being the same researcher in the social and epistemic network, and another pair is taken to conduit the same test. The test is performed for every possible pair of E's members and S's members.
Formally, for e I ∈ E and s j ∈ S, I create the vectors Q I and Q J
Naturally, the first element of Q I , that is q 1 is e I , since e I is the closest node to itself. The same happens with first element of Q J , i.e. p 1 = s J .
Since m > n, to compare vectors of equal length, I have to sequentially take different subsets of size n from Q J 's members. In order to avoid taking each of the m n possible subsets, I will follow another strategy. If E and S were isomorphic, and e I and s J were the same node in the two networks, I should be able to find the first g nodes in Q I , in Q J , although not necessarily consecutively. Thus, I take every possible ordered subset of Q J of size g. Calling this subset as
Under these assumptions, and as it was explained before, it should be observed that the set of g(g − 1)/2 distances among members of G can be sorted by length equally to the set of distances from the first g elements of Q I . For doing the latter, the matrices of distances of both subsets must be compared. Being,
′ r if r < r ′ Doing the same for the subset of the first g elements of Q I , I get the vector
, if E and S were isomorphic, and e I and s J were the same node represented in E and S, it should be observed that, for elements in the same position in both vector (same r), sub indexes i and j should coincide. In other words, the distance between elements i and j of both vectors should keep the same relation (larger or smaller) to the rest of distances in the set.
If I cannot find g < n nodes that, as a subset, does not show the same order of distances than the first g nodes of Q I , it does not make sense to continue searching for larger sets that accomplish this. Otherwise, if I do find subsets of g nodes that keeps the same ordering of distances than Q I 's elements, I enlarge their size to g + 1 and look again. Finnaly, if I get at least one subset of S of size g = n that do not brake this consequence of being isomorphic, I cannot neglect the assumption that e I and s J are the same node in E and S. On the contrary, I reject the correspondence ofe I and s J .
Under the assumption that E and S were isomorphic, after this process of elimination, it should remain at least one possible correspondence between nodes in E and S. Since n < m, all nodes of E should have a candidate for being the correspondent node in S, but not all nodes in S should have one in E. Therefore, if this is not observed in the test, the hypothesis of isomorphism between E and S is discarded. Figure 9 : Maximum number of nodes in a subset when checking for a possible ismorphism before it is discarded, for every pair of nodes in both spaces, and using the four different measures of knowledge proximity .
Empirical results
Following the previous methodology, separating by departments for reducing the number of possibilities to consider, for the Statistics Department I have 56 researchers that are represented within the 97 anonymous email accounts that belong to this Department. As a result, each of the 56 researcher could correspond to each of 97 e-mails accounts, a total of 5,432 possible correspondences to check. As explained before, every possible correspondent pair was tested to show a local isomorphism progressively increasing the size of the subsets until the isomorphism was not hold anymore. Recording the maximum size of a possible correspondence between a node in the knowledge network and a node in the e-mail network hold, Figure 9 shows the obtained results for the Statistic Department.
In order to discover a possible isomorphism, every node out of the 56 nodes that compose the knowledge network should find a least one node from the email network that shows the same order of distances among 56 other nodes in the email network. The four alternative measures for capturing similarity of knowledge among researchers were considered in different evaluations as Figure 9 shows. As it can be observed in that plot, the maximum range of possible isomorphisms found was at 15 nodes, far from the 56 needed. Since the algorithm was designed to discard an isomorphism, in order not to be able to discard it (which it does not imply its confirmation), at least one isomorphic subset of 56 members of the e-mail network should be found for each of the 56 nodes of the knowledge network.
It can be concluded that the social space of the Statistic department is not isomorphic to its knowledge space conditioned to the mode I constructed them. Of course, the absence of an isomorphism could be attributed to the way I calculated the social and knowledge proximity between researchers. However, the result is still valid since the e-mail network of the department could be used for explaining the performance of scholars of this University as a accepted methodology. What this result shows is that it fails in capturing knowledge expertise and potential compatibility with other members of the Department according to another broadly accepted technique in the field as the network of paper citations is.
However, for discarding the possibility of miss-capturing the social network by using the e-mail network I analyzed the possibility of an isomorphism by also conducting a sociometric survey. 
Another approach: direct survey
The anonymity of the e-mail data base makes impossible a deeper analysis in the comparison of both the knowledge and the social structure. It represented a big computational challenge for an very important but simple result. In order to enrich this analysis, I used a complementary information obtained from a survey.
In the sociological literature, ego-networks sociometric surveys has a long record as an instrument to capture social networks (Ferligoj and Hlebec, 1999; Granovetter, 1983; Sampson, 1988; Podolny and Baron, 1997; Morrison, 2002) . Standard procedures consist in asking a person about different kinds of relationship she has with others. Usually, in order to make easier the process, possible answers for those questions are listed. Then, if a person is asked who is her friend, she will pick up the names among the entire list of candidates. Because of the latter, sociometric surveys can be very time-consuming for the respondent and therefore it can low the response rate. This may represent a big hazard to the statistical analysis since in network analysis the omission of only one edge can radically alter the whole structure.
That is why I conducted an ego-network sociometric survey but with a different approach that make it not only less time consuming but also statistically invulnerable to low response rates. Based on the four alternative knowledge distances I calculated for the members of these Research Departments, the idea was to select the epistemologically closest people to each member, and then, to ask this member what kind of social relation she has with them. Figure 10 illustrates this idea. There, researchers are plotted using the two main principal components so their euclidean distances capture their knowledge distances. Then, for each researcher, the ten closest colleagues are detected and summarize into a personal survey where she is asked about her relations with them. Instead of listing the entire set of possible researchers they might have a relation with (178 persons), the list only picks the most proximate people according to their area of expertise. If the isomorphism holds, it should be observe that people has close collaborative ties with those who are proximate in the knowledge space. Furthermore, given that the answers of researchers are not used to build the social network but only to check if the isomorphism holds locally, low response rates will not undermine the validity of the analysis.
Therefore, for each researcher of the data base I constructed a list made of the 10 closest colleagues in the knowledge space according to the four criteria I developed in the previous section. As a result, 40 names were obtained. Of course, some of them were repeated since the four criteria can coincide when choosing the closest neighbors. Thus, the list was reduced consolidating repetitions and sorting the names according to i) how many criteria have chosen a name as proximate ii) if the previous criterion does not differentiate, who was the closest according to a average standardized measure of proximity. The resulting personal questionnaires do not include more than 15 to 20 names. The survey contained three questions regarding the listed people below: i) how often she turns to those colleagues for research-related consultation or discussion; ii) how often she talks to those colleagues about university-related questions different from research; and iii) how often she converse with them about personal life. The first question was intendened to capture the collaborative relations based on technical advice and academic knowledge, the second one tried to capture information-based relations where people exchange information related to the institution they belong, and the third question sought to reveal trust-based relations that exceed their occupation. Surveyed researchers were invited to answer using a Likert scale of 4 grades: never, seldom, sometimes and often.
Empirical results
With a rate of response 41.5% (74 answers out of 178) on the first wave of sent surveys, notwithstanding data are not definitive, some results can be commented. Since recipient's answers were graded in 4 levels while the measure of knowledge distance was continuum, in order to analyze the results I had to grade the latter in the same fashion. For example, an interviewed person declared that out of the 10 closest people in terms of knowledge, with 2 of them often she discusses academic ideas (category 1), with 3 sometimes does that (category 2), while with the rest she never talks about academic topics (category 4). Then, I ordered knowledge distances so I have the same three segments, where the closest 2 persons are classified as 1, the following 3 as 2, and the remaining 5 classified as 4. So if the isomorphism holds, those colleagues classified as 1 in terms of social distances should be also classified as 1 according the knowledge distances.
As a result, knowledge distances were also categorized in 4 levels observing the order of proximity given by the correspondent measure. Figure 11 shows the results. It is composed by 12 subplots by combining the four measures of knowledge proximity and the three kinds of social relations researchers may have. The size of the circles represents the relative density of observations located in each intersection.
In Figure 11 it can be observed the lack of correspondence between orderings. If the iso-morphism held, there should be a major concentration of observation along the main diagonal indicating a positive correlation among both social and knowledge distances. However, this does not happen.
Discussion
Still without definitive results and a robust analysis of the data, the first evidence show a clear absence of an isomorphism between the social structure of researchers in the considered University and their knowledge proximity in terms of expertise manifested by the academic papers they produce. Both the social and the knowledge space were built using broadly recognized techniques that are generally used in the innovation literature. However, they show being significantly different in terms of proximity.
This preliminary result throws doubt on the use of social networks to describe knowledge recombination processes since they might fail capturing knowledge distances. People located at the periphery of the social structure might not have access to heterogenous knowledge, or people at the socially dense core of an organization may be surrounded by highly heterogeneous knowledge, for example.
