Topological Data Analysis (TDA) has become a promising tool to uncover low-dimensional features from high-dimensional data. Notwithstanding the advantages afforded by TDA, its adoption in statistical methodology has been limited by several reasons. In this paper we study the framework of topological inference through the lens of classical parametric inference in statistics. Suppose P = {P θ : θ ∈ Θ} is a parametric family of distributions indexed by a set Θ, and X n = {X 1 , X 2 , . . . , X n } is observed iid at random from a distribution P θ . The asymptotic behaviour of the Betti numbers associated with theČech complex of X n contain both the topological and parametric information about the distribution of points. We investigate necessary and sufficient conditions under which topological inference is possible in this parametric setup. * Authors arranged alphabetically arXiv:2001.00220v1 [math.PR] 1 Jan 2020 (LLN ) 1 n S(X n ) −−−→ n→∞ E (S(X)) < ∞ ;
Introduction
The advent of information and computational technology has given us a wealth of modern statistical techniques. These enable us to examine data from unconventional sources such as text and images. In the big-data era, it has become increasingly important to uncover lower-dimensional features which preserve statistical information. To this end, Topological Data Analysis (TDA) as characterized by Edelsbrunner et al. (2000) and Zomorodian and Carlsson (2005) has become a promising tool for studying the shape of data. TDA provides mathematical, statistical and algorithmic tools to infer geometric and topological structures in complex data, thereby enabling us to leverage more appropriate machinery for analysis.
The applications of TDA have been far reaching. In neuroscience, Nielson et al. (2015) discover traumatic brain injuries, and Romano et al. (2014) study the fragile X-syndrome using TDA. In proteomics, Gameiro et al. (2015) study protein compressibility. It is used in astrophysics by to study the cosmic microwave background and by Pranav et al. (2016) to study the cosmic web.
In the most general setup, one is given a collection of observations {x 1 , x 2 , . . . , x n } from some metric space (X, d) , which is oftentimes the Euclidean space R d . At each spatial resolution r ∈ (0, ∞), a geometric object known as an abstract simplicial complex K r is constructed (Hatcher, 2002) which is done by examining the interactions of convex balls centered at the observed data points. The homology and its associated Betti numbers for the simplicial complex K r encode the geometric and topological information at the resolution r. The nested sequence of simplicial complexes {K r } r>0 is known as a filtration. The homology associated with the filtration is known as persistent homology, and serves as the crucial backbone for most TDA routines. The underlying premise is that examining the topological features across a wide spectrum of resolutions is representative of the true geometry of the data, instead of idiosyncrasies from noise. The evolution of persistent homology is traditionally represented as a persistence diagram or a persistence barcode.
In the probabilistic setting, X n = {X 1 , X 2 , . . . , X n } are observed iid at random. The source of the underlying randomness arises from some black-box probability space (Ω, F, π) defined on a space Ω endowed with σ-field F. An observation x ∈ X is characterized as a realization of a random variable X : (Ω, F, π) → (X, B (X) , P) taking values in the sample space X. A collection of observations X n (ω) = {x 1 , x 2 , . . . , x n } are realizations of the random variables {X 1 , X 2 , . . . , X n } in the product space X n . The associated topological summary -such as the Betti numbers, persistence diagrams or persistence barcodes -are measurable mappings S : (X n , B (X n ) , P ⊗n ) → (S, B (S) , S n (P)) to the summary space S. Thus, in the random setting, the topological summaries are themselves random variables on the space (S, B (S)) defined by a measure S n (P) = S # P ⊗n which is pushed-forward from P via the measurable mapping S. We can equivalently characterize S n (P) by the pushforward measure of the random counting measure for the Binomial point process Φ = n i=1 δ X i . With this background, our main question concerns the interplay between the probability space (X, B (X) , P) and its associated (random) topological summary S # P. Specifically, we are interested in the injectivity of the topological summaries in a suitable probabilistic regime. The injectivity of the topological summaries ensures that two different probability distributions will admit different topological summaries. For instance, if we are given two distinct probability measures P and Q, then the injectivity of the topological summaries ensures that S # P = S # Q. As noted by Oudot and Solomon (2018) , in the deterministic setting, even without imposing the probabilistic structure, the injectivity of metric spaces via topological transforms is largely an open problem.
In the probabilistic setting, the representations of these topological summaries -such as Betti numbers, persistence diagrams and barcodes, which are made precise in Section 3.1 -are not well understood. Mileyko et al. (2011) shed light on the structure of the summary space for persistence diagrams by establishing that it is a well-defined probability space under the Wasserstein metric. Divol and Lacombe (2019) further extend these ideas using optimal partial transport for Radon measures on the summary space. Nevertheless, working with topological representations on such summary spaces S are not amenable for employing classical tools of statistical data analysis.
In contrast, well-behaved topological summaries -such as Betti numbers and persistent Betti numbers -have been studied extensively, and form the motivation for our work. Given a finite point cloud X n from P and its associated topological summary S(X n ) we are interested in understanding the limiting quantity S(X) as the number of samples n → ∞. Based on the central ideas in Penrose (2003) , the large sample behaviour of S (X n ) branches into three qualitatively different regimes : the sparse, thermodynamic and dense regimes which depend of the resolution at which the topological features are studied in proportion to the number of observations. Fundamental results in the discipline characterize results of the following form:
While Kahle (2011) , Kahle and Meckes (2013) and Yogeshwaran and Adler (2015) study the behaviour of the homology of random geometric complexes, Hiraoka et al. (2018) establish the law of large numbers and central limit theorem for the persistent homology of random geometric complexes. Skraba et al. (2017) and Bobrowski et al. (2017a) study the asymptotic behaviour of the persistence of the topological features. The results guarantee that studying fundamental topological quantities in a random setting guarantee stability, in a probabilistic sense. Therefore, in this paper we investigate injectivity for such topological summaries in the probabilistic setting, as detailed below.
Contributions
We make a foray into this question using a slightly simplified approach. Given two point patterns X n and Y n observed iid from probability distributions P and Q respectively, we characterize conditions under which E (S (X)) = E (S (Y)) holds for their limiting topological summaries as n → ∞ in a suitable asymptotic regime. In this setting the topological summary we investigate are the Betti numbers forČech complexes, β k (K (X, r)) for each 0 ≤ k ≤ d, in the thermodynamic regime when X ⊆ R D and dim X = d ≤ D. Instead of examining the asymptotic behaviour of the Betti numbers individually for each order 0 ≤ k ≤ d, we examine them collectively. Formally, this amounts to considering S (X n ) = · β 0 (K (X n , r n )) , β 1 (K (X n , r n )) , . . . , β d (K (X n , r n )) ,
where, as outlined in Section 3.2, the choice of the resolution r n corresponds to the thermodynamic regime as n → ∞. Considering the behaviour of the Betti numbers collectively serves as a steppingstone to understanding the behaviour of more complex topological invariants in the context of persistent homology.
The asymptotic behaviour of Betti numbers for randomČech complexes in the thermodynamic regime has been the focus of many recent works in stochastic geometry, see Bobrowski and Kahle (2018) for a recent survey of results. In our context, we are given X n observed iid from P, and in the thermodynamic regime n 1/d r n → t ∈ (0, ∞) we rely on the following limit theorem for Betti numbers β k established by , Trinh (2017) and Goel et al. (2019) :
where γ k is a fixed function which depends only on k. Analogous results for the (r, s)-persistent Betti numbers β r,s k are studied by Hiraoka et al. (2018) and Divol and Polonik (2019) . With a slight abuse of notation, in order to emphasize the dependence on the underlying probability distribution P, we will denote by S(P ⊗n ) the random variable S(X n ) when X n is iid from P, and S(P) = lim n→∞ 1 n S(X n ). Using this notation, we can represent the r.h.s of Equation (1) as the statistical functional β k (P). This plays a central role in our investigation for the injectivity of S. Divol and Polonik (2019, Theorem 3.1) admits a similar statistical functional for the (r, s)-persistent Betti numbers β r,s k (P). Thus, the treatment for Betti numbers and persistent Betti number in this context remains largely the same.
We begin our analysis by introducing the notion of β-equivalence, which characterizes cases where the injectivity of S fails. We say that two distinct distributions P and Q are β-equivalent when they have the same thermodynamic limit, i.e., S(P) = S(Q).
When this happens, the thermodynamic limit of the Betti numbers for each 0 ≤ k ≤ d satisfy β k (P) = β k (Q). If we are given a family of distributions F which admit β-equivalence, then every point process X n generated from the distributions of F, admit the same thermodynamic limit for their topological summaries. In Theorem 4.1, we derive an equivalent characterization of β-equivalence using the excess mass function of the probability distribution P.
The remainder of the work focuses on characterizing conditions under which families of distributions admit β-equivalence. To this end, we consider a parametric family of distributions P = {P θ : θ ∈ Θ} indexed by a parameter θ taking values in a collection Θ and investigate the question of βequivalence for P. Parametric families are studied extensively in statistical inference, and form the basis for our formulation in Section 4.2. In order to characterize both necessary and sufficient conditions, we impose an algebraic structure on the family of distributions. Using the notion of group maximal invariance (Wijsman, 1990; Eaton, 1989) , in Theorem 4.2, we provide the necessary and sufficient conditions for the family P to admit β-equivalence. We illustrate this result through some supporting examples in Section 4.2.
In Section 4.3, we relax the algebraic structure to investigate sufficient conditions under which a family of distributions admits β-equivalence. We consider the family {P φ : φ ∈ Φ}, where Φ is a finite-dimensional subspace of transformations. Unlike in Section 4.2, our method here is more constructive. Specifically, if the space X admits a fiber bundle structure with fiber measure space (Y, ν) and base measure space (Z, µ), the family of distributions {P φ : φ ∈ Φ} on X is generated by diffeomorphic maps φ(·, z) : Y → Y for each z ∈ Z. In this context, we introduce the modular character of the measure ν in a similar vein as Wijsman (1990) . Our results rely on the interplay between the modular character of ν and the measure space (Z, µ) with respect to the maps φ(·, ·). For details, we refer the reader to Theorem 4.4. The remainder of Section 4.3 illustrates variants of this result along with some supporting examples. Next, in Theorem 4.5, we present an equivalent characterization of β-equivalence under some regularity assumptions: For Θ ⊆ R p , the family of distributions P = {P θ : θ ∈ Θ} admits β-equivalence when the density function and its gradient satisfy an orthogonality condition.
The rest of the paper is organized as follows. In Section 3, we provide a background on the probabilistic, topological and statistical tools needed. Section 4 embodies the main results. In Section 5 we discuss possible extensions and future directions for the work. Supplementary results and missing proofs are collected in the Appendix.
Definitions and Notations
In what follows, X, Y , Z denote random variables from a probability space (Ω, F, π) taking values in a measurable space (X, B (X)), where B (X) is the Borel σ-field. The space on which the random values are observed will be X ⊆ R D , where X is a d-dimensional subset of R D such that when d < D we assume X is a compact C 1 -manifold. If X and Y are independent, it will be denoted by X |= Y . When the distribution of X is P, it will be denoted by X ∼ P. If P is dominated by a measure µ on (X, B (X)), X ∼ f will mean X ∼ P where the density f = dP dµ is its Radon-Nikodym derivative. ν d will represent the d-dimensional Lebesgue measure on the Euclidean space R d . Given X n = {X 1 , X 2 , . . . , X n }, we will denote by K(X n , r) the randomČech complex constructed on the process X n at resolution r. β k (K(X n , r)) will denote the k th Betti number of K(X n , r), which counts the number of k-dimensional cycles in K(X n , r).
For a group G = (G, * ) which acts on the space X from left, the image of action g ∈ G on x ∈ X is denoted by gx. For a fixed element x ∈ X, its orbit is given by Gx = {gx : g ∈ G}; the stabilizer with respect to x is G x = {g ∈ G : gx = x}. The action of G on X also induces an action on a random variables X given by gX. If φ : U → V is a linear C 1 -transformation between two finitedimensional vector spaces U and V such that dim U = dim V , the Jacobian is denoted by J φ and J φ = · |det (J φ )|.
Preliminaries
This section provides necessary preliminaries.
Betti Numbers and Persistent Homology
Given a set of points V = {v 1 , v 2 , . . . , v n } their topology is encoded in a geometric object called a simplicial complex K ⊆ 2 V . In the TDA setting, for a collection of observations X n = {x 1 , x 2 , . . . , x n } in a metric space (X, d), and for a given spatial resolution r > 0, their associated simplicial complex K (X n , r) can be constructed in several ways (see, for example, Edelsbrunner and Harer, 2010) . Thě Cech complex is given by K (X n , r) = σ ⊆ X n : x∈σ B r (x) = ∅ .
For 0 ≤ k ≤ d, the k th -homology (Hatcher, 2002) of a simplicial complex K, given by H k (K) is an algebraic object encoding its topology as a vector-space (over a fixed field). Using the Nerve lemma by Borsuk (1948) , H k (K (X n , r)) is isomorphic to the homology of its union of r-balls, H k ( n i=1 B r (x i )). The k th -Betti number is defined as β k (K (X n , r)) = · dim (H k (K (X n , r))) .
It counts the number of k-dimensional voids or non-trivial cycles in K (X n , r). The ordered sequence {K (X n , r)} r>0 forms a filtration, encoding the evolution of topological features over a spectrum of resolutions. For 0 < r < s, n i=1 B r (x i ) ⊂ n i=1 B s (x i ) and the simplicial complex K (X n , r) is a sub-simplicial complex of K (X n , s). Their homology groups are associated with the inclusion map ι s r : H k (K (X n , r)) → H k (K (X n , s)) and the k th order (r, s)-persistent Betti number, given by β r,s k (X n ) = dim (ι s r ), counts the number of non-trivial cycles which are born at or before r and have a death after s. The k th -persistence diagram, which is ordinarily denoted by Dgm k (X n ), comprises of the collection {(b i , d i )} i of birth-death pairs associated with the non-trivial cycles from the filtration. We refer the reader to Hatcher (2002) and Edelsbrunner and Harer (2010) for a comprehensive introduction.
Asymptotic Regimes
A point process Φ is a locally finite, random counting measure defined on the measurable space (Ω, F) whose random elements take values in X. For a Borel measurable subset B ∈ B (X), the random variable Φ (B) measures the number of elements of Φ in B. X n is a Binomial point process if X n = {X 1 , X 2 , . . . , X n } is iid with distribution P. The Binomial point process can equivalently be represented by the random measure Φ = n i=1 δ X i . The point process Φ = P Λ is a Poisson process with intensity measure Λ if for each Borel subset B ∈ B (X), Φ (B) ∼ P oisson (Λ (B)) and for every collection of disjoint Borel sets B 1 , B 2 , . . . , B n ∈ B (X), the random variables Φ (B 1 ) , Φ (B 2 ) , . . . , Φ (B n ) are mutually independent. When X = R d and the intensity measure is absolutely continuous w.r.t. the Lebesgue measure Λ ν d , the Radon-Nikodym derivative λ = dΛ dν d is simply called the intensity of the Poisson process. When the intensity is a constant κ > 0, the process is a homogeneous Poisson process with intensity κ.
In Section 3.1, the collection of points {x 1 , x 2 , . . . , x n } were fixed points from a space (X, d).
The probabilistic setting deals with a random collection of points X n = {X 1 , X 2 , . . . , X n } or alternatively, the finite realization Φ n of a random point process Φ. The analysis of the asymptotic behaviour of the topological quantities depends on how the radii of the balls for theČech complex, r n , decays relative to n. If the radii r n decays too quickly, then the associated simplicial complexes fail to recognize the higher dimensional simplices, resulting in sparsely disconnected points. On the flip-side, if the radii r n decay too slow, then all the points become densely connected. At a critical rate of decay for r n one can observe a phase transition. This is illustrated in Figure 1 Sparse Thermodynamic Dense Figure 1 : Illustration of the different asymptotic regimes Alternatively, suppose Φ is a homogeneous Poisson process with intensity κ, and let r n = Θ n −1/d . The expected number of points in the ball of radius r n centered at the origin is given by
This is known as the thermodynamic regime, when the expected number of points in a ball of radius r n is Θ(n), or alternatively, nr d n → λ ∈ (0, ∞). Faster rates of decay of r n = Ω n −1/d is called the sparse regime and slower rates of decay of r n = O n −1/d is called the supercritical regime.
Group Invariance in Statistics
Given a group G = · (G, * ) acting on the space X from left and a random variable X taking values in (X, B (X)), the action of an element g ∈ G on X induces a transformation on X to a new random variable gX taking values in (gX, B (gX)). When G acts bijectively on X, a function T from X to
and, it takes different values on different orbits, i.e., for each x, y ∈ X such that T (x) = T (y), we have that y ∈ Gx.
It follows from this definition that if J : T → J is any injective map, then the composition T •J will also be G-maximal invariant. Thus, the maximal invariant for a group G is unique up to injective transformations, as shown in Proposition 3.1. The relationship between a G-invariant function and the G-maximal invariant is described in the following result, and plays a key role in examining the injectivity of the topological summaries in Theorem 4.2.
Suppose G is a group acting on space X and f : X → Y is a surjective function taking elements from X to the space Y. Then, the action of g ∈ G on elements in X induces an action on elements
The induced action of G on Y is given by gy = · f (gx) for every x ∈ f −1 (y). This is welldefined whenever f (x 1 ) = f (x 2 ) implies that f (gx 1 ) = f (gx 2 ) for each g ∈ G. We say that a function f taking elements from X to Y is G-compatible when the induced action of G on Y is welldefined. Given a sequence of groups G = m × i=1 G i , the G-maximal invariant function can be derived by examining the induced action by each G i -maximal invariant function. This is outlined in the following result, and we relegate its proof to Section A.
G i be a group acting on space X, and {X k } 0≤k≤m a sequence of spaces with
Main results
In this section, we describe our main results. We begin by describing the setting in which we examine injectivity. Given X n = {X 1 , X 2 , . . . , X n } sampled iid from a probability distribution P on X ⊆ R D with dim X = d ≤ D and density f , the topological summary we are interested in are the collection of Betti numbers for the randomČech complexes in the thermodynamic regime, S (X n ) = · β 0 (K (X n , r n )) , β 1 (K (X n , r n )) , . . . , β d (K (X n , r n )) ,
where r n is such that n 1/d r n → t ∈ (0, ∞). The thermodynamic limit for each β k (K (X n , r n )), 0 ≤ k ≤ d has been studied extensively by Kahle and Meckes (2013) ; ; Trinh (2017); Goel et al. (2019) .
Proposition 4.1 (Theorem 1.1, Goel et al. (2019) ; Theorem 3.3, Trinh, 2017). Given X n ⊂ X sampled iid from P with density f , such that f ∈ L p (X) for all 1 ≤ p < ∞. Then, in the thermodynamic regime n 1/d r n → t ∈ (0, ∞) there exists a fixed function γ k depending only on k such that
Observe that the limit in Proposition 4.1 can equivalently be written as the statistical functional
where f is the density of the probability distribution P. Collecting the thermodynamic limits β k (P; t) for each 0 ≤ k ≤ d gives us the thermodynamic limit E (S(X)), i.e., E (S(X)) = · lim n→∞ 1 n S(X n ) = β 0 (P; t), β 1 (P; t), . . . β d (P; t) .
We write S(P ⊗n ) = S(X n ) and S(P; t) = β 0 (P; t), β 1 (P; t), . . . β d (P; t) in order to emphasize the dependence on the underlying probability measure. Using this notion we study conditions under which two distinct probability distributions P and Q admit the same thermodynamic limit.
The rest of the section is organized as follows. We characterize the notion of β-equivalence in Section 4.1, which helps us examine injectivity for families of distributions. Using this notion, we examine the invariance for parametric families of distributions in Section 4.2. Here, we employ the notion of group invariance in statistics to provide necessary and sufficient conditions for a family of distributions to admit β-equivalence. Lastly, in Section 4.3 we relax the requirement that the family is generated by topological groups and provide two general conditions for β-equivalence. We illustrate these cases through examples.
Invariance: Characterization
If X n and Y n are iid samples with distribution P and Q, respectively, which are in a β k -equivalent family F k , then X n and Y n admit the same thermodynamic limit for the k th -Betti number. We are interested in families of distributions which admit β k -equivalence for each k, i.e., β k (P; t) = β k (Q; t) for each k ≥ 0. We call such a family of distributions β-equivalent.
Definition 4.2 (Excess Mass). Given a probability distribution P on X with density f , for each t ≥ 0 the excess mass function is defined aŝ
In Section 4.2, it becomes helpful to interpret the excess mass function in an alternate form. Suppose X ∼ f , and Z = f (X), i.e., Z is the random variable obtained from transforming X under its own density. Then,
Thus,the condition thatf (t) =ĝ(t) for all t ≥ 0 is equivalent to the condition that
The following result shows that the property of β-equivalence is encoded in the excess mass function.
Theorem 4.1. Let F * be a family of distributions such that for all t ≥ 0 and for each f, g ∈ F * we have thatf (t) =ĝ(t). Then, F * admits β-equivalence.
Proof. Suppose P, Q ∈ F * with probability density functions f and g respectively, such thatf (t) =
implies that β k (P; t) = β k (Q; t). Since this holds for each k ≥ 0 we have that if P, Q ∈ F * then P, Q ∈ ∞ k=0 F k and the result follows.
It follows from Theorem 4.1 that if X n and Y n are observed iid from two distinct probability distributions P, Q ∈ F * , then we have that S(P; t) = S(Q; t) for all t ≥ 0, and injectivity fails. In Section 4.2, we examine conditions under which families of distributions fail to admit injectivity in the sense of β-equivalence. In what follows, given a family of distributions F with common support on X, we say f ∈ F to mean that P ∈ F where P has a density f .
Invariance: An algebraic perspective
Consider a parametric family of probability density functions P = {f θ : θ ∈ Θ} such that for each θ ∈ Θ, X θ n is iid with density f θ . We say that P admits β-equivalence if for each θ 1 , θ 2 ∈ Θ such that X θ 1 ∼ f θ 1 and X θ 2 ∼ f θ 2 we have thatf θ 1 (t) =f θ 2 (t) for all t ≥ 0. Suppose P admits β-equivalence, then by Theorem 4.1, this means that for each θ 1 , θ 2 ∈ Θ,
Thus, the parameter θ is not asymptotically identifiable for this family of distributions. As a consequence of this, it will not possible to develop a framework of statistical inference from the topological summary S(X θ n ). In this section, we characterize necessary and sufficient conditions under which P fails to admit topological identifiability in the thermodynamic regime. We first provide some motivating examples for examining β-equivalence in the context of group invariance. We then state our main result and provide some supporting examples.
Example 4.1 (Location Families). Consider the location family of distributions on X = R d given by
where g is a fixed density function. Then, f θ (x) : θ ∈ R d admits β-equivalence.
The details are as follows. For each θ in R d , the random variable X θ follows a distribution with density f θ . Additionally, we have
where X 0 has density g when θ = 0. If we define the new random variable f θ (X θ ), it follows that
for each θ in R d . Alternatively, for each θ 1 and θ 2 in R d we have that f θ 1 (X θ 1 ) D = f θ 2 (X θ 2 ). By Theorem 4.1, it follows that location family of distributions admit β-equivalence. 
where g is a fixed density function and θ ∈ R + . Then, {f θ (x) : θ ∈ R + } does not admit βequivalence.
As before, for each θ in R + let the random variable X θ follow a distribution with density f θ . Additionally,
where X 1 has density g when θ = 1. If we define the new random variable f θ (X θ ), it follows that
for each θ in R d . Thus, the scale family of distributions do not admit β-equivalence.
It is natural to expect the topological invariants to be insensitive to location transformations, and sensitive to scale transformations. However, in the following example, we illustrate a nontrivial family of distributions which admit β-equivalence. 
where Φ(x) is the CDF of a standard normal distribution N (0, 1). Then, the family of distributions
We can verify this as follows. The fact that f θ is a valid density is easily confirmed, and we omit it.
For each θ in [0, 2π), the random vector (X θ , Y θ ) on [0, 1] 2 has a distribution with density f θ (x, y) .
The density of (U θ , V θ ) is given by
. By further transformation, let
The distribution of the random vector (R θ , S θ ) has the density
which means that R θ |= S θ and their distributions do not depend on θ. Additionally, we have that Z θ = R 2 θ , implying that the density of Z θ is given by
For all values of θ in [0, 2π) it is clear that Z θ ∼ Γ( 3 2 , 1 2 ). Thus, by Theorem 4.1, the family {f θ (x, y) : θ ∈ [0, 2π)} admits β-equivalence. The preceding examples suggest that the underlying algebraic structure of the family of distributions plays a key role in establishing their invariance. Lie groups provide a natural framework for characterizing such properties. For instance, in Example 4.3, the interplay of the group SO(2) with the Normal distribution determines β-equivalence. This is formalized in the following result.
Theorem 4.2 (Group Invariance). Suppose G is a group of Borel-measurable isometries acting on X, and T : X → T is G-maximal invariant. Define the family of probability density functions
where Ψ is differentiable, g θ ∈ G and φ : X → R ≥0 is some function which ensures that f θ is a valid density. Then, F admits β-equivalence if and only if det (J Ψ −1 (x)) = ζ (T (x)) for some function ζ : T → R.
Proof. Suppose X θ is a random variable with density f θ . Define the non-negative valued random variable Z θ = · f θ (X θ ). By Theorem 4.1, if we can show that the distribution of Z θ does not depend on the parameter θ if and only if det (J Ψ −1 (x)) = ζ (T (x)) for some function ζ : T → R, then β-equivalence for the family of distributions F follows.
Let us consider the random variable Y θ = g θ (Ψ (X θ )), as a transformation of X θ . The left-inverse transformation is given by x = Ψ −1 • g −1 θ (y). The existence of g −1 θ is guaranteed by the group G. The Jacobian for the inverse transformation can be simplified using the multivariable chain-rule,
Since G is a group of isometries, we have that, det J g −1 θ (y) = 1. The density of Y θ is expressed as
It follows that density h θ does not depend on θ if and only if det (J Ψ −1 (y)) does not depend on θ, i.e., det (J Ψ −1 (y)) is G-invariant. By Lemma 3.1, this holds if and only if there exists some function ζ : T → R such that + y) ).
The group G is a subgroup of GL 2 (R) consisting of elements This follows from making the substitution y = F −1 (x), such that by Equation (2),
ensuring that f θ is a valid density function. In view of Theorem 4.2, consider the orthogonal group of transformations SO(d) whose elements are given by
The maximal invariant for the group is given by
where e 1 = (1, 0, 0, . . . , 0) ∈ R d . Then Equation (2) can equivalently be written as
From Theorem 4.2, it follows that the family f θ : θ ∈ S d−1 admits β-equivalence if and only if there exists some function ζ d : R + → R + , which may implicitly depend on d, such that
It follows from Lemma B.1 that this is satisfied only when ξ ∼ N (0, 1). For d = 2, this recovers the family of distributions illustrated in Example 4.3.
Remark 4.1. From Example 4.5, we can provide an alternative characterization of the normal distribution. Let F −1 (x) = · F −1 (x 1 ) . . . F −1 (x d ) and consider the family of distributions
Then, F admits β-equivalence if and only if F (x) = Φ(x), where Φ is the CDF of N (0, 1).
From the preceding discussions it becomes clear that given a group G acting on a space X ⊆ R d , we can always construct a family of distributions taking values in X which admit β-equivalence. We conclude the discussion on group invariance with an example of a family of distributions generated by a subgroup of transformations.
Example 4.6. Let G = SO(p) × SO(q) acting as a subgroup of SO(d), where p and q are fixed integers such that p + q = d. Denoting Φ p as the CDF of N (0, σ 2 p ) and Φ q as the CDF of N (0, σ 2 q ) where σ 2 p + σ 2 q = 1, consider the density function f θ given by
where, for brevity,
.
Then, f θ : θ ∈ S p−1 × S q−1 admits β-equivalence.
We verify this as follows. By making the substitution y = Φ −1 p,q (x) it is easy to verify that f θ is a well defined density function only when σ 2 p + σ 2 q = 1. For each R ∈ G, the action of the group on R d is represented by
where P ∈ SO(p) and Q ∈ SO(q). Note that for any x ∈ R d , there exists x p ∈ R p and x q ∈ R q such that x = x p ⊕ x q . When P acts on the subspace R p and Q on the subspace R q , R acts on
It follows from this that T 1 is a maximal invariant for the action of SO(q) as a subgroup of SO(d). Furthermore, T 1 is SO(q)-compatible. To see this, suppose x ∈ R d and
This means if x, y ∈ R d are such that T 1 (x) = T 1 (y), then T 1 (Qx) = T 1 (Qy), implying compatibility. Next, the induced action of SO(p) on the space R p × R + via T 1 is given by,
Similarly, the function T 2 : R p × R + → R 2 + given by
is SO(p)-maximal invariant. By Lemma 3.1, the function T = T 2 • T 1 : R d → R 2 + given by
is G-maximal invariant. Similar to Example 4.5, Ψ(x) = Φ −1 p,q (x), and the Jacobian is given by
By Theorem 4.2, this implies that the family of distributions,
Invariance: General cases
In Section 4.2, we examined some necessary and sufficient conditions under which families of distributions admit β-equivalence. In order to do so, we enforced some algebraic structure on the family of distributions and employed group invariance to derive the results. The objective of this section is to relax these requirements, and characterize sufficient conditions under which distributions fail to admit topological identifiability in the thermodynamic regime. Before we present the result in Theorem 4.3, we need the notion of modular character of a measure. Consider the set of diffeomorphisms ∆(X), given by
For example, when X = R d , then ∆(X) = GL d (R). The elements of ∆(X) form a subgroup of transformations with respect to Diff (X).
Definition 4.3 (Modular Character). Given a measure µ on the space (X, B(X) ), a function Ψ is defined to be the modular character of µ if for each φ ∈ ∆(X) with y = φ(x) we have that
where J φ is the Jacobian of φ and J φ = |det (J φ )|.
The modular character is closely related to the notion of tensor-density (see, for instance, Schouten, 1954) . As an example, when X = R d and µ = ν d , the d-dimensional Lebesgue measure, the modular character of µ is given by Ψ(x) = x. Observe that for any full-rank linear map φ ∈ GL d (R) such that y = φ(x), we have µ(dy) = dy 1 ∧ dy 2 · · · ∧ dy d = J φ dx 1 ∧ dx 2 · · · ∧ dx d = J φ µ(dx).
Theorem 4.3. Suppose P is a probability distribution with density g with respect to a measure ν, Ψ is the modular character of ν and supp(g) = K ⊂ X. Let φ = · {φ 1 , φ 2 , . . . , φ n } be a collection of maps such that each φ i ∈ ∆(X), φ i (K) = K i for each i = 1, 2, . . . , n and ν(K i ∩ K j ) = 0 when i = j. Define the density f φ by
Proof. First, we verify that f φ is a well-defined density function for each φ ∈ Φ. Suppose for some n, φ = {φ 1 , φ 2 , . . . , φ n } ∈ Φ. We have that
where (i) follows from taking z = φ i (x) and (ii) follows from the fact that φ i ∈ ∆(X) for each 1 ≤ i ≤ n, with Ψ being the modular character for ν. It remains to verify that for every t ≥ 0, f φ (t) does not depend on the choice of φ. Consider,
Observe that when x ∈ K i , the value of f φ (x) is given by
Making the substitution z = φ i (x) and using the fact that φ i ∈ ∆(X) for each i, we havê
Since Equation (3) holds for each φ ∈ Φ, β-equivalence follows.
Remark 4.2. It follows from Theorem 4.3 that there is a fairly large family of distributions which admit β-equivalence. However, the exact representation of these families using the index φ is not entirely obvious. Nevertheless, the elements in Φ can be indexed by a more well-behaved set Θ such that the family {f θ : θ ∈ Θ} admits β-equivalence. This is made precise in the following example. = (a, b) , consider the family of distributions with density f θ given by
We can verify this by considering {φ 1 , φ 2 } : R → R to be two maps given by,
For each (a, b) = θ ∈ Θ, the functionf θ is given bŷ
Making the substitution that z = ax and y = −bx,
Sincef θ (t) =ĝ(t) for each θ ∈ Θ, β-equivalence follows. This is shown in Figure 3 . Equivalently, this can be seen from Theorem 4.3. First, observe that the modular character of ν is Ψ(x) = x. The Jacobian determinants for the maps φ −1 1 and φ −1 2 are given by
Theorem 4.3 illustrated β-equivalence when the family of probability distributions on X is with respect to a reference probability distribution P with support K ⊂ X. When X admits a smooth fiber bundle structure, we can exploit the underlying topology to examine a richer class of distributions which admit β-equivalence. For different values of θ ∈ Θ, we observe that the excess mass functionf θ (t) are identical, as shaded in blue for t = 0.1 When X is a compact d-dimensional C 1 -manifold, suppose X = (X, π, Y, Z) is a smooth fiber bundle where the total space X is mapped to the base space Z via the bundle projection π : X → Z, Y is the fiber, and an open cover
The set {U α , ψ α } is called the local-trivialization of X . We refer the reader to Greub et al. (1972) for further details.
For every z ∈ Z, the space Y z = π −1 (z) is called the fiber over z. Given a fixed local-trivialization {U α , ψ α } and z ∈ U α , the map ψ α,z = · ψ α (z, ·) : Y → Y z defines a diffeomorphism between the fibers Y and Y z such that for each y ∈ Y, there is a unique element y z = ψ α,z (y) ∈ Y z . If the base space Z and the fiber Y are endowed with measures µ and ν respectively, then ν ⊗ µ induces a product measure on the space X locally. Specifically, suppose x ∈ X such that π(x) = z ∈ Z, then the measure ν on Y pushes-forward a measure ν z = · (ψ α,z ) # ν on the space Y z via the diffeomorphism ψ α,z . We can define the induced measure λ on dx by
such that for any f ∈ L 1 (X, λ), from Goetz (1959) , the following version of Fubini's theorem holds
For α, β such that z ∈ U α ∩ U β ⊂ Z, the map ψ −1 α,z • ψ β,z ∈ Diff(Y) is a coordinate transformation of the bundle charts. When ψ −1 α,z • ψ β,z ∈ G Y , a subgroup of Diff(Y), then G Y is called the structure group of the fiber bundle X . The measure λ in Equation (5) is well-defined only when ν is G Yinvariant. To see this, suppose B z ⊆ Y z is a measurable set from the fiber over z. The measure of B z with respect to ν z should not depend on the choice of the local-trivialization used at z, i.e., since z ∈ U α ∩ U β , we must have that ν ψ −1 α,z (B z ) = ν ψ −1 β,z (B z ) . From this, it follows that if B ⊂ Y is a measurable set on the fiber, then it must be G Y -invariant, i.e.,
It is worth pointing out that when X is a flat bundle, then ψ −1 α,z • ψ β,z = id Y for each z ∈ U α ∩ U β , and ν is always well-defined. When Y = G is a Lie group, X simplifies to become a principal G-bundle and the bundle projection π : X → X/G projects each element in X to its orbit. Principal G-bundles admit local cross-sections. Furthermore, when it admits a global-cross section, X admits the factorization X = X/G ×G, and the factorization of measure on X simplifies to the product of an invariant measure µ and an equivariant measure ν (see, for example, Kamiya et al., 2008) . Lastly, when X = Y × Z is globally trivial, then the bundle charts simply become ψ α = id X , such that the induced-measure ν z = ν for each z ∈ Z, and Equation (6) reduces to the familiar setting of Fubini's theorem.
Suppose P is a probability distribution on the fiber Y with density g w.r.t. the measure ν, then the pushforward distribution P z is a well-defined probability distribution on Y z with density g z (y) = g ψ −1 α,z (y) w.r.t the induced measure ν z . In turn, if µ is a probability measure on the base space Z, then P z and µ induce a distribution P z ⊗ µ locally in X. In Theorem 4.4, we use P z ⊗ µ to characterize β-equivalence for families of distributions on X generated by diffeomorphisms on the fiber Y, when they satisfy a Jacobian constraint on the base space Z.
Theorem 4.4 (Nonlinear Invariance). Let X = (X, π, Y, Z, U α , ψ α ) be a smooth fiber bundle such that ν is a measure on Y with modular character Ψ and µ is a probability measure on Z. Let P be a probability measure on Y with density g with respect to ν.
Then, for Φ = · φ :
Proof. First, we verify that f φ (x) is a well defined density for each φ ∈ Φ.
where (i) follows from making the substitution y = ψ −1 α,z (y z ). The measure ν z is pushed-forward by ψ α,z such that for every Borel set E ⊂ Y z , we have ν z (E) = ν ψ −1 α,z (E) . It follows that, dν z (y z ) = dν ψ −1 α,z (y z ) = dν(y).
Next, (ii) follows from taking w = φ z (y), and (iii) follows from the fact that φ z ∈ ∆(Y) with Ψ being the modular character of ν. Now it remains to verify thatf φ (t) does not depend on φ, and we use the same machinery as before. Consider,
Again, substituting w = φ z (y), where φ z ∈ ∆(X) and Ψ is the modular character of µ we get,
Thus,f φ (t) =ĝ(t) for all φ ∈ Φ and β-equivalence follows.
We begin by considering examples for trivial fiber bundles, i.e, globally admit a product structure.
Recall that, in this setting, the local-trivializations {ψ α } are simply the identity maps, and we recover the familiar setting of Fubini's theorem. Since we are interested in preserving the excess mass functions for the family of distributions, it suffices for us to consider cases where the assumptions on X hold a.e. λ. See Eaton (1989) , for a discussion on removing sets of measure zero.
Example 4.8. Suppose Z = T d is the d-Torus with the uniform surface measure given by
and µ(Z) = 1. Let g be a density on Y = S 1 w.r.t. the surface measure ν(dy) = dy and ϕ : T d × S 1 → S 1 be a fixed map. Consider the family of distributions on X = T d+1 , with density f θ given by
where R s ∈ SO(2) for each s ∈ S 1 . Then f θ : θ ∈ S 1 admits β-equivalence.
The details are as follows. For each fixed z ∈ T d−1 and fixed θ ∈ S 1 , let the map φ θ : S 1 × T d → S 1 be given by φ θ (·, z) = R ϕ(θ,z) ∈ SO(2). For instance, we can define ϕ(z, θ) = z 1 + θ ∈ S 1 , and choose R ϕ(θ,z) as the clockwise rotation by z 1 + θ. The collection Φ = φ θ : θ ∈ S 1 such that for each z ∈ T d we have J φ θ (·,z) −1 = 1 and,
where Ψ(x) = x is the modular character for ν. The density f θ can equivalently be written as f θ (x) = g (φ θ (y, z)). From Theorem 4.4, it follows that f θ : θ ∈ S d−1 admits β-equivalence. Specifically, suppose d = 1 and g is the density of the von-Mises distribution on Z = S 1 given by
where I 0 (κ) is a normalizing constant. For each z ∈ S 1 (or, z ∈ [0, 2π]) suppose ϕ(z, θ) = z + θ ∈ S 1 , such that φ θ (y, z) = y + z + θ. Then the density f θ (y, z), defined on T 2 , is given by
e κ cos(θ+y+z) , and the family {f θ : θ ∈ [0, 2π]} admits β-equivalence.
In the next example, we illustrate a family of distributions on R d which admits β-equivalence.
Example 4.9. Suppose Z = S d−1 with the uniform surface measure µ and g is a density on Y = R + w.r.t. the measure ν such that for some fixed r ∈ R + ,
Given a nonnegative valued function ξ : S d−1 → R + , consider a family of distributions on X = R d with density f ξ given by f ξ (x) = g(rξ(z)).
Then {f ξ : ξ ∈ Ξ} admits β-equivalence where Ξ = ξ :
To illustrate this, first observe that ν d (dx) = ν(dr)µ(dz), i.e., To illustrate this, first observe that ν d (dx) = ν(dr)µ(dz), i.e., the measures ν on R + and µ on S d−1 induce the standard Lebesgue measure ν d on R d . The modular character for the measure ν ν 1 can be easily verified to be Ψ(x) = x d−1 . Now, let φ : R + × S d−1 → R + be such that for each z ∈ S d−1 the map φ z is given by φ z (r) = rξ(z). Observe that the Jacobian for the transformation φ z is simply ξ(z). By the assumption on ξ, it satisfies the property,
From Theorem 4.4, it follows that {f ξ : ξ ∈ Ξ} admits β-equivalence.
As a more specific case of Example 4.9, when d = 2 and x = (r cos(θ), r sin(θ)) ∈ R 2 , define the family of distributions {f ρ (x) : |ρ| < 1} where g(r) = 1 2π e − r 2 4π and ξ ρ (θ) = 2π 1 + ρ cos θ .
The family admits β-equivalence as 2π 0 dθ ξ 2 ρ (θ) = 1, for each |ρ| < 1. This is shown in Figure 4 . for ρ = 0, 1 2 and 9 10 respectively. All three of them have the same mass w.r.t. P ρ . In general, P ρ x ∈ R 2 : f ρ (x) ≥ t is the same for each |ρ| < 1.
We now illustrate a family of distributions which admit β-equivalence when X is not globally trivial.
Example 4.10 (Hopf Bundle). Consider the Hopf bundle S 1 → S 3 π → S 2 with some reference local trivialization {U α , ψ α }, where X = S 3 is the total space, Z = S 2 is the base space with uniform surface measure µ and the fiber Y = S 1 with canonical measure ν. Let g be a density on Y and ϕ : S 2 × S 1 → S 1 a fixed map. Consider the family of distributions on X with density f θ given by
is the corresponding element on the fiber Y z at z and R s ∈ SO(2) for each s ∈ S 1 . Then, f θ : θ ∈ S 1 admits β-equivalence.
We can verify this along the same lines as Example 4.8. The map φ θ : S 1 × S 2 → S 1 is given by φ θ (·, z) = R ϕ(z,θ) ∈ SO(2). For instance if z = (z 1 , z 2 ) ∈ S 2 are the azimuthal and polar angles respectively, then we can choose ϕ(z, θ) = z 1 + θ. As seen earlier, the density f θ (x) can be expressed as g (φ θ (y, z)) such that
where the modular character of ν is Ψ(x) = x. From Theorem 4.4, we conclude that f θ : θ ∈ S 1 admits β-equivalence.
Remark 4.3. In certain special cases when X is globally trivial, we can further enrich the family of β-equivalent distributions from Theorem 4.4. When G z is a compact Lie group which acts bijectively on the base space Z and the measure µ on Z is the Haar measure associated with G z , we can modify Equation (7), as described in the following corollary.
Corollary 4.1. Under the same assumptions of Theorem 4.4, let X be globally trivial and G z be a compact Lie group acting bijectively on Z such that there exists a surjective map p : Y → G z , i.e., for each y ∈ Y, there exists a y ∈ G z . Let µ be the normalized Haar measure associated with G z .
Define the density function f φ (x) = g (φ (y, a y (z))) .
Then, for the same Φ from Theorem 4.4, the family {f φ : φ ∈ Φ} admits β-equivalence.
Proof. Since X = Y × Z, the measure λ on X induced by ν and µ behaves globally like a product measure such that f φ (x)λ(dx) = g (φ (y, a y (z))) ν(dy)µ(dz).
We observe that since a y ∈ G z , by making the substitution u = a y (z), it follows from Hewitt and Ross (2012, Theorem 15.13 ) that the Haar measure µ on a compact Lie group is unimodular, i.e., µ(du) = µ(dz). Thus, Equation (8) becomes
which is in the same form as Equation (7), and the proof subsequently follows from Theorem 4.4.
We illustrate Corollary 4.1 in the following example.
Example 4.11. Consider the setup from Example 4.9 for d = 2, where R 2 = R + × S 1 , g(r) = 1 2π e − r 2 4π and ξ(θ) = 2π 1 + ρ cos θ .
Let G be the translation group on S 1 , whereby the measure µ(dθ) = dθ is translation invariant. For each r ∈ R + let the group action be given by a r (θ) = (r + θ). If we consider the densityf ρ on R 2 given byf ρ (x) = g(r · ξ(a r (θ))) = g(r · ξ(r + θ)), it follows from Corollary 4.1 that the family f ρ : |ρ| < 1 admits β-equivalence.
In the context of Theorem 4.4, when the density g on Y is such that supp(g) = K ⊂ Y, the result can be generalized along the lines of Theorem 4.3. We present this in the corollary below, where the proof uses the same line of argument as the preceding cases.
Corollary 4.2. Under the same assumptions in Theorem 4.4, suppose the density g satisfies
Then, the family {f φ : φ ∈ Φ} admits β-equivalence when
We conclude this section with a general result of β-equivalence for families of distributions. 
Proof. For each θ ∈ Θ, let X θ be a random variable with density f θ . From Theorem 4.1, we know that if the distribution of Z θ = · f θ (X θ ) does not depend on θ, β-equivalence follows.
The moment generating function for Z θ is given by
where (i) follows from taking t = θx in the first integral and t = θx 1−θ in the second integral. By Theorem 4.5, this implies that {f θ : θ ∈ Θ} admits β-equivalence.
Discussion
In this work we have studied the framework of topological inference through the lens of classical statistical theory. In the parametric setup, we have investigated cases when the parameters of the statistical model are not asymptotically identifiable based on their asymptotic limit in the thermodynamic regime. In our case, this is analogous to the property of β-equivalence. We have characterized several conditions under which a parametric family of distributions admits β-equivalence. When the distributions share an algebraic structure, we are able to describe necessary and sufficient conditions under which asymptotic identifiability fails. In the absence of the underlying algebraic structure, we have shown that when the distributions satisfy certain Jacobian constraints, they admit β-equivalence. Lastly, in the absence of any of the above, if the distributions are stochastically regular (as is most often the case), we have shown that if the density function shares a certain geometry with its associated score function, then β-equivalence follows.
Studying injectivity for Betti numbers collectively serves as a stepping-stone to understanding the behaviour of more complex topological summaries. To this end, we conclude by discussing a possible extension of this work to persistence diagrams. Given a probability distribution P on X ⊆ R d with density f and a distance-like function d P : R d → R ≥0 , the sub-level sets of d P , given by L r (d P ) = · x ∈ R d : d P (x) ≤ r , encodes the topological information at resolution r. As discussed in Chazal et al. (2011) , the filtration {L r (d P )} r>0 can be used to construct a persistence diagram Dgm (d P ). For example, given X n sampled iid from P, the filtration {K (X n , r)} r>0 in Section 3.1 is obtained from the distance-like function given by d Pn (x) = inf y∈supp(Pn)
x − y 2 , for each x in R d , where P n is the empirical measure associated with X n . Examples of such distancelike functions include the distance-to-measure (Chazal et al., 2017) , superlevel sets of kernelized density (Fasy et al., 2014; Bobrowski et al., 2017b) and the eccentricity function (Hang et al., 2019) . In a similar vein, Phillips et al. (2015) consider the distance-like function in a reproducing kernel Hilbert space (RKHS; Aronszajn, 1950) , H, given by d P (x) = D K P (x) = µ P − µ δx H , where µ P = R d K(·, y)dP(y) is the mean element of P in H with K as the reproducing kernel (Sriperumbudur et al., 2010) . In this context, we can consider the persistence diagram obtained from the sublevel sets of the kernel distance as a topological summary, i.e., S(P) = Dgm D K P and ask the question of when S fails to be injective. For two distinct probability measures P and Q, we say S(P) = S(Q) if
where W ∞ (·, ·) is the bottleneck distance on the space of persistence diagrams. From the stability result of Cohen-Steiner et al. (2007) ; Chazal et al. (2016) , it immediately follows that
This means S fails to be injective if P → µ P is not injective and the latter has been studied in detail by Sriperumbudur et al. (2010 Sriperumbudur et al. ( , 2011 . Particularly, for K(x, y) = ψ(x − y), x, y ∈ R d where ψ is a bounded continuous function with the support of its Fourier transform not equal to R d , S fails to be injective. However, the same argument cannot be used to discuss the injectivity of S, for K that guarantees the injectivity of P → µ P . In the future work, we would like to investigate this question along with the question of injectivity for the persistence diagrams from other distance-like functions.
The anomalous behaviour of the topological summaries associated with statistical models is intriguing, and the implications this has on incorporating statistical inference methodology in Topological Data Analysis also needs further study. The questions on how distributions behave on other persistence spaces such as landscapes and persistence weighted Gaussian kernels are also yet to be explored, and are left for future work.
is G m+1 -compatible, giving us T (g m+1 x) = g * m+1 T (x), where g * m+1 is the induced action ofg m+1 on X m via T . Lastly, using the fact that T m+1 is G m+1 -maximal invariant, Equation (A.1) becomes T (gx) = T m+1 g * m+1 T (x) = T m+1 • T (x) = T (x).
Next, we examine that T is maximally invariant, i.e., ∀x, y ∈ X such that T (x) = T (y) we have that y ∈ Gx. Let x and y be such that T (x) = T m+1 • T (x) = T m+1 • T (y) = T (y). Since T m+1 is maximally invariant, there exists g m+1 ∈ G m+1 such that g * m+1 T (x) = T (y). Additionally, from the G m+1 -compatibility of T we have that g * m+1 T (x) = T (g m+1 x), giving us T (y) = T (g m+1 x). Lastly, since T is G -maximal invariant, there existsg such thatg (g m+1 x) = y. Again, using property (2) from Definition A.1, this implies that there exists g ∈ G such that gx =g * g m+1 x =g (g m+1 x) = y.
