An investigation has been made into the numerical solution of non-singular linear integral equations by the direct expansion of the unknown function f{x) into a series of Chebyshev polynomials of the first kind. The use of polynomial expansions is not new, and was first described by Crout [1] . He writes f{x) as a Lagrangian-type polynomial over the range in x, and determines the unknown coefficients in this expansion by evaluating the functions and integral arising in the equation at chosen points x t . A similar method (known as collocation) is used here for cases where the kernel is not separable. From the properties of expansion of functions in Chebyshev series (see, for example, [2]), one expects greater accuracy in this case when compared with other polynomial expansions of the same order. This is well borne out in comparison with one of Crout's examples.
Introduction
An investigation has been made into the numerical solution of non-singular linear integral equations by the direct expansion of the unknown function f{x) into a series of Chebyshev polynomials of the first kind. The use of polynomial expansions is not new, and was first described by Crout [1] . He writes f{x) as a Lagrangian-type polynomial over the range in x, and determines the unknown coefficients in this expansion by evaluating the functions and integral arising in the equation at chosen points x t . A similar method (known as collocation) is used here for cases where the kernel is not separable. From the properties of expansion of functions in Chebyshev series (see, for example, [2] ), one expects greater accuracy in this case when compared with other polynomial expansions of the same order. This is well borne out in comparison with one of Crout's examples.
The most common method of solution of integral equations is by the use of finite differences. Fox and Goodwin [3] have made a thorough investigation of these methods, using the Gregory quadrature formula for the evaluation of the integral. Other methods for the algebraization of the integral equation using Gaussian quadrature have been described by Kopal [4] .
The methods of this paper are not as versatile as the finite-difference techniques, since they depend to a much greater extent on the form of the given functions eg. kernel, arising in the equation. However, in cases where the method can be used without a prohibitive amount of labour, we obtain the value of the function throughout the range of x, instead of at a discrete number of points. Also, with the Chebyshev expansion of the function known, some estimate can generally be made, a posteriori, to its accuracy.
The crux of the problem is to find easily the Chebyshev expansion of the given functions in the equation. To find these, we confine ourselves to functions which can be represented as the solution of some linear differential equation with associated boundary conditions. The solution of the differential equation can then be found by a direct expansion of the function in Chebyshev polynomials. This method has been described by Clenshaw [5] , and [2] The numerical solution of integral equations using Chebyshev polynomials 345 frequent use of it will be made throughout this paper. It is assumed that the reader is familiar with the methods and notation of [5] . For functions whose Chebyshev expansions cannot readily be found in this way, or which are given numerically, some curve fitting technique can be used [2] . It is felt that in such cases, the labour might better be spent using a finite-difference technique.
Method of Solution
Linear integral equations can be divided into two types depending upon the limits of the integral. An equation of the form and is known as a "Volterra equation". We shall be concerned with equations of the Fredholm type, and in order to use the Chebyshev polynomials we must change the range of the variable x from [a, b) to either (-1, 1) or (0, 1). In the former case we use the polynomials T n (x) where
When the range of a? is (0, 1), we use the T*(x) polynomials where
For tables and properties of these polynomials, see [2] . Before proceeding with the discussion of methods of solution, we shall need results for (i) the product of two Chebyshev expansions and (ii) the integral of a function whose Chebyshev expansion is given.
Product of two Chebyshev expansions
Suppose f(x) = i« 0 + 2 a nT n {x) (1) and g{x) = J6 0 + 2
. From the relation,
we find that, [3] (2) 
.
TA^ Integral of f(x)
We suppose that f(x) is given in terms of its Chebyshev expansion in T n (x), and we want the expansion of I{x), where In solving Fredholm equations, we require the integral of the product of two functions between the limits -1 and 1. Defining f(x) and g(x) as in equation (1), and using equations (2) and (7), we find For §\f(x)dx, we have,
Finally for the integral of the product of two functions, if f(x) and g(x) are defined as in equation (3), then
e will now examine in detail the numerical solution of Fredholm-type integral equations. The method depends entirely upon whether the kernel K(x, y) is separable or not. In Section 3 we will discuss the case of a separable 348 David Elliott [5] kernel; in Section 4 we will compare the method with one of Crout's examples, and in Sections 5 and 6 we will investigate the case of non-separable kernels.
Separable kernel
In general, when the kernel is separable we will have
K(x,y)=fg m (x)h m (y).
m=l The Fredholm integral equation can then be written
where the range in x has been normalized to -
, h m (y) are given functions and we assume that their expansions in T n (x) can be found by, for example, the method of [5] or some curve fitting technique. We assume that f{x) is to be approximated by a polynomial of degree N,
If F(x) ^k 0, we choose N to be the degree to which F(x) is given to the required accuracy. If F(x) == 0, then N can only be estimated a priori from, perhaps, some physical criterion. If N is originally chosen too small, this will be apparent from the series expansion for f(x). The calculation will then have to be repeated with larger N. If N is chosen too large initially, then unnecessary extra work will have been done. Many integral equations, however, arise from physical problems where something is known of the form of f(x) which will enable us to make a reasonable guess for N. Now With these values we find on solving equation (13) This expansion can be compared with that for sin \nx from which we see that there is an error of approximately 1 x 10~5. Although starting with the expansion of all the given functions to 6D, some accuracy has been lost in the sixth decimal place due to rounding errors. With this Chebyshev expansion for f(x) we might conclude from the rate of convergence of the last three coefficients, that the truncation error will be less than 1 X 10~5. With a round-off error in each term less than \ x 10~5, we might conclude just from the series expansion that its error is less than 4 x 10~5. Consequently we can assume that the expansion will give values of f(x) correct to 4Z) for all values of x in 0 ^ x ^ 1. This we know to be correct from the analytic solution.
Finally, we note that whenever the kernel is separable, the integral equation is satisfied for all values of x when determining the relations between the coefficients A,
Comparison with Crout's method
We shall now compare by means of an example, the Chebyshev series ex-350 David Elliott [7] pansion with the method of Crout. In this problem, the kernel is again separable, although it has a discontinuity in the first derivative. 
00
Applying the methods of [5] , if /(£) = Ja 0 + 2 a n T * we find at once that *o = 2 f (-l) n+1 <x w where <x w = --(-4| ) _, + 2il l l _ 1 -2il f l + 1 -il 1 l + 1 ) f
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A similar result can be found for the coefficients in the Chebyshev expansion for /(£). Returning to the integral equation, if C*(G) denotes the coefficient of T*(C) in the Chebyshev expansion of G(C) then, C*(u) = fiC*lI -t(I -/ ) ] for all ».
On simplifying this expression we find the following 3 term recurrence relation for A n , valid for all n ^ 2, The largest eigenvalue of this matrix corresponds to fi = 9.86958 so that, El X = 9.86958 -352 David Elliott [9] Crout finds A = 9.87605 EI/L 2 which must be compared with the analytic solution of A = 9.86960 EI/L 2 , to 5D. Using the Chebyshev expansion to the same order as Crout's Lagrangiantype expansion we have found a much better approximation to the eigenvalue. The errors are of magnitude 2 x 10~5 and 645 x 10~6 respectively. Such an accuracy in this case seems shghtly fortuitous since on repeating the calculation with a sixth order polynomial, the eigen-value is X = 9.86966 EI/L 2 , an error of 6 x 10" 5 which is slightly larger than for the 4th order case.
For the eigenf unction f(x), if we normalise the solution so that f{L/2) = 1, we find Table 1 . For the given tabular points, the maximum error in the Chebyshev expansion (98 x 10~5) is less than in Crout's case (186 x 10-5 ). Also the sum of the squares of the errors at these points is less for the Chebyshev expansion.
Taking a sixth degree expansion for f(x) we find, The maximum error at the given points has now been reduced to 6 x 10~5, a considerable improvement in accuracy obtained with little extra computation.
Non-separable kernel
In most problems where a numerical approach is required the kernel will [10] The numerical solution of integral equations using Chebyshev polynomials 353 not be separable. There are two possible methods of approach. We can try to approximate to the kernel by a function which is separable, and then use the method of Section 3. Alternatively, we can consider the equation as it stands and proceed by a method of collocation. Suppose that the range of the independent variable x has been normalised to -1 ^ x ^ 1 and we have the following Fredholm equation, which is a system of (N + 1) linear equations for the (N + 1) unknown coefficients. These can be solved by standard methods. We shall illustrate the method by means of an example taken from [3] . Table 2 . The comparison of this solution with that obtained by Fox and Goodwin is given in Table 3 . Taking the integral equation with negative sign and proceeding as before, we find f{x)= 1.77447 -0.14003r 2 (x) + 0.00490T 4 (z) + 0.00037r 6 (x).
The comparison of this solution with Fox and Goodwin's is also given in Table 3 . Fox and Goodwin have presented their results only to 4Z) with an estimated maximum error of 1 X 10~4 due to round-off, and we see that the results found here agree exactly to within the prescribed error.
Of the computational labour in this solution of the problem, most was spent in the determination of the Chebyshev expansions of K{x i , y). With these expansions found, comparatively little labour was necessary for the evaluation oil(x it 1) and the solution of the equation for the coefficients a n . Had we found it necessary to use a higher degree polynomial for f(x), all previous results for K{x i , y) and I(x i , 1) can be used again. When the degree of the polynomial approximation to f(x) is not known a priori, we can start with a low N and increase the degree until the necessary accuracy in the solution is reached.
Use of Legendre Polynomials
In the above example, since the limits of integration are from -1 to + 1 , this suggests expanding all functions in terms of the Legrendre polynomials P n {x). The evaluation of I(x i , 1) is then almost trivial due to the orthogonality property of the Legendre polynomials, in the range -1 5S x ^ 1. For suppose 356 David Elliott [13] and for a given x t we find that This equation is considerably simpler than equation (8) for Chebyshev polynomials. The problem is now one of finding the expansion of K(x it y) in terms of Legendre polynomials. This can be done in a similar way to the Chebyshev expansion from the direct solution of differential equations in Legendre polynomials. This method has been described by the author, [6] . However, we shall find in general that the recurrence relation between the coefficients b n are more complicated for Legendre polynomials than for Chebyshev polynomials. The computing time saved in using equation (23) instead of equation (8) will generally be more than off-set in the computation of the expansions K(x it y). The integral equation of Example 3 has been solved by writing f{x) as the fourth degree polynomial, f{x) = a 0 P 0 (x) + a 2 P 2 (x) + a 4 P 4 (z). To determine the three unknown coefficients a 0 , a 2 , a 4 we have used collocation at the points x i = 0, 0.5, 1. The following solutions were found + resign; f(x) = 0.69107 + 0.06615P 2 (z) -0.00146P 4 (z) -vesign; f\x) = 1.82129 -0.18971P 2 (a;) + 0.00829P 4 (x) Th e results are also tabulated in Table 3 , and agree excellently to 3D with the previous results.
