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INTRODUCTION 
Recently Smale (1981) and Shub and Smale (1985) demonstrated that 
zero finding algorithms fit into a quite general framework. This framework 
is traceable to Euler and Newton and, more recently, to Ostrowski (1973). 
The results found in Smale (1981) and Shub and Smale (1985) depend on 
classical research concerned with Schlicht function theory (see also Kim, 
1985). The results in Smale (1986) are not based on such ideas. In the 
latter reference the strategy was to use only “point data” to derive theo- 
rems about the convergence of Newton’s method in a Banach space set- 
ting. A goal of the present article is to generalize, to higher-order 
methods, the work found in Smale (1986) and in particular to eliminate the 
need for Schlicht function theory; partial success in that direction is dem- 
onstrated. 
Section A is devoted to establishing preliminary materials and the con- 
text of the article. Sections B and C contain our main theorems. In the 
Appendix we make specific the results found in Section A. This is done by 
applying materials in Section A to Halley’s iteration and to another cubi- 
cally convergent zero finding algorithm. Results similar to ours can be 
found in the work of Kim (1985). 
A 
In what follows we use the notation established in Shub and SmaIe 
(1985) and Smale (1986). Letf(z) be a polynominal of degree d with z E C 
such that both f(z) and f’(z) are nonzero. Denote the inverse tof by f;i , 
which is the map that carries f(z) to z. We denote the radius of con- 
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vergence off;’ by r(z, f) = If(z) - f(&)l for some 8, such that f’(&> 
vanishes, i.e., 8, is a critical point off. 
In what follows the quantity hi is important. Iff(z) # 0 define 
h(z, f> = gf. 
Therefore 
hj(z, f) 2 min f(z) - f(e) 
f ‘&Ll f(z) * 
A family of algorithms which is central to recent work on algorithms 
was named “incremental Euler methods” in Shub and Smale (1985). An 
incremental algorithm means a mapping 
IhJ: s2 ---, s2, 2’ = h,f(Z) 
parameterized by the variable h, 0 I h 5 1, depending on a complex 
polynominal f, and S2 is the Riemann sphere. 
If h < h,(z, f), then z’ = &I((1 - h)f(z)) is a solution to the equation 
f (z’) --l-h. 
f(z) 
Whenf(z’) is expanded in a Taylor’s series about z we obtain 
E&z, h, f) = z’ = z + c 
= (fil)‘;:(f(z)) (-hf(z))‘, 
I=1 
The kth incremental Euler algorithm & or &(z, h, f) is defined by 
k (f;‘)‘“(f(z))(- hf(z))’ 
&(Z, h, f) = Tkf;'((l - W-(zN = z + 2 
I=I I! ’ 
where 7k is the truncation operator. The k incremental Euler methods are 
orderk + 1. 
Let 
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then E&z, h, f), for example, can be written as 
E4(z, h, f) = z - $ (h - u&* + (24 - c3)h3 
- (5~; - k2u3 + u4)h4). 
Smale (1986) introduces the notion of an approximate zero of the first 
and second kinds for Newton’s method. The following definitions are 
generalizations of these concepts. Let j C * C be a polynominal of 
degree d. 
DEFINITION 1. z. E @ is an approximate zero of the first kind for a 
ZeroJinding method of order k provided 
where z,, = &(zn-J and & is a method of order k. 
DEFINITION 2. Let 5 be a zero off. zo E C is an approximate zero of 
the second kind for a zero$nding method of order k provided 
lZn - ,gl 5 (p-l Izo - 51, n = 0, 1, 2, . . . 9 
with zn = &(znP1) and +k as in Definition 1. The type of convergence 
described in these two definitions is “super exponential.” The constant 
one-half can be replaced by any nonzero positive constant less than unity. 
The following definition is central to what follows. Let f be a poly- 
nomial and suppose, as before, that both f (z) and f’(z) are nonzero. 
DEFINITION 3. 
where f(")(z) denotes the mth derivative off at z (see Smale, 1986). 
In order to establish the main result of the article, the approximate zero 
theorems (Sections B and C), the following two lemmas are needed. 
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LEMMA 1. (Shub and Smale, 1985). For any k, 0 < k % 03, the kth 
incremental Euler algorithm has the property that for any polynominal f, 
complex number z with f(z) andf’(z) nonzero, z’ = Ek(z, h,f), 
f-k’) -= 
f(z) 1-h+Q(z,h,f)G I 
where 
(k + OU - y)* 
pk(y) = [(l - $* - 4y][(l - y)* - 4y(l +(k + l)+)] ’ 
y = hlhj and is assumed to satisfy 0 < y < Yk. yk is the smallest positive 
zero of the denominator and h, = h,(f, z) as before. 
LEMMA 2. Let r(z, f) be as before and, f(z), f(z’) as above. There 
exists a constant Co > 0 such that 
Glf(z>l 4f(z)l 
tiz, f) 5 4-G f) 5 r(z,f) 
Proof. See Kim, 1985; Smale, 1986. n 
This section ends with the following two propositions: 
PROPOSITION 1. Let zi( = E,(z, h, f) be an m-incremental Euler 
method havingjixed step size, h, and assume that both f(z) andf’(z) are 
nonzero; then 
1.4 - ZI 5 b$ji (2) (e4h’hl - 1) 
independent of the order of the method. And in the case z’ = z - f(z)/f’(z) 
we conclude that (ht/4)(e4’hl - 1) is bounded below by unity. 
Proof. E&z, h, f) is an incremental Euler method of order m + 1, so 
m 
&(z, h, f) = z + 2 
(f;‘)“‘(f (zM--f(z)Yh' 
/=I I! 
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A consequence of the results found in Smale (1981) and Shub and Smale 
(1985) is that 
therefore 
PROPOSITION 2. Let z’ = E,Jz, 1, f) withf(z) andf’(z) us above; then 
If’(z’)l 1 lf’(z)((2 - $‘(a)), where f = (e4”‘l - 1) and $(x) = l/(1 - x). 
Proof. 
If'(Z')l 2 If'(Z)l(2 - fj (k + l)ak (3)” (e41hI - l)x) 
k=O 
but since (Y < 4/h, we have that If’(z’)l. 2 lf'(Z)((2 - c#J’(~)) and i = 
(e4’hl - 1). W 
B 
In this section we establish results which lead to a direct proof of the 
approximate zero theorem for initial conditions of the first kind (Defini- 
tion 1 of Section A). 
PROPOSITION 1. Let f be a polynomial of degree d with f(z), f’(z) 
nonzero and z E C. Denote by Ek(z, h, j’) the kth incremental Euler algo- 
rithm of the previous section. ff z’ = Ek(z, h, f), then 
lf#l 5 1 - h + Q(h, z, f).h cv)‘. 
Proof. This is an immediate consequence of Lemmas 1 and 2 of Sec- 
tion A. n 
PROPOSITION 2'. Let f, f’, z, z’, and (Y be as above. Then there is a 
Y = t4&/4M euhl - 1)) such that lf’(z’)l 2 Jf’(zj(2 - 4’(y)). 
Proof. A consequence of Proposition 2. n 
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Note that in order for the quantity on the right-hand side of the inequal- 
ity in Proposition 2’ to be positive (Y must at least satisfy 
a(z,f) 5 (1 -F)(a). 
The last requirement is more restrictive than the corresponding one for 
Newton’s method. 
PROPOSITION 3. Let, f, f’, z, L’ be as above and assume that 
a(z, f) < 1. Then there exists a constant Ck such that 
where x = (h1/4)(e41hf - 1) and I/J(~) = 2a2 - 40~ + 1. 
Proof. The existence of such a constant ck is implicit in Lemma 1 of 
the previous section (see also Table I). n 
Letj’(“)(z’) denote the mth derivative of thefevaluated at z’. Expanding 
f(“) in a Taylor’s series about z’ = &(z, 1, f) and using the bound on 
z’ - z from Proposition 1 of Section A, 
It now follows from Propositions 1 and 2’ that 
ffk+‘Ck 1 
1 
I&n- I) 
5 (1 - lyx)2(2 - c#l ‘(ax)) 2f (1 - ax)2(2 - $4 ‘(ax)) 
The above supremum is achieved for m 2 2. 
In Table I we give a tabulation of the ck for the Euler methods of orders 
two through six. 
TABLE1 
k= 1 2 3 4 5 
Cr, = 1 2 5 16 61 
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Note that the previous proposition is precisely the statement that the 
kth incremental Euler algorithm produces order k + 1 convergence pro- 
vided Q is “sufficiently small.” 
LEMMA. Lef a, = (Y(z,, f), $n = $(a&), where zn = Ekb- I , 1, f), the 
k incremental Euler algorithm. If cw~l+~ 5 &(Cilk), then for all n = 0, 
1 3 . * * 9 
$4< _ 
0 
1 k[(k+l)“-11 M 
lCIn - 2 $0 * 
Proof. Proceeding by induction we have 
and by hypothesis the result follows. w 
THEOREM 1. (Approximate Zero Theorem for initial conditions of the 
First Kind for methods of order k + 1). Let z’ = &(Z, 1, f) be the kth 
Euler algorithm for order k + 1. There exists an (~0 such that ifa(z, f) < 
cro the iteration starting from z = zo converges and 
where (ayg/JIo) Ci’k 5 4. 
Proof. Using the same notation as in the lemmas and proposition of 
this section we have 
< @ ckd-I fkn-1) - - - 
Jln I I 4Jn-I f'(z,-I) 
It follows from the Approximate Zero Theorem of the First Kind and 
Proposition 2 of the previous section that when z = zo is an approximate 
zero of an mth-order Euler algorithm 
IZn+l - Znl 5 (3”“+‘-’ 1 fel 2 (@I - 1). 
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Hence not only does the ratio of function values to values off’ tend to 
zero but the increment also tends to zero at the same rate. See the Appen- 
dix for concrete examples: &(z, 1, h) and Halley’s rational iteration func- 
tion (see Ostrowski, 1973). 
C 
In Smale (1986) the notion of an approximate zero of the second kind 
for Newton’s method is also introduced (see Definition 2, Section A). 
Further, in that article the following theorem is proved: 
THEOREM. Suppose that j? C + C is analytic, [ E @, f(5) = 0, and 
z E @ is such that 
3-v? 1 lb-sl<(-)gp 
where ~(5) = SUP IPWm!f'(5)I 1/(m-‘). Then z is an approximate zero 
m>l 
of the second kind. 
The hypothesis and conclusion of this theorem are less general than 
those given in Smale (1986), where the results are stated for analytic 
functions in a general Banach space setting. 
This section is devoted to proving a generalization of the above theo- 
rem, a generalization which extends the theorem to methods of order 
k-t 1. 
Let f, z, 5 be as above. Let us define the iteration function 
f(z) 
4dZ9 5) = z -f’(z) f’iz) p=2 p! 
- i f’P’(z> (5 _ z)p 
* 
The C#Q were introduced by H. Ehrmann (1959), who showed that C#J~ 
defines a method of order k -t 1 at simple roots off. Ehrmann also showed 
that if z’ = Mk(z) was an iteration function of order k, then &(z, z’) was an 
iteration function of order k + 1. For k = 1 Newton’s method can be 
recovered. 
In general, knowledge of the zero, 5, to which the output of an iteration 
converges is not available; however, the acceleration of a method, Mk, of 
order k is easily obtainable from the &. 
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THEOREM 2 (Approximate Zero Theorem for initial conditions of the 
Second Kind). Suppose thatfi C + C is analytic, 5 E C, such thatf({) = 0 
and z E C. Let 
bmz - 5)lk 
ak = (1 - r(5)lz - Sl)k-‘lCr(mIZ - 5)) 
If ak < 1, then z is an approximate zero of the second kind of order k + 1 
for +k(& 5). 
This theorem is a consequence of the following propositions. 
PROPOSITION 1. Suppose that A > 0, ai > 0, i = 0, 1, 2, . . . , are 
such that ai+l 5 Aajk+‘). Then 
for all m. 
a, 5 (aOA)(k+i)m-i(A1-kao) 
PROPOSITION 2. Suppose thatj @ + C is analytic with both z and z’ 
complex and such that 
l(z’ - z)y(z)l < 1 - G 2 
Then 
ILfYz’)l-‘f’(z)l 5 1 
2 - $‘((z - Z’MZN 
where C#J ‘(r) = l/(1 - r)2. 
The proof of Proposition 2 can be found in Smale (1986). 
PROPOSITION 3. Let f, z, 5 be as in Proposition 2. Then 
f ‘2’(z) f(z) -f'(z)(z - 5) + - 2! k - o2 - fq(z - 03 
+ . . . + (-l)kf$ (z _ [)k 
= ‘,Z, (-1)k &J) f7 (z - <)P. 
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Proof. The formula is certainly valid for k = 1. Suppose the result is 
true for k = m. Then since 
we have 
The quantity in the braces is 
(P - I)! 
i ) 
P-l 
* (m + l)!(p - (m f 2))! = ‘-c m + 1 
and the proposition is proved. n 
Remark. The last proposition is a generalization of Proposition 3 from 
Smale (1986). 
PROPOSITION 4. Letj @ -+ @, f(5) = 0 and y({)lz - 51 < 1 - V?/2. 
Then 
I5 - &AZ, 01 5 IrtSNz - W”l (1 - r(Olz - 5l)P-‘wa)(z - 5))’ 
Proof. By Proposition 3 we have 
Let o = r({)(z - 51. Then the last inequality is 
5 lz - Sl4(f’w’lf’(S)I z. co-’ (;) 
MSN- OP”l 
5 (1 - mlz - 5lFWr(5Xz - 5))’ ’ 
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TABLE II 
k root, 
1 0.219224 
2 0.261016 
3 0.278392 
4 0.286380 
5 0.290042 
6 0.291673 
7 0.292379 
8 0.292678 
9 0.292804 
10 0.292856 
11 0.292878 
12 0.292887 
13 0.292891 
14 0.292893 
COROLLARY. Suppose f, 5, z are as in the previous proposition. Let 
IrMz - talk 
ak = (1 - rmlz - 51)k-‘$NY(5)lz - 51)’ 
Then 
IZn - 51 4 a:Ix+'ln“lZ - 517 
where z = 20 and zn = (bk(zn-1, 5). 
Proof. The proof is an immediate consequence of the propositions 
and lemmas of this section. n 
Remark. It follows from the result of this section that the set of ap- 
proximate zeros of the second kind for a method of order k-l is contained 
in the analogous set for a method of order k. Table II tabulates a constant 
times the radii of the disk of approximate zeros centered at the zero 5. The 
entries in the table are the smallest positive roots of the nonlinear equa- 
tion obtained by setting ak equal to 1. This sequence apparently converges 
to a constant, equal to 1 - VW2. 
APPENDIX 
In this appendix two examples are presented, both cubically conver- 
gent. The algorithms are Halley’s method and the second incremental 
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Euler algorithm &(z, h, f). These examples make explicit much of the 
result found in the main body of this article. In the case of both algorithms 
the central result is the Approximate Zero Theorem for initial conditions 
of the First Kind. 
PROPOSITION 1. Let f(z) be a polynomial of degree d and z E @ such 
thatf(z) # 0, f’(z) f 0. 
The Halley iteration is given by 
Then 
If( 5 If(z)1 [ (1 _ %,, _ 2a)]. 
Proof. Expand f(z) in a Taylor’s series about z’, so 
f(z,) = *f(j)(z) 
j=. j! (-Z,i (1 - fft',Z(fJ 
f(z’) = f(z) - f(z) (* _ ff!,2(f’,2) + fT (g2 (* _ f;,2(rr)2 
df(j) fj 
+ ,?3 j! (- 71 (1 - ff!,Z(fl)J 
f(z’) = f(z) - f(z) (1 + & Q _ ff!,2(f’)2}) 
+ f(z) (& H 1 + I) 
2 
and 
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E = c&J (1 - fftlz(f’)‘) [1 + kg4 L - fyb2(f)Jl 
Hence 
cl? 
5 (1 - a)2 + (y2 (i&J3 i, - ,,:I - ,,) 
cY2 
5 (1 - 42 1 + [ 
1 
I-a-a 1 
a!2 2(1 - a) 2 
-= (1 - a)f 1 - 2ff = (1 - a;; - 20!)’ ’ 
PROPOSITION 2. Let f(z) andf’(z) be as above. Then 
If’wl 5 If’(z)1 (2 - &y2). 
Proof. 
If’wl 2 If’(z)/ (1 - 2 (k + 1) p--J) 
v’(z’>l 2 lf’(z>l (2 - (1 _ a,(f* _ a))2) 
If’(z’)l 2 If’(z)1 (2 - (+g2). 
PROPOSITION 3. Let f(z), f’(z), and z’ be as defined above. Then 
2a3(1 - a)3 
a(z” f, 5 [(l - 24(1 - 6a + 7a2)12 ’ 
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Proof, Expand the kth derivative off(z’) in a Taylor’s series about z’; 
combining with the previous propositions then yields 
j-‘Tz’) = i: fq (- fg)’ il _ f-,,2(.f’)Z)’ /=I . 
f’“‘(z’) &f(Z) A-’ 7 = (m) f’(z); i” ; qf$g (-$)““-’ (1 _ f-,2(.f’,2)’ 
Hence 
A-I 
5 &I ( 
1 AtI 1 2cY? 
l-- 1 1 ( 1 1) A ( 
2- 
(1 - Ck!)(l - 24 i 
I-a i 1 2 
l-- 
I-&! 
X 
2 
(I - as;; - 24 
k-l 
' 
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Therefore 
a(Z’J3s 2a3 1 1 (1 - a)(1 2cx) 2 - ( - 1 1 = 
i 
1 = 
l-1-C-X d 
( 1-1-CI! 1 
x sup k22 [i 
1 = 
1 )( 
1 li(k-I) 
2 
. n 
l-- 
l-a 2- 
1 
( 
1-I I 
I-a i) 
LEMMA 1. Let D(a) = (1 - 2a)(l - 6a + 7a2) ifao/Do 5 l/22/2; then 
for all k = 0, 1, . . . , we have 
(a)o < 0.11283). 
Proof. We proceed by induction and note that the lemma is certainly 
true for k = 0. Now 
5 & (2)4 (~)‘cf):“‘+‘-” 
The last inequality follows from the hypothesis that 
o< l 
Do -35’ . 
MAIN THEOREM (Halley’s Algorithm). There exists an lyo(z, f) such 
that if (~(2, f) < (~0, then zo is an approximate zero of the first kind of 
Halley’s rational algorithm and 
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for all n, where 
f (2,) 
1 
1 
Zn+’ = Zn - f’(z,) 1 - f(zJfYzJWYzJ)2 I 
and cro is a solution to the inequality aolD 5 1/2V? (a0 < 0.11283). 
Proof. By the previous lemma we have the chain of inequalities 
f(z,+J 
1 I 
<2.2&L.. .- 2a2 24 f<zo> 
f’(z,+J - Db,) Dbn-I) 1 I Dbo) f’ko) 
PROPOSITION 1’. Let f(z) be a polynomial ofdegree d with z E C and 
f(z), f’(z) nonzero. If 
Lf=l-fz 1+ i 
f (z)fYz) 
1 wk))2 ’ 
then 
I I f(z’) < a2(3 + 24 f(z) - 1 - a(1 + a)’ 
Proof’. Expand f(z’) in a Taylor’s series about z’. W 
PROPOSITION 2’. Let 4(z) = l/(1 - z), f(z),f’(z), and z’ be as above. 
Then 
v’(z’)l 5 lf’(zN2 - @(41 + 4)). 
Proof. Expandf’(z’) in a Taylor’s series at z. n 
PROPOSITION 3’. Let f(z) andf’(z) be as above. 1f 
zf=z-fz 1+ ( 
f (ZVYZ) 
1 2(f’W2 ’ 
then 
a3(3 + 24 
dz’, f) s (241 + a)2 - 4CIY(l + CY) + 1)2’ 
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Proof. If we combine the above inequality with the results of the 
previous propositions, we have 
dz’, f) a3(3 + 209 1 1 2 5 
1 - cr(1 + CY) 
i 
1 2 - a(1 + a) 
1 ( 
2-( l 1 - a(1 + CX) 
9 
Z/(k- I) 
1 I/(k- I) 
1 
2 - (1 - cr(1 + Ck!) 
2 
4 
The supremum in the last expression is achieved when k = 2. n 
LEMMA 1’. Let 
ak = dzk, j-1 
dk = D(ak) = 2&(1 + ak)2 - hk(l + (Yk) + 1. 
Suppose that aOld 5 ll2fi. Then, for all k = 0, 1, 2, . . . , 
d 1 2(3’-1) ai 7-I - 0 2 77 Dk Do 
(a0 < 0.11565). 
Proof. We use the same strategy as in the previous section. n 
THEOREM 2. (E2(z, 1, h) the cubically convergent Euler incremental 
algorithm). There exists an C&Z, f) such that ifa(z, f) < ao(z,f), then the 
iteration 
zAa 1+ ( 
f (Zlf-YZ) 
f’(z) W(zN2 1 
starting from zo = z converges and 
(a0 < 0.11565). 
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Proof. From the lemma above it follows that 
where fi, = ~(cx,) = 2 a:(1 -t CC,)* - 4a,(l + a,) + 1. If we continue the 
recursion, we have 
By the lemma, we have 
sinceao< 1. W 
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