operating in recent decades are cohort replacement (resulting in declining religiosity) and a relatively stable main effect of age (Firebaugh and Harley 1991; Hout and Greeley 1990) . Perhaps the only point of agreement among all of these scholars is that processes differ by religious affiliation and that Catholics have been more affected than Protestants by, if not secularization, disaffection from the church hierarchy (Hout and Greeley 1987) . Without exception, however, these studies rely on pooled cross-sectional results and so are limited in their ability to observe change within individuals.
Four recent studies that use panel data on single cohorts of high school or college students followed for 10 to 15 years provide a complement to these pooled cross-sections. Despite a diverse set of dependent variables, the single cohort panels of young adults demonstrate substantial similarities in outcomes. Becoming married and a parent are associated with less likelihood of apostasy (Sandomirsky and Wilson 1990 ), more likelihood of returning after a period of apostasy (Wilson and Sherkat 1994) , and greater increases in religion as a source of life satisfaction (Hoge and Hoge 1984) . In the most comprehensive of these studies, Stolzenberg, Blair-Loy, and Waite (1995) demonstrate that parenthood and marriage are associated with increased likelihood of belong to a church or synagogue. They show that the maximum effect of children on church membership occurs when children reach age 10 and declines thereafter. Similarly to Sandomirsky and Wilson (1990) , they show that men's religiosity is more affected than women's by changing family statuses. Restriction to a relatively narrow age range and to a single cohort, however, makes it. virtually impossible for these studies to distinguish between age and period effects.
As far as we are aware, no prior study has applied pooled time series techniques to multiwave panel data of religious change. The data that we use are from a twelve year, four-wave national study of 2,033 persons, all of whom were married and under age fiftyfive at the time of the first interview in 1980 (Booth, Amato, Johnson, and Edwards 1993). The age range of this sample (ages eighteen to fifty-five in wave one) is substantially larger than in previous panel studies, and the twelve year period examined in the study is long enough to permit us to observe both period and life course effects. These advantages come with two costs. First, because all respondents were married at the first wave, we cannot pxamine the effect of transition to marriage as a mediator of the age effect. We can, however, examine birth of the first child, the presence of school-aged children, the empty nest, divorce, and widowhood. Second, the indicator of religiosity available in this study is a measure of religious influence on daily life rather than the usual church attendance measure. Considering criticisms of church attendance measures (for example, Hadaway, Marler, and Chaves 1998; Hout and Greeley 1998), this analysis may provide useful evidence on the robustness of age relationships across alternative measures of religiosity.
DATA AND METHODS

Sample
The Marital Instability Over the Life Course study interviewed a national sample in 1980, 1983, 1988 and 1992 . A clustered random-digit dialing design generated sample households, and a random technique determined whether the husband or wife was interviewed. A comparison of the original sample of 2,033 with U.S. Census data revealed that the respondents were representative of the U.S. population of married persons with respect to age, race, household size, presence of children, home ownership, and region. By the fourth wave, 42% of the respondents were no longer in the sample, and the resulting panel is slightly less representative with respect to race, college education, and renter status (Booth et al. 1993 ). The first step of the analysis examines how selective attrition is related to variables used in this study.
The present analysis includes 1,187 respondents with complete data on the selected variables who participated in waves one, three and four. The 1983 wave was excluded because it did not contain the measure of religiosity used here. In addition, 152 respondents interviewed in waves one and three but not wave four are included. When these data are pooled, the analysis includes 3,865 records. Standard errors are adjusted for the variance between and within individuals, so that the change in apparent sample size does not underestimate actual sample variability.
Measures
Dependent Variable. The measure of religiosity used is an indicator of the consequences of religious beliefs on the individual's daily life: "In general, would you say your religious beliefs influence your daily life (5) very much, (4) quite a bit, (3) some, (2) a little, or (1) not at all?" This measure was chosen because it was included in three of the four panels and spanned the full twelve year period (1980) (1981) (1982) (1983) (1984) (1985) (1986) (1987) (1988) (1989) (1990) (1991) (1992) . Other measures of religiosity, including the more commonly used measure of church attendance, were available only on the 1988 and 1992 panels. Table 1 presents the correlations between the measure used here and five other measures included on the 1988 wave and also shows how each measure is related to age. The influence measure is highly correlated (r = .639) with the attendance measure, and the two items have similar relations with measures such as participation in church activities and frequency of prayer, watching religious broadcasts, and reading the Bible. Overall, the high correlations of the influence of religion with the other indicators suggest it is a valid and reliable measure of religiosity. As previous studies have suggested (Campbell and Curtis 1994) , all measures of religiosity have a positive correlation with age (column three). These bivariate, cross-sectional correlations assessed when respondents were twenty-six to sixty-three, however, show that the linear association between age and influence is greater than that between age and attendance. This may reflect the fact that disability associated with age is more likely to retard church attendance than general religiosity (Williams 1994 
Method of Analysis
The primary method of analysis for this study is the random effects pooled-time series model (Johnson 1995) . Pooled time series approaches are superior to the more conventional approach of regression models with lagged dependent variables in that we can model the relationship between age and religiosity explicitly, include variables assessing period effects, and model the effects of life course events on the dependent variable (Allison 1994) .
The fixed effects approach to estimation is concerned only with variation within individuals over time. Because variations between individuals do not enter into the computation, this technique automatically controls for characteristics that remain the same in individuals over time (specifically, birth cohort) as well as all other unmeasured time-invariant differences among individuals (Allison 1994) . Thus, no time-invariant variables need to be, or can be, included in the analysis. If for example, we find a significant relationship of religiosity to age in a fixed effects solution, we can be quite confident that it does not reflect a cohort effect because cohort membership is a time-invariant characteristic and is controlled in the analysis.
The fixed effects model can provide strong inferences about the effects of changes in age on changes in religiosity, but it has several disadvantages. Because it only focuses on variation within individuals, the method sacrifices statistical power and the standard errors of the estimates may be substantially higher than those found in the random effects approach. Another disadvantage of the fixed effects approach is the problem of separating period from aging effects. Year of the survey and age of the respondent both cannot be included as predictors in a linear form in the equation because change in age is perfectly correlated with change in years between the waves. A partial solution to this collinearity problem is to represent age or the year of the survey in a nonlinear functional form in the equation (Jasso 1985) . A third disadvantage of the fixed effects approach is that timeinvariant factors cannot be included in the model except as interaction terms with time varying factors. The random effects solution overcomes a number of these disadvantages.
The random effects solution is a generalized least squares solution that uses covariation both within and between individuals. The parameters are estimated from a covariance matrix in which the covariances within and between individuals are weighted to reflect their respective variance components. The resulting solution is more efficient than fixed effects, because a larger part of the total variance in the variables is included in the estimation. Since both within and between individual variance are included in the solution, timeinvariant variables can be included in the equation and the dependency between change in age and period found in the fixed effects solution is relaxed. The primary disadvantage is that estimates are no longer unbiased by both observed and unobserved time-invariant differences between individuals. For example, in a random effects solution, we cannot be as certain that an effect of age on religiosity found in the analysis reflects change in religiosity with age. It might reflect cohort or other unobserved differences between the individuals of different ages.
We have chosen to analyze the data primarily with the more flexible and robust random effects approach. However, because some prior research has suggested a significant cohort effect (Chaves 1989; Miller and Nakamura 1996), we repeat some of the analyses employing the fixed effect solution.
FINDINGS Assessing the Impact of Attrition
Over the twelve year span of this survey, 42% of the sample was lost through refusals or non-contact. To ascertain how this attrition biases our findings, a logistic regression analysis was computed in which attrition from the panel was regressed on perceived influence of religion on daily life in the first (1980) wave. Respondent's gender, education, and age in 1980 were included as control variables. Attrition between 1980 and 1988 was related to religiosity (p < .05), with higher religiosity related to lower attrition. For this period, moving from one religious influence category to another was associated with a 9% change in probability of attrition. For example, if the overall attrition rate was 30%, then the attrition rate for similar individuals with one point lower religiosity would be 33%. The effect over twelve years was slightly stronger, and a decrease of religiosity of one point was associated with a 10% increase in attrition. The effects of religiosity on attrition are much smaller than the effects of gender, age, and educational attainment. The major consequence for this study is that the persons we analyze display a slightly higher level of religious influence over their lives than would a sample that had no attrition. We found no interaction between age and religiosity on attrition, however, so it does not appear that the relationships between age and religiosity reported below are biased by attrition.
Random Effects Models
Previous studies differ on whether the relationship between age and religiosity is linear or curvilinear (Ploch and Hastings 1994; Sasaki and Suzuki 1984 ), so the first step in the analysis is to establish the form of the relationship in this data set. Because it imposes no assumptions about the shape of the curve representing the relationship, our initial approach expresses age in nine categories and treats this as a set of dummy variables in the regression model. The categorical approach allows us to model the shape of the relationship better than a single measure, but this comes at the cost of decreased statistical power. Thus, we test a number of more parsimonious functional forms that provide a good fit to the data but make use of fewer degrees of freedom and allow for more efficient tests of some of the interaction effects. In Model 1, the only variables in the equation are the control variables of gender, years of schooling, ethnicity, religious affiliation, and the eight dummy variables representing age. The relationship between age and religiosity is statistically significant, although much of the observed effect is the increase in religiosity between ages eighteen and thirty. After age thirty, religiosity increases only slightly to around age fifty, then declines a small amount. This suggests only a limited relationship between aging and religiosity, with much of the effect occurring before age thirty. This analysis is likely to be biased if a period effect is present.
TABLES RANDOM EFFECTS REGRF.FSION MODELS RELATING AGE AND LIFE COURSE VARIABLES TO RELIGIOUS IMPORTANCE
Model 2 adds a control for period, treating the three waves of the study as a set of two dummy variables with the 1980 wave as the reference (omitted) group. This model found a statistically significant period effect between the 1980 and the 1988 waves. Religiosity declined by around .2 points between 1980 and 1988 with virtually no change occurring between the 1988 and the 1992 waves. Controlling for the period effect dramatically affected the estimates of an age effect, and religiosity now is shown to increase steadily with age. As in Model 1, the largest rate of increase occurs before age thirty, but increases are steady between ages thirty and fifty. After age fifty, religiosity changes little. The magnitude of the age effect more than doubles when the control for period is included (the largest difference between age categories is .71 after controlling for period compared to .27 before controlling for period). The declining religiosity documented in the period effect between the first two waves appears to suppress the observation of an age effect.
Several of the control variables were also statistically significant in this and subsequent models. Males were found to have lower levels of religiosity than females (around .4 less), and Anglos, compared to minority racial and ethnic groups, also had lower religiosity. Among the three religious affiliation groups, Protestants, the reference group, had the highest religiosity scores, Catholics scored an average of .2 less than Protestants, and Others, as would be expected, had the lowest religiosity levels. Our next step was to estimate a functional relationship between age and religiosity that treated age as a continuous variable. Since the curve observed in the categorical analysis generally follows a smooth non-linear trend, we tested several functional forms, including linear, quadratic, and several log functions. Each of the functions was fit to the data and the explained variance from the equations and the shapes of the resulting curves were compared. The best fitting function represented age by the natural log of age minus 5 years (ln(age -5)). Models 3 and 4 repeat the first two models measuring age by the natural log rather than as a set of categories. The models with the log functions explain slightly more variance in the uncorrected R-square statistics in both models, but the substantive findings are identical: age is significant before and after period is controlled, but the effect is substantially stronger after period is controlled. The estimates for the period effect are very similar to those in the categorical model. Figure 1 presents the curves of the effect of age on religiosity controlling for period from models 2 and 4. The continuous curve produced by the logged model is very similar to the categorical curve from model 2, except that the curve based on the logged model does not show the decline in religiosity after age fifty observed in the categorical model. Because the logistic model has a marginally better fit to the data with considerably fewer degrees of freedom used and because the decline in religiosity after age fifty does not appear to be statistically significant, we have chosen to estimate the remainder of the models using the logged form of age.
Because previous research suggests that changes in religiosity with age may differ for Catholics and Protestants and for men and women, we tested two-and three-way interactions of age, gender, and religious affiliation. Two of three two-way interactions were statistically significant when evaluated individually. When added as a set, the interactions between age and Catholic and between gender and Catholic remained statistically signi-ficant atp < .05. Adding the three-way interaction to a model containing all three two-way interactions did not add significantly to explained variance. I  I  I  l  I  li   18  23  28  33  38  43  48  53  58  63 Age Categories
Model 5 in Table 3 presents the results of the regression including these interactions. The interaction between age and Catholicism is positive, indicating that Catholic religiosity increased more with age than did that of other religious groups. The additive effect of age (now read as the effect of age among non-Catholics), however, remains strong. The second interaction shows that the negative effect of being male on religiosity is intensified (nearly doubled) for Catholic males compared to other males. When these factors are taken together (see Figure 2) , the broad picture is one of increasing religiosity with age for all groups, but with some variations. Male Catholics are the least religious at all ages, but, because Catholic religiosity increased more with age, the gap between Protestant and Catholic males decreased with age. The most dynamic picture is for Catholic females, who start out lower even than Protestant males but, by age fifty, surpass Protestant females and become the most religious of all groups. These findings are remarkably similar to those Ploch and Hastings (1994) report in their three-dimensional analysis of GSS trend data on church attendance, which suggests that these age patterns by gender and Catholicism are robust and not artifacts of particular measurement or study design. The next step in the analysis introduced the family life course variables into the equation. Because all of our sample was married in the first wave, our analysis misses one of the important family life course events that is postulated to increase religious involvement. The coefficients from the model including these variables are found in model 6 of Table 3 . The results do not support the hypothesis that the observed relationship between age and religiosity is accounted for by family life cycle events. The effect of age changed very little when the life course measures were introduced, and all variables statistically significant in model 5 were also significant in model 6. The presence of children age two and over did have a small significant positive effect on religiosity. The largest effects were for children age two to four and age five to ten. Adding a child in these groups increased religiosity by around .08. Children under age two had no effect. Divorcing, becoming widowed, and emptying the nest decreased religiosity, but none of these effects was statistically significant. 18  23  28  33  38  43  48  53  58  63  68 Age Because earlier research suggested that the effects of family life course variables will depend on the ages at which they occur (Stolzenberg, Blair-Loy, and Waite 1995), we tested to see whether the life course variables interacted with age in their effects on religiosity. Three multiplicative terms (age-by-divorced, age-by-widowed, and age-by-a dummy variable for children in the household) were added to model 6 in Table 3 . The increment to explained variance was not statistically significant. We conclude that the age effects demonstrated here are not modified significantly by family life course measures included in this analysis.
As a final step in the analysis, we replicated the analysis in model 6 using a binary probit model, in which religiosity scores of 4 and 5 were contrasted with scores of 3, 2, 1, and 0, to test the sensitivity of the analysis to the modest skewness in the dependent variable. A comparison of results using a continuous and dichotomous form of the dependent variable (not shown) showed that the substantive outcomes, including interaction tests, are robust across forms of measurement in the dependent variable.
Fixed Effects Models
The random effects models made the assumption of no significant cohort effects. If cohort effects are present, they could account for the increase in religiosity with age. The final step in our analysis is to repeat the basic models employing a fixed effects statistical model. By examining only within-individual variation, the fixed effects model controls for all time-invariant characteristics and effectively controls for cohort effects. If the results are similar to those in the random effects solution, we can assume that a cohort effect is not responsible for results reported in Table 3 .
Model 1 in Table 4 examines the relationship between logged age and religiosity with no other variables in the equation (similar to model 3 in Table 3) , and model 2 adds the period effect measures. For model 3, we added the life course measures and re-examined all two-way interactions between gender, age, and religion. The age-by-Catholic and gender-byCatholic interactions are insignificant, but the age-by-gender effect is statistically significant in the fixed-effects solution. In this model, religiosity increased significantly less with age for males than females. The R-square terms in these models are substantially larger because the fixed effect equation includes a dummy variable for each individual represented in the pooled data set. The R-square may be read as showing that over 70% of the variation in religiosity in the three wave data set is between individuals and less than 30% is within individuals. The results are similar, but not identical, to those in the random effects model. Age was not related to religiosity significantly before the period measures were included (model 1), but the addition of period effects in model 2 results in strong and significant age as well as period effects. Because the age effect in the fixed effects solution cannot be biased by cohort, we conclude that the effects of age and period on religiosity estimated in the random effects model are not due to birth cohort. Perhaps because of the lower power of the fixedeffects solution, none of the life course variables is statistically significant although all are in the expected direction. A difference between the fixed-and random-effects solutions is that the two-way interactions with Catholic drop out and the age-by-gender interaction becomes significant. Although this finding could capitalize on chance variations in the sample, the difference in designs suggests a plausible substantive hypothesis. The fixed effects solution controls all time-invariant characteristics, whereas the random effects solution controls only a few basic socio-deomographics such as education, race, and ethnicity. If Catholics differ from other religious groups on invariant dimensions that are plausibly related to religiosity but are not controlled in the random-effects solution, e.g., foreign born, ethnic identity or ethnic enclave, or religious background, this would explain why the effects fall out in the fixed-effects solution. It is possible that the greater increase in religiosity for females of all religions that is revealed in Table 4 is a more general process than the more complicated interactions with religion. However, more detailed analysis of Catholicism would be needed to examine this hypothesis.
SUMMARY AND DISCUSSION
Using a random effects pooled time-series panel model, we test the relationship between age and religious influence on daily life, the influence of family life course change on that relationship, and differences among male and female Protestants and Catholics. The use of panel data is an improvement over prior research because they allow us to track religious and life cycle change in the same individuals over a span of up to twelve years. The sample does have some limitations. All respondents were married at the first wave of the study, which may have biased the sample toward more conventional respondents. Further, the oldest respondent in the sample was aged 68 in 1992, preventing us from studying the relationship between old age and religious influence on daily life.
The relationship between age and religious influence on daily life appears to be a smooth curvilinear function with the greatest change in the early adult years. We found a strong period effect operating from 1980 to 1988 in both the categorical and natural log function models. The period effect was one of declining influence of religion on daily life and counteracted the age effect of increased religious influence on daily life. Once this period effect was controlled, the age effect nearly doubled. Consistent with prior research (Chaves 1989; Hout and Greeley 1987), we found Catholics increased religiosity more with age than other groups but that male Catholics showed less increase than female Catholics.
The strong effect of period on the age effect raises the question whether period is a simple additive effect, with the same age effects at each period or whether age effects depend on period. If they do, of course, this would suggest that cohort effects were operating. To explore this possibility, we created two multiplicative terms (one for each period) and entered them into the fixed-and random-effects solutions after the two-way interactions but before the life course measures. Neither of the two individual age-by-period interactions nor the block was significant in the fixed-effect solution, but both coefficients were significant in the random-effects solution. While the overall age pattern was very similar at all periods, age effects were greater in the earlier than the two later periods. The coefficients for these interaction effects were sharply reduced and became insignificant, however, when the life course measures were added in model 6. We conclude that, rather than signalling a true cohort effect, stronger effects in 1980 reflected a different age pattern of family life course events. This non-cohort interpretation is consistent with the results for the fixed-effects solution.
The large period effect of declining religiosity between 1980 and 1988 and the absence of any effect between 1988 and 1992 argues against any generalized process of secularization. The difference is not attributable to the longer time period between waves one and two: not simply two-thirds but all of the decline in religiosity occurred in the first period (Table 3) . We tested whether the period effect differed by church affiliation, and the period effect is not significantly different for Catholics than Protestants. Several scholars using trend data have suggested that period declines observed during the 1980s are due, not to low religiosity in the mid 1980s compared to the mica 1970s, but to unusually high reports of religiosity in 1980 (Chaves 1989; Miller and Nakamura 1993) . Because our data do not extend prior to 1980, we cannot say whether it was 1980 or 1988 that was unusual.
The largest effect of age on religiosity was in the younger ages where the curve of increased religiosity was steepest. This effect persisted after controlling for presence and ages of children and other family life course events and was not modified significantly by family life course events. The findings here support a traditional or developmental model of religiosity and age and suggest that aging per se is associated with an increase in religiosity independent of family life course events. All respondents in this sample were married at the start of the panel, which precludes marriage or its assumed prior cause, conventionality, as a cause of the observed growing influence of religion on daily life. It is possible that marriage sets in train a sequence of social roles that encourages religiosity. Most obviously, however, this is parenthood, and our research, as did that of Stolzenberg, Blair-Loy, and Waite (1995), shows that the positive effect of age is independent of children. Our sample does not allow us to test the possibility that the age effect we observe here is restricted to or interacts with marriage, but we see no reason to anticipate that the effect is not general. In this case, despite well-founded concerns about cohort and period effects, there does appear to be a simple age effect on religiosity consistent with cross-sectional evidence.
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