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Nonreciprocal components, such as isolators and circulators, are crucial components for photonic
systems. In this article we review theoretical and experimental progress towards developing non-
reciprocal photonic devices based on dynamic modulation. Particularly, we focus on approaches
that operate at optical wavelengths and device architectures that have the potential for chip-scale
integration. We first discuss the requirements for constructing an isolator or circulator using dy-
namic modulation. We review a number of different isolator and circulator architectures, including
waveguide and resonant devices, and describe their underlying operating principles. We then com-
pare these device architectures from a system-level performance perspective, considering how their
figures of merit, such as footprint, bandwidth, isolation, and insertion loss, scale with respect to
device degrees of freedom.
I. INTRODUCTION
Integrated photonic platforms are driving a number of
important technology advancements, including terabit-
per-second optical communication links [1–3], remote
sensing for aerial radar [4–6], LIDAR phased arrays for
self-driving vehicles [7–10], quantum information pro-
cessing [11, 12], and even machine learning hardware ac-
celerators [13]. Scaling up these technologies necessitates
the development of optical circuits that combine thou-
sands of elements, such as waveguides, switches, phase
shifters, resonators, modulators, detectors, and sources.
Unlike integrated electronic devices, which are fa-
vorable for monolithic fabrication, photonic circuits
typically require different materials for realizing high-
performance active elements and low-loss passive ele-
ments. Considerable progress has been made towards
large-scale heterogeneous integration by addressing fun-
damental challenges in materials science and scaling up
fabrication processes for high-performance photonic com-
ponents from the lab to the foundry. Examples include
III-Vs with silicon [14, 15], lithium niobate with oxide
[16], and diamond with silicon carbide and III-Vs [17].
However, the integration of nonreciprocal elements, such
as isolators and circulators, is still a major challenge be-
cause semiconductor materials conventionally used for
photonic components are naturally reciprocal. Typically,
isolator and circulator architectures rely on magneto-
optical effects [18–21], which require the integration of
yet another set of materials into an already highly com-
plex fabrication flow. More importantly however, be-
cause magneto-optical effects tend to be fairly weak and
the associated materials absorptive, magneto-optical iso-
lators require careful management of the trade-off be-
tween the strength of the nonreciprocal response and sig-
nal attenuation.
The realization of compact and low-loss isolators and
∗ ian.williamson@ieee.org
† shanhui@stanford.edu
circulators would be a game changer for integrated pho-
tonics. Isolators are two-port devices that allow light to
propagate in one direction but absorb light that propa-
gates in the opposite direction [22]. These unidirectional
elements play an important role in protecting sensitive
laser sources from parasitic feedback, which results from
both localized reflections off of individual optical circuit
elements as well as distributed random disorder. Isola-
tors are crucial for preserving laser cavity stability as well
as their spectral and noise properties [23], making their
integration a key step in scaling up coherent photonic
integrated circuits. For general purpose routing capa-
bilities, optical circulators are crucial for their ability to
route signals between more than two ports, based on a
signal’s propagation direction. In optical communication
networks, circulators allow transmitted and received sig-
nals to share a common physical channel [24–27]. More-
over, by isolating high power transmitted signals from
low-power received signals, the signal processing over-
head required for interference cancellation can be signif-
icantly reduced [24]. In the quantum regime, circulators
play a similarly important role in protecting sensitive
readout circuits for qubits [28–30]. Thus, the realiza-
tion of low-loss and low-noise circulators will likely be a
factor in scaling up quantum computing architectures to
the point where they can out-perform classical processors
[31].
Aside from fundamental issues of material integra-
tion, many important application spaces for integrated
photonics are extremely sensitive to magnetic interfer-
ence. For example, optical readout from sensors based
on atomic transitions requires careful control of the sur-
rounding magnetic environment [32], meaning that alter-
natives to magneto-optics are required for nonreciprocal
signal routing.
In recent years, the challenges outlined above have
motivated the development of a different class of non-
reciprocal components that are based on dynamic mod-
ulation, rather than magneto-optics. Dynamically mod-
ulated components have long been used to break reci-
procity in lower frequency electromagnetic regimes [33–
36], but promising advancements in optical modulator
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2technologies means that high-performance nonreciprocal
optical components could soon be in reach.
In this article, we review theoretical and experimen-
tal progress on nonreciprocal devices based on dynamic
modulation. While there is a large body of literature ex-
ploring these concepts in a variety of frequency ranges,
here we focus on optical wavelengths and architectures
with strong potential for chip-scale integration. This re-
view is organized as follows. In Sec. II we begin by
discussing the general requirements for achieving nonre-
ciprocal responses in dynamically modulated optical el-
ements, where we focus on a component-level scattering
matrix perspective. In Sec. III we define the figures of
merit for nonreciprocal optical devices and then in Sec.
IV we discuss the broad classes of device architectures
based on the above requirements, and introduce their
operating principles. In Sec. V we review conventional
and emerging modulation mechanisms available for inte-
grated optical devices. In Sec. VI we discuss the scaling
of the device architectures from a system-level perfor-
mance stand point, focusing on figures of merit such as
physical footprint, modulation strength, operating band-
width, and isolation contrast. In Sec. VII we conclude
with an outlook and discussion of the future prospects
for dynamically modulated nonreciprocal devices.
II. SCATTERING MATRIX PERSPECTIVE
We first review the scattering matrix formalism, which
is a convenient mathematical description for the steady-
state response of a multi-port optical device, shown
schematically in Fig. 1(a). For a linear and time-
invariant device, the scattering matrix defines the steady-
state input-output relations between different ports at a
given frequency, ω. Namely,b1...
bn
 = Sˆ(ω)
a1...
an
 , (1)
where a =
[
a1 · · · an
]T
and b =
[
b1 · · · bn
]T
are,
respectively, the incoming and outgoing amplitudes for
n different modes with harmonic time dependence ejωt.
These amplitudes are normalized such that the net power
entering the device from port i is |ai|2 − |bi|2. We em-
phasize that a port corresponds to a mode of a physical
channel. In the case of a multi-mode waveguide each port
corresponds to one of its modes. The scattering matrix
is completely defined by the spatial distribution of the
permittivity εˆ and permeability µˆ tensors of the device.
When a device has no gain or loss, both εˆ and µˆ are
Hermitian and power conservation dictates that Sˆ is uni-
tary, meaning that
SˆSˆ† = Iˆ . (2)
Reciprocity further constrains the form of the scattering
matrix. For a reciprocal system, if an excitation with a
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Figure 1. (a) Conceptual schematic of the scattering formal-
ism for a general optical device with n input-output ports.
The values of ai and bi represent the input and output ampli-
tudes, respectively, of the port with index i. (b) A two-port
isolator is a sub-system of a three-port circulator. The red ar-
rows denote the non-zero elements of the circulator scattering
matrix defined by (5). (c) Comparison of a static two-port
device and a dynamically modulated two-port device. The
modulation extends the scattering response of each physical
port to an infinite number of sidebands, or Floquet ports. In
practice, the number of Floquet ports can be truncated to a
finite number based on the strength of the modulation.
set of input amplitudes a results in output b, then using
b as input must produce a at the outputs. This is true
if and only if
Sˆ = SˆT . (3)
Isolators and circulators are nonreciprocal devices, and
3must therefore violate (3). The canonical scattering ma-
trix for an optical isolator is
Sˆ =
[
S11 S12
S21 S22
]
=
[
0 1
0 0
]
, (4)
describing a two-port device in which power is fully trans-
ferred from port 2 to port 1, and fully attenuated when
going in the opposite direction [Fig. 1(b)]. Notice, how-
ever, that this can only be achieved in a system with loss
because the scattering matrix in (4) does not satisfy the
condition given by (2). Specifically, in the two port sys-
tem described by (4), power injected into port 1 is lost.
More generally, one can prove that for a two-port device,
energy conservation alone requires that |S12| = |S21|.
Thus, one cannot construct an energy conserving two-
port isolator. The simplest scattering matrix that is both
nonreciprocal and unitary is that of a circulator, where
Sˆ =
0 0 11 0 0
0 1 0
 . (5)
This routing behavior is shown schematically in Fig.
1(b).
It is useful for our discussion to interpret an isolator as
a subsystem of a circulator, in which no power is allowed
to enter from the third port. In other words, the scatter-
ing matrix defined by (4) can be interpreted as the top
left corner of the scattering matrix in (5). Intuitively, this
means that an isolator can dissipate the backward power
entering from port 2 in a number of ways, including ma-
terial absorption, routing to another output waveguide,
scattering into the surrounding environment, or some lin-
ear combination of the above. All of these dissipation
pathways can be in terms of extra ports, such that the
full scattering matrix is unitary and lossless. Apart from
accounting for the exact power balance of the system,
an advantage of conceptualizing isolators in this way is
that the relationship between nonreciprocity and time-
reversal (TR) symmetry can be made explicit.
The time-reversal operation T denotes how physical
quantities change upon reversing the flow of time, e.g.
t → −t [37]. When the properties of a material are in-
variant under time-reversal, e.g. T (εˆ) = εˆ and T (µˆ) = µˆ,
then any mode with electric and magnetic fields E and
H at frequency ω has a time-reversed counterpart with
fields E∗ and −H∗ at frequency ω∗. From the perspective
of the scattering process, the time-reversed counterpart
to (1) is a∗ = Sˆb∗. Thus, for a TR invariant system,
a = SˆSˆ∗a∗, or
Sˆ∗ = Sˆ−1. (6)
The combination of (2) and (6) implies (3), and so a non-
reciprocal, lossless system must necessarily break time-
reversal symmetry. In order to construct a circulator
(and hence an isolator), we must necessarily have ei-
ther T (εˆ) 6= εˆ or T (µˆ) 6= µˆ. Conventionally, opti-
cal devices have achieved this through magnetically bi-
ased gyrotropic materials [19–21], which have a permit-
tivity tensor εˆ that depends on the magnetic bias, B.
Because magnetic fields flip sign under time-reversal,
T (B) = −B, we would then generally have T (εˆ(B)) =
εˆ(−B) 6= εˆ(B).
Alternatively, time-reversal symmetry can be broken
in dynamically modulated devices, which is the central
focus of this review. Because we focus on devices op-
erating in the optical regime, we always assume a non-
magnetic material response (µr = 1) and, for simplicity,
an isotropic scalar permittivity, ε(r, t) that depends on
both position and time. When the modulation is periodic
with period T , a dynamic steady state does exist and os-
cillates in time with the same period, T . In this case,
the scattering response can be generalized into a Floquet
scattering matrix, assuming that only the interior region
of the optical device varies in time, while the ports re-
main static. In such a Floquet scattering framework, the
Fourier expansion of the periodic function ai(t) allows
the input amplitude in every port i to be expanded as
ai(t)e
jωt =
∑
p
ai,pe
j(ω+pΩ)t, (7)
where Ω = 2pi/T . A similar expansion can also be de-
fined for the output amplitudes, resulting in an infinite-
dimensional scattering matrix, relating the input and
output through all possible sidebands oscillating at ω +
pΩ, for all ports [Fig. 1(c)]. In practice, for a given
modulation amplitude, there is negligible energy occupy-
ing sidebands above some threshold, meaning that the
summation in (7) can be truncated to |p| < P for some
integer P . Such a truncation allows us to define the in-
coming and outgoing amplitudes, respectively, as
a =
[
a1,−P · · · a1,P · · · an,−P · · · an,P
]T
(8)
b =
[
b1,−P · · · b1,P · · · bn,−P · · · bn,P
]T
, (9)
which are linked by the finite-dimensional scattering ma-
trix, b = Sˆ(ω)a [38, 39]. In this framework, we refer
to a port as denoted by i, p as a Floquet port. Here,
i indexes the physical port, and p indexes the sideband.
Additionally, the amplitudes are assumed to be normal-
ized such that the net power entering the device from a
Floquet port i, p is (ω + pΩ)(|ai|2 − |bi|2), in order to
maintain SˆSˆ† = I for a lossless system. In other words,
while power is not necessarily conserved in the presence
of dynamic modulation, the total photon number flux
is conserved. With this definition, the concept of the
scattering matrix which is commonly defined for static
devices is generalized to dynamically modulated devices.
A nonreciprocal dynamically modulated device has
an asymmetric scattering matrix. In order to achieve
this, the modulation must break time-reversal symmetry.
Naively, one might expect that any modulation waveform
with
ε(r, t) 6= ε(r,−t) (10)
4(a)
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Figure 2. (a) Spatially uniform modulation with a sawtooth
time-dependence breaks the generalized time-reversal symme-
try defined by (11). (b) Spatially uniform sinusoidal mod-
ulation does not locally break the generalized time-reversal
symmetry. However, when two separate spatial regions of a
device are modulated with an out-of-phase sinusoidal time-
dependence, the generalized time-reversal symmetry can be
broken.
will break time-reversal symmetry. However, here we are
considering a steady state response, which is indepen-
dent of the time origin. Thus, to create a nonreciprocal
dynamically modulated device, (10) must be satisfied in-
dependently of the time origin. To emphasize this point,
we define a generalized time-reversal symmetry : a time-
modulated system is defined to maintain a generalized
time-reversal symmetry if the condition
ε(r, t− t0) = ε(r,−t+ t0), (11)
is satisfied for at least one value of t0. A nonreciprocal
dynamically modulated device can only be constructed if
the generalized time-reversal symmetry defined by (11)
is not satisfied for all choices of t0. It has been noted
in [40, 41] that a change of time origin t0 corresponds
to a gauge transformation of the photon wave function.
Therefore, (11) is essentially a gauge-invariant definition
of time-reversal symmetry for the steady state response
of a dynamically modulated system.
There are two common ways that a dynamically modu-
lated device can break the generalized time-reversal sym-
metry. These approaches are illustrated conceptually in
Fig. 2. The first approach is to modulate a single spa-
tial region and use a modulating waveform which directly
breaks time-reversal symmetry. One example of such a
waveform, as shown in Fig. 2(a) is a sawtooth wave. The
second approach, as shown in Fig. 2(b), is to modulate at
least two different spatial regions of the device, such that,
even if the modulating waveforms locally have a gener-
alized time-reversal symmetry, the complete device, de-
fined by ε(r, t), does break the generalized time-reversal
symmetry.
III. DEVICE FIGURES OF MERIT
In this section we define the figures of merit for non-
reciprocal devices that are relevant to their performance
in integrated photonic circuits. Here we discuss these
figures of merit in terms of a two-port isolator, but as
discussed in the previous section and illustrated in Fig.
2(b), these definitions can be applied to any pair of ports
in a circulator.
Throughout this review, we use the convention that
the forward direction of an an isolator refers to the di-
rection in which it transmits signals, while the backward
direction refers to the direction in which it isolates sig-
nals, or suppresses their transmission. Note that in some
references this convention is reversed.
Some of the most important figures of merit and per-
formance characteristics are defined as follows:
• Isolation ratio. The isolation ratio, or often just
referred to as the isolation, refers to the ratio of
the transmitted signal power in the forward direc-
tion to the transmitted signal power in the back-
ward direction. An ideal isolator should provide
infinite signal isolation, meaning that there is no
signal transmission in the backward direction.
• Bandwidth. The bandwidth of an isolator gener-
ally refers to the frequency extent of a signal that
it isolates, or suppresses, in the backward direction
and that it transmits in the forward direction. In
some devices, these two aspects of the bandwidth,
e.g. in the forward and backward directions, can
be decoupled. For example, a device may provide
isolation over a much narrower bandwidth in the
backward direction than it provides for signal trans-
mission in the forward direction.
• Insertion loss. The insertion loss refers to the
attenuation experienced by a signal propagating in
the forward direction of the isolator. An ideal iso-
lator should provide unity transmission, and thus
zero insertion loss, in the forward direction.
• Footprint. The footprint of an isolator could gen-
erally be defined as the physical volume that it oc-
cupies. Because we limit our focus to planar in-
tegrated optical circuits in this review, we gener-
ally choose to define the footprint in terms an area
rather than a volume. In some devices, such as long
optical waveguides, we interchangeably use foot-
print to refer to just the waveguide length, which
is the dominant device dimension.
5• Tunability. The tunability of an isolator refers to
the extent to which the nonreciprocal response can
be tuned via some parameter of the device, e.g. by
reconfiguring the isolator at run time. For exam-
ple, in certain isolator designs that we consider the
spectral response can shifted, allowing the isola-
tor to operate in different frequency or wavelength
bands.
• Power consumption. Unlike magneto-optical
isolators, dynamically modulated isolators require
an active modulation to enable their nonreciprocal
response. Therefore, the power consumption asso-
ciated with generating the modulation can be an
important consideration.
IV. DEVICE ARCHITECTURES
We now discuss the device architectures of dynamically
modulated isolators and circulators based on the require-
ments discussed in Sec. II. In this section, we focus our
analysis on introducing the operating principles for each
device and then in Sec. VI we provide a more compre-
hensive comparison of the different device architectures.
We organize our discussion here by classifying the devices
into two broad categories: modulated optical waveguides
and modulated optical resonators.
A. Modulated Waveguides
Waveguides are one-dimensional devices which have
only two physical ports (e.g. each end of the waveg-
uide) and allow optical signals to propagate in either
direction. Constructing an optical isolator using such
one-dimensional devices necessitates that the scattering
response be extended to additional ports. This can al-
ways be achieved using dynamic modulation which, as
illustrated in Fig. 1(c), couples signal energy between
different Floquet ports.
1. Tandem phase modulators
In this section, we review the architecture for a dy-
namically modulated isolator based on a sequence of two
standing-wave modulators separated by a passive delay
line. This so-called tandem phase modulator isolator,
as proposed in [42], is shown schematically in Fig. 3.
This device resembles the sketch of the modulated struc-
ture shown in Fig. 2(b) where two separate regions of
the device are modulated sinusoidally. Although such
modulation locally satisfies the generalized time-reversal
symmetry, the device as a whole does break generalized
time-reversal symmetry through a relative phase shift be-
tween the modulated regions. Under a specific configu-
ration that we describe below, this device functions as
an asymmetric frequency converter between the forward
and backward directions.
To review the concept of the device, we consider a
model system consisting of a single-mode dielectric slab
waveguide with relative permittivity, εr. As shown in
Fig. 3, optical signals propagate in the fundamental
waveguide mode along the x-direction. The permittivity
of the two modulated waveguide segments have a time-
dependence of
ε1(t)
ε0
= εr +∆εr cos(Ωt) (12)
ε2(t)
ε0
= εr +∆εr cos(Ωt+ θ), (13)
where ∆εr/εr is defined as the modulation strength, Ω
is the modulation frequency and θ is the phase difference
between the two modulators. The modulation is applied
uniformly along the y-direction and each segment has a
length Lm. Between the two modulated sections is a
static waveguide of length Ld − Lm that acts as a delay
line.
The device can be understood conceptually from the
perspective of a time-dependent optical transmission.
Under the modulation defined by (12) and (13), a sig-
nal with input frequency ω, will experience a time-
dependent phase delay of φ1(t) = A cos(Ωt) from pass-
ing through the first modulator, where the amplitude
of the phase delay is A = (∆εr/εr)Lmω/2vg. We em-
phasize that A is determined by both the modulator
length, Lm and the strength of the modulation, ∆εr/εr.
Similarly, the second modulator will introduce an addi-
tional time-dependent phase delay for the optical signal
of φ2(t) = A cos(Ωt+θ), where θ is the relative phase dif-
ference of the second modulating wave with respect to the
first. The delay line results in a time delay τd = Ld/vg
for the optical signal propagating between the modula-
tors, where vg is the group velocity of the optical signal.
The analysis above assumes that the waveguide is oper-
ating in an optical bandwidth with low dispersion, e.g.
∆r/r ≈ 2∆n/ng ≈ 2∆n/n.
Therefore, in the forward direction, an optical signal
at ω entering port 2 has a time-dependent transmission
of
Tf (t) = exp[−jφ1(t− τd)] · exp[−jφ2(t)]
= exp
[
−j2A cos
(
Ωt+
θ −Ωτd
2
)
· cos
(
θ +Ωτd
2
)]
.
(14)
In the backward direction, an optical signal at ω entering
port 1 has a time-dependent transmission of
Tb(t) = exp[−jφ2 (t− τd)] · exp[−jφ1(t)]
= exp
[
−j2A cos
(
Ωt+
θ −Ωτd
2
)
· cos
(
θ −Ωτd
2
)]
(15)
By designing the device to satisfy the condition θ =
pi/2 and Ωτd = pi/2 [42], the forward direction
6T
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Figure 3. Optical isolator architecture based on tandem phase modulators, as initially proposed in [42]. Two waveguide
segments, separated by a delay line, are modulated with a relative phase delay to create a nonreciprocal frequency-converter.
In the forward direction energy remains at ω. In the backward direction energy is transferred to sidebands at intervals of the
modulation frequency, Ω = 2pi/T .
has a transmission of Tf (t) = 1. The backward
has a transmission of Tb(t) = exp[−j2A cos(Ωt)] =∑
n(−j)nJn(2A) exp[jnΩt], where the last step utilizes
the Jacobi-Anger expansion and Jn(x) is an n-th order
Bessel function of the first kind. Additionally, by design-
ing the modulator length Lm such that J0(2A) = 0, the
input is completely scattered to the sideband frequency
components in the backward direction.
From a Floquet point of view, in the forward direction,
an input signal with frequency ω is scattered into a num-
ber of Floquet modes at frequencies (ω ± Ω, ω ± 2Ω,
ω ± 3Ω, . . .) by the first modulator. When passing
through the second modulator, these Floquet modes are
completely scattered back to the original signal at a fre-
quency ω. However, for the backward direction, due to
the nonreciprocal phase introduced by the time modula-
tion, the energy of the input signal is redirected to other
frequencies. To operate as an isolator, a frequency filter
can be added such that the Floquet modes with frequency
ω + pΩ for p 6= 0 are absorbed.
From Fig. 3, we observe that the bandwidth of this
design is limited by the modulation frequency, Ω. One
approach for extending the bandwidth to multiples of Ω
is to utilize a configuration consisting of multiple parallel
modulators that cancel additional sidebands, as proposed
in [43]. According to Eqs. 14 and 15, the condition for
breaking reciprocity is that φ1(t−τd)+φ2(t) 6= φ2(t−τd)+
φ1(t). Another route towards an increased bandwidth is
by utilizing non-sinusoidal phase modulation, e.g. with
a square wave modulation [44, 45].
We now discuss the total length L = Lm + Ld of the
tandem modulator isolator design. For the design where
θ = pi/2, the modulation length required for each modu-
lated segment is
Lm =
2A0vg
(∆εr/εr)ω
, (16)
which is on the order of few millimeters and does not
depend on the modulation frequency. Here 2A0 ≈ 0.77pi
such that J0(2A0) = 0. With a small modulation fre-
quency on the order of several MHz, the delay-line length
is
Ld =
pivg
2Ω
, (17)
which can easily be on the order of several meters [45].
Thus, the footprint of the original tandem phase modula-
tor isolator is dominated by the length of the delay line,
e.g. L ≈ Ld ∼ 1/Ω. The observation that Ld ≥ Lm,
leads to a constraint on the modulation strength of
∆εr
εr
≥ 1.54piΩ
ω
, (18)
which implies that the tandem phase modulator isola-
tor should also be able to operate in a regime with
stronger modulation. Even though the tandem phase
modulator isolator design works in the strong modula-
tion strength regime, increasing the modulation strength
alone is not sufficient to reduce the footprint from the
condition defined in [42], since the length of the device
is dominated by the length of the delay line. However,
one modification to make the device more compact is to
adjust the phase difference θ between two modulation
segments such that the device needs a longer modulation
length L′m = Lm/ sin(θ) but a shorter delay line length
L′d = 2(1−θ/pi)Ld, as demonstrated in [46]. In this case,
the total length can be approximated as:
L′ = L′m + L
′
d ≈
2
√
2vg√
(∆εr/εr)ω ·Ω
. (19)
In this case, which we refer to as the short delay line
configuration, both the large modulation strength and
the high modulation frequency can contribute to reducing
the footprint.
72. Photonic transition
The spatial symmetries of modes in a waveguide are
extremely important degrees of freedom in general, and
can be utilized in the presence of dynamic modulation to
further extend the waveguide’s scattering response. In
this section we discuss isolator waveguide designs which
incorporate such spatial degrees of freedom, which was
first introduced in [47]. The class of devices we describe
here are based on an effect which is often referred to as
a photonic transition [47–49], and can be understood in
a framework that is similar to the phase- and symmetry-
matching requirements for nonlinear frequency conver-
sion in optical waveguides [50].
To review the concept of the photonic transition, we
consider a model system consisting of a dielectric slab
waveguide of width w and relative permittivity εr, as
shown in Fig 4(a). We focus on this system to introduce
the operating principle of the device but the requirements
we outline apply to realistic three-dimensional waveg-
uides as well. For the photonic transition, we consider
the two lowest-order modes of the waveguide which have
their electric fields polarized along the z-direction. We
sketch the dispersion band diagram for these two modes,
which have even and odd modal symmetry with respect
to the waveguide center, in Fig. 4(b). In a static waveg-
uide without modulation, these two modes are uncou-
pled. However, when the permittivity of the core region
is dynamically modulated, with a time-dependence of
ε(t, x, y)
ε0
= εr +∆εr(y) sin(Ωt− qx) (20)
the two modes can couple through an indirect transition
at points on their dispersion curves, (k1, ω1) and (k2, ω2),
which are separated in frequency by Ω = ω2 − ω1 and in
momentum by q = k2 − k1. This process is analogous
to the indirect transitions of electrons in semiconductors
[47]. Clearly, the form of dynamic modulation defined
by (20) breaks the generalized time-reversal symmetry of
(11), but an additional requirement for the modulation to
couple the two modes is that its transverse profile, given
by ∆εr(y), must break spatial symmetry with respect to
the center of the waveguide. There are many modulation
configurations that could satisfy this requirement, but
perhaps the simplest is one which modulates only half of
the waveguide, as shown in Fig. 4(a).
Conceptually, the nonreciprocal operation of the indi-
rect transition device can be understood as follows. In
the backward direction, an input signal entering port 1
in the even mode at frequency ω will have its energy
parametrically converted to the odd mode at frequency
ω+Ω as it propagates down the length of the waveguide.
By designing the length of the modulated segment, Lm,
such that the signal is completely converted, in the back-
ward direction, the device acts as a mode and frequency
converter. However, in the forward direction, an input
signal entering port 2 in the even mode at frequency ω
is unaffected by the modulation because it experiences a
large phase mismatch, as indicated by ∆kf on the left
hand side of Fig. 4(b).
The device described above is, essentially, a nonrecip-
rocal mode and frequency converter between four ports:
the Floquet ports with p = 0 at frequency ω at port 1
and port 2 of the wavguide (which is always associated
with the even spatial mode) and the Floquet ports with
p = +1 at port 1 and port 2 of the waveguide (which,
in this configuration, is always associated with the odd
spatial mode at frequency ω + Ω). To summarize, the
nonreciprocal scattering in the device takes place as fol-
lows:
• The even mode entering port 1 at frequency ω is
transmitted to the odd mode with frequency ω+Ω
at port 2.
• The odd mode entering port 2 at frequency ω+Ω is
transmitted to the odd mode with frequency ω+Ω
at port 1.
• The odd mode entering port 1 at frequency ω +Ω
is transmitted to the even mode with frequency ω
at port 1.
• The even mode entering port 2 at frequency ω is
transmitted to the even mode with frequency ω at
port 1.
To construct an isolator for an input and output signal in
the even mode at frequency ω, a spatial mode filter can
be introduced in series with the modulated waveguide at
port 2 to scatter the odd mode into a radiation channel.
Such a filter maps two ports to a radiation channel in the
same approach of the system sketched in Fig. 1(b).
The indirect transition described above relies entirely
on the modulation momentum, q, to break the general-
ized time reversal symmetry given by (11). In contrast,
when q = 0 but with a modulation frequency still sat-
isfying Ω = ω2 − ω1 for some point (k, ω1) on the even
mode band and some (k, ω2) on the odd mode band, the
coupling becomes a direct transition. Because this form
of modulation is a standing wave, it does not break the
generalized time-reversal symmetry given by (11), and
the device configuration, as shown in Fig. 4(a), becomes
reciprocal. However, an isolator can be constructed by
setting up a sequence of two direct transitions using the
configuration proposed in [40], as shown in Fig. 4(c).
This device consists of two modulated waveguide seg-
ments, that have a time-dependence of
ε1(t, y) = εr +∆εr(y) sin(Ωt+ φ1) (21)
ε2(t, y) = εr +∆εr(y) sin(Ωt+ φ2). (22)
Note the different phases in the modulating waveforms.
The two modulated waveguide segments are separated
by a wider waveguide of width, w′ and length Ld which
is unmodulated. The modulated waveguides support an
even and odd mode with dispersion corresponding to the
solid lines in Fig. 4(d), while the wider unmodulated
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Figure 4. Optical isolator architectures based on photonic transitions which act as nonreciprocal mode and frequency converters.
Spatial mode filters (not shown) scatter the odd mode into a radiation channel. (a) Schematic and (b) dispersion for an isolator
based on an indirect photonic transition, as proposed in [49]. The permittivity modulation is defined by (20) and applied to
half of the waveguide and has a momentum q and frequency Ω = 2pi/T . (c) Schematic and (d) dispersion for an isolator based
on a sequence of two direct photonic transitions separated by a tapered waveguide, as proposed in [40]. The standing wave
modulation is applied to each modulator with different phases, given by (21) and (22).
waveguide supports an even and odd mode with disper-
sion corresponding to the dashed lines in Fig. 4(d).
Conceptually, the nonreciprocal operation of the direct
transition isolator shown in Fig. 4(c) can be understood
as follows. Two pathways through the center part of
the device are supported: one in the even mode at fre-
quency ω and one in the odd mode at frequency ω +Ω,
which experience a relative phase shift of −Ld∆β due
to the dispersion shown in Fig. 4(d). These two path-
ways are coupled together by the direct transitions in the
modulated waveguides which impart a +φ1,2 phase shift
when coupling upward in frequency and a −φ1,2 phase
shift when coupling downward in frequency. The inter-
ference between these two pathways, which includes the
direction-dependent phase shift, is what leads to a nonre-
ciprocal response. Specifically, in the backward direction,
the two pathways for an input entering port 1 in the even
mode at frequency ω interfere at port 2 with a relative
phase of pi − Ld∆β + φ2 − φ1. In the forward direction,
the two pathways for an input at port 1 in even mode
at frequency ω interfere at port 2 with a relative phase
of pi − Ld∆β + φ1 − φ2. Note the change in sign on the
φ1 and φ2 terms between the forward and backward di-
rections. Thus, complete nonreciprocal mode conversion
can be achieved by configuring the phases of the modu-
lation to satisfy φ1 − φ2 = pi/2 and by designing the un-
modulated waveguide to have a dispersion which satisfies
Ld∆β = pi/2. These two conditions result in constructive
interference for the even mode in the forward direction
and destructive interference in the backward direction.
Thus, the device shown in Fig. 4(c) acts as a nonre-
ciprocal mode and frequency converter, like the device
shown in Fig. 4(a). Similarly, it can be operated as an
isolator by including a spatial mode filter which scatters
the odd mode into a radiation channel. Following the
proposal in [40], this device is the photonic equivalent of
the Aharonov-Bohm interferometer for electrons [51]. We
emphasize that, although the standing wave modulation
given by (21) and (22) have local time-reversal symme-
try, the entire device, which includes the combination of
ε1(t) and ε2(t), does break (11).
The bandwidth and isolation of both the indirect and
direct photonic transition isolators are determined by
the dispersion of the waveguide modes [40, 52, 53]. We
now discuss how the required lengths of these two de-
vices determines their bandwidth and isolation perfor-
mance. For both the direct and indirect transition, the
length of the modulated waveguide required for com-
plete conversion is referred to as the coherence length.
When the bands of the two modes are nearly parallel,
i.e. vg1(ω) ≈ vg2(ω + Ω) = vg, and the modulation fre-
quency is much smaller than the optical frequency, i.e.
Ω  ω, the coherence length is given by [52]
Lc = 2pi
vg
ηω
, (23)
9where c0 is the speed of light and η is the effective mod-
ulation strength defined by the overlap integral
η =
∫
∆εr(y)E1(y)E
∗
2 (y)dy√∫
εr(y)|E1(y)|2dy
∫
εr(y)|E2(y)|2dy
. (24)
In (24), E1(y) and E2(y) are the transverse spatial pro-
files of the even and odd waveguide modes. As discussed
above, to operate as an isolator, the modulated waveg-
uide in the indirect transition isolator [Fig. 4(a)] must
satisfy Lm = Lc for complete conversion of energy from
the even mode to the odd mode in the backward di-
rection. For the direct transition isolator [Fig. 4(c)],
the length of each modulator must satisfy Lm = Lc/2
to split energy equally between the two modes. There-
fore, the total length of the device shown in Fig. 4(a) is
L = Lm = Lc, while the total length of the design in Fig.
4(c) is L = 2Lm + Ld = Lc + Ld, not accounting for the
size of the spatial mode filters. Here, Ld is constrained by
the design of the delay line waveguide and, specifically,
the maximum achievable shift between the bands of the
even and odd mode.
The finite value of ∆kf in the forward direction of the
indirect transition, as shown in Fig. 4(b), leads to the
undesired conversion of signal energy into the odd mode,
with an efficiency proportional to (∆kfLm)
−1
. Such con-
version also occurs for the direct transition, although∆kf
is not explicitly indicated in Fig. 4(d). This signal con-
version effectively acts as an insertion loss for the sig-
nal. To limit this effect, isolators based on the photonic
transition are constrained to operate with a coherence
length that is large enough to make∆kfLm  1. Because
∆kf ≈ 2Ω/vg, the length of the modulated waveguide is
constrained to
Lm ≥ vg
2Ω
, (25)
which limits the modulation strength to
η ≤ 4piΩ
ω
. (26)
For a photonic transition isolator designed to oper-
ate with an input signal at ω, the modulation satis-
fies the phase matching condition of ∆k(ω) = q −
(k2(ω +Ω)− k1(ω)) ≡ 0. For an input at a nearby fre-
quency of ω′ = ω + ∆ω, the phase matching condition
may not be exactly satisfied due to group velocity dis-
persion. In other words, ∆k(ω′) 6= 0 for a nonzero ∆ω.
Such phase mismatch will result in incomplete conver-
sion of signal energy into the odd mode and results in a
degraded isolation in the backward direction, with some
signal energy remaining in the even mode. Therefore, the
dependence of ∆k(ω′)Lm on ∆ω determines the isolation
bandwidth. Additionally, dispersion in the mode field
profiles affects the effective modulation strength, given
by (24), and also limits the performance of the device,
by changing the coherence length.
3. Gain-loss modulation
Instead of applying dynamic modulation to the real
part of the permittivity, as in the waveguide devices
discussed in previous sections, [54] considered dynamic
modulation of the the imaginary part of the permittivity,
i.e. the gain and loss of a waveguide. Like the photonic
transition described in the previous section, the gain-loss
modulated isolator also utilizes different spatial modes of
the waveguide. However, unlike the photonic transition,
such a structure shows qualitatively and quantitatively
different nonreciprocal characteristics.
The device structure considered in [54] is similar to
the one shown in Fig. 4(a), which supports an even and
and odd mode in the absence of modulation, but differs in
that the traveling-wave modulation is applied to the gain
and loss in the waveguide. This form of modulation can
be represented by a conductivity with a time-dependence
of
σ(t, x, y) = ∆σ(y) sin(Ωt− qx), (27)
where ∆σ(y) is the conductivity modulation profile. Like
the modulation defined in (20), here Ω is the modula-
tion frequency and q is the modulation momentum. The
gain-loss modulation described by (27) does not create
a nonreciprocal frequency and mode conversion like the
indirect transition, but instead results in a nonreciprocal
amplifier and attenuator.
The behavior of the waveguide under gain-loss mod-
ulation extending from 0 to x can be summarized by a
transfer matrix relationship, given by[
ae(x)
ao(x)
]
=
[
T11 T12
T ∗12 T
∗
11
] [
ae(0)
ao(0)
]
(28)
where
T11 = e
j∆k2 x
(
cosh ξ′x− j∆k
2ξ′
sinh ξ′x
)
(29)
T12 = −ej∆k2 x ξ
ξ′
sinh ξ′x. (30)
In (28), ae and ao are the modal amplitudes of the even
waveguide mode |e〉 at frequency ω and the odd waveg-
uide mode |o〉 at frequency ω + Ω, respectively. Here,
ξ = 18
∫
∆σ(y)E1(y)E2(y)dy is the coupling strength, and
ξ′ =
√
ξ2 − (∆k/2)2, where ∆k is the phase mismatch.
The transfer matrix in (28) is symplectic. Thus, unlike
the devices that modulate the real part of the permit-
tivity, the gain-loss modulated waveguide leads to non-
unitary system dynamics. The phase mismatch ∆k is
different for the forward and backward directions, which
provides the nonreciprocal response.
The nonreciprocal scattering can be quantitatively un-
derstood by examining the eigenvalues and eigenmodes
of the transfer matrix in (28). The eigenvalues have the
form ejβ±x, where the eigen-wavevectors are
β± =
∆k
2
±
√
(
∆k
2
)2 − ξ2 (mod ∆k). (31)
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We note that β± can be either real or complex conjugate
pairs, depending on the values of ξ and ∆k. Fundamen-
tally, this is determined by a parity-time (PT ) symmetry
of the structure [54–58].
To further illustrate the nonreciprocal response of the
system, we consider the ideal case where the phase mis-
match, ∆k is zero in the backward direction, as indi-
cated by Fig. 4(b), and the eigen-wavevectors become
β± = ±jξ. In this case, the eigenvalues are complex
conjugate pairs, which corresponds to the PT -broken
phase. Here, the corresponding two eigenmodes are
|+〉 = |e〉 − |o〉 and |−〉 = |e〉+ |o〉, where the eigenmode
|+〉 is amplified in the waveguide whereas the eigenmode
|−〉 is attenuated. Therefore, a signal input at frequency
ω in the even mode at port 2 with a unit intensity will be
amplified with a transmission of cosh2 ξLm to the even
mode at port 1, where Lm is the length of the modu-
lated waveguide. At the same time, an output in the odd
mode at port 1 will also be generated, with the intensity
sinh2 ξLm.
In the forward direction, due to the large phase mis-
match ∆kf  ξ, as indicated by Fig. 4(b), the even and
odd modes are decoupled and β± = 0. The case where
the eigen-wavevectors are real is also known as the PT -
exact phase. An input in the even mode at frequency ω at
port 1 would thus propagate without attenuation or am-
plification. Considering that the even mode at frequency
ω is amplified in the backward direction but unchanged
in the forward direction, the waveguide under gain-loss
modulation provides a nonreciprocal amplification.
The gain-loss modulated waveguide described above
can be configured either as a directional amplifier [59–
61] or as an isolator. To operate as an isolator, a suit-
able background loss can be introduced to the modulated
waveguide or an absorptive waveguide segment can be
added in series with the modulated waveguide. Such a
device configuration would result in no amplitude change
for a signal in the even mode entering in the backward
direction. In the forward direction, a signal in the even
mode entering port 1 would experience exponential atten-
uation. Unlike the indirect photonic transition described
in the previous section, the gain-loss isolator does not
have the notion of a coherence length, at which opti-
mal isolation is reached. Instead, the waveguide with
gain-loss modulation achieves an isolation ratio that is
proportional to its length, Lm. Assuming an ideal phase
matching for the backward direction, the maximal isola-
tion is obtained when ξ = ∆kf/2. Because β = ±ξ in
the backward direction, the maximum isolation ratio is
IRmax = Lm∆kf/2 ≈ LmΩ/vg.
B. Modulated Resonators
Optical resonators are devices that confine and local-
ize optical energy, which allows for significant enhance-
ment of the effective modulation strength and a far more
compact device footprints, as compared to waveguide de-
vices. Unlike waveguides, resonators can also be coupled
to a number of additional ports, including those asso-
ciated with waveguides but also those corresponding to
radiation channels and material absorption. Such forms
of coupling open up additional degrees of freedom that
can be used to construct dynamically modulated optical
isolators and circulators.
1. Photonic transition in a ring resonator
In this section, we review the version of the photonic
transition isolator, as shown in Fig. 5(b). This device is a
direct analogy to the nonreciprocal mode and frequency
converter of the photonic transition isolator shown in Fig.
4(a). However, the key difference from the continuous
dispersion of the waveguide, is that the ring supports
resonances at discrete angular momenta and frequencies,
as shown in Fig. 5(b).
To review the operating principle of the device, we con-
sider a ring resonator side-coupled to an access waveg-
uide, as shown in Fig. 5(a). The ring has a radius R
and is constructed from a waveguide of width w and per-
mittivity εr and the access waveguide also has a width w
and permittivity εr. For the photonic transition, we focus
on two degenerate pairs of clockwise (CW) and counter-
clockwise (CCW) traveling-wave modes that have their
electric fields polarized along the z-direction. The first
mode pair has a frequency ω1, an angular momentum
±q1, and an even profile with respect to the center of the
waveguide. The second mode pair has a frequency ω2, an
angular momentum ±q2, and an odd profile with respect
to the center of the waveguide. The ring is designed such
that each mode has only a single input-output coupling
channel. Specifically, the ω1 ring mode couples to the
even waveguide mode with a rate γ1 and the ω2 ring mode
couples to the odd waveguide mode with a rate γ2. Any
loss rate of the modes associated with material absorp-
tion (γa) or radiation (γr) are negligible in comparison to
the waveguide-ring coupling rate, i.e. γa, γr  γ1,2. In a
ring resonator, γa can be made negligible by using a low-
loss material while γr can be reduced by limiting bending
loss. In practice, bending losses can be suppressed using
a combination of a large ring radius and waveguide design
supporting well-confined modes [63].
To couple the two ring modes through a photonic tran-
sition, the permittivity of the ring is dynamically modu-
lated with a time-dependence of
ε(t, r, φ)
ε0
= εr +∆εr(r) sin(Ωt− qφ), (32)
where r and φ are the cylindrical coordinate system de-
fined with respect to the center of the ring. Similarly to
the indirect photonic transition shown in Fig. 4(a), the
ring modulation frequency and angular momentum must
satisfy Ω = ω2 − ω1 and q = q2 − q1, respectively. Here,
the angular momentum of the dynamic modulation de-
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Figure 5. Schematic of optical isolator architectures based on (a) an indirect transition in ring resonator [49] and (b) Rabi
splitting in a ring resonator [62]. The corresponding frequency and angular momentum diagram for the involved ring modes
in each device are shown in (b) and (d). Note that the modal frequencies and momenta are identical, but the forward and
backward directions are reversed.
fined in (32) directly breaks the generalized time-reversal
symmetry given by (11).
From the two ports of the access waveguide, the nonre-
ciprocal response is achieved as follows. In the backward
direction, a signal entering port 1 of the waveguide in
the even mode at frequency ω = ω1 couples to the CCW
mode of the ring at a rate of γ1 and is then converted
to the odd CCW mode at frequency ω2 at a rate of η as
it circulates within the ring. The signal energy at fre-
quency ω2 then couples out of the ring to the odd mode
of the waveguide at a rate of γ2. In the forward direc-
tion, a signal entering port 2 of the waveguide in the even
mode at frequency ω = ω1 couples to the CW mode of
the ring with a rate of γ1. However, because the mod-
ulation frequency and angular momentum do not match
the difference between any of the CW mode pairs in the
ring, as shown in Fig. 5(b), the signal then couples back
out of the ring into the even mode of the waveguide at a
rate of γ1. Thus, the combination of the ring and access
waveguide act as a nonreciprocal mode and frequency
converter.
Like the photonic transition devices shown in Fig. 4,
the nonreciprocal scattering takes place between four
ports as follows:
• The even mode entering port 1 on-resonance, at
frequency ω1, is transmitted to the odd mode with
frequency ω2 = ω1 +Ω at port 2.
• The odd mode entering port 2 on-resonance, at fre-
quency ω2, is transmitted to the odd mode with
frequency ω2 at port 1.
• The odd mode entering port 1 on-resonance, at fre-
quency ω2, is transmitted to the even mode with
frequency ω1 = ω2 −Ω at port 1.
• The even mode entering port 2 on-resonance, at
frequency ω1, is transmitted to the even mode with
frequency ω1 at port 1.
This four-port response can then be converted into a two-
port isolator response for a signal at ω = ω1 by including
a spatial mode filter at port 2 to scatter the odd mode
into a radiation channel [49].
Importantly, to achieve complete signal conversion in
the resonant process described above, and thus com-
plete isolation, the device must be designed such that
the modulation-induced coupling rate is equal to the ge-
ometric average of the mode-waveguide coupling rates as
η =
√
γ1γ2. (33)
The coupling rates between the ring and waveguide
modes, e.g. γ1 and γ2, are determined by the proximity
of the waveguide to the ring, while the conversion rate be-
tween the two modes of the ring due to the dynamic mod-
ulation, η, is proportional to an overlap integral which is
defined similarly to the expression given by (24). We
emphasize that for the photonic transition to function as
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an ideal isolator, it requires that each ring mode couples
to only a single input-output channel. This means that,
although the waveguide supports multiple modes in the
frequency range of interest (with each mode acting as a
potential coupling channel), each ring mode must cou-
ple to one, and only one, waveguide mode. In practice,
such one-to-one coupling could be achieved by designing
the ring to phase match each of its modes to the target
waveguide mode [64].
The primary advantage of using a resonator, as op-
posed to the photonic transition described in Sec. IV A 2,
is the possibility of making the device much more com-
pact. Specifically, the modulation strength places a dif-
ferent constraints on the waveguide and resonator imple-
mentations of the photonic transition. In the waveguide,
the modulation strength determines the required length
for suppressing phase-mismatched conversion channels
as discussed at the end of Sec. IV A 2. Conversely,
in the resonator, the modulation strength does not di-
rectly determine the device size but instead determines
the required waveguide coupling rates, through (33).
These coupling rates then directly determine the oper-
ating bandwidth of the device.
2. Rabi splitting in a ring resonator
In the version of the device described in the previous
section, the ring was designed to couple each of its modes
to a particular mode of the waveguide, which allowed the
device to act as a resonant nonreciprocal mode and fre-
quency converter. This design additionally required sup-
pressing each mode of the ring from coupling to radiative
loss channels, meaning that γr1  γ1 and γr2  γ2. In
[62], a different version of a dynamic ring isolator was
proposed that operates with a stronger modulation and,
additionally, a radiative loss channel for dissipation of
light in the backward direction.
This version of the device is shown in Fig. 5(c) and
uses an identical ring design to the device in Fig. 5(a).
The ring is modulated with the time-dependence given
by (32). Like the photonic transition isolator, the travel-
ing wave modulation breaks the time-reversal symmetry
given by (11). Unlike the design in Fig. 5(a), the strong
modulation design discussed in this section uses a single-
mode access waveguide that is critically coupled to the
ring mode at ω1, i.e. γr1 = γ1. For a static ring without
modulation, the critical coupling condition causes a sig-
nal entering the access waveguide from either port 1 or
port 2 at a frequency ω = ω1 to be completely coupled
to the radiation channel. When the ring is modulated
with a time-dependence given by (32) and with a large
enough amplitude that the modulation-induced coupling
between the mode at ω1 and ω2 exceeds the waveguide
coupling rates, i.e. η > γ1, γ2, the frequencies of the two
ring modes shift with respect to the static mode frequen-
cies. The shifting observed in the mode frequencies is
analogous to the effect of Rabi splitting in atomic physics,
also known as Autler-Townes splitting [65].
The operating principle for this device can be under-
stood as follows [62]. In the phase-matched forward di-
rection, there are two resonantly coupled modes in the
ring, specifically the symmetric mode at ω1 and the anti-
symmetric mode at ω2 = ω1 +Ω. When the modulation-
induces coupling rate, η exceeds the mode linewidth, the
static mode at ω1 splits into two resonances at ω1 ± η.
Therefore, in the forward direction, a signal entering
from port 2 at a frequency ω = ω′ between the split
resonances experiences high transmission to port 1. In
the backward direction, a signal entering from port 1 at
a frequency ω = ω′ can be completely coupled to the loss
channel of the ring. A detailed analysis reveals the need
for a careful tuning of the operating frequency, ω′ because
the large modulation strength also splits the resonance
in the backward direction, but instead into frequencies
ω1 ± Ω. This can be accounted for by choosing an op-
erating frequency for the device, ω′ that has complete
absorption in the backward direction, but high transmis-
sion in the forward direction.
As noted above, a crucial difference between the Rabi
splitting ring design and the photonic transition iso-
lator design is that the forward direction is phase-
matched, rather than the backward direction. Addition-
ally, whereas the photonic transition design required an
additional spatial mode filter in the access waveguide to
absorb the odd mode, in the Rabi splitting design the
loss channel for the signal in the backward direction is
built into the ring itself. Moreover, the access waveguide
in this design is single-mode, meaning that the require-
ment in the photonic transition design required carefully
engineering the coupling between the modes of the ring
and the modes of the waveguide can be avoided. The
key requirement for the Rabi splitting design is that the
modulation strength satisfies the condition
η > 2γ1, (34)
and that the mode is critically coupled, e.g. γ1 = γr1.
3. Angular momentum biasing
In the resonant photonic transition isolator described
in the previous sections, the directional coupling between
the ring and waveguide plays a central role in the di-
rectional conversion process between the even and odd
modes. In this section, we review the isolator design
proposed in [66] that breaks the degeneracy between the
CW and CCW modes of a ring using a traveling wave
modulation with a form given by (32).
Unlike the isolator design using photoinc transition
in a ring, the angular momentum biased isolator in-
volves no frequency conversion for signals in either the
forward or backward directions. Instead, the operating
principle can be conceptually understood as being sim-
ilar to magnetically-biased ring resonators. When ring
resonators with magneto-optically active materials are
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Figure 6. Optical isolator architecture based on the angular momentum biased ring resonator [66]. (a) Schematic of the device
and (b) frequency-momentum diagram of the ring modes.
biased by a magnetic field, the CW and CCW modal
degeneracy is broken because an effective optical path
length difference between the CW and CCW modes is
induced [20]. In the case of the dynamically modulated
ring, the CW and CCW modal degeneracy is broken by
the traveling wave modulation, which breaks the time-
reversal symmetry defined by (11).
To introduce the concept for the device we consider the
geometry shown in Fig. 6(a), that consists of a ring side-
coupled to an access waveguide. The ring has a radius
R and is constructed from a single-mode waveguide of
width w and permittivity εr. The access waveguide uses
a design which is identical to the waveguide used to con-
struct the ring. We assume that the device is invariant
in the z-direction and focus on a pair of degenerate CW
and CCW modes with frequencies ωCW = ωCCW = ω1
and angular momentum ±q1, as shown in Fig. 6(b). The
ring is coupled to the access waveguide and a radiation
loss channel with a rate of γ1 and γr, respectively, and is
designed to be critically coupled, e.g. γ1 = γr.
For a static ring without modulation, the critical cou-
pling condition causes a signal entering the access waveg-
uide in both the forward or backward directions at a
frequency ω = ω1 to be completely coupled to the ra-
diation channel. In other words, there is no transmis-
sion from port 1 to port 2 (and vice-versa) on resonance.
When the ring is dynamically modulated with a time-
dependence given by (32), an angular momentum sat-
isfying q = −2q1, and a uniform modulation profile in
the radial direction of the ring, the degeneracy between
the CW and CCW modes is broken [66]. Under such
dynamic modulation, the modes have Floquet eigenfre-
quencies ωCW = ω1 − δω/2 and ωCCW = ω1 + δω/2,
where
δω =
√
Ω2 + η2 −Ω (35)
and η is the effective modulation coupling coefficient de-
termined by an overlap integral between the ring modes
and the modulation profile [67]. Because the Floquet
eigenfrequencies are defined modulo Ω, the system ex-
hibits resonances for incident waves at frequencies ωCW+
nΩ and ωCCW + nΩ, where n is any integer. The reso-
nances nearest to ωCW and ωCCW thus occur at at fre-
quencies ωCW−Ω and ωCCW +Ω, which excite the mode
in the CCW and CW directions, respectively.
The nonreciprocal response of the device can be un-
derstood as follows. In the backward direction, a signal
entering port 1 at ω = ω1 − δω/2 will be resonantly cou-
pled to the radiation channel through the CW mode of
the ring. In the forward direction, a signal entering port
2 at ω = ω1 − δω/2 will be completely transmitted to
port 1 because there is no resonant CCW mode in the
ring at this frequency. Therefore, this device operates
as an isolator in the same spirit of Fig. 1(b), where the
third port corresponds to a radiation loss channel. The
above nonreciprocal routing relies on there being no spec-
tral overlap between any CW and CCW modes, which
places two important constraints on the isolator design.
First, the splitting between the original CW and CCW
modes of the ring, defined by δω in (35), must be large
enough to exceed their spectral linewidths. Second, the
nearby Floquet resonances generated by the modulation,
at ωCW−Ω and ωCCW +Ω, must also be spectrally sep-
arated from the split pair of CW and CCW modes by
more than their spectral linewidth. From [66], the ideal
modulation frequency for achieving the largest separation
between neighboring resonances with opposite rotation is
Ω =
η
2
√
3
. (36)
The minimum quality factor required for a given modu-
lation strength is then given by
Qmin = 2
√
3
ω1
η
. (37)
Note that in (37) and (36) we have used the convention
that the quality factor is Q = ω1/2(γ1 + γr), where γ1,2
are half-width half-max (HWHM) linewidths and η has
angular frequency units1. Finally, the operating principle
1 Note that a different convention was used in [66, 67] to define
the strength of the modulation coupling. In [66, 67] the coupling
was represented by κ and its relationship to the coupling rate
defined in this review, η, is κ = 1
2
η
ω1
.
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of the above device assumes that the modulation is weak
enough to not affect the coupling rates, γ1,2.
Note that the version of this device originally proposed
in [66] actually incorporated a second coupling waveg-
uide, rather than a radiation loss channel. This modifi-
cation to the design results in the device acting as a four
port circulator, where the two physical ports of the sec-
ond waveguide take the place of the radiation loss channel
used for the configuration shown here.
V. MODULATION MECHANISMS
As discussed the previous sections, a temporal varia-
tion of the dielectric permittivity ε(r, t) that breaks time-
reversal symmetry is essential for constructing dynami-
cally modulated isolators and circulators. In this section,
we discuss a number of physical mechanisms that can be
used for modulating the permittivity, focusing on mate-
rial platforms that are favorable for chip-scale integra-
tion. We discuss electro-optic (EO) modulators in tradi-
tional and emerging materials, as well as thermo-optic,
acousto-optic, and all-optical modulators.
Modulation mechanisms that produce a large change
in the real part of the permittivity ε(r, t) or, equivalently,
the refractive index n(r, t) =
√
ε(r, t), and that can op-
erate at high speeds (1 - 100 GHz) are ideal for imple-
menting most of the device architectures we discuss in
this review. This is because a large index modulation
∆n(r, t) at a high speed typically improves the figures
of merit discussed in Sec. III, such as the device foot-
print and bandwidth. To achieve a high isolation ratio
without incurring significant insertion loss, it is desirable
to have modulators that only vary the real part of the
permittivity (i.e. phase-only modulators) with negligible
variation of the imaginary part of the permittivity, which
is associated with absorption.
Perhaps the most commonly used phase-only modula-
tors are based on the Pockels effect, whereby a radio fre-
quency (RF) signal Ek(t) applied to a nonlinear material
with a nonzero second-order susceptibility, χ
(2)
ijk, varies
the index, nij(t), experienced by the optical field [50, 68]
by an amount
∆nij =
1
2
n3ijχ
(2)
ijkEk(t). (38)
Among materials exhibiting the Pockels effect, lithium
niobate has been the workhorse in modulators for op-
tical communications for decades. The recent advent
of nanophotonic lithium niobate modulators in a thin-
film, high-confinement geometry is extremely promising
for realizing on-chip nonreciprocal devices [16, 69]. Such
nanophotonic lithium niobate modulators have achieved
40 GHz speeds with ultra low losses of 0.5 dB. III-V ma-
terials such as gallium arsenide (GaAs) have a larger χ(2)
than lithium niobate, but high-speed on-chip EO modu-
lators with low insertion loss in a large-index-contrast ge-
ometry are challenging in these materials [15, 70–72]. III-
V materials also permit other modulation mechanisms
such as the quantum confined Stark effect and the Franz-
Keldysh effect, but they have been predominantly used
to modulate the absorption instead of the real part of
the permittivity [73–77]. Moreover, lithium niobate and
III-V materials are not yet compatible with CMOS tech-
nology, and hence a majority of demonstrations of on-
chip dynamically modulated nonreciprocal devices have
used silicon modulators [78, 79]. These demonstrations
in silicon, although impressive from a proof-of-principle
perspective, have shown limited isolation contrast (∼3
dB), and incur large insertion losses. The large loss
arises from the use of doped regions to form the p-n
and p-i-n diodes required for silicon modulators based on
the plasma-dispersion effect [80–82]. Nevertheless, sili-
con phase modulators have pushed modulation speeds to
the several tens of gigahertz range, leaving room for fu-
ture implementations of silicon photonic isolators with
improved performance [83, 84].
A fundamental challenge in silicon phase modulators
based on the plasma dispersion effect is the concomi-
tant change in absorption, which causes residual ampli-
tude modulation. To overcome this challenge, the DC
Kerr effect has been harnessed recently to produce an ef-
fective Pockels-like modulator in silicon, which by itself
has a vanishing χ(2) [85]. Here a nonzero field-induced
χ
(2)
eff = χ
(3)Edc is introduced by applying a large DC
field Edc and by harnessing silicon’s large third-order
nonlinear susceptibility χ(3). Such devices show negli-
gible residual amplitude modulation and bandwidths >
5 GHz, making them attractive candidates for construct-
ing nonreciprocal devices.
In addition to the traditional material platforms dis-
cussed above, EO modulation has also been reported in
emerging 2D materials platforms [86–88], organic poly-
mers [89] and titanates [90]. These materials are typ-
ically incorporated in the vicinity of waveguides con-
structed from more traditional materials such as sili-
con or silicon nitride. 2D materials in particular, which
includes graphene and transition metal dichalcogenides,
have shown a very large index change, ∆n ∼ 1, which is
two to three orders of magnitude larger than the typically
achievable index change in conventional materials [91].
However, we note that the change in the effective index
of the waveguide mode is much lower due to the small
overlap of the 2D material monolayer with the waveg-
uide mode. Nevertheless, by proper design and choice
of polarization, a significant effective index change can
be obtained [91]. Demonstrated modulation speeds in
2D material based devices vary from several GHz to tens
of GHz and are limited primarily by the RC time con-
stant [92]. However, in principle, such 2D material mod-
ulators, especially those based on graphene [93, 94], can
operate at very high speeds ∼ 100 GHz. Alternatively,
materials such as barium titanate (BTO) and lead zir-
conium titanate (PZT) have shown high-speed modula-
tion speeds up to 65 GHz, and a large χ(2) for BTO
that is 30-50 times higher than lithium niobate [90, 95].
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Figure 7. Comparison of modulation mechanisms in terms
of their achievable speed and relative permittivity change.
Emerging titantes include integrated barium titanate and lead
zirconium titanate modulators. Note that the shaded regions
approximately indicate the range of best reported experimen-
tal results on chip. Lower speeds and lower index modulation
strengths than those indicated in the shaded regions are usu-
ally easy to achieve for each modulation mechanism, but not
very useful for nonreciprocal device design.
Similarly, silicon-organic hybrid modulators have demon-
strated strong modulation depths using low voltages,
high speeds of up to tens of GHz and potentially low in-
sertion losses by incorporating organic EO chromophores
near a silicon waveguide [89]. A major advantage of sev-
eral such emerging materials is that they can render ac-
tive modulation functionalities to otherwise passive ma-
terials, i.e. those that do not support Pockels- or carrier-
based modulation mechanisms.
In contrast to EO modulation schemes that can vary
the index at high speeds, thermo-optic phase shifters
are on the opposite end of the performance spectrum,
in that they are limited to modulation speeds at or be-
low 1 MHz [96, 97]. However, thermo-optic modulation
may still be useful for narrowband applications, such as
laser isolation, because they can produce a significant
index change in nearly any dielectric material (up to
∆n ∼ 10−2), which is larger than conventional EO mate-
rials. In thermo-optic phase shifters, the electrical power
delivered to a resistive metallic- or doped-Si microheater
placed near the dielectric waveguide increases the local
temperature via Joule heating, which in turn produces a
change in the effective index of the waveguide mode [98].
Resistive heaters also introduce optical loss. Hence, there
is a trade-off between the insertion loss on one hand and
the modulation efficiency and speed on the other hand,
all of which increase on placing the heaters closer to the
waveguide.
Nano-mechanical degrees of freedom provide an al-
ternative route to imprint phase modulation on opti-
cal signals in waveguides via electrostriction and pho-
toelastic effects, in which mechanical strain changes the
bulk material permittivity, and also radiation pressure
effects, in which optical forces on material boundaries
change the effective index of a waveguide mode [99]. Such
optomechanical coupling is particularly promising since
large phase shifts can be produced over gigahertz band-
widths [100] even in materials that do not admit EO mod-
ulation through the Pockels effect. In such schemes, the
electrical drive excites a mechanical mode or generates
an acoustic phonon pump, which in turn can drive non-
reciprocal frequency shifts. A benefit of a phononic pump
is that it naturally produces the large momentum shifts
needed for photonic transition based devices (see Sec.
IV A 2), and this large momentum shift is challenging to
obtain in EO-modulated isolators [78]. Brillouin scatter-
ing has also been used to achieve nonreciprocity using the
mechanical degree of freedom [101–104]. Additionally, re-
cent work shows that the mechanically mediated phase
modulation [105] can be significantly more efficient than
the DC Kerr effect-based modulation [85] in suitably de-
signed silicon photonic circuits. The combination of large
phase modulation efficiencies, gigahertz bandwidths and
large momentum shifts together make mechanically me-
diated modulation mechanisms very attractive for future
progress in silicon photonic isolators.
Finally, all-optical modulation techniques can be used
to change the refractive index at ultrafast speeds using
Kerr-based cross-phase modulation [106] or by injecting
light-induced carriers into a material [107, 108]. All-
optical modulation often requires high-power or pulsed
optical beams, and is not straightforward to integrate
in planar photonic circuits. However, benefits such
as low loss, broad-wavelength operation at very high
speeds [109] and the possibility of signal processing en-
tirely in the photonic domain have sustained interest in
all-optical modulators. The aforementioned 2D material-
based EO modulators can also produce superior perfor-
mance when used for all-optical modulation [86, 110],
although demonstrations have been primarily focused on
on-chip geometries till date [106]. To harness all-optical
modulation for integrated nonreciprocal devices, it will
be important to incorporate such techniques into planar
photonic circuits.
While the mechanisms reviewed above have focused
on varying the real part of the permittivity, the gain-loss
isolator architecture [54] that we have reviewed in Sec.
IV A 3 relied on dynamic modulation of the gain and loss.
We now briefly review such gain and loss modulation
mechanisms in practical integrated photonic platforms.
In a III-V semiconductor laser or amplifier structure, the
mechanism of gain-loss modulation is built-in, i.e. by
tuning the pumping level to the laser waveguide either
electronically or optically. The gain coefficient in contem-
porary semiconductor lasers typically reaches well over
5 × 103 cm−1 [111, 112], corresponding to a large gain-
loss modulation strength of Im(∆ε)/ε ≈ ∆σ/ωε ≥ 0.1.
In today’s semiconductor laser technology in the telecom-
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munication wavelength range, the achievable direct elec-
tronic modulation frequency can reach above 50 GHz
[113, 114]. Since the directly modulated lasers are switch-
ing between normal operation and off, it is reasonable
to assume the modulation strength in the gain and loss
reaches the order of 103 cm−1. In these active devices,
gain-loss modulation can in principle be directly inte-
grated as a section of the waveguide, to perform func-
tionalities such as directional amplification or isolation.
VI. COMPARISON
In the previous sections we have reviewed a number
of optical isolator architectures based on dynamically
modulated waveguides and resonators as well as differ-
ent modulation mechanisms that are available for real-
izing such devices. In this section, we will compare the
characteristics and performance of these devices based
on the figures of merit outlined in Sec. III. We recall
that an ideal isolator should provide complete isolation
between the forward and backward directions, complete
signal transmission (with no insertion loss) in the forward
direction, and a broad bandwidth. Additionally, large-
scale integrated photonic circuits favor components with
compact footprints to facilitate dense integration. Here
we will examine exactly how close each isolator design
comes to achieving ideal performance, highlighting the
tradeoffs made in each approach.
Our discussion in this section first focuses on compar-
ing the footprint and bandwidth of each isolator design
while assuming that the conditions for ideal isolation and
insertion loss are satisfied. We then discuss and compare
specific factors in each isolator design that limit the iso-
lation and insertion loss performance.
A. Footprint
We begin our comparison in this section by discussing
the required footprint of the different dynamic isolator ar-
chitectures. As a general trend, there is a very different
size requirement for resonator and waveguide isolators,
resulting from the unique dynamics at play in each type
of device. Waveguides are traveling-wave devices where
optical signals spend only a brief instant in a given region
of the device. Resonators, on the other hand, confine and
trap light, allowing signals to spend, potentially, a very
large number of optical cycles in a relatively small device
region. For example, microring resonators [115] and pho-
tonic crystal defect cavities [116] can have quality factors
greater than 106. Thus, resonant devices have the ability
to significantly enhance the effective modulation strength
that they provide relative to the modulation strength
naturally available in a material. In doing so, resonators
can operate with a far smaller device footprint. Such en-
hancement is important for dynamic isolators because, as
shown in Fig. 7, the achievable modulation strength of
Table I. Minimum design length of dynamic waveguide isola-
tors
Device Reference Length
Tandem (long delay line) [42]
pivg
2Ω
Tandem (short delay line) [46]
2
√
2vg√
ω·Ω·∆ε/ε
Indirect transition [49]
pivg
ω·∆ε/ε
Direct transition [40]
pivg
ω·∆ε/ε
most materials is far below unity at optical frequencies,
i.e. ∆ε/ε 1.
The lower bound on the size of a resonant isolator will
be determined by the minimum required size of the res-
onator to achieve a particular quality factor, which de-
pends on the confinement mechanism being used. For
example, ring resonators use total internal reflection in
waveguides to confine light. This means that the min-
imum size of a ring resonator will be constrained by
waveguide bending losses, which are inversely propor-
tional to the ring’s radius. The enhancement of mod-
ulation and size reduction in resonant devices comes, of
course, with a major tradeoff for signal bandwidth, which
we discuss in the next section.
For the remainder of this section, we focus on the
footprint of the dynamic isolators based on waveguides,
which have tight design constraints on their sizes. More-
over, the waveguide isolator designs we have reviewed
are able to operate only in specific ranges of modulation
frequency and modulation strength. Specifically, the tan-
dem modulator (Fig. 3) operates in the so-called strong
modulation regime, where Ω ≤ ω∆εε , while the pho-
tonic transition (Fig. 4) operates in the weak modulation
regime, where Ω  ω∆εε . In these two inequalities, the
strength of the modulation is characterized in terms of
the effective change of the optical mode frequency, which
is then compared to the frequency of modulation.
The operating regimes of the waveguide-based pho-
tonic transition and the tandem modulator are comple-
mentary [46], resulting from the unique approach that
each architecture takes to achieve isolation. The tandem
modulator relies on strong modulation, in conjunction
with a time-delay of the modulating waveform, in order
to convert all input signal energy to higher and lower
frequencies in the backward direction. In contrast, the
waveguide photonic transition relies on a phase-matched
conversion process to achieve isolation in the backward di-
rection and, crucially, the suppression of all other phase-
mismatched conversion channels. The requirement of su-
pressing conversion to phase mismatched frequencies and
modes essentially translates into a requirement for weak
modulation that facilitates a gradual conversion of energy
between the even and odd modes as the signal propagates
down the length of the modulator.
The minimum design lengths of the isolators are sum-
marized in Table I and are plotted in Fig. 8(a)-(c) as
a function of the modulation frequency and modulation
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Figure 8. Minimum device length as a function of modulation
strength, ∆ε/ε and modulation frequency, Ω/2pi for (a) the
photonic transition isolators [40, 49] [Fig. 4(a,c)] and the
tandem phase modulator isolator [Fig. 3] in (b) the long delay
line [42] and (c) short delay line [46] configurations. The
optical frequency and group velocity are assumed to be ω =
2pi · 200 THz and vg = c0/3.5.
strength, similarly to the analysis performed in [46]. The
grey region of each plot in Fig. 8 corresponds to the
regime where each particular isolator design can not op-
erate, e.g. the strong modulation regime for the photonic
transition and the weak modulation regime for the tan-
dem modulator isolator. Figure 8(a)-(b) indicate that,
with a modulation frequency of approximately 10 GHz,
both the photonic transition [40, 49] and the long delay
line tandem isolator [42] are restricted to a minimum de-
vice size on the order of 3 mm. We note that this length
and modulation frequency is comparable to experimen-
tally demonstrated electro-optic phase modulators fabri-
cated in thin film LiNbO3 [69].
In order to achieve a more compact device, both de-
signs require a simultaneously higher modulation fre-
quency and modulation strength, corresponding to the
upper right corners of Fig. 8(a,b). Based on the survey of
modulation mechanisms shown in Fig. 7, simultaneously
scaling up both of these parameters is challenging with
existing modulation mechanisms. However, the tandem
isolator can achieve a more compact device size using the
short delay line configuration that was proposed in [46].
This design allows the footprint to be reduced by trad-
ing off for only an increase in the modulation strength,
due to the design’s ∼ 1/√∆ε/ε dependence in the mod-
ulation length (Table I). The minimum design length for
this design is plotted in Fig. 8(c) and confirms that, for a
modulation frequency of 10 GHz, a modulation strength
on the order of 10−2 allows the design to accommodate a
device length of approximately 300 µm. The reduction is
a factor of 3× smaller than the waveguide photonic tran-
sition isolator and the long delay line tandem isolators
discussed above. From Fig. 7, we note that such modu-
lation requirements could be met by a BTO electro-optic
modulator [90] or, potentially, a modulator that incorpo-
rates 2D materials. Overall, for highly compact on-chip
waveguide isolators the short delay line configuration of
the tandem modulator design [46] is likely to be the most
favorable.
The constraint on the size of the gain-loss modulated
isolator is different from that of both the tandem mod-
ulator and photonic transition isolators. In the gain-
loss isolator, the signal in the forward direction is un-
affected by the modulation, while in the backward direc-
tion the signal is attenuated exponentially. Thus, for a
target isolation ratio, IR the required modulator length
is Lm = IR · vgΩ . Therefore, if the applied gain-loss mod-
ulation is phase-matched for the forward direction and,
assuming an operating wavelength of 1.55 µm, a modula-
tion frequency of 50 GHz [113, 114], and a waveguide con-
figuration that is identical to the one in [49], in the back-
ward direction ∆kb ≈ 2vgΩ = 72 cm−1. This results in an
isolation ratio per length of 15 dB/mm, meaning that for
an isolation ratio of 30 dB, a minimal modulator length of
2 mm is required. The required modulation strength for
the gain-loss isolator is Im(∆ε)/ε ≈ 1.0 × 10−3, which
is achievable in today’s semiconductor laser technology
[111, 112].
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B. Bandwidth
We continue our comparison of the different dynamic
isolator architectures by discussing their operating band-
widths. A general constraint for every isolator, with the
exception of the photonic transition in a waveguide (Fig.
4), is that the isolation bandwidth is limited by the mod-
ulation frequency, Ω. An even tighter constraint for res-
onant dynamic isolators is that their isolation bandwidth
is limited by the resonator linewidth, which is constrained
to be smaller than the modulation frequency. In this sec-
tion, we first discuss the bandwidth limitation of waveg-
uide isolators and then compare the upper bound on the
linewidth of each resonant isolator design.
The photonic transition is able to support a larger
bandwidth than Ω in both the forward and backward
directions because it uses dynamic modulation to cou-
ple different spatial modes, rather than just different fre-
quencies. As described in Sec. IV A 2, the only limiting
factor for the isolation bandwidth of the photonic transi-
tion is the dispersion of the optical modes. In particular,
the necessary conditions for achieving isolation is that
(1) the phase matching condition in the backward direc-
tion, given by ∆k(ω) = q − [k2(ω +Ω)− k1(ω)] ≡ 0, be
satisfied and that (2) any other phase mismatched cou-
pling processes be suppressed by the long length of the
modulator. Therefore, if a waveguide can be designed
to support modes with parallel dispersion over some fre-
quency range, ∆ω then the waveguide can, in principle,
achieve complete isolation over that same bandwidth. In
practice, achieving such parallel dispersion over a broad
bandwidth may require careful engineering of the waveg-
uide geometry [53]. A similar analysis also applies to
the gain-loss modulated isolator design. However, the
material gain bandwidth in typical semiconductor diode
lasers is less than 5% of the center wavelength, which will
potentially be a tighter constraint on its bandwidth.
In contrast, the tandem modulator architecture, as
shown in Fig. 3, always has an isolation bandwidth that
is less than the modulation frequency. We emphasize
that the forward transmission bandwidth of the tandem
isolator is also limited by Ω due to the creation of inter-
mediate modulation tones between the two modulators.
For signal bandwidths larger than Ω, the generation of
these intermediate tones would distort signals transmit-
ting in the forward direction. Despite this limitation,
we note from Fig. 7 that state-of-the-art on-chip Pock-
els modulators, based on e.g. LiNbO3 or BTO, could
still provide an isolator with a bandwidth greater than
10 GHz.
A modification of the tandem modulator design allows
its bandwidth to be extended, up to multiples of Ω, by
adopting a design with parallel modulator arms [43]. The
purpose of the additional modulator arms is to cancel
more of the sideband terms depicted in the top right
panel of Fig. 3. However, the reliance of this approach
on interferometric cancellation of the modulation tones
(e.g. at ω±Ω, ω±2Ω, . . . ) in the optical domain means
Table II. Modulation strength - quality factor product for ring
isolator designs
Device Reference Q ·∆ε/ε †
Photonic transition∗ [49] 2
Angular momentum bias [66] 2
√
3
Rabi splitting ring [62] 4
† The values reported here are for ideally coupled modes. This
corresponds to an ideal traveling wave modulation covering the
entire waveguide. For the photonic transition, this also means
that each half of the waveguide is modulated with opposite
polarity in order to maximally couple the even and odd modes.
By modulating only half of the waveguide, as shown in Fig. 5, the
figure of merit Q ·∆ε/ε is increased by a factor of approximately
2.
∗ For the photonic transition isolator, the geometric average of the
mode quality factors, Qavg =
√
Q1Q2 is used to compute Q ·∆ε/ε
that non-idealities in the device may lead to incomplete
cancellation of the sidebands, and therefore distortion of
signals transmitting in the forward direction.
Having discussed the bandwidth limitations of dy-
namic waveguide isolators, we now focus our attention on
the resonant isolator designs which, as mentioned above,
have tighter bandwidth constraints than the waveguide
isolators. In particular, the photonic transition and the
Rabi splitting ring isolators (Fig. 5) must be designed
to have linewidths that satisfy the constraint given by
(34) and by (33), respectively. Similarly, the angular
momentum-biased ring isolator design (Fig. 6) has a
linewidth constrained by (37). Despite their narrower
bandwidths, these resonant devices can be far more com-
pact than their waveguide counterparts, making them
highly attractive for integrated photonic platforms.
It turns out that the bandwidth of all three ring iso-
lator designs can be characterized by a single figure of
merit: the product of the quality factor and the modula-
tion strength, Q∆ε/ε. This figure of merit was initially
proposed in [66] and defines the quality factor, or equiva-
lently the maximal bandwidth, that a design can achieve
for a given modulation strength. Therefore, a small value
of Q∆ε/ε is favorable. The best case value of Q∆ε/ε for
each isolator design, calculated from a coupled mode the-
ory analysis [37, 117], is provided in Table II. Here, the
best case refers to a modulation profile that maximally
couples the two modes, e.g. the mode at ω1 and the
mode at ω2 for the photonic transition and Rabi splitting
isolator designs and the two degenerate counter-rotating
modes at ω1 for the angular momentum biased design.
In all designs, the best-case coupling implies an ideal si-
nusoidal traveling wave modulation in the ring that per-
fectly matches the angular momentum difference between
the modes. In the photonic transition and Rabi splitting
isolator designs, maximum coupling also requires that
each half of the ring waveguide be modulated with oppo-
site polarity to maximize coupling between the even and
odd modes. Therefore, the each value in Table II should
19
be considered as a theoretical optimum.
The upper bound on the resonator linewidth for each
design, calculated through Q∆ε/ε and the values Table
II, is plotted as a function of the modulation strength
in Fig. 9. Here, we assume an operating frequency of
ω/2pi = 200 THz for the optical wave. The bandwidths of
the designs all scale with the same dependence on ∆ε/ε,
the Rabi splitting ring design and the angular momen-
tum biasing design have a comparable upper bound on
their bandwidth, which is approximately a factor of ap-
proximately 2× smaller than the upper bound on the
bandwidth of the photonic transition isolator. We note
also that the modulation frequency used for each design
will need to be at least as large as the bandwidth shown
in Fig. 9.
We now discuss several practical considerations that
will further limit the effective modulation strength, in-
crease Q∆ε/ε, and limit the bandwidth of the ring res-
onator isolators discussed above. First, in the photonic
transition design, the optimum modulation profile has
opposite polarity in each half of the ring waveguide. Such
a modulation profile could be challenging to implement,
especially if integrated metallic electrodes are involved.
Thus, a much simpler modulation scheme for the pho-
tonic transition and the Rabi splitting isolators, as de-
picted in Fig. 5(a) and Fig. 5(c), is to modulate only half
of the cross-section of the ring waveguide. Note that the
angular momentum biased ring is not expected to have
have such a reduction because it couples two modes of the
same symmetry and, therefore does not need to modu-
late only half of the ring waveguide. Although much
more practical to fabricate, an effect of modulating only
half of the ring waveguide is to immediately decrease the
modulation efficiency and double the Q∆ε/ε figure of
merit. Therefore, under such a modulation scheme the
photonic transition design and the angular momentum
biasing design have a comparable upper bound on their
bandwidth, while the Rabi splitting design is approxi-
mately 2× worse.
The second issue, which applies to all three ring iso-
lator designs, is that achieving an ideal sinusoidal trav-
eling wave modulation, as defined in (32), is difficult us-
ing electro-optic modulation. Here we will briefly discuss
the effect that “discretizing” the traveling wave modula-
tion has on the Q∆ε/ε figure of merit. Discretization of
the momentum means that N regions of standing-wave
modulation with discrete relative phases are used to ap-
proximate the traveling wave modulation. This approach
has been theoretically proposed for all three ring isolator
designs [49, 62, 66] and has also been used for the exper-
imental implementation of a waveguide-based photonic
transition isolator in [78]. From the Fourier analysis pre-
sented in [66], the effect of modulation discretization is
to distribute the modulation over many spatial frequency
components. However, the modulation defined by (32)
indicates that only a single spatial frequency component
of the modulation, with wavevector of q, can contribute
to the nonreciprocal coupling between the ring modes.
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Figure 9. Operating bandwidth for photonic transition, Rabi
splitting, and angular momentum biased ring resonator isola-
tors for a given modulation strength, ∆ε/ε. This assumes an
optical signal frequency of ω/2pi = 200 THz.
Therefore, modulation discretization reduces the effec-
tive modulation strength of the device, with an efficiency
given by
∆εeff
∆ε
= sinc
(
∆M
N
)
, (39)
where ∆M is the difference between the angular momen-
tum of the coupled optical modes [66].
In comparing the design requirements for each ring iso-
lator, we note a significant difference between the modu-
lation momentum required for each design. The angular
momentum biased ring always uses modulation to couple
two optical modes with opposite rotation, which means
that ∆M ≡ 2M1, for an optical mode with angular mo-
mentum M1. In other words, the angular momentum
biased ring ideally requires a modulation with spatial
variation on the order of half the optical wavelength. For
well-confined optical modes with high quality factors, the
order of magnitude of M1 is likely to be at least 10. As
demonstrated in [66], the modulation can be discretized
down to a configuration that uses a minimum of N = 3
modulated regions. However, such a design comes with
approximately an order of magnitude reduction in the
effective modulation strength. In contrast, the photonic
transition isolator design can couple two optical modes
with a far smaller ∆M , meaning that the reduction in
the effective modulation strength can be far smaller than
in the angular momentum biased ring for an equivalent
number of modulated regions, N . In principle, both the
photonic transition and Rabi splitting isolators could be
designed to couple between two modes with ∆M = 1. It
is likely that this ability of the photonic transition and
Rabi splitting isolators to operate with a far smaller ∆M
will more than compensate for the penalty of 1/2 that
comes from modulating only half of the ring waveguide
cross-section, as discussed above. Therefore, the pho-
tonic transition designs (Fig. 5) may be the most favor-
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able for achieving the maximum bandwidth in a compact
resonant device for a given ∆ε/ε.
In Table III we summarize both the forward bandwidth
and the isolation (backward) bandwidth characteristics
of all the dynamic isolator designs. We note that for
dynamic isolators the forward and backward bandwidth
may not be the same, and hence here we comment on
the forward and backward bandwidth separately. For
the waveguide isolators, the tandem modulator and pho-
tonic transition operate in complimentary regimes with
a bandwidth that is either smaller or larger, respectively,
than the modulation frequency. Moreover, these two
waveguide isolator designs have forward and backward
bandwidths that are approximately equal. In the reso-
nant ring isolators, the isolation bandwidth is always lim-
ited by the total linewidth, γ. However, the three ring
isolators have slightly different bandwidth constraints for
the forward direction. The photonic transition in a ring
provides broadband signal transmission in the forward
direction because the signal is never affected by the mod-
ulation applied to the ring. The Rabi splitting design has
a forward bandwidth limited by the splitting between the
two ring modes, which is equal to 2η. Finally, the angular
momentum biased ring isolator has a forward bandwidth
limited to the linedwidth γ because under the optimal
operating conditions the other mode with opposite rota-
tion is immediately adjacent to the resonance providing
signal isolation. Thus, in terms of forward signal band-
width with low insertion loss, the photonic transition in
both the ring and the waveguide provide the largest band-
width.
C. Isolation and insertion loss
In this section we discuss the isolation and insertion
loss performance of the different dynamic isolator archi-
tectures that we have reviewed. We note that all of the
designs, with the exception of the gain-loss modulated
isolator, come with theoretical conditions for achieving
complete isolation and perfect signal transmission, at
least at a single operating frequency. However, despite
such promising theoretical predictions, experimentally
demonstrated dynamic isolators, especially those based
on electro-optic modulation, have so far achieved only
modest performance.
For example, an experimental demonstration of the in-
direct photonic transition [Fig. 4(a)] in an on-chip sili-
con waveguide consisted of 88 individual junction diodes
with alternating polarities to discretize the traveling wave
modulation [78]. Although this device demonstration was
extremely impressive as a proof-of-principle, in terms of
performance, it only provided an isolation ratio of 3 dB
and had a very high insertion loss of 70 dB in the forward
direction. The large insertion loss of the device likely had
contributions both from silicon’s lossy carrier injection
modulation mechanism (see Sec. V), but also signifi-
cant contributions from waveguide scattering losses [78],
particularly from the 176 individual PN junctions that
made up the waveguide core. Overall, this experimen-
tal demonstration highlights the challenge in mitigating
optical losses in the highly-complex modulation architec-
tures required for some dynamic isolators.
For the direct photonic transition isolator [Fig. 4(c)],
there have been two experimentally demonstrated de-
vices: one using an off-chip acousto-optic modulator
[118], and one using an on-chip electro-optic modulator in
silicon [79]. Like the on-chip experimental realization of
the indirect photonic transition isolator described above
[78], the direct photonic transition isolator demonstrated
in [79] is very impressive as a proof-of-principle device.
However, it also suffered from a very low isolation ratio,
despite using a much simpler modulation scheme than
the indirect photonic transition demonstrated in [78].
The initial proposal for the tandem isolator design (Fig.
3) included an on-chip experimental demonstration that
achieved 11 dB of isolation and 5 dB of insertion loss
[42]. While these figures are improved relative to the two
photonic transition devices described above, they are still
far off from the performance requirements of modern in-
tegrated photonic platforms.
In the remainder of this section we will focus on two of
the more prominent issues that we believe are limiting the
current performance of dynamics isolators: (1) fabrica-
tion disorder which induces perturbations to the optical
modes that are on the same order of magnitude as the
modulation frequency and (2) the implementation of suf-
ficiently large modulation momentum in electro-optics.
1. Fabrication disorder
Generally, fabrication disorder is always a concern in
integrated photonic platforms. However, because the
disorder-induced change in an optical mode frequency
tends to be on the same order of magnitude as the typ-
ical modulation frequencies used in dynamic isolators.
The effect of such disorder on a dynamic isolator’s per-
formance may be much more significant than in other
cases. In particular, disorder may be more of an issue
for the photonic transition isolators, as well as other ar-
chitectures that are designed to couple between multi-
ple dispersion-engineered optical modes. Considering the
very long modulator lengths involved, e.g. ∼3.9 mm in
[79], disorder can lead to fluctuations in the local disper-
sion of the waveguide modes. Thus, a modulation that
is designed to be phase matched on average may not sat-
isfy the phase matching condition at all points along the
waveguide and may limit the fidelity of the nonreciprocal
resposne.
Although there has not yet been an experimental
demonstration of a resonant electro-optic dynamic isola-
tor at optical frequencies, disorder-induced scattering can
also be a significant issue in these devices. The critical
concern in this case comes down to how the quality factor
and optical mode symmetries are affected. Particularly
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Table III. Isolator bandwidth summary
Device References Isolation bandwidth Forward bandwidth
Resonators
Photonic transition [49] ≤ γ > Ω
Rabi splitting [62] ≤ γ ≤ 2η
Angular momentum bias [66] ≤ γ ≤ γ
Waveguides
Photonic transition [40, 49] > Ω > Ω
Tandem modulators [42, 43, 46] ≤ Ω ≤ Ω
The parameter γ is the total resonator linewidth, resulting from both radiative loss channels as well as waveguide coupling.
in the ring resonator devices, we recall that the high rota-
tional symmetry is essential for realizing a nonreciprocal
response because it enables directional coupling between
the resonator and the access waveguide [119]. There-
fore it is an open question as to how disorder-induced
backscattering may affect the non-reciprocal response in
light of the high resonator quality factors that may be
required.
One implementation of the angular momentum biased
circulator proposed in [66] is to use coupled standing
wave resonators that form traveling wave super modes
[120]. However, such approaches still require high struc-
tural symmetry among their constituent resonators and
can also still be highly sensitive to disorder. Dynamic
isolator and circulator designs which do not require high
structural symmetry, such as the theoretical design pro-
posed in [121], may be more favorable for fabrication pur-
poses.
2. Modulation momentum in electro-optics
Dynamic modulation with a either a linear or angular
momentum, i.e. a traveling wave component, is a re-
quirement for many of the isolator architectures that we
have reviewed. In principle, such a traveling component
is achievable in a traveling wave electro-optic modulator,
where the modulation is induced by a propagating radio
frequency (RF) or microwave mode. However, the magni-
tude of the momentum required for the indirect photonic
transition [Fig. 4(a)], as well as all three ring resonator
isolators [Fig. 5 and Fig. 6], is very difficult to achieve in
standard traveling wave electro-optic modulators. Here,
we briefly describe why this is the case and then discuss
how mechanical and acoustic modulation schemes pro-
vide a compelling solution to this issue.
Standard traveling wave electro-optic modulators typ-
ically consist of transmission lines that support prop-
agating RF modes with a momentum on the order of
qeo ∼
√
εr(Ω)
Ω
c0
, where c0 is the speed of light and εr(Ω)
is the average relative permittivity in the region where
the modulating RF fields are concentrated [122]. While
such modulators do provide an ideal modulating wave-
form with a single spatial frequency component, the fact
that the modulating frequency is far smaller than the op-
tical signal frequency, i.e. Ω  ω, means that the magni-
tude of the spatial frequency component is much smaller
than the momentum required in dynamic isolators, i.e.
qeo  q for q in (20) and (32). Thus an open question
is whether one can specifically configure the propagation
characteristics of a traveling wave electro-optic modula-
tor through concepts in metamaterial engineering.
3. Modulation momentum in acousto-optics and
optomechanics
In constrast to electro-optic modulation, acousto-optic
modulation comes with a large built in momentum. The
significantly larger momentum of acoustic modes is a di-
rect result of the orders-of-magnitude difference between
the speed of sound and the speed of light. For a com-
parable modulation frequency, Ω an acousto-optic mod-
ulator provides approximately 2.99×10
8 m/s
3.41×102 m/s ≈ 106 larger
modulation momentum than an electro-optic modulator.
Moreover, by co-confining acoustic and optical modes in
integrated waveguides, the effective strength of modula-
tion can be enhanced significantly [99].
Compared to the relatively few experimental demon-
strations of integrated nonreciprocal electro-optic de-
vices, there have been a number of demonstrations of
integrated nonreciprocal acousto-optic and optomechan-
ical devices. Indeed, many of these devices exploit
the large momentum available in acoustic and phononic
modes and often operate analagously to to several of
the device architectures we have discussed in this review.
For example, there have been theoretical proposals [123]
and experimental demonstrations [103] of acoustically-
driven nonreciprocal interband transitions in waveguides.
In such devices, the waveguide can be designed to si-
multaneously confine an optical mode and an acoustic
(phonon) mode with appropriate symmetries. Here, the
phonon modal amplitude distribution plays the same role
as the modulation profile in the electro-optic devices de-
scribed above, meaning that an odd phonon mode is
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required to couple between an even and and odd op-
tical mode. Experimental demonstrations of these de-
vices are extremely promising from a performance point
of view. For example, the indirect transition demon-
strated in [103] achieved a peak isolation of 38 dB and
an isolation of at least 19 dB over a broad 150 GHz
bandwidth. Unlike discretized electro-optic modulators,
acoustic modulators can also provide tunable modulation
wavevectors via the acoustic mode dispersion which al-
lows for a very large change in wavevector for relatively
small change in the modulation frequency. One disad-
vantage of waveguide-based acousto-optic modulators is
their long length where, for example, the device demon-
strated in [103] consisted of a 2.4 cm long waveguide.
A number of resonant acoustically-driven devices have
also been theoretically proposed and experimentally
demonstrated [103, 124–129]. Unlike electro-optical mod-
ulators, acousto-optic modulation schemes can be driven
either optically by beating a higher power optical pump
wave with a lower power detuned probe wave [103, 126],
or electrically via surface wave or other forms of trans-
ducers [105, 128]. In terms of bandwidth, the schemes
that do not rely on coupling via mechanical resonances
with kHz- to MHz-scale linewidths are the most promis-
ing.
VII. CONCLUSION AND OUTLOOK
In conclusion, we have reviewed recent theoretical and
experimental progress on dynamically modulated opti-
cal isolators and circulators and discussed the operat-
ing principles of a number of different device architec-
tures. We have also analyzed performance tradeoffs be-
tween these different device architectures and highlighted
a number of promising conventional and emerging mod-
ulation mechanisms that can be leveraged for construct-
ing dynamic isolators. In general, while there have been
a number of promising theoretical proposals for dynamic
isolators based on electro-optic modulation, experimen-
tal progress has achieved only modest performance. In
this review we have higlighltied several of the practical
challenges in this area that must be overcome in order to
achieve isolator performance that can meet the demand
of modern integrated photonic platforms, but with ad-
vancements in photonic integration the future appears
to be promising.
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