Rating platforms provide users with useful information on products or other users. However, fake ratings are sometimes generated by fraudulent users. In this paper, we tackle the task of fraudulent user detection on rating platforms. We propose an end-to-end framework based on Graph Convolutional Networks (GCNs) and expanded balance theory, which properly incorporates both the signs and directions of edges. Experimental results on four real-world datasets show that the proposed framework performs better, or even best, in most settings. In particular, this framework shows remarkable stability in inductive settings, which is associated with the detection of new fraudulent users on rating platforms. Furthermore, using expanded balance theory, we provide new insight into the behavior of users in rating networks, that fraudulent users form a faction to deal with the negative ratings from other users. The owner of a rating platform can detect fraudulent users earlier and constantly provide users with more credible information by using the proposed framework.
I. INTRODUCTION
With the recent spread of e-commerce platforms, usergenerated content, such as ratings or reviews, is becoming more and more important in the decision-making process of consumers. Many online marketplaces or trading platforms (e.g., Amazon, Yelp, and Bitcoin Alpha) allow users to rate the quality of contents, or the trustworthiness of other users. The average ratings or posted comments help inform users before purchasing, visiting or trading. Because users attach great weight to such information in personal consumption, fraudulent users have great financial motivation to generate fake ratings [1] - [3] . Identifying and understanding fraudulent users may help platform providers maintain their credibility. Our goal is to detect fraudulent users on rating platforms based on their social rating behavior.
Previous studies [4] , [5] have shown that the graph-based approaches are effective for the task of fraud detection. Rev2 [5] , the state-of-the-art approach of this task appropriately models the interdependencies among users on rating platforms.
Following the success of them, we also regard online rating data as a social graph. We call this graph a "rating network." Rating networks have two characteristic properties: 1) signed edges and 2) directed edges. Reviews are associated with rating values in most cases and the meanings of edges greatly differ depending on the rating values. The edges of low ratings are associated with a negative relationship, while high ratings are associated with a positive one. Here, a rating network should be regarded as a kind of signed network, even if the rating values themselves are all positive. The direction of edges is also important, especially in user-to-user homogeneous rating networks, in which users can both rate and be rated. Rating others and being rated by others are different interactions; therefore, distinguishing between them could provide a better model of users behavior.
Recently, Graph Convolutional Networks (GCNs) have performed remarkably well on several graph-related tasks, including node classification [6] , [7] and link prediction [8] , [9] . One of the appealing characteristics of GCNs is their end-to-end learning manner, which incorporates both the graph structures and attributes of each node. In this respect, GCNs appear to be suitable for the task of detecting fraudulent users on online rating platforms. However, in applying existing GCNs to rating networks, it is necessary to handle both the signs and directions of the edges.
As for handling signs, the Signed Graph Convolutional Network (SGCN) [10] is a successful approach. In SGCN, they effectively incorporate 2-hop relationships between nodes by applying balance theory [11] , [12] , a social theory for signed networks. However, SGCN is designed for undirected networks and can not consider 2-hop relationships properly in directed networks. It is assumed that the appropriate expansion of balance theory is effective to settle this problem and capture the social behavior of users on rating networks.
The aim of this paper is to construct a detection model using expanded balance theory and GCNs. To the best of our knowledge, this work is the first to apply GCNs to the task of fraudulent user detection on online rating platforms. We conduct experiments on four real-world datasets to compare the existing state-of-the-art approach to three other GCN-based models considered to be effective, including the proposed framework.
Our main contribution in this paper is:
• We propose a novel GCN-based end-to-end framework using expanded balance theory for fraudulent user de-Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. tection that incorporates both the signs and directions of edges. • From the experimental results, we show that the proposed framework performs well, or even best compared to the existing state-of-the-art algorithm and other GCN-based methods. It also shows remarkable stability in inductive settings, which is associated with the detection of new fraudulent users on a rating platform. • We present an analysis of a rating platform based on expanded balance theory and provide new insight into the behavior of fraudulent users in rating networks. It is worth noting that the proposed method maintains high performance even when few edges are observed. In practical cases, the proposed framework is useful when the owner of a rating platform must cope with the detection of new fraudulent users quickly, as well as when applied to general detection tasks.
The rest of this paper is organized as follows: In Section II, we review existing studies related to our work. We then describe our proposed framework in Section III, followed by Section IV, in which we discuss the experimental results and present a discussion. Finally, we conclude in Section V.
II. RELATED WORK A. Fraudulent User Detection on Online Rating Platforms
Several efforts have been made in exploring the detection of fraudulent users. Existing research can be categorized into two major approaches: 1) Feature-based approaches and 2) Graph-based approaches.
1) Feature-based Approaches: Feature-based approaches attempt to create a feature that represents each user's behavior. Features from texts [13] , [14] and timestamps [15] , [16] have been frequently studied. More related to our work, another work [17] modeled consensus, or the wisdom of crowds, from rating values on reviews. Although those approaches show good interpretability, they are not easy to generalize to a different platform or domain.
2) Graph-based: Graph-based approaches use the relations among the entities in a rating network. Approaches based on belief propagation [18] or iterative algorithms [5] , [19] have been common. The most successful approach is Rev2 [5] , an iterative algorithm with theoretical guarantees that outperforms the existing methods, including feature-based approaches. It deals with a rating network as a signed network.
B. Graph Convolutional Networks
The application of neural networks on graph data has seen recent rapid development. Taking rating networks as edge-attributed networks, the Relational Graph Convolutional Network (R-GCN) [9] appears related to our task of detecting fraudulent users. R-GCN can incorporate different discrete types of edges in the graph.
As for the efforts on signed networks, the Signed Graph Convolutional Network (SGCN) [10] showed good performance in the link sign prediction task [20] . In SGCN [10] , they claimed that special attention is needed to handle negative edges correctly in GCNs and then designed convolutional operations based on balance theory [11] , [12] , a social theory for signed networks that has shown its effectiveness in related tasks such as signed network embeddings [21] , [22] .
Balance theory formulates the intuition that "the friends of my friends are friends, and the enemies of my friends are enemies". In SGCN, they applied this theory to infer the relationship ("Friends" or "Enemies") between entities without the direct edge. Their implementation of balance theory makes it possible to incorporate signs of edges. However, there remains the problem of how to handle the edge directionality properly. In SGCN, the final representations of each node are informed by limited types of neighbors.
III. PROPOSED FRAMEWORK
One of our key motivations is to build a classification model that properly incorporates the sign and direction of edges. To achive that, we propose an expansion of balance theory, and design convolutional operations based on the expanded balance theory following the way in SGCN [10] (hereinafter, referred to as the "Original SGCN"). In this section, we provide the basic theory behind the proposed framework, followed by the formulas in which the theory is incorporated.
A. Expanded Balance Theory for Signed Directed Networks
We hypothesize that the basic idea of balance theory can be effectively applied to the task of node classification on online rating platforms. However, considering the properties of rating networks, where a different edge direction implies a different relation between nodes, it could be necessary to provide more detailed definitions of "Friends" and "Enemies" than that of the Original SGCN . Below, we introduce our expansion of balance theory that establishes eight distinct types of relationships between 2-hop neighbors.
An edge has two binary attributes (sign and direction), so there are four possible patterns in an edge. Then, taking 2-hop neighbors into account, there are 16 patterns of combinations. Consequently, as shown in Fig. 1 , we can define eight different types of "Friends" and "Enemies." With this new definition, we can distinguish four different meanings each for "Friends" and "Enemies." For example, we can explain that "Out-Out Friends" (hereinafter, "O/O F") is derived from the intuition "Someone liked by my favorite person is my friend" (as well as its opposite, replacing 'liked' and 'favorite' with their antonyms).
B. Flow of Model Construction
The proposed framework designs the convolutional operation based on the newly introduced definitions shown in Fig. 1 , which enables the models to take both the signs and directions of the edges into account, and to detect various types of interactions.
In the rest of this section, we describe how we construct the initialized vectors of each node, followed by detailed explanations and the formulas of our framework. Main notations of this paper are shown in Table I . 
Notation
Description
neighbors of u i along with edges of sign and direction h sign,dir i 1-st layer hidden representation of u i agg ∈ AGG aggregator in the 2nd layer 1) Initialized Vectors: We construct the initialized vector of each node from its rating distribution. We count the rating values that the nodes gave to others and were given by others separately, and then normalize each, followed by concatenation.
2) Details and Formulas: Following the Original SGCN, our framework has two convolutional layers and one fully connected layer.
In the 1st convolutional layer, we construct four representation vectors for each node. Each vector is calculated by the aggregation of the neighbor nodes along with the four patterns of edges (derived from two binary attributes of edges: signs and directions). In each process, we first average the initialized vectors of the corresponding neighbors and then concatenate the averaged vector with the initialized vector of the node itself, followed by transformation by the corresponding weight matrix and non-linear activation function. The output of this 1st layer is four vector representations of u i , which are denoted as h +,out
With h sign,dir i as the notation of the four vectors in one statement, we formally define the 1st layer as follows:
where tanh() is hyperbolic tangent function and N sign,dir i denotes the set of u i itself and the neighbors connected with u i by the corresponding edges. Each W sign,dir 1 ∈ R d1×2d0 is a linear transformation matrix to be learned, corresponding to the sign and direction of edges. Note that d 1 is the dimension of h sign,dir .
In the 2nd convolutional layer, with the input of hidden representations after the first layer {h sign,dir i |i = 1, 2, ..., n} , we get eight types of vectors for each node. Here, the eight types correspond to the all eight kinds of relations from a node to a 2-hop neighbor (shown in Fig. 1 ). In this layer, we have eight independent aggregators that work differently. Each is responsible for aggregating certain types of neighbors' output of the 1st layer, along with certain types of edges. Here In this layer, the objectives of aggregation (i.e., along with what kind of edge and which representation of h sign,dir to select) differ depending on the aggregators. Furthermore, each aggregator has two different objectives to aggregate that are associated with the signs. Here, we define two map functions denoted by N i and h i , both of which take agg and sign as arguments, and return the type of neighbors and the representation to aggregate, respectively. The two functions are defined in Table  II . Note that we obtain the output representations of this layer z i as the concatenation of vectors from the eight aggregators. Now we can formally define the 2nd layer as follows:
where W agg 2 ∈ R d2×4d1 is the transformation matrix to be learned in this layer.
Finally, at each node, we feed z i to the fully connected layer, getting the probability that u i is a fraudulent user. We then obtain the final output as follows:
where W 3 ∈ R 1×8d2 is the weight matrix to be learned and Z is the final embedding matrix of nodes, composed of {z i |i = 1, 2, ..., n}. The cross-entropy betweenŷ and the ground truth label is minimized. In comparing the proposed framework and the Original SGCN, we can briefly summarize the difference: the final representation of a node can be informed by all eight types of 2-hop relationships in the proposed framework, while only two ("O/O F" and "O/O E") were used in the Original SGCN.
IV. EXPERIMENTS

A. Datasets
We adopted the four real-world rating networks used in the experiments of Rev2 [5] : Bitcoin OTC, Bitcoin Alpha, Amazon, and Epinions. The definition of ground truth (i.e., whether some users are fraudulent or benign) also follows their experiments. Note that we preprocess the Epinions dataset in our experiment by extracting a subgraph of random sampling nodes in terms of computational cost.
B. Settings 1) Proposed Framework: After calculating the initialized vector of each node, we need to convert raw rating networks (i.e., edges have raw rating values) to signed networks, since the proposed framework requires signed networks as input. We simply divide all edges of rating networks into two classes (positive and negative) using as a threshold the center of possible rating values in each dataset. In Amazon the set of possible ratings is {1,2,3,4,5}, so we truncated the edges with a rating value of 3.
For model selection, we train using two-thirds of the given training data, and then select the best model with the remaining one-third. The performances reported below are for the test data held out from the training data. All other GCNbased models follow this procedure. As for hyperparameters, dimension of representation vectors for a relationship (denoted as d 1 , d 2 ) is set to 32, following the Original SGCN.
2) Baselines: We compare performances between the proposed framework and the following three methods in our experiments.
• Rev2 [5] is the state-of-the-art method for fraudulent user detection in all four datasets in this experiment. • R-GCN [9] is a Graph Convolutional Network model for edge-attributed networks. Here we conducted the experiments in three variants of R-GCN. In two of them, we use raw rating values as the discrete edge types, and the base is set 3 or the same as unique count of rating values. The other takes rating networks as signed network. We report the results from the best variants of each dataset.
• Original SGCN [10] is a GCN-based model for signed networks. As described in Section III-A, limited types of relationships between nodes are considered unlike the proposed framework. Although it's originally designed for link sign prediction, we use the final embedding to the node classification task where parameters are learned jointly.
C. Results
1) Transductive Settings:
The task is to classify the users on rating networks into two classes (fraudulent/benign) in transductive settings, where the nodes used to classify are involved in the graph of the learning phase. Following the settings of [5] , we adopt the metrics called Area Under the Curve (AUC) and calculate the average AUC score of 10-fold cross validation. Table III shows the results of our models and baselines described above. We observe that GCN-based models (R-GCN, Original SGCN, and ours) performed better than the existing state-of-the-art baseline (Rev2) in most cases. We also observe that models that utilize balance theory to convolutional operations (Original SGCN and ours) achieved better performance than R-GCN. 2) Inductive Settings: We also conducted experiments in the inductive setting, which can be regarded as fraud detection towards newcomers to the rating platforms. In each dataset, we first extract a small percentages of reviews generated early and used them as training data. Then, in the test phase, the evaluation was conducted using all reviews. Note that GCNbased models do not require any retraining because the learned convolution kernel can be directly utilized for the inference task.
We compared the proposed framework and the Original SGCN, which performed very well in the transductive setting. Fig. 2 shows the results for the classification of the nodes that did not exist in the training phase. Since we randomly divide the nodes into the training set and the validation set in the training phase, we repeat the training and the evaluation 30 times and record the averaged AUC values in order to reduce the influence of randomness. We observe that the proposed framework performed better in most cases. In particular, there were significant improvements in the case with an extremely low ratio of training data. 
D. Comparison of Models
In this section, we interpret the above results by comparing models. We obtained results for three criteria: 1) effectiveness of GCN-based end-to-end approaches, 2) effectiveness of utilizing balance theory, and 3) effectiveness of incorporating directions of edges.
1) Effectiveness of GCN-based end-to-end approaches: Results in the transductive settings indicate the effectiveness of GCN-based models in the semi-supervised fraudulent user detection task. Even simple implementation of GCN (R-GCN) achieves comparable performance to Rev2. Although Rev2 can capture the interaction among entities on rating network, extracted representations are not necessarily suitable for distinguishing fraudulent and benign users. This suggests that GCN-based models succeed in extracting distinguishing features from interactions among entities.
2) Effectiveness of utilizing balance theory: In transductive settings, SGCN-based models (Original SGCN and ours) outperformed R-GCN in all cases. Significantly, this implies that considering the sign of edges by applying balance theory greatly improves the performance of fraudulent user detection on rating networks.
3) Effectiveness of incorporating directions of edges: Although our expansion provides no significant improvement in transductive settings, the proposed framework does outperform the Original SGCN in most cases of inductive settings. To uncover the reason for this, we focus on the Bitcoin OTC dataset, in which the difference of AUC in inductive settings was the greatest between the Original SGCN and the proposed framework.
We show how fraudulent and benign users have relationships shown in Fig. 1 with their 2-hop neighbors in 1) the entire Bitcoin OTC network ( Fig. 3) and 2) the earliest 5% edges of Bitcoin OTC network (Fig. 4 ). Note that legends indicate the permutation of the first edges' sign (from source to 1-hop) and the second edges' sign (from 1-hop to 2-hop). For example, "P N" indicates that the first edge is positive and the second edge is negative.
We observe that edges in the early days ( Fig. 4 ) are quite limited in variety compared to the complete network shown in Fig. 3 . In particular, it is significant that relationships containing negative edges (such as "Enemies" relationships or "N N" relationships in "Friends") do not appear. In Fig. 3 . We can assume that is the reason why there is no significant difference between the Original SGCN and the proposed framework in transductive settings. In inductive settings with a low training edge ratio, where observable relationships in training data can be quite limited as shown in Fig. 4 , it may be necessary to incorporate interactions exhaustively, including those that cannot be captured by the Original SGCN. The results shown in Fig. 2 suggest that fraudulent users have distinctive features, even in the early stage (i.e., before increasing negative edges), and that the proposed framework succeeds in extracting them while the Original SGCN fails.
In general, the proposed framework can be effectively used when observable relationships are limited and distinctive relationships among users are unknown. In a practical case, the owner of a rating platform can detect new fraudulent users quickly. Since the proposed framework uses the learned parameter in classifying and requires only a rating network as input, there is no need for retraining of the detection task, even for the newcomers. That is a promising advantage compared to the existing methods such as Rev2, which require an additional iterative learning process to evaluate newcomers.
E. Insight into the behavior of fraudulent users
Analysis based on 16 types of 2-hop relationships derived from our expanded balance theory reveals that fraudulent users early on ( Fig. 4) have few negative edges from their 1-hop neighbors, while they have a lot in the grown network ( Fig. 3 ). Furthermore, it is counterintuitive that they have many "I/I F" relationships, which correspond to the case when a fraudster is trusted by someone who is trusted by another, even in the grown network. In this section, we aim to uncover how and when those relationships increase as the network grows.
Following the previous section, we focus on the Bitcoin OTC network and analyze how fraudulent users are rated by others. In Fig. 5 , we show transitions in the number of 1) positive edges from fraudulent users to fraudulent users and 2) negative edges from benign users to fraudulent users, as the network grows. It is indicated that the positive edges between fraudulent users increase in a short time corresponding to the increase of negative edges from benign users to fraudulent ones. This implies a behavior of fraudulent users that they form a faction to deal with the negative ratings from other users. This results imply that incorporating time series with interactions among users is likely to improve performance. Fig. 5 . Transition graph of the positive edges from fraudulent to fraudulent and negative edges from benign to fraudulent As indicated above, expanded balance theory proposed in this paper is helpful as an analytical framework and can lead to a useful insight. Applying the theory to provide more detailed analyses on rating networks is one of our future directions.
V. CONCLUSION
In this paper, we investigated the task of fraudulent user detection on rating networks. We proposed an end-to-end GCN-based framework using expanded balance theory, which effectively incorporates both the signs and directions of edges. Experimental results show that the proposed framework performs better, or even best, in most settings. In particular, this framework shows remarkable stability in inductive settings, which is associated with the detection of new fraudulent users on rating platforms. In practical cases, our framework helps the owner of a rating platform detect fraudulent users earlier and constantly provide users with more credible information. We also analyzed a rating network using our proposed theory and provided a new insight into fraudulent users on rating platforms, that fraudulent users form a faction to deal with the negative ratings from other users. For our future work, we will explore the way to incorporate time series with interactions among users in a GCN-based framework. Furthermore, we will tackle more detailed analyses using expanded balance theory for a better understanding of rating networks.
