In this work, a novel robust natural text recognition network (RNTR-Net) is proposed based on a combination of convolutional neural network (CNN) (for feature extraction) and a recurrent neural network (RNN) (for sequence recognition). The pipeline design comprises an improved block of residual learning combined with a general residual block to extract feature maps. Two bidirectional Long Short Term Memory (LSTM) networks are used for sequence recognition, and a transcription layer is used for decoding. The proposed network can handle text images suffering from distortion or other degradations. Compared with previous algorithms, we achieve superior results in general datasets, including the IIIT-5K, Street View Text and ICDAR datasets. Moreover, the performance of the presented network is either highly competitive or even state-of-the-art regarding the highly challenging SVT-Perspective and CUTE80 datasets. We obtain considerable performance of 84.7% and 62.6% on lexicon-free IIIT-5K and CUTE80 datasets, respectively. The experimental results demonstrate the effectiveness of our network.
I. INTRODUCTION
Text recognition remains a challenging problem due to large variations in scene images, such as motion blur, illumination conditions, as well as irregular text, color, size and font.
As an important carrier of information, text embedded in a complex background, such as in a billboard, product tag, house member or street signs, plays an extremely important role in daily communication. Thus, natural text recognition is still an important problem for computer vision technology. Recently, Photo Optical Character Recognition (Photo OCR) has achieved considerable attentions in real-world applications, including driverless cars, robot navigation [1] and realtime text translation. However, existing OCR systems have been primarily focused on constrained text recognition (i.e., lexicon-based or fixed text length) [2] - [5] . The development of unconstrained text recognition (lexicon-free and variable length) is still limited, owing to several interference factors.
A common drawback of current methods [6] - [8] is that they do not truly solve the main problem of unconstrained text The associate editor coordinating the review of this manuscript and approving it for publication was Zeyang Xia .
recognition. We believe that the feature extractor plays a crucial role in the capture of text features. However, these methods are incapable of extracting discriminative text features. The component of convolutional layers in the CRNN-based models [8] cannot guarantee that high-level features are exploited from scene text images. Although the general residual learning [21] , an shown in Fig. 1 (a) , was adopted to achieve a deep feature extractor by Liu et al. [9] , the strong capabilities of the residual learning in exploiting features from scene images still need to be improved.
Inspired by [8] and [9] , we design an end-to-end system for extracting characteristics of text in high-level feature maps, as illustrated in Fig. 1 (b) . In order to achieve the variablesize text recognition performance on different datasets, a convolutional layer with rectangular strides is proposed for extracting rectangular receptive fields, which ensures that valid features are extracted from the input image, and the model can be adapted to images of various input sizes. In contrast, by using the general residual structure as convolutional layers, the performance is limited for the variable-size images. The main motivations of this work include: (1) an end-to-end image-based system is proposed to solve the problem of unconstrained text recognition; and (2) introducing a novel strategy (using convolutional layer with rectangular strides to obtain rectangular receptive fields for adapting the shape of input images) which is capable of extracting discriminative features from rectangular shapes of natural images.
Most DCNNs cannot predict the variable-length text sequence due to the fixed dimensions of inputs and outputs. Recurrent Neural Networks (RNNs) are capable of achieving text sequence prediction. As an important branch of RNNs, the Bidirectional Long Short-Term Memory (BLSTM) has demonstrated superior performance in learning long-range dependencies of an image-based text sequence [8] , [22] . In this work, we establish a superior architecture, Robust Natural Text Recognition Network (RNTR-Net), which combines the feature extraction layer, sequence recognition layer, and transcription layer. Fig. 2 depicts the overall architecture of the RNTR-Net. The main contribution of this work is an outstanding approach for the unconstrained text recognition, and it has the following strengths:
(1) It can recognize variable-size and irregular texts. Traditional CRNN-based methods [8] are limited to recognize regular text, but the improved residual learning block can achieve better robustness and effectiveness for irregular text image recognition.
(2) Compared with other methods trained on the Synth90K, its generality on standard benchmarks is more obvious.
We depict some relevant related works in the next section. In Section III, we present the proposed method, including convolutional layer with rectangular strides, image feature extraction, sequence recognition, and the transcription layer, as well as the visualization of CNNs and implementation details. Several datasets and experimental results are detailed in Section IV. Finally, a brief conclusion is presented in Section V.
II. RELATED WORKS
In the past few years, the Deep learning (DL) and Reinforcement Learning (RL) have obtained an excellent success in the field of computer vision (CV), such as [10] - [16] . With the development of DL, lots of CNNs-based methods were used to achieve the natural text recognition. Jaderberg et al. [6] achieved considerable success in addressing such issues in the unconstrained text recognition. They proposed two sets of CNNs: one for the prediction of characters at every position of the output, and another for detection of the presence of N-grams, combined with a Conditional Random Field (CRF) graphic model. The unaries of the CRF are obtained by a branch of CNN that predicts the position of each character, and the higher order terms are outputs of another CNNs-based branch N-gram classifier, the maximal CRF score is the recognition result of the joint model (CRF, character classifier and N-gram predictor). However, when N = 4, the encoding vector of 10k leads to a large output layer, which increases the training complexity [7] . Recently, the attention-aware network was introduced to capture hierarchical saliency information from deep and coarse layers [10] , and its performance for predicting human eye fixation greatly demonstrates the effectiveness of attention-based models. Lee and Osindero [7] proposed a soft attention model for unconstrained text recognition in the wild, which avoided the use of N-grams and achieved state-of-the-art results. Shi et al. [8] integrated the CNN and RNN into a unified neural network model, named CRNN, for end-to-end training. The CRNN was the first model to combine the CNN and RNN for the recognition of an image sequence. This method achieved profound success and is more practical for reading scene text in natural images.
Additionally, Shi et al. [20] published a robust method for irregular text using a combination of the Spatial Transformer Network (STN) and Sequence Recognition Network (SRN). Liu et al. [9] presented a similar method, named the Spatial Attention Residue Network (STAR-Net), for the unconstrained text recognition, which automatically rectifies distorted texts. Recently, Bai et al. [17] proposed an effective technology, Edit Probability (EP) for the scene text recognition. Wang and Shen [10] used different deeper CNN architectures to obtain feature descriptors and analyzed the corresponding text recognition results. Ding et al. [19] proposed an improved video text recognition technology by using edge analysis algorithm for extracting superimposed texts in video.
III. METHOD
CRNNs (in this work, all networks such as the CNN+RNN models are referred to as CRNNs) have an increased ability to conduct end-to-end models for the unconstrained text recognition [7] - [9] . In this work, we study the improvement of the DCNN in CRNNs for the text feature extraction. He et al. [21] proposed a residual learning framework for the image recognition, and the degradation problem was addressed by the framework. The proposed model was motivated by its strong capability for extracting high dimensional features from image. However, through experiments, we found that the general residual learning block was unsuitable for feature extraction in natural images. Consequently, an improved residual learning block is presented in this work to fulfill the requirement of the subsequent sequence recognition. The network architecture of the RNTR-Net consists of the DCNN (including convolutional layer, general residual blocks and improved residual blocks) for feature extraction, the bidirectional LSTMs for predicting frame distributions and a transcription layer for the prediction of label sequence.
A. CONVOLUTION WITH RECTANGULAR STRIDE
With the novel block shown in Fig. 1 (b) , a novel method is proposed. Specifically, the shortcut connection [21] is replaced by the convolution with a stride of 2 × 1 and a 1 × 1 kernel. Let x denote the input to residual structure, and F(x) represents the output of feed-forward neural networks (from conv1 to conv2 in Fig. 1 ), one can denote the desired underlying mapping as Y (x) and define the shortcut connection W (x) as a linear projection of x. Formally, we may therefore write
Then, by the definition of target parameters w i , where i ∈ (1, 2, 3), corresponding to the parameters of three convolutions in Fig. 1 
Considering the batch normalization (BN) [23] (BN in Fig. 1 ) and nonlinear activation function ReLU [24] (ReLU in Fig. 1 ) are defined as B(x) and σ (x), respectively, we can derive that
Finally, the substitution of Eq. (2) leads to
For CRNNs, sequences of the feature vectors exploited from feature maps must maintain the shape of 1 × k, which means that all the images of every batch (images loaded per iteration in the training) need to be scaled to the same height [8] , and then k frames can be generated by the transcription layer for predicting the text. Fig. 2 illustrates the difference in the size of the feature sequences while using different methods. Feature maps of the image are extracted with the identical CNN structure to ensure that the same size of feature maps can be obtained. The output size of a feature sequence is 1 × 25, but the size is 1 × 3 while using general residual structure (as shown in Fig. 3 ). For the recognition of the text sequence, the size of 1 × 3 indicates that only 3 sequences are predicted by the transcription layer, but feature sequences of 1 × 25 can be generated by the proposed method, which means 25 frame sequences can be acquired to predict the sequence object. Obviously, the general structure is not suitable for this image, which contains 12 characters, while the proposed method is more practical for the scene text. Additionally, convolutional strides of size 2 × 1 are capable of learning special long stick-shaped characters, such as 'i', 'j' and 'I'. Shi et al. [8] proposed a method involving 2 × 1 pooling strides for handling these special characters. In experiments, it is notable that features of long stick-shaped characters can be easily extracted with convolutional strides of 2 × 1.
B. IMAGE FEATURE EXTRACTION
The component of DCNNs in the RNTR-Net, as shown in Fig. 2 (a) , comprise 2 convolutional layers, 4 general residual blocks and 2 novel residual blocks. In this work, batch normalization layers [23] are used following each convolutional layer for accelerating convergence in the training process. The proposed RNTR-Net drops the pooling layers in order to expand the receptive field. The details of architecture configuration are illustrated in Table 1 .
The height of all images must be consistent in the training process, as illustrated in Section 2.1. The input size is 32 × 100 in this work, and the output size is 1 × 24. We can define the i-th pixel as X (i) due to the height of 1 in all feature sequences, where K is the width of the feature map (in this work, K = 24), i ∈ [1, K ]. Then, the feature map can be written as
Defining the i-th feature sequence S i , i ∈ [1, K ], the feature vectors can be generated after the feature extraction. We transform (i) into sequential features by remapping the dimension order. Then, S i is equivalent to the concatenation of X (i) a , a ∈ [1, n], n represents the number of feature maps, and Eq. (6) can be rewritten as
Eq. (7) illustrates that the prediction of the ith feature sequence is associated with a receptive field, which means the input image from left to right is divided into K slices, where each slice corresponds to one vector in the feature sequence. The details are shown in Fig. 4 .
C. SEQUENCE RECOGNITION
The major shortcoming of traditional neural networks is their inability to understand information based on the contextual information of previous learning. While recurrent neural networks address this issue by allowing information to be passed from one time-step of the network to the next. In this work, RNNs do not seem to be able to recognize text sequences due to the problem of vanishing gradients [25] in the training process. The Long Short Term Memory network (LSTM) [26] (see Fig. 5(a) ), a special kind of RNN, was proposed by Hochreiter and Schmidhuber [26] for avoiding the problem of long-term dependencies. As the core part of LSTMs, cell state C was introduced to encode the information of the inputs. An LSTM has three gates, including the input gate i, the forget gate f and the output gate o, which have the ability to decide what information should be removed or added to the cell state. As shown in Fig. 5 (a) , the structure of the basic LSTM is similar to a belt that conveys the information from input to output. The LSTM has three steps. First, the forget gate layer decides whether the information should be thrown away from the cell state by the sigmoid layer. The sigmoid equation can be expressed as
Eq. (8) can be rewritten as
where W {h t , x t } is the weight matrix, and b j is the bias vector. At time-step t, x t represents frame sequences, and h t−1 represents hidden sequences at the time-step t-1. The sigmoid layer outputs g j (0 or 1). Therefore, on can obtain
The next step is the input gate, which considers what new information should be stored in the cell sate, but it also requires new candidate values to decide whether the LSTM considers the current input. The input gate can be expressed as
New candidate values can be defined as
These two equations are combined to generate a new value of C t . The new value is defined as g i · Cv t . Finally, the output gate decides what information can be outputted into the hidden layer. We can derive that
The LSTM updates information, which can be determined as
As shown in Fig. 5(a) , the hidden layer yields
Then, substitution of Eq. (14) into Eq. (15) yields
Graves et al. [22] employed the bidirectional LSTM to achieved outstanding results in the speech recognition. The deep bidirectional LSTM can learn complex long-term dependences. In this work, two bidirectional LSTMs are used to calculate h t . Fig. 5 (b) depicts the forward and backward directions of the BLSTM. The transcription layer finds the highest probability for each frame as the prediction of the label sequence. Given length K input sequences x = {x q }, q ∈ [1, K ], the character set is denoted as L = L 1 ∪ L 2 , where L 1 contains the set of 62 classes, which consists of all English characters (casesensitive characters) and 10 digits from 0 to 9. L 2 denotes the 'blank' label and the encoding value of 0. The Connectionist Temporal Classification (CTC) [27] is a loss function we adopt in this work, which is useful for performing supervised learning on the sequence data. Following transcription, the loss can be calculated by the CTC for updating parameters through backward propagation. An operator ψ is used for converting the outputs to a label at each time step, such as ψ(b, -, i,i,-,g,-), which is generated by decoding and can be converted to the labeling (b, i, g). In fact, the function of the operator is to remove the repeated characters and all of the 'blanks' in outputs.
The decoding task involves finding the corresponding label L * from input sequences, i.e.,
where α = {α t }, t ∈ [1, T ] is defined as a label sequence from time 1 to T . We can derive that
where the probability of α is defined as p(α|x) = T t=1
x t α t . At time t, the probability of label α t is defined as x t α t . For non-lexicon decoding, the most likely label [22] is found by choosing the highest value in per-frame predictions. Then, the character label can be generated bŷ L = (arg max l p(l|x)). Although our work aims at the lexicon-free scenario, we also make a comparative evaluation for the lexicon-based recognition. The smallest edit distance we use to find the word within predefined lexicon is the result. The diagram of the proposed network architecture is shown in Fig. 6 . A detailed description of the proposed method can be find in the pseudo algorithm, see Algorithm 1.
E. VISUALIZATION OF FEATURE EXTRACTION
In order to present the performance of the proposed model for extracting feature, visualization of CNNs is an effective approach to help understanding the process of feature extraction. Feature maps outputted by the proposed model are shown in Fig. 7 , demonstrating the transformation of feature maps, more and more high-level features are extracted in deeper layers. Finally, high-level features are transformed into sequence.
F. IMPLEMENTATION DETAILS
The network used for the experiments is summarized in Table 1 and the full diagram of deep framework as shown in Fig. 6 . Four general blocks for early feature extraction are employed, and all their shortcuts are used to match the sizes and dimensions of the feature maps. Two novel blocks are designed for extracting the deep representations and keeping the length of feature maps. According to [22] , two bidirectional LSTMs are used, and each LSTM layer has 256 hidden units. Most words containing 10 characters are generally of size 32 × 100, which is used as the input size of our network, and all text images are converted into grayscale images for inputting. Finally, a sequence with 24-frames can be generated, which is suitable for recognizing most English words.
The implementation is based on the publicly available code of PyTorch framework [32] and Warp-CTC [33] for providing the support of CTC loss function. The experiments are conducted on a PC with a 3.40 GHz Intel(R) Core(TM) i7-6800K CPU, 32G RAM, and an NVIDIA(R) GeForce(TM) 1080Ti GPU.
The proposed model is trained with 8 million samples from the Synth90k, and 900k images are used as the test dataset. The batch size is set to 128, and each image is scaled to a size of 32 × 100 in the training and testing. The network is trained with the Adam [34] , whose parameter of betas is set to (0.5, 0.999). Learning rates are dynamically decreased during the training, and the initial value is 0.001. The training process consists of two steps. The first step is to train the DCNN together with the BLSTM by using CTC for providing the pre-training parameters to subsequent training, and those parameters can achieve a high performance for recognition. This process takes approximately 4 days and 226k iterations. In the next step, the pre-training parameters were loaded into the network to achieve variable length text recognition, and the learning rate is set to a constant of 0.0001 during the retraining process for approximately 100k iterations. Each sample with a size of 32 × 100 takes 13.5 ms to achieve the unconstrained text recognition.
Finally, we tested our models on 4 normal benchmarks and 2 distorted datasets. The input images with the fixed width of 32 and the length was scaled down proportionally. All datasets were converted into gray-scale images and fed into the proposed models.
IV. EXPERIMENTS
To evaluate the performance of the RNTR-Net, we evaluate the proposed framework on several standard datasets, which consist of two parts, including regular and irregular scene texts, which are both challenging word-recognition tasks. Section IV. A describes various datasets we use. The results with the comprehensive comparisons on public datasets are provided in section IV. B and IV. C.
A. DATASETS
Several public datasets, namely, the ICDAR 2003, ICDAR 2013, Street View Text, and IIIT5k for scene text recognition, are used for regular text performance evaluation. The SVT-Perspective and CUTE80 are adopted for evaluating the effect of the irregular text recognition. For the training, we use the synthetic dataset of 9 million cropped images released by Jaderberg et al. [28] as the training and test datasets.
ICDAR 2003 (IC03) [29] contains 251 text images and 860 cropped images that can be used to validate the performance of the network, following Wang et al. [31] . This dataset contains only alphanumeric characters, and each word contains at least three characters. The full lexicon of test words is built by combining all ground truths of the test datasets, including 563 words as the full lexicon without similar words [6] .
ICDAR 2013(IC13) [30] , most of the data are derived from the IC03, contains 1015 labeled text images as the test datasets.
Street View Text (SVT) [31] test datasets contain 249 full images, which represents a challenging text recognition dataset. A total of 647 text images can be cropped from them. Each image has 50-word lexicons, as defined by Wang et al. [31] . IIIT5K [43] is collected from the Internet and consists of 3000 test word images, where each image has been associated with a 50-word lexicon and a 1000-word lexicon.
Synth90K, released by Jaderberg et al. [28] , contains 8 million training images and 900K test images. This dataset is highly realistic and can be used to test all real word text images without any pre-tuning.
SVT-Perspective [44] was collected from side view angles in Google Street View. This dataset contains several examples of severely distorted text and consists of 639 cropped images for testing.
CUTE80 [45] is designed for evaluating the performance of curved text recognition algorithms. We follow Shi et al [20] , and 288 cropped images from original 80 high-resolution images can be obtained for testing.
B. RESULTS OF THE GENERAL BENCHMARKS
In this work, we evaluate the performance of the proposed network on real-world test data from four public datasets. All recognition accuracies on those datasets obtained by our models and previous methods are illustrated in Table 2 , which consists of two parts, i.e., lexicon-based (constrained recognition) and lexicon-free (unconstrained recognition) cases.
In order to show the effectiveness of the proposed method, we conducted experiments by building same CNN-based architectures with different blocks. The experimental results are reported in Table 2 . It is notable that the proposed method outperforms conventional residual blocks. To illustrate the effectiveness of the bidirectional LSTM over the general LSTM, we have implemented some experiments on several benchmarks. As shown in Table 3 , we can find that the results caused by the LSTM and RNN are not so significant.
Additionally, to further evaluate the performance of the proposed network, as shown in Table 4 , the comparative evaluation on standard datasets was performed with existing methods. In the unconstrained text recognition case, the proposed model significantly outperforms most of previous methods on the IIIT5K, except Bai et al. [17] . For the lexicon-free recognition, the proposed algorithm achieves a recognition accuracy of 84.7%, which significantly outperforms the previous state-of-the-art CRNN, R 2 AM, STAR-Net, and RARE on the IIIT5K by 3.5%, 6.3%, 1.4%, and 2.6%, respectively. In the testing process, we found that the IIIT5K dataset contains several irregular text images, while the proposed network has an advantage in extracting the feature maps from irregular text. On the IC03 and IC13, the RNTR-Net obtains unconstrained text recognition accuracies of top-3 and top-2, respectively. However, the proposed model falls behind [43] on the IC13, and [43] using a 90K dictionary as the lexicon-free recognition, which differs from the proposed method. Note that, although the proposed model falls behind previous methods on the SVT, top-4 accuracy can be achieved in a constrained lexicon. In fact, a possible explanation is that the SVT consists of several examples of deformed texts, whose proportion is much higher than that in the IIIT5K and ICDAR datasets. The result might make the proposed model ineffective on the SVT. In the constrained-lexicon case, the recognition problem is solved with an accuracy of 98.7%-only 39 mistakes out of 3000 test images-and we obtain superior performance on the IIIT5K. On the IC03-FULL and SVT-50, constrained recognition accuracies are close with most previous methods and are slightly lower than the R 2 AM and CRNN. The proposed model employs an improved residual structure for feature extraction, as illustrated in Fig. 8 , the better effectiveness can be achieved by comparison with the SARN-Net, which demonstrates the proposed method is more effective than previous approaches. Fig. 9 illustrates the output of our network, which is associated with the prediction of 63 classes in every frame. The horizontal axis consists of label sequences, which are generated by the network, and each frame contains 63 values representing the predictions of 63 classes. The label index is approximately determined by Eq. 17, and the predicted characters can be generated by the transcription layer.
In the testing process, the variable-size text recognition can be achieved by the proposed network. All images need to be scaled to the same height of 32, and the widths are proportionally resized with the height. In Fig. 9 (a) , the input text image contains 10 characters of size 32 × 66, and we can obtain 16 frames by using the proposed network, which exceeds the length of 'Atmosphere', and the repetitive letters can be removed byL = (L * ). In Fig. 9 (b, c, d) , those input images contain 3, 5, and 7 characters, respectively, and all lengths of predicted frames exceed the lengths of input images, which proves that the proposed novel block of residue is more effective on the variable-size text recognition than the general one. In Fig. 10 , we demonstrate the recognition effect of long characters, telephone numbers, websites, and out-ofdictionary words using the proposed network.
C. RESULTS ON PERSPECTIVE AND CURVED TEXT
To validate the effectiveness of the improved residual block in extracting high-level features from the irregular text recognition, we evaluate the network on the task of perspective and curved text recognition. All models are evaluated by using the unconstrained-lexicon method. Table 5 illustrates the results from the SVT-Perspective and CUTE80 datasets by using various methods. As reported in Table 3 , the proposed network is a competitive text recognizer for irregular texts. One can see that the RNRT-Net outperforms the other methods on the CUTE80.
Although the RARE is capable of dealing with irregular texts, the proposed model can achieve a better performance, which means that it has the same advantages for curved text recognition. For the SVT-Perspective, RNRT-Net is slightly lower than the RARE and STAR-Net. Generally, the proposed network with the novel residual block is advantageous in the deformed text recognition.
Some qualitative analyses with samples from the CUTE80 and SVT-Perspective datasets are presented in Fig. 11 . For the SVT-Perspective dataset, most perspective images can be recognized by the CRNN. Failures occur because the dataset contains a large number of curve samples. Some text images suffering deformations cannot be recognized by the RARE. However, for most of the irregular texts in the SVT-Perspective and CUTE80 datasets, the high-level features extracted by the proposed model are robust for natural images with irregular shapes.
V. CONCLUSION
An end-to-end deep learning framework is proposed in this paper for natural image text recognition. The proposed framework includes a DCNN for feature extraction, a bidirectional LSTM branch for labeling sequence recognition, and a transcription layer for decoding. The main contribution of this work is the presentation of an improved residual block for unconstrained text recognition using the novel structure capable of extracting high-level features from natural images, which is more suitable for the text recognition. Compared with the general residual block and RNN-based algorithms as well as other methods with rectification, the proposed network achieves superior and highly competitive performance on standard datasets (most words in these datasets are regular text images). In the future, we will integrate the RNRT-Net into a scene text detection algorithm to achieve an endto-end natural image reading approach. In addition, we are going to add the attention-aware network into the model for improving the recognition performance.
