The paper deals with the well-posedness of the problem 8 > < > :
Introduction
We study the evolution problem consisting of the standard wave equation posed in a bounded regular domain of R N , supplied with a non-standard second order dynamical boundary conditions. More precisely, we consider the initial-and-boundary value problem  where u = u(t, x), t ∈ R, x ∈ Ω, ∆ = ∆ x denotes the Laplacian operator respect to the space variable, Ω is a bounded regular (C ∞ ) open domain of R N (N ≥ 1), Γ = ∂Ω, ν is the outward normal to Ω, k is a constant.
It is known that when k < 0 this problem with non-standard boundary condition leads to a good existence theory (well-posedness). See the papers quoted below together with Refs. 13, 14, 31, 32.
Such second order dynamical boundary conditions naturally arise in several physical applications. A one dimensional model was introduced by several authors 1, 10, 11, 18, 24 to describe transversal small oscillations of an elastic rod with a tip mass on one endpoint, while the other one is pinched. If the rod is described by x ∈ (−R, R), µ and T respectively denote linear mass density and tension on the rod (supposed to be constant), then small displacements u(t, x) from the rest state obey to wave equation µu tt − T u xx = 0, t ∈ R, x ∈ (−R, R). If the vertical component of the force exerted by the rod on the tip mass (localized at the right end point) is approximated (coherently with linear approximation in the wave equation) by −u x (t, R), so that boundary condition at x = R is nothing but mu tt (t, R) + T u x (t, R) = 0, where m > 0 is the mass concentrated at the right endpoint; on the left endpoint we have Dirichlet boundary condition. If we have two tip masses at the end (assumed for simplicity to have the same mass), we normalize µ and T as usual and we chose k = −1/m we get Problem (1.1) in dimension N = 1.
A two dimensional model introduced in Ref. 26 deals with a vibrating membrane of surface density µ, subject to a tension T , both taken constant here for simplicity. Let the plane z = 0 in R 3 be the rest state of the membrane, described by (x, y) ∈ Ω, Ω being a compact smooth domain in R 2 . The membrane oscillates vertically and vertical oscillations are free. If u(t, x) denotes as before a small vertical displacement from the rest state, then u satisfies the wave equation µu tt −T ∆u = 0, (t, x, y) ∈ R× Ω. Now we suppose that the boundary carries a constant linear mass density m > 0, that the work needed to deform it is negligible (this being a strong approximation should be corrected either by assuming that the boundary reacts like a linear spring or by adding a Laplace-Beltrami operator to model internal boundary stress), if we linearly approximate the force exerted by the membrane on the boundary with −T u ν , the boundary condition reads as mu tt + T u ν = 0. Normalizing as before, we get Problem (1.1) with k = −1/m. Less simplified equations imply difficulties that make a further theory interesting and non-trivial. In particular, additional terms on the boundary condition should reflect the elastic properties of the boundary material.
A three dimensional model was first introduced in Refs. 4, 5 and 6 to describe small irrotational perturbation from the rest state of a gas contained in a locally reacting chamber, described by a compact domain Ω with smooth boundary. It was proved 17 that such a model is strongly related in some typical situations to a problem like (1.1) with k < 0.
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Wave equation with second-order non-standard dynamical boundary conditions 3
In the present paper we study Problem (1.1) in the case where k > 0, i.e., when the second-order dynamical boundary conditions have the "reactive sign", so that well-posedness is the main concern. This can be seen as a first step to consider more general nonlinear dynamical boundary conditions of the form u tt = g(u ν ), where g is a partly reactive, partly dissipative nonlinearity.
Going back to the linear problem and using the equation u tt = ∆u in the boundary condition, Problem (1.1) can be re-written as
where Ω, ν, Γ and k are as before. In this way the boundary condition is transformed, at least formally, into a generalized Wentzell boundary condition, which when k < 0 again possesses a good existence theory. 15, 16, 17 See also Refs. 20 and 23 for related problems.
Problems (1.1) and (1.2), can be treated in an unified way, at least if we look for sufficiently regular solutions, and this is what we will do for k > 0 (reactive boundary conditions). Our main results can be summarized by saying that both problems are well-posed in a convenient functional framework in space dimension N = 1, but they are ill-posed in any reasonable functional spaces when N ≥ 2, unless we restrict the class of solutions in the sense of avoiding boundary oscillations of a certain type, which are the cause for ill-posedness. Well-posedness for N = 1 has been proved by D. Mugnolo. 25 Mugnolo's proof heavily depends on the theory of cosine operator functions, so we prefer to give here an alternative and more elementary proof of this result, at least in the Hilbert case. The study of the several dimensional case is the main contribution. Ill-posedness for N > 1 is related to the spectral properties of an associated elliptic problem.
A detailed study of heat equation problems with reactive dynamical boundary conditions has been performed by the authors in Refs. 28 and 29, where a similar alternative between well-posedness in one space dimension and boundary oscillations in several space dimensions has been described. See also Refs. 2 and 3.
Note finally that when k = 0 the boundary condition reduces to u tt = 0, so (1.1) reduces to wave equation with Dirichlet boundary conditions linearly depending on time. As k → ∞ we obtain formally the Neumann problem. These limit situations can be useful when interpreting the results obtained below.
Statement of the main results

Several dimensions.
We start our description by showing ill-posedness in any reasonable couple of functional spaces in several dimensions. 
, and roughly (the precise form of u n will be given in Section 3)
, and roughly (the precise form of v n will be given in Section 3)
As a consequence of case (a), when (u 0 , v 0 ) = ( u 0 , 0), either Problems (1.1) and (1.2) have no continuous solutions with values in X or there is no continuous dependence on the initial data. When X and Y are continuously embedded in H 1 (Ω) we prove that the first alternative holds and that, by conveniently modifying the initial data so that they go to zero, we can exhibit the second phenomenon as well.
, satisfying the compatibility conditions
such that Problems (1.1) and (1.2) have no generalized local solutions Theorem 2.1, and (a3) , (b3) can be strengthened to
Actually, using the finite speed of propagation property of wave equation, we localize the divergence in (2.1) to a neighborhood of the boundary Γ. To state this result in a precise way we denote, for any δ ≥ 0,
We also respectively denote by U, V ∈ C ∞ (A) the unique solutions of the Cauchy problems 
in H 1 (Ω |t| ), for any t = 0, and consequently
As a byproduct of the technique used to prove Theorem 2.3 we shall show that eigenfunctions of the eigenvalue problems
concentrate at the boundary, at least when Ω is a ball B R . See Section7 below.
One dimension.
The assumption N ≥ 2 in previous results is sharp. Indeed when N = 1 (and we denote Ω = (−R, R), R > 0), Problems (1.1) and (1.2) are well-posed in
25 Our technique proves recovers the result and also allows to improve the regularity of the solutions without particular additional efforts, at the usual price of increasing the regularity of initial data and imposing the necessary compatibility conditions. This proof was suggested by our study of a similar parabolic problem with reactive boundary conditions. 28 To state our well-posedness results in dimension one, whose proof constitutes the second aim of the present paper, we first write problems (1.1) and (1.2), when N = 1, in the more explicit forms
and
We can then state our result for (2.5) and (2.6), starting from existenceuniqueness.
Theorem 2.4. Problems (2.5) and (2.6) are well-posed in
Moreover the are positive constants C, ω dependent only on R such that
for all t ∈ R. Next the energy identity,
and the compatibility conditions
and u is a classical common solution (2.5) and (2.6). We then give our regularity result.
hold for i = 0, 1, . . . , m, then the solution u of (2.5) and (2.6) satisfies the further regularity
If there is m ∈ N such that
and (2.11) holds for i = 0, 1, . . . , m, while (2.12)
Theorem 2.1 gives a clear cut answer to the question of well-posedness of (1.1) and (1.2) . This is due to the de-stabilizing influence of the reactive condition on the boundary. Theorem 2.4 shows that the two-point boundary of the case N = 1 cannot sustain an uncontrolled reaction, while this is possible for N ≥ 2. We think that additional damping of dissipative terms on the boundary can stabilize the problem in dimension N ≥ 2. The presence of a Laplace-Beltrami term looks the most natural option.
Theory under restrictions.
Bridging the gap between the evolution results Theorems 2.4-2.5 and 2.1 in one and several dimensions, it is possible to prove that it is possible to get solutions of (1.1) and (1.2) in several space dimensions under severe restrictions on the initial data that allow us to control the boundary reaction, in other words, if we are able to eliminated the highly reactive modes. The theory developed 28 for the radial case Ω = B R = {x ∈ R N : |x| < R}, R > 0, is helping on this regard. In order to state a sharp well-posedness result in the radial case it would be necessary to introduce suitable functional spaces, related to the spectral decomposition of the Laplacian operator with Wentzell boundary condition. We will not perform explicitly this task (see Remark 6.2 below). However, a simple outcome of our analysis is the following The symmetry assumption in Theorem 2.6 can be somewhat relaxed. To state a generalization of Theorem 2.6 in this direction, we recall the spectral decomposition of the Laplace-Beltrami operator −∆ S over the sphere 
Let us outline briefly the main tools used in the proofs of Theorems 2. we prove Theorem 2.5 and 2.6 and we make some comment on further possible results in the radial case. Finally, in Section 7 we show the boundary concentration phenomenon for the eigenfunctions of (2.4) announced above.
Preliminaries and proofs of Theorems 2.1-2.3
We first recall the spectral decomposition theory developed in Ref. 28 related to the eigenvalue problem (2.4); we refer to the quoted paper for proofs, more details and motivation. We distinguish between the non-critical case, that is when
and the critical one, when
Here, µ N denotes the Lebesgue N -dimensional measure on R N while µ N −1 the surface Lebesgue measure on Γ. In the critical case we need to introduce the unique solution w 0 (w 0 ∈ C ∞ (Ω)) of the Neumann problem
2). (3.4) It is then easy to get the decompositions
Since, in both cases, we have 1 ∈ W , by using the generalized Poincaré inequality 33 the bilinear form (u, v) = Ω ∇u∇v defines a scalar product on W , and its related norm is equivalent to the standard one on W . It can be uniquely extended to a scalar product ·, · (and denote · = ·, · 1/2 its related norm) such that the decomposition (3.5) is orthogonal, 1 = 1 and, in the critical case, w 0 = 1. Trivially · is equivalent to the standard norm on H 1 (Ω). From now on we shall equip H 1 (Ω) with ·, · , without further mention.
In Ref. 28 we proved the existence of an Hilbert basis for W consisting on eigenfunctions for (2.4). Since when N = 1 these eigenfunctions can be explicitly evaluated it is convenient to use a suitable indexing set, that is
We can then recall the following result, which is obtained by patching together parts of Theorem 3, Additions 1 and 2, Theorem 7 in Ref. 28 .
There is an Hilbert basis {Φ n , n ∈ I k } of W , consisting on C ∞ (Ω) functions, and a sequence (λ n ) n ∈ I k of non-zero real numbers such that
for all n ∈ I k . Setting λ 0 = 0 and Φ 0 = 1 we then have that an Hilbert basis for
is the only solution of the equation
in the interval
(ii,2) for all n ≥ 2 the eigenvalue λ 2n is the only solution of the equation
Finally, when N = 1, for all n ≥ 3 the related eigenfunction Φ n is given by
We start with the Proof of Theorem 2.1. Using Theorem 3.1, part (i), since λ 2n → −∞ as n → ∞ we can extract a subsequence (λ n ) n of it such that λ n ≤ −n. We denote by Φ n the corresponding eigenfunction and α n := (−λ n ) 1/4 > 0 We consider separately the two cases (a) and (b). In the first one we choose
A simple computation shows that
verifies (1.1) and (1.2) with u 0 = u 0n and v 0 = 0. Moreover
In this case it is easy to verify that
satisfies (1.1) and (1.2) with u 0 = 0 and v 0 = v 0n . Finally
as n → ∞ for all t = 0, concluding the proof.
Before proving Theorem 2.2 we need to define generalized local solutions of (1.1) and (1.2). Definition 3.1. A generalized local solution of (1.1) and of (1.2) 
We also point out the following corollary of the Closed Graph Theorem. Proof of Theorem 2.2. By keeping the notation in the proof of Theorem 2.1 we
We then prove exactly as in the Proof of Theorem 1 in Ref. 28 that ψ 0 ∈ C ∞ (Ω). Actually, a carefull look at the argument used there shows that the series in (3.15) converges in
We now claim that (1.1) and (1.2) have no generalized local solutions with (u 0 , v 0 ) = (ψ 0 , 0). We assume by contradiction that u is a generalized local solution of (1.1) and (1.2) with the indicated regularity for some positive T . Then we can set the projection of u over [Φ n ], that is, as in formula (86) in Ref. 28 ,
for all t ∈ [0, T ). Then, taken an arbitrary ψ ∈ C ∞ c (0, T ) and choosing ϕ = ψΦ n as a test function in (3.14) we get
which, by (3.16), reads as
Hence, u n ∈ C 2 ([0, T )) and it satisfies u n = α 4 n u n . Integrating it we get
Using the regularity of u and (3.15) we have u n (0) = e −α n and u n (0) = 0, and consequently Using the regularity of u again, together with Theorem 3.1, we get that u(t) = ∞ n=1 u n (t)Φ n and thus
that is, by (3.18),
which, since α n ≥ n 1/4 , gives the desired contradiction for any positive t, proving our first claim. When (u 0 , v 0 ) = (0, ψ 0 ) we get in the same way (3.17), but now from the different initial condition we have u n (0) = 0 and u n (0) = e −αn , so instead of (3.18) we obtain
and consequently, as before we have
for all t ∈ [0, T ), which is a contradiction as well.
We now assume that X, Y → H 1 (Ω). We first claim that we can take
. Moreover, by (a3) (respectively (b3)) in the statement of Theorem 2.1 we have that u n (t, ·), v n (t, ·) do not converge in H 1 (Ω) as n → ∞, even weakly, so by the specific assumption of this part the same is true in X (respectively in Y ), concluding the proof of our claim. To prove (2.1) we simply remark that, by Theorem 3.1,
as n → ∞, for all t = 0, and that · is equivalent to · H 1 (Ω) .
To conclude the proof we now setû 0n
In order to prove Theorem 2.3 we need to point out a formulation of the wellknown finite speed of propagation property for wave equation, which is suitable for our purpose.
A proof of Lemma 3.2 is given in the Appendix for the reader convenience. We can now give the 
where ·, ·, denotes the duality product between [H 1 (Ω)] and
, n ∈ N, and the compatibility conditions ( We now remark that that W is a distribution solution of wave equation in R×Ω, so we can apply Lemma 3.2 to it. Indeed, integrating (3.21) in time and then by parts in space we obtain
. We then integrate twice in time to conclude the proof of our remark. In order to perform this operation it is useful to remark the Leibnitz formula which is trivial when W ∈ C 2 (R; L 2 (Ω)) and which can be extended to the present weaker regularity of W by performing a standard time regularization.
Keeping the notation in Theorems 2.2, we shall prove the result for u n , v n only,
We explicitly remark here that, since the eigenfunctions Φ n in Theorem 3.1 and the initial data u 0n in general do not satisfy compatibility conditions for Cauchy-Neumann (or Cauchy-Dirichlet) problem, U n and V n are not known to enjoy further regularity properties, so we have to to apply Lemma 3.2 in order to conclude that U n (t, ·) = u n (t, ·) and V n (t, ·) = v n (t, ·), almost everywhere in Ω |t| for any t such that Ω |t| = ∅. By combining this observation, the continuity of the map W (φ 0 , φ 1 ) and the convergence of u 0n to ψ 0 we get (2.2).
In order to prove (2.3) and conclude the proof we now fix ε > 0 and introduce a cut-off function
Since u ε 0n and ψ ε 0 satisfy all compatibility conditions above we have that
in Ω |t|+ε for all t ∈ R. Being ε > 0 arbitrary the proof is completed.
A well-posedness result
This section is devoted to prove a well-posedness result for (1.1) and (1.2) in suitable functional spaces. We start by recalling some properties of the unbounded operator A = −∆ with domain 
Consequently we have the characterizations 
Moreover, using (4.5) and the Divergence Theorem we have
Moreover, in the critical case, using (3.3), we get
Next the symmetry of A W is symmetric in W follows integrating by parts
In order to prove the representation formula (4.2) we shortly outline the arguments used to prove Proposition 1 in Ref. 28 . So we introduce the operator T ∈ L(W, W ) which associates to h ∈ W the unique solution u ∈ W of (4.5), which is compact and symmetric, so applying standard theory we find an Hilbert basis {Φ n n ∈ I k } for W consisting on eigenvectors for T , and a sequence (µ n ) n∈I k of non-zero eigenvalues. Actually the eigenvalues for (2.4) found in Theorem 3.1 are nothing but λ n = 1/µ n . Then (see Lemma 6 in Ref. 28) given any u ∈ D(A W ) we have h = Au ∈ W . Since u ∈ W and it solves (4.5) we have u = T h, and consequently, representing h as h = n∈I k α n Φ n we have u = n∈I k µ n α n Φ n . Hence (u, Φ n ) = u, Φ n = µ n α n = α n /λ n and so (4.2) follows putting together the two expressions of h obtained above.
In order to get (4.3) we note that for all u ∈ D(A W ) arguing as before we get that The prove (4.4) we note that, using (3.5) and the fact that 1 ∈ D(A) and W 0 ∈ D(A) in the critical case we get the splitting 
we set
the underlying topology being that of H 1 (Ω). The indexing set K is left free and it will be chosen is a suitable way when applying the theory developed in this section. Clearly H K is an Hilbert space equipped with ·, · . We also set the linear space 10) endowed with the scalar product
if k is non-critical, while
if k is critical. Clearly X K is an Hilbert space continuously and densely embedded in H K , and its norm will be denoted as · X K . 
As usual we equip
and there are positive constants C and ω, depending only on Ω and K such that
for all t ∈ R. Moreover u satisfies the energy identity
and u satisfies wave equation almost everywhere in R × Ω while it satisfies the boundary conditions in (1.1) and (1.2) almost everywhere in R × Γ.
Proof. The statement will be proved in four steps.
Step 1. We set
. By Theorem 3.1 we have
We also set W K = span{Φ n , n ∈ K + } the underlying topology being that of H 1 (Ω). Clearly W K is a closed subspace of both H K and W . By Lemma 4.1 W K is invariant with respect to A. We can then define the unbounded operator
By (4.3) we have the characterization
Again by Lemma 4.1, A K is symmetric. Moreover, by (4.2), for all u ∈ D(A K ) we have
so A K is monotone. We claim that it also maximal monotone. To prove our claim we have to show that for all h ∈ W K there is u ∈ D(A K ) such that
Since h ∈ W K we can decompose it as h = n∈K + α n Φ n . By (4.16) then have to look for u = n∈K + β n Φ n such that n∈K + λ 2 n β 2 n < ∞ and (4.17) holds. But by (4.2) this means that β n = α n /(λ n + 1), which actually defines an element of
This proves our claim In conclusion A K is a maximal monotone symmetric operator in W K , hence it is self-adjoint (see Proposition VII.6, p. 113 in Ref. 8) . We can consequently defined its square root A Since λ n > 0 for all n ∈ K + and λ n → +∞ as n ∈ ∞ in K + it is straightforward to prove that we can equip D(A 1/2 K ) with the scalar product (4.20) and norm 21) which is equivalent to the original one. Moreover, using (4.16) and (4.18) we see
Step 2. In this step we shall find a solution in a subspace of X K × W K , by applying Hille-Yosida theorem (Théorème VII. 4 
in Ref. 8). More precisely we set
To prove that M K is also maximal it is equivalent to prove that for any
that is to say
Using the first equation into the second one (4.23) is equivalent to 25) that is to say
and it is solution of
As usual for second order problems by settingũ to be the solution of (4.26) corresponding to initial data u 0 , −v 0 and defining u(t) =ũ(−t) for negative t we extend u to
satisfying (4.26) in R. Clearly u satisfies wave equation a.e. in R × Ω and boundary conditions in (1.1) and (1.2) a.e. in R × Γ. Moreover, since M K is skew-symmetric we have
for all t ∈ R.
Step 3. We now show that there is unique solution for all the data considered in the statement. To accomplish this goal we set the finite dimensional space
We clearly have the orthogonal decomposition 
K there is a unique explicit solution u ∈ C ∞ (R × Ω) (which can also be easily calculated) and moreover there are positive constants C, ω such that
We can now consider data u 0 ∈ D(A) ∩ H K and v 0 ∈ X K . Then, using (4.27), (4.28), Step 2 and our previous remarks we find a unique solution u satisfying (4.13) and (4.15). Moreover, integrating by parts we also get (4.14).
Step 4 We now handle with more general data in
, which is dense in W K , using (4.27) and (4.28) we have that
We can then use a standard density argument: given u 0 ∈ X K and v 0 ∈ H K we approximate them by sequences
Step 3, we find a solution of (1.1) and (1.2) corresponding to the initial data u 0,ν and v 0,ν . Then, given any ν, µ ∈ N we see that u ν − u µ solves (1.1) and (1.2), so it satisfies (4.13). This shows that u ν is a Cauchy sequence in C(R; X K ) ∩ C 1 (R; H K ), so there is u ∈ C(R; X K ) ∩ C 1 (R; H K ) such that u n u → u in it (up to a subsequence). To get that u is a generalized solution of (1.1) and (1.2) is now straighforward. Note that passing to the limit we keep (4.13) and (4.14), concluding the proof.
As usual, grater regularity of the data yields greater regularity of the solution u. In order to perform this standard procedure we need to define for all l ∈ N 0 the linear space
endoweed with the scalar product
with dense inclusions.
We can now state our main regularity result 
Since there is C > 0 such that for any
we can endow D(M j K ) with the scalar product and its related norm, defined for all 
is an Hilbert spaces with respect to the scalar product 
It is then straighforward to prove by induction that for all j ∈ N and Since when u 0 , v 0 ∈ Z K the solution of (1.1) and (1.2) is C ∞ on R × Ω the proof is completed.
Although the regularity insured by Theorem 4.2 is not very explicit, the following consequence of it is very easy to understand, as it states that it is possible to solve (1.1) and (1.2) for regular initial data, satisfying expected compatibility conditions, provided they live in a suitable space where (2.4) has only finitely many negative eigenvalues.
the compatibility conditions
holds for all l ∈ N, then the unique solution u of (1.1) and (1.2) belongs to C ∞ (R × Ω) and Ω ∇u(t, ·)∇Φ n = 0 for all t ∈ R and n ∈ K.
Proof. Using (4.35) together with (4.27) we easily get
We now set, by induction, as in Ref. 8 , the Hilbert spaces
for j ≥ 2, endowed by the scalar product
Then, using elliptic regularity (see also Lemma 4 in Ref. 28 ) j times, we get the continuous embedding
Now using (4.2), (4.3) and (4.4) it is trivial to recognize that
so from (4.27) and (4.38) it follows that
, using (4.27) once again we get
Then, by combining (4.40), (4.42), Sobolev Embedding Theorem, (4.39) and (4.1) the proof is complete.
The case N = 1.
The well-posedness results in the previous section are of quite difficult application if one does not give a characterization of the spaces H K and X K involved there. When N ≥ 2 we cannot allow the index set K to be the whole of I k , since there are infinitely many negative eigenvalues and (4.8) fails to hold. This case N ≥ 2 will be studied in the next section, while in this one we consider the case N = 1, when the choice K = I k is allowed. With this choice we clearly have H K = H 1 (−R, R), by Theorem 3.1 and (4.9). To apply the results in previous section we also need to characterize the space X K with this choice of K, which is not a trivial task. The required characterization is given by the following result, which proof constitutes the main part of this section. 
Proof. ¿From (3.10) and (3.12) we easily get (i), while using (3.13) and (i) an elementary calculation shows that (ii) holds. Moreover (iii) and (iv) are trivial consequences of (3.9) and (3.11). To get (v) we note that, by (iii) it follows that
and consequently, using (3.10),
Consequently, using (i), we get as n → ∞, from which (v) follows. To get (vi) we note that, by (iv)
and the, using (3.12), we have
Hence, using (i),
as n → ∞, from which (vi) follows.
The following result points out a non trivial property of the system
Proof. Clearly, we can consider the term in the series for n ≥ 3. We are going to compare the term (u, Φ n ) L 2 (−R,R) with the term (u, ψ n ) L 2 (−R,R) , where {ψ n , n ≥ 3} is an auxiliary system in L 2 (−R, R) which is suggested by the asymptotic properties (v)-(vi) in Lemma 5.1. We consequently set
It is straightforward to check that the system
We now estimate the L 2 distance between Φ n and ψ n . Indeed, using the Lipschitz continuity of the cosine function and Lemma 5.1, (iv) we get
b actually, the functions ψn are the eigenfunctions of the problem u + λu = 0 in (−R, R) with homogeneous Dirichlet boundary conditions.
as n → ∞. We argue in the same way, using (v) instead of (vi), we prove that
We now estimate
Putting together (5.1)-(5.4) we conclude the proof.
We can now start proving Theorem 5.1, by splitting the claimed identity
Proof. Let u be any element of H 2 (−R, R). We denote α n = u, Φ n for all n ∈ I k . By (4.10) to prove that u ∈ X K it is equivalent to prove that n≥3 α 2 n λ n < ∞. We start by noting that, since Φ n ∈ W for all n ≥ 3 we have
Consequently, integrating by parts in (5.5) we get that for all n ∈ N
Consequently, we get the estimate
By combining previous estimate with Lemmas 5.1 and 5.2, we conclude that 
Proof. Let u be any element of X K . We have to prove that u ∈ H 2 (−R, R).
) for all n ∈ N we can suppose without restriction (using Theorem 3.1) that We set S n = n i=4 α n A n Φ n . By (5.6) we have S n → u in L 2 (−R, R). We note that
and we consider the related sequence
where {ψ n , n ∈ N} is the auxiliary orthogonal system in L 2 (−R, R) introduced in Lemma 5.2. Using this orthogonality property together with the fact that
Since u ∈ X K , using (4.10) and Lemma 5.1 we get that
and consequently the sequence T n is bounded in L 2 (−R, R). Now we claim that also the sequence S n − T n enjoys the same property. To prove our claim we estimate
and then, by (5.2), (5.3) and (5.7)
proving our claim. We can then conclude that S n is bounded in L 2 (−R, R). Consequently, up to a subsequence,
, passing to the limit in the definition of weak derivative we obtain that u ∈ H 1 (−R, R) and S = (u ) , so we have that u ∈ H 2 (−R, R), concluding the proof.
Proof of Theorem 5.1. Putting together Propositions 5.1 and 5.2 we have X K = H 2 (−R, R). Since both spaces are continuously embedded in H 1 (−R, R) by applying Lemma 3.1 we conclude the proof.
We are now able to give the proof of our well-posedness results in dimension one.
Proof of Theorem 2.4. By combining Theorems 4.1, 5.1 and the fact that when K = I k then H K = H(−R, R) (which is stated in Theorem 3.1) we get all of our claims but one. Indeed we still have to prove that, when u 0 ∈ H 3 (−R, R), v 0 ∈ H 2 (−R, R) and (2.9) holds then u is a classical solution of Problems (1.1) and (1.2). From Theorem 4.1 we know that u satisfies u tt = u xx almost everywhere in R × (−R, R) and is satisfies the boundary conditions almost everywhere in R. 
, so also the boundary conditions hold in classical sense.
Proof of Theorem 2.5. We apply Theorem 4.2, again with K = I k . We already know that
We are going to show how we can consequently give a more explicit characterization of the spaces X l k defined in (4.29). By (4.42), since in this case
More explicitly, since now N = 1 we have
In order to evaluate X 2l+1 K
, l ∈ N we use (4.35) together with (4.27) to see that
Moreover, using (4.2), (4.18) and (4.41) we see that 
and the elements of Z k satisfy all compatibility conditions, combining (5.9) and (5.11) we get
Then, by applying Theorem with the help of (5.8) and (5.12) we complete the proof.
The radial case in dimension N ≥ 2.
This section is devoted to apply the results in Section 4 to the radial case Ω = B R , N ≥ 2, in which a precise study of the eigenvalues and eigenfunctions of problem 2.4 is available. We briefly recall in the sequel the main results in this analysis, referring to Ref. 28 for more details and proofs.
Let , where (m,j) : N 0 → P is the bijection defined bym(0) = 0,j(0) = 1 and bȳ m(n) = min{s ≥ 1 :
if n ∈ N. Moreover the inversen := (m,j)
We now set for any n ≥ 0
where ρ = |x| and σ = x/|x|. Clearly H
. Then one gets the orthogonal (with respect to ·, · ) decomposition
In Ref. 28 we proved the following result. 
Moreover B n is complete in H We are now ready to give the proof of our main results in the radial case.
Proof of Theorem 2.7. We now introduce for each l ∈ N 0 Proof of Theorem 2.6. It is nothing but Theorem 2.6 when l = 0. Remark 6.2. Clearly Theorems 2.6-2.7 only give existence and uniqueness for the solutions of (1.1) or of (1.2) with regular data in the radial case, they give no wellposedness. They even do not give existence of the solutions for less regular data. Clearly it is possible to apply Theorems 4.1 (and subsequently 4.2) when K = K l . In this way we get a well-posedness result in X (l) (B R ) × H 1 (l) (B R ), where accordingly to (4.29) we denoted To explicitly state these results is left to the interested reader. Indeed , due to the form of the eigenfunction Φ n j in (6.6), and consequently of Φ n j , which are related to Bessel functions and to the eigenvalues λ m j , it seems quite difficult to practically understand if a given initial datum u 0 ∈ H 1 (l) (B R ) belongs to X (l) (B R ) or does not, since even the eigenvalues are not explicitly known. We can only conjecture that, in analogy to what happens in the one dimensional case, it could be
. It seems to be quit hard to prove such a result.
7. The boundary concentration of Φ 2n .
We now state the boundary concentration result already announced in the introduction.
Theorem 7.1. Let N ≥ 2, Ω = B R := {x ∈ R N : |x| < R}, R > 0, and Φ n , λ n respectively denote eigenfunctions and eigenvalues of (2.4) as in Theorem 3.1. Then, for any ε ∈ (0, R), In order to derive (7.1) from (7.6) and complete the proof we have now to take into account the growth ofm(n) given by (6.1). The explicit value 7 of d m is given by
Moreover an elementary computation shows that for a fixed κ ∈ N we have as n → ∞. (7.8) Combining (7.8) with (7.2) and (7.6) we conclude the proof.
We can now give the We first remark that it is enough to prove that, given x 0 ∈ Ω and r > 0 such that B r (x 0 ) ⊂ Ω and u(0) = v(0) = 0 almost everywhere in B r (x 0 ), then u(t, ·) = 0 almost everywhere in B r−|t| (x 0 ) for all |t| < r. Indeed, since Ω |t| is open and it is a Lindelöf space we can cover it by a countable collection of open balls {B ε n (x n ), n ∈ N} such that B ε n (x n ) ⊂ Ω |t| . An easy geometrical argument then shows that d(x n , Γ) > |t| + ε n , so B ε n +|t| (x n ) ⊂ Ω. Hence we get that u(t, ·) = 0 almost everywhere in B εn (x n ), and consequently in Ω |t| .
We now claim that the property stated above holds. We fix 0 <ε < d(x 0 , Γ) − r, so that B r (x 0 ) ⊂ Ωε. When u ∈ C 2 (R × Ωε) it is well known how to prove the property by integrating wave equation over a piece of a solid cone (see for example p. 8 in Ref. 27 ). We then extend the result by regularizing u as follows. We denote by (ρ ε ) ε a standard sequence of mollifiers , that is ρ ε ∈ C ∞ (R N ), supp ρ ε ∈ B ε = {x ∈ R N : |x| < ε} < and R N ρ ε = 1. 8 Moreoverū(t) denotes the extension by zero of u(t) to the whole of R N , soū ∈ C 1 (R; L 2 (R N )). We set u ε (t) = ρ ε * xū (t), where * x denotes space convolution. By standard properties of convolution we then get that u ε ∈ C 1 (R; H m (R N ) for all m ∈ N, and hence by Sobolev Embedding Theorem u ε ∈ C 1 (R; C 2 (Ω)). Moreover we claim that u ε is a distribution solution of wave equation in R×Ωε for any ε <ε. To prove our claim we fix ψ ∈ C ∞ c (R×Ωε) and we evaluate, using a standard property of convolution, whereρ ε (x) = ρ ε (−x) and φ ε =ρ ε * x φ. As ε <ε we have supp φ ε ⊂ R × Ω, so being u a distribution solution of wave equation in R × Ω we get that 
