The only published error analysis for an approximation algorithm computing the Riemann zeta-function ζ(s), due to Henri Cohen and Michel Olivier, does evaluate the error of the approximation, but is not concerned by the fact that the computations required to calculate this approximation will be carried on with a finite precision arithmetic (by a computer), and thus produce other (rounding) errors.
Introduction
In order to meet editorial requirements, what follows is only a short version of the paper. The suppressed or shortened parts are mostly proofs of technical auxiliary results, which however are not necessarily easy to reconstruct. The reader interested in the complete version [4] should contact us, or the "Inria Lorraine" at the "Loria."
The Cohen-Olivier formula
In this work we analyze the error committed while computing ζ(s) for real values of the argument s with the algorithm described in [3] . For these values of s we provide, through rigorous proofs, a certification of the precision replacing the current process of determination mostly consisting in empirical arguments. Note that for s < 1/2 one can appeal to the functional equation
for computing ζ(s), provided of course an algorithm for computing each of the factors of the right-hand side of (1) is available, together with a certification of the error committed.
For s 1/2 we use the Cohen-Olivier work [3] , which is exploiting the Euler-MacLaurin summation formula applied to the real function f (x) = 1/x s for s > 1. This yields 
where B j denotes the j th Bernoulli number (see [3] for details). + 2 a n y p, d 7.
Referring to (2) we compute below ζ d (s) = A + B + C where
B := 
Notation in finite precision arithmetic
Let the (internal) computational precision be D > d. This means the exact numbers we work with can be written in base 2 floating-point arithmetic with (at most) D significant bits. Let now u be such a non zero real number. Then the integer e = Exp(u) ("exponent" of u) and the real number m = m(u) ("mantissa" of u) are uniquely defined by the equation u = m2 e with 2 e−1 |u| < 2 e (whence 1 2 |m| < 1). And if we define ulp(u) := 2 −D+e ("Unit in Last Place") then we have 2 −D |u| < ulp(u) 2 −D+1 |u|. In case of possible confusion with another auxiliary computational precision, we shall occasionally use the notation ulp D (u).
Rounding, rounding modes
In any standard rounding mode o (towards 0, away from 0, to the left, to the right, or to the nearest), if u = o(x) and u = 0 then the rounding error satisfies |x − u| ulp(u), and we have |x| (1 + 2 −D+1 )|u| and |u| (1 + 2 −D+1 )|x|.
Similarly as for ulp(u), in case of possible confusion we write
Although it is widely used to denote the successive roundings associated to a sequence of several operations, we chose to use the symbol u = o(x) exclusively to denote one single rounding, in order to avoid confusion and mistakes. Thus we introduce the notation u = x * (or more precisely u = x * D ), where x denotes both (1) an expression involving real (exact) numbers and operators +, −, ×, ÷, and (2) the order in which the operations must be performed. In this expression u denotes the real number obtained after executing each operation in precision D, in the order prescribed (each real number occurring in the expression x being also rounded with precision D when used). For instance the notation w = (x + y) * means that we first compute u = x * and v = y * , and then o D (u + v) . Similar conventions apply to the expressions w = (xy) * and w = (x/y) * .
If u = x * we also use the notation error(u) (or error D (u)) = error(x * ) := |u − x|.
The precision Π , and the auxiliary precisions P , d, D
In short, our final goal is, for the value of ζ(s),
(1) to certify a final precision Π in a given rounding mode. For this, we need (2) to certify a (larger) final precision P in the rounding mode "to the nearest," for which, in turn, we need (3) to certify a final precision d = P + 3 in the rounding mode "to the nearest," for the computation of each of the numbers A, B, C of (4), (5) and (6).
Finally, for this last requirement we need (4) to determine an internal computational precision D ensuring (3).
Item (1) , when the rounding mode is "towards zero," is the very purpose of MPFR computer calculation. But the precision P required for that cannot be uniformly bounded in terms of Π alone. This is the "table-maker dilemma": when the old man in the clouds rounds towards zero an exact number, like ζ(s), say, he just summons its infinite base 2 expansion (beginning with the first non zero bit), and simply keeps the Π first bits; but we, poor finite creatures, have no guarantee to achieve that with any precision P "to the nearest." Of course a first try like P = Π + 10 is statistically very favorable, since unless the 9 last bits of our computed value are all equal (to 0 or 1), we are done. Otherwise we try with a larger P . Now the choice of the computational rounding "to the nearest" is motivated by the fact that, in the error analysis below, we don't keep track of the signs of the errors committed while computing ζ d (s) * . In other words whenever a rounding x * = o(x) of an x which is not representable in the internal precision is needed at some point of the algorithm, we have, with our method, no way of knowing whether x x or x x. Since in addition |x * − x| is likely to be, in general, much larger than ulp D (x * ), we may expect the rounding mode "to the nearest" to minimize on average the error, Hence from now on all roundings will be "to the nearest," for which we have
We assume that the final given rounding-mode-precision we want satisfies Π 1 and, as mentioned above, that our first try towards this goal is to fix P = Π + 10. If this choice turns out to be insufficient in order to conclude, then we pick some larger P .
What we describe in this paper is the error analysis for a wanted final relative precision P , where "precision P " is here understood in the standard sense that |ζ(s) − ζ d (s) * | < 2 −P −1 |ζ(s)| should hold. In the sequel we shall let d = P + 3 be the (standard) precision relative to |ζ(s)| we require for the computation of each of the expressions A, B, and C, and also such that |R N,p (s)| < 2 −d |ζ(s)|. Note that the latter is satisfied for d as in (2) , since in the range considered we have |ζ(s)| 1 (see Lemma 12). Thus d = P + 3 Π + 13 and this explains why in the sequel we assume that d 14 and P = d − 3 11 . . . . And here is where the role of the symbol Π in this paper ends. To be more specific, we shall ensure below that
Statement of the results
In addition to the assumptions just stated we also assume that the argument s is an exact number in some precision, i.e. that the expression of s in base 2 is of some finite length We prove the following. 
, and
Note that the first conclusion ensures that the error in modulus |ζ(s) − ζ d (s) * | is smaller than the number represented by a "1" at the (P + 1)st significant bit-place of the computed number ζ d (s) * , and consequently that |ζ(
| is smaller than the number represented by a "1" at the P th place of ζ d (s) * . The second conclusion makes sure that |ζ(s) − ζ P (s)| is also smaller than the number represented by a "1" at the P th (and last) place of ζ P (s).
By using Remark 1 we can now bound above the parameter N occurring in the theorem in terms of P .
Corollary. If the argument s is exact in the precisions Δ A , Δ B and Δ C of the theorem, then we have
For the implementation of the algorithm we so far simply chose the same internal precision D := max(D s , Δ A , Δ B , Δ C ) for the computation of A, B, and C. For values of P much larger than 1000, however, it might be worth it to use D B for the computation of B. Note that for P = 1000 the corollary ensures that D = D A = 1018 is adequate (provided s has no more than 1018 bits).
Error analysis for A
We let here the internal computational precision be D = D A . Since division by 2 contributes no error, we evaluate error(S * 1 = A * ), where
, N)
.
We appeal to an existing algorithm for computing k −s in an auxiliary internal precision D which is slightly larger than D. If we put say 
(We recall that s and k N are exact numbers in precision D.)
Remark 2. This auxiliary algorithm guarantees that
(personal communication from David Daney, who took care of the error analysis). On recalling that d 14 we see with Remark 1 that N < 0.28d, whence
Thus the choice
is appropriate.
The number D > d is assumed to be large enough to ensure that at every stage of the process, where we obtain u = x * , say, then error(u) 2 −d x. We explicitly define an adequate D at the end of this subsection. Now put 
where
Proof. On recalling that (x + y) * is the rounding o(x * + y * ) in precision D we have
, and by the lemma and (7) we have
It is then straightforward to prove by induction that
where some of the terms inside the parentheses don't exist for values of N less than 4. Thus error(A * ) = 0 if N = 1 and for N 2 we have
where for the last estimate it is sufficient to verify that A 2N 1/2 |ζ(s)|. 
In the next two sections we may assume that p 1.
Error analysis for C k
The result in this part will be used in the error analysis for B. The internal computational precision is here D = D B . We start with the four first coefficients
, and we shall also use C 5 = 1/47900160. For k 5 the coefficients C k are computed using the recurrence formula [2] , and Point 1 in Section 7) and the Horner type algorithm The proof is obtained by induction, and by using the well-known property of Bernoulli numbers
see [4] . Then for = k − 1 by using (11), and for the other cases with the help of Lemma 2, we prove the following (also see [4] ). 
Thus, on recalling that d 14, we see that γ 1.0044. By using (12) we obtain the following (see [4] ). 
then we have
Proof. When 1 k 4 we may apply Lemma 4 (2) with f x = 0, since only one exact division (by an integer with less than 13 bits) is needed. Thus we see that G k = γ g k (1 k 4) . For k 5, we first note that all the integers 4(2k
, this is easy to check with the help of (3). We consider the relative error
and we note that f k,1 G 1 = γ , by Lemma 4(2), with f x = 0. We recursively define a sequence (1 k 4) . Then, for k 5, we put β = 13/20 and
First a recursion argument (appealing to Lemmas 2, 3 and 4) shows that f k, f k, and g k g k , and we finish the proof by checking that G k g k (see [4] ). 2 Remark 3. Appeals to Lemma 4(1) and to (12) are made in the proof cited above, which we must ensure are legitimate. The argument is rather long, and explains both the choice of the argument −0.56 of (12) and the fact that D d + 4 is appropriate (see [4] ).
Error analysis for B
The internal computational precision is as above D = D B . Now we compute B with the use of a Horner type algorithm. Namely B = q p d p−1 where d p−1 is the last term of the finite sequence
Note that with this notation the T k of (6) satisfies
We shall need the following estimate for |T k |. 
where in the last estimate we used e 1/6 < 6/5. Thus We also need the following, which is proven by induction by using (11) (see [4] ). 
In the sequel we assume the hypotheses of Theorem 2, and use the following notation, where γ is as in (12):
We shall add below the argument s (which is assumed to be exact in precision D) to a positive integer j , also exact in precision D. The error contributed is thus only from rounding. We have
We also need estimates very similar to those in Lemma 4 (see [4] for proofs). ) . Now the proof of Proposition 3 being achieved by induction on k this shows that, with the replacement convention described above, we always have
So this last inequality, which is an hypothesis in the next lemma, is eventually proved to hold for every k. 
Proof. The proof is by induction on k. Suppose that for some k 1 there are some numbers f j (0 j < k) satisfying the theorem, and that (18) holds for k − 1 instead of k. Then we apply Lemma 7(2) to x 1 = |d k−1 | and y 1 = (s + 2p − 2k − 1), and then Lemma 8(1). This yields
We apply again Lemma 7(2), this time to x 2 = |d k−1 |(s + 2p − 2k − 1) and y 2 = (s + 2p − 2k), and then Lemma 8(2). This yields
Now we apply Lemma 7(4) to x 3 = |d k−1 |(s + 2p − 2k − 1)(s + 2p − 2k) and y 3 = N 2 , and then Lemma 8(3). Thus we have x 3 /y 3 = |e k | = |d k−1 |q k , and this yields
Finally we apply Lemma 7(1) to x 4 = C p−k and y 4 = e k , and we obtain
This completes the proof of the proposition, if we note in passing that now we may assume (18) to be satisfied by k as well. 2
Now we can estimate error(B * ) in terms of f p−1 , by using Proposition 3 and Lemmas 6-8 (see [4] for the proof). Proof. From Proposition 3 we have, with α := γ 2 1 ,
Hence, recalling (15), Lemma 5, and 
Error analysis for C, and last rounding errors
Here the internal computational precision is D = D C . Note that in this section p = 0 is possible
We recall that the number s is assumed to be exact in precision D (with 1/2 s < 2 D ). It follows that 1 − s and s − 1 are exact numbers as well in precision D. Thus by using hypothesis (7) and Lemma 7(4) we obtain 
There finally remains to estimate the last rounding errors committed while computing o(A * + C * ) = (A + C) * , and then o((A + C) * + B * ) = ((A + C) + B) * = ζ d (s) * , which we arbitrarily decide to perform with the same internal computational precision D C used for computing C.
The first error is 
While estimating a just above we proved that |(A + C) * | 4. 
Finally we have, still with D = D C , by Theorem 5, (20) and (21),
Conclusion C. Thus, for computing C * , and rounding then A * + C * and finally (A + C) * + B * in precision d with respect to |ζ(s)|, it is enough to use an internal precision
Proof of Theorem 1. Theorem 1 now follows from (2), (9), (19), and (22). Indeed since P = d + 3 11, we have
A simpler algorithm when s is very close to 1
The analysis developed in the preceding sections is applicable for the computation of ζ(s) when s is any real number with s 1/2, s = 1. However, when s is very close to 1 there is a much more efficient way of computing ζ(s), simply by using the approximation 1/(s − 1) + γ , where γ denotes in this section the Euler constant γ := lim m→∞ ( m k=1 k −1 − log m) = 0.577215 . . . . It is convenient to modify as little as possible the hypotheses of the Theorem, so that for instance we assume D 21. We have at our disposal a multi-precision-algorithm for computing γ Δ of length Δ, for any positive integer Δ, with |γ − γ Δ | ulp(γ Δ ) = 2 −Δ . In [4] we prove the following estimate (Lemma 12 is then an immediate consequence).
Lemma 12. If 1/2 s 2 and s = 1, we have
With these we establish the following (see [4] ).
Proposition 6. Let P = d − 3 11 as in Theorem 1, and assume that |s − 1| < 2
Notes on the general case
We hope to eventually return to the error analysis of ζ(s) in the general case. Things do not come out as nicely when s = σ + it is not real, where we may suppose σ 1/2 (see (1)) and t 0 since ζ(s) = ζ(s). (It should be mentioned that the values of the parameters p and N of the Cohen-Olivier formula are then much more complicated to express-see [3] ).
It appears that, given some wanted "precision in modulus," an internal computational precision D = D(P 0 , s) ensuring
might be obtained by a method inspired from that of the present paper, with the important restriction that a value of the argument s near a zero of ζ is likely to be problematic (independently from Point 1 just below). We briefly discuss the two main problems we met so far (see [4] for some more details).
If we write ζ(s) = ζ R (s) + iζ I (s)
, where ζ R (s) and iζ I (s) are the real and imaginary parts of ζ(s), it seems reasonable to ask, instead of (23), for internal computational precisions Δ j ensuring ζ j (s) * − ζ j (s) < 2 −P −1 ζ j (s) (j = R, I ).
But except in special regions of the complex plane where we know that |ζ j (s)| has a size comparable to |ζ(s)|, we cannot hope to derive from (23) an explicit estimate of Δ j . In particular, for an argument s 0 close to a zero of ζ R (s) or of ζ I (s), one of the requirements (24) offers a similarity with the table-maker dilemma (see Section 1.3.2).
2.
By analogy with the real case it is to be expected that the estimate of the sum p k=1 g k |T k | (with g k as in Proposition 2 and T k as in (5)) will be essential in the error analysis for the computation of B (see the proof of Proposition 4). In Theorem 2 we proved that g k = O(2.4 k ) with an explicit implied constant, but numerical evidence indicates that g k is probably much smaller. In 1980 R.P. Brent [2] stated without proof that g k = O(k 2 ), and it seems that since then this conjecture has been systematically used to compute the Bernoulli numbers in MultiPrecision packages. Which means that a conjectural value for the constant implied by the O(k 2 ) must have been, somehow, determined; the issue is however not addressed in [2] . Now in the real case the term |T k | has the good taste of being extremely small, and we have at our disposal the estimate |T k | 225e −2k . This miraculously exempts us from being bothered by this problem, as our (apparently) very bad upper bound O(2.4 k ) for g k is largely sufficient to ensure the convergence of the infinite series k 1 g k |T k |.
This miracle is unfortunately not generalizable to the complex argument s = σ + it. Thus an appeal to Brent's conjecture, or possibly to a slightly weaker conjecture (with its proof as a preliminary . . .), appears to be unavoidable.
