Abstract-Diabetes mellitus is a chronic disease that reduces quality of life since it often causes other complications such as heart disease, stroke, high blood pressure, liver disease, kidney disease, neuropathy and the loss of some organs in the body. 
I. INTRODUCTION
The Centers for Disease Control and Prevention of the United States, according to national diabetes fact sheet 2011 [1] , discussed the situation of diabetes that it affects 25.8 million people (including children and adults) in the United States. Diabetes accounted for 8.3 % of the total population. Regarding this number, 18.8 million were diagnosed, while 7 million were not. About 1.9 million people aged 20 years or older were newly diagnosed in 2010. There is no doubt that why many researchers have aware of serious disease that causes loss of life or disability. Therefore, the idea that we should find a way to alarm the risk of diabetes becomes interesting. The concept is to find persons who are likely to have diabetes, surveillance then including monitoring those people who already have diabetes. This kind of alarm can help to reduce a huge cost of medical examination and treatment.
A number of studies have been advantage of data mining techniques in the diabetes domain. Several research [2, 3, 4, 5] are work on diabetes prediction using classification methods, such as Naï ve Bayes, Logistic Regression, decision tree, Boosting and support vector machines (SVMs). B. A. Tama, et.al. [5] [4] , tested diabetes by means of hemoglobin (HbA1C) for their 4 years research. The results showed that hemoglobin (HbA1C) is useful in predicting diabetes. Additional features, i.e., Aminotransferase, -Glutamyl Transpeptidase are also useful for prediction. Another research work to predict the chance of diabetes patients in getting heart disease was presented in [7] by employing Naï ve Bayes and finding a feature set that best constructs the prediction model. A set of such features are gender, age, genetic (family heredity), weight, blood pressure, fasting blood sugar level, post prandial blood glucose level (test blood sugar levels after eating) and HbA1C (glucose level of the hemoglobin a-C, 4months).
Data classification is typically based on the data recorded at the same time or at any time. However, the research by R. Peter et.al. [6] Uses the data in the present analysis to predict what will happen in the future. The research worked on weather forecasting using meteorological data from Texas Commission of Environmental Quality and strains of influenza from the Google Flu Trends. Regarding weather forecasting, results showed that using all 40 features of 886 instances, the accuracy of data classification using temporal data was improved where either SVMs or ID3 was used as
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In this work, we present an empirical study of classification of diabetes mellitus on health examination data of factory employees in Thailand. Section 2 described our proposed a temporal feature extraction model. A design of experiments to test the proposed method is given in section 3. Experimental results are shown in section 4 and conclusion is presented in section 5.
II. TEMPORAL FEATURES EXTRACTION MODEL
Temporal data is the data inherently with time. An entity in the data may have different values over the time. An entity is an abstract concept of object such as person, animate object or thing. Health examination data is also a temporal data. It collects a historical data which is stored from the past to the present. A person may examine their health once or twice a year. Especially in some businesses such as factory, health check-up is periodically provided for employees. It is well-known that this historical data can help in medical diagnosis. Therefore, we propose a model that employs both current and historical data for classification called temporal feature extraction model. Although this work focuses on the domain of health examination data the proposed method can be applied to any temporal data. figure 1b ). Note that it is not necessary that an entity will be the data on every timestamp. Therefore, we handle this missing by shifting the value when we extract as temporal feature node as in figure 1c) . It is noted that we need to define parameter n which is a user-defined value for extracting n-consecutive temporal data for classification. The n parameter is studied in section 4.
III. EXPERIMENTAL SETTING

A. Dataset
The dataset used in this research is health examination data during 2004 -2010 (7 years) of factory employees. Total amount of data consists of 43,523 employees: 28,808 employees have only one record of health examination and 14,715 employees are examined more than once in which the total number of records in this case is 41,186. Features collected from health examination can be categorized into three groups: physical examination (F1), urinalysis (F2) and biochemistry (F3). The details of each feature group are given in table 1. Note: The star marks given after each features inform the source for discretization: * means the discretized value of such feature is defined by expert, ** means the discretized value of such feature is guided by WHO BMI classification [8] , *** means the discretized value of such feature is guided by WHO-ISH guideline 2003 [9] .
Since some features are numeric but some classification methods (i.e., Naï ve Bayes) could not support numeric features, we employ the discretized values by using the WHO [8, 9] guideline and asking the experts. The features and their discretized values including their sources are given in table 1.
However, there is an unstable conclusion in the research works about which feature groups are the best for diabetes classification. Therefore, we take all of these feature groups into account for studying the effect of each feature groups to the performance of diabetes classification.
B. Classification Methods and Tools
Several classification methods [2, 4, 5, 7] have been applied to the task of diabetes classification, but there is no benchmark to show which method is the most effective. Therefore, we investigate the promising classification methods which were applied in several works on diabetes domain, i.e., Naï ve Bayes [7] , Logistic Regression [4] , C4.5 (or J48 in WEKA Tools) [5] , Bagging [5] , and SVMs [2] . In this work, we use WEKA [10] as a tool, and all experiments are conducted with 10-fold cross validation.
IV. RESULTS AND DISCUSSIONS
Classification accuracy and F-measure are used for performance study. Table 2 shows the among three features groups including their combinations. Table 3 shows the comparison of data with and without temporal features where n is a parameter of temporal feature extraction model. For example, T3 is the case where n is equal to 3, i.e., three consecutive health examination records of a person are encoded as one instance in temporal model. Figure 3 shows the area under the curve (AUC) of ROC in each case of n parameter. Evaluat  ion  F1  F2  F3  F1+F2  F1+F3  F2+F3  F1+F2 The results show that urinalysis (F2) gives the highest accuracy and F-measure. Biochemistry (F3) is more efficient than physical examination (F1) in every method except naï ve bayes (table 2) .
Method
The result in table 3 shows that the data with temporal features (T2-T7) has higher accuracy than non-temporal data (Muti-All) with the highest accuracy at T2. Logistic Regression, C4.5 (J48), Bagging, SVMs have the accuracy of 97.19%, 97.16%, 97.25%, 97.20%, respectively. Naï ve Bayes does not found any advantage on temporal data.
In table 3 , the experiments are done on data derived from different features sets. Muti-All is the data without temporal features. In the case of Muit-All, we model one health examination record of a person at a time as one instance. In the case of T2, we model two consecutive health examination records as one instance. We repeatedly model this temporal information to T7 which is the maximum health examination records (7 years) of a person that we have. The number of instances for data with regard to each temporal feature case is shown in table 4. Table 3 also shows that extending to be using temporal features provides have higher F-measure than data without temporal features (Muti-All). The F-measure of Logistic Regression with T4 = 0.61, C4.5 (J48) with T6 = 0.67, Bagging with T5 = 0.63 and SVMs with T6 = 0.65. The average F-measures of C4.5 (J48), Bagging, Svms are 0.59, 0.57, 0.56, respectively. Fig. 2 shows the ROC and AUC of data with and without temporal features using naï ve bayes. Data with temporal features has higher AUC than non-temporal for T2 to T7 cases. AUC is the highest at T5 although the number of instances for training the classification model is only 5.34 % of the non-temporal data.
V. CONCLUSION
A group of features that is useful for diabetes classification is urinalysis, i.e., protein in urine, sugar in urine. C4.5 (J48), Logistic Regression, Bagging and SVMs provide no significant difference of classification accuracy and F-measure, but Naï ve Bayes is not the case. Temporal feature extraction model is very useful for diabetes classification, i.e., higher accuracy and F-measure can be achieved when employing temporal features. It is possible to apply temporal feature extraction model to the other fields that contain features on the collection of history data such as medical data, weather forecasting, and business failure forecasting.
