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Abstract 
The credit business is an essential part of each banks’ activities. With regard to the increasing 
regulatory obligations, the risk management and the associated minimum capital requirements 
gain in importance. Banks have got the possibility to determine their credit risk by an internal 
rating system. It is current practice to make use of quantitative methods to develop the sys-
tem. This paper will focus on rating systems calibrated using the discriminant analysis and the 
logistic regression. Both methods will be presented on a theoretical basis and will be applied 
in a practical testing. In the first step, the borrowers are divided into rating classes. In the se-
cond step, a default probability is determined for each of them. The paper will explore the two 
approaches and reveal the differences. 
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1  Einleitung 
Jede Kreditanfrage zieht für eine Bank stets die notwendige Entscheidung nach sich: Wird der 
Kredit herausgegeben und damit das Risiko eines Kapitalverlustes eingegangen oder wird die 
Anfrage abgelehnt und so auf Zinsen sowie etwaige zusätzliche ertragsbringende Geschäfte 
verzichtet. Im Zuge der Finanzkrise gab es alleine im Jahr 2009 in Deutschland 32.687 Unter-
nehmens-Insolvenzen, so viele wie seit 2003 nicht mehr (Statistisches Bundesamt, 2010). Das 
Problem, das sich für Banken dabei ergibt, ist die Entscheidungsfindung. Woran können sie 
erkennen, ob der Kreditnehmer in der Lage sein wird, den Kredit zurückzuzahlen oder nicht? 
Im einfachsten Fall betrachtet eine Bank nur zwei mögliche Ereignisse: Wird der Kreditneh-
mer während der Kreditlaufzeit sämtlichen Zahlungsverpflichtungen nachkommen oder wird 
es zu Zahlungsverzögerungen bis hin zu einem Ausfall des Kredites kommen. Dies lässt sich 
jedoch erst im Nachhinein feststellen. Aufschlussreicher ist daher die Auskunft, welche Boni-
tät der Anfragende aktuell besitzt. Diese Bonität wird in Ratingklassen ausgedrückt, je besser 
das Rating, desto geringer die Ausfallwahrscheinlichkeit. Anhand dieser Ratingklassen kann 
die Bank den in Rechnung zu stellenden Zinssatz (je schlechter die Ratingklasse, desto höher 
der Zins), die Höhe der Sicherheiten (je schlechter die Ratingklasse, desto größer das Siche-
rungsbedürfnis)  und  die  Notwendigkeit  der  Eigenkapitalhinterlegung  als  Puffer  für  einen 
eventuellen Ausfall bestimmen.  
 
Nach den Regelungen von Basel II gibt es strenge Anforderungen an das Mindesteigenkapital 
sowie das Management von Risiken. Während bei Privatkunden die wirtschaftliche Situation 
hauptsächlich von der beruflichen Situation des Kreditnehmers abhängt, sind es bei Unter-
nehmen verschiedene Faktoren, die Einfluss auf die finanzielle Lage und damit die Fähigkeit 
zur Bedienung der Zins- und Tilgungszahlungen nehmen. Banken müssen daher Unterneh-
men unter Berücksichtigung der Bilanz, der Gewinn- und Verlustrechnung, der Branche und 
der allgemeinen makroökonomischen Lage analysieren, um eine Einschätzung über die Ra-
tingklasse treffen zu können. Da dies sehr umfassende und damit zeit- und arbeitsaufwendige 
Bewertungsverfahren voraussetzt, sind Banken bestrebt, ein praktisches, unkompliziertes Ver-
fahren anzuwenden, welches dennoch zu möglichst genauen Ergebnissen kommt. Es existie-
ren zahlreiche Studien und Analysen, die sich mit Ratingverfahren und deren Nutzen ausei-
nander setzen. Keine hat jedoch bisher dazu geführt, dass ein einheitlicher Ratingprozess an-
gewandt wird. Banken greifen daher auf verschiedene Verfahren zurück, die unterschiedliche 
Ansätze haben und alle mit Vor- und Nachteilen versehen sind. Aufbauend auf dem Ergebnis 
des Ratings wird die Entscheidung für die Genehmigung, Prolongation oder Ablehnung von 
Kreditanträgen getroffen. Da sich die Bonität im Zeitverlauf ändern kann, ist eine regelmäßi-
ge Aktualisierung des Ratings wichtig.  
Die Diskriminanzanalyse und die logistische Regression werden auf ihre Prognosekraft unter-
sucht, Unternehmen in Ratingklassen einzuordnen und darauf basierend Kreditentscheidungen 
zu treffen. Dies soll unter Betrachtung und Anwendung quantitativer Kennzahlen geschehen 
und im Idealfall ermöglichen, anhand der Ergebnisse ein internes Ratingverfahren zu imple-
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Zunächst werden die Begriffe „Rating“ und „Ratingverfahren“ definiert. Dabei soll verdeut-
licht werden, welche Bedeutung dem Rating an sich und den unterschiedlichen Ratingklassen 
zukommen. Anschließend soll dargestellt werden, welche Unternehmenskennzahlen sich eig-
nen, mit Hilfe der beiden quantitativen, statistischen Verfahren untersucht zu werden. Da die 
aufsichtsrechtlichen Voraussetzungen für bankinterne Ratings durch die Vorschriften des Ba-
seler Komitees und die darauf aufbauenden Mindestanforderungen der Bafin (MaRisk) gere-
gelt sind (Henking et al, 2006, S.2), wird in einem Exkurs darauf eingegangen. Daran an-
schließend werden die Diskriminanzanalyse und die logistische Regression theoretisch erläu-
tert, um das Hintergrundwissen für die später erfolgende praktische Umsetzung aufzubauen. 
Anschließend werden anhand eines Rechenbeispiels die jeweiligen Vor- und Nachteile her-
ausgearbeitet. Dazu werden die Verfahren zunächst auf eine Lernstichprobe angewandt und 
darauf aufbauend ihre Fähigkeit zur Prüfung der Kreditwürdigkeit von Unternehmen getestet. 
 
 
2  Bonitätsbeurteilung durch Kreditrating 
2.1   Definition und Grundlagen 
„Ein Rating ist eine Meinung über die künftige Fähigkeit (…) eines Emittenten, Zahlungen 
von Zins und Tilgung einer (…) Schuldverschreibung termingerecht und vollständig zu erfül-
len.“ Mit diesen Worten definierte Jürgen Berblinger von Moody’s Deutschland 1996 den 
Begriff. Durch das Rating wird somit die Wahrscheinlichkeit von Zahlungsstörungen bei den 
Zinszahlungen oder der Rückzahlung einer Schuldverschreibung über die gesamte Laufzeit 
ausgedrückt. Eine Zahlungsstörung ist dabei nicht erst durch den kompletten Ausfall einer 
Position gegeben, sondern entsteht bereits bei ersten Zahlungsverzögerungen. Des Weiteren 
werden Ratings sowohl für einen kurzfristigen Zeitraum (kürzer als 360 Tage) als auch für 
einen langfristigen Zeitraum (länger als 360 Tage) vergeben. Dabei wird zwischen „Emissi-
ons-Rating“ und „Emittenten-Rating“ unterschieden. Erstgenanntes bezieht sich auf einzelne 
Finanztitel wie zum Beispiel Anleihen oder Obligationen. „Emittenten-Ratings“ betrachten 
keine bestimmte finanzielle Verpflichtung, sondern die allgemeine Finanzkraft des Schuld-
ners hinsichtlich des Fortbestands des Unternehmens. Auch Privatpersonen können geratet 
werden, dabei stehen die aktuellen Vermögensverhältnisse und die laufenden Einnahmen und 
Ausgaben im Vordergrund. 
Für den Beurteilten ist es das Ziel, ein möglichst gutes Rating zu erhalten, da damit meistens 
niedrigere Kosten, zum Beispiel in Bezug auf Kreditzinsen, verbunden sind. Dem gegenüber 
stehen die Nutzer des Ratings. Sie möchten, dass das Rating möglichst zutreffend ist; welche 
Stufe erreicht wird, ist zunächst zweitrangig. Nutzer können einerseits private oder institutio-
nelle Anleger sein, die sich ein Urteil über einzelne Schuldverschreibungen machen möchten. 
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ternehmens als Ganzes oder einer Privatperson darstellt, bevor eine Kreditentscheidung g e-
troffen wird. Ein Rating hat somit zum Ziel, ein standardisiertes, objektives, nachvollziehba-
res und skaliertes Krediturteil über die wirtschaftliche Lage des zu beurteilenden Objekts zu 
geben. (Füser, 2001, S.27) Im Rahmen der Arbeit wird besonders der Begriff des „Kreditra-
tings“ im Vordergrund stehen. Dieser „drückt eine Meinung darüber aus, ob und in welchem 
Maße  das  Unternehmen  willens  und  in  der  Lage  ist,  seinen  finanziellen  Verpflichtungen 
nachzukommen“ (Eigermann, 2002, S.29). Mit einem Rating wird die Bonität des Kredit-
nehmers mit einer Note versehen und in skalierter Form eine Aussage über die Ausfallwahr-
scheinlichkeit getroffen (Berblinger, 1996, S.32; Henking et al, 2006, S.6). Die Skala besteht 
dabei – je nach Ratingagentur – aus acht bis zehn Stufen von AAA bis D, mit genaueren 
Quantifizierungen durch plus, minus oder einer Zahl von eins bis drei. Hinter jeder Rating-
kategorie verbirgt sich eine relative Prozentangabe, wie viele Kunden auf historischer Basis 
im betreffenden Zeitraum ausgefallen sind. Nachfolgende Tabelle gibt die Ratingkategorien 
der drei wichtigsten Ratingagenturen wieder. 
Moody's  S&P  Fitch  Risikokategorie 
long-term  long-term  long-term 
Aaa  AAA  AAA  höchste Bonität, Ausfallrisiko fast null 
Aa1  AA+  AA+ 
hohe Bonität, leichtes Ausfallrisiko  Aa2  AA  AA 
Aa3  AA-  AA- 
A1  A+  A+  überdurchschnittliche Bonität, geringe Anfäl-
ligkeit bei unvorhergesehen gesamtwirtschaft-
lichen Ereignissen 
A2  A  A 
A3  A-  A- 
Baa1  BBB+  BBB+ 
mittlere Bonität, stärkere Anfälligkeit bei un-
vorhergesehen Ereignissen  Baa2  BBB  BBB 
Baa3  BBB-  BBB- 
Ba1  BB+  BB+  spekulative Anlage, bei negativen wirtschaftli-
chen Entwicklungen Gefährdung der Zins- 
und Tilgungszahlungen 
Ba2  BB  BB 
Ba3  BB-  BB- 
B1  B+  B+ 
geringe Bonität, Ausfälle werden bei Ver-
schlechterung der Lage wahrscheinlich  B2  B  B 
B3  B-  B- 
Caa  CCC    
geringste Bonität, nur bei günstiger Entwick-
lung wird es zu keinen Ausfällen kommen  Ca  CC  CCC 
C  C    
      DDD 
Zahlungsausfall  -  D  DD 
      D 
  Tabelle 1: Ratingskalen von Moody’s, S&P und Fitch (In Anlehnung an Kassberger  
  und Wentges, 1999, S.30) 
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2.2  Ratingverfahren 
Durch das Ratingverfahren soll eine Fülle an verfügbaren Informationen in eine Form kom-
primiert werden, die den Fokus auf die wesentlichen Informationen legt, die am besten Auf-
schluss über die Bonität des zu beurteilenden Objekts geben. Weiterführend kann zwischen 
zwei  Rating-Arten unterschieden werden, dem externen und dem  internen Rating. Erstge-
nanntes wird  von Ratingagenturen durchgeführt; die drei weltweit bekanntesten und aner-
kanntesten sind Moody’s Investors Service (gegründet 1909, Unternehmenssitz New York), 
Standard&Poor’s  Corporation  (S&P)  (gegründet  1941,  Unternehmenssitz  New  York)  und 
Fitch Ratings (gegründet 1913, Unternehmenssitze New York und London). Sie dienen in den 
meisten  Fällen  dazu,  die  Bonität  von  Anleihe-Emittenten  am  Kapitalmarkt  auszudrücken. 
Interne Ratings kommen hauptsächlich in Banken zum Einsatz, entweder wenn über ein Un-
ternehmen - wie es bei deutschen Mittelständlern aus Kostengründen häufig der Fall ist - kein 
externes Rating vorliegt oder wenn die Bank durch ein internes Rating für sie relevantere 
Rückschlüsse ziehen kann. Dabei ist jedoch entscheidend, dass gewisse Anforderungen an das 
Verfahren erfüllt werden. Nach Blochwitz und Eigermann (2001, S.366) sind dies vier zu 
beachtende Punkte: Objektivität, Transparenz, Nachvollziehbarkeit und Einheitlichkeit. Ob-
jektivität ist dann sichergestellt, wenn auf subjektive (Experten)-Meinungen verzichtet wird 
und  das  Urteil  ausschließlich  anhand  mathematisch-statistischer  Berechnungen  getroffen 
wird.  Die  Transparenz  soll  garantieren,  dass  sich  Außenstehenden  verständlich  erschließt, 
welche Informationen auf welche Art verarbeitet wurden. Nachvollziehbarkeit ist gewährleis-
tet, wenn die Auswirkungen der einzelnen Informationen auf die Ratingstufe deutlich werden 
und die Einheitlichkeit des Ratingprozesses  „soll  sicherstellen, dass gleiche Informationen 
auch immer zu einem gleichen Ratingurteil führen“. (Blochwitz und Eigermann, 2001, S.366) 
In Banken wird häufig ein sog. Scoring-Verfahren eingesetzt, um eine Bonitätsaussage über 
die Kreditnehmer zu treffen. Der Score setzt sich dabei aus verschiedenen Merkmalen zu-
sammen, auf die im folgenden Unterpunkt näher eingegangen wird. Anhand des ermittelten 
Scores werden interne Ratingklassen gebildet, die die Wahrscheinlichkeit eines Kreditausfalls 
während der Laufzeit in alphabetischer Weise ausdrücken. Unter Verwendung historischer 
Ausfalldaten wird im Anschluss eine empirische Ausfallrate (Default Frequency) jeder ein-
zelnen Ratingklasse ermittelt und als Annahme für die zukünftige Ausfallwahrscheinlichkeit 
(Probability of Default) festgelegt. (Behr und Güttler, 2004, S.10)  
 
2.3  Festlegung der Merkmale 
Es besteht grundsätzlich die Möglichkeit bei der Ratingermittlung auf qualitative und quanti-
tative Merkmale bzw. Informationen zurückzugreifen. Bei qualitativen Merkmalen sind die 
Ausprägungen verbal formuliert, d.h. die Art oder Eigenschaft eines Objekts wird beschrieben 
(Blochwitz und Eigermann, 2001, S.370). Dazu gehören die Managementqualität, das Bilan-
zierungsverhalten, die Wettbewerbsintensität oder das Branchenumfeld. Im Rahmen dieser 
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ihrer metrischen Skalierung problemlos mit den quantitativen Verfahren Diskriminanzanalyse 
und logistische Regression verarbeitet werden können. Dabei rücken besonders Kennzahlen 
aus Jahresabschlüssen, die eine Bilanz und eine Gewinn- und Verlustrechnung beinhalten, in 
den Vordergrund, da sie regelmäßig verfügbar sind. Diese Kennzahlen lassen sich weiter in 
drei Gruppen einteilen: Absolute Zahlen (z.B. Cash-Flow oder Jahresüberschuss), statistische 
Messgrößen (z.B. Standardabweichungen) und Verhältniszahlen (das prozentuale Verhältnis 
zweier absoluter Größen) (Eigermann, 2002, S.56). Im Rechenbeispiel werden Verhältniszah-
len verwendet, da diese sich am besten eignen, Unternehmen unterschiedlicher Größe und aus 
verschiedenen Branchen zu vergleichen. Schließlich sollen die quantitativen Verfahren hi n-
sichtlich ihrer allgemeinen Verwendbarkeit untersucht werden. 
Die betrachteten Kennzahlen sind nach ihrer Logik und ihrer Häufigkeit in der einschlägigen 
Literatur ausgewählt worden, sodass nicht detaillierter auf diesen Auswahlprozess eingegan-
gen wird. Es hat sich die Frage gestellt, welche Bilanz- bzw. Gewinn- und Verlustrechnungs-
kennzahlen sich am besten eignen, um eine zukünftige Solvenz oder Insol venz eines Unter-
nehmens prognostizieren zu können. Die  Kennzahlen  sollen dabei aus  „bonitätsrelevanten 
Kategorien stammen“ (Weber et al., 1999, S.121). Dabei kristallisierten sich die Bereiche 
Rentabilität, Liquidität und Struktur des Kapitals als Kernkategorien heraus, da sie die we-
sentlichen Bilanzkennziffern bei der Beurteilung eines Unternehmens sind. 
Die Kapitalstruktur wird durch die Berechnung des Verschuldungsgrades (VG) berücksichtigt 
(Baetge, 1996, S.233). Der Verschuldungsgrad gibt das Verhältnis von Fremdkapital zu Ei-
genkapital an. Das Eigenkapital ist dabei als die Differenz zwischen „dem Gesamtwert der auf 
der Aktivseite ausgewiesenen Vermögensgegenstände“ und „dem Gesamtbetrag des Fremd-
kapitals als Ausdruck zukünftiger Zahlungs- und Leistungsverpflichtungen“ definiert (Bitz et 




VG   
Die Rentabilität wird durch den Return on Equity (RoE) gemessen. Als Gewinn wird hierbei 
der Jahresüberschuss zugrunde gelegt, und durch das zu Jahresbeginn zur Verfügung stehende 







Die Liquiditätssicherung eines Unternehmens ist eine essentielle Aufgabe des Finanzmana-
gements auf Unternehmensebene. Weder kurz- noch mittel- oder langfristig darf es zu einem 
Ungleichgewicht zwischen der  Aktiv- und der Passivseite der Bilanz eines Unternehmens 
kommen. Daher sollen sowohl die Current Ratio (CR) (auch bekannt unter „Liquidität 3. Gra-
des“) als auch die  Kapitalbindungsdauer (KBD)  in die  spätere Berechnung  mit  einfließen 
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hkeiten Verbindlic ge kurzfristi
ögen Umlaufverm
CR   
Umsatz
Leistungen und n Lieferunge aus hkeiten Verbindlic n flichtunge Akzeptverp
KBD
360 * ) ( 
  
Das Umlaufvermögen setzt sich aus den liquiden Mitteln, zu denen neben der Kassenhaltung 
auch  Wertpapiere  gehören,  Rechnungsabgrenzungsposten,  Forderungen,  sonstigen  Vermö-
gensgegenständen und Vorräten zusammen. Die kurzfristigen Verbindlichkeiten werden auch 
als kurzfristiges Fremdkapital bezeichnet und bestehen aus Verbindlichkeiten mit einer Rest-
laufzeit  unter  einem  Jahr,  Steuerrückstellungen  und  Rechnungsabgrenzungsposten.  (Bitz, 
1991, S.337-338) Die Kapitalbindungsdauer gibt an, wie viele Tage das Unternehmen benö-
tigt, um seine Verpflichtungen und Verbindlichkeiten durch seine Umsatzerlöse  zu erwirt-
schaften. Es wird vermutet, dass insolvenzgefährdete Unternehmen durchschnittlich länger 
zur Tilgung brauchen als Unternehmen mit einer gesunden Bilanz. (Moody’s, 2001, S.11) 
Als fünfter Gradmesser soll die Debt Coverage Ratio (DCR) dienen. Dieser Kapitaldienstde-
ckungsgrad gibt das Verhältnis zwischen den laufenden Erträgen (EBIT) und den jährlich 
fälligen Zinszahlungen an. Je höher der Quotient ist, desto bereitwilliger sind Fremdkapital-




DCR   
Da diese Kennzahlen in der Regel für jedes Unternehmen zu ermitteln sind, bieten sie eine 
gute Arbeitsgrundlage. Je höher der Verschuldungsgrad und die Kapitalbindungsdauer sind, 
desto stärker ist das Unternehmen von Dritten abhängig. Hohe Werte beim Return on Equity, 
der Current Ratio und der Debt Coverage Ratio wirken sich hingegen positiv auf das Rating 
eines Unternehmens aus.  
 
Exkurs: Regulatorische Anforderungen (Basel II und III) 
Vor dem Hintergrund, dass noch keine endgültige Version von Basel III verabschiedet wurde, 
wird im Folgenden die Bedeutung eines internen Ratingverfahrens für eine Bank auf Basis 
von Basel II dargestellt. Es kann jedoch bereits festgestellt werden, dass unter Basel III die 
bankinternen Ratingverfahren weiter an Bedeutung gewinnen. 
Der Begriff Basel II bezeichnet Eigenkapitalregelungen, die in den letzten Jahren vom Basler 
Ausschuss  für  Bankenaufsicht  entwickelt  und  in  einem  Konsultationspapier  veröffentlicht 
wurden. Basel II ist in einem sog. Drei-Säulen-Modell strukturiert. Die erste Säule beinhaltet 
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Marktrisiko als auch das operationelle Risiko beachtet und hinterfragt. Um die Notwendigkeit 
zur Eigenkapitalhinterlegung zu bemessen, können sich Banken entweder auf externe Ratings 
berufen  oder  bankinterne  Bonitätseinschätzungen  vornehmen.  Letzt eres  Verfahren  ist  zwar 
meistens wesentlich aufwendiger, hat in vielen Fällen aber zur Folge, dass eine geringere Ei-
genkapitalunterlegung (EK-Unterlegung) notwendig ist. Mit der zweiten Säule ist die Über-
prüfung der Banken durch die Aufsicht festgeschrieben. Die dritte Säule beinhaltet die Offen-
legungspflicht,  um  eine  Marktdisziplin  bezüglich  der  eingegangenen  Risike n  zu  erhalten. 
(Wilkens et al., 2001, S.37)  
Im Konsultationspapier zu Basel II wird im Rahmen der ersten Säule „Mindestkapitalanforde-
rungen“ unter Absatz 40 die wesentliche Aussage getroffen: „Das Verhältnis von anrechenba-
rem Eigenkapital zu gewichteten Risikoaktiva darf nicht geringer sein als 8%“ (Basler Aus-
schuss für Bankenaufsicht, 2004, S.12). Die Berechnung des Kreditrisikos kann auf zwei We-
gen erfolgen: Dem Standardansatz und dem IRB-Ansatz (Internal Ratings-Based Approach). 
Auf den Standardansatz soll nur kurz eingegangen werden. Vereinfacht gesprochen wird da-
bei das Kreditrisiko unter Verwendung externer Bonitätsbeurteilungen gemessen. Forderun-
gen werden in Abhängigkeit des Schuldners und der externen Ratingklasse mit standardisier-
ten Risikogewichten (RW) multipliziert und aufsummiert. (Basler Ausschuss für Bankenauf-
sicht, 2004, S.15-44) 
EAD cht Risikogewi g Unterlegun EK * % 8 *    
Die 8% wurden als sog.  Solvabilitätskennziffer festgelegt. Kredite mit einem Risikogewicht 
von 100% müssen mit 8% Eigenkapital unterlegt werden, um die Mindestkapitalanforderun-
gen zu erfüllen. Ist das Risikogewicht niedriger, ist aufgrund der  Solvabilitätskennziffer die 
Kapitalanforderung niedriger als 8% und umgekehrt. 
Die andere Alternative zur Berechnung der Eigenkapitalunterlegung ist der sog. IRB-Ansatz. 
Damit wird Banken die Möglichkeit gegeben, eigene Rating-Modelle zur Einschätzung der 
Kreditwürdigkeit ihrer Kunden zu entwickeln (Henking, 2006, S.4-5). Die Aufsicht erlaubt 
Banken die Verwendung interner Risikoschätzmodelle, sofern sie gewisse Mindestbedingun-
gen und Offenlegungsanforderungen erfüllen. Dabei haben sie die Ausfallwahrscheinlichkeit 
(PD), die Verlustausfallquote (LGD), die ausstehenden Forderungen bei Ausfall (EAD), die 
Restlaufzeit (M) für die jeweilige Forderung bzw. den jeweiligen Schuldner und die Korrela-
tion unter den Schuldnern (R) mit einzubeziehen. Bei der Berechnung wird zwischen dem 
einfachen und dem fortgeschrittenen IRB-Ansatz unterschieden. Für diese Arbeit ist nur der 
einfache IRB-Ansatz von Bedeutung, da die Bank dabei lediglich die PD eines jeden Kredit-
nehmers schätzen muss. Diese Schätzung der Ausfallwahrscheinlichkeit kann beispielsweise 
über die Diskriminanzanalyse oder die logistische Regression erfolgen. Für die Verlustaus-
fallquote und die Restlaufzeit werden fixe Zahlen durch Basel II vorgegeben, für die Korrela-
tion errechnet das Basler Komitee Daten. Die ausstehenden Forderungen (EAD) sind der Be-
trag, der der Bank zum Zeitpunkt des Ausfalls rechtsgültig, d.h. unter Verrechnung der Einla-
gen des Kreditnehmers, geschuldet wird. (Behr und Güttler, 2004, S.26) Die genaue Berech-
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nur die grobe Vorgehensweise dargestellt werden. Sie errechnet sich aus einer Funktion der 
oben genannten Komponenten: 
) , , , , ( R M EAD LGD PD f g Anforderun EK    
Der Betrag der Eigenkapitalunterlegung muss als Verlustpuffer verstanden werden. Kredit-
institute sind verpflichtet, diese Summe bereit zu halten, um gegen unerwartete Kreditausfälle 
gerüstet zu sein. Die Darstellung im Anhang zeigt, welche zentrale Bedeutung die Ausfall-
wahrscheinlichkeit hat. Dabei liegt der Fokus der Berechnung auf zwei Zahlen: Zum einen ist 
die  durchschnittliche  Ein-Jahres-Ausfallwahrscheinlichkeit  unter  Verwendung  historischer 
Daten wichtig und zum anderen sollen die geschätzten Ausfallwahrscheinlichkeiten mögliche 
zukünftige Entwicklungen vorhersagen. 
Für die Banken hat die Verwendung eines internen Rating-Ansatzes den Vorteil, dass sie 
durch ihr internes, verfeinertes Ratingverfahren in den meisten Fällen zu einer niedrigeren 
Eigenkapitalanforderung  gelangen,  als  mit  der  Berechnung  nach  dem  Standardansatz 
(Everling, 2004, S.246). Gleichzeitig beschäftigen sich die Banken intensiv mit ihren Risiken. 
Nachteile sind jedoch der finanzielle und zeitliche Aufwand für die Entwicklung eines funkti-
onierenden Systems.  
Vom Basler Ausschuss wird in Analogie zu den externen Ratingagenturen (vgl. Tabelle 1) die 
Bildung von mindestens acht Ratingklassen gefordert (Füser, 2001, S.50). Darunter muss sich 
mindestens eine Klasse befinden, die die Ausfallklasse darstellt, also Unternehmen beinhaltet, 
die ihren Kredit nicht zurückzahlen (können). In keiner Ratingklasse darf ein zu hoher pro-
zentualer Anteil von Kreditnehmern an der Gesamtzahl sein und kein Unternehmen darf eine 
interne Ausfallwahrscheinlichkeit von weniger als 0,03% haben. (Behr und Fischer, 2005, 
S.52) Dieser Exkurs soll verdeutlichen, welch hohe Bedeutung ein internes Ratingverfahren 
für  Banken  in  der  Regel  einnimmt  und  rechtfertigt  so  den  Ver gleich  zwischen 
Diskriminanzanalyse und logistischer Regression, die die Grundlage bei der Entwicklung ei-
nes Ratingverfahrens bilden können. 
Abschließend wird zu der Thematik der Eigenkapitalhinterlegung noch auf die aktuelle Dis-
kussion der  Regularien  von  Basel III  hingewiesen. Die  Kapitalanforderungen  für Banken 
werden weiter verschärft, sodass einem funktionierenden Risikomanagementsystem der Ban-
ken eine immer größere Bedeutung zukommt. Dies hat auch Auswirkungen auf interne Ra-
tingsysteme. Für Banken ergibt sich ein Anreiz zur möglichst genauen Bestimmung der Aus-
fallwahrscheinlichkeiten,  da  die  standardmäßigen  Berechnungsvorgaben  des  Basler  Au s-
schusses in den meisten Fällen eine höhere Kapitalanforderung pro Kreditnehmer verlangen, 
als es das Ergebnis eines eigenen Systems hergibt. Ein wesentliches Ziel dieser Maßnahmen 
ist, dass systemrelevante Banken in der Lage sind, überraschende und hohe Verluste aufzu-
fangen. (Bank für internationalen Zahlungsausgleich, 2010) 
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3  Die Diskriminanzanalyse als Verfahren zur Ratingentwicklung 
Die  Diskriminanzanalyse  ist  ein  statistisches  Verfahren  zur  Analyse  von  Gruppen-
unterschieden und zur Einordnung neuer Objekte in die bestehenden Gruppen, wobei selbige 
als bekannt vorausgesetzt werden. Anhand der Merkmalsausprägungen der Gruppenmitglie-
der  (=Objekte)  wird  eine  Zuordnungsvorschrift  geschätzt,  die  sog.  Diskriminanzfunktion. 
Diese  soll  ermöglichen,  neu  hinzukommende  Objekte,  deren  Gruppenzugehörigkeit  unbe-
kannt ist, möglichst fehlerfrei zu klassifizieren. Die Objekte werden dabei durch ihre Merk-
male vollständig charakterisiert, sodass das Resultat von den Messwerten der Merkmale ab-
hängt. Eine Aufgabe der Diskriminanzanalyse ist es, genau diejenigen Merkmale zu bestim-
men, die am besten diskriminieren, d.h. unterscheiden.  
 
3.1  Problemstellung 
Die Diskriminanzanalyse findet auf verschiedenen Gebieten Anwendung. So wird sie zum 
Beispiel  im  Marketing  verwendet,  um  herauszufinden,  welche  Eigenschaften  eines  Autos 
Käufer in ihrer Entscheidung für oder gegen eine bestimmte Marke beeinflussen. In der Me-
dizin wird die Diskriminanzanalyse angewandt, um zu analysieren, welche Symptome welche 
Art von Erkrankung vermuten lassen. Im Rahmen dieser Arbeit soll der Einsatz in der Fi-
nanzwirtschaft untersucht werden. Es wird dabei der spezielle Fall der Untersuchung und 
Prognose der Kreditwürdigkeit von Unternehmen betrachtet.  
Im ersten Schritt werden dazu zwei Gruppen gebildet. Eine Gruppe besteht aus solventen Un-
ternehmen und eine Gruppe aus insolventen Unternehmen. Für jedes Unternehmen werden 
die in Kapitel 2.3 ausgewählten Bilanzkennzahlen (=Merkmale) betrachtet, anhand derer eine 
Prognose für die Gruppenzugehörigkeit neuer Unternehmen getroffen werden soll. Dazu wird 
aus den Kennzahlen eine gewichtete Linearkombination gebildet. Im zweiten Schritt soll das 
Verfahren in die Richtung erweitert werden, dass Ratingklassen abgeleitet werden, anhand 
derer die Ausfallwahrscheinlichkeit pro Unternehmen geschätzt werden kann. 
Als Ausgangsinformation steht ein Datensatz der folgenden Form zur Verfügung: 
Datenmatrix  Gruppen 
   A  B 
   Objekte  Objekte 
   1     2  …  M  1    2   …   N 
Merkmale 1  x11 x12 … x1M  y11 y12 … y1N 
2  x21 x22 … x2M  y21 y22 … y2N 
.   .     .          .    .     .          .  
.   .     .          .    .     .          .  
K  xK1 xK2 … xKM  yK1 yK2 … yKN 
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Dabei sind einige Voraussetzungen von Bedeutung: An jedem Objekt  i O  müssen die gleichen 
K  Merkmale K X X X ,..., , 2 1 gemessen werden. Welche Merkmale dies sind, wird unter fachspe-
zifischen, logischen Gesichtspunkten ausgewählt mit der Bedingung, dass sie aussagekräftige 
Informationen über die Gruppenzugehörigkeit des Objekts geben. Die Merkmalsausprägu n-
gen müssen dabei metrisch skaliert sein, damit eine Addition oder Multiplikation im Rahmen 
der Ermittlung der Diskriminanzfunktion möglich ist. Die Gesamtzahl der Objekte bestimmt 
sich aus der Summe der  m Objekte aus Gruppe  A und der  n Objekte aus Gruppe  B . Eine 
zweite wichtige Voraussetzung  ist die  Bestimmung der  Anzahl und  Art der Gruppen. Die 
Grundgesamtheit  G besteht dabei aus  2  g disjunkten Gruppen  G G G ,..., 1 . Disjunkt bedeutet, 
dass jedes Objekt nur genau einer Gruppe angehören darf (Fahrmeir et al., 1996, S.358). Die 
Art der Gruppen wird, analog zu den Merkmalen, fachspezifisch festgelegt. Die dritte Voraus-
setzung ist die Kenntnis über die Verteilung der Merkmale in den Gruppen. Für jedes Objekt 
liegen  K  Merkmalsausprägungen vor, anhand derer statistische Parameter wie beispielweise 
der Mittelwert und die Streuung errechnet werden können. Bei einer Diskriminanzanalyse 
wird die Abhängigkeit der vorgegebenen Gruppen von den Merkmalsausprägungen der Grup-
penmitglieder  untersucht.  Streng  mathematisch  verlangt  eine  lineare  Diskriminanzanalyse 
eine Normalverteilung der untersuchten Kennzahlen. 
Das Ziel der Diskriminanzanalyse ist es, eine Zuordnungsvorschrift zu bestimmen, die jedes 
neue Objekt  z  mit den Merkmalsausprägungen  k z z z ,..., , 2 1 , dessen Gruppenzugehörigkeit un-
bekannt ist, genau einer Gruppe zuordnet. Dabei soll die Wahrscheinlichkeit einer fehlerha f-
ten Zuordnung minimiert werden. Für die Berechnung ist zwingende Voraussetzung, dass alle 
Merkmale normalverteilt sind und gleiche Streuungen  sowie gleiche Kovarianzen haben. Ist 
dies gegeben, wird mittels multivariater linearer Diskriminanzanalyse die Zuordnun gsvor-
schrift bestimmt. Multivariat bedeutet in dem Fall, dass mehr als ein Merkmal betrachtet wird.  
 
3.2  Vorgehensweise 
3.2.1  Vorangestellte Berechnungen 
Wie in Tabelle 2 ersichtlich, wird jedes Objekt  i O  in Gruppe  A durch seine  K  Merkmalaus-
prägungen  Km m m x x x ,..., , 2 1 dargestellt. Diese sollen fortan als Vektor aufgefasst werden: 
(1) 
T
Km m m m x x x x ) ( 2 1    
Der Vektor beinhaltet die Werte aller Merkmalausprägungen und wird pro Objekt gebildet. 
Die Merkmale  K X X X ,..., , 2 1 der Gruppe  A sind normalverteilt  ) , (   a  mit dem Erwartungs-
wert  i i a X E  ) ( , der Streuung 
2
i   und den Kovarianzen  ij j i X X Cov   ) , ( . Dies führt zu dem 
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Für  die  Schätzung  der  Kovarianzmatrix,  die  die  Varianzen  der  einzelnen  Merkmal s-
ausprägungen und die Kovarianzen zwischen den Merkmal sausprägungen enthält, wird fol-
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 mit  ) (
2
k k X V   als Varianz und  ) , ( j i ki X X Cov   als Kovarianz 
Gleiches wird für die Gruppe  B  errechnet. Zum besseren Verständnis sollen auch der Merk-
malsvektor der Objekte in Gruppe  B  und der Erwartungswertvektor b  angegeben werden: 
(5) 
T





K Y E Y E b b b )) ( ) ( ( ) ( 1 1      
Da für eine Verwendung der linearen Diskriminanzanalyse gleiche Streuungen und gleiche 
Kovarianzen die Voraussetzung sind, ist die Kovarianzmatrix   für Gruppe  B  dieselbe wie 
für Gruppe  A. Zur Darstellung der genauen Berechnung von Erwartungswert, Varianz und 
Kovarianz wird an dieser Stelle auf den Anhang 3 verwiesen.  
 
3.2.2  Rechenbeispiel 
Die allgemein dargestellten Formeln sollen nun an einem kurzen Rechenbeispiel angewendet 
werden. Gegeben ist folgender Datensatz: 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Merkmal X1 (Rentabilität) 9,2 19,7 17,2 15,3 13,9 13 16,3 18,2 7,7 17 17,3 16,5 7,7 6,9 2,8
Merkmal X2 (Verschuldung) 6,9 12,1 15,1 10,3 12,8 3 12,1 8,1 2,4 2,6 5,1 13,2 6,6 3,1 2,5
16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
Merkmal X1 (Rentabilität) 10,5 6,1 14,5 5,8 3,4 1,3 13,4 2,9 4,4 1,4 14,7 9,8 3,3 3,6 2,8
Merkmal X2 (Verschuldung) 15,4 12,8 14,9 15,8 3,9 13,5 18,8 10,7 19,2 2,1 16,4 19,6 12,3 14,2 16,3
                            Objekte            
Merkmale
                            Objekte             
Merkmale
Gruppe A: Solvente Kreditnehmer
Gruppe B: Insolvente Kreditnehmer
 
Tabelle 3: Datensatz solventer und nicht solventer Kreditnehmer 
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Abgetragen in einem Koordinatensystem ergibt sich folgendes Bild:  
 
      Abbildung 1: Darstellung der Merkmalsverteilung 
 
Die gesuchte Zuordnungsvorschrift soll eine Funktion sein, die die beiden Gruppen opt imal 
trennt. In Abbildung 1 ist skizzenhaft eine Trennlinie (gestrichelt) eingezeichnet. Die Orth o-
gonale dazu  ist die Diskriminanzachse, an der die  jeweiligen Diskriminanzwerte a bgelesen 
werden können. Werte links vom Schnittpunkt der beiden Geraden werden der Gruppe der 
insolventen  Kreditnehmer  zugeordnet  und  Werte  rechts  vom  Schnittpunkt  der  Gruppe  der 
solventen Kreditnehmer. 
Der Erwartungswertvektor der Merkmalsausprägungen errechnet sich anhand der Mittelwerte 
pro Merkmal pro Gruppe. Es ergibt sich für die Gruppen  A und  B (vgl. Anhang 4): 







































Die Kovarianzmatrix erschließt sich aus den gruppenübergreifenden Varianzen der Merkmale 
sowie der Kovarianz der Merkmale. 
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3.2.3  Formulierung der Diskriminanzfunktion 
Ziel der Diskriminanzanalyse ist es, neue Objekte mit unbekannter Gruppenzugehörigkeit in 
die richtige Gruppe einordnen zu können. Stellvertretend soll  z  für den jeweiligen Ausprä-
gungsvektor eines neuen Objekts stehen. 
(7)   
T
K z z z ) , , ( 1  
 
Die Zuordnungsvorschrift wird linear angesetzt: 
(8)   K Kz d z d z d z d      2 2 1 1 ) (  
Die  Parameter  K d d d , , , 2 1    sind  reelle  Zahlen  und  geben  die  Gewichtung  der  einzelnen 
Merkmalausprägungen  an.  ) (z d   ist  somit  die  Summe  der  gewichteten  Merkmal s-
ausprägungen  und  wird  fortan  als  Diskriminanzwert  bezeichnet,  da  er  das  Ergebnis  der 
Diskriminanzfunktion ist. Anhand dieser Kennzahl  ) (z d  wird bestimmt, welcher Gruppe das 
neue Objekt zugeordnet wird. Dies geschieht in Abhängigkeit davon, ob  ) (z d  über oder unter 
dem Grenzwert GW liegt. Formal ausgedrückt bedeutet das: 
(9)  GW z d  ) (   Objekt gehört in Gruppe  A 
(10)  GW z d  ) (   Objekt gehört in Gruppe  B  
Bei hinreichender Rechengenauigkeit trennt der Grenzwert die Gruppen so genau, dass eine 
Gleichheit  eigentlich  nie  vorkommt  (Krause  und  Metzler,  1988,  S.405).  Ziel  ist  es,  den 
Grenzwert so zu wählen, dass eine optimale Trennung der Gruppen erreicht wird, d.h. eine 
möglichst geringe Fehlerrate bei der Zuordnung erfolgt. Um dies zu erreichen, muss ein Aus-
druck gefunden werden, der die bestmögliche Trennung der beiden Gruppen ausdrückt. Dafür 
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d Q  
Dazu sollen auf der einen Seite die Gruppenmittel einen möglichst großen Abstand von e i-
nander haben. Auf der anderen Seite soll die Streuung innerhalb einer jeden Gruppe möglichst 
klein sein. Beides zusammen wird erreicht, wenn  ) (d Q  maximiert wird. Je größer der Wert 
von Q  ist, desto größer ist der Unterschied zwischen den Gruppen. 
Der Quotient besteht daher aus mehreren Komponenten. Der Zähler gibt den quadratischen 
Abstand zwischen den Diskriminanzwerten der Gruppenmittel der beiden Gruppen an. Die 
Lage der Gruppenmittel wird dabei über die jeweiligen Mittelwertvektoren 
T
K x x x x ) ( 2 1    
und  T
K y y y y ) ( 2 1    ausgedrückt. Der Mittelwertvektor ergibt sich aus den Mittelwerten pro 
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Sind alle Werte für  K x x x , , , 2 1   bzw. 
K y y y , , , 2 1  geschätzt, kann daraus eine Schätzung 
für den Diskriminanzwert des Zentrums (Gruppenmittel) der Gruppen  A und  B  erfolgen. 
(13)    K Kx d x d x d     1 1 ) ( bzw.  K Ky d y d y d     1 1 ) (  
Mit den Ausdrücken 2 )) ( ) ( ( x d x d km   und  2 )) ( ) ( ( y d y d kn   wird der quadratische Abstand jeden 
Objektes  von  seinem  Gruppenmittel  errechnet. Der Nenner  ist also ein  Ausdruck  für die 
Streuung der Objekte innerhalb ihrer Gruppen.  
In nachfolgender Abbildung ist  das Maximierungsproblem graphisch dargestellt. In beiden 
Fällen liegt der gleiche Abstand zwischen den Mittelwerten der Diskriminanzwerte vor. Im 
oberen Fall streuen die Diskriminanzwerte der Objekte jedoch deutlich geringer um den je-
weiligen Mittelwert als im unteren Fall. Das hat zur Folge, dass der Überschneidungsbereich 
deutlich kleiner ist und die Gruppenzugehörigkeit somit besser bestimmt werden kann. 
 
            Abbildung 2: Das Maximierungsproblem 
 
Die Diskriminanzfunktion  d  trennt die Gruppen bestmöglich, wenn  ) (d Q  maximiert wird. 
Daher soll  Q als Funktion von 
T
K d d d ) ( 1   aufgefasst werden. Dies wird durch Nullsetzen 
der partiellen Ableitung von Q nach  K d d d , , , 2 1  erreicht: 
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Für  K d d d , , , 2 1  sind also die Bedingungen bekannt. Da Ableitungen nach Konstanten immer 
null ergeben, sind die gesuchten Größen  k d  aus der Bedingungsgleichung bis auf eine frei 
wählbare  Konstante  eindeutig.  Durch  Hinzufügen  der  Randbedingung  ) ' ) ( ' ( d d y x d     
kommt man zu einer eindeutigen Lösung. Die Randbedingung beinhaltet sowohl den Abstand 




der  Merkmale  als  auch  die  empirische 
Kovarianzmatrix   ˆ , deren Berechnung bereits in Kapitel 3.3 vollzogen wurde. Die Lösung 
erhält man durch: 
(15)  y x d   * ˆ  bzw.
 
) ( * ˆ 1 y x d   
  
Dieser  Ausdruck  kann  auch  in  Komponentenschreibweise  mit  folgendem  linearen  Glei-
chungssystem ausgedrückt werden:  
   
 
 
Wird  dieses  Gleichungssystem  aufgelöst,  ist  es  möglich,  alle  Parameter  K d d d , , , 2 1  der 
Diskriminanzfunktion zu  berechnen, die die einzelnen Merkmalausprägungen der Objekte 
gewichten. Nun gilt es noch, den Grenzwert zu errechnen, um anhand des Diskriminanzwertes 
) (z d  des neuen Objekts zu erkennen, in welche der beiden Gruppen es einzuordnen ist. Dazu 
werden  die  mittleren  Diskriminanzwerte  K K x d x d x d x d * ... * * ) ( 2 2 1 1       und  analog  dazu 




) ( ) (
) (
y d x d
z d

  gilt.  
Ansonsten ist die prognostizierte Zugehörigkeit für  z  Gruppe B . 
Damit zeigt sich, dass angefangen bei einem Datensatz bestehend aus solventen und insolven-
ten Kreditnehmern, über die Berechnung von Mittelwerten und Kovarianzen der Merkmals-
ausprägungen eine lineare Funktion gefunden wurde, die es ermöglicht, unter Einsetzen der 
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3.2.4  Fortsetzung des Rechenbeispiels 
Anhand der in Kapitel 3.2.2 bestimmten Mittelwertvektoren sowie der Kovarianzmatrix soll 
nun für das kurze Rechenbeispiel die Diskriminanzfunktion ermittelt werden. Es gilt, folgende 
Gleichung zu lösen:  
) ( * ˆ 1 b a d   
  


























077 , 23 167 , 13
167 , 13 393 , 24 ˆ  










059 , 0 034 , 0
034 , 0 063 , 0 ˆ 1 erhält.   


























727 , 13 727 , 7
527 , 6 247 , 13
*
063 , 0 034 , 0
034 , 0 059 , 0
 
Somit lautet die Zuordnungsvorschrift:  2 1 603 , 0 601 , 0 ) ( z z z d    
Die Diskriminanzwerte der Gruppenmittelwerte lauten damit: 
30 , 3 727 , 7 * 603 , 0 247 , 13 * 601 , 0 ) (    a d  
35 , 4 727 , 13 * 603 , 0 527 , 6 * 601 , 0 ) (     b d  
 
Der Grenzwert, der die beiden Gruppen unterteilt, berechnet sich aus der halbierten Differenz 




35 , 4 3 , 3
 

 GW  
 
Das bedeutet, dass für neue Objekte mit einem Diskriminanzwert größer als -0,525 eine Zu-
gehörigkeit zu Gruppe  A und entsprechend bei einem geringeren Diskriminanzwert als -0,525 
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3.3  Anwendung auf ein bankinternes Rating  
3.3.1  Einführung des Begriffes „Kreditscore“ 
In den bisherigen Ausführungen wurde ausschließlich die Frage nach der Gruppeneinteilung 
in solvent und insolvent behandelt. Um die Diskriminanzanalyse jedoch noch nützlicher für 
Banken zu machen, gilt es, die Ergebnisse und Erkenntnisse zu verfeinern. Da nun die Mög-
lichkeit  besteht,  für  jedes  Unternehmen  auf  Basis  seiner  Merkmalsausprägungen  einen 
Diskriminanzwert zu ermitteln, soll dies genutzt werden, die Unternehmen noch genauer ein-
zuteilen. Dafür wird der Diskriminanzwert fortan als ein Kreditscore aufgefasst, der die Zah-
lungsfähigkeit des Unternehmens wiederspiegeln soll und durch diesen ersetzt wird. Es gilt, je 
höher der Score, desto besser die Bonität. Dieser Score hat, analog zur allgemeinen linearen 
Diskriminanzfunktion, folgende Formel: 
(17)   j i
J
j





Dieser Ansatz wurde erstmalig von Fisher im Jahr 1936 entwickelt und verwendet. Er basiert 
auf der Grundidee, eine Reihe von Merkmalsvariablen zu gewichten und linear zu kombinie-
ren.  j d  ist dabei ein Vektor, bestehend aus den zu bestimmenden Koeffizienten  J d d d  , , 2 1 . 
Die Berechnung erfolgt wie vorangehend in den Formeln (8)  - (16) erläutert. Es bietet sich 
jedoch an, auch die Darstellung des Maximierungsproblems etwas ve rändert vorzunehmen, 
um  es  anschaulicher  und  leichter  verständlich  zu  gestalten.  Dazu  werden  die 
Diskriminanzwerte der Gruppenmittelwerte  ) (x d  und  ) (y d  durch die Mittelwerte der Scores 
M score,  und  N Score,  ersetzt, wobei weiterhin ein möglichst großer Abstand dieser Mittelwerte 
voneinander  das  Ziel  ist.  Außerdem  wird  die  Streuung  innerhalb  der  Gruppen  durch  die 
Summe der Varianzen der Scorewerte ausgedrückt, sodass man für ein spezifisches Unter-
nehmen i folgende Formel erhält: 
(18)  







N Score M Score




  max!    
Die beste Maximierung erhält man somit, je größer der Zähler, also der Abstand der Mittel-
werte und je kleiner der Nenner, also je geringer die Varianzen und damit die Streuung inner-
halb der Gruppen, ist. Daran anschließend können die Koeffizienten  j d  ermittelt werden, die 
die Gewichtungen der einzelnen Merkmalsvariablen für die Diskriminanzfunktion angeben. 
Die Ergebnisse sind die Scorewerte pro Unternehmen, anhand derer sie nach ihrer Bonität 
geordnet werden. (Fritz et al., 2001, S.191) Die weitere Berechnung erfolgt analog zu der 
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3.3.2  Einteilung in Ratingklassen und Ermittlung der Ausfallwahrscheinlichkeit 
Nach Ermittlung der Scores (Diskriminanzwerte) gilt es, diese in Ratingklassen zu überfüh-
ren. Die rechtlichen Vorgaben der Basel II-Regularien verlangen die Bildung von mindestens 
acht Ratingklassen. Da die Grobeinteilung der drei großen externen Ratingagenturen zehn 
Ratingstufen umfasst, soll dies auch für die in Kapitel 5 folgende Berechnung der Maßstab 
sein. Es ist zwar einleuchtend, dass eine größere Anzahl von Ratingklassen eine noch bessere 
Einteilung der Unternehmen ermöglichen würde. Grundannahme ist dabei, dass alle Kredit-
nehmer innerhalb einer Ratingklasse identisch sind und somit das gleiche Kreditrisiko auf-
weisen. Diese Gleichheitsannahme sollte aber eher als Approximation aufgefasst werden, da 
in der Realität eine stetige Verteilung der Kreditfähigkeit der Unternehmen und kein Sprung 
innerhalb der Ausfallwahrscheinlichkeit von Ratingklasse zu Ratingklasse angenommen wer-
den  kann.  (Daldrup,  2006,  S.72)  Da  das  Ziel  der  Arbeit  ein  Vergleich  der  Verfahren 
Diskriminanzanalyse und logistischer Regression ist und zudem der später betrachtete Daten-
satz aus rechentechnischen Gründen eine geringe Größe aufweist, ist es in diesem Fall nicht 
sinnvoll und nicht notwendig, eine genauere Aufteilung vorzunehmen. 
 
Anhand der Scores ist es möglich, eine Rangfolge innerhalb der untersuchten Unternehmen zu 
bilden und sie in Ratingklassen einzuteilen. Allerdings bleibt die Frage nach den Ausfall-
wahrscheinlichkeiten offen, da die Scorewerte alleine nicht als Ausfallwahrscheinlichkeiten 
aufgefasst werden können. Diese sind auf verschiedene, indirekte Weisen zu ermitteln. (Deut-
sche Bundesbank, 2003, S.65) Einerseits besteht die Möglichkeit, den Unternehmen anhand 
ihrer Scores direkt individuelle Ausfallwahrscheinlichkeiten zuzuordnen, wie später bei der 
logistischen Regression gezeigt werden wird. Andererseits kann den bestehenden Risikoklas-
sen eine (durchschnittliche) Ausfallwahrscheinlichkeit (PD) zugeordnet werden, was bei der 
Diskriminanzanalyse notwendig ist. Dabei besteht die Möglichkeit, entweder historische in-
terne Ausfalldaten zu ermitteln und weiterzuverwenden, sowie statistische Ausfallmodelle zu 
entwickeln oder die Ausfallraten von externen Ratingagenturen den internen Ratingklassen 
zuzuordnen.  (Daldrup,  2006,  S.71)  In  dieser  Arbeit  soll,  um  den  durch  die 
Diskriminanzanalyse  ermittelten  Risikoklassen  eine  Ausfallwahrscheinlichkeit  zuzuordnen, 





3.3.3  Exponentialkalibrierung der Scorewerte 
Unter Kalibrierung wird hier die Zuweisung von Ausfallwahrscheinlichkeiten zu bestehenden 
Ratingklassen verstanden. Da die beobachtete Ausfallhäufigkeit der Lernstichprobe, auf wel-
che die Diskriminanzanalyse angewandt wird, nicht zwingend der der Grundgesamtheit ent-
spricht, ist eine Kalibrierung notwendig. Ein Ratingsystem ist desto besser kalibriert, je weni-
ger die geschätzten Ausfallwahrscheinlichkeiten von den tatsächlichen abweichen (Deutsche 
Bundesbank, 2003, S.64).  
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Per Exponentialkalibrierung soll jedem Scorewert eine Ausfallwahrscheinlichkeit zugeordnet 
werden. Dabei ist die Kalibrierungsfunktion eine stetige Funktion, d.h. es existiert ein mono-
toner Zusammenhang zwischen dem Score und der entsprechenden Ausfallrate. Dazu müssen 
die Scorewerte Ratingklassen zugewiesen werden. In dieser Arbeit wurde sich dafür entschie-
den, für den Vergleich der Verfahren jeder Ratingklasse die gleiche Anzahl an Unternehmen 
zuzuweisen. Alternativ hätte auch die Möglichkeit bestanden, gleich große Score-Intervalle zu 
bilden und darauf aufbauend die Unternehmen der jeweiligen Ratingklasse zugeordnet. (Fritz 
et al., 2001, S.202) 
 
Da in vielen empirischen Studien nachgewiesen wurde, dass die Ausfallrate pro Ratingklasse 
mit abnehmender Bonität des Kreditnehmers exponentiell steigt, wird eine exponentielle Ka-
librierungskurve  angenommen.  Der  Zusammenhang  zwischen  der  Ausfallrate  und  den  R a-
tingklassen könnte dabei wie folgt aussehen: 
 
 
        Abbildung 3: Kalibrierung der Ausfallwahrscheinlichkeit 
 
Für jede Ratingklasse  i r  lässt sich eine relative Ausfallhäufigkeit  ) (











,    
t r DF , beschreibt dabei die Anzahl der ausgefallenen Unternehmen in der jeweiligen Ratin g-
klasse im Zeitraum  t ,  t ri N ,  die gesamte Anzahl an Unternehmen in dieser Klasse. Bei dieser 
Vorgehensweise ist es möglich, dass sich für die beste(n) Ratingklasse(n) eine empir ische 
Ausfallwahrscheinlichkeit von 0% ergibt, wenn nur ein Jahr oder ein zu kleiner D atensatz 
betrachtet wird. Weiterhin ist nicht auszuschließen, dass keine Zunahme der Ausfallwah r-
scheinlichkeiten mit ansteigender Ratingklasse beobachtet wurde. Daher müssen die empir i-
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wendung einer exponentiellen Funktion garantiert dabei, dass die Ausfallwahrscheinlic hkeit 
mit jeder Ratingklasse zunimmt. (Bluhm et al, 2003, S.23f.) 
 
Zunächst werden in einem Koordinatensystem auf der X-Achse die Ratingklassen und auf der 
Y-Achse die beobachteten Ausfallhäufigkeiten eingetragen. Dann wird in Excel eine exp o-







r e v y
* *   
 
v   und  w  sind  dabei  Parameter,  die  die  Lage  und  Krümmung  der  Funktion  beschreiben. 
i r y entspricht der geglätteten Ausfallwahrscheinlichkeit pro Ratingklasse, die man durch Ein-
setzen der jeweiligen Ratingklasse  l r  in die Funktion erhält. Zusätzlich lassen sich noch Klas-
senobergrenzen und –untergrenzen ermitteln. Die Untergrenze der Ratingklasse 1 beträgt ver-
ständlicherweise 0%, die Obergrenze wird durch Einsetzen des Mittelwerts von Ratingklasse 
1 und 2 in die Gleichung errechnet. Dies wird für alle Ratingklassen durchgeführt, wobei zu 
beachten  ist,  dass  die  Mindestausfallwahrscheinlichkeit  aufgrund  der  Basel  II-Regularien 
0,03% betragen muss und die Höchstausfallwahrscheinlichkeit nicht größer als 100% sein 
kann.  Gleichzeitig  muss  die  Kalibrierung  mindestens  auf  Einjahres-
Ausfallwahrscheinlichkeiten geschehen. (Basler Ausschuss für Bankenaufsicht, 2004) 
 
Somit ist es möglich, die Unternehmen anhand ihrer Score-Werte zunächst einer Ratingklasse 
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4  Die logistische Regression als Verfahren zur Ratingentwicklung 
Eine andere Möglichkeit, den Zusammenhang einer abhängigen Variablen von mindestens 
einer unabhängigen Variablen zu untersuchen, besteht mit der logistischen Regression. Dabei 
wird der Zusammenhang zwischen einer nominalskalierten, dichotomen abhängigen Variab-
len, dem Regressanten und einer oder mehreren unabhängigen Variablen, den Regressoren, 
untersucht. (Eigermann, 2002, S. 136) „Dichotom“ bedeutet dabei, dass die abhängige Vari-
able nur zwei Ausprägungen haben kann – in dem im Rahmen dieser Arbeit untersuchten Bei-
spiel, ob das jeweilige Unternehmen solvent oder insolvent ist. Diese Ausprägungen werden 
binär kodiert mit „nein“ oder „ja“ bzw. „0“ oder „1“, als Antwort auf die Frage, ob das Ereig-
nis (Insolvenz) eintritt oder nicht. Im Rahmen der logistischen Regression soll der Einfluss 
der jeweiligen unabhängigen Variablen (Merkmalsausprägungen) auf die Eintrittswahrschein-
lichkeit untersucht werden. 
 
 
4.1  Ursprung  
Die logistische Regression ist eine Weiterentwicklung des linearen Regressionsmodells. In 
letztgenanntem werden Kausalbeziehungen zwischen zwei Variablen, der abhängigen Varia-
blen  Y  und der unabhängigen Variablen  X , untersucht.  Y  errechnet sich als eine Funktion 
von  X . Ein Beispiel wäre die Absatzmenge  Y  als eine Funktion vom Preis  X , mit der Lö-
sung, dass je niedriger der Preis desto höher die Absatzmenge. (Backhaus et al., 2003, S.46) 
Dieser Zusammenhang lässt sich anhand einer Regressionsgerade in einem Koordinatensys-
tem darstellen Der Preissteht dabei auf der x-Achse und die Absatzmenge auf der y-Achse. Es 
zeigt sich ein linearer Anstieg nach folgendem Ansatz:  
 
(21)  X b a X f Y * ) (     
 
Für das Beispiel der dichotom abhängigen Variablen (Gruppen-Zugehörigkeit) ist das Modell 
der linearen Regression jedoch ungeeignet, da es nur zwei Ausprägungen gibt und somit le-




                   Abbildung 4: Zuordnung von  X  zu Y  
 
Würde nun eine Regressionsgerade  ) (X f  hinzugefügt, wird deren Lage der abhängigen Vari-
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malverteilung die Voraussetzung  ist. Dies  ist bei  einer zweiwertigen abhängigen Var iablen 
(0,1) nicht gegeben, da die Eintrittswahrscheinlichkeit Bernoulli -verteilt  ist (Höse und Hu-
schens, 2008, S.8): 
 
(22)       ) 1 (Y P  und      1 ) 0 (Y P  
 
Zudem existieren meistens mehrere unabhängige Variablen  X . Daher muss auf ein Modell 
zurückgegriffen  werden,  das  nicht-lineare  Zusammenhänge  verarbeiten  kann  und  Eintritts-
wahrscheinlichkeiten als Ergebnisse hat. 
 
 
4.2  Vorgehensweise 
4.2.1  Formulierung des logistischen Regressionsansatzes 
Mit der logistischen Regression soll keine direkte Schätzung für die Ausprägung der abhängi-
gen  Variablen  Y   vorgenommen werden,  sondern  die Eintrittswahrscheinlichkeit errechnet 
werden, dass das bestimmte Ereignis  )] 1 ( [  Y P  eintritt. Die Ausfallwahrscheinlichkeit soll 
dabei unter Verwendung der  K  unabhängigen Variablen, dargestellt als Merkmalsvektor  i X  
mit den Ausprägungen  ) ( 2 1 iK i i x x x  , prognostiziert werden (Kaiser und Szczesney, 2000, 
S.2). Von wesentlicher Bedeutung ist, dass die Gruppenzugehörigkeiten (solvent oder insol-
vent) für die betrachtete Lernstichprobe bereits bekannt sind. Daher kann zur vereinfachten 
Darstellung für jedes untersuchte Unternehmen  i U  die Zufallsvariable  i Y  definiert werden, die 








insolvent D U falls







In Abhängigkeit des Wertes der Zufallsvariablen  i Y  bestimmt sich also die bedingte Ausfall-
wahrscheinlichkeit i  . Für ein insolventes Unternehmen  i U  mit dem Merkmalsvektor  i X  lau-
tet diese demnach wie folgt: 
 
(24)  ) , 1 ( 1 iK i i i x x Y p      
 
Ist das Unternehmen  i U  dagegen solvent, bestimmt sich seine Ausfallwahrscheinlichkeit als 
Gegenwahrscheinlichkeit von  i  : 
 
(25)  ) , 0 ( 1 1 iK i i i x x Y p      
 
Damit wird innerhalb der Lernstichprobe sowohl auf den bekannten Merkmalsvektor i X  als 
auch auf die bekannte Gruppenzugehörigkeit  i Y  zurückgegriffen, sodass, wie später noch ge-
zeigt werden wird, für neue Unternehmen mit unbekanntem  i Y  gerade diese Gruppenzugehö-
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4.2.2  Bestimmung der Ausfallwahrscheinlichkeit  
Zur Bestimmung der Wahrscheinlichkeit  i   gelte „ein übliches lineares Regressionsmodell“ 
(Henking et al., 2006, S.293): 
 




K) ( 1 0        den Vektor der gesuchten Regressionskoeffizienten dar. Die 
Wahrscheinlichkeit  bestimmt sich als Linearkombination der unabhängigen Variablen  k x , 
gewichtet mit der jeweiligen Einflussstärke  k   sowie dem Parameter  o  . In Vektorschreib-




i x *     
 
Es gilt zu beachten, dass  i   eine Ausfallwahrscheinlichkeit angibt und damit einen Wert zwi-
schen 0 und 1 annehmen muss. Da sich aus Gleichung (26) als Ergebnis auch größere Werte 
ergeben könnten, muss selbige transformiert werden. Statt des linearen Modells wird nun an-
genommen, dass 
 
(28)  ) * ( ) ( i
T
i i x F F       
 
Der Wertebereich für die Funktion  F wird dabei auf das Intervall [0,1] begrenzt (Henking et 
al., 2006, S.293). Nun gilt es, diese Funktion zu bestimmen. Dafür bietet sich die binäre 
Logit-Analyse an, da die abhängige Variable  i Y  nur zwei mögliche Ausprägungen hat (Urban, 
1993, S.24). Dazu wird eine Verbindungsvariable   (häufig auch als Logit bezeichnet) einge-

















Durch die Struktur dieser Funktion ist das Ziel, eine Funktion anzugeben, die nur Werte zwi-


















Durch die logistische Funktion wird somit die geschätzte Ausfallwahrscheinlichkeit  i    in 
Abhängigkeit vom Wert der Verbindungsvariablen   ausgedrückt.  
 
Für die Gruppenzugehörigkeit ergibt sich darauf aufbauend folgendes: Objekte (Unterneh-
men) mit einem  i   größer als 0,5 werden der Gruppe „insolvent“  ) 1 (  i Y  zugeordnet, Objekte, 
deren  i   kleiner als 0,5 ist, gehören in die Gruppe „solvent“  ) 0 (  i Y . 
 
Graphisch dargestellt ergibt sich folgender Verlauf der logistischen Funktion in Abhängigkeit 
der Logits: 
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               Abbildung 5: Darstellung der Logit-Funktion 
 
Charakteristisch für die Funktion ist der s-förmige Verlauf und die Symmetrie um den Wen-
depunkt  5 , 0 ) ( ) 1 (       F Y P i .   größer als Null haben somit eine Wahrscheinlichkeit von 
über 50%, dass das Ereignis  1  i Y  eintritt, negative   haben eine Wahrscheinlichkeit kleiner 
als 50%. Somit besteht ein linearer Zusammenhang bei der Variablen    bezüglich  i X , aber 
ein nicht-linearer Zusammenhang zwischen der Eintrittswahrscheinlichkeit und den abhängi-
gen Variablen. (Backhaus et al., 2003, S.422-424) Diese logistische Funktion aus Abbildung 
5 verdeutlicht damit, dass eine proportionale Veränderung der unabhängigen Variablen, die 
aufgrund der linearen Logit-Funktion auch gleichzeitig eine proportionale Veränderung der 
Logits zur Folge hat, keine proportionale Veränderung der abhängigen  Variablen bewirkt. 
Anders ausgedrückt, haben Veränderungen im Bereich kleiner und großer Logit-Werte deut-




4.2.3  Schätzung der logistischen Regressionsfunktion 
Damit ist ein wesentlicher Schritt auf dem Weg zur Berechnung der Ausfallwahrscheinlich-
keit getan. Es zeigt sich, dass, anders als bei der Diskriminanzanalyse, direkt Wahrscheinlich-
keiten als Ergebnis  auftreten. Was  noch  fehlt, ist die Schätzung der Parameter der Logit-
Funktion. Wie im vorherigen Kapitel gesehen, gehen die Regressionskoeffizienten  k   ent-
scheidend in die Berechnung der Ausfallwahrscheinlichkeit mit ein, analog zu den Parametern 
k d  bei der Diskriminanzfunktion. Durch sie werden jeweils die Merkmalsausprägungen  i X  
gewichtet. Daher gibt es auch bei der logistischen Regression ein Schätzproblem. Für ge-
wöhnlich werden die Parameter der logistischen Regressionsfunktion durch Anwendung der 
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Dazu wird der Vektor  ) , , ( 1 I Y Y   der Ausfälle (Insolvenzen) der i  Unternehmen mit Werten in 
    1 , 0 ) , , ( 1  i I Y Y Y   betrachtet. Es wird Unabhängigkeit der  I Y Y , , 1   vorausgesetzt, sodass die 
Gruppenzugehörigkeit  eines  Unternehmens  keinen  Einfluss  auf  die  Gruppenzugehörigkeit 
eines anderen hat. Daher kann die Wahrscheinlichkeitsdichte durch die Likelihood-Funktion 
von  ) , , ( 1 I Y Y   zur Lernstichprobe  ) , , ( 1 I y y   berechnet werden, da die Likelihood-Funktion als 










i i y y L
1
1
1 1 ) 1 ( * ) , , ; , , (       für  1 . 0 bzw y   









drückt werden. Somit ergibt sich die Likelihood-Funktion: 










































Diese wird bezüglich dem Vektor 
T   maximiert, um die Wahrscheinlichkeit so zu maximie-
ren, dass genau die Gruppenzugehörigkeiten der Teststichprobe erzielt werden. 
Um dies weiter zu vereinfachen, wird anstelle der Likelihood-Funktion fortan der natürliche 
Logarithmus der Funktion betrachtet und als LogLikelihood-Funktion  ) (LL  bezeichnet (Fritz 
et al.,2001, S.195): 













































Die Lösung der Funktion erfolgt durch Anwendung des sog. Newton -Raphson-Algorithmus, 
der sich in einem iterativen, d.h. schrittweise annähernden Prozess, der exakten Lösung n ä-
hert. Dieser ist bei der Solver-Funktion in Excel hinterlegt, sodass an dieser Stelle keine nähe-
re Erläuterung zum mathematischen Hintergrund stattfindet. Die zu bestimmenden Gr ößen 
sind die Logits, die Ausfall-, Gegen- und Ereigniswahrscheinlichkeiten, wobei zwischen allen 
eine Beziehung vorherrscht. Der Logit bestimmt sich als Multiplikation der  k   mit den jewei-
ligen Merkmalausprägungen (29). Die Ausfallwahrscheinlichkeit wurde in Gleichung  (30) 
hergeleitet. Die Ereigniswahrscheinlichkeit ist die Wahrscheinlichkeit, dass genau das eine 
(Unternehmen insolvent) oder das andere Ereignis (Unternehmen solvent) eintritt. Ist das Un-
ternehmen insolvent, entspricht die Ereigniswahrscheinlichkeit der Ausfallwahrscheinlichkeit. 
Bleibt das Unternehmen dagegen solvent, ist die Ereigniswahrscheinlichkeit die Gegenwahr-
scheinlichkeit der Ausfallwahrscheinlichkeit. Mit dem Excel-Solver wird der Loglikelihood-
Wert maximiert, die  k 
 sind veränderbare Zellen. 
 
 
Auf Basis dessen erhält man die finale Gleichung zur Bestimmung der Logits, anhand derer 
unter Verwendung der logistischen Funktion die Wahrscheinlichkeit für den Eintritt des Er-
eignisses y=1 ermittelt werden kann. Für jedes Objekt kann dadurch eine individuelle Aus-
fallwahrscheinlichkeit ermittelt werden. 
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4.3  Anwendung auf ein bankinternes Rating: 
4.3.1  Bildung des Kreditscores 
Wie im Fall der Diskriminanzanalyse muss auch bei der logistischen Regression eine Umfor-
mulierung vorgenommen werden, um die Anwendung auf ein bankinternes Rating zu ermög-
lichen. Dazu wird die Verbindungsvariable   fortan als ein Score aufgefasst, der sich analog 






i x Score *    
 
Für jedes Unternehmen  i U  kann ein individueller Score errechnet werden, der sich aus den 
Merkmalsausprägungen des Unternehmens und den gewichteten Parametern 
T   zusammen-
setzt. Die geschätzte Ausfallwahrscheinlichkeit pro Kreditnehmer  i U  ist daher folgende (Behr 
und Güttler, 2004, S.126): 
(35)  






Die Hinführung zur Berechnung von 
T   erfolgt über die Maximierung einer LogLikelihood-
Funktion wie vorangehend erläutert. Für jedes Unternehmen (=jeden Kreditnehmer) ist ein 





4.3.2  Einteilung in Ratingklassen 
Im  nächsten  Schritt  werden  von  den  geschätzten  Ausfallswahrscheinlichkeiten  bzw.  den 
Scorewerten  Ratingklassen  abgeleitet.  Hierbei  das  gleiche  Verfahren  wie  bei  der 
Diskriminanzanalyse angewandt, um einen späteren Vergleich möglich zu machen. Die Ra-
tingklassen werden so belegt, dass sie die gleiche Anzahl an Mitgliedern haben. Im selben 
Zug werden ihnen Ausfallwahrscheinlichkeiten zugeteilt, indem die mittlere Ausfallrate pro 
Klasse bestimmt wird. Falls es zu große Abweichungen mit in der Realität existierenden Port-
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5  Rechenbeispiel 
5.1  Erläuterung der Fallstudie 
Nachdem die beiden Verfahren Diskriminanzanalyse und logistische Regression ausführlich 
erläutert worden sind, werden die gewonnenen Erkenntnisse in Kapitel 5 praktisch umgesetzt. 
Ausgangsüberlegung ist, dass eine Bank mit Hilfe eines quantitativen Ansatzes eine Entschei-
dungsgrundlage für die Annahme oder Ablehnung eines Kredites legen möchte, um darauf 
aufbauend ein internes Ratingverfahren einzuführen. Dazu wird ein bankinterner Datensatz, 
bestehend aus 300 Unternehmen, bei denen jeweils fünf Bilanzkennzahlen betrachtet wurden, 
untersucht (vgl. Anhang 5). 15% der Kreditnehmer mussten im Laufe des Beobachtungszeit-
raums  Insolvenz  anmelden  (nachfolgend  „insolvente  Unternehmen“  genannt).  Aus  diesem 
Datensatz wurde per Zufallsverfahren eine Lernstichprobe von 180 Unternehmen entnommen, 
von denen 153 solvent und 27 insolvent waren. Die restlichen 120 Unternehmen stehen als 
Teststichprobe zur Überprüfung der Diskriminanzfunktion bzw. der logistischen Regressions-
funktion zur Verfügung. 
 
Die  einzelnen  Kennzahlen  können  grundsätzlich  sehr  unterschiedliche  Wertebereiche  ein-
nehmen und es kann zu Ausreißern nach oben oder unten kommen. Daher wurde davon aus-
gegangen,  dass  die  bei  der  Berechnung  verwendeten  Kennzahlen  derart transformiert  und 
normalisiert wurden, dass sie nur einen Wert zwischen null und eins annehmen können. Bei 
den drei Positivmerkmalen Return on Equity (ROE), Current Ratio (CR) und Debt Coverage 
Ratio (DCR) gilt, je höher ihr Wert, desto besser die Bonität. Für die beiden Negativmerkma-
le Verschuldungsgrad (VG) und Kapitalbindungsdauer (KBD) gilt, je höher der Wert, desto 
schlechter die Bonität. Die Ausprägungen der Bilanzkennzahlen wurden künstlich generiert, 
wobei die möglichen Ausprägungen derart angepasst wurden, dass sie noch realistisch sind. 
Das bedeutet, dass die Positivmerkmale für solvente Unternehmen nur in einem Bereich zwi-
schen 0,3 und 0,9 liegen können, die Negativmerkmale nur in einem Bereich zwischen 0,1 
und 0,7 und vice versa für insolvente Unternehmen. Im Anschluss daran werden die Kredit-
nehmer  anhand  der  ermittelten  Scorewerte  in  neun  verschiedene  Ratingklassen  eingeteilt. 
Damit besteht das gesamte interne Ratingsystem aus zehn Ratingklassen, da die schlechteste 
den ausgefallenen Unternehmen vorbehalten ist, die verständlicherweise erst im Nachhinein 
zugewiesen werden können. 
 
5.2  Anwendung der Diskriminanzanalyse auf die Lernstichprobe 
Der Datensatz enthält pro Objekt  i O  (den Kreditnehmern) fünf Merkmalsausprägungen (die 
Bilanzkennzahlen) 5 1, X X  . Die Objekte sind aufgeteilt in die Gruppen „solvent“ („0“) und 
„insolvent“ („1“). Die Merkmalsausprägungen sollen derart gewichtet werden, dass die Kre-
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Gruppe  werden  zunächst  die  Erwartungs wertvektoren  a  und  b   gebildet  und  die 







































































0311 , 0 0046 , 0 0055 , 0 0021 , 0 0010 , 0
0046 , 0 0308 , 0 0019 , 0 0032 , 0 0003 , 0
0055 , 0 0019 , 0 0033 , 0 0015 , 0 0013 , 0
0021 , 0 0032 , 0 0015 , 0 0291 , 0 0017 , 0
0010 , 0 0003 , 0 0013 , 0 0017 , 0 0328 , 0
 

























3183 , 34 8797 , 5 0715 , 6 5062 , 3 0062 , 1
8797 , 5 0018 , 34 1128 , 3 3742 , 4 5497 , 0
0715 , 6 1128 , 3 2941 , 31 3026 , 2 8774 , 0
5062 , 3 3742 , 4 3026 , 2 3035 , 35 9124 , 1
0062 , 1 5497 , 0 8774 , 0 9123 , 1 6996 , 30

























b a  
Im letzten Schritt wird die invertierte Kovarianzmatrix 
1    mit dem Vektor    b a   multipli-
ziert. Das Ergebnis ist der Vektor der Diskriminanzkoeffizienten  k d , anhand derer die Merk-



























Dieser Vektor bestätigt die am Ende des Kapitels 2.3 geäußerte Annahme: Die Ausprägungen 
der Merkmale  5 3 2 , , X X X  (Return on Equity, Current Ratio und Debt Coverage Ratio) bewir-
ken eine Erhöhung des Unternehmensscores, weil ihre zugehörigen Koeffizienten  5 3 2 , , d d d  ein 
positives Vorzeichen haben. Analog dazu bewirken die als negativ für den Unternehmenssco-
re eingeschätzten Merkmale  4 1,X X  (Verschuldungsgrad, Kapitalbindungsdauer) tatsächlich 
eine Verringerung des Scores, da ihre Diskriminanzkoeffizienten  4 1,d d  negativ sind. 
Damit ist es nach nur fünf Rechenschritten möglich, für jedes Unternehmen einen individuel-
len  Scorewert  zu  errechnen,  indem  die  Merkmalsausprägungen  mit  dem  jeweiligen 
Diskriminanzkoeffizienten multipliziert und anschließend addiert werden. Für das Unterneh-
men „1“ sieht die Rechnung beispielsweise wie folgt aus: 
18 , 9 572 , 0 * 62 , 7 6 , 0 * 285 , 2 825 , 0 * 193 , 5 478 , 0 * 74 , 7 362 , 0 * 974 , 4 1        Score  
Im nächsten Schritt werden die Kreditnehmer in neun verschiedene Ratingklassen eingeteilt. 
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den die zwanzig Unternehmen mit den besten Scores der ersten Ratingklasse zugeordnet, die 
zwanzig nächstbesten der zweiten Ratingklasse, usw. Im Anschluss daran kann ein rel ativer 
Anteil der Ausfälle (Tabelle 4) pro Ratingklasse ermittelt werden, sodass die Grundlage für 
eine Exponentialkalibrierung gegeben ist. Dabei werden die beobachteten Ausfallraten in ei-
nem Koordinatensystem abgetragen (Abbildung 6). Auf der X-Achse stehen die neun Rating-
klassen, auf der Y-Achse die Ausfallraten. Die dazugehörige exponentielle Regressionsfunk-
tion wird  in Excel  bei Erstellung des Diagramms automatisch  berechnet. Die Regression s-
funktion dient der Glättung der Daten und soll einen monotonen Anstieg garantieren. Durch 
Einsetzen  der  jeweiligen  Ratingklasse  in  die  Fu nktion  erhält  man  die  geglättete  PD.  Nach 


















1  20  0   0,00%  0,05%  11,72   14,73 
2  20  0   0,00%  0,12%  10,75  11,71 
3  20  0   0,00%  0,31%  9,99  10,74 
4  20  0   0,00%  0,76%  9,28  9,98 
5  20  0   0,00%  1,90%  8,71  9,27 
6  20  1  5,00%  4,72%  7,72  8,70 
7  20  3  15,00%  11,72%  6,51  7,71 
8  20  8  40,00%  29,14%  5,29  6,50 
9  20  15  75,00%  72,42%  -0,46  5,28 












1 2 3 4 5 6 7 8 9
Exponentialkalibrierung
Ausfallrate pro Ratingklasse exponentiell geglättete Ausfallrate
 
            Abbildung 6: Exponentialkalibrierung der Ausfallrate  
 
Die Beobachtungen weisen einige Besonderheiten auf.  Für die besten  fünf Ratingklassen 
wurde in der Lernstichprobe kein Ausfall eines Kreditnehmers festgestellt. Dies ist nicht wei-
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denen nur 27 im Laufe des Beobachtungszeitraums Insolvenz anmelden mussten. Nichtsdes-
totrotz konnten mit der Kalibrierung interessante Erkenntnisse gewonnen werden.  
Obige Ergebnisse sollen nun mit realen Ausfallraten verglichen werden. In Kapitel 2.1 wu r-
den die drei größten  international anerkannten Ratingagenturen vorgestellt (Moody’s, S&P 
und Fitch). Dabei zeigte sich, dass der Aufbau und die Definition der Ratingklassen nahezu 
deckungsgleich sind. Analog verhält es sich mit den empirischen Ausfallraten, die über Jahr-
zehnte beobachtet werden konnten. Daher wird im Folgenden nur ein Vergleich mit den Aus-
fallwahrscheinlichkeiten von S&P durchgeführt. 
Als Vergleich dienen der gewichtete Langzeit-Durchschnitt der von S&P gerateten Unter-
nehmen  sowie  die  Ausfallraten  für  das  Jahr  2009  (Henking  et  al.,  2006,  S.18;  Stan-
dard&Poor‘s, 2010, S.9). Zugegebenermaßen ist 2009 im Zuge der Finanzkrise ein Ausnah-
mejahr gewesen. Mit dieser Vorgehensweise soll jedoch deutlich gemacht werden, wie stark 
Beobachtungen eines Jahres vom Langfristdurchschnitt abweichen können und wie wichtig 
daher die Betrachtung eines längeren Zeitraums ist. 
Zeitraum  AAA  AA  A  BBB  BB  B  CCC/C 
S&P: langfristiger 
Durchschnitt  0,01%  0,02%  0,08%  0,36%  1,55%  6,75%  29,35% 
S&P 2009  0,00%  0,00%  0,21%  0,53%  0,70%  10,14%  48,42% 
          Tabelle 5: Ausfallraten nach Standard & Poor‘s  
Analog zu den Bezeichnungen der externen Ratingagenturen, können die ermittelten internen 
Ratingklassen ebenfalls mit AAA bis C anstatt 1-9 bezeichnet werden. Vergleicht man die 
Zahlen von S&P nun mit den geschätzten Ausfallwahrscheinlichkeiten nach  Durchführung 
einer Diskriminanzanalyse und darauf aufbauend einer Exponentialkalibrierung fällt auf, dass 
eine grobe Übereinstimmung der Ratingklasseneinteilung der Lernstichprobe mit den Daten 
von S&P existiert. Hierbei muss allerdings die Mindestanforderung an ein internes Ratingsys-
tem bedacht werden, wonach auch die beste Ratingklasse eine Mindestausfallwahrscheinlich-
keit von 0,03% haben muss. Dies ist bei den in dieser Arbeit angestellten Berechnungen be-
rücksichtigt. Gleichzeitig gilt zu bedenken, dass eine Kalibrierungskurve eine Annäherung ist 
und nur in Ausnahmefällen genau empirische Ausfallraten bestätigt. Bei dem Vergleich muss 
zudem berücksichtigt werden, dass S&P eine gemeinsame Klasse von CCC, CC und C gebil-
det hat. Um das mit der Diskriminanzanalyse entwickelte Ratingverfahren zu vervollständi-
gen, muss der Ratingskala noch eine zehnte Klasse hinzugefügt werden, der Klasse „D“ für 
ausgefallene Unternehmen. Diese Default-Klasse beinhaltet alle Unternehmen, die  im  ent-
sprechenden Zeitraum (im hier verwendeten Beispiel beträgt er ein Jahr) Insolvenz anmelden 
mussten bzw. bei denen es zu Unregelmäßigkeiten bei der Rückzahlung kam. Dies kann ver-
ständlicherweise erst im Nachhinein festgestellt werden. Daher wurde das Ratingsystem für 
neun Klassen kalibriert, da eine Bank auch nur Unternehmen raten wird, die noch keine In-
solvenz angemeldet haben. Die zehnte Ratingklasse hat damit konsequenterweise eine Aus-
fallwahrscheinlichkeit von 100% (Baseler Ausschuss für Bankenaufsicht, 2004, S.58). Falls 
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Ober- oder Untergrenzen aufgeführt sind, ist dies ein eindeutiges Zeichen, eine Überprüfung 
des Ratingsystems vorzunehmen. 
Damit soll an dieser Stelle die Beschreibung der Ergebnisse vorerst beendet sein. In Kapitel 
5.5  wird  auf  die  Entwicklung  eines  internen  Ratingverfahrens  anhand  einer 
Diskriminanzanalyse im Vergleich mit der logistischen Regression detaillierter eingega ngen 
werden. 
 
5.3  Anwendung der logistischen Regression auf die Lernstichprobe 
Bei der logistischen Regression wird mit demselben Datensatz (Anhang 5) gearbeitet wie bei 
der Diskriminanzanalyse, um einen späteren Vergleich zu ermöglichen. Es gilt, aufbauend auf 
180 Unternehmen mit jeweils fünf Merkmalsausprägungen eine Funktion zu finden, die die 
Ausfallwahrscheinlichkeit  jedes  Unternehmens  bestmöglich  prognostiziert.  Dazu  wird  die 
Loglikelihood-Funktion (Gleichung 33) maximiert. Dies wird mit dem Excel-Solver gelöst. 
Die zu ermittelnden Koeffizienten sind die Konstante  0   sowie die fünf Gewichtungsparame-
ter  5 , 4 3 2 1 , , ,      . Diese Koeffizienten werden unter der Prämisse bestimmt, dass das Produkt 
der Ereigniswahrscheinlichkeiten maximal wird. Im Anschluss werden  5 1 , ,     mit ihren 
zugehörigen Merkmalsausprägungen  5 1 , , X X   multipliziert und unter Berücksichtigung von 
0   addiert. Für den daraus entstehenden Unternehmensscore gilt, je niedriger er ist, desto 
höher ist die Bonität des Unternehmens. Im nächsten Schritt wird die Ausfallwahrscheinlich-
keit für jeden Kreditnehmer unter Verwendung der Gleichung (35) ermittelt. Bei der logisti-
schen Regression ist zu beachten, dass ein niedrigerer Score ein Zeichen höherer Bonität ist, 
dies bei der Diskriminanzanalyse jedoch genau umgekehrt ist. 

































Die Berechnung des Scores für Unternehmen 1 sieht daher wie folgt aus: 
581 , 4 572 , 0 * 058 , 9 595 , 0 * 409 , 0 825 , 0 * 234 , 5 478 , 0 * 632 , 9 362 , 0 * 949 , 6 765 , 6 1         Score  
Die Konstante kann bei der Interpretation des Vektors 
T   vernachlässigt werden. Bei den 
Koeffizienten  5 1,     fällt auf, dass die beiden Negativmerkmale mit positiven Vorzeichen 
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schlüssig, wenn man berücksichtigt, dass gilt: „Je niedriger der Score, desto besser“. Als ers-
tes Fazit kann an dieser Stelle gezogen werden, dass sowohl die Diskriminanzanalyse als auch 
die logistische Regression den jeweils gleichen Bilanzkennzahlen einen positiven bzw. nega-
tiven Einfluss auf die Bonität einräumen. Es ist weiterhin beachtenswert, dass bei beiden Ver-
fahren den Merkmalen 2 und 5 (Return on Equity und Debt Coverage Ratio) ein ähnlicher, 
großer Einfluss zugeschrieben wird und dass zudem dem Verschuldungsgrad (Merkmal 1) 
mehr Beachtung geschenkt werden sollte, als der Kapitalbindungsdauer (Merkmal 4).  
An dieser Stelle soll ein kurzer Blick auf den Verlauf der logistischen Funktion geworfen 













-11 -9 -7 -5 -3 -1 1 3 5 7
Verlauf der logistischen Funktion
Ausfallwahrscheinlichkeit in Abhängigkeit der Scores (Logits)
Abbildung 7: Verlauf der logistischen Funktion 
Der typische s-förmige Verlauf ist sehr gut zu erkennen. Zwar sind im oberen Bereich recht 
wenige Unternehmen vertreten, dies liegt allerdings an der Struktur des Datensatzes und der 
Tatsache, dass nur 27 Unternehmen tatsächlich Insolvenz anmelden mussten. Veränderungen 
im Bereich kleiner und großer Logits wirken sich deutlich geringer auf die Ausfallwah r-
scheinlichkeit aus als Veränderungen im Bereich um den Wendepunkt der Funktion. Dies hat 
einen nahen Realitätsbezug. Jede Bilanzkennzahl hat einen gewissen Punkt, an dem Verände-
rungen nach oben oder unten nur noch geringe Auswirkungen auf die Bonität des U nterneh-
mens haben. Dagegen gibt es aber auch Bereiche, in denen kleinste Veränderungen bewirken 
können, dass externe Betrachter statt von einem Unternehmen  mit guter Bonität nun von ei-
nem Unternehmen mit schlechter Bonität sprechen. Der Mittelwert aller Ausfallwahrschein-
lichkeiten beträgt 15%. Dies entspricht genau dem Anteil der in der Lernstichprobe enthalte-
nen insolventen Unternehmen. Daher müssen die Ausfallwahrscheinlichkeiten nicht kalibriert 
werden, da davon ausgegangen wird, dass die Stichprobe exakt dem Bankportfolio entspricht. 
(Oesterreichische Nationalbank und Finanzmarktaufsicht, 2004, S.89) Die geschätzten Au s-
fallwahrscheinlichkeiten  pro  Ratingklasse  werden  daher  als  Mittelwerte  der  Ausfallwah r-
scheinlichkeiten der in der Ratingklasse vertretenen Unternehmen ermittelt. 
Analog zu der Vorgehensweise bei der Diskriminanzanalyse wird auch b ei der logistischen 
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1  20  0,021%  0,00%  0,055%  -7,51 
2  20  0,114%  0,056%  0,182%  -6,31 
3  20  0,334%  0,183%  0,493%  -5,31 
4  20  0,811%  0,494%  1,238%  -4,38 
5  20  1,851%  1,239%  2,465%  -3,68 
6  20  4,089%  2,466%  7,321%  -2,54 
7  20  13,654%  7,322%  21,330%  -1,31 
8  20  34,278%  21,331%  54,090%  0,16 
9  20  79,848%  54,091%  99,999%  6,45 















        Abbildung 8: geschätzte Ausfallwahrscheinlichkeit pro Ratingklasse  
 
Es zeigt sich ein bemerkenswertes Ergebnis: Die geschätzten Ausfallwahrscheinlichkeiten der 
logistischen  Regression  sind  den  geglätteten  Ausfallwahrscheinlichkeiten  der 
Diskriminanzanalyse sehr ähnlich. Damit kann bereits festgestellt werden: Die Herangehens-
weisen der beiden Verfahren könnten durchaus ihre Berechtigung haben, da ihre  errechneten 
Resultate den Daten von externen Ratingagenturen ähnlich sind. Es zeigt sich bei der logisti-
schen Regression unmittelbar ein streng monotoner Anstieg der Ausfallwahrscheinlichkeiten 
pro Ratingklasse. Im Bereich der besten Ratingklassen ist die Steigung sehr gering, ab R a-
tingklasse 6 nimmt sie stark zu, sodass sich auch hierbei Ähnlichkeiten zu den beobachteten 
Ausfallraten von Standard & Poor’s finden lassen. 
Zur Vervollständigung des kompletten internen Ratingsystems fehlt auch bei der logistischen 
Regression noch das Hinzufügen der zehnten (Ausfall-) Ratingklasse. Ihr wird eine Ausfall-
wahrscheinlichkeit von 100% zugeordnet, da sie nur Unternehmen beinhaltet, die bereits Zah-
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kleinerer Scorewerte eines Unternehmens als im ursprünglichen Ratingsystem berücksichtigt 
eine Überprüfung des Ratingsystems notwendig ist, falls dies nicht im Rahmen der regelm ä-
ßigen Überprüfung angepasst wurde. 
 
5.4  Überprüfung der Ergebnisse anhand der Teststichprobe 
Im bisherigen Teil des Papers ist sowohl auf Basis der Diskriminanzanalyse als auch auf Ba-
sis der logistischen Regression ein internes Ratingsystem entwickelt worden. Bei den Resulta-
ten haben sich erste Gemeinsamkeiten und Unterschiede gezeigt. Im folgenden Schritt soll 
nun anhand einer Teststichprobe, bestehend aus den restlichen 120 Unternehmen des Daten-
satzes, überprüft und verglichen werden, ob brauchbare Ergebnisse erzielt werden und eine 
realistische Aussage über die Bonität der neuen Unternehmen getroffen werden kann.  
 
Für die Kreditnehmer der Teststichprobe werden daher die Scores sowohl mit den Koeffizien-
ten  k d  der Diskriminanzanalyse als auch mit den Koeffizienten  k   der logistischen Regressi-
on ermittelt. Diese Ergebnisse befinden sich in Anhang 8 und 9. Darauf aufbauend erfolgt die 
Einteilung  in  eine  der  neun  Ratingklassen  anhand  der  Score -Intervalle  bei  der 
Diskriminanzanalyse (Tabelle 7) und den PD-Intervallen bei der logistischen Regression (Ta-
belle 8). Erwähnenswert ist, dass genau der Fall einer notwendigen Neu-Kalibrierung des Ra-
tingsystems eingetreten ist, da aus der Teststichprobe mit der Diskriminanzanalyse für ein 
Unternehmen (Nr. 206) ein höherer Scorewert errechnet worden ist, als in dem ursprünglichen 
Score-Intervall vorgesehen war. Bei der logistischen Regression gibt es sogar für zwei Unter-
nehmen (Nr. 206 + 271) einen niedrigeren Scorewert als vorgesehen. Die Unternehmen wer-
den der Einfachheit halber dennoch der Ratingklasse 1 zugeordnet, da sie einen besseren Sco-
re haben als die in der Lernstichprobe vertretenen Unternehmen. 
   Score-Intervall             
interne Ra-










1  11,72  14,73   0,05%  17  0  0,00% 
2  10,75  11,71  0,12%  15  0  0,00% 
3  9,99  10,74  0,31%  15  0  0,00% 
4  9,28  9,98  0,76%  8  0  0,00% 
5  8,71  9,27  1,90%  5  0  0,00% 
6  7,72  8,70  4,72%  19  0  0,00% 
7  6,51  7,71  11,72%  10  1  10,00% 
8  5,29  6,50  29,14%  7  0  0,00% 
9  -0,46   5,28  72,42%  24  17  70,83% 
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   PD-Intervall             
interne Ra-










1  0,000%  0,055%  0,03%  17  0  0,00% 
2  0,056%  0,182%  0,11%  13  0  0,00% 
3  0,183%  0,493%  0,33%  14  0  0,00% 
4  0,494%  1,238%  0,81%  11  0  0,00% 
5  1,239%  2,465%  1,85%  7  0  0,00% 
6  2,466%  7,321%  4,09%  18  0  0,00% 
7  7,322%  21,330%  13,65%  9  1  11,11% 
8  21,331%  54,090%  34,28%  8  0  0,00% 
9  54,091%  99,999%  79,85%  23  17  73,91% 









1 2 3 4 5 6 7 8 9
Vergleich der Zuordnung pro Ratingklasse
Diskriminanzanalyse Logistische Regression
 
    Abbildung 9: Vergleich der Zuordnungen pro Ratingklasse 
 
Die beiden Tabellen und die Abbildung zeigen ein erstaunliches Bild. Die im Laufe des Beo-
bachtungszeitraums  insolvent  gegangenen  Unternehmen  werden  bei  beiden  Verfahren  den 
gleichen Ratingklassen zugeordnet. Ein Unternehmen in Ratingklasse 7, die anderen siebzehn 
in Ratingklasse 9. Überraschend ist, dass in beiden Fällen keines der in Ratingklasse 8 klassi-
fizierten Unternehmen ein insolventes ist, obwohl in dieser Klasse mit einer Ausfallwahr-
scheinlichkeit von ca. 30% gerechnet worden ist. Dies lässt sich aber auf die geringe Größe 
des Datensatzes und vor allem auch auf die Struktur der Verteilung zurückführen. So befinden 
sich in Klasse 9 erstaunlich viele Unternehmen, dagegen finden sich in den Klassen 7 und 8 
relativ wenige. Bemerkenswert ist dennoch, dass der relative Ausfallanteil pro Ratingklasse – 
bis auf Kategorie 8 – den geschätzten Ausfallwahrscheinlichkeiten sehr nah kommt. Dabei 
muss beachtet werden, dass die geschätzten PD’s der besten Ratingklassen nahe 0% liegen 
und dass bei einer kleinen Datensatzgröße von 120 schon ein in diese Kategorien klassifizier-
tes insolventes Unternehmen die beobachtete PD deutlich erhöht hätte und die Ergebnisse 
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auch für die Teststichprobe Datensätze zu verwenden, die eine deutlich größere Zahl an U n-
ternehmen aufweisen.  
 
 
5.5  Vergleich der beiden Verfahren 
Ratings haben für Banken eine wesentliche Bedeutung: Sie sollen die Bonität der Kreditneh-
mer abbilden und durch die Ratingklasse eine Schätzung für die Ausfallwahrscheinlichkeit 
treffen. Daher liegt das Ziel des Vergleichs in der Beurteilung von Diskriminanzanalyse und 
logistischer Regression, als Basis für ein internes Ratingsystem zu dienen. Die Erkenntnisse 
der vorangegangenen Untersuchungen sind dabei die Grundlage. 
 
Zunächst sollen die theoretischen Ansätze der beiden Verfahren im Vordergrund stehen. Die 
Diskriminanzanalyse hat in ihrer in dieser Arbeit verwendeten Form das originäre Ziel, eine 
Funktion zu finden, die zwei betrachtete Gruppen optimal trennt. Unter optimaler Trennung 
werden dabei ein größtmöglicher Abstand der Gruppenmittelwerte und eine möglichst geringe 
Streuung verstanden. Dies wird über einen Quotienten dargestellt, dessen Maximierungsprob-
lem sich in fünf Schritten lösen lässt: Bestimmung der Erwartungswertvektoren pro Gruppe, 
Berechnung der Kovarianzmatrix, deren Größe sich nach der Anzahl der betrachteten Merk-
male richtet, Invertieren dieser Kovarianzmatrix, Bildung der Differenz zwischen den beiden 
Erwartungswertvektoren,  sowie  abschließender  Multiplikation  von  invertierter 
Kovarianzmatrix und der Differenz der Erwartungswertvektoren. Im Anschluss besteht die 
Möglichkeit, einen Grenzwert zu ermitteln, mit dem die Diskriminanzwerte verglichen wer-
den und damit die Zuordnung zu einer der beiden Gruppen ermöglichen. 
 
Für ein bankinternes Ratingverfahren wird noch einen Schritt weiter gegangen. Durch Multi-
plikation der Merkmalausprägungen eines Unternehmens mit den Diskriminanzkoeffizienten 
kann ein Scorewert ermittelt werden. Aufbauend auf diesen Resultaten wurden die Unterneh-
men der Lernstichprobe in neun gleich große Ratingklassen eingeteilt. Im Anschluss wurden 
empirische  Ausfallhäufigkeiten  ermittelt  und  per  Exponentialkalibrierung  zukünftige  Aus-
fallwahrscheinlichkeiten geschätzt. Neue Unternehmen können demnach durch Betrachtung 
ihres Scores in eine Ratingklasse eingeteilt werden und über diesen Weg auch eine geschätzte 
Ausfallwahrscheinlichkeit erhalten.  
 
Bei der logistischen Regression liegt der Fokus zunächst ebenfalls auf der Zugehörigkeit zu 
einer von zwei Gruppen. Die gesuchte Regressionsfunktion soll die Ermittlung der Eintritts-
wahrscheinlichkeit ermöglichen, dass ein Unternehmen zu genau einer Gruppe gehört. Das 
Maximierungsproblem ist in diesem Fall eine Likelihood-Funktion, die durch das Produkt der 
Dichtefunktion der Lernstichprobe definiert ist. Gelöst wird das Problem durch die Betrach-
tung des natürlichen Logarithmus der Funktion und Lösung in Excel. Dabei sind Scorewerte, 
Ausfall-, Gegen- und Ereigniswahrscheinlichkeiten die zu  bestimmenden Größen. Die ge-
suchte Funktion besteht aus einem konstanten Koeffizienten sowie so vielen weiteren Koeffi-
zienten wie Merkmale betrachtet werden. Wenn nur die Gruppenzugehörigkeit interessieren 
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diese über oder unter 50% liegt. Diese Zwei-Gruppen-Klassifizierung stand im Vordergrund 
einer Arbeit von Mählmann (2004). Eines der wesentlichen Resultate war, dass keine gravie-
renden Unterschiede zwischen den beiden Verfahren bestehen, um eines zu bevorzugen. A l-
lerdings sind die Diskriminanzkoeffizienten nicht widerspruchsfrei, wenn die M erkmalsaus-
prägungen  nicht  normal  verteilt  sind.  Dies  führt  zu  eine r  Verzerrung  in  den  Scorewerten  
(Mählmann, 2004, S.21). Daher wurde auch in einem Beitrag von Hartmann -Wendels et al. 
(2005) die logistische Regression der Diskriminanzanalyse vorgezogen, da sie sich hinsicht-
lich  einer  Verletzung  der  Normalve rteilung  als  robust  erweist,  was  insbesondere  bei  einer 
ordinalen Klassifikation wie einer Ratingskala eine große Bedeutung hat im Vergleich zu ei-
nem Modell, das lediglich zwischen zwei Gruppen unterscheidet. 
 
Bei der Entwicklung eines bankinternen Ratingverfahrens rückt diese Betrachtung jedoch in 
den Hintergrund, da die Zugehörigkeit zu einer Ratingklasse und darauf aufbauend die Z u-
ordnung  einer  Ausfallwahrscheinlichkeit  von  Interesse  ist.  Bei  beiden  Ver fahren  sind  die 
Rechnungen in Excel problemlos zu lösen. Die Diskriminanzanalyse besteht dabei aus einer 
größeren Anzahl von Schritten und ist bei der Erstellung schwieriger zu handhaben. Die logis-
tische  Regression  hat  als  großen  Vo rteil,  dass  unmittelbar Ausfallwahrscheinlichkeiten  für 
jeden Kreditnehmer ermittelt werden können. Dies kann sich gerade dann als Vorteil erwe i-
sen, wenn eine Ratingklasse ein größeres PD -Intervall abdeckt. Dann kann es für die Bank 
durchaus von Wichtigkeit sein, ob sich die Ausfallwahrscheinlichkeit am oberen oder am un-
teren Ende befindet. Für beide Verfahren ergeben sich letztlich zehnstufige Ratingskalen. Sie 
bestehen  aus  den  neun  bekannten  Ratingklassen  plus  einer  zusätzlichen  Ratingklasse  10 

















schätzte PD  
1  AAA  0,01%  0,05%  0,02% 
2  AA  0,02%  0,12%  0,11% 
3  A  0,08%  0,31%  0,33% 
4  BBB  0,36%  0,76%  0,81% 
5  BB  1,55%  1,90%  1,85% 
6  B  6,75%  4,72%  4,09% 
7  CCC 
29,35% 
11,72%  13,65% 
8  CC  29,14%  34,28% 
9  C  72,42%  79,85% 
10  D  100%  100,00%  100% 
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6  Fazit und Ausblick 
Bevor ein abschließendes Fazit gezogen werden kann, sollten einige Aspekte beachtet wer-
den. In der vorliegenden Arbeit wurde die grundlegende Systematik bei der Entwicklung ei-
nes  internen  Ratingsystems  vorgestellt. Dabei wurde die Errechnung  von  Kreditscores  für 
Unternehmen mit der Diskriminanzanalyse und der logistischen Regression theoretisch herge-
leitet. In Anschluss wurden die Vorgehensweise bei der Einteilung in Ratingklassen und die 
Kalibrierung  bzw. Zuteilung  von  Ausfallwahrscheinlichkeiten erläutert. Dies alles geschah 
mit Hinsicht auf den IRB-Ansatz, der Banken vom Basler Ausschuss als Alternative zur Ver-
wendung  externer  Ratings  ermöglicht  wird.  Zur  Vervollständigung  wurde  eine  praktische 
Anwendung durchgeführt, um die Resultate der Verfahren vergleichen und bewerten zu kön-
nen. Daher mussten an einigen Stellen Annahmen vorausgesetzt und Vereinfachungen vorge-
nommen werden, um den gesamten Prozess verschlankt darzustellen. So wurden unter Ande-
rem die betrachteten Bilanzkennzahlen festgelegt, ohne zu prüfen, ob es ggf. weitere Kenn-
zahlen gibt, die eine noch bessere Unterscheidung der Unternehmen ermöglichen. Des Weite-
ren bedarf es bis zu einem endgültigen Ratingsystem Daten und Erkenntnissen mehrerer Jah-
re. Nichtsdestotrotz wurden interessante Erkenntnisse gewonnen, welche Möglichkeiten es für 
interne Ratingverfahren gibt und welche Schwierigkeiten gleichzeitig auftreten. 
Sowohl die Diskriminanzanalyse als auch die logistische Regression berücksichtigen bei ihrer 
Berechnung historische Daten. Ihnen liegt die Annahme zugrunde, dass sich auf Basis von 
vergangenheitsorientieren Daten zukünftige Ausfälle prognostizieren lassen. Dies wurde bei 
der Entwicklung der Lern- und Teststichprobe zugrunde gelegt. Die Daten der Stichprobe 
haben transformierte Bilanzkennzahlen repräsentiert. Dass dies zulässig ist, zeigt die Verwen-
dung der Diskriminanzanalyse und der logistischen Regression in der Realität. So hat zum 
Beispiel Moody’s standardisierte Ratingverfahren  für  nicht börsennotierte Unternehmen  in 
den USA, Australien und Deutschland entwickelt, die auf einem logistischen Regressionsmo-
dell  basieren.  Zur  Beurteilung  wurden  Kennzahlen  aus  öffentlich  zugänglichen  Jahresab-
schlüssen verwendet. Moody’s verwendet das logistische Modell, da es, im Gegensatz zu ei-
nem linearen Modell, aufgrund seiner schon zuvor erwähnten S-Form den Einfluss der einzel-
nen Kennzahlen ab einem bestimmten Punkt begrenzt. (Moody’s 2001; Moody’s, 2003) Ein 
weiterer wesentlicher Vorteil der logistischen Regression ist das direkte Errechnen von indi-
viduellen Ausfallwahrscheinlichkeiten. Dadurch ist im Normalfall, d.h. wenn die Stichprobe 
eine entsprechende Größe hat, keine Kalibrierung notwendig. Ausnahme wäre ein gravieren-
des Abweichen der mittleren Ausfallrate der Stichprobe von in der Realität nachgewiesenen 
Ausfallraten (Oesterreichische Nationalbank und Finanzmarktaufsicht, 2004, S.56). 
Allerdings muss berücksichtigt werden, dass es extreme Szenarien geben kann, in denen eini-
ge Gesetze des Marktes außer Kraft gesetzt werden und unvorhergesehen Ereignisse gesche-
hen. Dies wurde zum Beispiel im Zuge der aktuellen Finanzmarktkrise ersichtlich. Zwar tref-
fen die Ausfallwahrscheinlichkeiten der großen Ratingagenturen auf lange Sicht zu. Gerade in 
den Jahren 2007 und 2008 wurden jedoch einige Unternehmen, Länder oder auch Finanzpro-
dukte falsch geratet. Daher ist einerseits eine regelmäßige Überprüfung des Verfahrens wich-
tig. Andererseits zeigt es, dass allein auf Basis mathematischer Daten manchmal nicht die 
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langt, wenn es um die Beurteilung kritischer Situationen geht. Der Basler Ausschuss hat daher 
in den „Mindestkapitalanforderungen“ zahlreiche Kriterien und Bedingungen festgelegt, die 
bei der Entwicklung des Ratingsystems eine Rolle spielen. So ist unter Absatz 417 die Ver-
wendung von statistischen Modellen ausdrücklich zulässig, allerdings zunächst als Grundlage 
für die Zuordnung. Die „menschliche Überwachung“ und ein „menschliches Urteilsvermö-
gen“ sind unerlässlich. Zudem müssen die Daten der Modellentwicklung die aktuelle Schuld-
nerstruktur der Bank repräsentieren und auch das Modell muss regelmäßig validiert werden. 
So müssen unter anderem die realen Ausfallhäufigkeiten mit den geschätzten verglichen und 
bei Bedarf angepasst werden. (Basler Ausschuss für Bankenaufsicht, 2004, S.80-96) Dem-
nach sind die Erkenntnisse der vorliegenden Arbeit für die ersten Schritte der Entwicklung 
eines internen Ratingverfahrens von großer Relevanz. Es lässt sich vermuten, dass tendenziell 
Banken mit risikoärmeren Kreditportfolien den einfachen IRB-Ansatz anwenden, da sie für 
Kreditnehmer aus dem Investment-Grade-Bereich (bis inklusive BBB) in der Regel einer ge-
ringeren  Kapitalanforderung  nachkommen  müssen  als  beim  Standardansatz  (Europäische 
Zentralbank, 2001, S.79). Dies beruht auf der genaueren Einschätzung der Ausfallwahrschein-
lichkeit der Kreditnehmer, die den Faktor  PD aus der Funktion zur Berechnung der Eigenka-
pital-Anforderung (vgl. Exkurs) ausmacht. Bis zur endgültigen Implementierung und Abnah-
me eines auf Basis der Diskriminanzanalyse oder logistischen Regression entwickelten Ra-
tingsystems durch die Aufsicht sind allerdings noch weitere Schritte notwendig. 
Letzten Endes ist es eine Entscheidung der Bank, ein internes Kreditratingverfahren zu ver-
wenden oder nicht. Es bedarf einer genauen Abwägung der Kosten und Nutzen des Systems. 
Einerseits geschieht dies im Hinblick auf die zeitliche Inanspruchnahme der Entwicklung und 
regelmäßigen Überprüfung des Ratingsystems sowie seiner Entwicklungskosten. Andererseits 
müssen die möglichen Einsparpotentiale durch geringere Eigenkapitalhinterlegungen und die 
verbesserte, risikoorientierte Kreditpolitik der Bank beachtet werden. Es gäbe in diesem Zu-
sammenhang die Möglichkeit, die Anzahl der Ratingklassen zu erhöhen, um eine noch genau-
ere Trennung zu erreichen. Bei insgesamt zehn Ratingklassen kommt es durchaus vor, dass in 
einigen Ratingklassen die Abstände zwischen der resultierenden Ober- und Untergrenze der 
geschätzten Ausfallwahrscheinlichkeit recht hoch ist. 
Alles in allem hat der Vergleich von Diskriminanzanalyse und logistischer Regression im 
Rahmen einer Stichprobe eines gezeigt: Die Endergebnisse, also die den verschiedenen Ra-
tingklassen zugeordneten Ausfallwahrscheinlichkeiten, sind nicht nur untereinander, sondern 
auch verglichen mit externen Ratingagenturen in ihrer Grundtendenz ähnlich. Allerdings be-
steht auch dabei für ein abschließendes Urteil die Notwendigkeit, die Verfahren mehrfach 
durchzuführen, bis sich mit an Sicherheit grenzender Wahrscheinlichkeit sagen lässt, dass dies 
auf jeden Datensatz zutrifft. Nichtsdestotrotz wurde auch deutlich, dass die logistische Re-
gression einige Vorteile gegenüber der Diskriminanzanalyse hat, die verschiedentlich aufge-
zeigt wurden. Dazu zählt beispielsweise die Tatsache, dass ein logistisches Modell den Ein-
fluss einzelner Kennzahlen ab einer bestimmten Größe begrenzt. Zudem werden die Ausfall-
wahrscheinlichkeiten direkt berechnet und verringern somit das Risiko von Kalibrierungs-
fehlern. Daher ist mit den im Rahmen der vorliegenden Arbeit gewonnenen Erkenntnissen die 
logistische Regression der Diskriminanzanalyse vorzuziehen, wenn es um die Entwicklung 
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Anhang 
Anhang 1: Berechnung der Eigenkapitalanforderung nach Basel II 
Im Exkurs zu Basel II wurde der einfache IRB-Ansatz in Kürze eingeführt. An dieser Stelle 
soll nun eine ausführliche Erläuterung vorgenommen werden. Ausgangspunkt ist die Funktion 
der Eigenkapitalanforderung: 
(A1)  ) , , , , ( R M EAD LGD PD f g Anforderun EK    
Die Ausfallwahrscheinlichkeit PD, die Verlustquote  LGD, die Laufzeit  M  und die Korrelati-
on  R stellen ihrerseits die Komponenten für eine Funktion zur Bestimmung des Risikoge-
wichts  RW dar und können damit ausgeklammert werden. Zusätzlich wird der Wert von 12,5 
in die Formel mit aufgenommen, da er dem Kehrwert der Mindestkapitalanforderung von 8% 
entspricht: 
(A2)  5 , 12 * *EAD RW g Anforderun EK    
Zur Bestimmung von  RW hat der Basler Ausschuss für Bankenaufsicht folgende Formel 
festgesetzt: 
(A3) 
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N  bezeichnet dabei die Normalverteilung und  G  die Inverse der Normalverteilung. Der letzte 
Term von (A3) beschreibt dabei die Restlaufzeitanpassung  b, die in Deutschland bei Forde-
rungen an Unternehmen mit einer Bilanzsumme und einem Jahresumsatz bis 500 Mio. Euro 
auf zweieinhalb Jahre festgelegt ist. (Deutsche Bundesbank, 2004, S.96) 
Im nächsten Schritt werden die risikogewichteten Aktiva bestimmt: 
(A4)  5 , 12 * *EAD RW RWA  
EAD bezeichnet dabei das Exposure at Default, also die an Krediten ausgegebene Summe, die 
theoretisch ausfallen könnte. Dieses wird mit dem errechneten Risikogewicht und dem Kehr-
wert der 8% Mindestanforderung multipliziert. Die Formel (A4) ist damit im Vergleich zu 
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hinterlegung wird also als Produkt der risikogewichteten Aktiva und der Mindestanforderung 
von 8% bestimmt: 
(A5)  % 8 * RWA g Unterlegun EK     
Dieses finale Ergebnis ist für das Kreditinstitut der entscheidende Betrag, um die Mindestei-
genkapitalanforderungen nach Basel II zu erfüllen. (Behr und Güttler, 2004, S.25-29) 
Zu (A3) kann noch ergänzt werden, dass die erwarteten Verluste im ersten Term durch Sub-
traktion herausgerechnet werden. Dies erfolgt, um nicht für denselben Kredit zweifach Eigen-
kapital zu hinterlegen. In einer weiteren Rechnung wird die Summe der erwarteten Verluste, 
bei deren Berechnung erneut die Ausfallwahrscheinlichkeit eine entscheidende Rolle spielt, 
mit den bilanziellen Rückstellungen verglichen, sodass bei einer etwaigen Unterdeckung die 
Rückstellungen aufgestockt werden. 
 
Anhang 2: geplante Zusammensetzung der Kapitalanforderungen nach Basel  
 
               (Bank for International Settlements, 2010(b))   
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Anhang 3: Allgemeine Berechnungen zur Diskriminanzanalyse 




























Die allgemeine Formel zur Berechnung der Kovarianz von Zufallsvariablen lautet: 
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Anhang 4: Rechnungen zum Rechenbeispiel der Diskriminanzanalyse  
Merkmal X1 Merkmal X2
Gruppe A Gruppe A
9,2 6,9 -4,047 16,376 -0,827 0,683 3,345
19,7 12,1 6,453 41,646 4,373 19,126 28,223
17,2 15,1 3,953 15,629 7,373 54,366 29,149
15,3 10,3 2,053 4,216 2,573 6,622 5,284
13,9 12,8 0,653 0,427 5,073 25,739 3,315
13 3 -0,247 0,061 -4,727 22,341 1,166
16,3 12,1 3,053 9,323 4,373 19,126 13,353
18,2 8,1 4,953 24,536 0,373 0,139 1,849
7,7 2,4 -5,547 30,766 -5,327 28,373 29,545
17 2,6 3,753 14,088 -5,127 26,283 -19,242
17,3 5,1 4,053 16,430 -2,627 6,899 -10,647
16,5 13,2 3,253 10,584 5,473 29,957 17,807
7,7 6,6 -5,547 30,766 -1,127 1,269 6,249
6,9 3,1 -6,347 40,280 -4,627 21,406 29,364
2,8 2,5 -10,447 109,133 -5,227 27,318 54,601
Summe 364,257 289,649 193,361
E(Xk) 13,247 7,727
Merkmal X1 Merkmal X2
Gruppe B Gruppe B
10,5 15,4 3,973 15,787 1,673 2,800 6,649
6,1 12,8 -0,427 0,182 -0,927 0,859 0,395
14,5 14,9 7,973 63,574 1,173 1,377 9,355
5,8 15,8 -0,727 0,528 2,073 4,299 -1,507
3,4 3,9 -3,127 9,776 -9,827 96,563 30,725
1,3 13,5 -5,227 27,318 -0,227 0,051 1,185
13,4 18,8 6,873 47,243 5,073 25,739 34,871
2,9 10,7 -3,627 13,153 -3,027 9,161 10,977
4,4 19,2 -2,127 4,523 5,473 29,957 -11,640
1,4 2,1 -5,127 26,283 -11,627 135,179 59,606
14,7 16,4 8,173 66,803 2,673 7,147 21,850
9,8 19,6 3,273 10,715 5,873 34,496 19,225
3,3 12,3 -3,227 10,411 -1,427 2,035 4,603
3,6 14,2 -2,927 8,565 0,473 0,224 -1,385
2,8 16,3 -3,727 13,888 2,573 6,622 -9,590







((X1iB)-E(X1B)) ((X1iB)-E(X1B))² ((X2iB-E(X2B)) ((X2iB-E(X2B))² ((X1iB)-E(X1B))*((X2iB-E(X2B))
((X1iA)-E(X1A)) ((X1iA)-E(X1A))²
=       (364,257 + 318,749) / (15 + 15 - 2)
((X2iA-E(X2A))
=     (175,319 + 193,361) / (15 + 15 - 2)
=     (175,319 + 193,361) / (15 + 15 - 2)
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Anhang 5: Datensatz der untersuchten Unternehmen 
Erster Teil der Lernstichprobe: 
U_Nr. Gruppe VG (X1) RoE (X2) CR (X3) KBD (X4) DCR (X5) U_Nr. Gruppe VG (X1) RoE (X2) CR (X3) KBD (X4) DCR (X5)
1 0 0,36158 0,47809 0,82481 0,59540 0,57152 46 0 0,16816 0,65703 0,74626 0,35642 0,76746
2 0 0,26673 0,81286 0,73727 0,25085 0,37546 47 0 0,69559 0,64873 0,35205 0,34137 0,80996
3 0 0,15280 0,82437 0,84956 0,64326 0,57194 48 0 0,22439 0,80805 0,89365 0,61729 0,31830
4 0 0,22946 0,30369 0,89154 0,34967 0,32040 49 0 0,66122 0,33652 0,76121 0,24881 0,52857
5 0 0,17968 0,61468 0,33042 0,27241 0,46736 50 0 0,36979 0,68941 0,85991 0,19230 0,42490
6 0 0,64662 0,52911 0,38778 0,27621 0,84189 51 0 0,24215 0,38062 0,58364 0,28424 0,71722
7 0 0,35125 0,37911 0,72863 0,56379 0,71304 52 0 0,52930 0,81049 0,63046 0,36604 0,88176
8 0 0,16295 0,37633 0,77460 0,48456 0,59898 53 0 0,24122 0,64049 0,79377 0,52346 0,65916
9 0 0,17725 0,57609 0,76268 0,22753 0,55438 54 0 0,18059 0,72512 0,79630 0,24214 0,43864
10 0 0,56490 0,52547 0,36662 0,59514 0,85628 55 0 0,22064 0,45097 0,40712 0,66427 0,37469
11 0 0,57146 0,44925 0,42473 0,50040 0,52131 56 0 0,18352 0,45584 0,42297 0,44688 0,74052
12 0 0,68759 0,51027 0,81734 0,54533 0,34357 57 0 0,55673 0,89380 0,37514 0,41628 0,30660
13 0 0,13344 0,72341 0,78079 0,25128 0,82898 58 0 0,45171 0,36718 0,48462 0,48453 0,50919
14 0 0,26146 0,59980 0,84792 0,36945 0,44962 59 0 0,59559 0,44030 0,63329 0,30307 0,60472
15 0 0,32109 0,52264 0,77154 0,59179 0,50157 60 0 0,60280 0,45076 0,75302 0,33273 0,59731
16 0 0,46209 0,77565 0,46398 0,45560 0,64080 61 0 0,12648 0,34221 0,38765 0,34126 0,81019
17 0 0,63644 0,74032 0,79148 0,29204 0,60376 62 0 0,52634 0,59543 0,85292 0,35113 0,74046
18 0 0,39314 0,39358 0,33922 0,68314 0,50107 63 0 0,36241 0,68474 0,64307 0,50592 0,68612
19 0 0,23993 0,74219 0,43787 0,53067 0,66574 64 0 0,68085 0,51568 0,30746 0,68710 0,75253
20 0 0,55381 0,72947 0,77319 0,53792 0,34705 65 0 0,69897 0,67079 0,45242 0,45923 0,46491
21 0 0,17955 0,34042 0,52991 0,60464 0,37889 66 0 0,27658 0,35233 0,45147 0,61449 0,85322
22 0 0,63247 0,78255 0,74492 0,36807 0,48008 67 0 0,63642 0,83310 0,43652 0,13280 0,53336
23 0 0,38438 0,66355 0,56270 0,10322 0,62512 68 0 0,11918 0,50457 0,79318 0,14108 0,80488
24 0 0,55989 0,85835 0,46069 0,63100 0,48667 69 0 0,63362 0,51691 0,85740 0,46056 0,67751
25 0 0,54380 0,65325 0,52080 0,20699 0,84968 70 0 0,56281 0,45152 0,49237 0,50529 0,49676
26 0 0,67484 0,55869 0,61730 0,59716 0,81531 71 0 0,19827 0,30797 0,32476 0,39785 0,83659
27 0 0,66778 0,59608 0,75055 0,19297 0,84260 72 0 0,69223 0,50320 0,41385 0,25630 0,78309
28 0 0,41567 0,84287 0,86180 0,65698 0,50960 73 0 0,66344 0,89839 0,43765 0,31682 0,83276
29 0 0,68677 0,88007 0,88317 0,36738 0,42853 74 0 0,46623 0,46799 0,76761 0,14470 0,59913
30 0 0,12201 0,77942 0,60524 0,10224 0,63935 75 0 0,24348 0,77390 0,68514 0,27564 0,88672
31 0 0,35589 0,38533 0,86716 0,44424 0,89084 76 0 0,46880 0,52286 0,45136 0,61589 0,63281
32 0 0,17486 0,72293 0,46614 0,23162 0,64580 77 0 0,65569 0,78506 0,32414 0,17342 0,79693
33 0 0,37126 0,45002 0,68812 0,43739 0,59828 78 0 0,60907 0,51200 0,35844 0,64006 0,40049
34 0 0,59513 0,83361 0,41961 0,63588 0,43465 79 0 0,39587 0,32038 0,45498 0,66721 0,89359
35 0 0,27602 0,31728 0,58894 0,50291 0,40335 80 0 0,48808 0,63317 0,58013 0,14760 0,72747
36 0 0,21169 0,83882 0,72164 0,12408 0,70747 81 0 0,22241 0,41877 0,89500 0,67740 0,85266
37 0 0,42442 0,58089 0,88818 0,15420 0,72356 82 0 0,69436 0,84016 0,60002 0,32767 0,31700
38 0 0,36714 0,71046 0,44512 0,51943 0,51531 83 0 0,50012 0,86757 0,82548 0,22240 0,53334
39 0 0,21847 0,57282 0,84427 0,48552 0,30415 84 0 0,59205 0,34174 0,71329 0,19372 0,83605
40 0 0,29912 0,65896 0,45729 0,29675 0,64937 85 0 0,15289 0,36339 0,75107 0,43844 0,61540
41 0 0,17382 0,68625 0,58073 0,67314 0,78172 86 0 0,30292 0,79565 0,71043 0,46983 0,78151
42 0 0,34835 0,35594 0,34335 0,61019 0,60914 87 0 0,12036 0,32425 0,64649 0,43196 0,32613
43 0 0,26238 0,89746 0,47461 0,23030 0,62513 88 0 0,16893 0,76004 0,48960 0,32822 0,41128
44 0 0,69686 0,35069 0,38778 0,48192 0,86917 89 0 0,15923 0,66409 0,72792 0,65539 0,37413
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Zweiter Teil der Lernstichprobe: 
U_Nr. Gruppe VG (X1) RoE (X2) CR (X3) KBD (X4) DCR (X5) U_Nr. Gruppe VG (X1) RoE (X2) CR (X3) KBD (X4) DCR (X5)
91 0 0,33744 0,37293 0,82490 0,40312 0,54329 136 0 0,31112 0,64004 0,36507 0,29937 0,61260
92 0 0,50875 0,73822 0,78733 0,69160 0,34832 137 0 0,46535 0,43169 0,85018 0,65625 0,87477
93 0 0,18545 0,67639 0,62491 0,24275 0,40361 138 0 0,54562 0,61076 0,73436 0,61714 0,34787
94 0 0,62340 0,37273 0,50809 0,57104 0,32994 139 0 0,67659 0,50140 0,82860 0,69527 0,36526
95 0 0,32330 0,84461 0,32976 0,58080 0,73206 140 0 0,52788 0,62000 0,83231 0,42495 0,43503
96 0 0,25849 0,85448 0,32305 0,37162 0,72497 141 0 0,42325 0,46404 0,61967 0,14130 0,50455
97 0 0,27982 0,44423 0,59906 0,31881 0,55798 142 0 0,58073 0,56817 0,81869 0,54708 0,43489
98 0 0,26730 0,56220 0,85310 0,11889 0,43159 143 0 0,42962 0,42228 0,38042 0,69493 0,41547
99 0 0,21409 0,53532 0,33674 0,25565 0,42438 144 0 0,59092 0,75999 0,48602 0,46781 0,63985
100 0 0,60902 0,54813 0,59872 0,46335 0,58508 145 0 0,59364 0,56379 0,87989 0,15181 0,49234
101 0 0,63102 0,59812 0,83057 0,24286 0,52897 146 0 0,34245 0,42477 0,89330 0,50777 0,64183
102 0 0,38620 0,85121 0,34773 0,42505 0,67786 147 0 0,36665 0,59653 0,44986 0,31711 0,57958
103 0 0,51296 0,89710 0,52265 0,28841 0,73517 148 0 0,50028 0,68589 0,48376 0,67183 0,51472
104 0 0,63250 0,61760 0,56514 0,34015 0,89069 149 0 0,23342 0,88124 0,46302 0,66699 0,87406
105 0 0,63719 0,53018 0,71366 0,13190 0,44999 150 0 0,32141 0,35794 0,33544 0,11459 0,80625
106 0 0,63579 0,73929 0,50161 0,68337 0,84149 151 0 0,65938 0,76956 0,81187 0,20938 0,79351
107 0 0,20943 0,78839 0,68732 0,51414 0,77049 152 0 0,42139 0,88238 0,48596 0,55927 0,51081
108 0 0,13275 0,68962 0,72483 0,69797 0,31001 153 0 0,26683 0,30053 0,51391 0,27712 0,49905
109 0 0,51405 0,57299 0,65684 0,26635 0,64743 154 1 0,55504 0,63766 0,68273 0,47851 0,18821
110 0 0,39537 0,76062 0,33632 0,65352 0,69655 155 1 0,53751 0,52403 0,62224 0,66038 0,16043
111 0 0,49973 0,65873 0,57510 0,49991 0,59858 156 1 0,33982 0,51224 0,48047 0,81470 0,15385
112 0 0,25983 0,30561 0,53568 0,19299 0,38722 157 1 0,80572 0,35023 0,62729 0,40724 0,64132
113 0 0,66510 0,78335 0,69401 0,29828 0,38817 158 1 0,41657 0,44530 0,67592 0,33132 0,17733
114 0 0,65068 0,53480 0,36198 0,11597 0,83362 159 1 0,31066 0,43881 0,52004 0,54524 0,69101
115 0 0,23943 0,63102 0,58337 0,54475 0,62385 160 1 0,41871 0,13965 0,22417 0,39397 0,61160
116 0 0,24538 0,78311 0,41269 0,58644 0,60064 161 1 0,53445 0,34581 0,43827 0,38816 0,67752
117 0 0,64495 0,62373 0,38689 0,46742 0,69736 162 1 0,42479 0,57940 0,69070 0,50432 0,26848
118 0 0,68576 0,68243 0,77294 0,64087 0,43259 163 1 0,60554 0,26728 0,54562 0,71963 0,31935
119 0 0,24621 0,72185 0,48933 0,48636 0,77674 164 1 0,64369 0,16935 0,65967 0,81274 0,24773
120 0 0,37817 0,72553 0,89006 0,18215 0,31780 165 1 0,74959 0,26230 0,33937 0,79825 0,31524
121 0 0,45794 0,61415 0,71864 0,34770 0,45353 166 1 0,70161 0,10833 0,52562 0,41833 0,66820
122 0 0,45236 0,50713 0,83275 0,30201 0,67389 167 1 0,67958 0,44354 0,52648 0,44142 0,61379
123 0 0,47194 0,46409 0,63073 0,69732 0,77258 168 1 0,64779 0,29569 0,11142 0,65351 0,18214
124 0 0,34763 0,62464 0,45921 0,12941 0,46174 169 1 0,84499 0,66469 0,11725 0,55927 0,10979
125 0 0,48751 0,72328 0,43661 0,30088 0,30484 170 1 0,41663 0,34387 0,49843 0,52983 0,36768
126 0 0,68814 0,60415 0,46047 0,33041 0,54918 171 1 0,35441 0,42310 0,50335 0,45210 0,31676
127 0 0,44341 0,48639 0,86978 0,49652 0,30154 172 1 0,59377 0,61276 0,10960 0,68377 0,46685
128 0 0,15150 0,52738 0,38157 0,11818 0,78713 173 1 0,83627 0,46861 0,61068 0,48373 0,54585
129 0 0,38359 0,84621 0,65800 0,36817 0,58117 174 1 0,42130 0,25557 0,36589 0,89360 0,22684
130 0 0,14879 0,82546 0,43071 0,32494 0,42576 175 1 0,34237 0,59943 0,24007 0,47535 0,23061
131 0 0,29643 0,78275 0,55231 0,24439 0,51158 176 1 0,81522 0,39378 0,47907 0,34965 0,53649
132 0 0,24538 0,82835 0,51019 0,21447 0,65802 177 1 0,67800 0,69461 0,43421 0,31996 0,54551
133 0 0,67677 0,41308 0,36041 0,53661 0,54414 178 1 0,76057 0,41956 0,65402 0,57035 0,28639
134 0 0,23882 0,58174 0,65689 0,51648 0,84941 179 1 0,32981 0,22453 0,64772 0,60917 0,55561
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Erster Teil der Teststichprobe: 
U_Nr. Gruppe VG (X1) RoE (X2) CR (X3) KBD (X4) DCR (X5) U_Nr. Gruppe VG (X1) RoE (X2) CR (X3) KBD (X4) DCR (X5)
181 0 0,20134 0,66218 0,62667 0,13944 0,44218 226 0 0,37079 0,87089 0,70891 0,39729 0,51476
182 0 0,63188 0,68457 0,48596 0,55321 0,35235 227 0 0,45291 0,86100 0,41088 0,68046 0,44899
183 0 0,43546 0,34235 0,62612 0,44483 0,53889 228 0 0,55279 0,72346 0,82700 0,48763 0,72805
184 0 0,40986 0,42936 0,38617 0,30156 0,88231 229 0 0,15118 0,51661 0,55841 0,48380 0,38677
185 0 0,38729 0,51169 0,63656 0,11487 0,83355 230 0 0,59329 0,86271 0,44101 0,37851 0,83782
186 0 0,44858 0,60891 0,72908 0,57941 0,43855 231 0 0,47250 0,50925 0,33881 0,66062 0,30594
187 0 0,14105 0,66272 0,83912 0,61537 0,72097 232 0 0,51216 0,37937 0,72374 0,40686 0,58348
188 0 0,43472 0,53139 0,84902 0,21527 0,53376 233 0 0,28387 0,72871 0,71718 0,20801 0,71071
189 0 0,32444 0,55030 0,46064 0,66383 0,89741 234 0 0,41906 0,62535 0,66184 0,50800 0,81924
190 0 0,35505 0,44542 0,82288 0,10890 0,40185 235 0 0,22619 0,61547 0,63211 0,61240 0,65962
191 0 0,58844 0,70093 0,43599 0,48063 0,56535 236 0 0,51359 0,32332 0,83188 0,47962 0,64100
192 0 0,55255 0,81153 0,75227 0,53830 0,53770 237 0 0,49298 0,38774 0,89846 0,38177 0,75760
193 0 0,54421 0,41093 0,69224 0,29143 0,48380 238 0 0,54562 0,88205 0,32574 0,17926 0,39833
194 0 0,58320 0,81270 0,62961 0,66360 0,59573 239 0 0,67134 0,35400 0,56551 0,62828 0,36874
195 0 0,46865 0,53250 0,58476 0,49813 0,33064 240 0 0,12924 0,39011 0,85477 0,21534 0,60735
196 0 0,39234 0,83699 0,48658 0,47873 0,51202 241 0 0,20313 0,43643 0,60697 0,36739 0,41459
197 0 0,59570 0,33887 0,56702 0,46891 0,75765 242 0 0,52776 0,53419 0,65085 0,30782 0,43311
198 0 0,62446 0,87853 0,66870 0,56351 0,76626 243 0 0,59026 0,37659 0,39328 0,66984 0,33814
199 0 0,60830 0,33339 0,31397 0,47053 0,33441 244 0 0,38778 0,36304 0,70640 0,26412 0,57301
200 0 0,53296 0,77488 0,63561 0,20240 0,85258 245 0 0,65050 0,35619 0,45221 0,31359 0,46038
201 0 0,50335 0,47898 0,81583 0,26117 0,69706 246 0 0,50738 0,57815 0,46593 0,14270 0,77975
202 0 0,61427 0,71045 0,41643 0,28353 0,74568 247 0 0,41404 0,81280 0,88931 0,32743 0,38614
203 0 0,60083 0,39871 0,56503 0,46377 0,75957 248 0 0,48722 0,46422 0,80091 0,67448 0,50387
204 0 0,10803 0,39651 0,83301 0,13684 0,59224 249 0 0,55288 0,46066 0,53299 0,62734 0,38772
205 0 0,26067 0,53977 0,52305 0,35620 0,82648 250 0 0,30980 0,42303 0,86715 0,57451 0,69457
206 0 0,10617 0,79710 0,85478 0,17575 0,75753 251 0 0,69068 0,56278 0,67700 0,47029 0,33254
207 0 0,30143 0,85705 0,77919 0,37436 0,65791 252 0 0,18226 0,62789 0,61275 0,45293 0,77738
208 0 0,62744 0,87847 0,45888 0,31868 0,89733 253 0 0,41030 0,62872 0,88335 0,17104 0,82217
209 0 0,16698 0,40149 0,62018 0,28861 0,50787 254 0 0,44543 0,72618 0,46372 0,32036 0,47681
210 0 0,48910 0,74203 0,44817 0,45444 0,43024 255 0 0,30614 0,79290 0,51233 0,38082 0,39358
211 0 0,54988 0,32921 0,51751 0,67695 0,62681 256 0 0,65234 0,62142 0,59872 0,11733 0,89874
212 0 0,51465 0,42067 0,55652 0,54293 0,51085 257 0 0,52091 0,69177 0,84058 0,23315 0,50936
213 0 0,34856 0,87998 0,32541 0,55194 0,37109 258 0 0,56023 0,65606 0,66319 0,28304 0,31675
214 0 0,32153 0,53224 0,44246 0,30916 0,81269 259 0 0,48961 0,67917 0,72020 0,33012 0,67562
215 0 0,52778 0,72306 0,56186 0,65239 0,49265 260 0 0,59573 0,78426 0,72354 0,46418 0,68752
216 0 0,12923 0,45305 0,54654 0,26416 0,54150 261 0 0,21084 0,36715 0,45931 0,45142 0,62527
217 0 0,37803 0,88606 0,49802 0,41592 0,53284 262 0 0,59332 0,56414 0,76436 0,48713 0,62873
218 0 0,61129 0,81030 0,53018 0,12572 0,61383 263 0 0,56544 0,59865 0,33658 0,24020 0,70079
219 0 0,16200 0,77176 0,74506 0,20967 0,63644 264 0 0,59351 0,41076 0,82981 0,49020 0,39399
220 0 0,41684 0,69733 0,68298 0,39961 0,56893 265 0 0,23166 0,83085 0,72802 0,54120 0,71159
221 0 0,59551 0,30507 0,49607 0,53790 0,80942 266 0 0,45922 0,64992 0,88800 0,38747 0,63411
222 0 0,27457 0,80557 0,82724 0,65997 0,76331 267 0 0,28641 0,48216 0,64421 0,23862 0,89626
223 0 0,51023 0,74990 0,87949 0,35515 0,42496 268 0 0,43499 0,81558 0,88557 0,51216 0,74438
224 0 0,43639 0,62477 0,88383 0,63316 0,70342 269 0 0,22668 0,80233 0,34546 0,54463 0,84132
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Zweiter Teil der Teststichprobe: 
U_Nr. Gruppe VG (X1) RoE (X2) CR (X3) KBD (X4) DCR (X5) U_Nr. Gruppe VG (X1) RoE (X2) CR (X3) KBD (X4) DCR (X5)
271 0 0,12826 0,82861 0,84647 0,50659 0,74841 286 1 0,78382 0,69272 0,46709 0,66707 0,24738
272 0 0,44337 0,54826 0,79561 0,54409 0,48072 287 1 0,87599 0,66688 0,14962 0,42010 0,34235
273 0 0,22097 0,36090 0,61444 0,43644 0,36112 288 1 0,54742 0,29868 0,34617 0,59480 0,38356
274 0 0,37809 0,52840 0,33691 0,22129 0,57349 289 1 0,54976 0,12204 0,28095 0,74394 0,52858
275 0 0,11332 0,49911 0,39594 0,31322 0,52840 290 1 0,58774 0,31867 0,26215 0,82505 0,36102
276 0 0,61601 0,78733 0,44916 0,22989 0,68768 291 1 0,73306 0,47081 0,24392 0,39273 0,52862
277 0 0,30193 0,60976 0,33499 0,67705 0,35979 292 1 0,78635 0,23695 0,46051 0,78117 0,16170
278 0 0,27561 0,65177 0,45751 0,35974 0,61039 293 1 0,64258 0,17418 0,34222 0,37444 0,19931
279 0 0,53158 0,49669 0,67566 0,25539 0,62996 294 1 0,53692 0,26484 0,43021 0,84438 0,31663
280 0 0,61549 0,37237 0,51377 0,61762 0,40167 295 1 0,54999 0,11655 0,64799 0,81619 0,24095
281 0 0,49866 0,85016 0,48170 0,41979 0,62614 296 1 0,56780 0,32285 0,33741 0,69213 0,47316
282 0 0,43620 0,89534 0,52787 0,24845 0,70533 297 1 0,82553 0,58258 0,25267 0,51360 0,23229
283 1 0,75198 0,56875 0,63130 0,41725 0,28349 298 1 0,39229 0,60968 0,15157 0,41986 0,13588
284 1 0,78698 0,35102 0,15337 0,38167 0,61977 299 1 0,56364 0,57538 0,55608 0,47011 0,50074
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Anhang 6: Einteilung der Unternehmen in Ratingklassen anhand der Scores 
                   (Diskriminanzanalyse) 
U_Nr Score Gruppe Ratingklasse  U_Nr Score Gruppe Ratingklasse  
13 14,73 0 1 17 10,61 0 3
75 14,47 0 1 137 10,61 0 3
36 14,30 0 1 104 10,58 0 3
107 13,33 0 1 98 10,47 0 3
68 13,24 0 1 122 10,45 0 3
86 13,22 0 1 29 10,41 0 3
30 13,21 0 1 130 10,39 0 3
149 13,20 0 1 120 10,36 0 3
46 13,16 0 1 14 10,33 0 3
3 12,92 0 1 40 10,26 0 3
52 12,80 0 1 115 10,23 0 3
151 12,46 0 1 116 10,22 0 3
132 12,37 0 1 77 10,18 0 3
43 12,34 0 1 93 10,08 0 3
37 12,16 0 1 106 10,02 0 3
83 12,07 0 1 88 9,97 0 4
103 12,05 0 1 16 9,96 0 4
134 12,02 0 1 146 9,95 0 4
41 11,88 0 1 152 9,87 0 4
81 11,73 0 1 85 9,64 0 4
119 11,71 0 2 109 9,61 0 4
53 11,71 0 2 22 9,60 0 4
96 11,68 0 2 51 9,59 0 4
129 11,65 0 2 8 9,58 0 4
54 11,64 0 2 74 9,53 0 4
73 11,55 0 2 110 9,48 0 4
32 11,54 0 2 89 9,48 0 4
31 11,49 0 2 56 9,43 0 4
28 11,31 0 2 61 9,43 0 4
62 11,26 0 2 69 9,41 0 4
9 11,24 0 2 145 9,39 0 4
27 11,17 0 2 84 9,33 0 4
2 11,08 0 2 67 9,31 0 4
25 11,06 0 2 136 9,29 0 4
128 11,04 0 2 101 9,28 0 4
63 10,91 0 2 144 9,27 0 5
95 10,89 0 2 45 9,26 0 5
48 10,79 0 2 108 9,21 0 5
131 10,79 0 2 1 9,18 0 5
50 10,76 0 2 7 9,12 0 5
90 10,73 0 3 26 9,02 0 5
80 10,69 0 3 111 9,02 0 5
19 10,69 0 3 39 8,94 0 5
23 10,67 0 3 15 8,93 0 5
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Zweiter Teil der Ratingklassen-Einteilung (Diskriminanzanalyse): 
U_Nr Score Gruppe Ratingklasse  U_Nr Score Gruppe Ratingklasse  
121 8,87 0 5 44 6,78 0 7
140 8,84 0 5 87 6,77 0 7
147 8,82 0 5 49 6,73 0 7
123 8,81 0 5 161 6,57 1 7
150 8,80 0 5 65 6,56 0 7
66 8,79 0 5 167 6,46 1 8
47 8,78 0 5 64 6,37 0 8
33 8,77 0 5 112 6,37 0 8
38 8,72 0 5 180 6,33 1 8
124 8,71 0 5 179 6,30 1 8
91 8,71 0 6 12 6,15 0 8
97 8,68 0 6 35 6,07 0 8
6 8,68 0 6 154 6,06 1 8
113 8,64 0 6 42 6,05 0 8
159 8,57 1 6 139 6,01 0 8
71 8,55 0 6 21 6,00 0 8
5 8,52 0 6 157 5,92 1 8
24 8,52 0 6 58 5,89 0 8
92 8,35 0 6 70 5,88 0 8
10 8,33 0 6 55 5,84 0 8
20 8,32 0 6 135 5,81 0 8
141 8,23 0 6 173 5,69 1 8
60 8,19 0 6 11 5,67 0 8
79 8,16 0 6 171 5,51 1 8
72 7,98 0 6 158 5,48 1 8
117 7,88 0 6 18 5,11 0 9
82 7,83 0 6 175 4,85 1 9
142 7,83 0 6 176 4,77 1 9
105 7,77 0 6 170 4,77 1 9
100 7,72 0 6 143 4,69 0 9
148 7,72 0 7 133 4,62 0 9
118 7,72 0 7 78 4,38 0 9
177 7,69 1 7 172 4,35 1 9
59 7,65 0 7 155 4,33 1 9
34 7,53 0 7 166 4,21 1 9
57 7,48 0 7 156 4,08 1 9
4 7,48 0 7 160 3,92 1 9
99 7,48 0 7 178 3,74 1 9
76 7,47 0 7 94 3,63 0 9
127 7,24 0 7 163 2,68 1 9
125 7,08 0 7 164 1,57 1 9
126 7,08 0 7 174 1,47 1 9
138 7,07 0 7 169 1,11 1 9
162 6,85 1 7 165 0,64 1 9
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Anhang 7: Einteilung der Unternehmen in Ratingklassen anhand der Scores 
                   (Logistische Regression) 
U_Nr Score PD Gruppe Ratingklasse  U_Nr Score PD Gruppe Ratingklasse 
13 -10,77 0,000021 0 1 106 -5,91 0,002709 0 3
75 -10,51 0,000027 0 1 27 -5,82 0,002956 0 3
149 -10,17 0,000038 0 1 152 -5,75 0,003173 0 3
36 -9,98 0,000046 0 1 104 -5,68 0,003409 0 3
107 -9,74 0,000059 0 1 40 -5,66 0,003470 0 3
3 -9,48 0,000076 0 1 110 -5,62 0,003617 0 3
86 -9,40 0,000083 0 1 50 -5,58 0,003758 0 3
46 -9,11 0,000111 0 1 14 -5,56 0,003840 0 3
30 -8,81 0,000149 0 1 16 -5,54 0,003896 0 3
68 -8,65 0,000174 0 1 88 -5,54 0,003919 0 3
52 -8,50 0,000203 0 1 23 -5,52 0,003977 0 3
41 -8,48 0,000207 0 1 80 -5,51 0,004029 0 3
43 -8,11 0,000300 0 1 89 -5,46 0,004240 0 3
134 -8,10 0,000303 0 1 17 -5,44 0,004327 0 3
132 -8,05 0,000318 0 1 122 -5,32 0,004875 0 3
119 -7,88 0,000379 0 1 29 -5,30 0,004982 0 4
81 -7,86 0,000387 0 1 93 -5,29 0,005009 0 4
96 -7,78 0,000419 0 1 108 -5,27 0,005095 0 4
53 -7,64 0,000479 0 1 146 -5,23 0,005316 0 4
103 -7,59 0,000505 0 1 98 -5,12 0,005930 0 4
151 -7,42 0,000599 0 2 56 -5,09 0,006113 0 4
28 -7,33 0,000657 0 2 77 -5,09 0,006141 0 4
129 -7,28 0,000688 0 2 120 -5,06 0,006295 0 4
95 -7,25 0,000713 0 2 8 -5,01 0,006612 0 4
32 -7,18 0,000761 0 2 85 -5,00 0,006681 0 4
83 -7,18 0,000761 0 2 61 -4,88 0,007521 0 4
37 -7,02 0,000889 0 2 51 -4,66 0,009414 0 4
54 -7,01 0,000902 0 2 144 -4,60 0,009956 0 4
73 -6,98 0,000925 0 2 1 -4,58 0,010141 0 4
31 -6,90 0,001004 0 2 136 -4,58 0,010178 0 4
19 -6,82 0,001086 0 2 66 -4,55 0,010466 0 4
48 -6,77 0,001146 0 2 7 -4,49 0,011090 0 4
63 -6,69 0,001243 0 2 22 -4,48 0,011234 0 4
102 -6,54 0,001444 0 2 123 -4,44 0,011629 0 4
9 -6,48 0,001538 0 2 15 -4,38 0,012366 0 4
90 -6,47 0,001548 0 2 109 -4,38 0,012393 0 5
116 -6,44 0,001601 0 2 111 -4,34 0,012902 0 5
2 -6,37 0,001707 0 2 38 -4,31 0,013201 0 5
62 -6,34 0,001755 0 2 26 -4,30 0,013368 0 5
128 -6,34 0,001756 0 2 69 -4,25 0,014058 0 5
137 -6,27 0,001893 0 3 39 -4,21 0,014588 0 5
131 -6,14 0,002146 0 3 24 -4,18 0,015132 0 5
115 -6,13 0,002165 0 3 159 -4,06 0,016901 1 5
130 -6,13 0,002167 0 3 71 -3,94 0,019070 0 5
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Zweiter Teil der Ratingklassen-Einteilung (Logistische Regression) 
U_Nr Score PD Gruppe Ratingklasse  U_Nr Score PD Gruppe Ratingklasse 
67 -3,90 0,019825 0 5 126 -1,52 0,178859 0 7
74 -3,89 0,020009 0 5 44 -1,48 0,185750 0 7
45 -3,85 0,020829 0 5 153 -1,37 0,201872 0 7
33 -3,83 0,021154 0 5 180 -1,36 0,203950 1 7
92 -3,81 0,021741 0 5 42 -1,31 0,212541 0 7
10 -3,80 0,021782 0 5 55 -1,30 0,214058 0 8
79 -3,77 0,022426 0 5 179 -1,28 0,217185 1 8
5 -3,76 0,022747 0 5 65 -1,23 0,225763 0 8
121 -3,70 0,024162 0 5 21 -1,23 0,226763 0 8
47 -3,69 0,024326 0 5 161 -1,13 0,244868 1 8
140 -3,66 0,024968 0 6 167 -0,92 0,284568 1 8
101 -3,65 0,025241 0 6 35 -0,91 0,287865 0 8
84 -3,64 0,025518 0 6 139 -0,73 0,325833 0 8
97 -3,63 0,025800 0 6 135 -0,72 0,327598 0 8
91 -3,56 0,027678 0 6 112 -0,61 0,352613 0 8
145 -3,55 0,028020 0 6 154 -0,61 0,353142 1 8
150 -3,46 0,030383 0 6 58 -0,59 0,357668 0 8
20 -3,39 0,032722 0 6 49 -0,55 0,364775 0 8
6 -3,38 0,032840 0 6 70 -0,55 0,366911 0 8
124 -3,37 0,033209 0 6 12 -0,54 0,367752 0 8
148 -3,29 0,036022 0 6 11 -0,33 0,417361 0 8
114 -3,26 0,036798 0 6 18 -0,33 0,418081 0 8
113 -3,19 0,039621 0 6 171 -0,17 0,457948 1 8
34 -3,00 0,047235 0 6 157 0,06 0,515527 1 8
117 -2,91 0,051483 0 6 173 0,12 0,529275 1 8
76 -2,86 0,054257 0 6 143 0,21 0,552528 0 9
118 -2,75 0,060213 0 6 175 0,22 0,554258 1 9
142 -2,68 0,064417 0 6 158 0,36 0,588895 1 9
60 -2,61 0,068714 0 6 172 0,47 0,614215 1 9
57 -2,55 0,072566 0 6 156 0,62 0,649143 1 9
100 -2,53 0,073846 0 7 170 0,62 0,650962 1 9
141 -2,52 0,074335 0 7 78 0,82 0,694670 0 9
72 -2,43 0,081050 0 7 133 0,89 0,709204 0 9
99 -2,41 0,082613 0 7 155 1,01 0,733074 1 9
82 -2,38 0,084491 0 7 176 1,41 0,803902 1 9
177 -2,30 0,091181 1 7 160 1,78 0,855222 1 9
138 -2,07 0,111894 0 7 166 1,96 0,876787 1 9
59 -2,01 0,118353 0 7 94 2,09 0,889961 0 9
4 -1,99 0,119800 0 7 178 2,22 0,902242 1 9
127 -1,92 0,127570 0 7 163 2,94 0,949892 1 9
125 -1,74 0,149371 0 7 174 3,62 0,974042 1 9
162 -1,71 0,153497 1 7 164 4,24 0,985798 1 9
87 -1,69 0,156354 0 7 169 4,85 0,992263 1 9
105 -1,67 0,157871 0 7 165 5,14 0,994180 1 9
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Anhang 8: Berechnung der Scores zur Teststichprobe und Einteilung in die  
          Ratingklassen (Diskriminanzanalyse) 
U_Nr. Gruppe VG (X1) RoE (X2) CR (X3) KBD (X4) DCR (X5) Score Ratingklasse
206 0 0,10617 0,79710 0,85478 0,17575 0,75753 15,45 1 d1= -4,974
271 0 0,12826 0,82861 0,84647 0,50659 0,74841 14,72 1 d2= 7,741
222 0 0,27457 0,80557 0,82724 0,65997 0,76331 13,47 1 d3= 5,193
219 0 0,16200 0,77176 0,74506 0,20967 0,63644 13,41 1 d4= -2,285
207 0 0,30143 0,85705 0,77919 0,37436 0,65791 13,34 1 d5= 7,621
253 0 0,41030 0,62872 0,88335 0,17104 0,82217 13,29 1 interne Score
268 0 0,43499 0,81558 0,88557 0,51216 0,74438 13,25 1 Ratingklasse Untergrenze
265 0 0,23166 0,83085 0,72802 0,54120 0,71159 13,25 1 1 11,723
233 0 0,28387 0,72871 0,71718 0,20801 0,71071 12,89 1 2 10,747
187 0 0,14105 0,66272 0,83912 0,61537 0,72097 12,87 1 3 9,993
200 0 0,53296 0,77488 0,63561 0,20240 0,85258 12,68 1 4 9,278
282 0 0,43620 0,89534 0,52787 0,24845 0,70533 12,31 1 5 8,713
208 0 0,62744 0,87847 0,45888 0,31868 0,89733 12,17 1 6 7,722
269 0 0,22668 0,80233 0,34546 0,54463 0,84132 12,04 1 7 6,507
252 0 0,18226 0,62789 0,61275 0,45293 0,77738 12,02 1 8 5,295
267 0 0,28641 0,48216 0,64421 0,23862 0,89626 11,94 1 9 -0,460
225 0 0,35502 0,68156 0,85688 0,66039 0,70907 11,85 1
198 0 0,62446 0,87853 0,66870 0,56351 0,76626 11,72 2
226 0 0,37079 0,87089 0,70891 0,39729 0,51476 11,59 2
228 0 0,55279 0,72346 0,82700 0,48763 0,72805 11,58 2
230 0 0,59329 0,86271 0,44101 0,37851 0,83782 11,54 2
185 0 0,38729 0,51169 0,63656 0,11487 0,83355 11,43 2
266 0 0,45922 0,64992 0,88800 0,38747 0,63411 11,31 2
234 0 0,41906 0,62535 0,66184 0,50800 0,81924 11,28 2
256 0 0,65234 0,62142 0,59872 0,11733 0,89874 11,26 2
224 0 0,43639 0,62477 0,88383 0,63316 0,70342 11,17 2
205 0 0,26067 0,53977 0,52305 0,35620 0,82648 11,08 2
204 0 0,10803 0,39651 0,83301 0,13684 0,59224 11,06 2
247 0 0,41404 0,81280 0,88931 0,32743 0,38614 11,05 2
260 0 0,59573 0,78426 0,72354 0,46418 0,68752 11,04 2
259 0 0,48961 0,67917 0,72020 0,33012 0,67562 10,96 2
240 0 0,12924 0,39011 0,85477 0,21534 0,60735 10,95 2
217 0 0,37803 0,88606 0,49802 0,41592 0,53284 10,67 3
235 0 0,22619 0,61547 0,63211 0,61240 0,65962 10,55 3
257 0 0,52091 0,69177 0,84058 0,23315 0,50936 10,48 3
181 0 0,20134 0,66218 0,62667 0,13944 0,44218 10,43 3
281 0 0,49866 0,85016 0,48170 0,41979 0,62614 10,41 3
218 0 0,61129 0,81030 0,53018 0,12572 0,61383 10,38 3
189 0 0,32444 0,55030 0,46064 0,66383 0,89741 10,36 3
192 0 0,55255 0,81153 0,75227 0,53830 0,53770 10,31 3
214 0 0,32153 0,53224 0,44246 0,30916 0,81269 10,31 3
220 0 0,41684 0,69733 0,68298 0,39961 0,56893 10,29 3
223 0 0,51023 0,74990 0,87949 0,35515 0,42496 10,26 3
250 0 0,30980 0,42303 0,86715 0,57451 0,69457 10,22 3
201 0 0,50335 0,47898 0,81583 0,26117 0,69706 10,16 3
237 0 0,49298 0,38774 0,89846 0,38177 0,75760 10,12 3
276 0 0,61601 0,78733 0,44916 0,22989 0,68768 10,08 3
246 0 0,50738 0,57815 0,46593 0,14270 0,77975 9,99 4
188 0 0,43472 0,53139 0,84902 0,21527 0,53376 9,94 4
278 0 0,27561 0,65177 0,45751 0,35974 0,61039 9,88 4
196 0 0,39234 0,83699 0,48658 0,47873 0,51202 9,86 4
194 0 0,58320 0,81270 0,62961 0,66360 0,59573 9,68 4
202 0 0,61427 0,71045 0,41643 0,28353 0,74568 9,64 4
255 0 0,30614 0,79290 0,51233 0,38082 0,39358 9,40 4
184 0 0,40986 0,42936 0,38617 0,30156 0,88231 9,33 4
216 0 0,12923 0,45305 0,54654 0,26416 0,54150 9,23 5
262 0 0,59332 0,56414 0,76436 0,48713 0,62873 9,06 5
279 0 0,53158 0,49669 0,67566 0,25539 0,62996 8,93 5
190 0 0,35505 0,44542 0,82288 0,10890 0,40185 8,77 5
254 0 0,44543 0,72618 0,46372 0,32036 0,47681 8,72 5
Diskriminanzkoeffizienten
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Zweiter Teil der Ratingklassen-Zuordnung zur Teststichprobe (Diskriminanzanalyse) 
U_Nr. Gruppe VG (X1) RoE (X2) CR (X3) KBD (X4) DCR (X5) Score Ratingklasse
209 0 0,16698 0,40149 0,62018 0,28861 0,50787 8,71 6
275 0 0,11332 0,49911 0,39594 0,31322 0,52840 8,67 6
272 0 0,44337 0,54826 0,79561 0,54409 0,48072 8,59 6
238 0 0,54562 0,88205 0,32574 0,17926 0,39833 8,43 6
227 0 0,45291 0,86100 0,41088 0,68046 0,44899 8,41 6
263 0 0,56544 0,59865 0,33658 0,24020 0,70079 8,36 6
270 0 0,55727 0,46538 0,82999 0,53793 0,58278 8,35 6
213 0 0,34856 0,87998 0,32541 0,55194 0,37109 8,33 6
244 0 0,38778 0,36304 0,70640 0,26412 0,57301 8,31 6
186 0 0,44858 0,60891 0,72908 0,57941 0,43855 8,29 6
215 0 0,52778 0,72306 0,56186 0,65239 0,49265 8,15 6
236 0 0,51359 0,32332 0,83188 0,47962 0,64100 8,06 6
229 0 0,15118 0,51661 0,55841 0,48380 0,38677 7,99 6
191 0 0,58844 0,70093 0,43599 0,48063 0,56535 7,97 6
261 0 0,21084 0,36715 0,45931 0,45142 0,62527 7,91 6
210 0 0,48910 0,74203 0,44817 0,45444 0,43024 7,88 6
241 0 0,20313 0,43643 0,60697 0,36739 0,41459 7,84 6
274 0 0,37809 0,52840 0,33691 0,22129 0,57349 7,82 6
203 0 0,60083 0,39871 0,56503 0,46377 0,75957 7,76 6
232 0 0,51216 0,37937 0,72374 0,40686 0,58348 7,66 7
248 0 0,48722 0,46422 0,80091 0,67448 0,50387 7,63 7
258 0 0,56023 0,65606 0,66319 0,28304 0,31675 7,50 7
242 0 0,52776 0,53419 0,65085 0,30782 0,43311 7,49 7
197 0 0,59570 0,33887 0,56702 0,46891 0,75765 7,31 7
299 1 0,56364 0,57538 0,55608 0,47011 0,50074 7,28 7
193 0 0,54421 0,41093 0,69224 0,29143 0,48380 7,09 7
221 0 0,59551 0,30507 0,49607 0,53790 0,80942 6,91 7
183 0 0,43546 0,34235 0,62612 0,44483 0,53889 6,83 7
273 0 0,22097 0,36090 0,61444 0,43644 0,36112 6,64 7
264 0 0,59351 0,41076 0,82981 0,49020 0,39399 6,42 8
212 0 0,51465 0,42067 0,55652 0,54293 0,51085 6,24 8
195 0 0,46865 0,53250 0,58476 0,49813 0,33064 6,21 8
277 0 0,30193 0,60976 0,33499 0,67705 0,35979 6,15 8
182 0 0,63188 0,68457 0,48596 0,55321 0,35235 6,10 8
251 0 0,69068 0,56278 0,67700 0,47029 0,33254 5,90 8
211 0 0,54988 0,32921 0,51751 0,67695 0,62681 5,73 8
283 1 0,75198 0,56875 0,63130 0,41725 0,28349 5,15 9
249 0 0,55288 0,46066 0,53299 0,62734 0,38772 5,10 9
285 1 0,55856 0,52751 0,53254 0,46351 0,26301 5,02 9
245 0 0,65050 0,35619 0,45221 0,31359 0,46038 4,66 9
291 1 0,73306 0,47081 0,24392 0,39273 0,52862 4,40 9
286 1 0,78382 0,69272 0,46709 0,66707 0,24738 4,25 9
231 0 0,47250 0,50925 0,33881 0,66062 0,30594 4,17 9
280 0 0,61549 0,37237 0,51377 0,61762 0,40167 4,14 9
239 0 0,67134 0,35400 0,56551 0,62828 0,36874 3,71 9
298 1 0,39229 0,60968 0,15157 0,41986 0,13588 3,63 9
296 1 0,56780 0,32285 0,33741 0,69213 0,47316 3,45 9
284 1 0,78698 0,35102 0,15337 0,38167 0,61977 3,45 9
287 1 0,87599 0,66688 0,14962 0,42010 0,34235 3,23 9
243 0 0,59026 0,37659 0,39328 0,66984 0,33814 3,07 9
288 1 0,54742 0,29868 0,34617 0,59480 0,38356 2,95 9
199 0 0,60830 0,33339 0,31397 0,47053 0,33441 2,66 9
297 1 0,82553 0,58258 0,25267 0,51360 0,23229 2,31 9
294 1 0,53692 0,26484 0,43021 0,84438 0,31663 2,10 9
289 1 0,54976 0,12204 0,28095 0,74394 0,52858 2,00 9
290 1 0,58774 0,31867 0,26215 0,82505 0,36102 1,77 9
295 1 0,54999 0,11655 0,64799 0,81619 0,24095 1,50 9
300 1 0,78412 0,19052 0,34697 0,72640 0,48569 1,42 9
293 1 0,64258 0,17418 0,34222 0,37444 0,19931 0,59 9
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Anhang 9: Berechnung der Scores zur Teststichprobe und Einteilung in die  
          Ratingklassen (Logistische Regression) 
U_Nr. Gruppe VG (X1) RoE (X2) CR (X3) KBD (X4) DCR (X5) Score PD Ratingklasse
206 0 0,10617 0,79710 0,85478 0,17575 0,75753 -11,44 0,001% 1 Konstante= 6,765
271 0 0,12826 0,82861 0,84647 0,50659 0,74841 -11,33 0,001% 1 ß1= 6,949
222 0 0,27457 0,80557 0,82724 0,65997 0,76331 -10,06 0,004% 1 ß2= -9,633
265 0 0,23166 0,83085 0,72802 0,54120 0,71159 -9,67 0,006% 1 ß3= -5,237
187 0 0,14105 0,66272 0,83912 0,61537 0,72097 -9,31 0,009% 1 ß4= 0,409
207 0 0,30143 0,85705 0,77919 0,37436 0,65791 -9,28 0,009% 1 ß5= -9,058
268 0 0,43499 0,81558 0,88557 0,51216 0,74438 -9,24 0,010% 1 interne PD
219 0 0,16200 0,77176 0,74506 0,20967 0,63644 -9,12 0,011% 1 Ratingklasse Obergrenze
269 0 0,22668 0,80233 0,34546 0,54463 0,84132 -8,60 0,018% 1 1 0,055%
253 0 0,41030 0,62872 0,88335 0,17104 0,82217 -8,44 0,022% 1 2 0,182%
233 0 0,28387 0,72871 0,71718 0,20801 0,71071 -8,39 0,023% 1 3 0,493%
252 0 0,18226 0,62789 0,61275 0,45293 0,77738 -8,08 0,031% 1 4 1,238%
225 0 0,35502 0,68156 0,85688 0,66039 0,70907 -7,97 0,034% 1 5 2,465%
200 0 0,53296 0,77488 0,63561 0,20240 0,85258 -7,96 0,035% 1 6 7,321%
282 0 0,43620 0,89534 0,52787 0,24845 0,70533 -7,88 0,038% 1 7 21,330%
208 0 0,62744 0,87847 0,45888 0,31868 0,89733 -7,74 0,044% 1 8 54,090%
198 0 0,62446 0,87853 0,66870 0,56351 0,76626 -7,57 0,051% 1 9 100%
267 0 0,28641 0,48216 0,64421 0,23862 0,89626 -7,28 0,069% 2
226 0 0,37079 0,87089 0,70891 0,39729 0,51476 -7,26 0,070% 2
230 0 0,59329 0,86271 0,44101 0,37851 0,83782 -7,17 0,077% 2
228 0 0,55279 0,72346 0,82700 0,48763 0,72805 -7,09 0,083% 2
234 0 0,41906 0,62535 0,66184 0,50800 0,81924 -7,03 0,089% 2
224 0 0,43639 0,62477 0,88383 0,63316 0,70342 -6,96 0,095% 2
205 0 0,26067 0,53977 0,52305 0,35620 0,82648 -6,70 0,123% 2
235 0 0,22619 0,61547 0,63211 0,61240 0,65962 -6,63 0,132% 2
189 0 0,32444 0,55030 0,46064 0,66383 0,89741 -6,55 0,143% 2
266 0 0,45922 0,64992 0,88800 0,38747 0,63411 -6,54 0,144% 2
260 0 0,59573 0,78426 0,72354 0,46418 0,68752 -6,48 0,154% 2
217 0 0,37803 0,88606 0,49802 0,41592 0,53284 -6,41 0,165% 2
185 0 0,38729 0,51169 0,63656 0,11487 0,83355 -6,31 0,181% 2
247 0 0,41404 0,81280 0,88931 0,32743 0,38614 -6,21 0,201% 3
259 0 0,48961 0,67917 0,72020 0,33012 0,67562 -6,13 0,217% 3
240 0 0,12924 0,39011 0,85477 0,21534 0,60735 -5,98 0,251% 3
281 0 0,49866 0,85016 0,48170 0,41979 0,62614 -5,98 0,252% 3
204 0 0,10803 0,39651 0,83301 0,13684 0,59224 -5,98 0,253% 3
256 0 0,65234 0,62142 0,59872 0,11733 0,89874 -5,92 0,269% 3
192 0 0,55255 0,81153 0,75227 0,53830 0,53770 -5,80 0,301% 3
250 0 0,30980 0,42303 0,86715 0,57451 0,69457 -5,76 0,316% 3
214 0 0,32153 0,53224 0,44246 0,30916 0,81269 -5,68 0,340% 3
220 0 0,41684 0,69733 0,68298 0,39961 0,56893 -5,62 0,360% 3
196 0 0,39234 0,83699 0,48658 0,47873 0,51202 -5,56 0,383% 3
181 0 0,20134 0,66218 0,62667 0,13944 0,44218 -5,45 0,430% 3
194 0 0,58320 0,81270 0,62961 0,66360 0,59573 -5,43 0,435% 3
278 0 0,27561 0,65177 0,45751 0,35974 0,61039 -5,38 0,460% 3
223 0 0,51023 0,74990 0,87949 0,35515 0,42496 -5,22 0,536% 4
257 0 0,52091 0,69177 0,84058 0,23315 0,50936 -5,20 0,549% 4
218 0 0,61129 0,81030 0,53018 0,12572 0,61383 -5,08 0,619% 4
276 0 0,61601 0,78733 0,44916 0,22989 0,68768 -5,03 0,652% 4
237 0 0,49298 0,38774 0,89846 0,38177 0,75760 -4,96 0,699% 4
255 0 0,30614 0,79290 0,51233 0,38082 0,39358 -4,84 0,786% 4
201 0 0,50335 0,47898 0,81583 0,26117 0,69706 -4,83 0,791% 4
246 0 0,50738 0,57815 0,46593 0,14270 0,77975 -4,72 0,880% 4
202 0 0,61427 0,71045 0,41643 0,28353 0,74568 -4,63 0,966% 4
188 0 0,43472 0,53139 0,84902 0,21527 0,53376 -4,53 1,070% 4
184 0 0,40986 0,42936 0,38617 0,30156 0,88231 -4,41 1,196% 4
216 0 0,12923 0,45305 0,54654 0,26416 0,54150 -4,36 1,261% 5
227 0 0,45291 0,86100 0,41088 0,68046 0,44899 -4,32 1,310% 5
213 0 0,34856 0,87998 0,32541 0,55194 0,37109 -4,13 1,583% 5
262 0 0,59332 0,56414 0,76436 0,48713 0,62873 -4,05 1,720% 5
275 0 0,11332 0,49911 0,39594 0,31322 0,52840 -3,99 1,821% 5
Koeffizienten
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Zweiter Teil der Ratingklassen-Zuordnung zur Teststichprobe (Logistische Regression) 
U_Nr. Gruppe VG (X1) RoE (X2) CR (X3) KBD (X4) DCR (X5) Score PD Ratingklasse
254 0 0,44543 0,72618 0,46372 0,32036 0,47681 -3,75 2,294% 5
272 0 0,44337 0,54826 0,79561 0,54409 0,48072 -3,73 2,334% 5
209 0 0,16698 0,40149 0,62018 0,28861 0,50787 -3,67 2,478% 6
215 0 0,52778 0,72306 0,56186 0,65239 0,49265 -3,67 2,482% 6
186 0 0,44858 0,60891 0,72908 0,57941 0,43855 -3,54 2,827% 6
279 0 0,53158 0,49669 0,67566 0,25539 0,62996 -3,47 3,029% 6
229 0 0,15118 0,51661 0,55841 0,48380 0,38677 -3,39 3,258% 6
270 0 0,55727 0,46538 0,82999 0,53793 0,58278 -3,25 3,728% 6
261 0 0,21084 0,36715 0,45931 0,45142 0,62527 -3,19 3,948% 6
238 0 0,54562 0,88205 0,32574 0,17926 0,39833 -3,18 3,988% 6
191 0 0,58844 0,70093 0,43599 0,48063 0,56535 -3,11 4,286% 6
263 0 0,56544 0,59865 0,33658 0,24020 0,70079 -3,09 4,372% 6
210 0 0,48910 0,74203 0,44817 0,45444 0,43024 -3,04 4,553% 6
190 0 0,35505 0,44542 0,82288 0,10890 0,40185 -2,96 4,910% 6
244 0 0,38778 0,36304 0,70640 0,26412 0,57301 -2,82 5,628% 6
241 0 0,20313 0,43643 0,60697 0,36739 0,41459 -2,81 5,669% 6
248 0 0,48722 0,46422 0,80091 0,67448 0,50387 -2,80 5,711% 6
236 0 0,51359 0,32332 0,83188 0,47962 0,64100 -2,75 6,022% 6
274 0 0,37809 0,52840 0,33691 0,22129 0,57349 -2,57 7,131% 6
203 0 0,60083 0,39871 0,56503 0,46377 0,75957 -2,55 7,239% 6
232 0 0,51216 0,37937 0,72374 0,40686 0,58348 -2,24 9,624% 7
299 1 0,56364 0,57538 0,55608 0,47011 0,50074 -2,12 10,748% 7
197 0 0,59570 0,33887 0,56702 0,46891 0,75765 -2,00 11,912% 7
242 0 0,52776 0,53419 0,65085 0,30782 0,43311 -1,92 12,792% 7
258 0 0,56023 0,65606 0,66319 0,28304 0,31675 -1,89 13,141% 7
277 0 0,30193 0,60976 0,33499 0,67705 0,35979 -1,75 14,838% 7
221 0 0,59551 0,30507 0,49607 0,53790 0,80942 -1,75 14,859% 7
273 0 0,22097 0,36090 0,61444 0,43644 0,36112 -1,49 18,443% 7
183 0 0,43546 0,34235 0,62612 0,44483 0,53889 -1,49 18,459% 7
193 0 0,54421 0,41093 0,69224 0,29143 0,48380 -1,30 21,410% 8
212 0 0,51465 0,42067 0,55652 0,54293 0,51085 -1,03 26,289% 8
195 0 0,46865 0,53250 0,58476 0,49813 0,33064 -0,96 27,654% 8
182 0 0,63188 0,68457 0,48596 0,55321 0,35235 -0,95 27,910% 8
264 0 0,59351 0,41076 0,82981 0,49020 0,39399 -0,78 31,393% 8
211 0 0,54988 0,32921 0,51751 0,67695 0,62681 -0,70 33,258% 8
251 0 0,69068 0,56278 0,67700 0,47029 0,33254 -0,22 44,468% 8
249 0 0,55288 0,46066 0,53299 0,62734 0,38772 0,12 53,058% 8
285 1 0,55856 0,52751 0,53254 0,46351 0,26301 0,58 64,176% 9
283 1 0,75198 0,56875 0,63130 0,41725 0,28349 0,81 69,174% 9
231 0 0,47250 0,50925 0,33881 0,66062 0,30594 0,87 70,414% 9
286 1 0,78382 0,69272 0,46709 0,66707 0,24738 1,12 75,484% 9
280 0 0,61549 0,37237 0,51377 0,61762 0,40167 1,38 79,873% 9
291 1 0,73306 0,47081 0,24392 0,39273 0,52862 1,42 80,509% 9
245 0 0,65050 0,35619 0,45221 0,31359 0,46038 1,44 80,904% 9
298 1 0,39229 0,60968 0,15157 0,41986 0,13588 1,76 85,383% 9
296 1 0,56780 0,32285 0,33741 0,69213 0,47316 1,83 86,181% 9
239 0 0,67134 0,35400 0,56551 0,62828 0,36874 1,98 87,815% 9
243 0 0,59026 0,37659 0,39328 0,66984 0,33814 2,39 91,607% 9
284 1 0,78698 0,35102 0,15337 0,38167 0,61977 2,59 93,028% 9
288 1 0,54742 0,29868 0,34617 0,59480 0,38356 2,65 93,386% 9
287 1 0,87599 0,66688 0,14962 0,42010 0,34235 2,72 93,792% 9
294 1 0,53692 0,26484 0,43021 0,84438 0,31663 3,17 95,964% 9
199 0 0,60830 0,33339 0,31397 0,47053 0,33441 3,30 96,440% 9
289 1 0,54976 0,12204 0,28095 0,74394 0,52858 3,45 96,936% 9
290 1 0,58774 0,31867 0,26215 0,82505 0,36102 3,47 96,993% 9
297 1 0,82553 0,58258 0,25267 0,51360 0,23229 3,67 97,521% 9
295 1 0,54999 0,11655 0,64799 0,81619 0,24095 4,22 98,554% 9
300 1 0,78412 0,19052 0,34697 0,72640 0,48569 4,46 98,856% 9
293 1 0,64258 0,17418 0,34222 0,37444 0,19931 6,11 99,778% 9
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