A number of important pluripotency regulators, including the transcription factor Nanog, are observed to fluctuate stochastically in individual embryonic stem (ES) cells. By transiently priming cells for commitment to different lineages, these fluctuations are thought to be important to the maintenance of, and exit from, pluripotency. However, since temporal changes in intracellular protein abundances cannot be measured directly in live cells, these fluctuations are typically assessed using genetically engineered reporter cell lines that produce a fluorescent signal as a proxy for protein expression. Here, using a combination of mathematical modeling and experiment, we show that there are unforeseen ways in which widely used reporter strategies can systemically disturb the dynamics they are intended to monitor, sometimes giving profoundly misleading results. In the case of Nanog we show how genetic reporters can compromise the behavior of important pluripotency-sustaining positive feedback loops, and induce a bifurcation in the underlying dynamics that gives rise to heterogeneous Nanog expression patterns in reporter cell lines that are not representative of the wild-type. These findings help explain the range of published observations of Nanog variability and highlight a fundamental measurement problem in cell biology.
Fluorescence has been used to report expression of gene products in live cells since green fluorescent protein (GFP) was first cloned and utilized as a tracer [1, 2] . Live cell fluorescence imaging and analysis techniques allow investigation of temporal changes in protein expression and have consequently become an essential tool in modern molecular biology [3] . However, their proper use requires the reporter signal to be representative of expression of the protein of interest at the scale of interest. In particular, if the reporter is to be used as a proxy for protein expression within a single cell then in order to be able to draw accurate conclusions the reporter signal should be representative of protein expression in that particular cell. This issue is particularly relevant when functional assays are performed after cell sorting based upon reporter signal intensity and can present a significant problem if the long-term outcome of any subsequent assays are driven by rare subpopulations of misidentified cells. As interest in single cell biology has increased, some generalized concerns about the fidelity of standard live-cell reporter strategies have been raised [4, 5] .
However, the ways in which the genetic manipulations involved in generating reporter cell lines can affect endogenous gene expression kinetics are not well understood.
Here, we show that there are unforeseen ways in which commonly used live cell reporter strategies can perturb the regulatory mechanisms they are intended to measure and induce qualitative changes in dynamics that are not representative of the wild-type. Counter-intuitively, attempts to improve reporter signal can exacerbate this issue and result in further loss of resolution on the true dynamics. Since predicting when these problems will occur requires a priori knowledge of the underlying regulatory control mechanisms of the system under study -which is typically the knowledge that the reporter was introduced to provide -our results highlight a basic measurement problem in cell biology, reminiscent of that encountered in quantum physics [6] , in which the act of measuring disturbs the system being measured.
In the first part of the paper we use a mathematical argument to show why it should not generally be expected that reporters will faithfully reflect gene expression dynamics at the single cell level, and why reporter accuracy depends strongly upon regulatory context. Surprisingly, this analysis also demonstrates that expression noise can improve, rather than degrade, reporter accuracy. To illustrate these general results we then consider the case of Nanog, a central pluripotency regulator in ES cells, which has been seen to fluctuate stochastically within individual cells, yet for which different types of reporter have given different assessments of the strength and developmental significance of these fluctuations [4, [7] [8] [9] [10] . Using both mathematical modeling and experiment, we show how different reporter strategies can disturb the kinetics of endogenous Nanog regulatory mechanisms in different ways, giving different assessments of Nanog dynamics.
RESULTS

Reporter accuracy depends upon regulatory context
The basic type of targeted gene reporter is a knock-in reporter, in which one of the alleles for the gene of interest is replaced with a reporter gene, often encoding for a fluorescent protein, perhaps with additional features such as an antibiotic selection cassette [3] . Due to the loss of one gene copy, these are often described as heterozygous loss-of-function reporters. For such constructs to be effective at the single cell level, the fluorescence signal driven from the reporter allele should accurately represent protein expression from the wild-type allele. We therefore begin
by considering a toy model of transcriptional co-activity, in order to explore the conditions under which two alleles that are subject to the same regulatory control may either synchronize or decouple in their activity, and thereby the conditions under which the output of one allele may be used to report on the other. For simplicity we will focus on mRNA dynamics, but similar reasoning may also be extended to the protein level. Consider the transcriptional dynamics of two alleles of the same gene in a single cell. Let m 1 denote the number of mRNA transcripts associated with allele 1, let m 2 denote the number of mRNA transcripts associated with allele 2, and assume that expression from both alleles is governed by linear birth-death processes with production rates k
and decay rates k
d . Thus, we are concerned with the dynamics of the following system of reactions,
This is clearly a simplistic view of transcription (others have extended this basic model, including descriptions of transcriptional bursting [11] ), yet it suffices to illustrate some of the essential issues regarding the reliability of reporters and is analytically tractable. Since the alleles are not coupled together they act independently and the stationary joint probability mass function (PMF) for this process is the product of two Poisson distributions (Fig.1A) ,
where
As we have not allowed for co-regulation of expression this model is rather artificial. In reality, we expect that if the alleles are both under the same promoter control then they will be regulated by the same upstream factors, and this co-regulation may coordinate their dynamics. In order to couple the alleles together we allow the transcription rates to be driven by a shared upstream regulator X. Let x denote the concentration of X and let ρ(x) be the stationary probability density function for x. Assuming that the mRNA birth rate is now given by k (i) b x, the stationary joint PMF is then obtained from Bayes' theorem,
Since the joint PMF p(m 1 , m 2 ) depends upon the distribution of the upstream regulator, an appropriate form for ρ(x) must be chosen. It is commonly observed that protein concentrations are Gamma distributed, so this is a natural choice [11] . In the case x ∼ Gamma(r, θ) the joint PMF is
and q = ap with a = λ 2 /λ 1 . The marginal distributions for the two allele products are then negative binomials and the joint PMF is a bivariate negative binomial distribution (BNB), as shown in 
Thus, the covariance between the two allele products is proportional to the variance of the upstream regulator and the sensitivities of the two alleles to the upstream regulator. While the form of joint PMF given in Eq. 4 depends upon the upstream regulator being Gamma distributed, Eq. 5 holds for any upstream distribution ρ(x) (see SI Text).
A comparable result may be obtained when transcription from each allele occurs at rate k
, for any smooth function f (x) (see SI Text). Similarly, it may also be shown that the correlation between the two alleles depends in a monotonic positive way on the the Fano factor (or index of dispersion) of the upstream regulator (see SI Text). These results highlight two points of importance to the design and proper use of reporters: (1) regulatory noise upstream can increase the coordination of alleles downstream and therefore improve reporter accuracy; (2) a reporter's accuracy depends on the regulatory context in which it is placed, here represented by the dynamics of the upstream regulator X. Thus, the accuracy of a reporter depends upon factors that are external to its design. In a complex regulatory environment, these external factors may not be fully (or even partially) known, and their effect on the reporter may be correspondingly hard to predict or control.
Taken together this analysis suggests that reporter efficacy is highly contextual. In order to explore this phenomenon further it is helpful to consider a specific example. Here we examine the case of Nanog, an important, highly-studied, yet still poorly understood, regulator of pluripotency in ES cells.
Dynamics of Nanog and reporter co-expression
It has been widely observed that Nanog expression appears to fluctuate stochastically in individual ES cells [7, 12, 13] . However, different reporter constructs have given different assessments of the strength and developmental significance of these fluctuations [4, [7] [8] [9] [10] [14] [15] [16] and some concerns have been raised that the use of reporters may be introducing artifacts that are confounding, rather than clarifying, our understanding of pluripotency [4, 5] .
To address this issue we will consider a simple mathematical model of Nanog dynamics in ES cells in the presence of different kinds of reporter constructs. Nanog levels are regulated in pluripotent cells by a complex network of molecular interactions that involve both protein-protein and protein-DNA interactions [17] [18] [19] [20] . A number of groups have modeled these dynamics mathematically [12, 21, 22] . At the core of this extended regulatory network is a series of nonlinear positive feedback loops that are dependent on Nanog for their function [23, 24] . Since these feedback loops are central to Nanog regulation, and in order to maintain a tractable mathematical model of general relevance, we will focus on this aspect of Nanog regulation here. Since positive feedback mechanisms naturally give rise to switch-like dynamics, they are correspondingly central to many kinds of cell fate decisions [25] [26] [27] . Therefore, the model of positive feedback that we outline below is of general relevance to the design of reporters for other similarly regulated lineage specifying master transcription factors.
We consider the following set of ordinary differential equations (ODEs) as a simple model of Nanog protein dynamics in wild-type cells,
where n i denotes the concentration of the Nanog protein output of allele i ∈ {1, 2}. The first terms on the right hand sides of these equations account for baseline production at a constant rate c b ; the second terms account for feedback-enhanced production at a rate dependent on total Nanog concentration n = n 1 + n 2 , up to a maximum rate c f ; and the third terms account for Nanog protein decay at rate c d . Adding these equations we obtain an ODE for the total Nanog protein concentration n,
In order to better understand the model dynamics it is convenient to nondimensionalize this equation. Doing so, using the scalings n = 2c f c −1
dn , and t = c −1
wheren is the dimensionless total Nanog concentration and τ is dimensionless time. The dimensionless constants Figure 2 . Perturbation of Nanog dynamics by reporters. A. Wild-type: Nanog protein is produced from both alleles.
Monostable or bistable dynamics can occur depending on α and γ. B. Knock-in reporters: one allele is left intact and one allele produces an inert reporter protein. Nanog production is reduced by a factor of two, thereby doubling γ. C. Pre/post reporters: both alleles encode for Nanog; m copies of a self-cleaving reporter protein are also transcribed from one allele. The rate of transcription from the reporter allele is reduced by factor 0 ≤ m ≤ 1 thus increasing γ by a factor 2/(1 + m). As m decreases with m, these reporters become more prone to systemic errors with each additional insert. D. Fusion reporters: one allele encodes for Nanog; the other for a fusion of Nanog and a reporter protein. The rate of transcription from the reporter allele is decreased by factor 0 ≤ ≤ 1 and the reporter fusion reduces Nanog feedback functionality by a factor 0 ≤ δ ≤ 1 thus increasing γ by a factor 2/(1 + δ). Hatching shows at risk regions. production rates respectively. Eq. 9 has either 1 or 2 stable equilibrium solutions depending on the relative sizes of α, γ and the Hill coefficient H. In particular, for H > 1, two bifurcation curves in the αγ plane may be found (see SI Text). The case H = 2 suffices to illustrate the general structure of the resulting classification diagram (see Fig.   2A ). In this case, the bifurcation curves are,
If the model parameters fall inside the region enclosed by these curves then Nanog expression dynamics are bistable;
if the model parameters fall outside this region then Nanog expression dynamics are monostable. In the presence of molecular noise, which is inherent to the intracellular micro-environment, bistability can give rise to coexisting subpopulations of phenotypically distinct cells within an isogenic population under the same environmental conditions [26] . Thus, both homogeneous and hetereogeneous Nanog expression patterns are allowed by this model, depending on whether the underlying dynamics are monostable or bistable. It should therefore be expected that Nanog expression patterns in ES cell populations will vary substantially under different experimental conditions, depending on how they stimulate Nanog feedback mechanisms, as is commonly observed [4, 8, 28] . More significantly, it should also be expected that any genetic interventions that perturb the kinetics of Nanog feedback have the potential to push the dynamics in or out of the bistable regime, thereby affecting a qualitative change in expression patterns. To see this,
consider the case of a heterozygous knock-in reporter, in which one allele produces an inert reporter and one allele is left intact. In this case, the wild-type kinetics described by Eqs. 6 are modified to,
where r is the reporter protein concentration. For simplicity we have assumed that the reporter and Nanog protein half-lives are perfectly matched (this assumption may be relaxed without altering conclusions). The dimensionless equation for total Nanog concentration in the reporter line is,
where α = c b /c f as before, but γ ki = c d K/c f = 2γ wt (see SI Text for details). In this case, the loss of Nanog production from one allele diminishes the Nanog production rate by a factor of two, which weakens the endogenous feedback mechanisms and thereby doubles the parameter γ. Since for fixed α the magnitude of γ determines if the dynamics are monostable or bistable, and therefore if Nanog is homogeneously or heterogeneously expressed in the population, this change can induce a heterogeneous Nanog expression pattern in the reporter cell line that is not found in the wild-type (or vice versa). Areas in the αγ plane for which the map (α, γ) → (α, 2γ) crosses one of the bifurcation curves in Eq. 10 are at risk of this kind of perturbation (hatched regions in Fig. 2 ). Importantly, this problem is not restricted to knock-in lines: similar issues arise with a wide range of other reporters, including protein fusions and reporters inserted before or after the Nanog gene (using 2A self-cleaving peptides or internal ribosomal entry sites, for example), in both single allele and dual allele reporter systems. In order to determine the extent to which these issues arise in experiment, we compared Nanog expression patterns in wild-type (male v6.5) mouse ES cells to those in a heterozygous knock-in reporter ES cell line with the same male v6.5 genetic background, in which the Nanog coding sequence was replaced with a GFP-IRES-puro reporter on one allele [29] (designated NHET cells). Cells were cultured in standard culture conditions (0i, serum plus LIF) and 2i conditions (0i conditions with the addition of mitogen-activated protein kinase and glycogen synthase kinase 3 inhibitors), which maintain 'ground state' pluripotency [30] . Homogeneous Oct3/4 expression was confirmed via immunostaining in all culture conditions (Fig. S1 ). Nanog expression in individual cells was assessed via fluorescence immunolabeling and quantified by flow cytometry (Fig. 3 ) and image analysis (Fig. S2) . Substantial variability in Nanog expression was observed in both v6.5 and NHET lines in 0i conditions (Fig. 3A and Fig. S1 ). In accordance with previous reports, substantially less variability was observed in 2i conditions (Fig. 3A and Fig. S1 ) [30] . Distinctly bimodal GFP fluorescence was observed for NHET reporter cells in 0i cultures, with cell clusters containing both GFP high cells and GFP low cells present in abundance. In both conditions a clear mismatch between Nanog and GFP expression levels was observed in a substantial proportion of cells (Fig. 3B) . This was most apparent in 0i conditions, where of the highest 20% of Nanog expressing cells, 23% were GFP low, while of the lowest 20% of Nanog expressing cells 11% were GFP high. In 2i conditions the percentage of GFP low cells was consistent across the Nanog distribution, indicating that GFP status was not indicative of Nanog expression. In addition, within the GFP high subset the there was no clear association between Nanog and GFP expression levels (Fig. 3B ). To determine whether Nanog expression was perturbed by introduction of the knock-in reporter we compared Nanog distributions between NHET and wild-type v6.5 cell lines using immunostaining and flow cytometry. In NHET cells, the Nanog distribution in 0i conditions exhibited a wide flattened distribution. Fitting of this data to a Gaussian mixture model (GMM) with one or two components (see SI Text), revealed that the 2-component model best described the data, suggesting the presence of two coexisting subpopulations of cells characteristic of bistability in the underlying dynamics (Fig. 3B) . By contrast, in wild-type v6.5 cells the Nanog distribution in 0i conditions was less broad and was better fit by a single component model, suggesting monostability in the underlying dynamics (Fig. 3B) . To establish the robustness of these results we also assessed Nanog expression using image analysis, and these broad conclusions were confirmed (Fig. S2A) . Taken together these analyses suggest that the bimodal expression patterns observed in 0i conditions using the NHET line are due to systemic perturbation of the Nanog regulatory network by the reporter, as predicted by theory. By contrast, both wild-type and NHET cells expressed similar, more compact, Nanog distributions in 2i conditions, with neither showing evidence of bimodality. This suggests that 0i conditions only weakly stimulate the endogenous regulatory feedback mechanisms, causing the system to lie within the at risk region of the αγ parameter plane, while in 2i conditions these feedback mechanisms are strongly activated, causing the system to lie outside the at risk region.
To further investigate the extent to which environmental changes might affect the fidelity of the reporter output we also sought to assess the association between Nanog and GFP during the process of cellular differentiation. Starting in 0i or 2i conditions, NHET cell cultures were allowed to undergo undirected differentiation by withdrawing LIF for a period of 7 days. Fig. 3C and Fig. S2B show the evolving joint distributions for Nanog and GFP co-expression. From 0i conditions, the proportion of cells in the GFP high population gradually decreased over time and the corresponding Nanog distribution concomitantly evolved from an initial broad, flat distribution to a narrow distribution with lower average expression, indicating gradual loss of Nanog expression. From 2i conditions both GFP and Nanog levels gradually declined over time without qualitative change in distribution shape. To quantify the association between Nanog and GFP levels we calculated the mutual information between their expression patterns,
where p(n, r) is the joint probability density function for Nanog and GFP co-expression, and p(n) and p(r) are the marginal probability density functions for Nanog and GFP expression respectively. Mutual information is a powerful generalization of traditional measures of association, such as correlation, which is able to identify nonlinear relationships between variables [31] . In this context, the mutual information provides an unbiased measure of the the amount of information that knowledge of a cell's GFP status provides about its Nanog status (zero mutual information indicates complete independence, low values indicate near independence, high values indicate strong association). In all cases, the mutual information exhibited a mild transient increase, indicating a slight increase in strength of association during the early stages of differentiation ( Fig. 3D and Fig. S2C ). However, mutual information was always low, indicating that Nanog and GFP signals are only weakly related both in and out of equilibrium (Fig.   3C ).
DISCUSSION
The advantages of genetic reporters are substantial: they provide a means to investigate expression dynamics of hard-to-monitor proteins and enable live cell observation, tracking, and selection. By assessing expression directly via fluorescence rather than indirectly via immunolabeling they also provide a more transparent way to assess protein activity, free of the reproducibility issues associated with the use of antibodies. However, it is generally accepted that genetic reporter systems are not perfect: quantification is normally relative, reporter fluorescence is an imperfect proxy-measurement for the variable of real interest, and it is known that wild-type dynamics may be compromised, for example by fusing cumbersome fluorescent proteins to (often relatively small) proteins of interest [32] . To assess the importance of these issues the advantages and disadvantages of different types of reporter are usually considered purely in terms of their technical characteristics, or with only limited concern for their regulatory context, for instance to match reporter half-life to that of the protein of interest [33] . However, the systemic limitations of reporter strategies, due to the interaction of reporter constructs with specific endogenous regulatory mechanisms, have not been well appreciated. Yet, our results show that if such limitations are not taken into account, then misleading results can follow.
Taken together this work suggests several practical guidelines to help prevent unforeseen issues with reporter observations: firstly, the scale at which the reporter is used should be considered. In particular, for assays involving cell sorting based upon reporter signal, accuracy should be tested at the single cell level prior to subsequent functional assays. Secondly, systemic limitations of reporters, due to interactions between the reporter and its regulatory context, should also be considered. The most appropriate reporter strategy will be determined by a trade-off between the type of spatial and temporal information required, the strength of the reporter signal required and the likelihood that the reporter chosen will qualitatively perturb the endogenous kinetics. For example, reporters that produce multiple copies of a fluorescent protein per copy of the protein of interest naturally produce a stronger fluorescence signal, yet their construction involves greater genetic intervention, so they also carry a correspondingly higher systemic risk (see Fig.   2 and SI Text). Before designing or using such reporters the benefits of increased signal should therefore be weighed against the increased possibility of systemic errors. For genes that are regulated by positive feedback mechanisms (which includes many developmentally important factors [21, 24, 25, 27] ), the risk of systemic failures is greatest for knock-in reporters and least for BAC reporters and, surprisingly, single allele reporters carry less systemic risk than dual allele reporters, which are typically seen to be more accurate (SI Text). Finally, since reporter accuracy depends intimately on regulatory context, and the same reporter in the same cells may fail in some experimental conditions and succeed in others, quality controls should be conducted for all experimental conditions under consideration.
METHODS
Pluripotent mouse ESCs were cultured in standard 0i and 2i conditions (see Supplementary Information). Nanog reporter line (NHET) was generated by Maherali et al. [29] . For 0i and 2i cultures, 3 technical replicates were assessed for Nanog and GFP distributions by flow cytometry and image analysis at passage number 11 (v6.5s) and passage number 20 (NHETs, also day 0 in time-course experiments). For undirected differentiation time-course experiments, three replicates from each initial condition (0i and 2i) were cultured separately for 7 days after LIF withdrawal on day 0. Cultures were passaged every 2 days and assessed by flow cytometry and image analysis on days 0, 1, 2, 3, 5 and 7.
All experimental results in main paper used directly conjugated primary antibodies: Mouse anti-mouse Nanog (Alexa Fluor R 647, 1:200, 560279), and rat anti-histone H3 (pS28) (Alexa Fluor R v450, 560606) to identify mitotic cells.
Nanog expression distributions were fitted to a gaussian mixture model with 1 or 2 components using expectation maximization. Model selection was conducted using Bayes Information Criterion (BIC). Mutual information between GFP and Nanog expression levels was estimated using a James-Stein-type shrinkage estimator. Discretization of each variable at each time point was performed separately via the Bayesian Blocks method.
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Cell culture
Pluripotent mouse embryonic stem cells (mESC) were cultivated in Dulbecco's Modified Eagle Medium (DMEM) with 1 % Penicillin/Streptomycin, further supplemented with 10 % fetal bovine serum, 1× MEM non-essential amino acids, 1× GlutaMAX TM and 50 µM c d -Mercaptoethanol. Leukemia inhibitory factor (LIF), was added at a dilution of 1:1000 (produced in house). This is 0i culture medium. For 2i culture medium, 0i medium was supplemented with 1:10000 10mM PD0325901 (Tocris Bioscience, 4197) and 1:3000 10mM CHIR99021 (Reagents Direct, 27-H76).
After transfer from 0i media cells were adapted to 2i media over 6 passages. Cells were initially cultured 0.1 % gelatin coated tissue culture plates pre-seeded with γ-irradiated MEF (mouse embryonic fibroblasts), after 2 passages cells were cultivated on 0.1 % gelatin coated tissue culture plates without MEF. Cells were maintained at 37
routinely passaged every other day using Trypsin/EDTA detachment, media was replaced every day. Wild-type male embryonic stem cell line v6. 
Image analysis
Image analysis was carried out on grayscale fluorescence images using CellProfiler [5] . Nuclei were identified automatically based on DAPI signal and hand curated to exclude mitotic cells, unresolved or split nuclei and at the image edge. Spatially variable background fluorescence within an image was accounted for using average background subtraction over an image set. Mean fluorescence intensity of Nanog and GFP was calculated for nuclear areas.
Model fitting
Nanog expression distributions from FACS and image analysis were fitted to a gaussian mixture model with 1 or 2 components using expectation maximization. Model selection was conducted using Bayes Information Criterion (BIC). To ensure that robustly bimodal distributions were identified we required both components to have a weight greater than 0.1 and excluded models in which the peak probability density of one component lay within the other component when fitting to two component mixtures.
Mutual information calculation
Mutual information (MI) between GFP and Nanog expression levels was estimated using the James-Stein-type shrinkage estimator [6] . The discretization ('binning') of each variable at each time point was performed separately via the Bayesian Blocks method [7] . Since MI is invariant to smooth re-parameterization, we worked with the aligned, rescaled log-transformed fluorescence values.
MATHEMATICAL DETAILS
Allelic synchronization and mRNA co-expression dynamics
Consider the transcriptional dynamics of 2 alleles of the same gene in a single cell. Let m 1 denote the number of mRNA transcripts associated with allele 1, let m 2 denote the number of mRNA transcripts associated with allele 2, and assume that expression of both alleles are governed by linear birth-death processes with production rates k
d . Thus, we are concerned with the dynamics of the following system of reactions:
Since the alleles are not coupled together they act independently and the stationary joint probability mass function (PMF) for this process is a prodcut of two independent Poisson processes:
d for i ∈ {1, 2}. In order to couple the genes together we allow the transcription rates k to depend upon the concentration of a shared upstream regulator, gene X. Let x denote the concentration of X and let ρ(x) be the stationary probability density function for x. Taking birth rate as k (i) b x, the stationary joint PMF is then obtained from Bayes' theorem:
If x ∼ Gamma(r, θ) then this gives
and q = ap with a = λ 2 /λ 1 . Thus, the joint PMF is a bivariate negative binomial distribution. Note that the marginal distributions are negative binomial distributions, with probability p = λ 1 θ/(1 + λ 1 θ) for allele 1 and p = λ 2 θ/(1 + λ 2 θ) for allele 2. For instance, for allele 1:
The covariance between m 1 and m 2 ,
may be obtained from the probability generating function for p(m 1 , m 2 ), which in this case is:
In particular,
and therefore,
This may be expressed in an alternative form as
Thus, the covariance of the target genes is proportional to both the variance of the upstream regulator and the sensitivities of the two targets to the upstream regulator. The correlation between m 1 and m 2 may also be similarly calculated. We obtain:
where F (x) = Var(x)/E(x) is the Fano factor (also known as the index of dispersion) of the upstream regulator x.
Since,
Corr(m 1 , m 2 ) = 0 and lim
over-dispersion in the upstream regulator increases the correlation between downstream targets and under-dispersion reduces the correlation between targets. If the alleles are kinetically identical (
and the correlation between the alleles grows hyperbolically with the dispersion of the upstream regulator.
While the form of joint PMF given in Eq.4 depends upon the upstream regulator being Gamma distributed, Eqs.11-12
hold true for any upstream distribution ρ(x) with nonnegative support. In general the probability generating function for the joint PMF p(m 1 , m 2 ) has the form:
Thus,
Therefore,
as before. To find the correlation of downstream targets, we also need to find Var(m 1 ) and Var(m 2 ). We do so by using:
Hence, as E(z(z − 1)) = Var(z) − E(z) − E(z) 
, as before.
If the mRNA birth process is not linearly dependent on x, but instead is determined by some arbitrary dependence f (x), then the probability generating function for p(m 1 , m 2 ) is given by .
Bifurcation curves for Nanog dynamics
The dynamics for all the reporter strategies that we consider can be described by the following dimensionless ordinary differential equation (ODE) for total Nanog concentrationn (see main text and below):
Nanog n = n 1 + n 2 and using the scalings n = c f (1 +
where γ pp = 2γ wt /(1 + ). Thus, if the addition of the reporter gene completely halts transcription from allele 2 then = 0 and γ pp = γ ki = 2γ wt ; if the reporter halves the rate of transcription from allele 2 then = 1/2 and γ pp = 4γ wt /3;
if the reporter does not affect the rate of transcription from allele 1, then = 1 and γ pp = γ wt . For 0 < < 1 pre/post reporters are less likely than knock-in reporters to induce qualitative changes in Nanog expression dynamics, yet are still subject to similar systemic risk. From Eqs.37-39 at equilibrium r = n/(1 + ) so it is expected that, in addition to any qualitative perturbations, the PP reporter signal will quantitatively misrepresent Nanog expression by a factor /(1 + ).
Multiple pre/post (MPP) reporters alleles); (2) γ dual = 2γ wt /( m1 + m2 ) in the case of dual pre/post reporters that produce different reporters from the two alleles (which reduces the rate of transcription from alleles 1 and 2 by factors 0 ≤ m1 ≤ 1 and 0 ≤ m2 ≤ 1 respectively); (3) γ dual = γ wt / δ for dual fusion reporters that produce the same fusion protein from each allele (which reduces the rate of transcription from both alleles by a factor 0 ≤ ≤ 1 from both alleles, and compromises Nanog function by a factor δ); (4) γ dual = 2γ wt /( 1 δ 1 + 2 δ 2 ) for dual fusion reporters that produce different fusion proteins from each allele (which reduce the rates of transcription by factors 0 ≤ 1 ≤ 1 and 0 ≤ 2 ≤ 1 from alleles 1 and 2 respectively, and compromise Nanog function by factors δ 1 and δ 2 respectively). It should be noted for dual allele fusion reporters there is no wild-type protein in the system at all which could have further unintended consequences, including off target effects. In all cases γ dual is larger than the corresponding value of γ for the single allele reporters. Thus, while more technically accurate, dual allele reporters carry raised risk of systemic perturbations to the endogenous kinetics. In addition to any qualitative perturbations, dual reporter systems may also quantitatively misrepresent Nanog expression in similar ways to the corresponding single allele constructs. These perturbations are detailed in Supplementary Table 2 .
SUPPLEMENTARY FIGURE AND immunofluorescence from v6.5 and NHET cells in 0i and 2i cultures. Oct3/4 is less variably expressed than Nanog.
C Grayscale and composite RGB images for Nanog and Oct3/4 antibody isotype controls for v6.5 0i cells.
Supplementary Figure 2 Image analysis of Nanog variability in v6.5 and NHET cells. A Examples of Nanog immunofluorescence distributions for v6.5 cells and joint Nanog-GFP distributions for NHET cells in 0i and 2i conditions, assessed by image analysis. NHET populations are split by GFP expression (high/low) and Nanog expression (highest 20% /lowest 20%). Percentages are shown for outer subpopulations. B. Assessment of joint Nanog-GFP distributions in NHET cells during differentiation subsequent to LIF-withdrawal starting from 0i and 2i cultures, using data assessed by image analysis. C. Mutual information between Nanog and GFP during differentiation, using data assessed by image analysis.
