We review the evolution of the nonparametric regression modeling in imaging from the local NadarayaWatson kernel estimate to the nonlocal means and further to transform-domain filtering based on nonlocal blockmatching. The considered methods are classified mainly according to two main features: local/nonlocal and pointwise/multipoint. Here nonlocal is an alternative to local, and multipoint is an alternative to pointwise. These alternatives, though obvious simplifications, allow to impose a fruitful and transparent classification of the basic ideas in the advanced techniques. Within this framework, we introduce a novel single-and multiple-model transform domain nonlocal approach. The Block Matching and 3-D Filtering (BM3D) algorithm, which is currently one of the best performing denoising algorithms, is treated as a special case of the latter approach.
where y i = y(x i ) is a signal of interest, x i ∈ R d denotes a vector of "features" or explanatory variables which determines the signal observation y i , and ε i = ε(x i ) is an additive noise, which we assume normally distributed with standarddeviation σ and mean zero. The problem is to reconstruct y(x) from {z i } n i=1 . In statistics, the function y is treated as a regression of z on x, y(x) = E{z|x}. In this way, the reconstruction at hand is from the field of the regression techniques. If a parametric model cannot be proposed for y, then, strictly speaking, the problem is from a class of the nonparametric ones. Paradoxically, one of the most constructive ideas in nonparametric regression is a parametric local modeling. This localization is developed in a variety of modifications and can be exploited for the argument feature variables x, in the signal space y, or in the transform/spectrum domains. This parametric modeling "in small" makes a big deal of difference versus the parametric modeling "in large".
The idea of local smoothing and local approximation is so natural that it is not surprising it has appeared in many branches of science. Citing Loader (1999) , we can mention early works in statistics using local polynomials by the Italian astronomer and meteorologist Schiaparelli (1866) and the Danish actuary Gram (1879) (famous for developing the Gram-Schmidt procedure for orthogonalization of vectors). In the sixties-seventies of the twentieth century the idea became subject of an intensive theoretical study and applications: in statistics due to Nadaraya (1964) , Watson (1964) , Cleveland and Devlin (1988) and in engineering due to Brown (1963) , Savitzky and Golay (1964) , Katkovnik (1976 Katkovnik ( , 1985 .
Being initially developed as local in x, the technique obtained recently a further significant development with localization in the signal y domain as the nonlocal means algorithm due to Buades et al. (2005) . For imaging, the nonlocal modeling appeared to be extremely successful when ex-ploited in transform domain. This is a promising direction where the intensive current development is focused.
The scope of this paper is twofold. First, we outline the evolution of the nonparametric regression modeling from the local Nadaraya-Watson estimates to nonlocal means and further to the nonlocal block-matching techniques. Second, we present a constructive contribution concerning a novel multiple-model modeling for the nonlocal block-matching techniques. A particular instance of this idea has been implemented in the block-matching 3-D (BM3D) image denoising algorithm (Dabov et al. 2007 ), which demonstrates a performance beyond the ability of most modern alternative techniques (see, e.g., Lansel et al. 2009 or Vansteenkiste et al. 2006 ). On one hand, the multiple-model interpretation of the BM3D algorithm highlights a source of this outstanding performance; on the other hand, this very performance suggests the potential of the modeling herein proposed.
In what follows, the considered techniques are classified mainly according to two main features: local/nonlocal and pointwise/multipoint. Here nonlocal is an alternative to local, and multipoint is an alternative to pointwise.
We call an algorithm local if the weights used in the design of the algorithm depend on the distances between the estimation point x 0 and observation points x s in such a way that distant points are given small weights, so that the size of the estimation support is practically restricted by these distances. An algorithm is nonlocal if these weights and the estimation support are functions of the differences of the corresponding signal (image intensity) values at the estimation point y 0 and observations y s . In this way, even distant points can be awarded large weights and the support is often composed of disconnected parts of the image domain. Note that the weights used in local algorithms can be dependent also on y s , but, nevertheless, the weights are overall dominated by the distance x 0 − x s . An important example of this specific type of local filters is the Yaroslavsky filter (Yaroslavsky 1985) , referred in Buades et al. (2005 Buades et al. ( , 2008 as a precursor of the nonlocal means.
Let us make clear the pointwise/multipoint alternative. We call an estimator multipoint if the estimate is calculated for all observation points used by the estimator. These points can constitute an image block or an arbitrarily-shaped region adaptively or non-adaptively selected. In contrast to a multipoint estimator, a pointwise estimator gives the estimate for a single point only, namely x 0 . To be more flexible, we can say that the multipoint estimator gives the estimates for a set of points while the pointwise one is restricted to estimation for a single point only. The multipoint estimates are typically not the final ones. The final estimates are calculated by aggregating (fusing) a number of multipoint estimates, since typically many such estimates are available for each point (a common of many overlapping neighborhoods). In the pointwise approach the estimates are calculated directly as the final ones.
We found that the classification of the algorithms according to these two features: local/nonlocal and pointwise/multipoint is fruitful for giving an overview of this quickly developing field. It is emphasized that this classification relies only on the basic ideas of the algorithms and on the principles that determine the algorithms' design. Indeed, most of these algorithms are eventually implemented combining different ideas and features, which makes often impossible to impose a clear-cut and unambiguous taxonomy. Table 1 illustrates the proposed classification as well as the organization of this paper.
The local approximations are well developed in terms of various approaches, theories and implementations, and are well documented in numerous papers and books (e.g., Yaroslavsky 1985; Loader 1999; Katkovnik et al. 2006) . The nonlocal approximations being very successful are a comparatively novel direction where many aspects are only sketched and waiting for accurate formulation and study. In this paper we are focused on this emerging area of nonlocal modeling and estimation.
We consider image denoising as a basic problem convenient for overview also of various approaches used for a plethora of other image processing problems including restoration/deblurring, interpolation, reconstruction, enhancement, compression, demosaicing, etc. In our review and classification, we have no pretension of completeness. The methods and algorithms that appear in Table 1 , as well as others to which we refer throughout the text, are cited mainly to give few concrete examples of possible implementations of the general schemes discussed in the next four sections.
This paper is a development and extension of the authors' work presented in .
Local Pointwise Modeling

Pointwise Weighted Means
The weighted local mean as a nonparametric regression estimator of the form
, has been independently introduced by Nadaraya (1964) , as a heuristic idea, and by Watson (1964) , who derived it from the definition of regression as the conditional expectation and using the Parzen estimate of the conditional probability density. Higher-order models (Sect. 4.2): NL-means with regression correction (Buades et al. 2006a) , kernel regression (Chatterjee and Milanfar 2008) Variational formulations (Sect. 4.3): (Kindermann et al. 2005; Osher 2007a, 2007b; Lou et al. 2008a Lou et al. , 2008b Elmoataz et al. 2008; Brun 2008a, 2008b) MULTIPOINT Section 3 (Local multipoint modeling) Section 5 (Nonlocal multipoint modeling)
Overcomplete transform (Öktem et al. 1999 Egiazarian et al. 2001; Yaroslavsky et al. 2001; Guleryuz 2007; Hel-Or and Shaked 2008) ; shape-adaptive transform Foi 2007) ; learned bases: adaptive PCA (Muresan and Parks 2003) , MS-K-SVD (Mairal et al. 2008) ; TLS (Hirakawa and Parks 2006) , BLS-GSM (Portilla et al. 2003) , OAGSM-NC (Hammond and Simoncelli 2008) Single-model approach (Sect. 5.1): Vectorial NL-means (Buades et al. 2005) Multiple-model approach (Sect. 5.2): BM3D (Dabov et al. 2007 ), Shape-Adaptive BM3D (Dabov et al. 2008 ), BM3D with Shape-Adaptive PCA (Dabov et al. 2009) It is convenient to treat this estimator as a zero-order local-polynomial approximation and obtain it as a minimizer for the windowed (weighted) mean-squares criterion:
The window w h (x) = w(x/ h) defines the neighborhood X h of x 0 used in the estimator. A scalar (for simplicity) parameter h > 0 gives the size of this neighborhood as well as the weights for the observations. In particular, for the Gaussian window we have w(x) = exp(− x 2 ).
Pointwise Polynomial Modeling
In the local polynomial approximation (LPA), the observations z s in the quadratic criterion (4) are fitted by polynomials. The coefficients of these polynomials found by minimization of I h,x 0 serve as the pointwise estimates of y and its derivatives at the point x 0 (e.g. Fan and Gijbels 1996; Loader 1999; Cleveland and Devlin 1988; Katkovnik et al. 2006; Foi 2005) . This sort of estimate is a typical example of what we call pointwise local estimate. Of course, for the zero-order polynomial we obtain the Nadaraya-Watson estimates (2). The polynomial order m and the window function w characterize the LPA. Specifically, for a point x 0 , the LPA estimateŷ h (x 0 ) of y(x 0 ) given the noisy signal z is defined aŝ
where P m are the 2-D polynomials of order m. In other words, at every point x, the LPA provides the valuep h (x) of the best fitting polynomialp h of order m, with the window w h determining the localization of this fit. For the regular grid of x s the LPA estimates are shift invariant and can be calculated by convolution against a kernel defined by the window w h and the polynomials P m .
Starting from a basic window function w, one can obtain LPA's of different bandwidths/scales using scaled windows w h , where positive h can be treated as a scale parameter. The corresponding kernels, denoted as g h , give the estimate (5) in the convolutional form
The support of the window w h or equivalently of the kernel g h , is the estimator's support. It is common practice to use compactly supported window functions. In this case, by using a basic window w of the unit length, we obtain that h coincides with the length of the window w h . Hence, window length (size), scale, and bandwidth become interchangeable concepts. Using symmetric, non-symmetric and directional windows we obtain respectively the filter banks with the symmetric, non-symmetric and directional supports scaled by the parameter h. A quite similar approach is used to obtain the differentiation kernels giving the derivatives based on scaled symmetric, non-symmetric, and directional neighborhoods. Details of this sort of flexible filtering techniques and their theoretical background can be seen, in particular, in Katkovnik et al. (2006) and Foi (2005) .
The initial idea of the LPA is so simple and so appealing that it is not surprising that it is appeared in different modifications and under different names, such as moving (sliding, windowed) least-squares, Savitzky-Golay filter, reproducing filters. Recently the LPA has been reintroduced as moment filters by Seuhling et al. (2004) and as kernel regression by Takeda et al. (2007b) .
The local approximation is not restricted to the polynomial functions. Any reasonable set of basis functions can be used, such as trigonometric functions, wavelets, splines, etc. Thus, the LPA framework can be used also for more general (non-polynomial) parametric approximations.
An adaptive data-driven selection of h is a special topic, in particular, in the books by Fan and Gijbels (1996) and Loader (1999) . In what follows we consider some recent developments in this area.
Adaptive Scale Selection
The choice of the scale parameter is crucial when dealing with noisy data, because it controls the amount of smoothing introduced by the local approximation. A large h corresponds to a larger window and therefore to smoother estimates, with lower variance and typically increased estimation bias. A small h corresponds to noisier estimates, less biased, and with higher variance. Thus, the scale parameter h controls the trade-off between bias and variance in the LPA estimates. An optimal selection of the invariant and varying h is a subject of many publications starting from the very early days of the LPA. Various fundamental approaches and formulations can be seen in the books by Fan and Gijbels (1996) , Loader (1999) and Wand and Jones (1995) devoted to statistical nonparametric estimation.
Two main groups of techniques are exploited in the nonparametric regression approach. The first one is based on estimation of the bias and the variance with scale calculation using the theoretical formulas for the mean squared error of estimation. These sort of methods are known as "plug-in" methods. The second group of methods disregards the bias or formulas for the ideal scale selection and is instead based on quality-of-fit statistics such as cross-validation, generalized cross-validation, C p , Akaike criteria, etc., which are applied for model selection or direct optimization of the estimation accuracy.
A successful implementation of the plug-in approach has been reported by several authors. Overall, these methods give smooth curves with good filtering of random errors. However, the estimate bias depends on unknown high-order derivatives of the signal. As a result the algorithms are quite complex and have a number of parameters to be tuned, in particular for the estimation of these derivatives. Automatic window-size selectors with estimation of the higherorder derivatives of y have been developed and studied in Fan and Gijbels (1996) . The estimates at several window sizes are used in Ruppert (1997) in order to approximate the bias for estimation of the signal and the derivative. Similar ideas have been exploited in adaptive smoothers described in Schucany (1995) .
Most of publications concerning the quality-of-fit approach are related to a data-driven global (constant) scale selection (e.g., Hastie and Loader 1993; Hurvich et al. 1998; Katkovnik 1985; Simonoff 1998) . In this discussion and in what follows, the scale selection is defined by the accuracy criteria, with the main goal to achieve the optimal accuracy balancing the bias and the variance of estimation. These methods can be applied for scale selection for both estimation of image intensities as well as their derivatives. In this paper we are restricted to this accuracy-based scale selection only. Even more, we are focused on the automatic varying scale selection with the adaptive scales possibly taking different values from pixel to pixel.
We note that there are very different scale-selection problems for the analysis of 2-D and 3-D surfaces, where the main goal is to find and recognize singularities such as edges, ridges, discontinuities, etc. This sort of problems is particularly relevant in computer vision (e.g., Lindeberg 1998 Lindeberg , 2009 ).
Adaptivity of Pointwise Polynomial Estimates
The accuracy of the local estimates is quite dependent on the size and shape of the neighborhood used for estimation. Adaptivity of these estimates is a special subject that recently obtained a wide development concerning, in particular, the adaptive selection of the neighborhood size/shape or of the estimation weights. The main idea of the recent methods is to describe a greatest possible local neighborhood of every pixel in which the local parametric assumption is justified by the data. These methods are mainly linked with the so-called Lepski's approach (see, e.g., Lepski 1990; Lepski et al. 1997; Spokoiny 1998, and Spokoiny 2003) .
One of the efficient versions of this approach is known as the LPA-ICI algorithm (Goldenshluger and Nemirovski 1997; Katkovnik 1999) . Here ICI stands for the intersection of confidence intervals (ICI) rule. A development of this technique for the adaptive image processing is presented in Katkovnik et al. (2006) and Foi (2005) .
In Katkovnik and Spokoiny (2008) , the approach is applied to the exponential class of distributions and in particular to the denoising of Poissonian images.
A general theory of the adaptive image/signal processing developed for quite general statistical models can be seen in the book by Spokoiny (2009) .
Intersection of Confidence Intervals (ICI) Rule
The ICI rule is a multiple hypothesis testing criterion used for the adaptive selection of the size (length/scale) of the LPA window. The aim is to achieve a balance between the bias and the variance such that the pointwise mean square error (MSE) is minimized.
Let x 0 be a fixed estimation point/pixel. The LPA estimatesŷ h j (x 0 ) = (z g h j )(x 0 ) (6) are calculated for a set H = {h j } J j =1 of increasing scales h 1 < · · · < h J . The goal of the ICI is to select among these given estimates
which minimizes the MSE with respect to the variation of the scale h (note that h * (x 0 ) does not necessarily belong to H ). Roughly speaking, the estimatê y h + (x 0 ) (x 0 ) is the "best" among the given ones.
The ICI rule is as follows: Consider the intersection of confidence intervals ). An illustration of the ICI is given in Fig. 1 . The standarddeviations of the LPA estimates can be easily calculated from the 2 -norm of the corresponding kernel as σŷ h j (
, where σ is the standard deviation of the noise in z. Since the scales are increasing, the standard-deviations are decreasing and the confidence intervals shrink as j increases. Therefore, in the intersections we are testing estimates with progressively lower variance. The rationale behind the ICI is that the estimation bias is not too large as long as the intersections are non-empty. In practice this means that the ICI adaptively allows the maximum level of smoothing, stopping before oversmoothing begins. Asymptotically, the LPA-ICI adaptive estimator allows to get a near-optimal quality of signal recovery (Goldenshluger and Nemirovski 1997) .
Overall this pointwise-adaptive algorithm searches for a largest local vicinity of the point of estimation where the estimate fits well to the data. The estimatesŷ h j (x 0 ) are calculated for a set of window sizes (scales) and compared. The adaptive scale is defined as the largest of those for which estimate does not differ significantly from the estimators corresponding to the smaller window sizes. Several algorithms are developed, based on this sort of adaptive estimators: denoising is the main, and most natural application, but also deconvolution and derivative estimation are problems where the adaptation can play a significant role in order to achieve an improved restoration performance (Katkovnik et al. 2006 ).
LPA with Anisotropic Supports
A main assumption for the design of the anisotropic estimator (Foi et al. 2004a; Katkovnik et al. 2004 Katkovnik et al. , 2006 is that the optimal vicinity of the estimation point in which the model fits the data is a starshaped neighborhood which can be approximated by some sectorial decomposition with, say, K non-overlapping sectors. Such a sectorial approximation is shown in Figs. 2 and 3. This irregular shape of these neighborhoods and their sectorial approximation is a direct manifestation of the anisotropy of the underlying signal or, roughly speaking, that the signal smoothness is different at different points and along different directions. To replicate this behavior in our estimator, we use special directional kernels defined on a sectorial support. Anisotropy is enabled by allowing different adaptive scales for different directions. Thus, the ICI rule is exploited K times, once for each sector. In this way, we reduce a complex multidimensional shape adaptation problem to a number of scalar optimizations.
The directional estimates corresponding to the adaptivescale sectors are then combined into the final anisotropic estimate. The resulting estimator is truly anisotropic, and its support can have quite an exotic shape. It is highly sensitive with respect to change-points, and allow to reveal fine elements of images from noisy observations, thus showing a remarkable advantage in the proposed strategy. Results and modifications of this algorithm for different applications (including gradient estimation, deconvolution, inversehalftoning, video denoising, and signal-dependent noise removal) can be seen in Katkovnik et al. (2004 Katkovnik et al. ( , 2005 ; Foi et al. (2004b Foi et al. ( , 2005a Foi et al. ( , 2005b ; Ercole et al. (2005) and, in particular, in Foi (2005) and Katkovnik et al. (2006) .
Signal-Dependent Windows/Weights
There are a variety of works where the local weights w h (x 0 − x s ) depend also on the observations z s . A principal difference of these algorithms versus the nonlocal ones is that all the significant weights are localized in the neighborhood of x 0 .
In particular, Smith and Brady (1997) presented the SU-SAN algorithm where the localization is enabled by the weights depending on the distances from x 0 to the observation points x s and on the corresponding values of y:
Similar ideas are exploited in the Sigma-filter by Lee (1983) and in the Bilateral filter by Tomasi and Manduchi (1998) and by Elad (2002) . These algorithms are local, mainly motivated by the edge detection problem where the localization is a natural assumption. Further development and interpretation of this sort of local estimator can be seen in Elad (2002) and Barash (2002) . In the works by Yaroslavsky (1985) the localization of the weights is enabled by taking observations from a ball centered at x 0 . The accuracy analysis of these algorithms can be seen in Buades et al. (2005) . It this context, it is worth mentioning also the kernel estimator by Takeda et al. (2007a) , which is a particular higherorder LPA estimator where the weights are defined as in the bilateral filter.
Variational Formulations and Diffusion Filtering
A variety of methods for image denoising are derived by considering image processing as a variational problem where the restored image is computed by minimization of an energy functional. Typically, such functionals consist of a fidelity term such as the norm of the difference between the true image and the observed noisy image and a regularization penalty term:
One of the successful filters in this class is the RudinOsher-Fatemi (ROF) method (Rudin et al. 1992 (Rudin et al. , 1993 , which uses the total variation as penalty. The success of this penalty stems from the fact that it allows discontinuous solutions and hence preserves edges while filtering highfrequency oscillations due to noise. Several other methods are derived from the original ROF model by Meyer (2001) , Osher et al. (2003) , Vese and Osher (2003) .
Nonlinear anisotropic diffusion filters have been introduced by Perona and Malik (1990) and significantly studied and developed by many authors, particularly by Weickert (1996 Weickert ( , 1998 . Various versions of these filters exist. The filtered signal is defined as a solution of a partial differentiation equation of the form
where div is the divergence operator and g is a scalar-valued nonnegative diffusivity function, such that g(0) = 1 and lim |x|→∞ g(x) = 0. The initial condition u(x, 0) is defined by the given noisy signal and the estimateŷ T (x) is a solution u(x, t) at the stopping time T . The time t plays a role of a smoothing (scale) parameter for the estimate, where larger t corresponds to stronger smoothing. The equation (8) is illposed and some regularization is required for the solution.
There are natural relations between the nonlinear anisotropic diffusion and the variational approach, because the diffusion may be interpreted as a gradient descent for a suitable functional minimization. Links between the diffusion filters and variational settings with the penalty regularizations terms like (7) are subject of many mathematical publications. In connection with these works, we wish to mention the paper by Steidl et al. (2004) , where it is shown that for the one-dimensional case there is an equivalence between the total-variational diffusion, total-variational regularization, and soft wavelet shrinkage. The total-variation diffusion is of special interest, in particular because the corresponding equation is well posed (Steidl et al. 2004) . A broad overview of these connections can be seen in the book by Chan and Shen (2005) .
All these algorithms belong to the class of local pointwise ones because the solution is achieved by means of diffusion equations typically based on local differential estimates.
Local Multipoint Modeling
It is assumed in the above local modeling that for each pixel exists a neighborhood where the low-order polynomial model fit the data. The order of this polynomial parametric model is fixed and the parameters as well as the size/shape of this neighborhood are the main tool of estimation. Another principal point is that in the pointwise estimation the model parameters and the neighborhood are used in the pointwise manner in order to estimate the function for a single point only.
In what we call the local multipoint estimation the modeling and estimation are very different. First of all, for each neighborhood or image patch we use full-rank high-order approximations with a maximum number of basis functions (typically non-polynomials). For the orthogonal basis functions, this modeling is treated as the corresponding transform-domain representation, with filtering produced by shrinkage in the spectrum (transform) domain. Second, the estimates are calculated for all points in the neighborhood/patch, as opposed to the pointwise estimation which estimates a single point at a time. This makes the estimation to be multipoint. Third, the data are typically processed by overlapping subsets, i.e. windows, blocks or generic neighborhoods, and multiple estimates are obtained for each individual point. Overall, the estimation is composed of three successive steps: 1) data windowing (blocking, patching); 2) multipoint processing; 3) calculation of the final estimate by aggregating (fusing) the multiple multipoint estimates. It is found that this sort of redundant approximations with multiple estimates for each pixel dramatically improves the accuracy of estimation.
Overcomplete Transform Domain Modeling
Let the signal be defined on a regular 2-D grid X. Consider a windowing C = {X r , r = 1, . . . , N s } of X with N s blocks (uniform windows) X r ⊂ X of size n r × n r such that N s r=1 X r = X. Mathematically speaking, this windowing is a covering of X. Thus, each x ∈ X belongs to at least one subset X r . The noise-free data y(x) and the noisy data z(x) windowed on X r are arranged in n r × n r blocks denoted as Y r and Z r , respectively. We will use Y and Z as notation for matrices of the true and noisy signals over X. Typically, the blocks are overlapping and therefore some of the elements may belong to more than one block.
In what follows, we use transforms (orthonormal series) in conjunction with the concept of the redundancy of natural signals. Mainly these are the 2-D discrete Fourier and cosine transforms (DFT and DCT), orthogonal polynomials, and wavelet transforms. The transform, denoted as T 2D r , is applied for each window X r independently as
where θ r is the spectrum of Y r . The equality enclosed in square brackets holds when the transform T
2D
r is realized as a separable composition of 1-D transforms, each computed by matrix multiplication against an n r × n r orthogonal matrix D r . The inverse T 2D −1 r of T 2D r defines the signal from the spectrum as
The noisy spectrum of the noisy signal is defined as
The signal y is sparse if it can be well approximated by a small number of non-zero elements of the spectrum θ r . The number of non-zero elements of θ r , denoted using the standard notation as θ r 0 , is interpreted as the complexity of the model in the block. If the blocks are overlapping the total number of the spectrum elements θ r , r = 1, . . . , N s , is larger (much larger) than the image size and we arrive to the overcomplete or redundant data approximation. This redundancy is an important element of the efficiency of this modeling overall.
The blockwise estimates are simpler for calculation than the estimates produced for the whole image because the blocks are much smaller than the whole image. This is a computational motivation for the blocking. Another even more important point is that the blocking imposes a localization of the image on small pieces where simpler models may fit the observations. These shorter models are easy to be compared and selected. Here we can recognize the basic motivation for the zero-order or low-order LPA, which is simple and for small neighborhoods can well fit the data which globally can instead be complex and not allow a simple parametric modeling. By windowing we introduce a small segments exactly with the same reasons in order to use simple parametric models (expansions in the series defining the corresponding transforms) for overall complex data. A principal difference versus the pointwise estimation is that with blocks the concept of the center actually do not have a proper sense and the estimates are thus calculated for all points in the block. Thus, instead of the pointwise estimation we arrive to the blockwise (multipoint) estimation. For the overlapping blocks this leads to the next problem: the multiple estimates for the points and the necessity to aggregate (fuse) these multiple estimates in the final ones.
The data windowing can be produced in many different ways. In deterministic non-adaptive design, fixed-size square windows cover the image entirely. One example of this sort of windowing is the sliding windowing where to each pixel in the image a window is assigned having this pixel as, say, its upper-left corner (e.g., Astola and Yaroslavsky 2007, Chap. 5). The adaptive windowing can be produced as a result of image or spectrum analysis, resulting in windows having irregular location and shape, such as the anisotropic windows used by the Shape-Adaptive DCT estimator ) described in Sect. 3.4.
Multipoint Estimation
For the white Gaussian noise in the observation model (1), the penalized minus log-likelihood maximization gives the estimates aŝ
where pen(ϑ) is a penalty term and λ > 0 is a parameter that controls the trade-off between the penalty and the fidelity term. The penalty pen(ϑ) is used for characterizing the model complexity and appears naturally in this modeling, provided that the spectrum θ r is random with a prior density p(θ r ) ∝ e −λ pen(θ r ) . The estimator (11) can be presented in the following equivalent form
where the noisy spectrum is calculated as (10). If the penalty is additive for the items of the spectrum ϑ , pen(ϑ) = i,j pen(ϑ (i,j ) ), where ϑ (i,j ) is an element of ϑ , then the problem can be solved independently for each element of the matrixθ r as a scalar optimization problem:
This solution depends onθ r, (i,j ) and λ, and it can be presented in the form
where ρ is defined by the penalty function in (13).
Hard and soft thresholding are particular cases of this sort of estimates (Donoho and Johnstone 1995) :
(1) Hard thresholding. The penalty is x 0 , i.e. x 0 = 1 if
In thresholding for the block of the size n r × n r the socalled universal threshold λ is defined depending on n r as λ = 2 log n 2 r . (2) Soft thresholding. The penalty function is pen(x) = x 1 = |x|. The function ρ in (14) is defined as
The signal estimates in the windows are calculated from the spectrum estimates asŶ r = T 2D −1 r (θ r ). These are multipoint (not pointwise) estimates as they are calculated for all pixels in the windows.
There is a number of various threshold rules developed in mathematical statistics and derived from different speculations. Here we wish to mention also the control of error rate thresholding developed by Abramovich and Benjamini (1996) , Benjamini and Liu (1999) , and Abramovich et al. (2006) .
A number of threshold operators ρ derived from (13) for different penalty functions are studied by Elad (2006) . In this optimization approach the threshold function is defined by the assumed penalty function.
Aggregation
At the points where the windows overlap, multiple estimates appear. Then, the final estimate for each x is calculated as the average or a weighted average of these multiple estimates:
whereŷ r is obtained by returning the window-wise (multipoint) estimatesŶ r = T 2D −1 r (θ r ) to the respective place X r (and extending it as zero outside X r ), μ r are the weights used for these estimates, and χ Xr is the indicator function (characteristic function) of the set X r . Although in many works equal weights μ r = 1 ∀r are traditionally used (e.g., Coifman and Donoho 1995; Hua and Orchard 2003; Öktem et al. 1999 , it is a well established fact that the efficiency of the aggregated estimates (17) sensibly depends on the choice of the weights.
In particular, using weights μ r inversely proportional to the variances of the corresponding estimatesŷ r is found to be a very effective choice, leading to a dramatic improvement of the accuracy of estimation Yaroslavsky et al. 2001) . The variances ofŷ r are practically approximated as σ 2 multiplied by the sum of the squared shrinkage coefficients. In the case of thresholding, these coefficients are the rightmost factors in (15), (16). Thus, for hard thresholding, one may define μ r are the reciprocal of the number of non-zero elements ofθ r, (i,j ) .
Guleryuz (2007) studied the effects of different weights for aggregating blockwise estimates from sliding window DCT and demonstrated essential improvements of the algorithms.
We wish to mention few related works. Elad and Aharon (2006) consider shrinkage in redundant representations and derive an optimal estimator minimizing a global energy criterion. This criterion can be written as
where pen(ϑ r ) = ϑ r 0 . The algorithm proposed in Elad and Aharon (2006) uses the alternative minimization with respect to both ϑ r and Y with the initialization Y r = Z r and defining the spectrum estimates at the first step as
Givenθ r the signal estimate is calculated aŝ
Repeating this procedure we arrive to the recursive algorithm
The first equation in (21) defines the aggregation in this algorithm and can be rewritten as the sample mean of the windowed estimatesŷ :
The optimal estimator minimizing a global energy criterion can be achieved as a limit of this recursive procedure. However, as it is discussed above, the sample mean is not a good aggregation formula. It means that the recursive energy minimization used for the windowed estimates results in a procedure which can be improved. Indeed, the good denoising results shown in Elad and Aharon (2006) are obtained mainly due to combining the recursive procedure (23) with a "dictionary update" stage, leading to the K-SVD algorithm . The dictionary (i.e., the transform) is defined as a result of minimization of the energy E (18) with respect to Y , ϑ r , complemented by optimization with respect to the parameters of the transform T 2D r . This approach gives the optimal single scale transform. A generalization of this idea for design of the multiscale transforms is produced in Mairal et al. (2008) , yielding a further improvement in restoration quality. We wish to note that, when the dictionary is learned from the given noisy image, this stage may be treated as nonlocal, because blocks at other locations can influence the dictionary used at a particular location.
The Adaptive Principal Components algorithm by Muresan and Parks (2003) and Fields of Experts (FoE) algorithm by Black (2005, 2009 ) are other successful examples of this sort of methods using bases optimized with respect to the given image or set of images at hand. Hel-Or and Shaked (2008) consider instead the optimization of the shrinkage function for a given fixed simple averaging of the windowed estimates.
The total least square (TLS) algorithm by Hirakawa and Parks (2006) also takes advantage of multiple multipoint estimates. However, while in the above algorithms filtering is achieved by shrinkage in spectrum domain, in TLS the image block is modeled as a linear combination of the neighboring overlapping blocks where perturbations are allowed in the blocks in order to make the fit possible. The windowwise estimates are then obtained from the linear combination which allow a fit with minimal perturbations. Computationally the algorithm is very demanding but it demonstrates a good performance. This algorithm, though strictly a local one, has a few features which might resemble a nonlocal multipoint algorithm and we shall discuss some of these similarities in Sect. 5.2.2.
As overcomplete estimation with multiple estimates for each pixel demonstrates high efficiency, the aggregation of these estimates becomes a hot topic because of two different reasons. The first one is pragmatic, what is the best way to aggregate, and the second one is principal, why the aggregation can be so efficient.
A flow of publications on aggregation can be seen in mathematical statistics (e.g., Birge 2006; Bunea et al. 2007; Goldenshluger 2009 ). The problems studied in these works are mainly concentrated on comparison and selection of the best estimator from a given set of estimators. This setting is close to the classical model-selection problem. The principal difference of the effects we observe is that the aggregation of the windowed estimates results in an estimate which can be drastically better than any of the windowed estimates.
In our opinion, this improvement follows from the fact that the windowed estimates have different supports and are adaptive with different estimation models. This variety of the estimates is a main base of the potential improvement for the aggregated estimate.
Recently, Elad and Yavneh (2009) proposed to generate a collection of multiple estimates by randomizing the Orthogonal Matching Pursuit (OMP) algorithm. Aggregation of these estimates demonstrates quite essential improvement of estimation. This is one of the mechanisms how the estimates suitable for fusing can be generated.
Shape-Adaptive Transform Domain Filtering
Here we highlight the overcomplete transform domain filtering developed by Foi (2007) , Foi et al. (2007) where the windowing is adaptive. For each pixel in the image, we obtain the adaptive neighborhood where the LPA model fits well to the data. These neighborhoods are similar to the ones illustrated in Fig. 3 . Using in this neighborhood a shapeadaptive orthonormal transform and thresholding we obtain the estimation which is both order and neighborhood adaptive. What makes a difference versus the pointwise estimation in Sect. 2.4.2 is that these estimates are calculated for all pixel included in the adaptive neighborhood. Thus, we arrive to the multiple estimates where each of the estimates to be aggregated are shape and order adaptive. Overall, the algorithm has a clear intention to obtain the best possible estimates using all tools discussed above.
The approach to estimation for a point x 0 can be roughly described as the following four stage procedure:
Stage I (spatial adaptation): For every x ∈ X, define a neighborhoodŨ +
x of x where a simple low-order polynomial model fits the data;
Stage II (order selection): apply some localized transform (parametric series model) to the data on the setŨ + x , use thresholding operator (model-selection procedure) in order to identify the significant (i.e. nonzero) elements of the transform (and thus the order of the parametric model).
Stage III (multipoint estimation): Calculate, by inversetransformation of the significant elements only, the corresponding estimatesŷŨ+
Stage IV (aggregation): Let x 0 ∈ X and I x 0 = {x ∈ X : x 0 ∈ U + x } be the set of the centers of the neighborhoods which have x 0 as a common point. The final estimateŷ(x 0 ) is calculated as an aggregate of {ŷŨ+
The details of this algorithm as well as its study can be found in Foi (2007) , Foi et al. (2007) . Modifications of this algorithm have been produced for different imaging problems including deblurring, deringing and deblocking. All these algorithm show a very good performance among the best within the class of local estimators (Lansel et al. 2009; Vansteenkiste et al. 2006; Foi et al. 2007 ). Illustrations of these results can be seen in Sect. 6.
Local Estimation in Spectral Domain
The shrinkage operators from Sect. 3.2 treat the spectral coefficients as independent elements, essentially acting as diagonal operators. However, many transforms enjoy particular structures and correlations in their spectra, which can be exploited to improve the effectiveness of shrinkage. This is especially the case of wavelets, for which the amplitude responses of neighboring coefficients are strongly correlated. In case of redundant oriented multiscale transforms, such as the steerable pyramid by Adelson (1991, 1992) or the complex wavelets by Kingsbury (2001 Kingsbury ( , 2005 , the spectral neighborhood can be seen in space for the same orientation and scale (i.e. for the same subband), or in orientation,for the same scale and spatial position, or in scale, for the same orientation and spatial position. For instance, let {θ s } be a set of multiscale spectra of the image Y . Then, the local filtering techniques could be applied to {θ s } and the image estimate is obtained after inverse of the filtered spectra {θ s }. This sort of methods are local despite the fact that the filtering algorithms are applied in the spectrum domain.
One of the most successful developments in this area is the Gaussian scale mixture (GSM) algorithm due Portilla et al. (2003) . The algorithm is based on the steerable pyramid multiscale image representation. The key idea of the approach is statistical modeling of the coefficients within multiscale and oriented spectra. The localization concerns the spectrum coefficients both at adjacent positions and at adjacent scales. The spectrum coefficients included in the local neighborhood are considered as the product of a Gaussian vector and a positive scalar multiplier. The latter defines the local variance of the coefficients in the neighborhood, and thus models correlations between the coefficient amplitude.
The Gaussian scale mixture is used as a distribution of the product of a Gaussian vector and a random scalar multiplier. The developed estimator is obtained by the Bayesian technique as a posterior mean where the Gaussian scale mixture defines a prior for the random scalar multiplier. Hammond and Simoncelli (2008) generalize this technique to the rotated neighborhoods. Then, the prior used in the Bayesian estimator concerns both the random scale and the direction, which is also assumed to be random. In implementation of this technique the spectra {θ s } are windowed and the GSM processing is applied for each patch (window). The highpass and lowpass spectrum components are treated differently.
What is important for our classification of the algorithms is that the filtered spectrum components are calculated for entire patches. It means that the algorithm is multipoint (not pointwise). It is noted in Hammond and Simoncelli (2008) that "one could partition the transform domain into nonoverlapping square patches, denoise them separately, then invert the transform. However, doing this would introduce block boundary artifacts in each subband. An alternative approach, used is to apply the estimator to overlapping patches and use only the center coefficient of each estimate. In this way each coefficient is estimated using a generalized neighborhood centered on it." It is a way how the aggregation of the multipoint estimates in the final one is solved (or avoided) in the GSM algorithms.
Nonlocal Pointwise Modeling
Nonlocal Pointwise Weighted Means
Similar to (3), a nonlocal estimator can be derived as a minimizer for
where the weights w h depend on the distance between the signal values at the observation points y s and the desirable point y 0 = y(x 0 ). Minimization of (24) gives the weighted mean estimate in the form (neighborhood filter (Buades et al. 2005) ):
This estimator is local in the signal space y similar to (2) while it can be nonlocal in x depending on the type of the function y. The ideal set of observations for the noiseless data is the set
where y(x) takes the value y 0 . The estimate (25) is the weighted mean of the observed z s and the only link with x 0 goes through y 0 = y(x 0 ). It is a principal difficulty of this estimate, as it requires to know the accurate y 0 and y s used in (25). In other words, to calculate the estimate we need to know the estimated signal.
There are a number of ways to deal with this problem. Some of them are discussed in what follows.
Weights Defined by Pointwise Differences
The simplest and straightforward idea is replace y s be z s , then,
As the observed z s are used instead of the true values y s it results in a principal modification of the very meaning of the estimate (25). Indeed, provided a given weight g h,s , this estimate is linear with respect to the observations z s , while when we use y s = z s the estimate (27) becomes nonlinear with respect to the observations and the noise in these observations.
Weights Defined by Neighborhoodwise Differences: NL-Means Algorithm
The weights in the formula (27) are calculated as differences of individual noisy samples z 0 and z s . In practice, this can yield a quite different outcome from the difference between the true signal samples y 0 and y s , assumed in (24). The nonlocal means (NL-means) as they are introduced by Buades et al. (2005) are given in a different form where these weights calculated over spatial neighborhoods of the points x 0 and x s . This neighborhoodwise differences can be interpreted as a more reliable way to estimate y 0 − y s from the noisy samples alone. Then, the nonlocal mean estimate is calculated in a pointwise manner as the weighted mean with the weights defined by the proximity measure between the image patches used in the estimate. This estimation can be formalized as minimization of the local criterion similar to (24)
with, say, Gaussian weights (as in Buades et al. 2005 )
defined by the Euclidean distance between the observations z in V -neighborhoods of the points x 0 and x s , V being a fixed neighborhood of 0. The nonlocal means estimate is calculated aŝ
The detailed review of the nonlocal means estimates with a number of generalizations and developments are presented by Buades et al. (2005 Buades et al. ( , 2008 . From the results in Buades et al. (2005) , we wish to note the accuracy analysis of the estimator (27) with respect to both signal y and the noise. These asymptotic accuracy results are given for h → 0 and exploited to prove that the nonlocal mean estimates can be asymptotically optimal under a generic statistical image modeling.
This sort of nonlocal estimates has been developed, more or less in parallel, in a number of publications with different motivation varying from computer vision ideas to statistical nonparametric regression (see also, e.g., Wei 2005; Kervrann and Boulanger 2005 Buades et al. 2008 and references therein). Extension of the original approach including scale and rotation invariance for the data patches used to define the weights are proposed in Lou et al. (2008a) and Zimmer et al. (2008) .
Recursive Reweighting
The next natural idea is to use for the weights g h,s preprocessed observationsẑ s , say, prefiltered by a procedure independent of (27):
For the prefiltering we can exploit the same nonlocal average (27)ẑ s =ŷ h (x s ). Then the algorithm becomes recursive with successive use of the estimates for the weight recalculation:
.
If the algorithm converges, the limit recursive estimateŷ h is a solution of the set of the nonlinear equationŝ
. These estimates can be very different from (31), which can be treated as a first step of the recursive procedure (32). We do not know results concerning the study of these estimates for the filtering of z which are recursive onŷ (k) h . However, recursive equations of a similar style are considered by the methods referred in Sect. 4.3.
Adaptive Weights
A different type of the algorithms called Adaptive Weights Smoothing (AWS) is developed by Spokoiny (2000, 2005) . The main idea of AWS is to describe in a datadriven way a maximal local neighborhood of every point in which the local parametric assumption is justified by the data. The method is based on a successive increase of local neighborhoods around every point and a description of the local model within such neighborhoods by assigning weights that depend on the result of the previous step of the procedure. By expanding the local neighborhoods up to covering the whole image domain, we arrive to an adaptive nonlocal means filter.
The numerical results (Polzehl and Spokoiny 2005 ) demonstrate that the AWS method is very efficient in situations where the underlying regression function allows a piecewise constant or piecewise smooth approximation with large homogeneous regions. The procedure is particularly successful in preserving contrast and edges, achieving optimal noise reduction inside large homogeneous regions.
Weights Averaging: Bayesian Approach
There is an alternative idea how to deal with the dependence of the weights w h on the unknown signal y. Let us use the Bayesian rationale and replace the local criterion (24) by an a-posteriori conditional mean calculated provided that the given observations are fixed:
Assume for simplicity that we consider the scalar case, d = 1, then y s are random and independent with the prior pdf p 0 (y s ), then the conditional pdf of y s provided a given z s is calculated according to the Bayes formula: 
where the proportionality factor depends on h and σ but not on z.
Provided a change of the parameter h in the weight function w h for √ h 2 + 2σ 2 , we havew h (z) ∝ w h (z), which makes this weight function legitimate for the use with noisy data z s instead of unknown y s . The larger value of h, coming from the change of parameter, means a larger window size and stronger smoothing, in some sense equivalent to data prefiltering.
Nonlocal Pointwise Higher-order Models
Use of the higher-order LPA in the local estimates is well known and well studied area (e.g., Katkovnik et al. 2006 ). In particular, for the first-order estimate we have the criterion and the estimate in the form
where the weights are defined as in (2). Recall thatĈ 1 in (35) is an estimate of the derivative ∂y(x 0 )/∂x. Let us try to use this first-order LPA model in the context of the nonlocal means (24) and combine the weights depending on the distance between the signal values from (24) with the linear on x fit for the observed z s from (35). Then the nonlocal criterion is of the form
AgainĈ 1 is an estimate of the derivative ∂y(x 0 )/∂x. Accordingly to the used windowing the ideal neighborhood X * is defined as in (26), i.e. it is a set of x where y(x) = y 0 . However, the derivative ∂y/∂x can be different for the points in this X * and then the linear model C 0 + C 1 (x − x s ) does not fit y(x) for all x ∈ X * . Figure 4 illustrates a possible situation, where the set X * includes all y(x) = y but the derivatives in this points have different signs. The ideal neighborhood should be different from (26) and include both the signal and derivative values
It follows from this consideration that, for the class of the nonlocal estimators, the windowing function w h should correspond to the model used in estimation and actually incorporate this model. For the linear model it can be done selecting the window function defining the distance in both the signal and signal derivative values. In particular as follows
In implementation of this estimation, the unknown y s and ∂y(x s )/∂x could be replaced by the corresponding estimates obtained from LPA or by independent estimates as it is discussed in the previous section. Figure 4 illustrates the differences between the neighborhoods used for estimation in the case of the local pointwise model (2) and the nonlocal zero and first order models. The area III shows the local neighborhood for the local pointwise estimate defined by the window width parameter h. For the nonlocal zero-order modeling (36), the neighborhood is defined as a set of x values where |y − y 0 | ≤ . In the figure this area is a defined as the union of all the subareas I and II. However, if the first order model is used for the nonlocal modeling according to (37)-(38) at least the sign of the derivative ∂y/∂x should also be taken in consideration. Thus, if we say that ∂y(x 0 )/∂x > 0, the estimation neighborhood is the union of the subareas I. In this sense, the nonlocal zeroorder model does not distinguish between the subareas I and II.
It has been observed that the nonlocal pointwise means, in particular of the form (24)- (25) can create large flat zones and spurious contours inside smooth regions, i.e. the socalled "staircasing" or "shock" effects. In order to repair and avoid these undesirable effects, the nonlocal polynomial models of the first and higher orders have been proposed by Buades et al. (2006a Buades et al. ( , 2006b ). Similar higher-order nonlocal algorithm has been reported in Chatterjee and Milanfar (2008) , where the polynomial approximations up to second order are used. The nonlocal polynomials models used in these papers are similar to (36), where standard weights depending only on the signal values (and not on the derivatives) are used. Thus, the polynomial modeling is not included in the window function as it is in (38).
Here we wish to note the work by Alexander et al. (2007) , where different models of self-similarity in images are studied, with particular emphasis on affine (i.e. first order) similarity between blocks.
It is interesting that, under some assumptions, the nonlocal estimates can behave similar to the Perona-Malik diffusion. It is proved by Buades et al. (2006a Buades et al. ( , 2006b ) for the estimate (25) where the window w h is truncated Gaussian. This equivalence has a place provided that the width of the truncated Gaussian window and its standard deviation h are small and have the same order of magnitude.
While in the above text we considered only polynomial expansions, of course, the higher-order modeling is not restricted to polynomials. The more general case using transforms is illustrated directly in the forthcoming Sect. 5 for nonlocal multipoint modeling.
Variational Formulations
The variational methods can be treated as local or nonlocal depending on whether a local or nonlocal penalty pen(y) is used in (7). The regularization involving only the signal and its derivatives evaluated at the same point results in EulerLagrange differential equations and definitely means the local type estimator.
Recently, a novel class of the variational methods involving nonlocal penalty terms has been proposed (see Kindermann et al. 2005; Osher 2007a, 2007b; Lou et al. 2008a Lou et al. , 2008b Elmoataz et al. 2008 and references therein) . If the Euler-Lagrange equations are used for these methods they have a form of difference-integral equations. These new nonlocal methods are essentially motivated by the concept of the nonlocal means, used to define nonlocal differential operators.
One of the interesting results obtained in Kindermann et al. (2005) is a derivation of the nonlocal means algorithms from a variational formulation. Let the penalty in (7) be of the form
w > 0 is a window function, and g is a differentiable function. Minimization of (39) on y gives the equation
In particular, for g = 1 − exp(−x), it gives
Equation (40) can be solved using the iterationŝ
The first iteration of this algorithm withŷ (0) = z can be interpreted as an integral version of the nonlocal means estimate (27) provided that the factor w(|x − v|) is constant. In this case, the corresponding estimator is nonlocal according to the definition given in this paper.
It is interesting to note also that these iterations look similar to the recursive procedure (32). Actually, the iterations (41) deal with the same problem of how to calculate weights depending on the unknown signal y.
Let us go back to the formulation (7). Using (39)- (40), we arrive to the equation derived in Kindermann et al. (2005) and including the observations z
On a similar line, we wish to mention the works by Brun (2008a, 2008b) , where a mapping of the image into a high-dimensional space of patches is used in order to apply conventional regularization operators (e.g., Tikhonov regularization) in a nonlocal way.
Nonlocal Multipoint Modeling
In this section we consider nonlocal estimates different from the ones discussed in Sect. 4.1 first of all by use of the transforms enabling the adaptive high-order approximations of the windowed data. As in Sect. 3.1, we consider the signal Y j and observation Z j blocks corresponding to a given windowing. The transforms are defined and calculated for these blocks. Furthermore, it is assumed that there is a similarity between some of these blocks. As a measure of this similarity we use the Euclidean norm Y j − Y r 2 2 . The distance between the blocks is defined by the window functions w h depending on the norms Y j − Y r 2 2 . For instance, for the Gaussian window the distance between the blocks j and r is calculated similar to (29) as
Another principal difference versus Sect. 4.1 is that the estimates are not pointwise but multipoint, calculated for all points in the block. In this way we arrive to a set of estimates for each pixel and necessity to fuse them into the final estimate by a special aggregation procedure.
Single-Model Approach
Motivated by the pointwise nonlocal mean (24), we introduce a nonlocal multipoint estimator by the criterion
Here, instead of y 0 , used in (24), we use the so-called reference-block Y r . The estimation is intended to be for the pixels of this reference block only. The w h is a weight function defining the correspondence of the block Y j to the reference-block Y r , Z j − T 2D −1 (ϑ) 2 2 measures the discrepancy between the observed Z j and the model of the reference block T 2D −1 (ϑ), expressed through the spectrum parameters ϑ . The penalty term λ pen(ϑ) controls the complexity of the reference block model (e.g., the smoothness of the estimate).
The term single-model means that in (44) the same model T 2D −1 (ϑ) is exploited to fit all blocks Z j . For an orthonormal transform, (44) can be presented in spectral variables only as
Here and in what follows, it is essential that a common transform operator is applied to all blocks in the group, i.e. the same transform T 2D is used for r and for all j . We resort to orthonormal transforms mainly to simplify the formulation. However, the approach can be easily generalized to non-orthogonal transforms, either biorthogonal or redundant ones.
In It can be verified that (46) can be rewritten as
is the weighted mean of the blocks' spectra and const is independent of ϑ . Then the minimization of I Y r (ϑ) and estimation for the reference block becomeŝ
where λ r = λ/ j w h (j, r) . If the penalty is additive with respect to the components of ϑ , minimization in (48) is reduced to the scalar one and using (14) the results can be given in the form
Thus, the estimation ofθ is a two-step procedure. First, calculation of the weighted mean (47) and, second, thresholding (50). After that, the estimateŶ r is calculated according to formula (49).
In practice, only the blocks with larger weights w h (j, r) are included in calculations of the weighted mean (47). A set of blocks selected for estimation is called a group corresponding to the reference block Y r . Usually this selection is defined by
where K r is the set of indexes of the blocks in the group and > 0 is a threshold parameter. Figures 5 and 6 illustrate the concept of grouping.
The mean (47) can be given in the form
The aim of this grouping is a joint processing of the windowed data in the group. Onceθ r is found, the thresholding is performed according to (50) with
In principle, one can incorporate the grouping (51) in the definition of the window function w h (replacing w h with its 2 )). However, in practice, a binary indicator is often used instead of the window function, defined as follows:
In this case, (52) simplifies tō
where #(K r ) is the cardinality of the set K r for the reference block Y r . The final estimate of the signal is obtained from the reference estimatesθ r according to the aggregation formula (17).
Different versions of the considered approach can be developed. First, various estimates of unknown Y j and Y r can be used in the block's weighting/grouping rule; second, different metrics for comparison of this estimates and the weights w h ( Y j − Y r 2 2 ) in the estimates. Finally, various forms of shrinkage can be applied to the block-wise estimatesθ r before and after averaging in (54).
We wish to note that already in Buades et al. (2005) , a blockwise version of nonlocal means (vectorial NL-means) are suggested. However, it is done only for original spatial domain data without filtering in the spectrum domain enabled in the above estimation using penalization.
In general, the described approach corresponds to what we may call a single (parametric) model approach, because for each group of blocks a unique parametric model (in the form T 2D −1 (ϑ) in (44)) is used, where the parameter ϑ is taking values that will fit for all grouped blocks. It results in a specific use of this blockwise estimates in the group where Fig. 6 Illustration of grouping blocks from noisy natural images corrupted by white Gaussian noise with standard deviation 15 and zero mean. Each fragment shows a reference block marked with "R" and a few of the blocks grouped with it they are combined as a sample mean or as a weighted mean estimates similar to (54).
As it is already mentioned in the previous subsection, the weighted means in the form (17) allows significantly improve the multipoint estimate, in particular using the inverse variances of the estimates as the weights.
Multiple-Model Approach: Collaborative Filtering
In this section we introduce the nonlocal multiple-model estimation where individual (parametric) models are used for each block in the group. We use the same T 2D -basis functions for all blocks, which makes reasonable a comparison of the corresponding block-spectra.
In the single-model approach (44), for each block, the observed Z j are fitted by T 2D −1 (ϑ), where ϑ is the same for all j . Let us now assume that, in this fitting, ϑ can take different values ϑ j for different Z j selected for a given reference block Z r . Then, the criterion (46) is changed and we arrive to the following multiple-model one:
Here pen({ϑ j } r ) means that the penalty is imposed on all spectra ϑ j used for the reference block r. In the transform domain it gives
whereθ j = T 2D (Z j ). Only the blocks with the largest weights w h (j, r) are included in calculations of the criterion (56). Again, we use the term group to indicate this set of blocks. As in (51), K r denotes the set of indexes of the blocks in the group corresponding to the rth reference block.
We have
Here, if the penalty term is additive with respect to j , the minimization of I Y r is trivialized and the very meaning of the group is lost, because the solution is obtained by minimizing independently for each j . As a matter of fact, once a multiple-model group is assembled, it is the penalty term that should establish the interaction between different members of the group. We propose a special flexible way in order to install this interaction and call it collaborative filtering.
Collaborative Filtering
For transparency, let us simplify again the weights w to an indicator of the form (53). In this way, the criterion (57) takes the form
Let us consider˜ r = {θ j } j ∈K r be the set of T 2D -spectra in the group, which is treated as 3-D array, where j is the index used for the third dimension. Apply a 1-D orthonormal transform T 1D with respect to j . In this way we arrive to a groupwise 3-D spectrum of the group as
Consistent with this representation, we replace the penalty pen({ϑ j } j ∈K r ) with an equivalent penalty pen( ), where
is the corresponding 3-D spectrum obtained by applying the 1-D transform T 1D on the collection of 2-D spectra {ϑ j } j ∈K r . We denote the 3-D transform obtained by the composition of T 1D and T 2D as T 3D . We use this 3-D spectrum representation as a special model of data collected in this group, with the penalty pen( ) defining the complexity of the data in the group:
Then, the estimation of the true r is defined aŝ
Again, if the penalty pen( ) is additive with respect to the components of , the minimization in (60) is scalar and independent for each element of ; thus, it can be solved by thresholding of˜ r . The consecutive T 1D −1 and T 2D −1 inverse transforms return first the estimatesˆ r = {θ r,j } j ∈K r of T 2D -spectra of the blocks in the group, and hence the multipoint estimatesŶ r,j of these blocks. Because these estimates can be different in different groups, we use the double indexes for the signal estimatesŶ r,j , where j stays for the index of the block and r for the group where these estimates are obtained.
Let us summarize specific features of the multiple modeling used in this section versus the single-model approach.
First, the filtering (thresholding) in the spectrum domain gives individual estimates for each block in the group. Note that in the single-model group of the previous section a unique estimate is calculated and used for the referenceblock only.
Second, an essential difference exists in how the data in the group are processed. The sample mean or weighted mean estimate (54) treats the data in the group as relevant (reliable) to the signal estimated for the reference block only. Contrary to it, the multiple-model approach produces individual estimates for all participants of the group (collaborative filtering), where the joint spectrum inˆ r is exploited in order to improve the estimates for each of the blocks in the group. Thus, we obtain a more flexible technique where, say, an erroneously included block is not able to damage seriously the estimates of other blocks and itself could not be damaged by data from other blocks.
As a result of the groupwise estimation, we obtain multiple estimates for each x in X and the final signal estimate is calculated by fusing these blockwise estimates in a single final one. The main formula used for this aggregation is the weighted mean (17).
Implementation: BM3D Algorithm
Assuming the indicator window function (53), the multiple model approach is implemented as the Block-Matching and 3-D Filtering (BM3D) algorithm by Dabov et al. (2007) . In this case, the weights w h (j, r) are the same for the all blocks in the group.
The algorithm has the following main steps:
-Grouping: for a given reference block X r similar blocks X j are selected and arranged in 3-D arrays. The idea of the grouping is illustrated in Fig. 5 where the perfectly identical blocks are collected in the corresponding 3-D arrays/groups. For noisy data this grouping makes the element-wise averaging (i.e. averaging between pixels at the same relative positions) an optimal estimator. In this way, we achieve an accuracy that cannot be obtained by processing the separate blocks independently. If nonidentical fragments are collected within the same group, averaging is no longer optimal. Therefore, a filtering strategy more effective than averaging should be employed. The grouping for real data is demonstrated in Fig. 6 . -3-D collaborative filtering in the spectrum domain: 3-D spectrum (59) is calculated for the grouped data; this spectrum is thresholded (filtered) according to (60); the filtered 3-D spectrum is inverted to the 3-D signal estimate (61) and the 2-D block-wise estimatesŶ r,j are returned to the original places of these blocks. -Aggregation: the final estimates are calculated as the weighted means over all block-wise estimates overlapping at the point x
where the weights μ r,j are calculated as the inverse variances of the estimatesŶ r,j (x).
Also this algorithm exploits two similar stages for 3-D spectrum filtering, one based on hard-thresholding, as it is defined by (60), and another using the empirical Wiener filtering instead of hard-thresholding. During the second stage, the estimateŷ from the first stage is exploited also to improve the accuracy of the block-matching. Details of the algorithm is documented in Dabov et al. (2007) and MATLAB codes of the algorithm are available online. 1 In particular, in Dabov et al. (2007) we discuss and analyze the impact of the choice of the T 2D and T 1D transforms to the effectiveness of the algorithm. It turns out that the algorithm is rather insensitive to this choice, as long as T 1D includes a constant basis function (i.e. it provides what is called a DC term). The strength of BM3D is largely confirmed by numerous experiments (Dabov et al. 2007; Vansteenkiste et al. 2006; Lansel et al. 2009 ).
The collaborative filtering is a key element of the multiple-model approach overall. In the group similar blocks are collected. This similarity means that the group-array allows a quite sparse representation in the spectrum domain and this high-sparsity means that only few spectrum elements can be taken as active non-zero. The sparsity in 3-D spectrum domain is much higher than it can be achieved for 2-D blockwise spectra. It enables a much stronger noise attenuation using group spectra compared with what could be achieved using 2-D block-wise spectra. Figure 7 illustrates distributions of the active elements in 3-D and 2-D spectra after the hard-thresholding of the 3-D spectrum: after shrinkage there remain only few nonzero coefficients in the 3-D spectrum. This sparsity is due both to decorrelation within each grouped block operated by the T 2D (intra-block decorrelation) and to decorrelation across the corresponding spectral components of the block operated by the T 1D (inter-block decorrelation). After applying the T 2D −1 inverse transform, we obtain a number of intermediate block estimates (the red stack at the top-right of the figure) . Each of these is obviously T 2D -sparse. The blockwise estimates (the purple stack at the bottom-right of the figure) are obtained by applying the T 1D −1 inverse transform on the intermediate block estimates. As a matter of fact, each one of the blockwise estimates is calculated as a linear combination of the intermediate estimates, where the coefficients of the linear combination are simply the coefficients of one of the T 1D basis elements. Note that the blockwise estimates are not necessarily T 2D -sparse, as it is illustrated in the figure. In a very broad sense, the success of BM3D algorithm supports the idea that in multipoint image estimation a weighted average of a few sparse estimates is better than single sparse estimate alone. This issue, but for different type of the algorithm, is discussed by Elad and Yavneh (2009) . Fig. 7 Illustration of the sparsity in collaborative hard-thresholding. After shrinkage, the remaining coefficients are mostly concentrated around the DC term of the T 3D -spectrum, which is located at the upper-left corner in the top layer of the T 3D -spectrum. However, few other coefficients representing the inter-block differences are also present in the lower layers of this spectrum. The inversion of T 3D can be computed either by inverting first T 2D and then T 1D , or vice versa. If we consider the stack with the T 1D -spectra, we notice that these are all typically nonzero (since they can be identically zero only when the corresponding layer in the T 3D -spectrum has no nonzero coefficients after shrinkage) but they are nevertheless T 2D -sparse (since they are produced by the few coefficients found in the corresponding layer in the T 3D -spectrum). Each block estimate in the image domain is obtained as a linear combination of the layers in the stack of the T 1D -spectra. These block estimates are typically not T 2D -sparse (since they can be T 2D -sparse only when the corresponding layer in the stack of the T 2D -spectra has very few nonzero coefficients)
In the single-model algorithm we have a penalty that enforces sparsity on a single estimate, whereas in the multiplemodel the sparsity is enforced for the group as a whole but not on the individual blockwise estimates, which are instead a linear combination of intermediate blockwise estimates that are sparse.
On this point, it is also interesting to return to the TLS algorithm by Hirakawa and Parks (2006) . This algorithm builds a group by taking neighboring overlapping blocks to a given reference one. The idea is that the reference block can be seen as a linear combination of the grouped blocks. This fitting is formalized using TLS, which is based on the assumption that all blocks in the group can be treated as perturbed by some noise. It is known that TLS allows to minimize the norm of this perturbation and this yields an estimate for the reference block. The authors generalize this approach to the case when the grouped blocks are used for fitting a few of them treated as a set of reference blocks. It might seem that in this way a joint groupwise processing is achieved, similar to some extent to the presented collaborative filtering. However, this similarity is quite superficial and even misleading. Firstly, while TLS produces these estimates for only a few blocks in the group, the collaborative filtering gives the estimates for all blocks. In particular, collaborative filtering works in a symmetrical fashion, i.e. all blocks are treated as equal partners in the collaborative filtering, whereas in TLS there a big deal of difference between the fitted blocks and observation blocks. In TLS the filtering follows by fitting each reference block using a single coefficient for each of the observation blocks. Contrary to it, the collaborative filtering is enabled by the spectral representation of the group in 3-D space. TLS cannot exploit the sparsity of the transform domain representation and its noise suppression ability is thus very limited. In the collaborative filtering framework, this would correspond to naively shrinking all 2-D spectrum coefficients on a layer of the 3-D spectrum using exactly the same constant.
In the light of what discussed in the preceding sections, the estimation quality of BM3D can be improved by introducing additional adaptivity in the algorithm.
BM3D Algorithm with Adaptive-Shape Neighborhoods
The existence of mutually-similar patches is, as illustrated in Fig. 6 , a characteristic feature of natural images. Due to this, the above BM3D algorithm can generally achieve an excellent denoising accuracy. However, the assumption that the block should be square is very artificial. By replacing fixed-size block transforms with adaptive-shape transforms, we can obtain a more flexible tool with a potential for better denoising performance. This is done by Dabov et al. (2008) . The algorithms uses grouping of adaptiveshape neighborhoods whose surrounding square supersets have been found similar by a block-matching procedure. The data defined on these grouped neighborhoods is stacked together, resulting in 3-D structures which are generalized cylinders with adaptive-shape cross sections. Because of the similarity, which follows from the matching, and because of the adaptive selection of the shape of the neighborhoods, these 3-D groups are characterized by a high correlation along all the three dimensions. A 3-D decorrelating transform is computed as a separable composition of the ShapeAdaptive DCT (SA-DCT) and a 1-D orthonormal transform, and subsequently attenuate the noise by spectrum shrinkage with hard-thresholding or Wiener filtering. Inversion of the 3-D transform produces individual estimates for all grouped neighborhoods. These estimates are returned to their original locations according to the very idea of the collaborative filtering, and aggregated with other estimates coming from different groups. Overall, this method generalizes two existing tools: the BM3D filter, which uses grouping of fixed-size square blocks, and the pointwise SA-DCT filter (Sect. 3.4), which exploits shrinkage on the adaptive-shape supports. It is shown in Dabov et al. (2008) that the developed method inherits the strengths of both filters, resulting in a very effective and flexible tool for image denoising.
BM3D Algorithm with Shape-Adaptive PCA
A proper selection of the transform is crucial element for ensuring the success of the transform-based methods. This problem, known under different names as best basis, dictionary, or prior selection, has been a subject of intensive study from the very beginning of the development and application of estimation/approximation methods. In particular, the use of bases adaptive to the data at hand is of special interest. As a general reference to the problem, we wish to mention such popular techniques as Basis Pursuit (Mallat 1999) , Matching Pursuit and Orthogonal Matching Pursuit (Mallat 1999) , Principal Component Analysis (PCA) (Jolliffe 2002) , and Independent Component Analysis (ICA) (Hyvärinen et al. 2001) . From recent developments we wish to note the techniques close to the problems discussed in this paper such as Fields of Experts Black 2005, 2009 ) and K-SVD algorithms for single ) and multiscale (Mairal et al. 2008 ) sparse representations, where special sets of image or images patches are used for the basis selection. Curiously, it is shown in Dabov et al. (2007) that BM3D is comparatively insensitive to the basis (transform) selection. However, this conclusion concerns the selection of a priori fixed bases.
The latest version of BM3D algorithm incorporating a shape-adaptive PCA as part of the 3-D transform is proposed by Dabov et al. (2009) . For a 3-D group of adaptive-shape image patches, a shape-adaptive PCA basis is obtained by eigenvalue decomposition of an empirical second-moment matrix computed from these patches. Hence, the overall 3-D transform is a separable composition of the PCA (applied on each image patch) and a fixed orthogonal 1-D transform in the third dimension.
The use of a data-driven adaptive transform for the collaborative filtering results in a further improvement of the denoising performance, especially in preserving image details and introducing very few artifacts (Dabov et al. 2009 ). To the best of our knowledge, this new algorithm is currently achieving the highest denoising quality to date.
Experimental Comparison
To complement the mostly theoretical discussions of the previous sections, we provide here an experimental comparison of some of the cited techniques. In particular, we consider the BM3D filter by Dabov et al. (2007) and its modifications with shape-adaptive DCT (SA-BM3D) (Dabov et al. 2008 ) and shape-adaptive PCA (BM3D-SAPCA) (Dabov et al. 2009 ), the SA-DCT filter by Foi et al. (2007) , the K-SVD algorithm by Aharon et al. (2006) and its multiscale extension (MS-K-SVD) by Mairal et al. (2008) , the TLS algorithm by Hirakawa and Parks (2006) , the BLS-GSM algorithm by Portilla et al. (2003) and its orientation-adaptive extension (OAGSM-NC) by Hammond and Simoncelli (2008) , the NL-means by Buades et al. (2005) , the Fields of Experts (FoE) filter by Black (2005, 2009) , the Structure Adaptive Filter (SAFIR) by Kervrann and Boulanger (2005) , and the Anisotropic LPA-ICI by Katkovnik et al. (2004) and its recursive implementation by Foi et al. (2004a) .
The algorithms 2 are applied on a set of 10 different test images corrupted by additive white Gaussian noise 3 with standard deviations σ = 5, 15, 20, 25, 35 (thus a total of 50 noisy images). The comparison is made in terms of both PSNR and mean structural similarity index map (MSSIM) (Wang et al. 2004) and is presented in Figs. 8 and 9 and in Tables 2 and 3. We can see that the BM3D-SAPCA overcomes the other methods, typically achieving a PSNR about 0.2 dB higher than that of BM3D, SA-BM3D, or MS-K-SVD. The latter three achieve roughly the same results and are followed by the SA-DCT filter and K-SVD, which are performing slightly better than the GSM, SAFIR, and TLS methods. Neither the FoE nor relatively simple algorithms such as the LPA-ICI and NL-means appear to be competitive. Overall, the MSSIM results are roughly consistent with the PSNR ones with the only exception of TLS, which shows a relative performance in terms of MSSIM slightly higher than in terms of PSNR. Let us note that the three algorithms based on the collaborative filtering paradigm occupy the topthree places also in this comparison.
The difference in visual quality between the various methods can be inspected in the examples shown in Figs. 10 and 11. Relatively high noise standard deviations (σ = 35 and σ = 25) are used in order to emphasize the differences in the estimates by each method. From the figures, we observe that the BM3D-SAPCA method effectively reconstructs finer details and at the same time introduces less artifacts than the other methods. The importance of using shape-adaptive transforms can be particularly appreciated for the Cameraman image, for which one can notice that only the methods based on such transforms are able to reconstruct sharp edges without introducing spurious oscillations or ghosting artifacts. 
Conclusion
In this paper we reviewed recent developments in the field of nonparametric regression modeling and image processing. In these conclusive comments, we would like to discuss some theoretical aspects of these developments and, in particular, what problems, of principal importance in our opinion, are not solved.
The considered methods were classified mainly according to two leading features: local/nonlocal and pointwise/multipoint. This discussion is organized according to this classification.
(1) Local pointwise estimators.
These estimators are supported by strong theoretical results covering nearly all aspects of estimation: estimation accuracy, adaptation with varying spatially adaptive neighborhoods, etc.
Unsolved problem: simultaneous selection of adaptive neighborhood and order of the local parametric model.
It is a generalized model-selection problem where the model support is treated as an element of the model selection. Note that this setting is very different from the classical model-selection problem where the model support is assumed to be fixed. (2) Local multipoint estimators.
These estimators deal with multiple preliminary estimators and the final estimate is calculated by aggregation (fusing) of the preliminary estimates. The existing aggregation methods assume that the models of the preliminary estimates are given. These two-step procedures are actually heuristic or semiheuristic as the aggregation turns out as the only method to exploit the produced redundant estimates.
Unsolved problem: simultaneous optimization of aggregation and models for the preliminary estimates. In particular, development of the statistical observation model leading to the two-step procedure with the preliminary and aggregation step as a result of some standard statistical estimation technique (ML, EM, etc.). (3) Nonlocal pointwise and multipoint estimators.
(3a) The signal dependent weights define the support of the estimator, i.e. the points included in estimate, and the weights of the included observations. In many developments, in particular in our BM3D algorithm, the use of the indicator window defines the nonlocal support while the details of the comparative weighting of this windows is ignored. Under this simplification, all basic aspects of the algorithms are similar to the ones of standard transform-domain filtering. The situation becomes much different when we take into consideration the window weights varying according to unknown signal values. Using estimates for these unknown values results in the estimates which are principally different from the usual local ones. The limit estimate is a solution of the nonlinear equation (33):
It is difficult to say what sort of estimate we obtain even for the noiseless signal. For the local estimates with the signal-independent kernel g h,s we know eigenfunctions of this kernel (polynomial for the LPA) and we know the smoothing properties of this filter. For the case of signal-dependent kernel the smoothing properties of this filter are actually unknown. The works by Buades et al. (2005) and Kindermann et al. (2005) are only first steps in the direction of studying this sort of nonlinear operators.
Unsolved problem: smoothing properties of the nonlocal pointwise and multipoint estimator with respect to noiseless and noisy signals. (3b) This point similar to (2) but for the nonlocal estimators.
Unsolved problem: development of the statistical observation model leading to the windowing, grouping, blockwise estimation and aggregation as a result of some standard statistical estimation technique (ML, EM, etc.).
The model [criteria (55)-(60)] proposed in this paper gives only the blockwise/groupwise estimates while the windowing and the aggregation are treated as separate steps. Use of the mix-distribution for observation modeling in the work Katkovnik et al. (2007) was one of the first attempts to combine the grouping with estimation.
