Introduction
The poor economic performance of Southern Africa continues to receive considerable amount of attention in the economic literature (Chilonda and Minde, 2007) . For Zimbabwe, agriculture is the backbone of the economy. It provides employment and income for 60 to 70 percent of the population, supplies 60 percent of the raw materials required by the industrial sector and contributes 40 percent of the total export earnings. Despite agriculture offering high level employment opportunities, it only contributes at least 20 percent to the annual Gross Domestic Product (GDP) of the country depending on the rainfall patterns (Government of Zimbabwe, 2001; Jury, 1996) . The contribution of the sector to the economy has not been fully realized. Concerns of economic growth, environmental issues and sustainable development is a relatively recent event which has captured the attention of researchers, aid agencies and development and environmental planners. This is because sustainable development may equate to sustainable economic growth (Lele, 1991) . Economic sustainability seeks to avoid extreme future imbalances in production (Harris et al., 2003) . With long run economic sustainability, welfare is maximized over time. The interest rests in the need for development programs rests on the need for eradication of poverty and food insecurity in most economies (Perman et al., 2003) .
Ample theories have been put forward to explain the relatively poor economic growth of the Zimbabwe and other sub-Saharan countries (Jury, 1996; Manatsa et al., 2008; Collier and Gunning, 1999) . In essence, the theories can be categorized into those arising from political and those due to exogenous factors. Political explanations usually refer to poor and inconsistent policies that are argued to have impacted negatively to economic growth in Zimbabwe and other sub-Saharan African countries (FAO, 2001; Mangoyana; Meda, 2001; UNECA, 2000) . These include poor fiscal and trade policies, lack of good governance, corruption and illfunctional financial and labor markets. Exogenous explanations include external aid allocation (Burnside and Dollar, 1997 ) and lack of diversification of exports tropical climates including lack of early drought warning tools (Sachs and Warner, 1997) . Given the importance of agriculture to a developing country such as Zimbabwe and the dependence of the sector to rainfall, as suggested by Manatsa et al., 2008 and Mangonyana and Meda, 2001 , its decline and lack of prediction tools may have severe consequences for sustainable growth. Additionally, this decline and lack of prediction tools poses detrimental impact on energy supply in Zimbabwe due to its heavy reliant on hydro-power for electricity generation (Kaunda et al., 2012 ).
Rainfall patterns is affected by various natural phenomena. Firstly, large scale climatic variation that occur from one year to year (Panu and Sharma, 2002) . This is the Southern Oscillation climatic condition, which manifests itself in the differential oceanic temperature phenomenon across the tropical Pacific Ocean. The Southern Oscillation Index (SOI), as defined, is the difference between seasonally normalized sea level pressures of Darwin (in Australia) and Tahiti (in the Mid Pacific). Secondly, Darwin Sea Level Pressures (Darwin SLP) have been found to influence seasonal rainfall patterns in Zimbabwe (Manatsa et al., 2008) .
Evidence of relationships among meteorological variables is well documented (Webster, 1981; Rocha, 1992; Ropelewski and Halpert, 1987) . Most researches on rainfall patterns for Zimbabwe have focused on correlations between phases of SOI and rainfall (Matarira and Unganai, 1994; Torrance, 1990; Waylen and Henworth, 1995; Richard et al., 2000) . Makarau and Jury (1997) used a host of meteorological variables to predict summer rainfall in Zimbabwe. Ismail (1986) proposed an empirical rule from which the mean seasonal rainfall over Zimbabwe can be predicted three months before the start of the rainy season and ten months before its end using SOI. The author concluded that SOI has an influence on the seasonal rainfall over Zimbabwe. Manatsa et al. (2008) used correlation analysis to identify the lag periods for which SOI and Darwin pressure anomalies are significantly correlated with the Zimbabwean Summer Precipitation Index. The authors conclude that progressive lagged four months averaged Darwin sea level pressure anomalies are correlated with the Zimbabwean precipitation index. Our work advances the work done by Manatsa et al. (2008) by trying to find the SDSLP anomalies for a particular month at a particular lag which correlates with summer rainfall for Zimbabwe.
In this paper, we aim to develop a simple early warning rainfall predictive model using climatic determinants such as SOI value and SDSLP anomalies for Zimbabwe, at a longer lead time before the onset of the rainfall season. In this paper, we focus on summer rainfall totals, i.e., monthly rainfall totals for the months December to February. The summer rainfall patterns is crucial for agriculture, water management, hydro-power electricity generation and infrastructure design, since the country usually receives the highest amount of rainfall during these months. Any meaningful planning requires information based on the rainfall patterns of the crucial months of the rainfall season. We are not aware of any literature relating to modelling summer rainfall using SDSLP anomalies and SOI for Zimbabwe.
The remainder of the paper is organized as follows. In section 1, we discuss the importance of rainfall for Zimbabwe's economic performance. Section 2 describes the data and data sources. In section 3, the description of the methodology used to analyze the data set is discussed. Section 4 and final section discuss the main empirical results and conclusions, respectively.
1. Rainfall and economic growth in Zimbabwe
Rainfall could potentially have a wide range of economic implications in the developing world (Barrios et al., 2010) .
There is an inherent interdependence between the amount of rainfall and the economic performance. According to the table above, the agricultural sector's contribution to GDP was lowest in 2013
where the contribution was only 12% and highest in 2007 with 21.6% contribution. This contribution is, however, dependant on the climatic factors like the amount of precipitation received, whether or not that precipitation was received in time by farmers and availability of precautionary measures in cases of erratic rainy seasons. Considering the importance of agriculture, Zimbabwe has been devastated by severe droughts in recent years (United Nations, 2016). This has impacted negatively of the performance of the country to meet its potential growth since agricultural sector is susceptible to shortages in rainfall.
2. The data
To analyze summer rainfall for Zimbabwe, we use monthly mean annual rainfall for the period 1901 to 2014. The rainfall data set was obtained from Department of Meteorological Services of Zimbabwe. Rainfall which is critical for crop farming, are the rains for the months December to February. Any rainfall amount below the normal rainfall for the region will adversely affect crop farming especially maize. The summer rainfall is the mean rainfall for the months December to February of the following year for 16 weather stations in the study area. This is the period when region receives high rainfall crucial for agriculture hydro-power electricity generation and water management. The dataset is divided into in-sample data set (1901 to 2009) and out-of-sample data set (2010 to 2014). The out-of-sample dataset is used to check the forecasting power of the proposed model. Table 2 shows the descriptive statistics of in-sample summer rainfall for the study area. The coefficient of skewness is 0.29 which small and the kurtosis is less than 3. This indicates that the summer rainfall data are approximately normally distributed. This confirmed by the Jarque-Bera test.
The p-value of the Jarque-Bera statistic is 0.41 < 0.05, thus, we fail to reject the null hypothesis of normality of the summer rainfall at 5% level of significance. The highest rainfall was obtained in 1923, while the lowest rainfall was in 1992 (the worst drought in the given history of the country). Figure 1 shows the time series plot of the summer rainfall for the period 1901 to 2009. From Figure 1 , it seems reasonable to assume that the pattern variation has stayed stationary over the observation period. However, we test for stationarity of the rainfall data using the Augment Dickey-Fuller (ADF) test, Phillips-Perron (PP) test and the Kwiatkoski-Phillips-Schmidit-Shin (KPSS) test. The null hypothesis for the ADF and PP tests is summer rainfall data is non-stationary, while the null hypothesis for the KPSS test is data is stationary. Table 2 shows the results of testing for stationarity of summer rainfall data. We observe that the data are stationary, as confirmed by the tests of stationarity presented in Table 3 . , (1) where is the observation of the dependent variable, is the corresponding observation of the explanatory variable whose predictive influence is of interest. Parameters are unknown and the probabilistic component of the model is the unknown error term. The value of the coefficient determines the contribution of the independent variable given that the other independent variables are held constant. Using classical estimation techniques estimates for the unknown parameters are obtained. If the estimated values for are given by , then, the dependent variable is estimated as: (2) and the estimate for the error term is determined as the difference between the observed and the predicted dependent variable;
. In the theoretical model, several assumptions are made about the explanatory variables and the error term.
Firstly, there must be insignificant correlation between the explanatory variables. When the explanatory variables are correlated, multicollinearity problem arises. The estimated parameters will be unstable and unreliable if highly correlated variables are used in the model as explanatory variables. In the study at hand, the predictive power of SOI and SDSLP anomalies at a maximum lag is important. SOI values are calculated using SDSLP values and, thus, high correlation is anticipated. Principal component analysis is used to produce orthogonal explanatory variables.
Principal component analysis. Principal
Component Analysis (PCA) also known as empirical orthogonal function has been used in many different disciplines including finance, agriculture, biology, chemistry, climatology, demography, ecology, psychology and meteorology. PCA is a technique used to combine highly correlated factors into principal components that are much less highly correlated with each other. This improves the efficiency of the model. In this study, the predictive power of SDSLP anomalies ( ) and SOI values ( ) is explored. Two new, uncorrelated factors, and , can be constructed as follows:
Let .
Then, we carry out a linear regression analysis to determine the parameters and in the equation:
and are the intercept and slope parameters of the regression model, respectively, and is the 'error' term, which by definition is independent of . We, then, set: The other assumptions of the rainfall model (1) are that there is no serial correlation and heteroscedasticity of error terms. These assumptions are likely to be violated in regression models with time series data. Autocorrelation (the error terms being correlated among themselves through time) leads to regression coefficients which are unbiased, inefficient and the standard errors are probably wrong making tests and tests unreliable. In a regression with auto-correlated errors, the errors will probably contain information that is not captured by the explanatory variables. The DurbinWatson test is used to assess whether the residuals are significantly correlated. A Durbin-Watson statistic of 2 indicates absence of autocorrelation. The autocorrelation function and partial autocorrelation function can also be used to detect autocorrelation among the residuals.
Weighted regression model.
The multiple least squares criterion weighs each observation equally in determining the estimates of the parameters. The procedure treats all of the data equally, giving less precise measured points more influence than they should have and gives highly precise points too little influence. The weighted least squares weighs some observations more heavily than others, giving each data point its proper amount of influence over the parameter estimates, and this maximizes the efficiency of parameter estimation. Weighted least square reflects the behavior of the random errors in the model. 
parameter estimates using ordinary least squares can be found as ′.
To find the weighted least squares parameters of the weighted model, we minimize the weighted sum of squared errors (WSSE). ,
where is the weight assigned to the observation. The weight can be the reciprocal of the variance of that observation's error term, , i.e. .
Observations with larger error variances will receive less weight (and, hence, have less influence on the analysis) than observations with smaller error variances. The estimates are: ,
where is the weight vector.
The biggest disadvantage of weighted least squares is the fact that the theory behind this method is based on the assumption that the weights are known exactly. This is almost never the case in real applications where, instead, estimated weights are used (Carrol and Ruppert, 1988).
Assessing model performance.
To evaluate the performance of the considered models, we apply the measures of average error, namely, mean absolute error (MAE) and root mean square error (RMSE). These measures are based on statistical summaries of ( . The average modelestimation error can be written generically as: ,
where and is a scaling assigned to each according to its hypothesized influence on the total error (Willmott and Matsuura, 2005) . For the calculation of RMSE, and . RMSE is measured in the same unit as the forecast and is given by:
The MAE is also measured in the same unit as the forecast, but gives less weight to large forecast errors than the RMSE. To obtain the MAE, we set and and is given by: (12) According to Willmott and Matsuura (2005) and Trück and Liang (2012) , MAE is the most natural measure of average error magnitude, and that it is an unambiguous measure of average error magnitude. The MAE and RSME values can range from 0 to infinity, and smaller values indicates a better model.
Model selection criteria.
The scope of model selection is to identify the model that is better suited to predict summer rainfall using SDSLP anomalies and a component of SOI not explained by SDSLP anomalies. In this paper, we consider the Akaike information criterion (AIC). The Akaike information criterion uses the Kullback-Leibler's information as the discrepancy measure between the true model and the approximating model . The Kullback-Leibler information between the two models is defined as ,
where denotes the information lost when is used to approximate (Laio et al., 2009 ).
Thus, is regarded as the distance from to . A good approximating model is the one that minimises the information lost, i.e., minimizing over . The AIC for the model is given by ,
where Π is the likelihood function corresponding to the maximum likelihood estimator of the parameter and is the number of estimated parameters of the model. The model with the minimum AIC value is, then, selected to be the best predictive model.
4. Results
In this section, correlations between summer rainfall for Mashonaland region and SDSLP anomalies are discussed. The results from simple and weighted regression models are also presented.
Comparing lead times of SDSLP anomalies.
Correlation analysis between the SDSLP anomalies and the summer rainfall is used to identify the month of the previous year whose SDSLP anomalies is significantly correlated to the summer rainfall (December to February total rainfall). Table 4 reports the correlation analysis between the climatic variables. The focus of this study is to determine a particular month's SDSLP anomaly which has a high correlation with summer rainfall at a lead time of more than six months. The highest correlation is 0.246 (SDSLP anomaly for April of the previous year). At a lead time of more than a year, the correlations between the SDSLP anomalies and summer rainfall are insignificant. In this paper, we propose the summer rainfall model using SDSLP anomalies for April of the previous year as the explanatory variable.
At a longer lead time, SOI value for April is positively correlated to summer rainfall. We also observed that SOI value for April is highly correlated with SDSLP anomalies for April ( 0.804), thus, it is used as an explanatory variable in a regression model to construct orthogonal explanatory variables and . SDSLP anomalies for April ( ) is used as the dependent variable.
is the residual series obtained from the equation (3) which is uncorrelated to SDSLP for April ( ). Table 4 shows the results of the multiple regression approach to predict Zimbabwe's summer rainfall using the SDSLP anomalies and the principal component of SOI of April which is not explained by SDSLP anomalies. The multiple regression model is: (15) where is the predicted summer rainfall, is SDSLP anomalies for April of the previous year and is the component of SOI value for April of which is not explained by the corresponding SDSLP anomalies. From Table 5 , the model estimates are all significant at 5% level of significance. The model explains only 6% of variations in the summer rainfall. The Durbin-Watson statistic of 2.226 indicates that the model does not violate the assumption of serial correlation of the residuals. However, the model can be improved by using different weights in the regression model.
Summer rainfall predictive model.
We now use different weighting scales to improve the forecasting power of the model. Table 5 shows the weighted linear regression models results for rainfall : ,
where is SDSLP anomalies for April of the previous year and is the component of SOI which is not explained by SDSLP anomalies for the same month. Various weights are considered in arriving at estimates using weighted regression. We use the MAE and RMSE measures to assess the forecasting performance of the models and the AIC to select the best fitting model. The weights are assumed to be proportional to inverse standard deviation. The weight , of used as the weighting model is selected, since it has the least AIC, MAE and RMSE values . The model performs better than the other models in forecasting summer rainfall, since it has the least MAE and RMSE values. The model is significant at 5% significance level.
The multiple adjusted R 2 = 0.425, which indicates that the model explains 42.5% of the variations in summer rainfall from just two variables. ENSO explains only approximately 30% of the rainfall variability, which means that other factors should also be taken into account when predicting rainfall. The ACF and PACF correlogram (Appendix) shows that the residuals are approximately independent. This is confirmed by the Durbin-Watson statistic value equal to 1.8, indicating that the residuals are approximately independent. The model does not violate the assumption of homoscedasticity. This is confirmed by the White test, which produce an Fstatistic of 12.759 (p-value = 0.00 < 0.05). It is important to check the in-sample forecasting power of the model. Figure 2 shows the observed summer rainfall against the predicted rainfall from the selected model.
Fig. 2. Summer rainfall versus predicted rainfall
From Figure 2 , the model seems to be able to predict in-sample summer rainfall. The model seems to shows some little variability between forecasts and actual rainfall. The model can be used to predict one year ahead summer rainfall for Zimbabwe. The out of sample forecasts for the years 2010 to 2014 are shown in Table 7 . The out of sample forecasts seem to be reasonable with insignificant differences between the actual summer rainfall and the predicted values and are significant at 5% level. The MAE value of 111.22 and RMSE value of 141.65 are not so big considering that only two climatic explanatory variables have been used in the model. The model seems to under-forecast the summer rainfall for the years 2011 and 2014 while overforecast for the year 2012. However, during the entire out-of-sample period, the model is forecasting the actually summer rainfall by 3.11%. This suggests that the proposed model is reasonable and can be used for predicting summer rainfall for Zimbabwe and other southern African countries. Note: -indicates that the observed summer rainfall is less than the rainfall predicted by the proposed model.
C Conclusions
We developed a simple summer rainfall predicting tool for Zimbabwe using SDSLP anomalies and SOI. The simple model can be used as part of a drought early warning system. This paper's main finding is that summer rainfall for Zimbabwe correlates with SDSLP anomalies for the month of April. We employed principal component analysis to construct orthogonal factors (non-collinear variables), since SDSLP anomalies and SOI are correlated. The combination of regression and time series analysis offers a powerful tool for predicting summer rainfall using SDSLP anomalies and SOI values of a particular month with a lag of at least six months. Using SDSLP anomalies and the component of SOI for April which is not explained by SDSLP anomalies, the summer rainfall for the year ahead can be predicted. Developing a simple model for summer rainfall prediction helps in reducing the adverse effects on the productivity of different crops, as highlighted by IPCC (2007). Since agriculture is linked to the other sectors of the economy, variations in rainfall will affect farming activities and the rest of the economy through inter sectorial relations.
Implications of the study
A predictive model of summer rainfall seven months before the onset of summer rainfall will help in choosing of planting drought resistant crops in time. This will have important effects on agriculture supply and demand for input factors such as fertilizers. This, in turn, provides important forecast for drought in time so that precautionary measures can be taken in advance. These measures may involve an adjustment in the national budget expenditure in order to carter for the forthcoming drought, deciding on the type of seeds to plant and other possible measures of saving water as a scarce resource. 
