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5 Analyse alge´brique applique´e a`
l’automatique
Henri Bourle`s
Abstract
The expression ”Algebraic Analysis” was coined by Mikio
Sato. It consists of using algebraic notions to solve analytic prob-
lem. The origin of Algebraic Analysis is Algebraic Geometry as
was developed by Alexander Grothendieck and his school. Mim-
icking the introduction of Grothendieck’s EGA (changing only a
few words) one obtains a good definition of the modern theory
of linear systems, as developed by Michel Fliess, Ian Willems,
Ulrich Oberst and others.
1 Introduction
L’expression ”Analyse Alge´brique” est due a` M. Sato, l’inventeur des
hyperfonctions. On pourrait dire que qu’appartiennent a` l’Analyse
Alge´brique tous les outils mathe´matiques utilisant de l’Alge`bre pour
e´tudier des objets relevant de l’Analyse. Cette de´finition est bien en-
tendu bien trop ge´ne´rale. Si le ”pe`re” de l’analyse alge´brique est M.
Sato, son ”grand-pe`re” est A. Grothendieck, l’inventeur de la Ge´ome´trie
Alge´brique moderne. C’est ce que nous allons montrer brie`vement dans
ce qui suit.
2 Le paradigme de la Ge´ome´trie Alge´brique
2.1 La Ge´ome´trie Alge´brique classique
Classiquement, la Ge´ome´trie Alge´brique s’inte´resse aux ”ensembles
alge´briques” de´finis comme suit: soit k un corps commutatif et k [T ]
l’anneau des polynoˆmes par rapport a` une famille d’inde´termine´es T =
(T1, ..., Tk) , a` coefficients dans k. Soit d’autre part A une k−alge`bre et
{1, ..., q} un ensemble d’indices. Un sous-ensemble alge´brique S de Ak
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est un ensemble
VS (A) =
{
a = (a1, ..., ak) ∈ A
k : Fj (a) = 0, ∀j ∈ {1, ..., q}
}
(1)
ou` Fj (T ) ∈ Pk , k [T ] pour tout j ∈ {1, ..., q}. Autrement dit, un
sous-ensemble de Ak est alge´brique quand il est de´fini par des e´quations
polynomiales.
Ceci peut eˆtre ge´ne´ralise´ en remplac¸ant les ensembles finis d’indices
{1, ..., k} et {1, ..., q} par des ensembles infinis.
2.2 La re´volution grothendieckienne
On montre facilement que
VS : A 7→ VS (A)
est un foncteur covariant de la cate´gorie des k-alge`bres dans celle des
ensembles. On peut distinguer deux e´tapes dans l’e´tude de l’ensemble
alge´brique VS (A) :
(i) l’e´tude du foncteur VS.
(ii) l’e´tude de ”l’immersion affine” particulie`re
VS (A)→ A
k.
Remarquons maintenant que VS (A) est l’ensemble des points de A
k
qui s’annulent sur l’ide´al I de Pk engendre´ par les Fj (T ) . Il est main-
tenant aise´ de montrer qu’il existe un isomorphisme fonctoriel
VS (A) ∼= Homk-alg (Pk/I,A) .
Comme toute k-alge`bre commutative de pre´sentation finie K est de
la forme Pk/I, ou` I est un ide´al de type fini de Pk ([1], §III.2, n
◦8 et
9), les VS s’identifient aux foncteurs repre´sentables
VK : A 7→ Homk-alg (K,A) .
Le foncteur K 7→ VK est contravariant et la cate´gorie des foncteurs
k-algcfp → Ens
associe´s aux ensembles (1) est e´quivalente a` la cate´gorie oppose´e de la
cate´gorie des k-alge`bres commutatives de pre´sentation finie k-algcfp en
associant a` toute k-alge`bre K (commutative et de pre´sentation finie) le
foncteur VK.
2
Comme on l’a mentionne´ plus haut, on peut conside´rer des ensembles
d’indices infinis, et on parvient donc au point de vue suivant [6]:
Le but initial de la Ge´ome´trie Alge´brique moderne e´quivaut a` l’e´tude
des k-alge`bres commutatives K.
Telle est ”l’alge´brisation” de la Ge´ome´trie Alge´brique qui a servi de
point de de´part aux travaux d’A. Grothendieck et de son e´cole (the´orie
des sche´mas, etc.).
3 The´orie des syste`mes line´aires
3.1 Point de vue classique
Conside´rons pour fixer les ide´es un syste`me line´aire S de dimension finie.
Un tel syste`me peut eˆtre donne´ par une repre´sentation d’e´tat (notion due
a` Kalman [7])
x˙=A (t) x+B (t) u
y=C (t) x+D (t)u
ou` A,B,C et D sont des matrices qu’on supposera, par exemple, a` coef-
ficients analytiques, et ou` x, u et y sont, respectivement, l’e´tat, la com-
mande et la sortie du syste`me.
La donne´e d’un syste`me par une repre´sentation d’e´tat n’est toutefois
pas toujours naturelle. Un type de repre´sentation plus ge´ne´ral est duˆ a`
Rosenbrock [11]:
D (∂) ξ=N (∂) u,
y=Q (∂) ξ +W (∂) u
ou` D,N,Q etW sont des matrices polynomiales par rapport a` ∂ , d/dt,
les polynoˆmes e´tant suppose´s a` coefficients analytiques pour rester dans
le meˆme contexte que ci-dessus, et ou` ξ, u et y sont, respectivement,
l’e´tat partiel, la commande et la sortie du syste`me.
Dans certains cas, on ne sait pas a priori quelles sont les variables du
syste`me qui sont approprie´es pour constituer la commande ou la sortie
(ce point a e´te´ souligne´ par Willems [14]). Il convient donc de conside´rer
une repre´sentation encore plus ge´ne´rale, de la forme
R (∂)w = 0 (2)
ou` R est une matrice polynomiale du meˆme type que ci-dessus, de di-
mension q × k par exemple.
Il convient de fixer dans quel espace W la variable w va pouvoir
varier (espace des fonctions analytiques, ou des fonctions inde´finiment
de´rivables, ou des distributions, etc.) et Willems de´finit le ”behavior”
(terme que l’on pourrait traduite en franc¸ais par ”comportement”, mais
non sans ambigu¨ıte´) du syste`me S comme suit:
BS (W ) =
{
w ∈ W k : R (∂)w = 0
}
.
3.2 Le point de vue de l’Analyse Alge´brique
Pour plus de ge´ne´ralite´, re´e´crivons (2) sous la forme
Rw = 0 (3)
ou` R est une matrice de dimension q × k a` coefficients dans un anneau
d’ope´rateurs D. On supposera que D est une R-alge`bre, e´ventuellement
non commutative.
Dans le cas envisage´ au §3.1, on a D = K [∂] ou` K est l’anneau
O (R) des fonctions analytiques complexes sur R, ou un sous-anneau de
celui-ci. On peut aussi conside´rer des ”syste`mes multidimensionnels”
en prenant D = K [∂1, ..., ∂n] , ∂i , ∂/∂xi, ou` K est un sous-anneau
de l’anneau O (Ω) des fonctions analytiques sur un ouvert Ω de Rn. On
peut enfin supposer que D est une alge`bre de convolution, etc.
Supposons pour fixer les ide´es que D = K [∂] ou` K = P, l’anneau
des polynoˆmes par rapport a` la variable t (qui de´signe le temps), a`
coefficients complexes. Remarquons tout d’abord que l’anneau D est
non commutatif. En effet, d’apre`s le re`gle de Leibniz,
∂ (tw) = w + t∂w
et comme ceci est valable pour toute variable w on obtient
∂t− t∂ = 1. (4)
Cet anneau D est isomorphe a` la premie`re alge`bre de Weyl habituelle-
ment note´e A1 (C) .
Soit W un D-module a` gauche et le ”behavior”
BS (W ) =
{
w ∈ W k : Rw = 0
}
. (5)
Dans le meˆme esprit qu’au §2.2,
BS : W 7→ BS (W )
est un foncteur contravariant de la cate´gorie des D-modules a` gauche
dans la cate´gorie VectR des espaces vectoriels sur R. Cette observation
conduit a` envisager l’e´tude de BS (W ) en deux e´tapes:
4
(i) l’e´tude du foncteur BS;
(ii) l’e´tude de ”l’immersion” particulie`re
BS (W )→ W
k.
L’e´tape (i) rele`ve exclusivement de l’Alge`bre, tandis que l’e´tape (ii)
fait appel aux outils de l’Analyse, ce qui explique que cette approche
porte le nom d’Analyse Alge´brique.
4 D-modules
Il suffit maintenant de reprendre la bre`ve pre´sentation qui a e´te´ faite
plus haut du point de de´part de la Ge´ome´trie Alge´brique moderne,
en changeant le´ge`rement de langage. Les e´le´ments de BS (W ) sont les
e´le´ments de W k qui s’annulent sur
imD (•R) , D
1×qR,
(•R de´signant la multiplication a` droite par R), autrement dit
BS (W ) =
{
w ∈ W k : rw = 0, ∀r ∈ imD (•R) .
}
Il existe un isomorphisme fonctoriel
BS (W ) ∼= HomD
(
D1×k/ imD (•R) ,W
)
.
Soit
M = D1×k/ imD (•R) = cokerD (•R) .
On peut maintenant identifier canoniquementBS (W ) et HomD (M,W ) .
Tout D-module a` gauche de pre´sention finie est de la forme M =
cokerD (•R), ou` R est une matrice (finie) a` coefficients dans D. Les BS
s’identifient aux foncteurs repre´sentables
BM : W 7→ HomD (M,W ) .
Le foncteur M 7→ BM est contravariant et la cate´gorie des foncteurs
DMod
fp → VectR
associe´s aux ”behaviors” (5) est e´quivalente a` la cate´gorie oppose´e de
la cate´gorie des D-modules a` gauche de pre´sentation finie DMod
fp en
associant a` tout D-module M de pre´sentation finie le foncteur BM .
Nous sommes maintenant amene´s a` identifier un syste`me line´aire (sur
l’anneau D) et le D-module (de pre´sentation finie) associe´ [8], [4] et a`
adopter le point de vue suivant:
Le but initial de la The´orie des Syste`mes moderne e´quivaut a` l’e´tude
des D-modules de repre´sentation finie M .
Par exemple, en supposant queD est un anneau d’Ore, on est conduit
a` la de´finition suivante: le syste`me S est commandable si le D-module
associe´ M est sans torsion [4], [10].
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4.1 Dualite´
Le D-module de pre´sentation finie M constitue une repre´sentation in-
trinse`que des e´qutions du syste`me, tandis que BM (W ) est l’ensemble
de toutes les solutions possibles, dans W k, a` ces e´quations. Le risque est
que la structure alge´brique contenue dans M soit beaucoup plus riche
que la structure des solutions, auquel cas l’e´tude alge´brique de M ne
fournirait que des re´sultats n’ayant aucune signification concre`te.
Une question essentielle est donc de savoir si la connaissance de
BM (W ) entraˆıne celle deM , autrement dit si le foncteurM 7→ BM (W )
est injectif. Il suffit pour cela que ce foncteur soit fide`le, autrement
dit que W soit coge´ne´rateur dans la cate´gorie DMod des D-modules
a` gauche [9]. Une condition suffisante moins restrictive est que W ∈
DMod soit coge´ne´rateur pour la sous-cate´gorie pleine DMod
fp de
DMod, ce qui conduit a` de´finir dans une cate´gorie semi-abe´lienne C
la notion de coge´ne´rateur pour une sous-cate´gorie D de C [2].
Il est e´vident, par exemple, qu’en choisissant W = 0, on obtient
BM (W ) = 0 quel que soit le D-module M. Des cas moins triviaux
conduisent a` des questions d’Analyse fine. Par exemple, conside´rons un
anneau semblable a` la premie`re alge`bre de Weyl A1 (C) mais ou` l’anneau
des coefficients P = C [t] est remplace´ parR (Ω) = C (t)∩O (Ω) , ou` Ω est
un intervalle ouvert non vide de la droite re´elle. Notons A0 (Ω) l’anneau
d’ope´rateurs diffe´rentiels R (Ω) [∂] , muni de la re`gle de commutation
(4) . On ve´rifie que A0 (Ω) est, comme A1 (C) , un anneau de Dedekind
simple non commutatif. Conside´rons le syste`me
(
t3∂ + 2
)
w = 0. (6)
ou` t3∂ + 2 ∈ D , A0 (C) . Le D-module
M = D/D
(
t3∂ + 2
)
est un module de torsion non re´duit a` 0, il s’agit donc d’un syste`me
non commandable. Assez naturellement, on est tente´ de chercher les
solutions dansW = D′ (R) , l’espace des distributions sur la droite re´elle.
Mais l’e´quation (6) admet 0 comme unique solution dans D′ (R) ([13],
((V,6;15)). Par conse´quent l’espace des distributions ne fournit pas une
dualite´ syste`mes ←→ ”behaviors” lorsque D = A0 (C).
En revanche, l’espace B (R) des hyperfonctions de Sato [12] est un
A0 (C)-module coge´ne´rateur [5] (et, plus pre´cise´ment, est un ”large in-
jective cogenerator”) et permet donc d’obtenir la dualite´ recherche´e.
Voici un aperc¸u de l’approche moderne de la The´orie des Syste`mes,
qui fait l’objet de l’ouvrage [3], et de mes recherches actuelles.
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