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Let B be a compact set in i 0, r > 1. Suppose f E C(B) and V to be a 
finite-dimensional subset of C(B). L’,) E V is called a best approximation on B 
to/out of Vif Ilf- r20/1 < IIf- uJ1 f or all L’ E V. A best approximation to a 
given f always exists. and it is sometimes unique. Newman and Shapiro (5 / 
defined a quantitative notion of uniqueness (which implies uniqueness) called 
strong uniqueness. Namely. L’(, is a strongly unique best approximation tofif 
there exists a positice constant. ;(jI B, V) such that 
iIf-- t’/i > Iif- C,,j/ t 7 111’ ~~ I’,,(/ (1) 
holds for all L’ E V. The largest ;’ such that (1) holds is called the best strong 
uniqueness constant for jI While many aspects of best strong uniqueness 
constants have been studied, particularly in the case r = 1 (cf. Henry and 
Swetits 141) the best strong uniqueness constant is known explicitly only 
(essentially) for the univariate Chebyshev polynomial. 
The present work is devoted to obtaining the best strong uniqueness 
constant for a multivariate Chebyshev polynomial. This will be accom- 
plished by using the following characterization of the best strong uniqueness 
constant (implicit in Bartelt and McLaughlin 11 1). For g E C(B) let 
~(g;B)=jxEB:lg(x)I=llg//~. 
Given ,fC C(B) and a p0 E V. if 
min max 
#‘El’ xtE(f- I ,,:I{) Rejsgnf(x) - U&Y) ] c(x) = y* > 0. (2) 
,11.1’= I 
then z0 is a strongly unique best approximation to/on B out of V and ;‘+ is 
the best strong uniqueness constant for J: The converse also holds. 
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In the first section we collect some basic information about univariate 
Chebyshev polynomials, establish our notation for multivariate polynomials, 
and define the multivariate Chebyshev polynomial we shall be considering. 
Then we state our result and sketch the proof. The second section is devoted 
to the details of the proof. 
1. STATEMENT OF RESULT 
The univariate Chebyshev polynomial of degree k (k = 0, 1, 2,...) is 
defined by T,(u) = cos k0, where u = cos 8,O ,< 8 < rc. Clearly, / Tk(u)] < 1, 
-1 < u < 1, with equality holding only if 
u = q) := co2 
k’ 
j = 0, I ,..., k. 
In fact, 
T&p) = (-I)‘, j = 0, I,..., k. (3) 
Furthermore, 0 is a strongly unique best approximation to Tk (k > 1) on 
[--I, 1 ] out of the polynomials of degree at most k - 1, and the best strong 
uniqueness constant for T, is (2k - 1))’ (cf. Cline [2]). 
It is also important to recall that the Chebyshev polynomials are 
orthogonal on the points vi”,..., 7;“. This orthogonality property, in the 
cases that will interest us here, is given by 
i 1 
a = b = 0, or 
k a=b=k,or 
(a, b) = (0,2k). 
b=2k-aandboth 
a # b and (a, b) # (0,2k) (4) 
a = b and a # 0, k. 
otherwise, 
where a = 0, l,..., k, b = 0, l,..., 2k, and the two strokes on the summation 
sign mean that the first and last summands are to be halved (cf. Rivlin (7 1). 
We turn now to multivariate polynomials. Let x: (xl ,..., x,) be a point in 
IR’, r > 1. For each index k: (k, ,..., k,), the ki being non-negative integers, we 
put ]k(=k, + . . .+ k,. Suppose we are given n : (n, ,..., n,), n # 0. Let V be 
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the real linear space spanned by xi :=xil . . x>, where 0 < ii < nj, j = l,..., r 
and i # n. That is, V consists of all polynomials 
c(x) = y a,x’. 
O<i<n 
i-n 
Note that the dimension of V is (n, + 1) ... (n, + 1) - 1, and that if we put 
then (T,(x)} with 0 < i Q n and i # n also forms a basis for V. It is known 
(Ehlich and Zeller 13 1 and Reimer 161) that c0 = 0 is the unique best approx- 
imation on I’ := [ -1, 11’ to T,(x) out of V (a fact which follows from our 
result). We shall show that the best strong uniqueness constant for T,(x) is 
y”(T,,,Z’. V)= i”Q ni-- 1) ‘. (5) 
In case r = 1 we thus recover the previously mentioned result of Cline. 
The proof uses (2), with f = T,, c,, = 0 and B = I”. The set E(T,: I’) 
consist of all points qj: (rj:l’,..., ai:r’) with 0 <j < n and so we are required 
to show (in view of (3)) that 
This we propose to accomplish in two parts. First we shall show that the 
maximum in (6) cannot be less than i for any c satisfying I/ II/I = 1. Then we 
exhibit a c, with /I L' )/ = 1. such that the maximum in (6) does not exceed A. 
2. THE PROOF 0~ (5) 
It suffices to establish (6). 
(i) Suppose that 
Tn(rlj) L'(rlj) < ‘T all j, 0 < j < n, (7) 
for some t’ E V satisfying I[ ~.jj = 1. Then for p(x) = i - T,(x) t’(x) we have 
P(rlj) > O. all j, 0 ,< j ,< n. (8) 
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Now, if D = {i: 0 < i < n, i # n), then we may write 
U(X) = C AiTi(X) 
icD 
and 
T”(X) v(x) = x AiT, T”(X). 
iED 
59 
(9) 
(10) 
If we recall the identity T,(u) 7’J,u) = f(T,+,(u) + T,,-,,(u)), then for i E D 
Ttx> Tn(x) = 2-’ fI (Tn,+iI(xs) + Tn,-i,(xs)) 
s=, 
where the set of indices A(i) and the multiplicities c, have the following 
properties: A(i) = (((nl l i,),..., (n, f i,))} where all possible sign sequences 
are taken on. Thus if exactly 1(1= O,..., r) of the components of i are zero, 
then A(i) consists of 2’-’ distinct indices and c, = 2’ for II E A(i). 
Hence if 
then 
A = u A(i) 
iED 
and in view of (lo), if II E A(i) and exactly 1 (I = 0, l,..., r) components of i 
are zero 
Ai B,=- 2’-/. 
Thus 
(12) 
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We are next going to bound the b,,, hence the Ai. by utilizing the 
orthogonality property (4). and the bounds obtained will contradict the 
hypothesis that /I G’ I/ = 1. Suppose that 0 < v < n. then 
Tv(rlj) P(llj) = \‘ PpTv(llj) ‘p(llj) 
FE311 
for all j satisfying 0 <j <n. Thus 
= \' Pp x" T&rlj) Tp(rlj) 
PE3,l 06jnn 
If we now apply (4) consecutively with a = I’,,,. b =,uu,. s =j,,, and 
k = n,, m = l,..., Y to the expression at the end of the chain of equalities in 
(13), and think of v(0 <v <n) as fixed, we obtain the fallowing results: 
Let R = {l,..., r} and R, be the set of all distinct k-tuples of integers in R. 
k = 0 ,..., r (R, = 0). Suppose 0 ,< v < n, 0 # v and for k E 10, l...., rJ and 
some fixed rk E R, 
1’ m = 0, n, : m E rh, 0 < r,,, < n,,,: m E R\r,. (14) 
Then, in view of the definition of p and (8) we have 
\’ ” Tv(rlj)P(rlj) / 
OSj<n 
(The fact that 
” ” T”(qj) U(?lj) = 0 
06%” 
follows from (4) since i # n in (lo).) Now for v # 0 satisfying (14) and 
p E d(n - v) 
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and d(n - v) consists of 2”-’ indices. Thus 
l&E‘pv,Ppi =lAn-J, 
and we conclude from (15) that 
IA,-,\ < 2’-k/l (16) 
for all v # 0 satisfying (14). For each k = 0, l,..., r, (16) provides an upper 
bound on 
(‘7) 
distinct coefficients of U, except that when k = r we must subtract 1 
(obtaining 2’ - 1) since v # 0 (or i # n). 
Note that when k = r and v = n 
x" Tv(tlj) P(9j) = 
I 1 
,” (-l)‘j’p(nj) < 2” p(nj) 
O&j<n O<j<n OCjSn 
since lj 1 cannot be even (or odd) for all 0 < j < n, and (15) informs us that 
strict inequality holds in (16), i.e., 
IAol < 1. (18) 
If we also observe that (v: 0 < v < n, v # 0} is in one-to-one correspondence 
with (i: 0 <i < n, i # n} = D, then (9), (16), (17), and (18) imply that 
(19) 
It is easy to evaluate C,. Namely, let Y,~ = n, - 1, m = l,..., r, and consider 
the polynomial 
t(u) = (u -yJ *.* (u -y,) = i (-l)ma,Ur--m> 
m=O 
where o,, = 1 and a,,..., G,,, are the elementary symmetric functions of 
y, %..., y,. Then 
C,=2’(-1)‘t(-l)- 1=2’ 11 n,-- 1 =A-‘. (20) 
I?!=, 
62 T. .I. RlVLlN 
Equations (20) and (19) yield 11 u/l < 1, a contradiction. Inequality (7) cannot 
hold for any L: E I/ with //z’(! = 1 and so 
(ii) We shall prove that (6) holds by exhibiting a ~1 of norm one for 
which equality holds in (21). Namely, 
” I 
w(x)= (2’ y’ . . . 
i,ro 
+ TJX,) ‘. . Ti,(&) ~ T,(x) 
i- I ” 
clearly satisfies uj E V, 1) u’l/ = A. ‘. 
But if we put 
then for a = 0, I,..., k 
a = 0, 
otherwise. 
in view of (4). Thus, for 0 < j < II, 
j=O 
otherwise 
and 
Thus z/‘* = -,Iw satisfies I/* E V, )( u* )I = 1 and 
This concludes the proof. 
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