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Abstract
We consider a Kepler problem in dimension two or three, with a time-
dependent T -periodic perturbation. We prove that for any prescribed positive
integer N , there exist at least N periodic solutions (with period T ) as long
as the perturbation is small enough. Here the solutions are understood in a
general sense as they can have collisions. The concept of generalized solutions
is defined intrinsically and it coincides with the notion obtained in Celestial
Mechanics via the theory of regularization of collisions.
AMS-Subject Classification. 37J45, 70F05, 70F16.
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1 Introduction
The theory of perturbations of the Kepler problem is a classical chapter in Celestial
Mechanics. See for instance [14] and [5]. In this paper we consider non-autonomous
perturbations which are periodic in time and preserve the Newtonian structure.
More precisely, we shall consider the system
u¨ = − u|u|3 + ε∇uU(t, u, ε), u ∈ R
N , (1)
where N = 2 or 3, ε is a small real parameter and the force function U is smooth
and T -periodic in the variable t. We will prove that, for any prescribed integer
l ≥ 1 and ε small enough, there exist at least l periodic solutions with period T .
These solutions will be understood in a generalized sense because collisions cannot
be excluded: a solution u = u(t) will be continuous everywhere and will satisfy the
equation (1) whenever u(t) 6= 0. In addition the energy 12 |u˙(t)|2 − 1|u(t)| and the
direction u(t)|u(t)| will have a finite limit at collisions; that is, as t→ t0 with u(t0) = 0.
Experts in Celestial Mechanics will probably prefer to say that a function u(t)
is a solution of (1) if it can be transformed into a solution of some regularized
problem. Later we will see that, at least in two dimensions, both notions are
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indeed equivalent. We prefer the above definition because it is intrinsic and does
not require an a priori knowledge of the techniques of regularization of collisions.
Problem (1) looks like a perturbation of a completely integrable Hamiltonian
system. When the unperturbed problem possesses a N -dimensional torus of T -
periodic solutions, a well established theory (see for instance [3]) ensures that,
under a suitable non-degeneracy condition, at least N + 1 = Cat(TN ) solutions
with period T survive when ε is small enough. Due to its peculiar degeneracies,
however, this does not apply to the Kepler problem. The ultimate reason for this is
Kepler’s third law: the period of a Keplerian ellipse depends only on its major semi-
axis, thus giving rise to a larger set of T -periodic solutions for ε = 0. Even worst, to
obtain a compact manifold of solutions of the unperturbed problem, one is forced
to take into account also rectilinear motions and to allow collisions. To overcome
these difficulties, a first possibility is to abandon this global point of view. In this
case, the averaging method becomes one of the most classical technique to prove
the existence of periodic solutions of (1). After changing the system to appropriate
coordinates (say that of Delaunay or Poincare´), the critical points of an averaged
force function U# obtained from U produce branches of periodic solutions for small
ε. This is a perturbative method and solutions are without collisions if we start
from a circular or an elliptic motion at ε = 0. The disadvantage of this method
is that it imposes additional conditions on the function U which are usually found
after long computations. On the other hand, one can try to recover a more global
approach by imposing some symmetry condition on U . For instance, variational
techniques have been employed by Ambrosetti and Coti Zelati [1, 2] and by Serra
and Terracini [16]; in both these works the assumptions on U are used in order to
guarantee that the critical points of the action functional do not have collisions.
See also [8] for additional references. Our result is of different nature because we
are concerned with rather general perturbations and collisions are allowed.
The basic tools in this paper will be regularization theory and bifurcation from
periodic manifolds. As it is traditional we transform the periodic system (1) into
an autonomous Hamiltonian system of the type
u˙ = ∂vHε, v˙ = −∂uHε, t˙ = ∂τHε, τ˙ = −∂tHε (2)
with Hε = Hε(u, v, t, τ). This system has N + 1 degrees of freedom and the coordi-
nates in the phase space are u ∈ RN \{0}, v = u˙ ∈ RN , t ∈ R/TZ and τ ∈ R, where
τ is the conjugate variable of the time t. The dynamics of (1) outside the singular-
ity is reproduced by (2) at the energy level H−1ε (0). After applying Levi-Civita and
Kustaanheimo-Stiefel regularization (N = 2 or 3) we obtain a symplectic manifold
(M,ω) of dimension 2N + 2 and a Hamiltonian system
x˙ = XKε(x), x ∈ K−1ε (0) ⊂M, (3)
which can be understood as the regularization of the non-autonomous system (1).
The Hamiltonian functions Hε and Kε are related but they are not equivalent.
From our point of view the key fact on regularization is that the closed orbits of (3)
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produce generalized periodic solutions of (1). In principle these solutions can be
sub-harmonic with period ηT for some η = 1, 2, . . . but the topology of M allows
to define a winding number for the closed orbits of (3) that coincides with η. We
must look for closed orbits of (3) with winding number η = 1.
The next step is the analysis of the unperturbed problem (ε = 0). A direct
computation allows to construct a sequence of compact and connected manifolds
Pn ⊂ K−10 (0) ⊂M, n = 1, 2, . . .
which are filled by closed orbits of (3) with η = 1 and ε = 0. These manifolds have
dimension 2N , in essence they correspond to the periodic solutions of the Kepler
problem with minimal period Tn . Note that circular, elliptic and rectilinear motions
are included.
The proof will be complete if we show that each manifold Pn admits bifurcation
for positive ε. Then every bifurcating branch will produce a periodic solution of
the original system (1) if ε > 0 is small enough.
To prove the existence of these bifurcations we will apply a result of Weinstein
in [18]. This is a delicate step of the proof because most of the results in the
literature on periodic manifolds do not apply to our problem (see Remark 4.3 for
more details). Fortunately the non-degeneracy condition in [18] is very weak and
the manifold Pn satisfies it.
The general strategy described above works well for dimensions N = 2 and
N = 3 but in the three-dimensional case some additional subtleties appear, mainly
related to the use of Kustaanheimo-Stiefel regularization. Compared to Moser reg-
ularization [11], Kustaanheimo-Stiefel regularization transforms the unperturbed
system into an integrable system defined on a Euclidean space, which is thus easier
for our current purpose of calculation. However it carries additional symmetry and
thus in this case M is obtained as a quotient manifold via symplectic reduction.
For a discussion about the relationship between Kustaanheimo-Stiefel and Moser
regularization, see [10].
The rest of the paper is organized in five sections. First we present a short
introduction to Weinstein’s theory in Section 2. The main result of the paper has
been already discussed although in very unprecise terms. The formal statement can
be found in Section 3. The proof of this theorem for N = 2 is found in Section 4.
This section also contains a discussion on the equivalence of the possible definitions
of generalized solution. Section 5 contains the proof of the theorem for N = 3. The
last section of the paper is concerned with other related results on this problem:
bifurcation from infinity, removal of collisions by small changes in the function Uand
a model considered by Fatou in [7].
2 Bifurcation from a periodic manifold
In [18] Weinstein considered a Hamiltonian system having a continuum of periodic
orbits and explained how to obtain bifurcations from this continuum. This tech-
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nique will be essential in our proof and we are going to present a short description.
The terminology is taken from [18] with a view towards our precise needs.
Let (M,ω) be a symplectic manifold and let H ∈ C∞(M) be a function on M .
The corresponding Hamiltonian vector field will be denoted by XH . The solution
of the system
x˙ = XH(x) (4)
satisfying x(0) = ξ is denoted by φt(ξ).
Assume that the number E ∈ R is a regular value of H so that H−1(E) is
a submanifold of M . Given a non-constant periodic solution x(t) of (4) with
H(x(t)) = E, we fix a period τ > 0 and consider the linear map
P : TpM → TpM, P (v) = ∂ξφτ (p)v,
where p = x(0). Sometimes P is called the monodromy operator at p. It is well
known (see for instance [13]) that the vector w = XH(p) and the hyperplane W =
Tp(H
−1(E)) are invariant under P . Moreover, w ∈W .
The invariance of W allows to restrict the monodromy operator to this sub-
space. This restriction will be denoted by PW : W → W . Let Lw be the one-
dimensional subspace of W spanned by w,
Lw = {λw : λ ∈ R}.
We will be interested in the dimension of the space
E = (Id− PW )−1 (Lw).
This is a subspace of W containing the eigenspace Ker (Id− PW ). In particular w ∈
E and so E has dimension at least one. The integer dim E−1 can be interpreted as a
degeneracy index for the periodic solution. To explain this we translate the previous
discussion to the language of matrices. Let us select a basis {v1, v2, . . . , v2N} of
Tp(M) such that v1 /∈ W , v2 = w and v3, . . . , v2N ∈ W . The matrix associated to
P is of the type
Mp =
(
1 0
α MW
)
, with MW =
(
1 β
0 Γ
)
.
The sub-matrix Γ has dimension (2N − 2)× (2N − 2) and it contains all the infor-
mation concerning dim E . Actually,
dim E = 1 + dim ker (Id− Γ)
and the isomorphism theorem implies that
2N − 2 = dim ker (Id− Γ) + rank (Id− Γ)
so that
dim E − 1 = 2N − 2− rank (Id− Γ) . (5)
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We observe that the number dim E only depends on the periodic solution x(t) and
the chosen period τ > 0. Moreover this number is invariant under symplectic
diffeomorphisms.
Given H and E in the previous conditions we define the set of periodic points
with energy E, denoted by PerEH , as the set of couples (p, τ) ∈M× ]0,∞[ satisfying
H(p) = E, XH(p) 6= 0, φτ (p) = p.
Note that φt(p) is a non-constant periodic solution with period τ . The same
closed orbit will produce other points lying in PerEH since all pairs (p,Nτ) lie also
in PerEH if N ≥ 1 is an integer.
A subset Σ ⊂ PerEH is a periodic manifold if it satisfies the conditions
(i) Σ is a closed submanifold of M × R,
(ii) The restriction to Σ of the projection pi : M × R→M is an embedding.
We will say that the periodic manifold is non-degenerate if it also satisfies the
condition below,
(iii) The tangent space of pi(Σ) coincides with E for each (p, τ) ∈ Σ.
The last condition was stated in a different but equivalent way in [18]. In fact
Lemma 1.1 proves the equivalence of (NDMP3) in [18] and our condition (iii).
We are ready to state a corollary of Theorem 1.4 in [18].
Given a symplectic manifold (M,ω) such that the form ω is exact on M , a
function H ∈ C∞(M) and a regular value E ∈ R, we assume that Σ is a compact
non-degenerate periodic manifold. In addition U is a neighborhood of Σ in M ×R
and H = H(x, ε) is a function in C∞(M × [0, 1]) with H(·, 0) = H. Then there
exists ε0 > 0 such that for each ε ∈ ]0, ε0[ the system
x˙ = XH(·,ε)(x), H(x, ε) = E
has at least m closed orbits lying in U , where m is the least integer greater or equal
than Cat(Σ)/2 (here Cat(Σ) denotes the Lusternik-Schnirelman category of Σ).
In practice, to check the condition of non-degeneracy (iii) it is convenient to em-
ploy the degeneracy index defined above. To explain this we need some preliminary
remarks.
Given a periodic manifold, the tangent space is always contained in E , that is
Tp(pi(Σ)) ⊂ E , for each (p, τ) ∈ Σ. (6)
To prove this we assume that δ is a vector in Tp(pi(Σ)) and we consider a smooth
path ps in pi(Σ), s ∈ ]− ε, ε[ , passing through p at s = 0 and such that
d
ds
ps|s=0 = δ.
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This path can be lifted to a smooth path (ps, τs) is Σ with τ0 = τ ; moreover, since
the path lies in PerEH ,
ps = φτs(ps).
Differentiating with respect to s and letting s = 0 we obtain
δ = ∂ξφτ (p)δ + σXH(p),
where σ = ddsτs|s=0. In the above notations,
(Id− P ) δ = σw.
The curve s 7→ ps lies in H−1(E) and so δ ∈ Tp(H−1(E)) = W . Summing up the
previous discussion, δ ∈ (Id− PW )−1 (Lw) = E .
Once we know that (6) holds we observe that (iii) is equivalent to dim(Σ) =
dim(E). Let us now assume that Σ is a periodic manifold of dimension 2N − 2.
From the identity (5) we deduce that Σ is non-degenerate if and only if Γ is not
the identity matrix.
3 Main result
We consider the perturbed Kepler problem (1) where N = 2 or N = 3 and the force
function U : R× RN × [0, 1]→ R is C∞ and satisfies the periodicity condition
U(t+ T, u, ε) = U(t, u, ε)
for some fixed T > 0.
Theorem 3.1. Given an integer l ≥ 1, there exists ε∗ = ε∗(l) > 0 such that the
equation (1) has at least l generalized T -periodic solutions for each ε ∈ ]0, ε∗[ .
It must be noticed that these solutions can have collisions, meaning that u(t)
can take the value u = 0 at some instants. This forces us to be precise on the
notion of solution that is employed.
Definition 3.2. A generalized solution to (1) is a continuous function u : R→ RN
satisfying the following conditions:
(i) the set Z = {t ∈ R : u(t) = 0} of collisions is discrete,
(ii) for any open interval I ⊂ R \ Z, the function u is C∞(I) and satisfies (1) on
I,
(iii) for any t0 ∈ Z, the limits
lim
t→t0
u(t)
|u(t)| and limt→t0
(
1
2
|u˙(t)|2 − 1|u(t)|
)
of collision direction and collision energy exist and are finite.
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It is worth noticing that in the case N = 1 the above definition reduces to the
one given in [15], asking for the preservation of the energy at the collisions. In
the higher dimensional setting the preservation of the collision direction also plays
a role. In particular for N = 2 these two requirements together make the above
notion of generalized solution equivalent to the one obtained via Levi-Civita regu-
larization (see Section 4.1 below). We suspect that for N = 3 an equivalence with
Kustaanheimo-Stiefel regularization can be proved, but we have not investigated
this in detail.
4 Proof in the 2-d case
In this section, we give the proof of Theorem 3.1 for N = 2. We split our arguments
in some steps.
4.1 The regularized system
We follow the approach taken in [22]. That paper dealt with a Kepler problem in
one degree of freedom (N = 1) but the same strategy applies to N = 2.
To start with we consider the system (1) understood in a classical sense (u ∈
R2 \ {0}). It can be transformed into the Hamiltonian system
u˙ = ∂vHε(t, u, v), v˙ = −∂uHε(t, u, v)
with
Hε(t, u, v) =
1
2
|v|2 − 1|u| − εU(t, u, ε), (u, v) ∈ (R
2 \ {0})× R2.
Following a traditional approach we embed this time-periodic system into an au-
tonomous Hamiltonian system with an additional degree of freedom. To do this we
introduce a new unknown τ and consider the phase space (R2 \ {0})×R2 × T×R
with T = R/TZ and coordinates (u, v, t, τ). The associated symplectic form is
2∑
i=1
dui ∧ dvi + dt ∧ dτ
and the Hamiltonian function
Hε(u, v, t, τ) = τ + |v|
2
2
− 1|u| − εU(t, u, ε).
Next we consider the canonical map associated to Levi-Civita change of variables
LC : (C \ {0})× C→ (C \ {0})× C, LC(z, w) =
(
z2,
w
2z¯
)
= (u, v).
From now one C and R2 will be identified, although differentiability will be under-
stood in a real sense. The Hamiltonian function Ĥε = Hε ◦ LC is defined in the
same phase space, Ĥε = Ĥε(z, w, t, τ).
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To eliminate the singularity at z = 0 we multiply by |z|2 to obtain the new
Hamiltonian function
Kε(z, w, t, τ) = τ |z|2 + |w|
2
8
− 1− εP (t, z, ε)
with P (t, z, ε) = |z|2U(t, z2, ε).
To write the associated system we use the symbol ∇zP (t, z, ε) for the complex-
valued function
∇zP (t, z, ε) = ∂xP (t, z, ε) + i∂yP (t, z, ε)
with z = x+ iy. The Hamiltonian system is
z′ =
w
4
w′ = −2τz + ε∇zP (t, z, ε)
t′ = |z|2
τ ′ = ε ∂tP (t, z, ε)
(7)
which we can be written in vector notation as
JX ′ = ∇Kε(X), (8)
where X = (z, w, t, τ)∗ and J is the 6× 6 matrix (described in 2× 2 blocks)
J =
 0 −Id2 0Id2 0 0
0 0 J2
 , with J2 = ( 0 −11 0
)
.
Now the phase space can be enlarged to C2 × T× R.
At this point it is important to remark that these successive changes of Hamil-
tonian functions do not produce equivalent systems. When passing from Hε to Ĥε
we have employed the map LC that is canonical but not one-to-one. Later we have
passed from Ĥε to Kε = |z|2Ĥε. At the energy level Ĥε = 0 the two systems have
the same orbits and they could be thought as equivalent. However this is not exact
because we have enlarged the phase space to include the collision set z = 0.
The smooth system (7) is defined on the six dimensional manifold C2 × T× R
and we are interested in the energy level Kε = 0. We want to relate the closed
orbits of this system with the generalized periodic solutions of system (1). First
we introduce the notion of index of a closed orbit. Given a non-constant zero-
energy periodic solution X(s) = (z(s), w(s), t(s), τ(s)) of (7), with minimal period
S > 0, we lift its angular component to a smooth function t : R → R satisfying
t(s+S) = t(s) +ηT for some η ∈ Z. We call this integer η the index of the solution
X(s). Notice that, in view of t′ = |z|2, we have η ≥ 1.
Lemma 4.1. For any ε > 0, any periodic solution X(s) of (7) lying on the energy
level K−1ε (0) gives rise to a generalized ηT -periodic solution of (1), where η is the
index of X(s).
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Proof. Since η ≥ 1, it is immediately seen that the lifting of the angular compo-
nent of X(s) (still denoted by t(s)) is a global (increasing) homeomorphism of R;
accordingly, we can consider its inverse function s(t) and define
u(t) = z2(s(t)), t ∈ R.
Notice that s(t+ηT ) = s(t)+S; as a consequence, the function u(t) is ηT -periodic.
The perturbation P vanishes at z = 0 and so from Kε(X(s)) = 0 we deduce that
|z′(s)|2 = 12 if z(s) = 0. In particular the zeros of z(s) are non-degenerate and so
the set of zeros of u(t) is discrete, thus proving (i) in the definition of bouncing
solutions.
As for (iii), the existence of the first limit follows from the fact that
u(t)
|u(t)| =
(
z(s(t))
|z(s(t))|
)2
and that the zeros of z(s) are simple. The existence of the second limit is a conse-
quence of the equality, valid in R \ Z,
1
2
|u˙|2 − 1|u| =
1
|z|2
( |w|2
8
− 1
)
= −τ + εU(t, z2, ε)
and of the fact that the right hand-side is a continuous function in all its variables.
Notice that in the above computations we have used the fact that X(s) lies on the
zero-set of Kε.
Finally, to prove that the condition (ii) in Definition 3.2 holds we compute,
using both the differential equation and the zero-energy relation,
u¨ = 2
zz′′|z|2 − z2|z′|2
|z|6
= −τ |z|
2z2 − ε2 |z|2z∇zP (t, z, ε) + |w|
2
8 z
2
|z|6
= − z
2
|z|6 − ε
z2P (t, z, ε)− |z|22 z∇zP (t, z, ε)
|z|6 .
We conclude by observing that
∇zP (t, z, ε) = 2U(t, z2, ε)z + 2|z|2z¯ (∇uU) (t, z2, ε)
with ∇uU = ∂U∂u1 + i ∂U∂u2 and
|z|2z∇zP (t, z, ε) = 2P (t, z, ε)z2 + 2|z|6 (∇uU) (t, z2, ε).
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The above lemma will play a role in the proof of the main theorem. Next we
are going to describe how to produce a zero-energy closed orbit of the system (7)
if we are given a generalized T -periodic solution of (1). This converse process will
not be employed in the proof of the main theorem but it is included to justify the
definition of generalized solution.
As a preliminary observation note that the Hamiltonian function Kε is invariant
under the involution
J : C2 × T× R→ C2 × T× R, J (z, w, t, τ) = (−z,−w, t, τ).
From Kε ◦ J = Kε we deduce that the set K−1ε (0) is invariant under J .
Let us now concentrate on the converse process mentioned above. Let u(t) be
a generalized T -periodic solution of (1). From the classical estimates at collisions
(see for instance [17]) we know that 1|u(t)| is locally integrable. Define
S =
∫ T
0
dt
|u(t)| .
We are going to construct a solution X(s) of (7) satisfying Kε(X(s)) = 0 and one
of the following conditions
(i) X(s+ S) = X(s), for s ∈ R,
(ii) X(s+ S) = JX(s), for s ∈ R.
In the second case X(s) has period 2S. The Hamiltonian system has no equilibria
at Kε = 0 and so we obtain a closed orbit.
The first step will be to define X(s) = (z(s), w(s), t(s), τ(s)). The coordinate t
is defined with the help of Sundman integral
s(t) =
∫ t
0
dτ
|u(τ)| .
It defines a homeomorphism of R satisfying
s(t+ T ) = s(t) + S.
Then t = t(s) is the inverse homeomorphism. At this moment we can only say that
t(s) is smooth on R \ Z∗ with Z∗ = t−1(Z). Note that Z∗ is a discrete set.
The definition of generalized solution implies that the function t ∈ R \ Z 7→
u(t)
|u(t)| ∈ S1 admits a continuous extension from R to S1 that is T -periodic. Then
we can find a continuous argument. That is, a continuous function θ : R → R
satisfying
θ(t+ T ) = θ(t) + 2pim, t ∈ R,
for some integer m and
u(t) = |u(t)|eiθ(t), t ∈ R.
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From this identity we deduce that θ(t) is C∞ on each interval contained in R \ Z.
Define
z(s) = |u(t(s))|1/2eiθ(t(s))/2, s ∈ R. (9)
This is a continuous function that can be periodic or anti-periodic,
z(s+ S) = ±z(s), s ∈ R,
depending on whether m is even or odd. We know that z(s) is smooth outside Z∗.
For each s ∈ R \ Z∗ we define the remaining coordinates
w(s) = 4z′(s), τ(s) = −E(t(s)) + εU(t(s), z(s)2, ε)
with
E(t) =
1
2
|u˙(t)|2 − 1|u(t)| .
The energy can be expressed (u = z2) as
E(t(s)) =
1
|z(s)|2
( |w(s)|2
8
− 1
)
(10)
and so our candidate to solution of (7) satisfies Kε(X(s)) = 0 if s ∈ R \ Z∗.
Let us know prove that X(s) is a solution of (7) on each interval contained in
R\Z∗. The first and third equations are direct consequences of the above definitions.
To check the second equation we differentiate the identity u(t(s)) = z(s)2 and
proceed as in the proof of Lemma 4.1 to obtain
u¨ = 2
zz′′|z|2 − z2|z′|2
|z|6 .
From equation (1), valid for each t ∈ R \ Z,
|z|6ε (∇uU) (t, z2, ε) = 1
2
z|z|2w′ + z2
(
1− 1
8
|w|2
)
and the formula for the energy (10) leads to the second equation.
To check the fourth equation we observe that E(t) is smooth on R \ Z and
satisfies
E˙(t) = ε 〈∇uU(t, u(t), ε), u˙(t)〉.
Differentiating with respect to s the formula defining τ(s) we obtain
τ ′(s) = ε |z(s)|2 (∂tU) (t(s), z(s)2, ε).
The last step will be to prove that X(s) admits a continuous extension to the
whole real line. Then it is easy to conclude that X(s) is a solution of (7) defined
for all s ∈ R.
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We already know that the functions z(s) and t(s) are continuous in R. The
definition of generalized solution implies that E(t(s)) admits a continuous extension
and so the same can be said for τ(s). To extend w(s) we fix s0 ∈ Z∗ and some δ > 0
such that z(s) 6= 0 if 0 < |s − s0| ≤ δ. From the second equation (valid is s /∈ Z∗)
we know that w(s) is C1 on the compact intervals [s0, s0 + δ] and [s0 − δ, s0]. Here
we are using that z(s), t(s) and τ(s) are continuous at s0. From Kε(X(s)) = 0
if 0 < |s − s0| < δ we deduce that the right and left limits w(s0 ± 0) satisfy
|w(s0 ± 0)|2 = 12 . In consequence
lim
s→s±0
z(s)
|z(s)| =
√
2w(s0 ± 0).
On the other hand the identity (9) implies that
lim
s→s0
z(s)
|z(s)| = e
iθ(t0)/2.
Hence w(s0 + 0) = w(s0 − 0) and the function w(s) is continuous at s = s0.
Remark 4.2. Using once again the identity u(t(s)) = z(s)2 it is possible to prove
that generalized solutions of (1) satisfy a law of reflection of velocities, namely
lim
t→t+0
u˙(t)
|u˙(t)| = − limt→t−0
u˙(t)
|u˙(t)|
if t0 ∈ Z.
4.2 Periodic manifolds for the regularized Kepler problem
In this second step we are concerned with system (8) when ε = 0, that is
JX ′ = ∇K0(X). (11)
More precisely, we are going to prove that, for any integer k ≥ 1, system (11)
admits a compact non-degenerate periodic manifold Σk, at the energy level K0 = 0
and with corresponding closed orbits of index 1.
4.2.1 The periodic manifolds
First, we set
Λk =
{
X = (z, w, t, τ) ∈ K−10 (0) : τ = τk
}
,
where
τk =
(√
2kpi
T
)2/3
. (12)
Notice that from the definition it immediately follows that Λk is diffeomorphic to
S3 × S1. In particular, it is compact.
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We now prove that Λk is filled by closed orbits of (11), meaning that for any
X0 = (z0, w0, t0, τ0) ∈ Λk, the solution X(·) = X(·;X0) of (11) with X(0) = X0 is
periodic. To this end, we first observe that, writing X(s) = (z(s), w(s), t(s), τ(s)),
it holds that τ(s) ≡ τ0 = τk and
z(s) = z0 cos(ωks) +
w0
4ωk
sin(ωks), where ωk =
(τk
2
)1/2
. (13)
Then, z(s) is periodic with minimal period σk = 2pi/ωk and
|z(s)|2 = |z0|2 cos2(ωks) + 〈z0, w0〉
2ωk
cos(ωks) sin(ωks) +
|w0|2
16ω2k
sin2(ωks),
so that ∫ kσk
0
|z(s)|2 ds = kpi
ωk
(
|z0|2 + |w0|
2
16ω2k
)
=
kpi
ωkτk
= T.
Therefore t(kσk) = t(0) + T , proving that the orbit X(s) is closed with minimal
period kσk and index 1. Notice that the period of the periodic solution X(s;X0)
is independent of X0; from now, we will denote it by
Sk = kσk =
2kpi
ωk
= 2kpi
√
2
τk
.
Finally, let us define Σk as the subset of M× ]0,∞[ , M = C2 × T× R, defined
by
Σk = Λk × {Sk}.
Then the conditions (i) and (ii) in the definition of periodic manifold hold trivially.
4.2.2 Non-degeneracy
For each point X0 ∈ M the tangent space TX0(M) will be identified to C2 × R2.
Tangent vectors will be denoted by Y = (Y1, Y2, Y3, Y4) with Y1, Y2 ∈ C and Y3, Y4 ∈
R. The linearized system along the solution X(s;X0) is
JY ′ = D2K0(X(s;X0))Y. (14)
When X0 ∈ Λk this linear system is periodic with period Sk and Floquet theory is
applicable. The monodromy operator at X0 can be defined as
P (Y (0)) = Y (Sk)
for each Y (s) solution of (14).
The compact periodic manifold has dimension 4 and the phase space M has
dimension 6. To check the non-degeneracy of Σk we apply the conclusions of Section
2 and we must prove that the sub-matrix Γ is not the identity. This will be proved
as soon as we obtain, for each X0 ∈ Λk, a vector Y? ∈ TX0(K−10 (0)) such that
(Id− P )Y? is not collinear with J∇K0(X0).
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The tangent space of K−10 (0) can be described as
TX0(K−10 (0)) =
{
Y ∈ C2 × R2 : 2τk〈z0, Y1〉+ 1
4
〈w0, Y2〉+ |z0|2Y4 = 0
}
and we will prove that Y? = (z0, 0, 0,−2τk) is a vector in the above conditions. This
proof involves some computations and we need to express (14) in coordinates,
Y ′1 =
1
4Y2
Y ′2 = −2τkY1 − 2z(s)Y4
Y ′3 = 2〈z(s), Y1〉
Y ′4 = 0.
Let Y (s) be the solution with initial condition Y (0) = Y?. We know that P (Y?) =
Y (Sk) and we are going to compute this vector. From the fourth equation Y4(s) =
−2τk and the first and second equations lead to
Y ′′1 + ω
2
k Y1 = τkz(s), Y1(0) = z0, Y
′
1(0) = 0.
The solution of this Cauchy problem is
Y1(s) = z0 cos(ωks) +
τkw0
8ω3k
sin(ωks) +
τks
2ωk
(
z0 sin(ωks)− w0
4ωk
cos(ωks)
)
. (15)
Then
Y1(Sk) = z0 − kpi
2ωk
w0.
From Y2(s) = 4Y
′
1(s) we obtain
Y2(Sk) =
4kpiτk
ωk
z0.
From the third equation
Y3(Sk) = 2
∫ Sk
0
〈z(s), Y1(s)〉 ds.
To compute this integral we first observe that∫ Sk
0
s sin(ωks) cos(ωks) ds = − kpi
2ω2k
and that ∫ Sk
0
s sin2(ωks) ds =
∫ Sk
0
s cos2(ωks) ds.
Then the identities (13) and (15) together with the standard properties of the inner
product lead to
Y3(Sk) =
kpi
ωk
(
|z0|2 + 3
16ω2k
|w0|2
)
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and using the fact that K0(X0) = 0 together with τ(s) = τk the above expression
can be written as
Y3(Sk) =
kpi
ωk
(
−2|z0|2 + 3
τk
)
Now it is clear that the vectors
Y (Sk)− Y (0) =
(
− kpi
2ωk
w0,
4kpiτk
ωk
z0,−2kpi
ωk
(
|z0|2 − 3
2τk
)
, 0
)
and
J∇K0(X0) =
(
−w0
4
, 2τkz0,−|z0|2, 0
)
are linearly independent over the real numbers.
Remark 4.3. It is not hard to prove that µ = 1 is the only Floquet multiplier
of system (14). In consequence the algebraic multiplicity of µ = 1 is 6, a number
greater than the dimension of Σ. This means that the notions of non-degeneracy
introduced in [4, 12, 19] are not applicable to our problem. In this direction see
also the remark in page 246 of [20].
4.3 The perturbation argument
We are now ready to conclude the proof by a direct application of the perturbation
result stated in Section 2.
The symplectic form in M = C2 × T× R
ω = dx ∧ du+ dy ∧ dv + dt ∧ dτ
where z = x+iy, w = u+iv, is exact with primitive xdu+ydv−τdt. Moreover E = 0
is a regular value of K0 and Σk is a compact non-degenerate periodic manifold. The
category of S3 × S1 will play a role to count the number of bifurcations. From our
point of view it is sufficient to know that this category is at least 2 so that there is
at least one branch of closed orbits emanating from each Σk. Let us fix any integer
l ≥ 1 and select some ε1 > 0 and neighborhoods Uk of Σk in M × R, k = 1, . . . , l,
such that
|τ − εU(t, z2, ε)− τk| < 1
2
min
1≤k<h≤l
(τh − τk) (16)
for each (z, w, t, τ) ∈ Uk and 0 ≤ ε ≤ ε1. For 0 < ε ≤ ε∗(l) < ε1 small enough,
a closed orbit to (8) can be found lying on the energy level K−1ε (0) and in Uk, for
any k = 1, . . . , l. Using Lemma 4.1 we obtain generalized periodic solutions of (1)
which will be denoted by uk(t). In principle the period of these solutions will be
a multiple of T . To complete the proof of Theorem 3.1 we must prove that these
solutions have indeed period T and that they are different. Since for ε = 0 the
index of the closed orbit is η = 1 by construction and the index cannot change for
small perturbations, we conclude that uk(t) has period T . To prove that uh(t) and
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uk(t) do not coincide if 1 ≤ k < h ≤ l we recall the formula expressing the energy of
a generalized soluion u(t) in terms of the associated (z(s), w(s), t(s), τ(s)), namely
E(t) :=
1
2
|u˙(t)|2 − 1|u(t)| = −τ(s(t)) + εU(t, z
2(s(t)), ε).
In view of (16) we conclude that |Ek(t)+τk| < 12(τh−τk) and |Eh(t)+τh| < 12(τh−τk)
and this implies that Ek(t) 6= Eh(t) everywhere.
5 Proof in the 3-d case
In this section, we give the proof for N = 3. We are going to follow the discussion
of the previous section, illustrating the main differences. Levi-Civita regularization
was the main tool in two dimensions, now we will apply the Kustaanheimo-Stiefel
regularization as described in [21].
The skew-field of quaternions will be denoted by H. Given z = z0+z1i+z2j+z3k
in H, the real part will be denoted by <(z) = z0 and the imaginary part by =(z) =
z1i + z2j + z3k. Quaternions with vanishing real part are called purely imaginary
and typically they will be denoted by u. The real vector space
IH = {u ∈ H : <(u) = 0}
has three dimensions and will play an important role. Given an arbitrary quaternion
z ∈ H, the number u = z¯iz is purely imaginary. This fact motivates the definition
of the map
KS : H→ IH, z 7→ z¯iz
or, in coordinates,
u = (z20 + z
2
1 − z22 − z23)i+ 2(z1z2 − z0z3)j + 2(z1z3 + z0z2)k. (17)
In analogy with the previous section we consider the Hamiltonian function
Kε(z, w, t, τ) = τ |z|2 + |w|
2
8
− 1 + εP (t, z, ε)
where P (t, z, ε) = |z|2U(t, z¯iz, ε) and U is meant as a function U : IH → R. The
symplectic manifold is H×H× T× R with the form
ω =
3∑
h=0
dzh ∧ dwh + dt ∧ dτ. (18)
With the notation
∇zP = ∂z0P + i ∂ziP + j ∂z2P + k ∂z3P
the Hamiltonian system is given again by (7) and (8) but there are some differences
with respect to the planar case. In contrast to Lemma 4.1, in three dimensions not
all closed orbits lying in K−1ε (0) will give rise to periodic solutions of (1). We need
a further condition.
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Lemma 5.1. For any ε > 0, any periodic solution X(s) of (7), lying on the energy
level K˜−1ε (0) and such that
<(z¯(s)iw(s)) = 0, for every s, (19)
gives rise to a generalized ηT -periodic solution of (1), where η is the index of X(s).
Before the proof we present an useful quaternionic formula. It can be obtained
by combining the identity (17) with direct computations.
Assume that F = F (z) and G = G(u) are smooth functions with F : H → R
and G : IH→ R and employ the notations
∇zF = ∂z0F + i ∂z1F + j ∂z2F + k ∂z3F
∇uG = i ∂u1G+ j ∂u2G+ k ∂u3G.
If we assume in addition that F = G ◦KS then
∇zF = −2iz∇uG. (20)
Proof. We define
u(t) = KS(z(s(t)))
where s(t) is the inverse of t(s). As in the planar case, we can prove that the
condition (i) in the definition of generalized solution holds. Also the existence of
limit of the collision direction in (iii) is proved in the same way. The existence of
the limit of the collision energy follows from the identity
u˙ =
z¯′iz + z¯iz′
|z|2 ◦ s =
2z¯iz′
|z|2 ◦ s,
where we have used (19). To prove (ii), we further compute
u¨ = 2
[
(z¯′iz′ + z¯iz′′)|z|2 − z¯iz′(z¯′z + z¯z′)
|z|6
]
◦ s
= 2
(
z¯iz′′|z|2 − z¯iz|z′|2
|z|6
)
◦ s+ 2
( |z|2z¯′iz′ − z¯iz′z¯z′
|z|6
)
◦ s.
Now, the first term can be computed using the differential equation and the zero-
energy relationship, yielding
2
(
z¯iz′′|z|2 − z¯iz|z′|2
|z|6
)
= − z¯iz|z|6 − ε
z¯izP (t, z, ε)− |z|22 z¯i∇zP (t, z, ε)
|z|6 .
In analogy with the planar case and taking into account (20) we obtain
∇zP (t, z, ε) = 2zU(t, z¯iz, ε)− |z|22iz∇uU(t, z¯iz, ε)
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and
|z|2z¯i∇zP (t, z, ε) = 2z¯izP (t, z, ε) + 2|z|6∇uU(t, z¯iz, ε). (21)
On the other hand, the second term of u¨ can be rewritten as
2
|z|2z¯′iz′ − z¯iz′z¯z′
|z|6 = 2
z¯(zz¯′i− iz′z¯)z′
|z|6 = −
z¯<(iwz¯)z′
|z|6
and we thus see that it vanishes in view of (19). Notice that <(zz˜) = <(z˜z) for any
quaternions z and z˜.
Remark 5.2. Assume now the X(s) is a solution of the Hamiltonian system (7)
that is not periodic but satisfies the conditions
z(s+S) = ζ(s)z(s), w(s+S) = ζ(s)w(s), t(s+S) = t(s)+ηT, τ(s+S) = τ(s),
where ζ : R→ S1 is any function. Here the unit circle has been embedded in H via
the identification
S1 = {z ∈ H : z = z0 + z1i, z20 + z21 = 1}.
Then the conclusion of the Lemma still holds and u(t) = z(s(t))iz(s(t)) is ηT -
periodic.
We observe that the function
BL(X) = <(z¯iw), X = (z, w, t, τ),
is a first integral of system (7), as it can be easily verified directly, after having
observed that, in view of (21), z¯i∇zP (t, z, ε) is a purely imaginary quaternion. For
further convenience, we write below the explicit expression for BL,
BL(X) = −z0w1 + z1w0 − z2w3 + z3w2,
from which one easily computes ∇BL(X) = (iw,−iz, 0, 0). Incidentally, notice also
that BL(X) = −〈z, iw〉.
In order to find solutions of (7) satisfying (19), that is BL(X(s)) = 0 for every
s, we will combine the result of Section 2 with a procedure known as symplectic
reduction. Roughly speaking, we are going to prove that the Hamiltonian system
(7) naturally descends to an Hamiltonian system on an 8-dimensional symplectic
manifold M0, obtained as the quotient of the level set BL
−1(0) by a free circle
action. The key point for this is to relate the first integral BL with a suitable
invariance of the Hamiltonian Kε, via the concept of momentum map.
We give below the details of this procedure, following the framework developed
in the book [6]. We start with the group G = S1 and the action on the phase space
H×H× T× R,
g ·X = (gz, gw, t, τ)
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if g ∈ S1 and X = (z, w, t, τ) ∈ H × H × T × R. Notice that he Hamiltonian Kε is
invariant under this action because the numbers g and i commute. For points of
the type X = (0, 0, t, τ) the isotropy group is S1 and so the action is not free. For
this reason we will work on the manifold
M =
(
H2 \ {0})× T× R
where the action is free. It is also a proper action because the Lie group G = S1
is compact. The associated Lie algebra can be identified to the imaginary axis,
g = iR, so that the exponential map exp : g → G coincides with the complex
exponential. Given ξ ∈ g, the infinitesimal generator of the action in the direction
of ξ is given by
Xξ(X) =
d
ds
[
esξ · (z, w, t, τ)
]
|s=0
= (ξz, ξw, 0, 0)
for each X = (z, w, t, τ) ∈ M . This is a Hamiltonian vector field with Xξ = J∇Φξ
where
Φξ : M → R, Φξ = −=(ξ)BL.
After the identification of the dual g∗ with R we can say that BL is the momentum
map of this Hamiltonian action.
From now on Φ = BL. In particular the domain of BL is M and the real number
µ = 0 is a regular value. To apply the theorem of regular reduction in Chapter VII
of [6], we finally need to check the coadjoint equivariance of Φ. In our case, the
coadjoint action of G = S1 on g∗ is trivial because the group is commutative. In
consequence the coadjoint equivariance of Φ just means
BL(g ·X) = BL(X)
for each g ∈ S1, X ∈M . This property holds because i and g commute.
Then, by the theorem of symplectic reduction the reduced space
M0 =
BL−1(0)upslopeS1
is a symplectic manifold of dimension 8. Points in M0 are equivalence classes of the
type
X = (z, w, t, τ) = {(gz, gw, t, τ) : g ∈ S1}
where X = (z, w, t, τ) ∈ M with <(z¯iw) = 0. To describe the tangent space of
M0 at a point X we recall that (BL
−1(0), S1,M0) is a principal S1-bundle over
M0 (see the definition in page 315 of [6]). In particular the canonical projection
pi0 : BL
−1(0)→M0 is a surjective submersion and this implies that
TX(M0) = (dpi0)X TX(BL
−1(0)) ∼= TX(BL
−1(0))upslopeker(dpi0)X .
The tangent space of BL−1(0) at X can be described as
TX(BL
−1(0)) = {Y = (Y1, Y2, Y3, Y4) ∈ H×H× R× R : 〈∇BL(X), Y 〉 = 0}
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where 〈·, ·〉 denotes the inner product in H2 × R2 when it is identified to R10.
The space ker(dpi0)X is one-dimensional and spanned by the vector J∇BL(X) =
(iz, iw, 0, 0). Vectors in TX(M0) will be described as equivalence classes in the
quotient space,
Y = Y + ker(dpi0)X .
The symplectic form ω0 in M0 is obtained from the identity
pi∗0 ω0 = i
∗ω
where i : BL−1(0)→M is the inclusion map. Note that i∗ω can be thought as the
restriction of the symplectic form (18) to the sub-manifold BL−1(0).
The reduced Hamiltonian is defined by
Kε : M0 → R, Kε(X) = Kε(X)
and the associated Hamiltonian vector field will be denoted by χε. We are going to
apply the result in Section 2 on the energy level K−1ε (0) of the system
X˙ = χε(X), X ∈M0. (22)
The orbits of this sytem can be lifted to orbits of the initial Hamiltonian system
(7) lying on BL−1(0). This is a consequence of the identity
(dpi0)X χε(X) = χε(pi0(X)), X ∈ BL−1(0), (23)
where χε is the restriction of the vector field J∇Kε to the submanifold BL−1(0).
In principle the lift of a periodic solution of (22) is not necessarily periodic but this
should not create any trouble in view of the remark after Lemma 5.1.
To be in the framework of Section 2, we now claim that the form ω0 is exact on
M0. To prove this we first observe that the form given by (18) is exact on M with
primitive
α =
3∑
h=0
zhdwh − τdt.
This 1-form is invariant under the action, meaning that
αg·X(g · Y ) = αX(Y )
for each X = (z, w, t, τ) ∈ M and Y = (Y1, Y2, Y3, Y4) ∈ TX(M) ≡ H2 × R2. To
justify this identity we note that the inner product in H is invariant under the
action of rotations and therefore
αg·X(g · Y ) = 〈gz, gY2〉 − τY3 = 〈z, Y2〉 − τY3 = αX(Y ).
The invariance of α is inherited by i∗α, allowing to define a 1-form α0 in M0 via
the identity
pi∗0 α0 = i
∗α (24)
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or, equivalently, (α0)X(Y ) = αX(Y ). Taking differential in (24) we obtain
pi∗0(dα0) = i
∗(dα) = i∗ω = pi∗0ω0.
Since pi0 is a submersion the identity pi
∗
0(dα0 − ω0) = 0 implies that dα0 − ω0 = 0,
proving that ω0 is exact.
As a second step we must also check that E = 0 is a regular value of K0. Since
K0|BL−1(0) = K0 ◦ pi0, we can use again that pi0 is a submersion and reduce the
question to prove that 0 is a regular value of the restriction of K0 to BL−1(0). This
is a consequence of the linear independence (over R) of the vectors ∇BL(X) and
∇K0(X) when K0(X) = 0. Indeed if we consider the vectors in H2,
β = (iw,−iz), k = (2τz, 1
4
w)
with τ |z|2 + 18 |w|2 = 1 then at least one of the four numbers τz20 + 18w21, τz21 + 18w20,
τz23 +
1
8w
2
3, τz
2
3 +
1
8w
2
2 will not vanish. Then some of the 2× 2 minors of the matrix
with rows β and k will not vanish. This is a sub-matrix of the matrix with rows
∇BL(X) and ∇K0(X), which has rank two.
To construct the periodic manifold we first set
Λk =
{
X = (z, w, t, τ) ∈ K−10 (0) ∩BL−1(0) : τ = τk
}
,
with τk given by (12), and the very same computation therein shows that Λk is
filled by closed orbits of the system in BL−1(0), X˙ = χε(X). As a consequence,
Λk = pi0(Λk) ⊂ K−10 (0) ⊂M0
is composed by periodic solutions of the system (22). Moreover these solutions are
not constant because the third component t(s) satisfies t(s+Sk) = t(s)+T where Sk
is the quantity defined in Section 4.2.1. Clearly the sets Λk and Λk are compact and
we claim that they have a structure of smooth manifold with respective dimensions
7 and 6. Actually the function f : BL−1(0)→ R2, f(X) = (K0(X), τ − τk) is such
that Λk = f
−1(0). Similarly Λk = f
−1
(0) with f = f ◦ pi0. The independence of
the vectors β and k discussed above can be employed to prove that 0 is a regular
value for both functions f and f .
The set
Σk = Λk × {Sk}
satisfies the conditions (i) and (ii) of Section 2 and Σk is a periodic manifold. Let
us now prove that the non-degeneracy condition (iii) also holds. The phase space
M0 has dimension 8 and the periodic manifold Σk has dimension 6 = 8 − 2. The
same argument employed in the two-dimensional case leads us to reformulate (iii)
as
First non-degeneracy condition: for each X ∈ Λk there exists a vector Y ? ∈
TX(K
−1
0 (0)) such that (Id− P )Y ? is not collinear with χ0(X).
Here P : TX(M0) → TX(M0) denotes the corresponding monodromy operator
associated to X˙ = χ0(X).
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To work on quotient spaces is more delicate and for this reason we reformulate
the above condition in terms of the original flow,
Second non-degeneracy condition: for each X ∈ Λk there exists a vector Y? ∈
TX(BL
−1(0)) ∩ TX(K−10 (0)) such that (Id − P )Y? is not in the two-dimensional
space spanned by J∇BL(X) and J∇K0(X); that is,
(Id − P )Y? /∈ Sp{J∇BL(X), J∇K0(X)}.
Here P : TX(BL
−1(0)) → TX(BL−1(0)) is the monodromy operator associated to
the system X˙ = χ0(X). Note that the identity (23) implies that
P ◦ (dpi0)X = (dpi0)X ◦ P for each X ∈ Λk. (25)
We also observe that
(dpi0)X
(
ker(dK0) ∩ TX(BL−1(0))
)
= ker(dK0)X . (26)
This is a consequence of chain rule and the surjective character of (dpi0)X .
For our purposes it is sufficient to check that the second non-degeneracy con-
dition implies the first. Assume that Y? is given by the second condition. Then
Y ? = (dpi0)XY? belongs to ker(dK0)X = TX(K
−1
0 (0)). This is a consequence of
(26). Assume now by a contradiction argument that (Id − P )Y ? were collinear
with χ0(X) = (dpi0)Xχ0(X). Since χ0(X) is the restriction of the vector field
J∇K0, there should exist some λ ∈ R such that (Id−P )Y ? = λ(dpi0)X(J∇K0(X)).
From (25) we deduce that (dpi0)X(Id − P )Y? = (dpi0)X(λJ∇K0(X)). The space
ker(dpi0)X is spanned by J∇BL(X) so that there should exist µ ∈ R such that
(Id− P )Y ? = λJ∇K0(X) + µJ∇BL(X).
This would imply that the second condition fails. In consequence the first condition
is valid whenever the second holds.
We are going to prove that Σk is non-degenerate using the second condition
and taking advantage of the result in the 2d-case. Let us fix X0 ∈ Λk. The crucial
observation is that
<(z¯0iw0) = 0
because X0 = (z0, w0, t, τ) ∈ BL−1(0). This implies the existence of a Levi-Civita
plane Π ⊂ H with z0, w0 ∈ Π. We recall that a Levi-Civita plane Π ⊂ H is a two
dimensional linear space spanned by vectors v1, v2 ∈ H with <(v¯1iv2) = 0. Given
such a plane, the set
EΠ = Π×Π× R2
is invariant under the flow of JX˙ = ∇K0(X). Moreover there exists an isomorphism
of vector spaces Π ∼= C such that the flow on K−10 (0) becomes the Levi-Civita
regularized flow in dimension 2. That is, system (7) with ε = 0. See [21] for more
details. As a consequence, the six-dimensional space EΠ is invariant under the
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monodromy operator and, up to a linear conjugacy, the restriction of P to EΠ is
nothing but the monodromy map for the 2d-case. Hence, by the arguments in the
2d-case, there exists Y? ∈ EΠ ∩ TX(K−10 (0)) such that (Id − P )Y? is not collinear
with J∇K0(X0). To conclude, we thus need to prove that Y? ∈ TX(BL−1(0))
and that (Id− P )Y? /∈ Sp{J∇K0(X0), J∇BL(X0)}. As for the first fact, we write
Y? = (Y1, Y2, Y3, Y4) with Y1, Y2 ∈ Π and we simply compute
〈∇BL(X0), Y?〉 = −〈iw0, Y1〉+ 〈iz0, Y2〉 = <(w0iY1)−<(z0iY2)
which vanishes since w0, z0, Y1, Y2 lies in the Levi-Civita plane Π. A very similar
computation shows that J∇BL(X0) is orthogonal to EΠ, thus implying also the
second fact.
The rest of the proof has no substantial differences with the 2d-case. Now we
apply Lemma 5.1.
6 Miscellaneous remarks
6.1 Bifurcation from infinity
We say that the equation (1) has a periodic bifurcation from infinity if there exists
ε∗ > 0 such that for 0 < ε < ε∗ there exists a T -periodic solution uε(t) with
min
t
|uε(t)| → ∞ as ε→ 0+.
Note that these solutions do not have collisions for small ε.
In contrast to the bifurcation from periodic manifolds this type of bifurcation
does not appear for all perturbations. We illustrate this phenomenon on the special
class of equations
u¨ = − u|u|3 + ε p(t) (27)
where p : R→ RN is a C∞ and T -periodic function and N ≥ 2.
Proposition 6.1. The equation (27) has a periodic bifurcation from infinity if and
only if ∫ T
0
p(t) dt 6= 0. (28)
Proof. Assume first that (28) holds. Then we perform the change of variables
x = ε1/2u
so as to obtain the equation
x¨ = ε3/2
(
− x|x|3 + p(t)
)
.
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Writing this equation as the first order system
x˙ = ε3/4y, y˙ = ε3/4
(
− x|x|3 + p(t)
)
we see that the averaging method (see for instance Theorem 6.4 in [9]) applies,
giving a T -periodic solution (x, y) bifurcating from (x∗, 0), where x∗ is the unique
solution of
x∗
|x∗|3 =
1
T
∫ T
0
p(t) dt.
Since u = ε−1/2x, the corresponding T -periodic solution of (27) bifurcates from
infinity when ε→ 0+.
We give some details on the previous application of the averaging method. First
consider the map
σ : (RN \ {0})× RN → RN × RN , σ(x, y) =
(
y,− x|x|3 + p¯
)
with p¯ = 1T
∫ T
0 p(t) dt. For p¯ 6= 0 this map has the unique zero (x∗, 0) with x∗ =
1
|p¯|3/2 p¯ and we must check that this zero is non-degenerate; that is, det[σ
′(x, y)(x∗, 0)] 6=
0. The Jacobian matrix is easily computed,
σ′(x, y) =
(
0 IdN
SN 0
)
where SN = |x|−5(−|x|2IdN + 3x ⊗ x) and x ⊗ x is the N × N matrix whose
components are (x⊗x)ij = xixj . The formula det(aIdN + bz⊗z) = aN−1(a+ b|z|2)
can be applied to obtain det[σ′(x, y)] = 2|x|−3N 6= 0.
To prove the converse assume the existence of a sequence εn ↘ 0 such that the
system (27) has a T -periodic solution un(t) for ε = εn with mint |un(t)| → ∞. It is
not restrictive to assume εn < 1 and |un(t)| ≥ 1 for each t ∈ R and n ≥ 1. From
the equation (27) we deduce that ‖u¨n‖∞ is bounded, namely |u¨n(t)| ≤ 1 + ‖p‖∞
everywhere. Here ‖ ·‖∞ denotes the usual norm in L∞(R). The periodicity of un(t)
and this bound implies that
|un(t)− un(0)| ≤ R, t ∈ R, n ≥ 1, (29)
where R is a constant which only depends upon ‖p‖∞ and T . After extracting a
subsequence we assume that the sequence of unit vectors un(0)|un(0)| converges to some
vector η ∈ RN with |η| = 1. Associated to this vector we consider the two cones
Ci =
{
x ∈ RN : 〈x, η〉 ≥ αi|x|
}
, i = 1, 2
where 0 < α1 < α2 < 1. We observe that C2 is contained in C1. Moreover there
exists µ > 0 such that if |x| ≥ µ and x ∈ C2 then the ball of center x and radius R
is contained in C1. Here R is the constant given in (29).
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For large n the vector un(0)|un(0)| must enter into C2 and the same can be said about
un(0). Assuming that |un(0)| ≥ µ we deduce from (29) that un(t) belongs to C1.
Hence for n large enough,
un(t)
|un(t)|3 ∈ C1 for every t ∈ R.
This implies that
∫ T
0
un(t)
|un(t)|3 dt 6= 0. After integrating the equation (27) over a
period we deduce that the condition (28) holds.
6.2 Removal of collisions
Given a perturbed Kepler problem and a periodic solution with collisions, it seems
reasonable to expect that collisions will disappear by slight changes in the pertur-
bation. We present a very preliminary result in this direction. It is concerned with
the problem
u¨ = − u|u|3 + p(t) (30)
in dimension N = 2.
Proposition 6.2. Assume that p ∈ C∞ (R/TZ,R2) is such that (30) has a T -
periodic solution u(t) with collisions. Then there exists sequences pn : R → R2,
Tn > 0, un(t) solutions of (30) for p(t) = pn(t) such that
i) pn is C∞ and Tn-periodic with Tn → T
ii) un(t) is Tn-periodic, un(t)→ u(t) uniformly on compact intervals, un(t) 6= 0
for each t
iii)
∫
I |pn(t)− p(t)| dt→ 0 as n→∞, for each bounded interval I ⊂ R.
Proof. We shall assume that u(t) has a single collision on each period. The case of
multiple collisions can be treated with similar arguments; note that along a periodic
solution the collisions are isolated, thus only finitely many of them lie on a compact
interval. From now one we assume that
u(0) = 0 and u(t) 6= 0 if 0 < |t| ≤ T
2
.
We follow the discussion at the end of Section 4.1 with ε = 1 and P (t, z) =
|z|2〈p(t), z2〉. A solution X(s) of (7) associated to u(t) can be constructed. Let us
recall that in this constructions there are two alternatives, either X(s+ S) = X(s)
or X(s+ S) = JX(s) with
T =
∫ S
0
|z(s)|2 ds.
We shall assume that we are in the first case. The second can be treated similarly.
For X(s) = (z(s), w(s), t(s), τ(s)) we know that t = t(s) is a homeomorphism of
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the real line with t(0) = 0 and t(s+ S) = t(s) + T . The inverse homeomorphism is
denoted by s = s(t). It satisfies s(0) = 0, s(t + T ) = s(t) + S and u(t) = z(s(t))2.
Let Ψ : R→ R be a C∞-function with the properties
0 ≤ Ψ ≤ 1 everywhere, Ψ = 1 on [−1, 1], Ψ(s) = 0 if |s| ≥ 2.
Given µ ∈ (0, S4 ) we define the function zµ : R→ R2 as the S-periodic extension of
zµ(s) = z(s) + µ
3Ψ
(
s
µ
)
v if |s| ≤ S
2
where v is an unit vector in R2 which is orthogonal to z′(0). Note that K1(X(0)) = 0
implies that |z′(0)|2 = 12 .
A first observation is that zµ(s) does not vanish when µ is small enough. To
prove this we first note that z(0) = z′′(0) = 0 so that z(s) = z′(0)s + R(s) with
|R(s)| ≤ C1|s|3 if |s| ≤ S2 . Then, using that v and z′(0) are orthogonal,
|zµ(s)| ≥
∣∣∣∣z′(0)s+ µ3Ψ( sµ
)
v
∣∣∣∣− |R(s)|
≥
√
1
2
s2 + µ6Ψ
(
s
µ
)2
− C1|s|3.
(31)
Since s = 0 is the only collision of z(s) on [−S2 , S2 ] there exists C∗1 > 0 such that
|z(s)| ≥ C∗1 |s| if |s| ≤ S2 . Now it is easy to prove that there exists C2 > 0 such that,
for small µ,
|zµ(s)| ≥ C2(|s|+ µ3) if |s| ≤ S
2
. (32)
For |s| ≤ µ we apply (31) and for µ ≤ |s| ≤ S2 we observe that
|zµ(s)| ≥ |z(s)| − µ3 ≥ C∗1 |s| − µ3 ≥
C∗1
2
|s|+ C
∗
1
2
µ− µ3.
It is clear that zµ(s)→ z(s) when µ→ 0 and this convergence is uniform in s.
We define the number
Tµ =
∫ S
0
|zµ(s)|2 ds
and consider the diffeomorphism of the real line
tµ(s) =
∫ s
0
|zµ(σ)|2 dσ.
It satisfies
tµ(s+ S) = tµ(s) + Tµ
and the inverse diffeomorphism sµ = t
−1
µ converges to s = t
−1 (as µ→ 0) uniformly
on compact intervals. This inverse satisfies
sµ(t+ Tµ) = sµ(t) + S
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and the function uµ(t) = zµ(sµ(t))
2 is Tµ-periodic and has no collisions. Moreover
uµ(t)→ u(t) as µ→ 0
uniformly on compact intervals. Following Section 4.1 we define
p˜µ = 2
zµz
′′
µ
|zµ|4 +
z2µ(1− 2|z′µ|2)
|zµ|6 .
This function is C∞ and S-periodic and some computations show that uµ(t) is a
Tµ-periodic solution of
u¨ = − u|u|3 + pµ(t)
where pµ = p˜µ ◦ sµ.
To complete the proof it remains to find a sequence µn tending to zero such
that the condition iii) holds for pn = pµn . After the change of variables t = t(s)
the integral in iii) is transformed into∫
J
|p˜n(sn(t(s)))− p˜(s)||z(s)|2 ds (33)
where J is a bounded interval, p˜n = p˜µn and sn = sµn . For simplicity in the
notation we assume that J = [−S2 , S2 ] but the argument is the same for any other
interval. From the definition of pµ we know that p˜n converges to p˜ = p◦ t uniformly
on any compact set K ⊂ [−S2 , S2 ] \ {0}. Given s with 0 < |s| ≤ S2 we know that
sn(t(s))→ s and therefore
p˜n(sn(t(s)))→ p˜(s) as n→∞
if 0 < |s| ≤ S2 . To prove that the integral (33) tends to zero it is enough to apply
dominated convergence if we prove that there exists C3 > 0 such that
|p˜n(sn(t(s)))||z(s)|2 ≤ C3 if |s| ≤ S
2
. (34)
The rest of the proof will be a sequence of estimates whose aim is to obtain (34).
The first estimate is almost automatic,
|z(s)| ≤ C4|s| if |s| ≤ S
2
. (35)
Next we present an auxiliary result : given C5 > 0 there exists ∆ > 0 such that
if σ and s are numbers with |s| ≤ ∆, sσ > 0 and
|σ3 + 6µ6σ − s3| ≤ C5s4
then s
2
σ2+µ6
≤ 16. To prove this auxiliary result we assume without loss of generality
that s > 0 and we distinguish two cases. If 0 < s ≤ 2µ3 then s2
σ2+µ6
≤ 4µ6
σ2+µ6
≤ 4.
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If s > 2µ3 we consider the polynomial p(x) = x3 + 6µ6x − s3 and evaluate it at
x = s4 and x = σ,
p
(s
4
)
=
(
1
43
− 1
)
s3 +
3µ6
2
s ≤
(
1
43
− 1
)
s3 +
3
8
s3 = −39
64
s3
p(σ) ≥ −C5s4.
We deduce that p(σ) > p
(
s
4
)
if s is small. Since p(x) is an increasing function we
conclude that σ > s4 and so
s2
σ2+µ6
≤ 16. We will apply the above result to estimate
the quantity σn(s) = sn(t(s)).
Our next estimate is the following:
|σn(s)| ≤ C6|s| if |s| ≤ S
2
. (36)
Indeed
σ′n(s) = s
′
n(t(s))t
′(s) = 1|zn(s)|2 |z(s)|
2
and from the mean value theorem
σn(s) = σn(s)− σn(0) = |z(ξ)|
2
|zn(ξ)|2 s
where ξ lies between s and 0. From (32) and (35),
|σn(s)|
|s| ≤
C24 |ξ|2
C22 (|ξ|+ µ3n)2
≤
(
C4
C2
)2
=: C6.
We claim that
s2
σn(s)2 + µ6n
≤ 16 if |s| ≤ S
2
. (37)
Since σn converges to the identity uniformly in |s| ≤ S2 it is enough to obtain the
estimate on a small neighborhood of s = 0. From the definition of σn we have the
identity
tn(σn(s)) = t(s). (38)
We expand tn(s) and t(s) in a neighborhood of s = 0. From z(s) = z
′(0)s+O(s3)
we deduce that |z(s)|2 = 12s2 + O(s4) and t(s) =
∫ s
0 |z(σ)|2 dσ = 16s3 + O(s5).
Since Ψ is flat at ξ = 0, Ψ(ξ) = 1 + O(ξ3). Then zn(s) = z(s) + µ
3
nΨ
(
s
µn
)
v =
z′(0)s+ µ3nv +O(s3) and |zn(s)|2 = 12s2 + µ6n +O(s3). The expansion of tn is
tn(s) =
∫ s
0
|zn(σ)|2 dσ = 1
6
s3 + µ6ns+O(s
4).
The above expansion together with (38) lead to
1
6
σn(s)
3 + µ6nσn(s) +O(σn(s)
4) =
1
6
s3 +O(s5).
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From (36),
σn(s)
3 + 6µ6nσn(s)− s3 = O(s4)
and the auxiliary result implies that (37) holds.
We are now in a position to conclude. First, we prove that
|z′′n(σn(s))|
|zn(σn(s))|3 |z(s)|
2 ≤ C9 if |s| ≤ S
2
. (39)
From z′′n(s) = z′′(s) + µnΨ′′
(
s
µn
)
v we deduce that
|z′′n(s)| ≤ |z′′(s)|+ C7|s| ≤ C8|s|.
Here we have used z′′(0) = 0 and that Ψ′′(ξ) = O(ξ). From (35), (32) and (37),
|z′′n(σn(s))|
|zn(σn(s))|3 |z(s)|
2 ≤ C8C
2
4 |σn(s)|s2
C32 (|σn(s)|+ µ3n)3
≤ C9.
Finally, we have
|1− 2|z′n(σn(s))|2|
|zn(σn(s))|4 |z(s)|
2 ≤ C10 if |s| ≤ S
2
.
From Ψ′(ξ) = O(ξ2), z′n(s) = z′(s) + µ2nΨ′
(
s
µn
)
v = z′(0) +O(s2). Then |z′n(s)|2 =
1
2 + O(s
2) and 1 − 2|z′n(σn(s))|2 = O(σn(s)2) = O(s2). The conclusion follows as
for (39).
6.3 Perturbations with singularity: an example
In the final section of the paper [7] Fatou considered the equations of motion of
a particle under the force of attraction of a rotating body. The body has certain
symmetry properties and, in particular, it is symmetric with respect to the equator
{z = 0}. The motion of the particle is constrained to this plane.
Standard considerations in Potential Theory allow to approximate the gravita-
tional force acting on the point u = (r cos θ, r sin θ, 0) by the gradient of the function
1
r
+
1
r3
[k + h cos(2(θ − β))] (40)
where β = n′t+γ, k > 0 depends on the geometry of the body (k = 0 for a sphere)
and h > 0 takes into account the unequal distribution of mass on meridians.
Fatou proved that the circular solutions of the unperturbed problem (k = h = 0)
have a certain stability property when the rotation of the body is very fast. Namely,
for an angular velocity n′ → ∞ there exists a solution of the perturbed equation
which remains close to the circular orbit for very large (but finite) intervals of time.
When the body is close to a sphere and the distribution of mass is almost uniform,
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n'
u
{z=0}
the parameters k = k′ε and h = h′ε are small and we find an equation of the type
(1) with N = 2 and
U(t, u, ε) =
k′
|u|3 +
h′
|u|5
[
(u21 − u22) cos(2(n′t+ γ)) + 2u1u2 sin(2(n′t+ γ))
]
.
This suggests the use of the averaging method to study the existence and stability
of periodic solutions (see [?] for more details), however our main result Theorem
3.1 does not apply. The perturbation U has a singularity of high order and it is
not clear how to define generalized solutions. In this context it is perhaps worth
to recall that the approximation given by the formula (40) is only valid on the free
space and so the mechanical significance of the equations is lost at the singularity.
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