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H ¨ORMANDER TYPE PSEUDODIFFERENTIAL CALCULUS ON
HOMOGENEOUS GROUPS
SUSANA COR ´E AND DARYL GELLER
ABSTRACT. We produce, on general homogeneous groups, an analogue of the usual
Ho¨rmander pseudodifferential calculus on Euclidean space, at least as far as products
and adjoints are concerned. In contrast to earlier works, we do not limit ourselves to
analogues of classical symbols, nor to the Heisenberg group. The key technique is to
understand “multipliers” of any given order j, and the operators of convolution with
their inverse Fourier transforms, which we here call convolution operators of order j.
(Here a “multiplier” is an analogue of a Ho¨rmander-type symbol a(x, ξ), which is in-
dependent of x.) Specifically, we characterize the space of inverse Fourier transforms of
multipliers of any order j, and use this characterization to show that the composition of
convolution operators of order j1 and j2 is a convolution operator of order j1 + j2.
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1. INTRODUCTION
The goal of this article is to produce, on general homogeneous groups (in the sense
of Folland-Stein[FS82]), an analogue of the usual pseudodifferential calculus on Eu-
clidean space, at least as far as products and adjoints are concerned. Taylor[Tay84] and
Christ-Geller-Głowacki-Polin [CGGP92] have developed analogues of classical pseudo-
differential operators for homogeneous groups, but, as we shall explain, our analogue of
the usual calculus allows one to study a useful wider class of operators.
The first author [Cor07] has already produced an analogue of the usual pseudodiffer-
ential calculus for the Heisenberg group. The arguments in the present article are simpler
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even in this special case. (Note, however, that in [Cor07], the first author completely
characterized the kernels of the operators if they had negative order, even on general
homogeneous groups G 6= R. This information on the kernels of the operators will be
valuable in sequel articles.)
Before describing the methods we use, we make more precise the terms usual and clas-
sical pseudodifferential calculus used loosely in the previous paragraphs. We recall that
the (Ho¨rmander) symbol class of order m, denoted by Sm1,0, consists of those functions
a(x, ξ) in C∞(Rn×Rn) such that for any pair of multiindices α, β, and any compact set
B ⊂ Rn, there exists a constant Cα,β,B such that∣∣∣DβxDαξ a(x, ξ)∣∣∣ ≤ Cα,β,B(1 + ‖ξ‖)m−‖α‖ ∀x ∈ B, ξ ∈ Rn (1.1)
Given that Ho¨rmander’s S1,0 symbols have become standard we shall refer to them as the
usual symbols, and the associated calculus as the usual or Ho¨rmander calculus of type
(1, 0). The classical symbols of order m are those elements a(x, ξ) in Sm1,0 for which
there are smooth functions am−j(x, ξ), homogeneous of degree m− j in ξ, for ‖ξ‖ ≥ 1,
such that
a(x, ξ) ∼
∑
j≥0
a
m−j
(x, ξ)
where the asymptotic condition means that for any N
a(x, ξ)−
N∑
j=0
am−j(x, ξ) ∈ S
m−N−1
1,0
Our approach to pseudodifferential operators on homogeneous groups favors the use of
convolution operators and avoids the Fourier transform as much as possible. This idea
goes back to the original work of Mikhlin [Mih48,Mih50] and of Caldero´n and Zygmund
[CZ56], [CZ57]. These pioneers studied operators of the form
(Kf)(x) =
∫
K(x, x− y) f(y) dy
so that
(Kf)(x) = (Kx ∗ f)(x) (1.2)
with Kx(z) = K(x, z) an integral kernel for each x, singular only at the origin, and de-
pending smoothly on x. In the 1960’s Kohn and Nirenberg [KN65] introduced symbols,
a different point of view, and the term pseudodifferential operator. They used the Fourier
transform to rewrite the operator K in the form
(Kf)(x) =
∫
e−2piix·ξ a(x, ξ) f̂(ξ) dξ =
(
axf̂
)
ˇ(x)
where a, the symbol of the operator, is the formal Fourier transform of K in the second
variable, that is
ax(ξ) = K̂x(ξ) and ax(ξ) = a(x, ξ) (1.3)
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This last approach, which takes advantage of the properties of the Fourier transform,
became prevalent. A major reason is that the Fourier transform converts convolution to a
product, which is easier to handle. In particular, one can seek to use division to invert K.
In problems where the Euclidean convolution structure is not relevant, these advan-
tages are largely lost, and in many instances it is desirable to imitate the original defini-
tion of Mikhlin and Caldero´n-Zygmund.
For instance, if one is working on a Lie group, one can seek to define a class of pseu-
dodifferential operators by (1.2), where now ∗ is group convolution. This idea originates
in Folland-Stein [FS74] for the Heisenberg group, and was extended in Rothschild-Stein
[RS76] to other settings. Calculi of such operators on homogeneous groups were devel-
oped by Taylor [Tay84] and studied in greater detail in [CGGP92]. (A related calculus,
restricted to the Heisenberg group, and relying heavily on the Fourier transform, was
developed in [BG88].) The second author further developed these ideas, to obtain a cal-
culus in the real analytic setting on the Heisenberg group, in [Gel90]. All of these authors
restricted themselves to analogues of the classical calculus.
The operators in the calculus of this article have the form (1.2) (with ∗ being group
convolution), with Kx being again given by (1.3), but where now a(x, ξ) satisfies, for
any compact set B ⊆ Rn, the estimates∣∣∣DβxDαξ a(x, ξ)∣∣∣ ≤ Cα,β,B(1 + |ξ|)m−|α| ∀x ∈ B, ξ ∈ Rn (1.4)
in analogy to (1.1). (Let us then say that K has order m.) It is crucial to note that in this
definition, and in what follows, |ξ| denotes the homogeneous norm of ξ, and |α| is the
“weighted” length of the multiindex α.
Thus our a(x, ξ) are not required to have an asymptotic expansion in homogeneous
functions of ξ, as ξ →∞, as is required in the classical calculi.
We will show that there is a calculus for these operators, in that the adjoint of an
operator of order m is again an operator of order m, and that the composition of operators
of order m1 and m2 is an operator of order m1 +m2. (When composing, one assumes
that the “a” associated to the operator which is applied first, has compact support in x.)
Further, there are asymptotic expansions, similar to the Kohn-Nirenberg formulas, for
adjoints and compositions.
1.1. OUTLINE AND LIST OF RESULTS. This paper is organized as follows:
• Section 1 contains this introduction, and Section 2 is dedicated to establishing
notation and basic terminology.
• In Section 3 we study the spaces Mˇj(G), consisting of inverse Fourier transforms
of “multipliers”. A “multiplier”, by definition, is a function a as in (1.4) which is
independent of x. Thus:
Definition. Suppose m ∈ R. We shall say that u ∈ C∞(G) is a multiplier of
order m if for every multiindex α ∈ (Z+)n there exists Cα > 0 such that∣∣∂αu(ξ)∣∣ ≤ Cα(1 + |ξ|)m−|α| for all ξ
Mm(G) will denote the space of multipliers of order m.
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If a satisfies (1.4), and ax(ξ) = a(x, ξ), then for any x, we surely have ax ∈
Mm. The operator K of (1.2), (1.3), is then of the form Kf(x) = [aˇx ∗ f ](x).
In this sense, our calculus of pseudodifferential operators will have, as its build-
ing blocks, operators of the form Af = uˇ ∗ f , where u ∈ Mj(G) for some j and
∗ is convolution on G, and it is these convolution operators that will require our
major focus. To avoid confusion, we caution the reader that these convolution
operators will only be Fourier multiplier operators (in the ordinary sense) if ∗ is
Euclidean convolution. We nevertheless call elements of Mj(G) “multipliers”,
for lack of a better word.
The main result of Section 3 is the following characterization of the space of
the inverse Fourier transform of multipliers, Mˇj (G). Here Q denotes the homo-
geneous dimension of G, S(G) denotes the space of Schwartz functions on G
(which coincides with the usual space of Schwartz functions on Rn), and So(G)
denotes the space of elements of S(G), all of whose moments vanish.
Proposition. Say K ∈ S ′(G). Then K ∈ Mˇj(G) if and only if we may write
K =
∞∑
k=0
fk,
with convergence in S ′, where
fk(x) = 2
(j+Q)kϕk(δ2k(x)) (1.5)
where {ϕk}k ⊆ S(G) is a bounded sequence, and ϕk ∈ So(G) for k ≥ 1.
Further, given such a sequence {ϕk}k, if we define fk by (1.5), then the series∑∞
k=0 fk necessarily converges in S ′(G) to an element of K of Mˇj(G).
Related decompositions (with far weaker conditions on the ϕk) have occurred
before in the literature on multipliers, when minimal smoothness of the multiplier
was assumed. (In the situation of general dilations, but where ordinary Euclidean
convolution is used, see [Ric04], pages 37-43.) It is our intention to show that this
kind of decomposition is extremely helpful even when one assumes the full force
of the Mj conditions.
• In Section 4 the main result is the following key theorem:
Theorem. For any j1, j2,
Mˇj1(G) ∗ Mˇj2(G) ⊆ Mˇj1+j2(G).
The proof uses the characterization of Mˇj(G) given in Section 3, an adaptation
of Lemma 3.3 of Frazier-Jawerth [FJ85] to the homogeneous group setting, and
some additional ideas.
Here is our lemma, adapted from Frazier-Jawerth [FJ85], who established the
case in which G is Euclidean space. For σ ∈ Z, I > 0, define
ΦIσ(x) = (1 + 2
σ|x|)−I .
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Lemma. Say J > 0, and let I = J + Q. Then there exists C > 0 such that
whenever σ ≥ ν,
ΦIσ ∗ ΦJν ≤ C 2−σQΦJν .
Again, Frazier and Jawerth proved their lemma in order to study spaces of
restricted smoothness (specifically, Besov spaces). But we intend to show that
this lemma is also useful when one assumes the full force of the Mj conditions.
• In Section 5, we obtain our new calculus. At this point we simply refer to the
general theory of Taylor[Tay84] to say that the desired calculus exists, as long
as one has the key result of Section 4 (that Mˇj1(G) ∗ Mˇj2(G) ⊆ Mˇj1+j2(G)),
together with a few easily checked facts (which we do verify).
In future articles, we will examine the calculus in more detail. Among other properties,
we will seek to obtain, as in the classical situation discussed in detail in [CGGP92],
explicit formulas for products and adjoints, criteria for existence of parametrices, and
mapping properties of our pseudodifferential operators.
As we said, all of those properties are known for the analogues of classical pseudo-
differential operators on G. Let us then motivate our present work by mentioning two
expected applications of our new calculus, that the classical calculus cannot be expected
to have.
• Classical multipliers are, as ξ →∞, asymptotic sums of series of terms which are
homogeneous with respect to the (non-isotropic) dilations on G. Let us call these
dilation δr (for r > 0). One does not always want to restrict oneself to functions
which are homogeneous with respect to δr for all r > 0; in the theory of wavelets,
for instance, one really only cares about dyadic dilations. It is easy to see that if a
smooth function u(ξ) is homogeneous of degree j with respect to δ2 (for ξ outside
a compact set), then it is in Mj(G).
In [GM06], wavelet frames (for Lp, 1 < p < ∞, and H1) were constructed
on stratified Lie groups G with lattice subgroups, out of Schwartz functions ψ of
the form f(L)δ, for a nonzero f ∈ S(R+) with f(0) = 0; here L is the sub-
laplacian on G. Part of the argument involved inverting a spectral multiplier (for
the sublaplacian) which was homogeneous of degree zero with respect to dyadic
dilations, and using the fact that it therefore satisfied standard multiplier condi-
tions. We expect that, once we understand inversion for convolution operators of
the kind considered in this article, we will be able to generalize these arguments
to much more general Schwartz functions ψ on G (not just those of the special
form f(L)δ), and therefore be able to construct wavelet frames from much more
general ψ.
• Let (M , g) be a smooth, compact, oriented Riemannian manifold. One of the
most important facts about analysis on M is the following theorem of Strichartz
[Str72]:
If p(ξ) ∈ Sm1,#(R) then p(
√
∆) ∈ OPSm1,0(M ).
(Sm1,# denotes the space of symbols a(x, ξ) in Sm1,0 which are independent of x,
or in other words, multipliers of order m in the usual sense.) Here ∆ denotes
the Laplace-Beltrami operator on M , but one can replace
√
∆ by a general first
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order positive elliptic pseudodifferential operator on M . As in the classical case
[Tay84], [CGGP92], taking G to be the Heisenberg group, we expect to be able to
transplant our calculus to contact manifolds, and in particular, to smooth, compact
strictly pseudoconvex CR manifolds M0. We expect that one can show:
If p(ξ) ∈ Sm1,#(R), then p(
√
L) is an operator of order m in the new
calculus on M0.
Here L denotes the sublaplacian on M0, and we expect to be able to replace√
L here by a general first-order operator in the new calculus on M0, which is
transversally elliptic and positive.
2. PRELIMINARIES
We present basic results for homogeneous groups, and introduce the notation to be
used later. For more details see [FS82].
Definition 1. Let V be a real vector space. A family {δr}r>0 of linear maps of V to itself
is called a set of dilations on V , if there are real numbers λj > 0 and subspaces Wλj of
V such that V is the direct sum of the Wλj and
δr
∣∣
Wλj
= rλj Id ∀j
Definition 2. A homogeneous group is a connected and simply connected nilpotent group
G, with underlying manifold Rn, for some n, and whose Lie algebra g is endowed with
a family of dilations {δr}r>0, which are automorphisms of g.
The dilations are of the form δr = exp(A log r), where A is a diagonalizable linear
operator on g with positive eigenvalues. The group automorphisms exp ◦δr ◦ exp−1 :
G −→ G will be called dilations of the group and will also be denoted by δr . The group
G may be identified topologically with g via the exponential map exp : g −→ G and
with such an identification
δr : G −→ G
(x1, . . . , xn) 7−→ (ra1x1, . . . , ranxn)
Henceforth the eigenvalues of the matrixA, listed as many times as their multiplicity, will
always be denoted by
{
ai
}n
i=1
. Moreover, we shall assume without loss of generality that
all the ai are nondecresingly ordered and that the first is equal to 1, that is
1 = a1 ≤ . . . ≤ an .
Definition 3. The homogeneous dimension of the group G, denoted by Q, is the number
Q =
n∑
i=1
ai .
Examples of such groups are Rn, with the usual additive structure, the Heisenberg
groups, and the upper triangular groups, consisting of triangular matrices with 1’s on the
diagonal and dilations
δr
([
aij
])
=
[
rj−iaij
]
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Definition 4. Let G be a homogeneous group with dilations
{
δr
}
. A homogeneous norm
on G, relative to the given dilations, is a continuous function | · | : G −→ [0,∞), smooth
away from the origin satisfying
a) |x| = 0 if and only if x is the identity element,
b) |x−1| = |x| for every x ∈ G
c)
∣∣δr(x)∣∣ = r|x| for every x ∈ G, and r > 0, i.e. the norm is homogeneous of
degree 1.
If | · | is a homogeneous norm on G then there exists a constant C ≥ 1 such that
|xy| ≤ C(|x|+ |y|) for every x, y ∈ G
Homogeneous norms always exist. Moreover any two homogeneous norms | · | and | · |′
on G are always equivalent, i.e. there exist constants C1, C2 > 0 such that
C1|x| ≤ |x|′ ≤ C2|x| ∀x ∈ G
An example of a homogeneous norm is
|x| =
(
n∑
i=1
x
2 Aai
i
) 1
2A
where A =
∏n
i=1 ai.
We observe that if the dilations are isotropic, i.e. all the weights ai are equal, and
satisfy the condition of normalization a1 = 1, then this homogeneous norm is simply the
Euclidean norm ‖ · ‖.
If x ∈ G, r > 0, for a fixed homogeneous norm we define the ball centered at x of
radius r as
B(x; r) =
{
y ∈ G : |x−1y| < r
}
Note also that there exists c > 0 such that whenever x, y ∈ G, we have
|y| ≤ |x|/2⇒ |y−1x| ≥ c|x|. (2.1)
Indeed, by use of dilations, we may assume that |x| = 1. We then let c be the minimum
value of |y−1x| for (x, y) in the compact set {x : |x| = 1} × {y : |y| ≤ 1/2} ⊆ G×G.
For j = 1, . . . , n, we let Xj (resp. Yj) denote the left (resp. right) invariant vector
field on G which equals ∂∂xj at the origin. In this context we have
Proposition 5. a) We may write each left invariant vector field Xj as
Xj =
∂
∂xj
+
n∑
k=j+1
pj,k(x)
∂
∂xk
j = 1, . . . , n
where pj,k(x) = pj,k(x1, . . . , xk−1) are homogeneous polynomials, with respect to
the group dilations, of degree ak − aj .
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b) Any ∂∂xj can be written as
∂
∂xj
= Xj +
n∑
k=j+1
qj,k(x)Xk j = 1, . . . , n
where qj,k(x) = qj,k(x1, . . . , xk−1) are homogeneous polynomials, with respect to
the group dilations, of degree ak − aj . (Note: by homogeneity considerations qj,k(x)
can only involve x1, . . . , xk−1, so by part a), multiplication by qj,k(x) commutes with
Xk).
Entirely analogous formulas express each of the right invariant vector fields Yj in
terms of
{
∂
∂xk
}n
k=j
, as well as ∂∂xj in terms of {Yk}
n
k=j
Proof. See [FS82]. 
The Haar measure on G is simply the Lebesgue measure on Rn.
Proposition 6. Say p < −Q. Then for some 0 < Cp <∞∫
|x|>r
∣∣x∣∣p dx = Cp rp+Q
for every r > 0.
The convolution of two functions f, g on G is defined by(
f ∗ g)(x) = ∫
G
f(xy−1)g(y) dy =
∫
G
f(y)g(y−1x) dy
provided that the integrals converge.
S(G) will denote the usual Schwartz space on G, thought of as Rn, and {‖ · ‖S(G),N}
an increasing family of norms topologizing S . We also let
So(G) =
{
f ∈ S(G) :
∫
xαf(x)dx = 0 for every multiindex α
}
.
Thus1
Ŝo(G) = {ψ ∈ S(G) : ∂αψ(0) = 0 for every multiindex α} .
Since the group law is polynomial, So is invariant under (left or right) translations. Thus
S ∗ So ⊂ So, since if we write (τyg)(x) = g(y−1x), we have f ∗ g =
∫
f(y) τy(g) dy.
Simlarly, So ∗ S ⊂ So
For the multiindex β ∈ (Z+)n we define
|β| =
n∑
i=1
aiβi and ‖β‖ =
n∑
i=1
βi
Note that, if α is a multiindex, there exists C > 0 such that |xα| ≤ C|x||α| for all x ∈ G.
1 It will be convenient to think of the Fourier transform on Rn as a map from functions on G to functions
on G. To clarify this, on the Fourier transform side we will often use the dilations δr and the homogeneous
norm | · |, but never the group structure.
PSEUDODIFFERENTIAL CALCULUS ON HOMOGENEOUS GROUPS 9
Lemma 7. For every multiindex α
a1‖α‖ ≤ |α| ≤ an‖α‖
and for all ξ ∈ Rn there exist positive constants c and C such that
c
(
1 + |ξ|) ≤ 〈ξ〉 ≤ C(1 + |ξ|)an
where 〈ξ〉 = (1 + |ξ|2)1/2.
Definition 8. Suppose j ∈ R. We say that J ∈ C∞(G) is a multiplier of order j if for
every multiindex α ∈ (Z+)n there exists Cα > 0 such that∣∣∂αJ(ξ)∣∣ ≤ Cα(1 + |ξ|)j−|α|
for all ξ. We denote the space of all multipliers of order j by Mj (G).
For J ∈Mj (G), and N ∈ Z+, we define
‖J‖
M
j
(G),N
=
∑
|α|≤N
∥∥∥(1 + |ξ|)|α|−j ∂αJ∥∥∥
where ‖ · ‖ denotes the supremum norm. The family
{
‖ · ‖
M
j
(G),N
}
N∈Z+
is a nonde-
creasing sequence of norms on Mj(G), which defines a Fre´chet topology on Mj(G).
Suppose J ∈ Mj(G). We define
mJ : S(G) −→ S ′(G)
mJ(f) = Jˇ ∗ f
We close this section with some useful remarks about S(G) and So(G).
Remark 9. Note that for every ψ ∈ Sˆo, we may find ψ1, . . . , ψn ∈ Sˆo with ψ(ξ) =∑n
j=1 ξjψj(ξ). Indeed, we need only show this in two cases: (1) if ψ vanishes in a
neighborhood of 0; and (2) if ψ ∈ C∞c (G). In case (1), it suffices to set ψj(ξ) =
ξjψ(ξ)/‖ξ‖2, where ‖ξ‖ is the Euclidean norm of ξ. In case (2), choose ζ ∈ C∞c (G)
with ζ ≡ 1 in a neighborhood of suppψ. Fix ξ temporarily, and let g(t) = ψ(tξ). Then
ψ(ξ) = g(1) − g(0) =
∫ 1
0
g′(t)dt =
n∑
j=1
ξj
∫ 1
0
∂jψ(tξ)dt.
Noting that ψ = ζψ, we see that in case (2) we may take ψj(ξ) = ζ(ξ)
∫ 1
0 ∂jψ(tξ)dt.
In fact, this construction shows the following uniformity:
There is a linear map T : Sˆo → (Sˆo)n, such that
(i) if Tψ = (ψ1, . . . , ψn) := (T1ψ, . . . , Tnψ), then ψ(ξ) =
∑n
j=1 ξjψj(ξ); and
(ii) for every I there exist C, J such that for 1 ≤ j ≤ n, ‖Tjψ‖S,I ≤ C‖ψ‖S,J .
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Remark 10. Taking inverse Fourier transforms in Remark 9, for every f ∈ So(G) we
can find F1, . . . , Fn in So so that f(x) =
∑n
j=1 ∂jFj(ξ). By Proposition 5(b) we can
find f1, . . . , fn in So, with f(x) =
∑n
j=1Xjfj(ξ). In fact, this construction shows the
following uniformity: there exists a linear map S : So → (So)n, such that
(i) if Sf = (f1, . . . , fn) := (S1f, . . . , Snf), then f(x) =
∑n
j=1Xjfj(x); and
(ii) for every I there exist C, J such that for 1 ≤ j ≤ n,
‖Sjf‖S,I ≤ C‖f‖S,J .
Remark 11. We can iterate the result of Remark 9, by applying this result to each ψj
in place of ψ, and so on. We then obtain the following uniformity. For each N ≥ 1,
let i(N) denote the number of multiindices α with ‖α‖ = N . (Recall that the norm of
a multiindex is equal to the sum of its coordinates, ‖α‖ = ∑ni=1 αi. ) Then there is a
linear map T (N) : Sˆo → (Sˆo)i(N), such that
(i) if T (N)ψ = (ψα)||α||=N := (T (N)α ψ)||α||=N , then ψ(ξ) =
∑
||α||=N ξ
αψα(ξ);
and
(ii) for every I there exist C and J such that for all α with ||α|| = N , we have∥∥∥T (N)α ψ∥∥∥
S,I
≤ C‖ψ‖S,J .
Remark 12. We can iterate the result of Remark 10, by applying this result to each fj
in place of f , and so on. We then obtain the following uniformity. For each N ≥ 1,
let IN denote the collection of N -tuples β = (β1, . . . , βN ) with 1 ≤ βj ≤ n for all
j. For β ∈ IN , let Xβ = Xβ1 · · ·XβN . Note #IN = nN . Then there is a linear map
S(N) : Sˆo → (Sˆo)nN , such that
(i) if S(N)f = (fβ)β∈IN := (S(N)β f)β∈IN , then f(x) =
∑
β∈IN
Xβfβ(x); and
(ii) for every I there exist C and J such that for all β ∈ IN , we have∥∥∥S(N)β f∥∥∥
S,I
≤ C‖f‖S,J .
3. CHARACTERIZATION OF Mˇj(G)
Proposition 13. If m ∈ Mj(G), there exists a bounded sequence {ψk}∞k=0 ⊂ S(G),
with ψk ∈ Sˆo for k ≥ 1, such that, if we set
mk = 2
jkψk ◦ δ2−k , (3.1)
so that mˇk = 2(j+Q)kψˇk ◦ δ2k , (3.2)
then m =
∑∞
k=0mk, with convergence both pointwise and in S ′.
Proof. Choose a sequence of functions {ϕk}∞k=0 ⊂ C∞c (G), such that:
(i) ∑ϕk = 1;
(ii) 0 ≤ ϕk ≤ 1 for all k;
(iii) suppϕo ⊆ {ξ : |ξ| ≤ 2};
(iv) for all k ≥ 1, suppϕk ⊆
{
ξ : 2k−2 ≤ |ξ| ≤ 2k+1}; and
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(v) for all k ≥ 1, ϕk = ϕ1 ◦ δ2−k+1 .
(For example, we could choose a smooth function ϕo with 0 ≤ ϕo ≤ 1, with ϕo ≡ 1 in{
ξ : |ξ| ≤ 12
}
and with suppϕo ⊆ {ξ : |ξ| ≤ 2}. Then we could let ϕ1 = ϕo◦δ1/2−ϕo,
ϕk = ϕ1 ◦ δ2−k+1 for k > 1.)
Let ϕ = ϕ1 ◦ δ2, so that ϕk = ϕ ◦ δ2−k for all k ≥ 1, and so that suppϕ ⊆{
ξ : 14 ≤ |ξ| ≤ 2
}
.
We set mk = ϕkm for k ≥ 0, so that m =
∑∞
k=0mk, with pointwise convergence (at
each point in Rn, only finitely many terms are nonzero.) (This is entirely analogous to
the definition used on page 246 of [Ste93], for standard multipliers m.) We also define
ψk so that (3.1) (and hence (3.2)) holds; thus ψk = 2−jkmk ◦ δ2k , and we therefore have
ψo = ϕo (m ◦ δ2k)
ψk = 2
−jkϕ (m ◦ δ2k) for k ≥ 1.
Sinceψk ∈ C∞c , and vanishes in a neighborhood of the origin if k ≥ 1, surely ψˇk ∈ S(G)
for all k, and ψˇk ∈ So(G) for k ≥ 1.
Note also that suppψk ⊆ {ξ : |ξ| ≤ 2} for all k. Thus, to show that {ψk}∞k=0 is a
bounded subset of S(G), we need only show that for any multiindex α, {‖∂αψk‖∞}∞k=1
is a bounded sequence, where the sup norm is taken over {ξ : |ξ| ≤ 2}. But for k ≥ 1,
|ξ| ≤ 2, we have by Leibniz’s rule that
|∂αψk(ξ)| ≤ C1
∑
|β|≤|α|
2−jkC|β| 2
|β|k
∣∣∣(∂βm)(δ2k(ξ))∣∣∣
≤ C2
∑
|β|≤|α|
2−(j−|β|)k(1 + 2k|ξ|)j−|β|
= C2
∑
|β|≤|α|
[
2k
(1 + 2k|ξ|)
]−(j−|β|)
≤ Cα
as claimed.
Finally, note that, if k ≥ 1, then for any ξ ∈ Rn, mk(ξ) 6= 0 for at most 3 values of
k. Moreover |mk(ξ)| = |ϕk(ξ)||m(ξ)| ≤ C(1 + |ξ|)j . Thus
∑
k |mk(ξ)| ≤ C(1 + |ξ|)j
also. Since
∑
kmk converges to m pointwise, it now follows that the convergence is in
S ′(G) as well. 
Next we show that the converse of the previous proposition also holds. We will also
obtain more information about the senses in which
∑
kmk converges to m.
Proposition 14. (a) Suppose {ψk}∞k=0 ⊂ S(G) is a bounded sequence, with ψk ∈ Sˆo
for k ≥ 1. Set
mk = 2
jkψk ◦ δ2−k
so that mˇk = 2(j+Q)kψˇk ◦ δ2k ,
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then
∑∞
k=0mk converges, in C∞(G), and in S ′, to an element m of Mj(G).
(b) In fact, we have the following uniformity. For every I there exist C and J such that
whenever {ψk}∞k=0 ⊂ S(G) is a bounded sequence, with ψk ∈ Sˆo for k ≥ 1, if we
set mk = 2jkψk ◦ δ2−k , then∥∥∥∥∥
∞∑
k=0
mk
∥∥∥∥∥
Mj ,I
≤ C sup
k
‖ψk‖S,J .
(c) We also have the following uniformity. Say j′ > j. Then, for every I there exist C
and J such that whenever {ψk}∞k=0 ⊂ S(G) is a bounded sequence, with ψk ∈ Sˆo
for k ≥ 1, if we set mk = 2jkψk ◦ δ2−k , then∥∥∥∥∥
∞∑
k=0
mk
∥∥∥∥∥
Mj′ ,I
≤ C sup
k
2−(j
′−j)k‖ψk‖S,J .
(d) In (a), the series ∑∞k=0mk converges to m in Mj′(G), for any j′ > j.
Proof. (a) Let us begin by showing that∑
k
|mk(ξ)| =
∑
k
2jk|ψk(δ2−k(ξ))| ≤ C(1 + |ξ|)j, (∗)
with uniform convergence on compact sets; from this, the convergence of
∑∞
k=0mk,
both pointwise and in S ′, will be automatic.
First let us establish (∗) for |ξ| > 1. In that case, we define k0 ≥ 1 to be the
unique integer such that 2k0−1 < |ξ| ≤ 2k0 . We consider separately those terms in∑
k 2
jk|ψk(δ2−k (ξ))| with k < k0 and with k ≥ k0. Choose N ∈ Z+ such that
j +N > 0. Since {ψk} is a bounded subset of S(G),∑
k<k0
2jk|ψk(δ2−k (ξ))| ≤ C1
∑
k<k0
2jk(2−k|ξ|)−N
= C1 |ξ|−N
∑
k<k0
2(j+N)k
≤ C2|ξ|−N2(j+N)k0 since j +N > 0
≤ C3|ξ|j
≤ C˜1(1 + |ξ|)j since |ξ| > 1.
(3.3)
Here C˜1 may be chosed independently of ξ. Note also that, for any fixed k0, the conver-
gence of
∑
k<k0
2jk|ψk(δ2−k(ξ))| is uniform for 2k0−1 < |ξ| ≤ 2k0 .
Next, by Remark 11, for every k ≥ 1 and for every N ∈ Z+ we may write ψk(ξ) =∑
‖α‖=N ξ
αψk,α(ξ), with ψk,α ∈ S(G), so that for any N , {ψk,α : k ≥ 1, ‖α‖ = N} is
a bounded subset of S(G).
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Now choose N > j. Recall k0 ≥ 1. We have∑
k≥k0
2jk
∣∣∣ψk(δ2−k(ξ))∣∣∣ ≤ C1 ∑
k≥k0
2jk
 ∑
‖α‖=N
|δ2−k(ξ)||α||ψk,α(δ2−k(ξ))|

≤ C2
∑
k≥k0
2jk
 ∑
‖α‖=N
2−k|α||ξ||α|

= C3
∑
‖α‖=N
|ξ||α|
∑
k≥k0
2(j−|α|)k
≤ C4
∑
‖α‖=N
|ξ||α|2(j−|α|)k0
since ‖α‖ = N ⇒ j − |α| ≤ j −N < 0
≤ C5|ξ|j
≤ C˜2(1 + |ξ|)j since |ξ| > 1.
(3.4)
Here again C˜2 may be chosed independently of ξ. Note also that, for any fixed k0, the
convergence of
∑
k<k0
2jk|ψk(δ2−k(ξ))| is uniform for 2k0−1 < |ξ| ≤ 2k0 . Therefore by
(3.3) and (3.4), we have (∗) for |ξ| > 1, with uniform convergence on bounded sets.
Now if |ξ| ≤ 1, using a similar argument as in (3.4), and again choosing N > j, we
have∑
k
2jk
∣∣∣ψk(δ2−k(ξ))∣∣∣ = |ψo(ξ)| + ∞∑
k=1
2jk|ψk(δ2−k (ξ))|
≤ C1 + C1
∑
k
2jk
 ∑
‖α‖=N
|δ2−k(ξ)||α||ψk,α(δ2−k(ξ))|

≤ C1 + C2
∞∑
k=1
2jk
 ∑
‖α‖=N
2−k|α||ξ||α|

= C1 + C2
∑
‖α‖=N
∞∑
k=1
2(j−|α|)k since |ξ| ≤ 1
≤ C since ‖α‖ = N ⇒ j − |α| ≤ j −N < 0.
Here C may be chosen independently of ξ (for |ξ| ≤ 1). Also the convergence is uniform
for |ξ| ≤ 1. This establishes (∗), with uniform convergence on compact sets.
Finally, let α be a multiindex. Then
∂αmk = 2
(j−|α|)k(∂αψk) ◦ δ2−k .
Now, the sequence {∂αψk}∞k=0 is a bounded subset of S(G), and ∂αψk ∈ Sˆo for k ≥ 1.
Consequently, by (∗), the series ∑k |∂αmk(ξ)| converges uniformly on compact sets,
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and there exists a constant Cα such that∑
k
|∂αmk(ξ)| ≤ Cα(1 + |ξ|)j−|α| for all ξ.
Accordingly, the series
∑
kmk converges in C∞(G), and in S ′(G), to an element m ∈
Mj(G). This proves (a).
Part (b) follows from an examination of the proof of part (a) (and from the uniformity
in Remark 11).
Part (c) follows at once from (b), if we set ψj′k = 2−(j
′−j)kψk ◦ δ2−k , note that{
ψj
′
k
}∞
k=0
⊂ S(G) is a bounded sequence, with ψj′k ∈ Sˆo for k ≥ 1, and also note
that mk = 2j
′kψj
′
k ◦ δ2−k .
Finally, part (d) follows at once from (c). 
We show now how the characterization of Mˇj(G) follows from the previous two
propositions.
Proposition 15. Say K ∈ S ′(G). Then K ∈ Mˇj(G) if and only if we may write
K =
∞∑
k=0
fk, (3.5)
with convergence in S ′(G), where
fk = 2
(j+Q)kϕk ◦ δ2k (3.6)
where {ϕk}k ⊆ S(G) is a bounded sequence, and ϕk ∈ So(G) for k ≥ 1. Further, given
such a sequence {ϕk}k, if we define fk by (3.6), then the series
∑∞
k=0 fk necessarily
converges in S ′(G) to an element of K of Mˇj(G).
Moreover, Mˇj(G) ⊆ E ′ + S(G), and any K ∈ Mˇj(G) is smooth away from the ori-
gin. Further, ifK ∈ Mˇj(G) is as in (3.5), and if ζ ∈ C∞c (G) equals 1 in a neighborhood
of 0, then
(1− ζ)K =
∞∑
k=0
(1− ζ)fk, (3.7)
where the sum converges absolutely in S(G).
Proof. The assertions of the first paragraph are immediate from the previous two propo-
sitions. Thus, if K ∈ Mˇj(G) is as in (3.5), we have (3.7), with convergence in S ′(G);
we need to show the sum converges absolutely in S(G). For this, by Leibniz’s rule, we
only need show that for every I, J ≥ 0, every multiindex α, every c > 0, and every
r > 0, there exists C > 0 such that
∞∑
k=0
2Ik|x|J |∂αϕk(δ2k (x))| ≤ C
whenever |x| > r.
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This, however, is evident, since for every N,α there exists CN,α such that
|∂αϕk(δ2k(x))| ≤ CN,α(2k|x|)−N for all x and all k.
The convergence of the sum in (3.7) in S(G) shows, in particular, that (1−ζ)K ∈ S(G),
so K = ζK + (1− ζ)K ∈ E ′ + S(G). Finally, we may choose ζ to have support within
an arbitrarily small neighborhood of 0. Outside this neighborhood, K = (1 − ζ)K is
smooth; consequently, K is smooth away from the origin. 
4. CONVOLVING ELEMENTS OF THE Mˇj(G)
For σ ∈ Z, I > 0, define
ΦIσ(x) = (1 + 2
σ|x|)−I .
We then have the following key fact. The statement and proof have been adapted from
Lemma 3.3 of [FJ85] where only the case of Euclidean space is dealt with.
Lemma 16. Say J > 0, and let I = J +Q. Then there exists C > 0 such that whenever
σ ≥ ν,
ΦIσ ∗ ΦJν ≤ C 2−σQΦJν .
Proof. We note that
ΦIσ ∗ ΦJν (x) =
∫
|y|≤|x|/2
ΦIσ(y)Φ
J
ν (y
−1x)dy +
∫
|y|≥|x|/2
ΦIσ(y)Φ
J
ν (y
−1x)dy
:= A+B.
In A we note that, by (2.1), ΦJν (y−1x) ≤ C ΦJν (x), so
A ≤ C ΦJν (x)
∫
G
ΦIσ(y)dy = C 2
−σQΦJν (x),
since I > Q.
In B, we just estimate ΦJν (y−1x) ≤ 1. Consider first the case 2ν |x| ≤ 1. Then
B ≤
∫
G
ΦIσ(y)dy = C 2
−σQ ≤ C 2−σQΦJν (x).
Finally, if, instead, 2ν |x| ≥ 1, we have
B ≤
∫
|y|≥|x|/2
ΦIσ(y) dy ≤
∫
|y|≥|x|/2
(2σ |y|)−Idy
= C 2−σI |x|−I+Q = C 2−σQ(2σ|x|)−J .
Thus, since σ ≥ ν,
B ≤ C 2−σQ(2σ|x|)−J ≤ C 2−σQ(2ν |x|)−J ≤ C 2−σQΦJν (x),
as desired. 
Remark 17. One may think of Lemma 16 very crudely in the following manner: from
the perspective of ΦJν , 2σQΦIσ looks like a good approximation to the delta “function”,
so convolving with it gives one back something akin to ΦJν .
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Lemma 18. Suppose L ≥ 0 is an integer, and that B ⊆ S(G) is bounded. Then there is a
bounded subset B′ ⊆ S(G) as follows. Say k, l ∈ Z, k ≥ l. Suppose that ϕ ∈ So(G)∩B,
and that ψ ∈ B. Define wk,l ∈ So(G) by
wk,l ◦ δ2l = 2kQ(ϕ ◦ δ2k) ∗ (ψ ◦ δ2l). (4.1)
Then 2(k−l)Lwk,l ∈ B′.
Proof. This proof has three steps.
STEP 1: Say J > 0, and let I = J +Q. Then by Lemma 16,
|wk,l ◦ δ2l | ≤ C 2kQΦIk ∗ΦJl ≤ C ΦJl = C ΦJ0 ◦ δ2l ,
so |wk,l| ≤ C ΦJ0 . In other words,
(1 + |x|)Jwk,l(x) ≤ C.
STEP 2: Notation as in Remark 12, say β ∈ IN , and let r =
∑
N
j=1 aβj . Applying Xβ
to both sides of (4.1), we see that
2rl(X
β
wk,l) ◦ δ2l = 2kQ(ϕ ◦ δ2k) ∗ [2rl(Xβψ) ◦ δ2l ],
so that
(Xβwk,l) ◦ δ2l = 2kQ(ϕ ◦ δ2k) ∗ [(Xβψ) ◦ δ2l ].
Note that Xβψ ∈ XβB, a bounded subset of S(G). Thus, by Step 1, for any J > 0 and
any β, we have
(1 + |x|)J (Xβwk,l)(x) ≤ CJ,β.
This proves the lemma in the case L = 0.
STEP 3: Finally, suppose L ≥ 1. By Remark 12, we may assume that for some bounded
subset BL of S(G) (depending only on B and L), ϕ = Xβϕ1, where Xβ ∈ IL, and
ϕ1 ∈ So(G) ∩ BL. Set Yβ = Yβ
L
· · · Yβ1 . Also set r =
∑L
j=1 aβj ≥ L. Now
ϕ ◦ δ2k = (Xβϕ1) ◦ δ2k = 2−rkXβ(ϕ1 ◦ δ2k),
so
wk,l ◦ δ2l = 2kQ[2−rkXβ(ϕ1 ◦ δ2k)] ∗ (ψ ◦ δ2l)
= 2kQ2−rk(ϕ1 ◦ δ2k) ∗ Yβ(ψ ◦ δ2l)
= 2−(k−l)r2kQ(ϕ1 ◦ δ2k) ∗ [(Yβψ) ◦ δ2l ].
Since r ≥ L, we therefore have that
(2(k−l)Lwk,l) ◦ δ2l = c 2kQ(ϕ1 ◦ δ2k) ∗ [(Yβψ) ◦ δ2l ],
where 0 < c ≤ 1. Note also that Yβψ ∈ YβB, a bounded subset of S(G). By the case
L = 0 of the lemma, established in Step 2, we see that there is a bounded subset B′ of
S(G), depending only on B and L, such that 2(k−l)Lwk,l ∈ B′. 
We now reformulate Lemma 18 in a manner that permits us to deal with the convolu-
tion of sums like that in (3.2).
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Corollary 19. Suppose L ≥ 0 is an integer, and that B ⊆ S(G) is bounded. Then there
is a bounded subset B′ ⊆ S(G) as follows. Say k, l ∈ Z, k ≥ l, and that j1, j2 are real
numbers. Suppose that ϕ ∈ So(G) ∩ B, and that ψ ∈ B. Define f ∈ So(G), g ∈ S(G),
ηk,l, η
′
k,l ∈ So(G) by
f = 2(j1+Q)k ϕ ◦ δ2k
g = 2(j2+Q)l ψ ◦ δ2l
f ∗ g = 2(j1+j2+Q)l ηk,l ◦ δ2l
g ∗ f = 2(j1+j2+Q)l η′k,l ◦ δ2l
Then 2(k−l)(L−j1) ηk,l ∈ B′, and also 2(k−l)(L−j1) η′k,l ∈ B′.
Proof. We have 2−(k−l)j1ηk,l = wk,l, where wk,l is as in (4.1). Thus the first statement
follows at once from Lemma 18. For the second statement, we need only apply the first
statement to f˜ , g˜ in place of f, g, and then use the fact that g ∗ f = (f˜ ∗ g˜)˜. 
We are almost ready to prove our main result, that Mˇj1 ∗ Mˇj2 ⊆ Mˇj1+j2 . Before we
begin the proof, it will be helpful to make some preliminary observations.
Say K1 ∈ Mˇj1(G), K2 ∈ Mˇj2(G). By Proposition 15, K1,K2 ∈ E ′ + S(G),
which is a convolution algebra; thus it is possible to form K1 ∗K2. (Of course we cannot
convolve two general elements of S ′(G).) To see that E ′+S(G) is a convolution algebra,
say F,G ∈ E ′+S(G). To convolve them we simply write F = u+f , H = v+g, where
u, v ∈ E ′ and f, g ∈ S(G); and then we define
F ∗H = u ∗ v + u ∗ g + f ∗ v + f ∗ g. (4.2)
The first term on the right side is in E ′ and the other terms are in S(G), so F ∗ H is in
E ′ + S(G). It is easy to verify that this definition of F ∗ H is independent of how one
chooses to decompose F in the form u+ f , or H in the form v + g.
It is also evident from (4.2) that if uN → u and vN → v in E ′, while fN → f and
gN → g in S(G), then
(uN + fN ) ∗ (vN + gN ) −→ (u+ f) ∗ (v + g) (4.3)
in S ′(G).
We can now prove our main theorem:
Theorem 20. If j1, j2 are real numbers then Mˇj1(G) ∗ Mˇj2(G) ⊆ Mˇj1+j2(G)
Proof. Say K1 ∈ Mˇj1(G), and K2 ∈ Mˇj2(G). As in Proposition 13, we may write
K1 =
∞∑
k1=0
fk1 , K2 =
∞∑
k2=0
gk2 ,
(convergence in S ′(G)), where
fk1 = 2
(j1+Q)k1ϕk1 ◦ δ2k1 gk2 = 2(j2+Q)k2ψk2 ◦ δ2k2 ;
where {ϕk} and {ψk} are bounded sequences in S(G), and ϕk, ψk ∈ So(G) for k ≥ 1.
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We want to write K1∗K2 in the form
∑
k 2
(j1+j2+Q)kνk ◦δ2k (convergence in S ′(G)),
where {νk} is a bounded sequence in S(G), and where νk ∈ So(G) for k ≥ 1. Then we
will know K1 ∗K2 ∈ Mˇj1+j2(G) by Proposition 14.
To this end we examine fk1 ∗ gk2 := hk1,k2 . Formally, K1 ∗ K2 =
∑
k1,k2
hk1,k2;
we intend to write the double summation here as a sum of two double summations, one
for k2 ≥ k1, and one for k1 > k2. Note that, to say that k2 ≥ k1, is to say that either
k2 ≥ max(k1, 1), or (k1, k2) = (0, 0).
Pick L > max(j1, j2). By Corollary 19, we have
hk1,k2 = 2
(j1+j2+Q)k1τk1,k2 ◦ δ2k1 for k2 ≥ max(k1, 1)
hk1,k2 = 2
(j1+j2+Q)k2ηk1,k2 ◦ δ2k2 for k1 > k2.
where
{
2(k2−k1)(L−j2)τk1,k2
}
k2≥max(k1,1)
and
{
2(k1−k2)(L−j1)ηk1,k2
}
k1>k2
are bounded
subsets of So(G).
Formally, then,
K1 ∗K2 = ho,o +
∑
k2≥max(k1,1)
hk1,k2 +
∑
k1>k2
hk1,k2 (4.4)
= ho,o +
∞∑
k1=0
∞∑
k2≥max(k1,1)
hk1,k2 +
∞∑
k2=0
∞∑
k1=k2+1
hk1,k2 (4.5)
= ho,o +
∞∑
k1=0
uk1 +
∞∑
k2=0
vk2 (4.6)
where
uk1 = 2
(j1+j2+Q)k1τk1 ◦ δ2k1 vk2 = 2(j1+j2+Q)k2ηk2 ◦ δ2k2
and where
τk1 =
∞∑
k2=max(k1,1)
τk1,k2 ηk2 =
∞∑
k1=k2+1
ηk1,k2 . (4.7)
The point is that these series converge absolutely in S(G), and that {τk1}, {ηk2} are
bounded sequences in So(G). (Once this is verified, we will know, at least formally, that
K1 ∗ K2 ∈ Mˇj1+j2 .) But this point is easily verified. Let ‖·‖S,M be any member of
the family of norms defining the topology of S(G). Then, for instance in the first series
of (4.7) we have
∞∑
k2=max(k1,1)
‖τk1,k2‖S,M ≤ CM
∞∑
k2=max(k1,1)
2−(k2−k1)(L−j2)
≤ CM
∞∑
k=0
2−k(L−j2)
= C ′M (4.8)
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where CM and C ′M are independent of k1. Similar considerations apply to the the other
series. Of course the fact that τk1 , ηk2 ∈ So(G) is ensured by the absolute convergence
of the series in S(G) in (4.7).
Therefore we only need verify that K1 ∗ K2 is in fact equal to (4.6), as elements of
S ′(G). By Proposition 15, we do know that (4.6) converges in S ′(G).
Let us first show that N∑
k1=0
fk1
 ∗
 N∑
k2=0
gk2
 −→ K1 ∗K2 (4.9)
in S ′(G), as N →∞. Indeed, choose ζ ∈ C∞c (G) with ζ = 1 near 0. We may write
N∑
k1=0
fk1 = ζ
 N∑
k1=0
fk1
+ (1− ζ)
 N∑
k1=0
fk1
 .
As N →∞, we have that ζ
(∑
N
k1=0
fk1
)
→ ζK1 in E ′, while, by Proposition 15,
(1− ζ)
 N∑
k1=0
fk1
→ (1− ζ)K1
in S(G). Similar considerations apply to ∑Nk2=0 gk2 . Thus (4.9) follows from (4.3).
Thus we need only show that
(∑
N
k1=0
fk1
)
∗
(∑
N
k2=0
gk2
)
approaches (4.6) in S ′, as
N →∞.
Let us make the convention that any sum of the form
∑j
k=i is zero if j < i. In place
of (4.5) and (4.6), we then rigorously have that N∑
k1=0
fk1
 ∗
 N∑
k2=0
gk2
 = ho,o + N∑
k1=0
N∑
k2=max(k1,1)
hk1,k2 +
N∑
k2=0
N∑
k1=k2+1
hk1,k2
= ho,o +
N∑
k1=0
uNk1 +
N∑
k2=0
vNk2 ,
where
uNk1 = 2
(j1+j2+Q)k1τNk1 ◦ δ2k1 vNk2 = 2(j1+j2+Q)k2ηNk2 ◦ δ2k2
and where
τNk1 =
N∑
k2=max(k1,1)
τk1,k2 η
N
k2 =
N∑
k1=k2+1
ηk1,k2 .
The argument of (4.8) shows that {τNk1}k1,N and {ηNk2}k2,N are bounded subsets of
So(G), and moreover that τNk1 → τk1 in S(G) for each k1, and ηNk2 → ηk2 in S(G) for
each k2, as N →∞.
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To complete the proof, we need to show that
N∑
k1=0
uNk1 −→
∞∑
k1=0
uk1 in S ′(G)
and that
N∑
k2=0
vNk2 −→
∞∑
k2=0
vk2 in S ′(G).
Let us prove the first of these; the proof of the second is virtually identical.
We work on the Fourier transform side, and we write k in place of k1 for simplicity.
Set mk = uˆk and mNk = uˆNk . We need to show that
N∑
k=0
mNk −→
∞∑
k=0
mk in S ′(G).
Set ψk = τˆk and ψNk = τˆNk . We have that
mNk = 2
(j1+j2)kψNk ◦ δ2−k
mk = 2
(j1+j2)kψk ◦ δ2−k
that {ψNk }k,N and {ψk}k are bounded subsets of Sˆo, and moreover that ψNk → ψk in
S(G) for each k, as N →∞.
Proposition 14 (c) now implies at once that ∑Nk=0mNk → ∑∞k=0mk in Mj′(G) for
any j′ > j1 + j2. In particular,
∑N
k=0m
N
k →
∑∞
k=0mk in S ′(G), as desired. 
5. PSEUDODIFFERENTIAL CALCULUS ON G
5.1. INTRODUCTION.
Definition 21. We say that an operator A in S(Rn) is a Fourier multiplier operator if for
a suitable function a [
Af
]
(x) =
∫
Rn
e−2piix·ξa(ξ) f̂(ξ) dξ (5.1)
for f ∈ S(Rn). The function a(ξ) is called the multiplier.
Notice that Fourier multiplier operators can be written as convolution operators[
Af
]
(x) =
(
af̂
)∨
(x) =
(
aˇ ∗ f)(x)
where ∗ is here the usual convolution on Rn. Smρ,# will be used to denote the space
of those Fourier multipliers which are in Smρ,0. For p ∈ Smρ,# we define a family of
seminorms by
‖p‖α,m,ρ = sup
ξ
{
〈ξ〉−m+ρ‖α‖∣∣Dαξ p(ξ)∣∣}
where 〈ξ〉 = (1 + ‖ξ‖2)1/2. Equipped with these seminorms Smρ,# is a Fre´chet space.
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Recall that given J ∈ Mj(Rn) the multiplier operator mJ is defined by
S ′ mJ // S ′
f  // Jˇ ∗ f
Note Mj(Rn) = Sj1,#.
Suppose a(x,D) is in Op
(
Smρ,0
)
with symbol a(x, ξ). For any x ∈ Rn we define
ax(ξ) = a(x, ξ). If A(y) is the operator of Fourier multiplication by ay(ξ), then for any
f ∈ S(Rn) [
a(x,D)f
]
(x) =
∫
e−2piix·ξ a(x, ξ) f̂(ξ) dξ
=
∫
e−2piix·ξ ax(ξ) f̂(ξ) dξ
=
[
A(x)f
]
(x)
(5.2)
Therefore, loosely speaking, one can say that a pseudodifferential operator is a multiplier
operator where the multiplier depends smoothly upon the point at which we are.
Since [A(x)f ](x) = (aˇx ∗ f)(x) then
[a(x,D)f ](x) = (aˇx ∗ f)(x).
Therefore, locally one can always represent a pseudodifferential operator on Rn with
symbol in Sρ,0, by a smooth family of convolution operators, where one convolves with
an element aˇx ∈
(
Smρ,#
)∨
. This point of view is useful when working with pseudo-
differential operators on homogeneous groups G, where the group Fourier transform is
cumbersome to use. Taylor shows in [Tay84] that smooth families of convolution op-
erators can also be used to construct certain classes of pseudodifferential operators on
G. If G is a homogeneous group, instead of Fourier multiplier operators as in (5.1), one
considers convolution operators on G , defined by
Af = aˇ ∗ f
where ∗ is now group convolution. One requires that a belong to some Fre´chet space X
of smooth functions on Rn. One assumes that X ⊆ Smρ,# for some m ∈ R and ρ ∈ (0, 1],
and says that A ∈ Op (X).
Say now that, instead, a(y, ξ) ∈ C∞(U × Rn) where U ⊆ G is open. Set ay(ξ) =
a(y, ξ) and suppose ay is a smooth function of y, taking values in X, for y ∈ U . For
y ∈ U , one defines an operator A(y) : C∞c (G) −→ C∞(G) by
A(y)f = aˇy ∗ f (5.3)
Then for y ∈ U one defines
[Af ] (y) = [A(y)f ] (y) (5.4)
22 SUSANA COR ´E AND DARYL GELLER
Notice the analogy with (5.2). One denotes the set of such operators by Op
(
X˜
)
.
When a(y, z) has compact support in y, we denote the collection of such operators A
by Opc
(
X˜
)
.
The following theorem contains results from Taylor [Tay84].
Theorem 22. Suppose G is a Lie group, and {Xm}m∈R is a nested family of Fre´chet
spaces satisfying the following conditions
a) If m ≥ 0 then Xm ⊂ Smρ,# for some ρ ∈ (0, 1].
b) If m < 0 then Xm ⊂ Smσρ,# for some σ ∈ (0, 1].
c) If A ∈ Op (Xm1), and B ∈ Op (Xm2), then AB ∈ Op (Xm1+m2), the product
being continuous.
d) If p(ξ) ∈ Xm, then Dαξ p(ξ) ∈ Xm−τ‖α‖ for some τ ∈ (0, 1].
e) If Kj ∈ Xm−τj , then there exists K ∈ Xm such that, for any M , if N is suffi-
ciently large,
K − (Ko + · · ·+KN ) ∈ S
−M
ρ,#
f) If p(ξ) ∈ Xm then p¯(ξ) ∈ Xm.
Then on Op
(
X˜
)
we have a pseudodifferential calculus, of the usual type containing
products and adjoints, more specifically
i) If A ∈ Op
(
X˜m1
)
(as in (5.3), (5.4)), and B ∈ Opc
(
X˜m2
)
,
then AB ∈ Op
(
X˜m1+m2
)
, and it has an asymptotic expansion[
ABf
]
(x) ∼
∑
γ≥0
[
A
[γ]
(x)B[γ](x)f
]
(x), (5.5)
in the sense that the operator AB −∑‖γ‖≤N A[γ](x)B[γ](x) becomes arbitrarily
highly smoothing as N →∞. Here the operators A[γ](x), B[γ](x) are of the form
A
[γ]
(x)g = aˇ
[γ]
x ∗ g B[γ](x)g = bˇ[γ],x ∗ g
where
a
[γ]
x (ξ) = (D
γ
ξ a)(x, ξ)
and
b[γ],x(ξ) := b[γ](x, ξ) ∈ C∞(Rn × Rn) and is compactly supported in x,
and moreover
b[γ],x is a smooth function of x, with values in Xm2 .
Then by hypothesis d) of this theorem, A[γ](x)B[γ](x) ∈ Op
(
X˜m1+m2−τ‖γ‖
)
, so
that (5.5) is an asymptotic expansion within the Op
(
X˜µ
)
spaces.
PSEUDODIFFERENTIAL CALCULUS ON HOMOGENEOUS GROUPS 23
ii) If A ∈ Op
(
X˜m
)
then the adjoint A∗ ∈ Op
(
X˜m
)
and it has the following as-
ymptotic expansion [
A∗f
]
(x) ∼
∑
γ≥0
[
A
{γ}
(x)f
]
(x) (5.6)
in the same sense as in i). Here the operators A{γ}(x) are of the form
A
{γ}
(x)g = aˇ
{γ}
x ∗ g
where
a
{γ}
x (ξ) = D
γ
ξ c
{γ}
x (ξ)
and
c
{γ}
x (ξ) := c
{γ}
(x, ξ) ∈ C∞(Rn × Rn),
and moreover
c
{γ}
x is a smooth function of x, with values in Xm.
Then by hypothesis d) of this theorem, A{γ}(x) ∈ Op
(
X˜m−τ‖γ‖
)
, so that (5.6) is
an asymptotic expansion within the Op
(
X˜µ
)
spaces.
Proof. The proof can be found in [Tay84]. 
5.2. PSEUDODIFFERENTIAL CALCULUS ON A HOMOGENEOUS GROUP G.
Drawing from results of previous sections, the following theorem shows that in the case
of a homogeneous group G the family of spaces
{
Mj(G)
}
j∈R
, as in Definition 8, does
in fact generate a pseudodifferential calculus, fully analogous to the usual pseudodif-
ferential calculus on Euclidean space, insofar as products and adjoints are concerned.
Explicitly, elements of Op
(
M˜j
)
are operators of the form A, where
[Af ] (y) = [aˇy ∗ f ](y),
where a(x, ξ) satisfies, for any compact set B ⊆ G, the estimates∣∣∣DβxDαξ a(x, ξ)∣∣∣ ≤ Cα,β,B(1 + |ξ|)j−|α| ∀x ∈ B, ξ ∈ G.
Theorem 23. Suppose G is a homogeneous group, with weights a1,. . ., an. Then the
family of multiplier spaces
{
Mj (G)
}
j∈R
satisfies the following properties
a)
{
Mj (G)
}
j∈R
is a nested family of Fre´chet spaces.
b) If j ≥ 0 then Mj (G) ⊂ Smρ,# for ρ = a1an .
c) If j < 0 then Mj (G) ⊂ Smσρ,# for ρ = a1an , and σ = 1an .
d) Mˇj1 (G) ∗ Mˇj2 (G) ⊆ Mˇj1+j2 (G) and the product is continuous.
e) If J ∈ Mj(G), and α is a multiindex, then DαJ ∈ Mj−|α|(G). Consequently
DαJ ∈ Mj−‖α‖(G).
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f) Let Ji ∈ Mj−i(G), for i = 0, 1, 2, . . .. Then there exists a J ∈ Mj (G) such
that, for any M , if N is sufficiently large(
J −
N∑
i=0
Ji
)
∈ S−Mρ,# for ρ =
a1
an
.
g) If J ∈ Mj (G) then J¯ ∈ Mj (G).
And therefore we have on G a pseudodifferential calculus including products and ad-
joints, analogous to Ho¨rmander’s S1,0-pseudodifferential calculus on Rn. In fact (by e)),
in the situation of (5.5), A[γ](x)B[γ](x) ∈ Op
(
M˜m1+m2−|γ|
)
, and in the situation of
(5.6), A{γ}(x) ∈ Op
(
M˜m−|γ|
)
.
Proof. a) This is clear. We also note that if j1 ≤ j2, the inclusion map Mj1(G) ⊆
Mj2(G) is continuous.
b) If J ∈ Mj (G), and α ∈ (Z+)n then there exists a positive constant Cα such that for
all ξ ∣∣∂αJ(ξ)∣∣ ≤ Cα(1 + |ξ|)j−|α|
≤ Cα (1 + |ξ|)
j
(1 + |ξ|)‖α‖a1
≤ C ′α
(1 + |ξ|)j
〈ξ〉
a1
an
‖α‖
≤ C ′′α〈ξ〉j−
a1
an
‖α‖
where for the second and third inequalities we have made use of Lemma 7. Then
J ∈ Sj“ a1
an
”
,#
. Therefore Mj (G) ⊆ Sjρ,# with ρ = a1an ∈ (0, 1].
c) If J ∈ Mj (G), and α ∈ (Z+)n, then there exists a positive constant Cα such that for
all ξ ∣∣∂αJ(ξ)∣∣ ≤ Cα(1 + |ξ|)j−|α|
≤ C ′α
(1 + |ξ|)j
〈ξ〉‖α‖a1
≤ C ′′α〈ξ〉
1
an
j−
a1
an
‖α‖
where for the second and last inequalities we have made use of Lemma 7. Then
J ∈ Sj
1
an“
a1
an
”
,#
. Therefore Mj (G) ⊆ Sjσρ,#, with σ = 1an , and ρ = a1an .
d) In the previous section we established that Mˇj1 (G) ∗ Mˇj2 (G) ⊆ Mˇj1+j2 (G) for all
j1, j2 ∈ R.
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To prove the continuity of the product we define the following bilinear map. For a
fixed pair j1, j2 ∈ R, we set
T : Mj1 (G) ×Mj2 (G) // Mj1+j2 (G)
(J1, J2)
 // (Jˇ1 ∗ Jˇ2)b
and will show that T is continuous.
We consider the following mappings, where “double” arrows are used to denote
mapping which are sequentially continuous or separately sequentially continuous (for
elementary reasons that we will be discussed soon)
S ′(G)
Mj1 (G)×Mj2 (G)
eT
2:mmmmmmmmmmmmm
mmmmmmmmmmmmm
T
// Mj1+j2 (G)
i
KS
Here i denotes the inclusion. T˜ is the same map as T but it is thought as a map from
Mj1 (G) ×Mj2 (G) to S ′(G). Notice that the spaces, Mj1+j2 (G), and Mj1 (G) ×
Mj2 (G), are Fre´chet spaces.
To prove the continuity of T it suffices to prove that the diagram is accurate: i is
sequentially continuous, and T˜ is separately sequentially continuous. Then by the
Closed Graph Theorem, we will know that T is separately sequentially continuous,
hence continuous. It is clear that i is sequentially continuous.
Now we want to prove that T˜ is separately sequentially continuous, which means
that we want to show that for each fixed J2 ∈ Mj2 (G) and J1 ∈ Mj1 (G) the opera-
tors
Mj1 (G)
TJ2
//S ′(G) Mj2 (G)
TJ1
//S ′(G)
J1
 //
(
Jˇ1 ∗ Jˇ2
)b J2  //(Jˇ1 ∗ Jˇ2)b
are sequentially continuous.
In order to show that the mapping TJ2 is sequentially continuous, we shall see that
it can be written as the composition of sequentially continuous mappings F,H defined
as follows, and the Fourier transform.
Mj1 (G) F // E ′ ⊕ S H // S ′(G) b // S ′(G)
J1
 //
(
ζJˇ1,(1−ζ)Jˇ1
)  //(ζJˇ1)∗Jˇ2+[(1−ζ)Jˇ1]∗Jˇ2  //[(ζJˇ1)∗Jˇ2+[(1−ζ)Jˇ1]∗Jˇ2]c
where ζ ∈ C∞c (G), and ζ = 1 in a neighborhood of zero.
H is sequentially continuous, since convolution with Jˇ2 ∈ S ′ is continuous from
E ′ to S ′, or from S ′ to S ′.
Since ̂ is the Fourier transform from S ′ to S ′, it is continuous.
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Finally in order to show that F is continuous, for a fixed ζ ∈ C∞c (G), we shall
show that the mappings
Mj1 (G) R1 // E ′ Mj1 (G) R2 // S
J1
 // ζJˇ1 J1
 //
(
1− ζ)Jˇ1
are continuous.
Consider the following mappings
S ′(G)
Mj1 (G)
eR2 6>uuuuuuuuu
uuuu
u
u
R2
// S(G)
i
KS
The sequential continuity of R˜2 follows from i : Mj1 (G) →֒ S ′(G) being sequen-
tially continuous. The continuity of R2 now follows from the the Closed Graph The-
orem.
The continuity of R1 also follows from the inclusion i :Mj1 (G) −→ S ′(G) being
continuous.
The sequential continuity of TJ1 follows in a completely analogous fashion. Hence
T˜ is separately sequentially continuous, and therefore T is continuous.
e) Assume α is any multiindex. Since J ∈ Mj (G), then DαJ ∈ Mj−|α|(G) ⊆
Mj−‖α‖(G).
f) Let ψ : Rn −→ [0, 1] be a C∞ function such that ψ = 0 for |ξ| ≤ 1, and ψ = 1
for |ξ| ≥ 2. Let {ti}i be a positive decreasing sequence such that all ti ≤ 1 and
lim
i→0+
ti = 0. These ti will be specified later. Define
J(ξ) =
∞∑
i=0
ψ
(
δti(ξ)
)
Ji(ξ)
Since ti −→ 0 as i −→ 0+, then for any fixed ξ, ψ(δti(ξ)) = 0 for all, except for a
finite number of i; so there are only finitely many non zero terms in the previous sum.
Consequently this sum is well defined, and it follows that J ∈ C∞(Rn). In order to
prove part f), it suffices to show that J −∑Ni=0 Ji ∈ Mj−(N+1)(G) for any N ∈ Z+,
since then by parts (b) and (c) we shall have
J −
N∑
i=0
Ji ∈ Mj−(N+1)(G) ⊆ S
[j−(N+1)]σ“
a1
an
”
,#
for σ = 1
an
.
Hence if we choose N sufficiently large so that [j − (N + 1)]σ < −M
J −
N∑
i=0
Ji ∈ S
−M“
a1
an
”
,#
as desired.
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For |β| 6= 0, (∂βψ)(δt(ξ)) = 0, when |δt(ξ)| = t|ξ| ≤ 1, or when |δt(ξ)| =
t|ξ| ≥ 2. Thus for |β| 6= 0, (∂βψ)(δt(ξ)) 6= 0 implies that 1 < |δt(ξ)| = t|ξ| < 2,
i.e. t−1 < |ξ| < 2t−1. This implies that if 0 < t ≤ 1 there exists some positive
constant C ′ such that t < C ′(1 + |ξ|)−1. Therefore if 0 < t ≤ 1, we have∣∣∂β[ψ (δt(ξ))]∣∣ = t|β|∣∣(∂βψ)(δt(ξ))∣∣ ≤ C ′′t|β| ≤ Cβ(1 + |ξ|)−|β| .
Therefore
{
ψ ◦ δt
}
0<t≤1
is a bounded subset of M0(G).
From Leibniz’s rule and since Ji ∈ Mj−i(G), it easily follows that∣∣∣∂α[ψ(δt(ξ))Ji(ξ)]∣∣∣ ≤ Ci,γ(1 + |ξ|)(j−i)−|α| .
In particular
{(
ψ ◦ δt
)
Ji
}
0<t≤1
⊂Mj−i(G).
We set Ci = max
{
Ci,α : |α| ≤ i
}
. Since ψ(ξ) = 0 if |ξ| ≤ 1 we have
ψ
(
δt(ξ)
) 6= 0, implies |δt(ξ)| = t|ξ| > 1. We select ti > 0 such that ti < ti−1, and
Citi ≤ 2−i. Then ψ
(
δti(ξ)
)
= 0 if ti(1 + |ξ|) ≤ 1. Therefore for any multiindex α
such that |α| ≤ i we have∣∣∣∂α[ψ(δti(ξ))Ji]∣∣∣ ≤ Ci(1 + |ξ|)j−i−|α|
< Citi(1 + |ξ|)j−i+1−|α|
≤ 2−i(1 + |ξ|)j−i+1−|α|
(5.7)
For any multiindex β we choose io such that io ≥ |β|, and we express J as
J =
io∑
i=0
(
ψ ◦ δti
)
Ji +
∞∑
i=io+1
(
ψ ◦ δti
)
Ji (5.8)
Since
∑io
i=0
(
ψ ◦ δti
)
Ji is a finite sum and
(
ψ ◦ δti
)
Ji ∈ Mj−i(G) ⊆ Mj (G); we
have
∑io
i=0
(
ψ ◦ δti
)
Ji ∈ Mj (G). Therefore there exists a positive constant C such
that for all ξ ∣∣∣∣∣∂β
io∑
i=0
ψ
(
δti(ξ)
)
Ji(ξ)
∣∣∣∣∣ ≤ C(1 + |ξ|)j−|β| (5.9)
By (5.7),∣∣∣∣∣∂β
∞∑
i=io+1
ψ
(
δti(ξ)
)
Ji(ξ)
∣∣∣∣∣ ≤
∞∑
i=io+1
2−i
(
1 + |ξ|)j−i+1−|β| ≤ (1 + |ξ|)j−|β| . (5.10)
From (5.8), (5.9), and (5.10), J ∈Mj (G).
Moreover, for N ∈ Z+, writing
J −
N∑
i=0
Ji =
N∑
i=0
[(
ψ ◦ δti
)− 1] Ji + ∞∑
i=N+1
(
ψ ◦ δti
)
Ji
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and working in the same fashion as before, we obtain(
∞∑
i=N+1
(ψ ◦ δti)Ji
)
∈ Mj−(N+1)(G).
On the other hand, since ψ(ξ) = 1 for |ξ| ≥ 2, ψ(δti(ξ)) − 1 = 0 for |δti(ξ)| =
ti|ξ| ≥ 2. So, if 0 ≤ i ≤ N , ψ(δti(ξ))) − 1 = 0 for |ξ| ≥ 2t−1N . Then
∑N
i=0
[
(ψ ◦
δti)− 1
]
Ji ∈ M−∞(G) = S(G). Consequently for any N(
J −
N∑
i=0
Ji
)
∈ Mj−(N+1)(G)
i.e. J ∼∑∞i=0 Ji.
g) This is evident. 
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