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R~sum~ : Depuis la parution, en 1960, du livre de Bourbaki sur les alg~bres de Lie, on 
appelle th6or~me de Poincar6-Birkhoff-Witt un th6or~me qui donne de l'information sur 
la structure de l'alg~bre nveloppante d'une alg~bre de Lie. Le but de cet article est de 
comprendre la contribution de chacuns de ces trois math6maticiens h l'61aboration de la 
d6finition de l'alg~bre nveloppante et ~t l'6tude de ses propri6t6s. On s'int6resse aussi aux 
g6n6ralisations qu'a connues ce th6or~me durant la deuxi~me moiti6 du vingti~me si~cle 
pour aboutir finalement ~t son extension aux alg~bres de Leibniz. 
Abstract : A story of the so-called Poinear6-Birkhoff-Witt theorem Since the publication 
of Bourbaki's book on the Lie algebra in 1960, a theorem giving information on the structure 
of the enveloping algebra of a Lie algebra is called a Poincarf-Birkhoff-Witt theorem. The 
purpose of this article is to understand the contribution ofPoincar6, Birkhoff and Witt to the 
definition and the study of properties of this enveloping algebra. In the second part of this 
article, one takes an interest to the generalizations of this theorem during the second half of 
the twentieth century to eventually result in its extension to the Leibniz algebra. 
1. In t roduct ion .  
Soit K un anneau commutat i f  unitaire. 
Une alg~bre de Lie consiste en la donn6e d 'un  K -modu le  g muni  d 'une application lin6aire 
[ ; ] : 9 ® 9 --* 9 qui, pour tout z,  y, z E 9, v6rifie les identit6s 
1) [x; x] = 0 
2) [x; [y; z]] + [y; [z; x]] + [z; [x; y]] = 0.  
Le produit [x; y] de deux ~16ments x et y de g s'appel le le crochet de x et y. L'identit6 1) implique 
l 'antisym6trie du crochet, c'est-h-dire on a Ix;y] = - [y ;x ]  pour tout x ,y  E 9. L'identit6 2) 
s' appelle l ' identitd e Jacobi. 
S' i l  existe une K -base  {e~ }~eI de g alors pour tout i, j E I on a [ei; ej] ----- Z cijkek. Les 
hE[ 
616merits du sous-ensemble {eijk}i,j,kel de K s'appel lent les constantes de structure de g; elles 
satisfont les condit ions uivantes : pour tout i, j ,  k, l E I on 
1') eiik = 0 et eijk = -e j~k 
2')  Z(co~crm + cjk~c~a + ck~rc~jt) = O. 
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I1 y a un exemple fondamental d'alg~bre de Lie. Soit A une K-alg~bre associative. Si on 
d6finit sur Ale crochet de commutation, c'est-~t-dire si on pose [a; b] = ab - ba pour tout a, b E A, 
alors il est imm6diat de v6rifier que le module sous-jacent ~t A est ainsi muni d'une structure 
d'alg~bres de Lie qu'on note A L. En particulier siK est un corps on peut prendre pour A 1' alg~bre 
End(V) des endomorphismes d'un K-espace vectoriel V. 
L'origine de cette notion se trouve dans les travaux de Lie sur certains groupes finis et 
continus de transformations dont il cherche ~t obtenir une classification (voir [Lie 1888]). Dans 
ce but il associe ~t un tel groupe des transformations infinitdsimales ind6pendantes qui engendrent 
(localement) le groupe t qui sont caract6ris6es par des constantes qui v6rifient les conditions 1') 
et 2') ci-dessus. 
Au printemps de 1934 H. Weyl donne h Princeton un cours dont le titre est Continuous Groups 
(ce cours a donn6 lieu ~ des notes lithographi6es 6crites par Brauer et intitul6es The Structure and 
Representation f Continuous Groups (voir [Weyl 1934])). C'est ~ cette occasion que le terme 
d'algkbre de Lie est introduit; en effet H. Weyl parle de l'alg~bre de Lie des 616ments infinit6simaux 
d'un (gel'me de) groupe. (On appelait cela auparavant un groupe infinitgsimal; au d6but de la th6orie 
on parlait m~me du groupe S l f , . . . ,  Xrf) .  
La d6finifion abstraite d'une alg~bre de Lie sur un corps de caract6ristique z6ro est donn6e 
par Jacobson dans un article de 1935 (voir [Jacobson 1935]; l'article a6t6 soumis le 20 mai 1934; 
dans son introduction Jacobson cite le cours de H. Weyl). 
I1 semble bien que c'est Lazard qui, dans une note aux Comptes Rendus de 1952, consid~re 
pour la premiere fois une alg~bre de Lie sur un anneau quelconque (voir [Lazard 1952]). 
D~s le d6but de la th6orie l'6tude des repr6sentations d'une alg~bre de Lie g se r6v~le comme 
un probl6me important. Une reprgsentation de g consiste n la donn6e d'un couple (A; ~) off 
A est une alg~bre associative unitaire et 9~ : g ~ AL est un morphisme d'algbbres de Lie; la 
reprdsentation estfidkle si qo est une injection. On peut se demander s'il est possible de remplacer 
ce probl~me par un probl~me d'alg~bres a sociatives, c'est-a-dire s  demander s'il est possible de 
trouver une alg6bre associative unitaire suffisamment bonne U(g) telle que toute repr6sentation de 
g puisse ~tre remplac6e de faqon 6quivalente par une repr6sentation deU(g). Cette question est 
une des origines des recherches sur l'alg~bre enveloppante d'une alg~bre de Lie. I1 y a au moins 
deux d6finitions possibles de cette alg~bre, qui sont d'ailleurs 6quivalentes. 
Soit g une alg~bre de Lie. 
a) Une algbbre nveloppante d g consiste n un couple (U; a), off U est une alg~bre associative 
unitaire ta  : 9 ~ UL est un morphisme d'alg~bres de Lie, qui v~rifie la propri6t6 universelle 
suivante: pour toute alg~bre associative unitaire A et pour tout morphisme d'alg~bres de Lie 
f : g ~ Ac, il existe un unique morphisme d'alg~bres a sociatives unitaires f : U ~ A tel que 
fOO'~ f. 
b) Une alg~bre nveloppante d g est une alg~bre associative unitaire U telle que la cat6gorie 
des g-modules ~gauche soit 6quivalente ~ la cat6gorie des U-modules 5gauche. 
On v6rifie facilement que si l'alg~bre U existe lle est unique ~t isomorphisme pr~s. On la note 
alors U (g) et on l'appelle l' algkbre nveloppante universeIle de I'alg~bre de Lie g. On d6finit ainsi 
un foncteur de la cat6gorie des alg~bres de Lie ~ la cat6gorie des alg6bres associatives unitaires qui 
est adjoint ~ gauche au foncteur qui ~ une alg~bre associative A associe l'alg~bre de Lie Ac. 
On peut donner la construction suivante de l'alg~bre nveloppante (voir [Bourbaki 1960]). 
L'alg~bre U(g) est le quotient de l'alg~bre tensorielle T(g) sur le module sous-jacent ~g par 
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l' idfal bilattre J de T(g) engendr6 par l'ensemble {x ® y - y ® x - [x; y] [ x, y C 9}. On 
dtfinit l'application a : g ~ U(g)L en posant ~ = ¢ o i off i : 9 --+ T(9) est l'inclusion et 
: T(9) ~ U(9) est la projection canonique. 
Comme nous le verrons plus loin Poincar6 a construit en 1899 une alg~bre, h laquelle il n'a 
pas donn6 de nora, mais qui est bel et bien isomorphe ~ l'alg~bre nveloppante d'une algtbre de 
Lie sur un corps de caractdristique ztro (voir [Poincar6 1899b]). 
En 1935 Jacobson, dans l'article dtj~ citt, definit une algkbre enveloppante A d'une aIgkbre 
de Lie L (sur un corps de caractdristique zdro) comme une algtbre dans laquelle Les t  plongte de 
fagon que [a; b] se rdalise comme ab - ba et que la sous-algtbre engendrde par multiplication et 
combinaisons lintaires des 616ments de L soit A toute enti~re. 
Dans les articles, parus en 1937, de Witt et de Birkhoff respectivement (voir [Witt 1937], 
[Birkhoff 1937]) on trouve la construction, par des techniques difftrentes, d'une alg~bre qui 
est isomorphe ~ l'alg~bre nveloppante; Birkhoff dit que l'alg~bre qu'il a obtenue st une sorte 
d' aIg~bre associative universelIe contenant L. 
Douze ans plus tard Harish-Chandra dtfinit une aIg~bre enveloppante g~ngrale A* d'une 
algtbre de Lie (voir [Harish-Chandra 1949]); il dit que cette alg~bre st la m~me que celle de 
Witt ou de Birkhoff mais qu'il l 'a obtenue par des moyens difftrents. Finalement dans son article 
de 1951 (voir [Harish-Chandra 1951]) il reprend cette alg~bre mais l'appelle cette fois l'algkbre 
enveloppante universelIe. A partir de ce moment lh cette ddnomination est ~ peu prts unanimement 
adoptte. 
I1 reste maintenant ?~ 6tudier la structure de cette alg~bre nveloppante universelle. Dans ce 
but remarquons tout d'abord que l'alg~bre U(9) est filtr6e en prenant l ' image par ¢ de la filtration 
canonique de l'alg~bre gradute T(9). On peut donc considtrer l'alg~bre gradute 9rU(9) associ6e 
~t U(9). I1 existe un morphisme surjectif d'alg~bres gradutes ~p : T(9 ) ~ 9rU(9) induit par la 
composition de ¢ restreint ~t Tn(9) et de la projection canonique 0,~ : U,~(9) ~ (9rU(9)) n = 
U,~ (9)/U~-1(9). Ce morphisme ~p s'annulle sur l ' idtal bilat~re I de T(9 ) engendr6 par l'ensemble 
{x ® y - y @ x I x, y E 9}. Donc si S(9) = T(9) / I  est l'alg~bre symttfique du module get  
si ~- : T(9) ~ S(9) dtsigne la projection canonique, il existe un unique morphisme d'alg~bres 
gradutes w : S(9) ---* 9rU(9) tel que co o ~- = ~ et ce morphisme st 6videmment surjectif. 
Considerons maintenant les trois affirmations suivantes: 
1) Le morphisme w : S(9) --* grU(9) est un isomorphisme. 
2) Si le K-module g admet une base totalement ordonnte {x~}~eA alors le sous-ensemble 
{1} U {XA1...X)~ ] (/~1;... ;)~n) e An,A1 _< ... _< A,~,n > 1} 
de U(9 ) est une base du K-module U(9). 
3) L'application canonique cr : g ---* U(9) est injective. 
Les affirmations 1) et 2) sont 6quivalentes et elles impliquent l'affirmation 3). De plus si K 
est un corps de caracttristique ztro alors ces trois affirmations sont 6quivalentes. 
On appelle alors depuis l'ouvrage de Bourbaki sur les alg~bres de Lie, c'est-~-dire depuis 
1960, thdorkrne de Poincard-Birkhoff-Witt toute proposition qui donne une condition suffisante 
pour que l'une des affirmations 1) ou 2) soit vraie (et ainsi pour que l'affirmation 3) soit vraie). 
Plus prtcistment Bourbaki dtmontre le rtsultat suivant (voir [Bourbaki 1960]): 
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Th~or~me de Poincar6-Birldaoff-Witt : Si g est un K-module libre alors le morphisme 
~ : s (g )  -~ g~U(a)  
est un isomorphisme d'algkbres. 
I1 y a une interpr6tation g6om6trique de ce r6sultat. Supposons que K = R et soit ~ l'alg6bre 
de Lie d'un groupe de Lie G. Alors l'alg~bre enveloppante U(G) est isomorphe ?~ l'alg~bre U(G) 
des op6rateurs diff6rentiels invariants ~t gauche sur G. 
Pourquoi Bourbaki se r6fere-t-il hPoincar6, Birkhoff et Witt pour ce th6or~me? C'est le but 
de cet article d'6tudier la contribution de chacun de ces math6maticiens au r6sultat pr6c6dent. 
On verra qu'ils ont chacun construit a leur mani~re une alg~bre associative isomorphe 
l'alg~bre nveloppante d'une alg~bre de Lie g lorsque K est un corps; il r6sulte aussi de leur 
construction que g est plong6e dans cette alg~bre associative. Ainsi ils ont prouv6 que lorsque K 
est un corps l'affirmation 3) est vraie. 
I1 est int6ressant de remarquer que leurs d6marches, bien qu'utilisant des techniques diff6- 
rentes, sont assez similaires. On peut essentiellement lesr6sumer de la fa9on suivante. 
Soit g une alg~bre de Lie sur un corps K. On commence par construire une alg~bre associative 
A engendr6e par une base de g (Poincar6 et Birkhoff prennent une alg~bre de polyn6mes non- 
commutatifs tandis que Witt obtient cette alg~bre n consid6rant des symboles abstraits). On 
consid~re nsuite un certain sous-module R de A et une r6traction lin6aire ff : A ~ R qui est 
obtenue de la fa9on suivante. On d6finit une relation d'6quivalence dans A et on montre que pour 
tout 616ment de A il y a exactement un 616merit de R qui lui est 6quivalent. Chez chacun des trois 
auteurs c'est la d6monstration del'unicit6 de cet 616ment qui est la partie difficile de leur travail. 
Ensuite on fait de Rune alg~bre associative par transport de structure h l'aide de ~. Enfin la 
relation d'6quivalence dans A a 6t6 d6finie de telle fa~on que l'application ~r: g ~ R, qui est la 
composition de l'inclusion de g dans A avec ~, soit un morphisme injectif d'alg~bres de Lie. On 
a ainsi obtenu ne alg~bre associative R dans laquelle l'alg~bre de Lie g est plong6e. 
Si on veut voir que Rest isomorphe ~l'alg~bre enveloppante U (g) construite pr6c6demment il 
suffit de remarquer que chez chacun des trois auteurs l'alg~bre A qu'ils consid~rent est isomorphe 
~t l'alg~bre tensorielle T(g) sur get  qu'alors le noyau de l'application ~ s'identifie avec l'id6al 
bilat~re de T(g ) engendr~ par l'ensemble {x ® y - y ® x - [z; y] [:c, y E g}. 
Cet article est organis6 de la fagon suivante. Dans le deuxi~me paragraphe on rappelle 
bri~vement la tMorie de Lie et ses trois th6or~mes fondamentaux. En particulier c'est darts le 
troisi~me th6or~me que les propri6t6s 1') et 2') des constantes de structures sont introduites pour 
la premiere lois. I1 est donc ~ l'origine des recherches qui conduiront finalement h l'alg~bre 
enveloppante et au th6or~me qui donne des propri6t6s de cette alg~bre. 
Les trois paragraphes suivants ont consacr6s respectivement aux articles de Poincar6, de 
Birkhoff et de Witt. On analyse les parties de ces articles qui sont en rapport avec l'alg~bre 
enveloppante. On donne les r~sultats et les preuves qui s'y trouvent en respectant la d6marche 
des auteurs. On s'est seulement pennis parfois de moderniser un peu le langage t les notations 
et de d6velopper certains points qui pouvaient para~tre obscurs ou trop succincts darts les textes 
originaux. On a quelquefois modifi6 l'articulation de ces textes en introduisant des termes comme 
d6finition, lemme, etc, afin de rendre la lecture plus claire. On v6rifie aussi que l'alg~bre consid6r6e 
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par chacun des auteurs est bien isomorphe ~t l'alg~bre nveloppante et que l'alg~bre de Lie y est 
plong~e. 
Enfin dans le dernier paragraphe on examine les g6n6ralisations qu'a subies le th6or~me de 
Poincar6- Birkhoff-Witt durant la deuxi~me moiti6 du vingti~me si~cle, finissant darts les anndes 
quatre-vingt-dix par son extension aux alg~bres de Leibniz. 
2. Les trois th~or~mes fondamentaux de Lie. 
Dans les trois volumes de Theorie der Transformationsgruppen parus en 1888, 1890 et 1893 
respectivement, et totalisant plus de deux milles pages (voir [Lie 1888]), Lie 6tudie principalement 
un ensemble de transformations de n variables, d6pendant de r param~tres, dela forme 
x~ = ¢ i (X l ; . . . ; xn ;a l ; . . . ;a~)  (1 < i < n).  
Les variables x = (x l ; . . .  ;Xn) sont prises darts (un domaine de) C net  les param~tres a = 
(al ; . . .  ; at) sont pris dans (un domaine de) C r; de plus les fonctions ¢i sont suppos6es analytiques 
en leurs n + r arguments. 
Lie appelle un tel ensemble un groupe fini et continu de transformations si la composition 
de deux transformations appartenant ~ l'ensemble st encore une transformation qui appartient 
l'ensemble. En outre il suppose que les param~tres sont essentiels, ce qui signifie que les 
transformations epeuvent pas s'exprimer ?~ l'aide de moins de r param~tres; il dit alors que le 
groupe st r-dgtermin£ 
I1 est certain que Lie est conscient du fait que les fonctions ¢~ ne sont pas en gdn6ral ddfinies 
pour toutes les valeurs complexes des variables xi et des param~tres aj; par suite la composition 
des transformations peut soulever des probl~mes. Cependant, peut-~tre par souci de simplicit6, il
6nonce toujours es th6or~mes de fa~on globale. I1 r6tablit parfois le point de vue local dans des 
commentaires oudes notes de bas de page. 
Pendant un certain temps Lie pense que la seule hypoth~se que l'ensemble de transformations 
est stable par composition lui permet de d6montrer l'existence dans cet ensemble de la transfor- 
mation identique t qu'avec toute transformation il y a sa transformation i verse. I1 reconnait 
son erreur lorsque Engel lui fournit un contre-exemple; il est ainsi amend ~ rajouter parfois ces 
hypotheses dans les 6nonc6s. 
Le mot groupe utilis6 par Lie ne doit donc pas ~tre compris dans le sens moderne du terme, 
mais plut6t comme celui d'un semi-groupe local ou d'un germe de groupe. 
Une des iddes fondamentales de Lie est qu'on peut rouver, dans les groupes de transformations 
qu'il consid~re, des transformations i finit6simales qui engendrent le groupe. 
Une transformation i finit~simale s'6crit 
! 
x~ = x~ + rl~(x)dt (1 < i < n). 
On lui associe le syst~me d'6quations diff6rentielles ordinaires 
dxi 
dt - ~(~)  (1 < i < n) 
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et l'expression 
X f - -  ~ ,i(x)~fx{ 
l< i<n 
s' appelle le symbole de la transformation i finit6simale. 
Maintenant si Xf  et Yf  sont les symboles de deux transformations infinit6simales provenant 
du groupe consid6r6, Lie s'apergoit que le symbole X (Y f ) -Y  (X f), qu'il note (XY), correspond 
une transformation infinit6simale provenant du groupe t qu'il peut l'6crire comme une combinaison 
lin6aire de symboles correspondant ~  des transformations infinit6simales provenant du groupe. I1 
~tP 
devient alors clair pour lui que c'est l'expression Xf  = ~ ~i(z) ~- -  elle-m~me qu'il faut 
l<i<n 
appeler une transformation i finit6simale. 
Revenons au syst~me d'6quations diff6rentielles ordinaires associ6 ~t une transformation i - 
dz~ 
finit6simale. Pour tout x donn6 soit gi(x; t) la solution de l'6quation -~ = rh(X' ) telle que 
gi(x; O) = xi. On obfient ainsi un groupe 5 un param~tre 
! xi = gi(x;t) (1 _< i _< n). 
Quand Lie dit qu'une transformation i finit6simale appartient au groupe consid6r6 il entend par lh 
probablement que le groupe hun param~tre qu'elle engendre appartient au groupe. 
On peut interpr6ter la th6orie de Lie de la faqon suivante. On consid6re une action/t droite 
¢:MxA~M 
d'un groupe (ou plus pr6cis6ment d'un groupe local) de Lie A de dimension r sur une vari6t6 M 
de dimension e t  on suppose que cette action est effective, c'est4t-dire si on a ¢(x; a) = z pour 
tout x E M alors a = e, off e est l'616ment neutre de A. 
Les transformations x~ = ¢ i (x l ; . . .  ;Xn; a l ; . . .  ;at )  consid6r6es par Lie ne sont alors rien 
d' autre que 1' expression de ¢ dans des syst~mes de coordonn6es locales (al ; . . .  ; at) au voisinage du 
point e C A et (x l ; . . .  ;x,~) au voisinage d'un point x ° E M. Les transformations infinit6simales 
sont ainsi les expressions locales des champs de vecteurs ur M d6finis par ¢. 
I1 y a trois rdsultats essentiels dans la tMorie d6velopp6e par Lie. Dans le tome I chacun de ces 
r6sultats fait l'objet de deux th6or~mes; l'un exprime une propri6t6 et l'autre exprime la r6ciproque 
de cette propri6t6. Dans le tome III chacune de ces paires de th6or~mes est reprise pour former un 
th6or~me fondamental. 
Le premier dsultat donne une condition n6cessaire t suffisante, exprim6e par un syst~me 
d'6quations aux d6riv6es partielles, pour que des fonctions ¢i forment un groupe fini et continu de 
transformations r-d6termin6. 
Premier Th~ori~me Fundamental : Si le systkme des oo ~ transformations 
1) X i ! = ~bi (X l ;  . . . .  . ; xn ;a l ; . .  ;a t )  ( i  = 1, . ,n )  
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' considdrds comme des fonctions de a, satisfont fiforme un groupe r-ddtermind, alors les x i, 
certaines dquations diffdrentielles de la forme 
2) 
Ox'i 
= (i = 1 , . . .  k = 1 , . . .  
l<_j<_r 
oft le ddterminant des ~jk n'estpas identiquement nul et oft les ~ji sont des fonctions telles que les 
r expressions 
Of (k = 1, ,r) Xk f= E ~ki(Xl;"';x'~)Tx ~ "'" 
l<_i<_n 
donnent des transformations infinitdsimales inddpendantes. 
Si inversement un systkme de oo r transformations de la forme 1) satisfait des dquations 
diffdrentielles de la forme 2) et s'iI contient la transformation identique de fafon que le ddterminant 
des Cjk(a) soit diffdrent de zdro pour les paramktres de cette transformation, aIors le systkme 1) 
forme un groupe r-ddtermind tel que avec chaque transformation il y a sa transformation in- 
verse, et ce groupe est composd es groupes ?tun paramktre ngendrd par les (x~ -1 transforma- 
tions infinitdsimales E AicXkf . En d'autres termes le systkme 1) forme, dans ces conditions, 
l<k<_r 
un groupe r-ddtermind qui est engendrg par lesr transformations infinitdsimales inddpendantes 
X l f , . . . ,Z r f .  
Comme on l 'a d6jh dit Lie calcule le commutateur (XkXj)  = XkX i - XdXk de deux 
transformations infinit6simales tconstate qu'il s'expfime comme une combinaison lindaire des 
transformations i finit6simales X . Puisqu'il consid~re l s Xs comme des 616merits du groupe qui 
engendrent le groupe, il n'h6site pas h noter ce groupe par Xl f , . . . ,  X~f. 
Le deuxiSme r6sultat affirme alors que si des transformations i finitdsimales forment une base 
d'une alg~bre de Lie alors elles engendrent un groupe de transformations de Lie local effectif. En 
fait on a un isomorphisme entre l'algSbre de Lie du groupe de Lie et l'alg~bre de Lie des champs 
de vecteurs ur la vari6t6. 
Deuxi~me Th~or~me Fondamental : Chaque groupe r-ddtermind 
I xi = ¢i(ml; . . .  ;xn;al; . . . ;ar) (i ---- 1 , . . . ,n ) ,  
oft avec chaque transformation il y a sa transformation inverse, contient r transformations in- 
finitdsimales inddpendantes 
xkf= (k=l , . . . , r )  
l< .<n 
telles que 
I) (XiXk) = ~ c,k~X~f (i,k = 1 , . . . , r ) ;  
l<s<r  
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toutes les transformations infinitdsimales du groupe sont des combinaisons lindaires des 
X l f , . . .  , X r f  et le groupe lui-m~me st composd es groupes hun paramktre ngendrd par les 
cot-  1 transformations infinitdsimales ~ Ak Xk f . 
Inversement r transformations infinitgsimales inddpendantes X1 f , . . . , Xr  f qui satisfont des 
relations de la forme 1) donnent toujours un groupe r-ddtermind, qui avec chaque transformation 
contient sa transformation i verse; autrement dit sous les conditions prdcddentes, le systkme de 
~r -1  groupes ?l un paramktre qui est engendrd par les oo ~-1 transformations infinitdsimales 
E AkXkf,  forme un groupe qui, avec chaque transformation sa transfor- r-ddtermind contient 
mation inverse. 
Dans ce deuxi~me th6or6me apparaissent donc r 3 constantes Ckjs qui d6finissent ce que Lie 
appelle la structure du groupe Xl f , . . . ,  XTf ,  c'est-h-dire la loi de composition des 616ments du 
groupe. A cause de l'antisymftrie d s commutateurs et de la formule de Jacobi ces constantes satis- 
font un certain ombre de relations alg6briques. Le troisi~me r6sultat ram6ne alors la d~termination 
des syst~mes de r transformations i finit6simales ind6pendantes dont les commutateurs sont des 
combinaisons lin6aires de ces transformations, auprobl~me purement alg6brique de d6terminer 
les systbmes de r 3 constantes qui satisfont les conditions imposdes par l'antisym6trie d s commu- 
tateurs et la formule de Jacobi. Plus pr6cis6ment 6 ant donn6 une alg6bre de Lie abstraite L de 
dimension finie il existe un groupe de Lie local V, unique ~ un isomorphisme analytique local pros, 
dont l'alg~bre de Lie est isomorphe ~L. 
Troisi~me Th~or~me Fondamental : Si 
Xkf= E ~k, (X l ; . . . ; x~)o~ ~ (k=l , . . . , r )  
l<v<n 
sont des transformations infinitdsimales ind~pendantes d'un groupe r-ddtermind en les variables 
xl ,  . . . , xn alors il existe des relations de la forme 
1) (X iXk)  = E cik~X~f (i,k = 1 , . . . , r ) ,  
l<s<r  
o3 lesr 3 constantes ciks, qui ddterminent la structure du groupe en question, satisfont les dquations 
2) 
Ciks -I- Ckis = 0 
E {c~krc~-j~ + Ckj~-c~-i~ + cji~-c~-k~} = 0 (i, k , j ,  s = 1 , . . . ,  r). 
l< ' r<r  
lnversement si on consid~re r 3 constantes eiks qui satisfont les gquations 2), on obtient ou- 
jours, si on choisit le nombre n suffisamment grand, r transformations infinitdsimales ind~pendantes 
X l  f , . . . , X~ f en les n variables x l , . . . ,  x~, qui satisfont les relations 1) et qui par consdquence 
engendrent un groupe r-ddtermind ont la structure st donnde par les ciks. 
Lie a donn6 plusieurs d6monstrations partielles de la r6ciproque de ce th6or6me dont l'une en 
particulier utilise la notion de groupe adjoint. 
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On notera que le passage du cas local au cas global, qui utilise le thEor~me d'Ado, ne sera 
dEmontrd compl&ement qu'en 1930 par Elie Cartan (voir [Cartan 1930]). 
Bien que Lie ne le dise pas explicitement la thEorie gEnErale developpEe dans Transformation- 
sgruppen donne un dictionnaire entre les groupes finis et continus de transformations et l'ensemble 
de leurs transformations i finitEsimales. Autrement dit elle commence l'Etude des relations entre 
la catEgorie des groupes de Lie et la cat~gorie des alg~bres de Lie. 
C'est le troisi~me thEor~me qui va ~tre h l'origine des recherches sur l'alg~bre enveloppante 
d'une alg~bre de Lie. 
3. L'article de Poincar~. 
A l'occasion du JubilE de Sir G.G. Stokes, PoincarE publie en 1899, dans les Cambridge 
Philosophical Transactions, un article intitulE Sur les groupes continus (voir [PoincarE 1899b]). 
Cet article dEveloppe une note aux Comptes Rendus de l'AcadEmie des Sciences du ler mai 1899 
qui porte le m~me titre (voir [PoincarE 1899a]). Dans ce travail PoincarE se propose de donner 
du troisi~me thEorEme fondamental de Lie une demonstration directe, simple et gEnErale. I1 dit 
pouvoir y parvenir grace h l'emploi d'une notation symbolique tr~s abrEgEe. 
C'est le troisi~me paragraphe de cet article, intitulE Calcul des polynEmes symboliques, qui 
nous intEresse. Ce paragraphe est une suite de definitions, de calculs et de raisonnements; il ne 
contient aucun EnoncE de thEorEme t l'objet qui y est construit n'est dEsignE ni par un nom ni par 
un symbole. I1 n'en reste pas moins qu'on peut interpreter cet objet comme l'algEbre nveloppante 
de l'algEbre de Lie engendrEe par n opErateurs 61Ementaires. Une analyse approfondie de la 
demonstration dePoincarE peut ~tre trouvEe dans un trEs intEressant article de Ton-That et Tran 
[1999]. Nous nous sommes d'ailleurs largement inspire de ce travail auquel e lecteur peut se 
rEfErer pour obtenir des preuves plus dEtaillEes. 
PoincarE n'introduit pas une relation d' ordre parmi les opErateurs E1Ementaires qu'il considEre 
(le thEorEme du bon ordre de Zermelo date de 1904). Ainsi sa construction est nettement plus 
longue et compliquEe que celles proposdes par ses deux successeurs Birkhoff et Witt. 
Poincar6 commence l paragraphe III de son article en considErant  opErateurs 616mentaires 
X; Y; Z; T; 
U; .... Les constructions qu'il va faire 5 partir de ces opErateurs Etant de nature purement algEbrique 
on pout, sans trahir sa pensEe, mais en modemisant le langage t les notations, considErer plus 
gEnEralement une algebra de Lie Z: de dimension finie sur un corps K de caractEfistique z ro et se 
donner une K-base {X1;.. • ;X,~} de/2. 
Soit ,4 = K{X1;.. .  ;X~} l'alg~bre des polynBmes non commutatifs en les indEterminEes 
X1,. •., Xn ~ coefficients dans K. On note A "~ le sous-espace des ElEments de A qui sont 
homog~nes de degrE m. 
D~finition 1 : a) Soit M et N deux mon6mes de A. On dit que M est dquipollent h N, et on 
note M = N, si Met  N sont Egaux ou si Met  N ne different que par l'ordre de leurs facteurs. 
b) Soit P et Q deux polyn6mes de A. On dit que Pest dquipollent ~Q, et on note P ~ Q, 
r r 
si on peut Ecrire P = Z aiMi et Q = 2 t3jNj, oh Mi (resp. Nj) sont des monEmes de .4 pas 
i=1  j= l  
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n6cessairement distincts et ai,/3j E K,  et si pour tout i (resp. tout j )  il existe un h (resp. un k) tel 
que Mi = Nh et a i  =/3h (resp. Nj -= Mk et/3j = ak). 
La relation d'6quipollence est une relation d'6quivalence dans ,A qui est compatible avec les 
op6rations de cette alg~bre t deux polynSmes 6quipollents ont 6videmment lem~me degr6. 
Par exemple darts l'alg~bre K{X;  Y} les polyn6mes P = 3XY 2 + 2XY et Q = XY 2 + 
YXY  + Y2X + XY  + YX sont 6quipollents. 
D~finition 2 : On dit qu'un polynSme P E ,A est rdgulier si on peut 6crire 
P = E 7i(a i ' lX1 +""  + a~"~X~)P' 
i 
off a~,k, % E K et Pi E N. 
Les 616ments de ,,4 de degr6 au plus 1 sont fividemment des polynSmes r6guliers; en particulier 
le polyn6me nul est r6gulier. 
Les composantes homog~nes d'un polyn6me r6gulier sont des polynfmes r6guliers et toute 
combinaison lindaire de polynSmes r6guliers est un polyn6me r6gulier. 
Par exemple dans l'alg~bre K{X;  Y} le polynfme P = 2XY 2 + 2YXY + 2Y~X est rdgulier 
car on peut 6crire P = (X + y)3 + (X - y)3 _ 2X 3. On notera que ce polynSme st 6quipollent 
au polyn6me Q = 6YXY qui n'est pas un polyn6me rggulier. 
On note 7~ (resp. ~'~)  l'ensemble des polynSmes r6guliers (resp. des polynSmes r~guliers 
homog~nes de degr6 m); c'est un sous-espace de A (resp. Am). 
Dans son article Poincar6 6nonce alors deux propri6t6s des polyn6mes r6guliers qu'il consid~re 
comme des cons6quences immddiates de la d6finition. Elles sont r6sum6es dans la proposition 
suivante dont on donne une br~ve justification. On peut trouver une d6monstration d6taill6e dans 
[Ton That-Tran 1999]. 
Proposition 1 : a) Une condition dcessaire t suffisante pour qu' un polyn6me soit rdgulier 
est que, s'il contient parmi ses termes un certain mon6me, alors tousles mon6mes dquipollents h 
celui-ci figurent dans ce polyn6me avec le m~me coefficient. 
b) Parmi les polyn6mes dquipollents hun polyn~me donnd il y a un et un seul polynOme 
rdgulier 
D~monst ra t ion  : On introduit out d'abord quelques notations. Pour tout entier m >_ 1 soit 
A,~ l'ensemble des multi-indices (a) = (a l ; . . .  ;an)  tels que a~ E Net  E a~ = m. 
i<~<,~ 
Si (a) E A,~ on note X ('~) le monSme X~ i ... X~- E ,A m. A un tel mon6me on associe 
son symdtrisd, c'est4-dire le polyn6me _~('~) E .2, que l 'on va construire maintenant. Pour cela on 
ddfinit m variables X} de la faqon suivante. Pour i _< j _< aa on pose Xj  = X1 et pour 2 < k < n 
et pour a l  + . . .  + ak-1 + 1 <_ j < a l  + . . .  + ak on pose X~. = Xk. (On fait la convention que 
s ia i  = 0 alors le terme X~ n'apparalt pas.) On pose alors 
1 
X(a)---- '9t--~ E X;(1) "'X;(ra) 
aES~ 
(off Sm est le groupe sym6trique de degr6 m). 
Une histoire du th6orSme de Poincare-Birkhoff-Witt 155 
m)  m! 
Les termes de ce polyn6me, multipli6s par (c~) c~1! c~,~. . . . .  I' constituent tousles 
monSmes distincts de ¢4 m qui sont 6quipollents au monSme X ('~). On v6rifie facilement que 
""  X m (m)  7(=)g~(~)(c~) (-r~x~+ +7~ ~) = Z 
(oe)Eh~ 
(o~,,/(~) n~. . .  ~;~ ). 
De plus on peut montrer que j~(c~) E ~m pour tout (c~) E Am et que l'ensemble {X(~) I (c~) E 
A,,~} est une base du K-espace vectoriel g~.  
On peut maintenant proc6der h la d6monstration de la proposition. 
a) Soit un polynSme P E 7~m; on peut doric 6crire 
(~)ei~ 
(off)~(~) E K). 
Soit M un mon6me de P; il existe donc un multi-indice (/3) E Am tel que M = X (;~). 
D'aprSs une remarque pr6c6dente on a 
m ~ )~(~) = M1 + Mr 
\ 
+ . . .  
(9) / 
o~ {M1;. . .  ;Mr} est l'ensemble de tousles monSmes distincts de ,4 m qui sont 6quipollents 
X (;~). On peut supposer que M1 = M. On a donc 
,~(f~))~(f~) = ,k(f~) (M + M2 +. . .  + Mr). 
Ainsi le coefficient de M est ,k(~) et tousles monSmes 6quipollents ~M figurent dans P avec gg 
ce m~me coefficient. 
Inversement soit un polyn6me P E .A '~ tel que si M est un monSme de P alors tousles 
mon6mes 6quipollents ~t M figurent aussi dans P avec le m6me coeffÉcient. I1 existe donc un 
multi-indice (/3) E A,,~ tel que M - X (~) et il existe un scalaire ),(~) E K tel que le polyn6me P
contient les termes de ,~(~))((~). I1en r6sulte qu'on peut 6crire 
P= E A(~) ~(~) 
(~)~A~ 
si bien que, d'apr~s une remarque pr6c6dente, on a P E ~m.  
156 R-P. Grivel 
b) Soit un polyn6me P E .A m; on peut ~crire P = Z Aj Mj off Aj E K et Mj est un mon6me 
J 
de ..4 m. Pour chaque indice j il existe un unique multi-indice (a) C A,~ tel que Mj - X (~) et 
d'apr~s la premiere partie de cette proposition le seul polyn6me r6gulier 6quipollent h X (~) est 
2(~). 
Cela 6tant pour chaque (a) E A,-, posons A(~) = ~ Aj la somme portant sur tousles 
indices j tels que Mj -- X (=). Ainsi le polyn6me Pest  6quipollent ~t l'unique polyn6me r6gulier 
(~)ea= 
D~finition 3 : On appelle produit rinOme un polyn6me de A de la forme 
p(xv  - v x  - IX; V])Q 
off X, Y E/2 et Pet  Q sont des mon6mes de .,4. 
On peut 6crire 
P(XY  - YX  - [X; Y])Q = P(XY  - YX)Q + ( -P [X ;  Y])Q 
= PXYQ + ( -PYXQ)  + ( -P [X ;  Y]Q). 
L'expression P( XY  - Y X)Q s'appelle un produit bin6me t l'expression -P [X  ; Y]Q s'appelle 
le produit compldmentaire. Dans un produit bin6me on distingue le monOme positif PXYQ et le 
monOme ndgatif - PY  X Q. 
On consid~re aussi des combinaisons lin6aires de produits trin6mes; donc en particulier on 
peut prendre pour P et Q des polyn6mes de ,,4. Ainsi le polyn6me nul est une somme de produits 
trinbmes. 
On a 6videmment 
degP(XY - YX  - [X; Y])Q = 2 + degP + degQ. 
Si S est une combinaison lin6aire de produits trinSmes on note degtS le maximum des degr6s des 
produits trin6mes constituant S (sans avoir fait des r6ductions). 
D6finition 4 : a) Soit un polyn6me P C ,.4. On dit que Pest dquivalent ~ O, et on note P ,,~ 0, 
si on peut 6cdre P comme une combinaison lin6aire de produits trinSmes. 
b) Soit Pet  Q deux polynSmes. On dit que Pest  dquivalent ?t Q, et on note P ,-~ Q, si 
p-Q~0.  
La relation ,-~ est une relation d'Squivalence dans ..4, compatible avec les opdrations de cette 
alg~bre. 
Par exemple darts l'alg~bre I f{X;  Y} les polyn6mes P = XYXY - YXYX et Q = 
[X; Y]XY  + YX[X;  Y] sont 6quivalents. 
Lemme 1 : Soit Pet  Q deux polynOmes de .A; s it  9 =-- Q il existe un polynOme R E .At tel que 
P - Q ,,~ R et degR < deg(P - Q). 
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D6monstration : I1 suffit 6videmment de v6rifier le lemme dans le cas off Pet  Q sont des 
monSmes de .A. 
Supposons tout d'abord que P = AXYB et Q = AYXB off A et B sont des mon6mes de 
..4 et X, Y E Z:; on pose alors R = A[X; Y]B. 
Consid6rons maintenant le cas off les deux monSmes 6quipollents P et Q sont quelconques. 
II existe une suite finie de monSmes Mo, Mi, 21/12,..., Mp, Mp+i, off Mo = P et Mp+i = Q, 
tels que, pour tout 1 < i < p + 1, Mi diff'ere de M~-i seulement par l'ordre de deux facteurs 
cons6cutifs. OnaP-  Q = E (Mi - i  - M~). D'apr~slapremi~repartiedelad6monstration 
i<~<p+i 
il existe des mon6mes Ni tels que M~-i - Mi ~ Ni et degNi < deg(M~_i - Mi). On pose alors 
R= ~ N~. • 
l<_i<_p+l 
On arrive maintenant au principal rdsultat du paragraphe III de l'article de Poincard, h savoir 
qu'un polynSme quelconque est toujours 6quivaient hun  unique polynSme rSgulier. L'existence 
de ce polynSme st tr~s facile h 5tablir; par contre la d6monstration del'unicit~ n~cessite un tr& 
long d6veloppement (7 pages) et l'introduction de quelques id6es astucieuses. Pour des raisons 
techniques qui apparaitrons un peu plus loin, Poincar~ introduit la d~finition suivante. 
D~finition 5 : On dit qu' un polynSme S E .,4 est une somme rdguli~re siS est une combinaison 
lin6aire de produits trinSmes qui est un polyn6me r6gulier. 
I1 est clair que si S est une somme r6guli~re alors S ,,~ 0 et que ses composantes homog~nes 
sont des polynbmes r6guliers. 
D'aprSs une remarque pr6c6dente l polyn6me nul est 6videmment une somme rdguli~re. En 
fait, comme on va le  voir dans la d6monstration du th6or~me suivant, l'argument d'unicit5 de 
Poincar6 consiste hmontrer que 0 est la seule somme r6guli~re. 
Th~or~me 1 : Dans l' algkbre .A chaque polyn6me st dquivalent hun seul polyn6me rdgulier. 
D~monstration : Existence : Remarquons pour commencer que pour tout polynSme Pm E .A 
de degr6 m > 2 il existe un unique polyn6me r6gulier P~ de degr6 met  un polynSme Pro-1 de 
degr6 m - 1 tel que 
P.~-P.~-i ~P'~. 
En effet d'apr~s la deuxiSme partie de la proposition 1 il existe un unique polynSme r6gulier P'm 
de degr6 m tel que Pm --- F~;  de plus d'aprSs le lemme 1 on a P,~ - F~ ~ P,~-I off P~- I  est 
un polynSme de degr6 m - 1. Puisque la relation ~.- est compatible avec l'addition de ..4 on a donc 
Pm-P ,~- I  ~P ' .  
Soit alors un polyn6me P E .,4 de degr6 n. S in  _< 1 le polynSme Pest  rdgulier. On peut 
donc supposer n > 2. D'apr~s la remarque prdcSdente on peut construire inducfivement une suite 
de polynSmes {Pk}n>k>l, avec P~ = Pet  degPk = k, et une suite de polyn6mes rdguliers 
P' degP~ = k, tels que { ~}~>~>~, avec 
ek -  ek_i ~P~ 
pour tout n > k > 2. 
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Puisque la relation ~-, est compatible avec l'addition des polyn6mes on en d6duit que 
P~-P1 ~P" +.-.+PL 
on a donc aussi 
P ,~ P~ +. . .  + P~ + P1. 
Posons Q = P~ +. . .  + P~ + P> On a ainsi construit un polyn6me r6gulier Q tel que P ~ Q. 
Unicit~ : Soit un polyn6me P • A et soit deux polyn6mes r6guliers Q et Q' tels que P ~ Q 
et P ~ Q'. I1 faut voir que Q = Q'. Or le polyn6me Q - Q' est r6gulier et on a Q - Q' ,-~ 0. Mais 
cette demi~re affirmation signifie que Q - Q' est une combinaison lin6aire de produits trin6mes, 
Ainsi le polyn6me Q - Q' est une somme r6guli6re. Tout revient donc ~ prouver le r6sultat suivant, 
Proposition 2 : Chaque somme rggulikre est identiquement nulle. 
Avant de donner une preuve de cette proposition on va montrer que le th6or~me 1 permet 
d'affirmer que Poincar6 a construit l'alg~bre nveloppante d  l'alg~bre de Lie/2. 
En effet d'apr~s le th6or6me 1on peut d6finir une application lin6aire surjective 
~:A~7~ 
en assignant h chaque polyn6me de .A l'unique polyn6me r6gulier qui lui est 6quivalent. L'inclusion 
de 7~ dans ,,4 est une section de ~. Le noyau de ~p est le sous-espace vectoriel Z engendr6 par 
les produits trin6mes P(XY  - YX  - IX; Y])Q; c'est 6videmment un id6al bilat~re de .,4. Soit 
7r : ,,4 ---+ A /Z  la projection canonique. On obtient donc un isomorphisme lin6aire q3 : A/Z  ~ 7~ 
tel que @ o 7r = ~. On munit alors ~ d'une structure d'alg6bres associatives unitaires par transport 
de structure ~t l'aide de q3. On note U(£) cette alg~bre; par d6finition ~ : A/Z  ~ U(£) est un 
isomorphisme d'alg6bres. 
Soit a :/2 ~ U(£) l'application obtenue n composant l'inclusion 6vidente i de/2 dans .At 
avec l'application qo. On a 
a([X; r ] )  = [cr(X); ~r(V)] 
pour tout X, Y • /2, off le crochet dans le membre de droite de l'dgalit6 est le crochet de 
commutation de l'alg~bre associative U(/2). En effet on a 
cr([X; Y]) = ~(i([X; Y] ) -XY+YX+XY-YX)  = ~lr(i([X; Y] ) -XY+YX+XY-YX)  = 
CZzr(XY - YX)  = [~zr(X); ~Tr(Y)] = [~(X); ~(Y)] -- [~i(X); ~i(Y)] = [a(X); cr(Y)]. 
I1 reste h v~rifier quecr est une injection. Or on a dit prdc6demment que l'ensemble 
{X(~) 1 (a) • A1} est une base de 7~1; mais {.~(a) i (a)  • A1} = {Z l ; . . .  ;Xn} et ~(Xi)  = X~ 
pour tout i = 1 , . . . ,  n. D' off le r6suttat. 
I1 est clair que l'alg~bre .A est isomorphe ~l'alg~bre tensorielle T(£)  du module/2 et qu'alors 
Z correspond ~t l'iddal bilat~re de T(/2) engendr6 par l'ensemble {X®Y-Y®X-  [X; Y] I X, Y • 
£}. Ainsi U(/2) est bien isomorphe ~ la d6finition moderne de l'alg~bre nveloppante d  l'alg~bre 
de Lie £. D'ailleurs on pourrait aussi v6rifier ais6ment que le couple (U(/2);a) a la propri6t6 
universelle de l'alg~bre nveloppante d  £. 
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Revenons maintenant ~ l'6tude des sommes r6guli~res. Soit S une combinaison lin6aire de 
produits trin6mes telle que degtS = p _> 2. Pour tout 2 < k < pnotons Sk la somme des produits 
bin6mes homog~nes de degr6 k et -Tk  la somme des produits compl6mentaires correspondants. 
On a alors 
S : (Sp - Tp) + (Sp-1 - Tp-1) +... + (Sk -- Tk) + . . .  + ($2 - T2). 
Si S est une somme rdguli~re alors les composantes homog~nes de S sont des polyn6mes 
r6guliers et ainsi en particulier Sp est un polyn6me r6gulier. Mais Sp est une somme de produits 
bin6mes homog~nes de degr6 p de la forme PXYQ - PYXQ.  On a donc Sp -- 0. Or 0 est un 
polyn6me r6gulier; donc d'apr6s la proposition 1b) on a Sp = 0. 
Remarquons qu'on d6duit de ce r6sultat que degtS > degS + 1. 
Lemme 2 : Soit S une somme rdgulikre telle que degtS soit dgale it 2 ou it 3; alors S = O, 
D6monstrafion : Supposons tout d'abord que degtS = 2. Alors S est une somme de termes 
de la forme Ax,y (XY  - YX  - [X; Y]) (ol] l x ,v  E K). Mais S est un polyn6me r6gulier donc 
d'apr6s la proposition 1a) il y a aussi dans S les termes de la forme Ax,y (YX  - XY  - [Y; X]). 
Puisque le crochet est anfisym6trique ona donc S = 0. 
Supposons maintenant que degtS = 3; on a donc 
S : S3 - T3 + S2 - T2. 
Le polyn6me $3 est donc une combinaison lin£aire de termes de la forme Z(XY  - YX)  ou 
(XY  - YX)Z .  Mais $3 est un polyn6me r6gulier donc $3 contient avec chacun de ces termes 
tousles termes d6duits de ceux-l~ par permutation des variables. Un simple calcul montre que $3 
est donc une combinaison lin6aire de termes de la forme 
(XY  - YX)Z-  Z (XY  - YX)  + (ZX - XZ)Y  - Y (ZX - XZ)  + (VZ - ZY)X  - X (YZ-  ZY) .  
(Ceci red6montre en particulier que $3 = 0). I1 en r£sulte que -T3 est une combinaison lindaire 
de termes de la forme 
- [X ;  Y]Z + Z[X; Y] - [Z; X]Y + Y[Z; X] - [Y; Z]X + X[Y; Z]. 
Mais $2 - T3 est un polyn6me r6gulier, donc il contient avec chacun de ces termes tousles termes 
d£duits de ceux-lh par permutation des variables. De nouveau n simple calcul montre que $2 - T3 
confient une combinaison lin6aire de termes de la forme 
( - IX ;  V]Z + Z[X; Y] - [Z; X ] r  + r [z ;  X] - [Y; Z]X + X[Y; Z])+ 
(IX; r ]Z  - Z[X; Vl + [Z; X l r  - r [Z ;  X] + [Y; Z]X - X[V; Z]). 
D'apr6s la premiere partie du lemme $2 - T3 ne peut pas contenir d'autres termes que ceux-l~. 
Or le calcul prdc6dent montre que $2 - T3 = 0. Donc $2 = T3. I1 en r6sulte que -T2 est une 
combinaison lindaire de termes de la forme 
[[x; v]; z] + [[z; x]; Y] + [It; z]; x]. 
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D'apr~s l'identit6 de Jacobi on a donc -T2 = 0. Ainsi S = 0. • 
S oit un entier p > 4 et supposons que toutes les sommes r6guli~res S, telles que degt S < p -  1, 
sont identiquement nulles. Soit alors S une somme r6guli~re telle que de9tS = p. I1 faut montrer 
que S = 0. On va exposer bri6vement l'argumentation donn6e par Poincar6. Pour plus de d&ails 
on peut consulter [Poincar6 1899b] ou [Ton That-Tran 1999]. 
La somme S peut s'6crire S = Sp - Tp q- Sp-1 - Tp-1 q-. . .  -}- ,--q2 - T2. On appelle Sp - Tp 
la t~te de S. 
On dit qu'une somme C de pmduits trin6mes forme une chafne si le mon6me n6gatif de 
chaque produit est 6gal et de signe contraire au mon6me positif du produit suivant. 
Le mon6me posifif du premier produit et le mon6me n6gatif du dernier produit sont appelds 
les mon6mes extremes de la cha~ne C. 
On dit qu'une chaine estfermde si ses mon6mes extremes sont 6gaux et de signes contraires. 
On considSre 0 comme une cha~ne ferm6e. 
Lemme 3 : a) Tous les mon6mes positifs et ndgatifs d'une chafne ne diffkrent que par l'ordre 
de leurs facteurs. 
b) Si S est une somme rdgulikre alors sa t~te se compose toujours d'une ou plusieurs chafnes 
fermdes. 
c) Soit S une somme rdgulikre identiquement ulle telle que degtS = p; soit S I une somme 
rdgulikre telIe que degtS ~ = pet  ayant la m~me t~te que S; alors S' est identiquement nuUe. 
DSmonstration : a) C'est 6vident par d6finition. 
b) Remarquons tout d'abord que dans une chaine ferm6e la partie constitu6e par les mon6mes 
positifs et les mon6mes n6gatifs est identiquement nulle. Maintenant lat&e Sp - Tp d'une somme 
r6guliSre S est form6e d'une ou plusieurs chalnes et le terme Sp contient les mon6mes positifs et 
les mon6mes n6gatifs de ces cha~nes, Or on a vu pr6c6demment que Sp = 0. Donc les chalnes 
constituant S v - Tp doivent ~tre ferm6es. 
c) La diff6rence S - S ~ est une somme r6gulibre telle que degt (S - S ~) < p -  1. Par hypoth~se 
de r6currence on a donc S - S' = 0. I1 en r6sulte que S t = 0 puisque S = 0. • 
Lemme 4 : Chaque chafne fermde de degrd p peut ~tre consid~rde comme la t~te d'une somme 
rdgulikre S identiquement nulle telle que degtS = p. 
Le lemme 4 implique la proposition 2. En effet soit S une somme r6guli6re telle que degtS = p 
D'apr6s le lemme 3 b) la t~te de S est forrn6e d'une ou plusieurs cha~nes ferm6es. Puisqu'une 
combinaison lin6aire de sommes r6guli~res idenfiquement ulles est une somme r6guli~re iden- 
fiquement nulle il r6sulte du lemme 4 qu'il existe une somme r6guli~re S~ identiquement nulle 
ayant la m~me tfte que Set  telle que de9tS ~ = p. Mais alors d'apr~s le lemme 3 c) on a S = 0. 
Donnons maintenant une id6e de la fagon dont Poincar6 d6montre le lemme 4. On fait une 
r~currence surp. L'affirmafion est triviale pourp < 3 d'apr6s le lemme 2. On peut doric supposer 
p _> 4 et l'affirmafion vraie pour les cha~nes ferm6es de degr6 infdfieur h p - 1. La d6monstration 
consiste ssenfiellement ~ d6composer lacha~ne ferm6e nvisag6e en plusieurs cha~nes ferm6es. I1 
suffira donc de prouver le lemme pour chacunes des composantes. 
On introduit alors la d6finifion suivant : on appelle chafne simple de la premikre sorte (resp. 
de la deuxi~me sorte) route cha~ne off le premier facteur (resp. le demier facteur) de tousles 
mon6nes, posififs et n6gatifs, est partout le mSme. 
Une histoire du th6or6me de Poincare-Birkhoff-Witt 161 
Comme p >__ 4 toute chaine ferm6e C peut s'6crire 
o5 C~ (resp. C~) est une cha~ne de la premiere sorte (resp. de la deuxi~me sorte) pour tout 
1 < i < n. I1 peut arriver que C1 ou C'~ soit la cha~ne nulle. 
Poincar6 parvient alors h ddcomposer C en somme de cornposantes ferm6es contenant cha- 
cunes seulement quatre chaines imples. I1 suffit donc de consid6rer le cas o5 
c=c~ +c~ +c~+c~ 
et d' apr6s le lemme 3 a) on peut supposer que les mon6mes positifs extremes de ces quatre chaines 
sont 6quipollents ~t un mon6me de la forme XYPZT.  Une minutieuse analyse de cette situation 
permet alors ~t Poincar6 d'obtenir une ddcomposition e cinq cha~nes fermfes 
c=~+d+½+~+~ 
On a 
U1 = XH1,  U~ = H~Z,  U2 = YH2,  U~ = H~T,  
off H1, H~,//2, H~ sont des cha~nes ferm6es de degr6 p - 1, et 
V = XYP(ZT  - TZ  - [Z; T]) + (XY  - YX  - [X ;Y I )PTZ+ 
YXP(TZ - ZT  - [T; Z]) + (YX  - XY  - [Y; XIPZT .  
Par hypoth~se de r6currence les chalnes Hi,  H~,//2, H~ sont les t&es de sommes r6guli~res 
identiquement nulles. Par exemple il existe une somme r6guli~re S' dont la tSte est H1 et qui est 
identiquement nulle. Alors la somme S = XS'  est nulle, donc c'est une somme r6guli~re, et sa 
t~te est la cha~ne U1. Le raisonnement est le mSme pour les trois autres cha~nes. Enfin consid6rons 
la somme 
S = V + IX; Y]P(TZ  - ZT  - [T; Z]) + (YX  - XY  - [Y; X] )P [T ;  Z]. 
Un simple calcul, qui utilise l'antisym61rie du crochet, montre que S est nulle; donc S est une 
somme r6guli~re dont la t&e est la chaine V. 
Ceci termine ssentiellement la preuve du lemme 4 et ainsi compl&e la d6monstration du 
th6or~me 1.
4. L'article de Birkhoff. 
Le 14 septembre 1936 Birkhoff soumet aux Annals of Mathematics un article intitul6 Repre- 
sentability o f  Lie algebras and Lie groups by matrices; cet article paraitra u mois d' avril 1937 (voir 
[Birkhoff 1937]). Le probl~me que se pose Birkhoff est de savoir quand est-ce qu'une alg~bre de 
Lie L de dimension finie sur un corps F peut atre repr6sent6e isomorphiquement pardes matrices 
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finies et il r6pond ~ cette question lorsque Lest nilpotente. Ce sont les deux premiers th6or~mes 
du travail de Birkhoff qui nous int6ressent ici. 
Th~or~me 1 : ChaquealgkbredeLieLpeut~treplongdedansunealgkbreassociativeAu(L). 
I1 en d6duit ais6ment que chaque alg~bre de Lie est isomorphe ~t une alg6bre de malrices 
infinies, l'op6ration sur cette alg~bre 6tant donn6e par le crochet de commutation IX; Y] = YX - 
XY  (on prendra garde ~t la faqon dont Birkhoff d6finit ce crochet). 
I1 en d6duit 6galemment une caract6risation des alg~bres de Lie libres de dimension finie. 
Th6or~me 2 : Les diffdrentes fafons de plonger une algkbre de Lie donnde L dans une alg~bre 
associative A (engendrde par L) sont toutes obtenues en prenant les sous-aIgkbres invariantes S
de Au ( L ) qui placent les diff~rentes combinaisons lindaires des e~ (une base de L) dans diffdrentes 
classes rdsiduelles et alors de former les images hornomorphes A~ ( L ) / S. 
Birkhoff dit alors que A~(L) est une esp6ce d'algbbre associative universelle contenant L.
C'est vraisemblablement la premiSre fois que ce terme appara~t dans ce contexte. 
La preuve de ces th6or~mes occupe essentiellement les paragraphes 2 et 3 de l'article de 
Birkhoff. On notera qu'il ne cite ni Poincar6 ni Witt; cependant le travail de Witt sera cit6 dans un 
article de 1949 (voir [Birkhoff-Whitman 1949]). 
Soit L une alg~bre de Lie sur un corps F et {e~}ieI une base bien ordonn6e de L (en fait 
ij Birkhoff prend I = N mais cela n'a aucune influence sur les r6sultats). On note {c k )i,j,k~1 les 
constantes de structures de L. 
Soit A = F({e~}~i} l'alg6bre associative unitaire des polyn6mes non-commutatifs en
les ind&ermin6es (ei}iEl ~t coefficients dans F. Ainsi un 616ment non constant de A est une 
combinaison lin6aire de mon6mes non-commutatifs ~ =e i l  . . .  ei., ( i l , . . . ,  i~ E I, r >_ 1); rest  
le degrd de ~. 
On appelle mon~me canonique un mon6me 
tel que il _< • ,. ~ Jr; darts ce cas on peut l'6crire 
=e~'"h~ e~; 
avech l<. . .<hset  ~ p i=r .  
l< i<s  
On appelle polyn6me canonique un polyn6me de A dont tousles termes non constants sont 
des mon6mes canoniques. On note A~(L) le sous-module de A form6 des polyn6mes canoniques. 
Finalement 6tant donn6 un mon6me ~ = e~. . .  ei, on note ~* le mon6me canonique de degr6 
r qui contient toutes les ind6termin6es qui figurent dans ~. 
On d6finit maintenant une op6ration ¢ de A dans A appel6e alignement. Soit ~ = ei~ • •. ei~ 
un mon6me de A. Si q = 1 ou si q > 2 et ~ est un mon6me canonique on pose ¢(~) = ~. Sinon il 
existe au moins un i < k < q - i tel que ik > i~+1; alors ¢(~) est le polyn6me d6fini de la fagon 
suivante: 
¢(~) e~. . .  c~_~e~+,e~+~ % + }-~c~+"~e • • " " h z l  " • • e ik_ l  ehe ik+2 • . • e iq .  
h 
Une histoire du thdorSme de Poincare-Birkhoff-Witt 163 
Pour abrtger l'6criture on notera parfois abusivement cepolyntme par 
¢(~) = ei 1 ...  e~k_le~k+leikei~+~.., eiq + e i l . . ,  e~k_ 1 [e~k+ 1 ;ei~]eik+2.., eiq. 
I1 est clair qu'on peut it6ter des alignements de faqon h obtenir une mdthode d'alignements, 
qu'on note encore ¢; ainsi apr~s au plus q(q - 1)/2 alignements on a ¢(~) = ~* + Q, off Q est un 
polyntme de A de degr6 inftrieur ~t q - 1. On a alors, par induction sur le degr6 du polyn6me, le 
rdsultat suivant. 
Lemme 1 : A tout polyntme P C A on peut associer un polyn~me canonique q? ( P ) E A~ ( L ). 
Du lemme pr6ctdent on peut obtenir une application 
: A -~ A~,(L), 
mais cette application e sera bien ddfinie que si on montre que la r6duction d'un polyn6me fi sa 
forme canonique ne d6pend pas de la m6thode d'alignements choisie. C'est ce que nous allons 
faire maintenant. 
Soit Pun  polyn6me de degr6 q. Le r6sultat est trivial si q _< 1 et il est 6vident si q = 2 
car pour chaque mon6me de degr6 2 de P il y a au plus un alignement h effectuer. On peut donc 
supposer q _> 3. Alors l'argument donn6 par Birkhoff consiste ssentiellement ~t 6tablir le rdsultat 
suivant. 
Lemme 2 : Soit ~ un montme de degrd q. II y a deux cash considdrer. 
I) Soit q >_ 4 el supposons ~= ~leiej~2ehek~ 3 avec i > je t  h > k. Soit ¢'(~) (resp. ¢"(~)) 
le polynOme obtenu lorsque I' on aligne ei et ej (resp. eh et ek). 
II) Soit q > 3 et supposons ~ = ~leheiej~2 avec h > i > j. Soit ¢'(~) (resp. ¢"(~)) le 
polynOme obtenu lorsque l' on aligne eh et ei (resp. ei et ej). 
Alors pour chacuns des cas il existe des alignements ~/~ et ~/" des polynOmes ¢~(~) et ¢"(~) 
respectivement tels que 
.~'¢'(~) = .~"¢,,(~). 
Dtmonstrat ion : Pour alltger l'6criture on fait la dtmonstration de I) (resp. de II)) pour 
q = 4 (resp. q --- 3), Le cas gtntral s'obtient exactement de la m~me fa9on. 
I) Si ~ = eiejehek avec i > je t  h > k alors on a 
et 
¢'(~) = ~je~eh~k + [ej; e~leh~k 
¢"(~) = e~ejekeh + e~ej [ek; eh]. 
On aligne eh et ek dans le polyn6me ¢'(~) et on aligne ei et ej dans le polyntme ¢"(~); on a alors 
et 
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Donc 7'¢'(~) = 7"¢"(~). 
II) Si ~ = eheiej avec h > i > j alors on a 
¢'(~) = ~,e~j + [~,; eh]~, 
et 
¢"(~) = ehe~e~ + e~[~j; ed. 
On aligne eh et ej puis e~ et ej dans le terme de plus haut degr6 de ¢'(~) et de ¢"(~); on a alors 
~'¢'(~) = ~j~eh + [~j; ~]~h + ~,[~j; ~]  + [~,; ~h]~ 
et 
,~"¢"(~) = ~je,eh + ej[ei; eh] + [~j; ~h]~i + ~h[~j; ed. 
Consid6rons les polynSmes 
r 8 t 
et 
e" = ~jI~;~] +[~j; ~+, + ~I~J;~,] = Z ~t%~ + E 4 ~,  + E 4 '~.  
t 8 ~' 
On va montrer qu'il existe des alignements 5 ~ et 3" de P '  et P"  respectivement tels que 5'P t = 
5"P".  On pose alors ,y'¢'(~) = eje~eh + 5'P r et 7"¢"(~) = ejeieh + 5"P"; donc on a bien 
~'¢'(~) = ~,,¢,,(~). 
On pose 
e ~ + ~ ~(~ + E~; ~1)+ Z ~ 
r<h r>h s>i 
s<i  t< j  t>j  
et on a alors 
r<h r>h s>i s<i 
+~?~,~ + Z ~ + Z ~ + ~(~ 4 ~4 ~ + ~ ~e~ ~ ~ ~,~,,~ 
t< j  t>j  1 r>h s<i t> j  
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On d6finit 5"P  t~ d'une faqon analogue ~~P~ et on obtient finalement 
y '  p"  = 
t>j  t<j  s<i s>i 
+C3h he h ~ /_.~ s l + ,7 ,  ~ I ) 1. 
r>h r<h l t<j  s>i r<h 
On a alors, compte tenu des propri6t6s des constantes de structure (c'est4-dire de 1' antisym6trie 
du crochet et de l'idendt6 de Jacobi) 
51P I -- 5"P"  = 
l v>h r<h s<i s>i t> j  t< j  
~{~- '~(~i j c rh  " hi r j  ~A_,~ ~ + c~c~ * + c~ c, ))e, = O. 
l r 
Proposition 1 : Le poIynOme canonique ¢(P )  E Au(L )  associd au polyn6me P E A ne 
ddpend pas de la mdthode d'al ignements choisie. 
D6monstration : I1 suffit 6videmment d'6tablir le r6sultat pour un mon6me. Bien que Birkhoff 
ne le fasse pas explicitement il est commode pour 6crire la preuve d'utiliser une id6e de Jacobson. 
On associe ~ tout mon6me ~ = ej~ ... ejq l'entier al(~) d6fini en posant 
{( i ;k )e I× I l i<k}  
off ~?~k = 0 si j i  _< jk et r/~ = 1 si j~ > Jk. I1 est 6vident que al(~) = 0 si et seulement si~ est un 
mon6me canonique. De plus supposons que dans ~ on a j k  > jk+l et soit ~' le monfme obtenu en 
permutant ej~ et ejk+x ; il est facile de v~rifier qu'on a 
aZ(~) = 1 + aZff'). 
Cela 6tant soit deux entiers q _ 3 et r > 2. Supposons que le r6sultat a 6t6 6tabli pour les 
mon6mes de degr6 inf6rieur hq - 1 et pour les mon6mes ~de degr6 q tels que al(~) < r - 1. 
Soit alors ~ = ejl . . .  ejq un mon6me de degr6 q tel que al(~) = r. Consid6rons deux paires 
d'indices ( jk; jk+l)  et (Jr;j/+1) tels que Jk > jk+l et j l  > jz+l. 
Soit ~p'(~) = ~' + P '  (resp. ~p"(~) =- ~" + P")  le polyn6me obtenu lorsque l 'on aligne ejk 
et ejk+l (resp. ejz et ejz+l). On a al(~') = r - 1 et deg(P ' )  < q - 1 (resp. al(~") = r - Ie t  
de 9 (P" )  < q - 1). Ainsi par hypoth~se de r6currence l polyn6me canonique associ6 au polyn6me 
~'(~) (resp. qa'~(~)) ne d6pend pas de la m6thode d'alignements choisie. Or d'apr~s le lemme 2 
il existe des alignements 3" et 3"~ tels que 3"qo'(() = 3'"~0"(~). Donc les polyn6mes canoniques 
associ6s/t ~'(~) et ~p"(~) sont 6gaux. Ainsi le polyn6me canonique associ6 h ~ ne d6pend pas du 
choix de la m6thode d'alignements. • 
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On peut maintenant munir le module A~(L) d'une structure d'algbbre associative unitaire. 
On d6finit la multiplication de la faqon suivante: si P1, P2 E A~(L) on pose P>P2 = ¢(P1P2), 
off PIP2 d6signe le produit des deux polyn6mes dans l'alg~bre A. I1 faut v6rifier que cette 
multiplication est associative. Remarquons tout d'abord que si P E A~(L) on a 6videmment 
• (P) = Pet  que, d'apr~s la proposition 1, si P1,/:)2 E A on a eg(PIP2) = ~(P1).~(P2). Soit 
alors P1,/:)2, P3 E A~(L); on a 
(P1.P2).Pa = a2( PI P2).~( Pa) = ¢P( (P~ P2)Pa) = a2( PI (PuPa) ) = ~( P1).~'( P2P3) = PI.(P2.Pa). 
L'algSbm A,,(L) dtant construite on obtient une application 
cr : L -'+ A~,(L) 
en posant cr(ei) = ~(ei) pour tout i E I et en 6tendant lin6aimmant cette d~finition. I1 est clair 
que cette application est injective puisque cr(ei) = ei et que {ei}ieI est une pattie de la base de 
A,, (L). Il reste h v~rifier que pour tout i, j E I on a 
~([e~; ~j]) = [~(e~); ~(ej)]  
off l'op6ration dans le membre de droite de cette 6galitd est le crochet de commutation de l'alg~bre 
A~(L). La formule 6tant 6vidente pour i = j on peut, sans restreindre la g6n6ralitd, supposer 
i < j ;  on a alors 
[o(~);  o(eJ)] = ~'(~J).~(~,) - ~' (~) .~' (~A = ¢,(eje~ - ~, )  = 
e~ej + [e,; e~] - e~ej = ~,([ei; eA) = o([e~; ej]). 
Ceci d6montre le thdor~me 1 de Birkhoff. 
Soit B une algebra ssociative unitaire et f : L -+ B un morphisme d'alg~bms de Lie. On 
d6finit une application 
f :A---+ B 
en posant f(~) = f (e~) . . ,  f (e~)  si ~ = ei~ ... % e d e t / (1 )  = 1. II est 6vident que fes t  un 
morphisme d'alg~bres etque f o i ocr = f off i : A~(L) --* A est l'inclusion. 
Lemme 3 : Soit q > 2 et supposons ~ = {leiej{2 avec i > j. On a 
D6monstration : Comme fes t  un morphisme multiplicatif l suffit de faire la v6rification 
pour q = 2. Puisque fes t  un morphisme d'alg~bres de Lie on a 
f (ejei)  + f([ej; ei]) = f (e j ) f (e i )  + f([ej; ei]) = f (e j ) f (e i )  + [f(ej); f(ei)] = 
f (e j ) f (e i )  + f (e i ) f (e j )  - f (ey) f (e  0 = f (e~)f(ej)  = f(e~¢).  
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On d6finit maintenant une application 
f :  A~(L) --'* B 
en posant f = f o i. I1 est clair que f o (r = f. I1 reste donc h montrer que f est un morphisme 
d'alg6bres et pour cela il suffit 6videmment de v6rifier que, pour tout monSme ~, ~/E A~(L), on a 
D'apr~s les d6finitions il suffit donc de v~rifier que 
f (~(~) )  = f (~) .  
Or cette formule se d6duit imm6diatement du lemme 3 en faisant une r6currence sur le nombre 
Enfin si f~ : A~(L) ~ Best un morphisme d'algSbres tel que f '  o a = f on voit facilement 
que f '  = f. 
Ainsi le couple (A~,(L); or) v6rifie la propri6t6 universelle de l'alg~bre nveloppante. I1 en 
r6sulte que l'algSbre A~(L) construite par Birkhoff est isomorphe ~U(L). 
On obtient aussi une d6monstration, aux notations pr6s, du th6or6me 2 de Birkhoff. En effet 
supposons que f : L ~ B soit un plongement de L dans l'alg6bre associative Bet  que B soit 
engendr6e par 1 et Ira(f). Or il est 6vident que A~(L) est engendr6e par 1 et Ira(a); doric le 
morphisme f : A~(L) ---+ Best surjectif. Posons S = Kerr;  c'est un id6al bilat~re de A~(L), tel 
que Im(~r) A S = {0}, et ainsi Best isomorphe ?~ A~ (L)/S. Inversement soit 5: un id6al bilat~re de 
A,, (L) tel que Im(cr) A S = {0}; alors l'application lin6aire f = rro ~, off rr : A,~ (L) --+ A~ (L) /S 
est la projection canonique, st un plongement de L dans l'alg~bre associative A,~ (L)/S. 
5. L'article de Witt. 
Au mois de septembre 1936 s'est enu h Bad Salzbrunn un congr~s de math6matiques auquel 
Witt assistait. Durant ce congr6s il y a eu une conf6rence de Magnus sur les anneaux de Lie libres. 
Witt dit que cette conf&ence l'a stimul6 pour ses recherches sur les anneaux de Lie et il en est 
r6sult6 un article intitul6 Treue Darstellung Liescher Ringe (voir [Witt 1937]). Cet article est dat6 
de Mtillheim (Baden) 10 octobre 1936; il a 6t6 soumis le 13 octobre 1936 au Journal ftir die reine 
und angewandte Mathematik et il a paru dans cette revue vers le milieu de l'ann6e 1937. 
Le travail de Witt contient quatre th6or~mes tpr6sente ce qui est connu aujourd'hui comme 
la formule de Witt pour le rang des composantes homog~nes des alg~bres de Lie libres. C'est le 
premier de ces th6or6mes qui nous int6resse ici. En voici l'6nonc6 tel que Witt l 'a donn6. 
Th~or~me : Soit E un anneau de Lie avec le corps K comme domaine d'opdrateurs, ll existe 
exactement unanneau associatif A avec les propridtds uivantes: 
L'anneau associatif ~t contient une reprdsentation fid~le (a) de I'anneau de Lie ~. et est 
engendrd par elle; 
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si un autre anneau assoc ia t i f  a cont ient  une reprdsentat ion ~ de l ' anneau de Lie ~. et est 
engendrd  par  elle, a lors il existe un homomorph isme de A sur  a de fa~on que (a) va sur  d. 
La preuve de ce th6or~me occupe les deux premiers paragraphes de l'article. On notera que 
Witt ne cite pas Poincar& I1 ne cite pas non plus Birkhoff; cependant le travail de Birkhoff est cit6 
plus tard dans un article de 1953 (voir [Witt 1953]) puis de nouveau en 1956 dans l'article [Witt 
1956] off il parle cette fois de la th6orie de Birkhoff-Witt de l'alg~bre nveloppante. 
Witt emploie le terme d'anneau de L ie/ :  avec un corps K comme domaine d'op6rateurs et
il note le produit de deux 616ments a et b de Z: par ab; de plus si Aet  B sont deux 616merits d'un 
anneau associatif il note A o B le commutateur AB - BA .  On a pr6f6r6 darts ce qui suit actualiser la 
langage t les notations. De plus l'article de Witt est tr~s succinct; on l 'a donc un peu d6velopp6 et 
pour rendre ses arguments plus compr6hensibles on a introduit un module gradu6 T, qui en fait est 
isomorphe au module tensoriel de Z:, et on a d6fini inductivement des applications ~n : T n ~ T,~. 
Soit done £: une alg~bre de Lie sur un corps K et soit {us}~i  une base bien ordonn6e du K-  
module £ (en fait Witt prend I = N mais cela n'a aucune influence sur les rdsultats). On consid~re 
le K-module dont une base est constitu6e par l'ensemble {(u~l;. . .  ;u i~) l i j  E I , r  >__ 1}; les 
parentheses (u~ ; ...  ; u~)  sont simplement des symboles abstraits. On note T ce module qui est 
gradu6 et filtr6. 
On va montrer qu'il existe un K-module ..4 dont les 616ments, qui seront des combinaisons 
lin6aires des 616ments de l'ensemble {(ui 1 ; . . .  ; u~) I i j  E I ,/1 < -.. < it, r > 1}, satisfont deux 
conditions. 
Les 616ments de A seront ddsign6s par des symboles abstraits (a l ; . . .  ;an), off ai C Z: pour 
tout 1 < i < n; on dit que l'entier n > 1 est le degrd de l'616ment (al; . . . ;a~) .  Alors les 
conditions que devront satisfaire les 616ments de ,A sont les suivantes: 
I. Pour tout n > 2 et tout 1 < i < n - 1 on a 
(a l ; . . .  ;a~_l ;as;a~+l;a~+~;. . . ;an) - (a l ; . . . ;a~- l ;a i+ l ;a i ;a~+2; . . .  ;an)  = 
; 
II. Pour tout n _> 1 les symboles (a l ; . . .  ;an)  sont lin6aires par rapport ~ chacunes des 
composantes. 
La construction des 616ments de .,4 se fait par r6currence sur le degr6. Auparavant on va d6finir 
deux opdrations du groupe sym6trique Sn de degr6 n _> 2 sur des 616ments de A qu'on suppose 
d6j~ construits et on va 6tablir quelques propri6t6s de ces op6rations. 
On consid~re lapr6sentation 
( t l , . . .  ,t,~-I I~ = 1, ( t~t i _ l )  ~ = 1, ( t i t i _~)  2 = 1 pour u > 2) 
du groupe S,~, off ti est la transposition 616mentaire (i, i + 1). 
Pour tout 1 < i < n - 1 on ddfinit deux opdrateurs Pt, et Qt~ en posant 
Pt , (a l ;  . . . ; a i -1 ;  ai; a i+l ;  ai+2; . . . ;an)  = (a l ; . . .  ; a~- l  ; a i+l  ; ai; a~+2; . . . ;an) 
et 
Qt , (a l ; . . .  ; as- l ;  as; ai+l; a i+2;. . .  ;an) = (al; .  •. ; a~-l; [as; as+l]; as+2;. •• ;an). 
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On &end ces d6finitions de la fa9on suivante. Si a = t j~  . . .  tip E Sn on pose 
P~ = Ptj~ o . . .  o Ptj~ 
et 
Q,~ = ~ Qtj~ ° Pts~+~...% + Qtj~. 
l<k<p-1 
On pose encore/'1 = Ie t  Q1 --- 0. (Comme dans l'article de Witt on effectue la multiplication des 
dldments de Sn de gauche ~ droite). 
Lemme 1 : Soit cr I = tj~ , . . tj~ et cr 2 = th~ . . .  thq deux gl~ments de S=; on a 
1) p~ = P~l o p~ 
2) Q~x~2 = Qa~ °P~2 +Q~2. 
D6monst ra t ion  : Ces formules rdsultent imm6diatement des d6finitions. • 
Lemme 2 : On reprend les notations prgcgdentes. Si P~I~= = P~I alors Q~2 = Q~I. 
D6monst ra t ion  : Le rdsultat est trivial si or2 = 1; on peut donc supposer cr21. La condition 
P~1o2 (a l ; . . .  ;an) = P~ (at ; . . .  ;a=) implique que Pa2 (a l ; . . .  ;a=) = (a l ; . . .  ;a~); comme 
~r2 = th~ . . .  thq on a donc ahj = ahj+~ pour tout 1 < j < q. I1 r6sulte alors de la d6finition que 
Q,,2 (a l ; . . .  ; a~) = 0. Ainsi on a, d'aprSs le lemme 1 : 
Q~(a l ; . . .  ;a,~) = Q~(P~2(a l ; . . .  ; a,~)) = Q~(a l ; . . .  ;a~) .  
Lemme 3 : Soit un entier n > 2 et notons c l 'une des permutat ions uivantes de S= : t 2, 
( t i t i _ l )  3, (~i~i_v) 2pour  u > 2 (1 < i < n -- 1). 
1) On a 
P ,=I .  
2) Supposons que les symboles de degrd strictement infHieur it n satisfont les conditions Ie t  II. On 
a 
Q,  = O. 
Df imonst ra t ion  : Par calculs directs on vdrifie imm6diatement 1). Proc6dons maintenant ~  la 
vdrification de 2). Soit (al; • • • ; an) un symbole de degr6 n et supposons que tousles symboles de 
degr6 infdrieur ~ n - 1 satisfont les conditions I et II. 
a) Soit ~ = t2; on a, compte tenu du lemme 1, de la condition II et de l'antisym6trie ducrochet, 
Q~(a l ; . . . ;a=)  =
(a~; . . .  ; a~_~; [a~+~; a~]; a~+2;. . .  ;a,~) + (a~;. . .  ; ~_~;  [a~;a~+~];a~+2;... ;an) 
= (a l ; . . .  ; a i - t ;  [ai+l; ai] + [ai; ai+l]; a i+2;. . .  ;a=) = (a l ; . . .  ; ai-1; O; a~+2;... ;a~) = O. 
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b) Supposons n _> 3 et soit e = (titi_~)3; on a, compte tenu du lemme 1, des conditions I et 
II, de l'antisym6trie du crochet et de l'identit6 de Jacobi, 
Q,(a~;.. ;~,,) = 
(a l ; . . . ;a i _2 ;a i _ l ; [a i+ l ;a i ] ;a i+2; . . . ;an)  + (a l ; . . . ;a i -2 ; [a i+ l ;a i -1 ] ;a i ;a i+2; . . . ;an)+ 
(a l ; . . .  ;el-2; ai+l;  [ai; a i - l ] ;  a i+2; . . ,  an) -~- (al; . . . ; ai-2; [ai; ai+l];  a i -1;  a i+2; . . .  ;an)+ 
(a l ; . . .  ;a i -2 ;a i ;  [a i -1 ;a i+ l ] ;a i+2; . . .  ;an) -+- (a l ; . . .  ;a i -2 ;  [a i -1 ;a i ] ;a i+ l ;a i+2; . . .  ;an) -~ 
(el ;  • ;ai -2;[ai-1;ai] ;ai+l;ai+2;.  ;an) -- (e l ; . . .  ;a i -2;a i+l ; [a i -1;a i ] ;a i+2; . . .  ;an)+ 
(al;  • ; a{_2; [a{; a{+~]; ai-1 ;a{+2;. ;a~) -- (e l ; . . .  ;a{_2; a{_~ ; [a/+~;a,]; a{+2;. . .  ;an)+ 
(a l ; . . ;a i -2 ; [a i+ l ;a i -1 ] ;a i ;a /+2; . .  ;an) - - (a l ; . . . ;a i -2 ;a i ; [a i+ l ;a i -1 ] ;a i+2; . . . ;an)= 
(a~;. .  ;~_~; [[~-~;ad;~+~];a~+~;... ;a~)+ 
(a l ; . . .  ; ai-2; [ [a i ;a i+ l ] ;a i -1 ] ;a i+2; . . .  ;an)+ 
(a l ; . . . ;a i -2 ; [ [a iw1;a i -1 ] ;a i ] ;a iw2; . . . ;an)  -~ 
(e l ; . . .  ; ai-2; [[ai-1; a~]; ai+l] + [[ai; ai-~l]; ai_l] ~- [[ai+l; ai_l]; ai]; ai-t-2; . . . ;an) = 
(a~; . . .  ; ai-2; O; ai+2; . . . ;an) = O. 
C) Supposons n > 4 et soit e = (ht~_,)  ~ avec ~, _> 2; on a, compte tenu du lemme l, des 
conditions Ie t  II et de l'antisym6trie du crochet, 
Qe(a l ; . . . ;an)= 
(a l ; . . .  ; ai_~,_l; ai_~,; a~-u+l;  ai-~,+2;. •• ; a i _ l ;  [ai+~;ai];a~+2; 
(a l ; . . .  ; a i -~- l ;  [ai-u+l;ai-~]; ai-u+2; •. • ; ai-1; ai+l ;  ai; ai+2; 
• • .  ; an)+ 
. . .  ;a~)+ 
(al;  • • • ;a~- , - l ;a i -u+l ;a i -u ;  a i - ,+2; . . .  ; a~- l ;  [ai; ai+l];  a i+2; . . .  ; an)+ 
(a l ; . . .  ; ai-~,-1; [ai -~;ai-u+l];ai -v+2;.  ;a i -1 ;a i ;  a i+ l ;a i+2; . . .  ;an) -= 
(a l ; . . .  ;a i -v -1 ;  ai-~; ai-~,+l; a i -~+2; .  • a i -1;  [a~+l; a~]; a~+2;. . .  ;an)-- 
(al;  • • • ; a~-~,_~; a~_,+ ~; a~_~,; a~-~,+2; • • ; a~- l ;  [a~+l ; a~]; a~+2;. •• ; a~)+ 
(a l ; .  •. ; a~-~,-~; [a~-~,+l; a~-v]; a~-, ,+2; . . .  ; a i -1;  a~+l; a~; a~+2;. . .  ; a~)--  
(al;  • • • ; ai-~,-1; [a i -~+l ; a~_,]; a i -u+2; • •. ;ai-1; ai; ai+l ;  ai+2; • • • an) = 
(a l ; . .  • ; a~-~,-1; [a~-~,; ai-~,+l]; a~-~,+2;.. .  ; a~- l ;  [ai+l; ai]; a~+2;. . .  ;an)+ 
(a l ; . . .  ; ai-~,-1; [a l -v+l ;a i - , ] ;a~-v+2; . . .  ; a~- l ;  [a~+l;ai];ai+2;... ;an) = 
(e l ; . . .  ; a i -u -1 ;  [ai-~,; a~-u+l] -+- [a~-~+~;ai-~];... ;a i -1 ;  [ai+l;ai];ai+2;.. .  ;an) -= 
(a l ; . . .  ; a~-~,-1; O; a i -~,+2; . . .  ; a~- l ;  [ai+~; a~]; a~+2;. . .  ;an) ----- O. 
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Corollaire : Avec les notations et les hypothkses des lemmes i et 3 on a 
2) Q . . . .  = = Q~.  
Soit un entier n > 2. Pour toute permutation 7r C Sn et pour tout symbole (a l ; . . .  ;a~) 
de degr6 n on peut d6finir P~(a~; . . .  ;a~) et Q~(a l ; . . .  ;an) en choisissant une d6composition 
de 7r en transpositions 616mentaires t en appliquant les d6finitions pr6c6dentes. Si les symboles 
de degr6 inf6rieur ~ n - 1 satisfont les conditions Ie t  II alors il r6sulte du corollaire pr6c6dent 
que cette d6finition ne d6pend pas du choix de l'6criture de 7r. On notera que P~ (a l ; . . .  ;a,~) = 
(aTr(1) ; • • • ; arc(n)). 
Consid6rons maintenant le symbole 
U= (u j~; . . . ;u j~)  ~ T ~ 
et supposons que les symboles de degr6 inf6rieur h n - 1 satisfont les conditions Iet  II. 
On note U °ra = (u h ; . . .  ; ui~), o~ i l  < . . .  < i~, le symbole de degr6 n d6duit de U par la 
condition que pour chaque h C {1;. . .  ;n} il existe un k E {1; . . .  ; n} tel que ih = jk; autrement 
flit U °~d est le symbole ordonn6 de degr6 n contenant toutes les composantes de U. 
Pour tout entier n _> 1 on d6finit inductivement une application 
de la fa~on suivante. 
On pose (fl = 1Tt. Supposons n > 2 et soit une permutation 7rE S,~ telle que P~U °~a = U; 
on pose 
( fn(U) = U °rd - ( fn- l (QTrU °rd) 
et on &end cette d~finition par lindaritS. 
L'616ment (f~(U) est bicn dSfini; en effet si mutes les composantes de U sont disfinctes alors 
7r est unique; sinon on utilise le lemme 2. 
Lemme4 : Pour tout 1 < i < n -  1 on a 
(f,~(u) - ( fn (P , ,V )  = ( fn -~(O, ,u ) .  
D6monstration : D'apr~s les d6finitions et le lemme 1 on a 
r p U~Or~ U)Ord) ( fn(U)  - ( fn(Pt,  U) = U °ra - ( f~- I (Q ,U  °~u) - ~ t, ) + ( fn - l (Qt ,~(Pt ,  = 
u o~d - ( fn_l(Q~U °~d) - u °r~ + (f~_~(Ot,(e~u°rd)) + ( f~_~(Q~y °~d) = (f,~_x(Ot, U). 
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On peut maintenant construire par induction les 616ments de A. On pose (a) = a pour 
tout a E Z:; la condit ion II est 6videmment satisfaite et la condit ion I est sans objet. Soit un 
entier n _> 2 et supposons que les symboles (al  : . . .  ; a~), satisfaisant les condit ions I et II, ont 
6t6 construits pour tout r _< n - 1. Soit alors n 616ments a l , .  , an E /:; on peut donc 6crire 
ai = E a~j, uj, (a~ ~ K)  pour tout i < i < n; on pose 
j~I 
j l , . . .  ,Jn 
Par exemple pour n = 2 on a 
; a2) ----~ E O/ljl Ot2j2 ~2 ((~Jl ; U J2 )) 
j~ ,j2 
E O~ljlOL2j~('lZJl;'l~J2)-~- E OQjlO~2j2((UJ2;2ZJl)- (['t3'j2;~jl]))= 
Jl _<j2 Jl >J2 
E OLIjO~2j(~J;1ZJ) q- E (O~lj'Ol2j2 q- Oqj20~2jl)(UJ';UJ2) "ff E ( E OZljxOz2j2C}lJ2)(?~i) 
j jl<j2 i jl>J2 
off 1 i es  cjlj2 sont les constantes de structure de l 'alg~bre de Lie Z:. 
Lemme 5 : Pour tout n > 2 les dldments (a l ; . . .  ; an) construits prdcddemment vdrifient les 
conditions Iet  II. 
D6monst ra t ion  : I1 est imm6diat que la condit ion II est v6rifi6e. I1 reste donc h v6rifier la 
condit ion I. Or, pour tout 1 < i < n - i on a, d'apr~s le lemme 4 et l 'hypoth~se de rdcurrence, 
(a l ; . . .  ;a~; a i+ l ; . . .  ;an) -- (a l ; . . .  ; a i+l ;  ai ; . . ,  an) = 
E OQJ''''O~nj~Tn((~Jl;''';~ZJ~))-- E °qJl""anJ"(Pn(Pt'(uJl;'";uJ~))= 
Jl ,...,J~ Jl ,... ,J~ 
))) 
j~ ,...,j~ 
E 0~1j1'' "°znj~n-l(Qt,(uJl;"" ;,o,j~)) : 
j~,...,j~ 
c k E °~ljl ""O~nj~ J'Ji+l ~)n-l((ujl; '" 
k,jl ,...,j~ 
(a l ; . . .  ; [a i ;a i+l ] ;  
[u3, ; uj~+~]; uj,+2 ; . . .  ; u j~))  = 
;uj~_~;uk;uj~+2;...  uy~)) = 
• ;an) .  
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Les applications ~,~ induisent une application surjective qo : T ~ ,4 et l'inclusion 6vidente 
de .4 dans Test  une section de ~. 
On va maintenant munir le module .4 d'une structure multiplicative. Tout d'abord on pose, 
pour toutp >_ 1 et tout q > 1, 
(~ l ; . . - ;u~, ) . (u J~; ' "  ;ujq) = ~p+q( (U~l ; . - . ;%;u J l ; ' - - ;u Jq ) ) ,  
off il < ... < ip et j l  < ...  < Jq, et on 6tend cette d6finition lin6airement par distributivit6. Ceci 
permet alors de ddfinir inductivement ~n ((uil ; . . .  ;ui ,)) .~m ((uj~ ; . . .  ;uj~ )) pour tout n _> i et 
tout m _> 1. 
Lemme 6 : On a 
~,,, ((~,~ ;...  ;~o)).~,~ ((u~ ;.. .  ;uj~)) = ~,,+,,((u~ ;...  ;~,~o ;uj~ ;. . .  ;~j~)). 
D6monstration : Par ddfinition cette formule est vraie pour n = m = 1. Soit deux entiers 
positifs net  rn tels que n + m _> 3 et supposons que la formule est vraie pour toutes les paires 
d'entiers positifs dont la somme est plus petite que n + m - 1. 
Pour simplifier l'6criture on pose (u) = (u~ 1 ; . . .  ; ui,)  et (v) = (ujl ; . . .  ; uj~); on pose aussi 
(u °) = (u) °~d et (v °) = (V) °rd. 
I1 existe des permutations rr • S~ et ~- C Sm telles que P~r(u °) = (u) et P.~(v °) = (v) et on 
a alors ~,~((u)) = (u °) - ~,~_l(Q,~(u°)) et ~,~((v)) = (v °) - qom-l(Q,(v°)). 
On note rr ~ E Sn+m (resp. 7 ~ E S,~+m) l ' image de rc (resp. de 7) par le plongement de S,~ 
(resp. S,~) dans S~+m qui fixe les m derniers ~l~ments (resp. les n premiers 616ments) de la suite 
(1 ;2 ; . . . ;n+m) .  
On a, compte tenu de l'hypothSse de r6currence, 
¢,~( (u) ) .~ ,~( (~) )  = 
~fln+m (('LtOvO)) -- (fin+m--1 (Q~-, (u°v°))  - ¢fln+m-1 (Q~r, (?-t°v°)) + ~fln--1 (QTr (uO)),~m--1 (Q'r (vO)) - 
Maintenant il existe une permutation # E S~+.~ telle que P~(u°v°) °~a = (u°v °) et on a alors 
~o~+,~((u°v°)) = (u°v°) °~d - ¢p,~+m_l (Q,(u°v°)°~d). 
Comme (u°v°) °~d = (uv) °~d on a donc 
~((~) ) .~m((~) )  = 
(UV) °rd -- ~On+m-1 (Q#(~v) °rd) - ~n+m-1 (QT' ( 'a°v°)) - ~n+m-1 (Q1r, ( 'a°v°)) 
+~n_l  ( @r(U°) ) 4Om-l ( Q~-(v°) ) . 
D'un autre cStd la permutation u = 7r'r'# E S,~+m est telle que P~ (uv) °rd -- (uv); on a donc 
~+.~((~))  = (~,~)o~d _ ~+m- i (Q~(~)°~d) .  
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Alors d'apr~s le lemme 1 on a 
~+,~ ( (uv) ) = (uv) °~d - ~n+,~-i  (Q~, (u° v) ) - (Pn+m-1 (Q~-' (u°v°) ) - (p~+,~-I ( Q~, (uv)°~d). 
Or d'aprSs l'hypothSse de r6currence on a 
Vn+m_l ( Qlr,(u°v) ) = (pn_l ( QTr(u°) ).Vm( (V) ) = (pn_l ( QTr(U°) ).( (v O) - qom_l ( Q.c(v°) ) = 
~n+,~_l (Q, , (u°v°) )  - ~pn_l(Q,(u°)) .vm_l(Q~.(v°)) .  
On a donc finalement 
~+m((~,~) )  =
(uv) °~d _ ~,~+m_l(Q.,(u°v°)) + ~,~- l (Q . (u° ) ) .~- l (Q .~(v° ) )  
_~+.~_~(Q~,(~,%0)) _ ~+.~_~(Q.(~)o~d). 
Ainsi on a montr6 que 
On peut ainsi dtfinir sur le module ,,4 une multiplication qui satisfait la condition suivante: 
III. Pour tout n > 1 et tout m _> 1 on a 
(a l ; . . . ;an) . (b l ; . . . ;bm) - - -  (a l ; . . . ;an ;b l ; . . . ;bm) .  
De cette fa~on on munit ,,4 d'une structure d'alg~bre associative; on peut m~me obtenir une 
alg~bre associative unitaire si on introduit la suite vide dans les 616ments de la base. 
L'algSbre .,4 6tant construite on peut ddfinir une application 
cr : £----~ A 
en posant a(a) = (a) pour tout a E £. Cette application est 6videmmentinjective puisque 
a(u~) = (us) et que {(ui)}iei est une base de T 1. Munissant alors ,,4 de sa structure d'alg~bres de 
Lie induite par le crochet de commutation on a d'apr~s les conditions Iet  III, pour tout a, b e £, 
cr([a; b]) = ([a; hi) = (a; b) - (b; a) = (a).(b) - (b).(a) = [(a); (b)] = [cr(a); or(b)]. 
Ainsi crest une reprtsentation fid~le de Z; dans ,,4. Ceci d6montre la premiere partie du th6or~me 
de Witt. 
Soit maintenant a une alg~bre associative et un morphisme d'alg~bres de Lie 0 :/2 ~ a. On 
va montrer qu'il existe un unique morphisme d'alg~bres 0 : .2, ~ a tel que 0 o v, = 0. Ce rtsultat 
dtmontre la deuxi~me partie du th6or~me de Witt et 6tablit aussi l'unicitt, ?t isomorphisme pros, 
de l'alg~bre ,,4. De plus ceci montre que l'alg~bre ,4 construite par Witt est isomorphe ~l'alg~bre 
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enveloppante U(£)  de l'alg~bre de Lie Z;, puisque le couple (,,4; or) satisfait la propri6t6 universelle 
de U(L;). 
Pour d6finir 0 on commence par poser, pour tout p > 1, 
o?a Q < ... < ip et on 6tend cette d6finition lin6airement. Ceci permet alors de d6finir inductive- 
ment 0(~n((u~ 1 ; . . .  ; u,~))) pour tout n ___ 1. 
Lemme 7 : On a 
0(~ ( (~  ;... ; ~,o))) = 0(u ,1 ) . . .  0(~,~). 
D~monstration : Par ddfinition cette formule est vraie pour n = 1. Soit un enfier n > 2 et 
supposons que la formule soit vraie pour tous les entiers inf6rieurs ~t n - 1. 
On utilise h nouveau les notations implifides introduites dans la preuve du lemme 6. 
Si (u) = (ui~ ; . . .  ; ui~ ) il existe une permutation 7rE S~ telle que P~(u °) = (u) et on a alors 
~.((~)) = (~o) _ ~_~(Q~(~o) ) .  
On va montrer que pour tout entier n _> 2 on a 
(,) ~(~,,_~(Q~(~,o))) = 0((~o))_ p~((uo)) 
o~ P~O((u°)) d6signe l'action 6vidente de la permutation 7r sur un produit de n 616ments de 
l'alg~bre a. On aura alors 
0(~On((U))) =- 0((~t0)) -- O(qOn--l(uO))) = Pn0((u°)) = O(Tzit)... O(ui~). 
I1 reste donc ~t v~rifier la formule (,). Tout d'abord d'apr~s l'hypoth~se de r6currence on 
a 6videmment O(p~_l(Q~(u°))) = O(Q,(u°)). Maintenant 6crivons la permutation 7r comme 
un produit tj~ ... tip de transpositions 616mentaires. On a alors, puisque 0 est un morphisme 
d'alg~bres de Lie, 
0(Q~(~o)) = ~ ~(Q~ p~+l. . .~ (uo)) + O(Q~ (~o)) = 
l<k<p-1 
(p~+~ ~ 0((~o)) _ p~,~+~...~j((~o))) + 0((uo)) _ p,~ 0((~,o)) = 
l<k~_p-1 
_p~ ...tjfi((~O)) + O((~0)) = ~((~0)) _ p~O((uo)). 
On peut ainsi dEfinir une application t~ : ,4 ~ a telle que 
0((al ;  . . .  ;as) )  = 0(a l ) . . .  O(a,~) 
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pour tout n > 1. Cette formule, jointe h la condition III, monlxe que 0 est un morphisme d'algSbres 
associatives ton a 6videmment 0o~r = 0. Enfin l'unicit6 du morphisme t7se v6rifie imm6diatement. 
6. Les temps modernes. 
L'~tude du morphisme w : S(9) ~ 9rU(9) vase d6velopper au d~but des armies 1950. 
Darts le tome III, paru en 1955, de son important ouvrage sur la Thdorie des Groupes de Lie 
(voir [Chevalley 1955]) Chevalley attribue ?t Harish-Chandra le fait que si g est une alg~bre de Lie 
sur un corps de caract6ristique z6ro, alors il y aun  isomorphisme lin6aire A : S(g) ~ U(9). I1 
est d6finit de la faqon suivante. La projection canonique ~- : T(9) --+ S(g) induit, pour tout entier 
n > 0, un isomorphisme lin6aire Sin(9) ~ S~(g), off S'n(9) est le sous-espace de Tn(9) form6 
des 616ments sym6triques homogbnes de degr6 n. Les isomorphismes r6ciproques engendrent alors 
un isomorphisme lin~aire ~ : S(g) ~ S~(g), off S'(g) = On>_oStn(g). On pose A = ¢ o i o ~p, 
i : S'(g) ~ T(g) ~tant l'inclusion et ¢ : T(g) ~ U(g) la projection canonique. 
On trouve une autre version de cet isomorphisme clans un cours que Godement a donn6 durant 
l'ann6e acad6mique 1973-1974 et publid en 1982 (voir [Godement 1982]). Soit g l'alg~bre de Lie 
d'un groupe de Lie G. On note U(g) l'alg~bre des op6rateurs diffdrenfiels invariants h gauche 
et S(g) l'alg~bre des fonctions polynomiales sur l'espace vectofiel g* dual de g. On d6finit un 
isomorphisme lindaire/3 : S(g) ~ U(g) de la fagon suivante. Soit {X1; . . .  ;X~} une base de g. 
Les coordonn6es d'un ~l~ment w E g* dans la base duale sont donn~es par les nombres xi = w (X~) 
et pour tout 61~ment p E S(g) on a 
p(ca) = Z ail""iq xil '" "Xiq' 
q,l~il<...~_iq~n 
les coefficients ai~ ...iq 6tant sym6triques, c'est-h-dire ai,(~)...i.(q) = ai~...iq pour toute permutation 
7r de degr6 q, et presque tous nuls. De plus cette 6criture st unique. On pose alors 
/3(p) = , , . . .  • 
q,l<_il,...,iq<_n 
l 'op6ration, 5tant le produit de convolution des champs de vecteurs vus comme des op~rateurs 
diffdrenfiels. 
Si on se souvient que pour 6tablir les r5sultats qui ne sont pas ddmontr6s dans l'article de 
Poincar6 on a dfi introduire la notion de sym6tris~ d'un polyn6me on peut penser que Poincard 
avait dans l'esprit un isomorphisme analogue au pr5c6dent. 
Dans le livre de Chevalley on trouve aussi, sans rdfdrence haucun auteur, une proposition qui 
donne, pour une alg~bre de Lie g sur un corps de caract6ristique z6ro, une base de U(g) ~ partir 
d'une base de g. La d6monstration utilise des considSrations sur les op6rateurs difffrentiels. I1 est 
montr~ aussi que si g est l'algSbre de Li e d'un groupe de Lie connexe G, alors U(9) est isomorphe 
h l'algSbre des opdrateurs diffdrentiels invariants h droite sur l'alg~bre des fonctions analytiques 
sur G. 
Le premier expos~ du s6minaire Sophus Lie est fait par Cartier le 9 novembre 1954 (voir 
[S6minaire Sophus Lie 1955]). I1 a pour sujet le thdor~me de Poincard-Birkhoff-Witt. C'est 
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certainement la premiere fois que ces trois noms sont r6unis autour du r6sultat qui affirme que 
si g est une alg~bre de Lie sur un corps de caract6ristique z6ro alors il existe un isomorphisme 
d'alg~bres a; : S(9) --~ grU(g). 
Pour d6montrer le th6or~me Cartier remarque tout d'abord qu'il est 6quivalent ~l'affirmation 
suivante: 
A) Si {Xa}XeA est une base totalement ordonn~e de g alors 
{¢(XM) ]M E A'~,M croissante, n >_ 0} 
est une base de U (9 ), ot~ X M = x a 1 ®. . .  ® x a, si M = (A1;.. .  ; A,~). 
Pour prouver A) i! proc~de de la faqon suivante. I1 montre tout d'abord que si g est une 
K-alg6bre de Lie libre alors l'application canonique ~r : g ~ U(g) est injective. I1 montre ensuite 
que si K est un corps de caractdristique z6ro et si g est une K-alg~bre de Lie alors le fait que 
l'application canonique a : 9 ~ U(g) soit injeetive implique que l'affirmation A) est vraie pour 
g. Enfin il montre que si h est un id6al d'une alg~bre de Lie get  si l'affirmation A) est vraie pour 
g alors elle est vraie pour 9/h.  Comme toute alg6bre de Lie est le quotient d'une alg~bre de Lie 
libre, l'affirmation A) est donc prouv6e. 
Dans le trait6 sur l'alg~bre homologique de Cartan et Eilenberg paru en 1956 mais dont la 
prdface est dat6e de septembre 1953 (voir [Cartan-Eilenberg 1956]), un chapitre st consacr6 aux 
alg~bres de Lie. Le troisi6me paragraphe contient le thgorkme de Poincar~-Witt qui donne une 
base de l'algbbre nveloppante d'une alg6bre de Lie qui est suppos6e K-libre, K &ant un anneau 
commutatif unitaire. Les auteurs disent que ce r6sultat a 6t6 premi&ement prouv6 par Poincar6 et 
qu'une preuve compl&e, basde sur les m~mes principes, 6tait donn6e plus tard par Witt. 
On trouve ensuite un cours de Dixmier de 1958 (vok [Dixmier 1958]) off il ddmontre le 
thior~me de Birkhoff-Witt: 
Soit {e l ; . . .  ;en} une base d'une alg~bre de Lie g sur un corps K et {ex}:~eA une base de 
T = T(9) (oi~ A est l'ensemble de routes les suitesfinies A d'entiers compris entre 1 et n). Les ea 
tels que A soit une suite croissante ngendrent un sous-espace vectorieI T ~ de T et on a T = T ~ ® J 
oft Jes t  l'id~al bilatOre de T engendrg par l'ensemble { x ® y - y ® x - [x; y] [ x, y E 9}. 
Finalement le chapitre 1 du livre de Bourbaki sur les Groupes et algkbres de Lie para~t en 
1960 (voir [Bourbaki 1960]). Comme on l 'a ddj~t dit on y trouve, sous le nom de tMor~me de 
Poincarg-Birkhoff-Witt, l'affirmation suivante: 
Soit K un anneau commutatif unitaire et soit g une K-alg~bre de Lie; si le K-module 
sous-jacent glg est libre alors le morphisme w : S(9) ---* 9rU (g) est un isomorphisme d'alg~bres. 
La technique de la d6monstration est la mSme que celle que l 'on trouve dans l'ouvrage de 
Cartan-Eilenberg etdans le cours de Dixmier. D'apr~s Cartan-Eilenberg elle est issue d'une id6e 
d'Iwasawa [1948]. 
Voici bri6vement la d6monstration de l'injectivit6 de w; il suffit 6videmment de montrer que 
pour tout entier n _> 0, l'application w~ : S~(g) ~ (9rU(9)) ~ est injective, off (grU(g)) ~ = 
U~(9)/U~-1(9).  On reprend les notations introduites au paragraphe 1. De plus soit {x;~}x~a 
une base totalement ordonn6e de g. Comme pr6c6demment on note XM = xa~ ® ...  ® xx ,  si 
M = (A1;. • • ; A,~) E A '~, et on pose ZM = T(XM); les ZM, pour les suites croissantes M, forment 
une base de S(9). 
Soit ~ E S~(9) tel que a;,~(~) = 0; il faut voir que ~ = 0. Si ~ est repr6sent6 par un 61~ment 
t E T~(9) il faut done montrer que si ~bn(t) E U~-~(9) alors t ~ I. Or si ~b~(t) E U,~-1(9) il 
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existe un 616merit t' E T~- l (g)  tel que ¢~(t'  - t) = 0; donc l'616ment s = t' - t E J M T~(g) et 
est la composante homog~ne de degr6 n de 8. Le fait que t E I r&ulte alors de la remarque, qui 
est la partie techniquement difficile de la preuve, qu'il existe un morphisme d'alg~bres de Lie ~p de 
g dans l'alg~bre des K-endomorphismes de S(9) tel que 
1) ~(X~)(ZM) = Z~ZM si A < Ai pour tout Ai E M 
et 
2) ¢p(x),)(ZM) =-- z~,ZM modSp(g) si M E A p. 
En effet ¢p s'&end en un morphisme d'alg~bres ~ : T(g) -+ Endf f (S(g))  tel que ~'( J )  = 0; on a 
donc ~ (s) = 0 et on en d6duit en particulier que ~'(t)(1) = 0. Mais on peut 6crire t = E XM~ 
l< i<r  
avec M~ E A '~ pour tout 1 < i < r, si bien qu'en appliquant lapropri6t6 1) puis successivement la 
propri6t6 2) ci-dessus on a ~'(t)(1) = E ZM~ + Sn- l (g)  = ~-(t) + S~-l(g).  Ainsi ~-(t) = 0 
donc t E I. 
Le premier texte en anglais off on trouve mentionn6 un th6or~me de structure de U(g) sous 
le nom de thgorkme de Poincard-Birkhoff-Witt est le livre de Jacobson paru en 1962 et bas6 sur 
un cours donn6 ~ Yale durant l'ann6e acad6mique 1959-1960 (voir [Jacobson 1962]). L'6nonc6 
concerne la base de U(9) lorsque g est une alg~bre de Lie sur un corps. La d6monstration est tr~s 
proche de celle de Birkhoff. 
Sous le nom de thdor~me de Birkhoff-Witt on trouve un 6nonc6 analogue darts l'ouvrage de 
Cohn paru en 1965 (voir [Cohn 1965]). La d6monstration est tout h fait dans l'esprit de celle de 
Cartier, mais il note, en citant Cartan-Eilenberg, qu'on peut donner une preuve directe du r6sultat 
ce qui permet de l'6tendre au cas des alg~bres de Lie qui sont libres en tant que modules ur un 
anneau. 
I1 y a aussi des recherches dans une autre direction. 
On dit qu'une alg~bre de Lie g sur un anneau commutatif unitaire K e st spdciale si l'application 
canonique cr : 9 --* U(9) est injective; autrement dit g est sp6ciale si g est fid~lement repr6sentable 
(voir [Cohn 1963, 1965]). 
Tout ce qui pr6c~de montre que si g est un K-module libre, en particulier si K est un corps, 
alors g est sp6ciale. 
I1 y a des alg~bres de Lie qui ne sont pas sp6ciales. Un exemple st donn6 en 1953 par Sir~ov 
[1953]. Cinq ans plus tard Cartier donne l'exemple plus simple suivant (voir [Cartier 1958]; cet 
exemple st repris en exercice par Bourbaki). 
Soit V = F2 a l'espace vectoriel de dimension 3 sur le corps ~ deux 616ments F2; on note 
{Xl; x2; x3} sa base canonique. Posons K = AF~ (V) l'alg~bre xt6rieure de V; c'est une alg~bre 
commutative de dimension 8 sur F2. Soit g la K-alg~bre de Lie de dimension 6 ayant pour base 
les 616ments {el; e2; e3; e12; el3; e23} et dont le crochet est d6fini en posant 
[el; e2] = el~, [el; e3] = ~13, [e2; e~] = e~,  [e~; ~1 = [ej; e,] 
si i > j et tous les autres crochets ont nuls. 
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Soit encore h l'iddal de g engendr6 par l'616ment u = z le l  + x2e2 + xze3. Alors l'application 
canonique c~ : 9/h  ~ U(g/h) n'est pas injective. Pour voir cela notons 7r : g --+ g /h  la projection 
canonique t soit f = ~r o 7r : g ~ U(g/h). Consid6rons l'616ment v = zl:zz2e12 --}- X lZ3e l3  -t- 
z2z3e2a E 9; on peut v6rifier que v ~ h, donc ~ = 7r(v)0 darts 9/h. Maintenant un simple calcul 
qui utilise le fair que f est un morphisme d'alg~bres de Lie et que U(9/h) est un AF~ (V)-module 
montre que f (v)  = f (u)  2. Mais f (u)  = 0 clans U(9/h).  Donc cr(~) = 0. 
On peut r6sumer ce qui est connu au sujet des alg~bres de Lie sp6ciales darts l'6nonc6 suivant: 
Th~or~me : Soit g une algkbre de Lie sur un anneau commutatif unitaire K.  Alors g est 
spgciale dans les cas suivants: 
1) Le K-module sous-jacent ~g est libre (en particulier K est un corps). 
2) K est un anneau principal. 
3) K est un anneau de Dedekind. 
4) K est une Q-algtbre. 
5) Le K-module sous-jacent ~g est sans torsion. 
6) 2 est inversible dans K et on a [z; [7,/; z]] = 0 pour tout z, 71, z E 9. 
Comme on l'a vu tout au long de cet article le cas 1) est dQ h Witt et 5 Birkhoff et mame a Poincar6. 
Bien qu'ils travaillent sur un corps leurs arguments utilisent essentiellement le fait que le module 
est libre. 
Le cas 2) revient ~ Lazard ([1952], [1954]) qui l'obtient en d6veloppant la m6thode de d6monstration 
de Witt. Sir~ov [1953] donne le m~me r6sultat et cite le travail de Lazard. 
Le cas 3) est dQ ~ Cartier [1958]. 
Les cas 4) et 5) se trouvent dans un article de Cohn [1963]. En fait il obtient le cas 5) comme une 
cons6quence du cas 4). 
Enfin le cas 6) est obtenu par Nouaze et Revoy [1971]; on notera que l'exemple de Cartier montre 
la n6cessit6 de faire l'hypoth~se que 2 est inversible dans K.  
Higgins a donn6 un traitement unifi6 des cas 1), 2) et 3) en introduisant un invariant ho- 
mologique inspir6 par des r6sultats de Baer (voir [Higgins 1969]). I1 y a 6galemment d'autres 
g6n6ralisations, qui s'appliquent aussi aux alg~bres de Weyl et ~ des alg~bres de Weyl g6n6ralis6es, 
darts un article de Revoy [1977]. 
L'isomorphisme lin6aire X : S(g) --* U(9) cit6 au d6but de ce paragraphe n'est pas un 
morphisme d'alg6bres. Cependant on peut munir les K-modules S(9) et U(g) d'une structure de 
coalg~bres qui en font des alg6bres de Hopf ([Milnor-Moore 1965], [Bourbaki 1972]). Si K est un 
corps de caract6ristique z6ro on montre alors que A est un isomorphisme de coalg~bres; il induit 
un isomorphisme d'alg6bres de Lie de g sur l'alg~bre de Lie Pr im(U(9) )  des 616merits p.qmitifs 
de la coalg~bre U(9). Plus g6n6ralement Milnor et Moore ont prouv6 que le foncteur algbbre 
enveloppante U et le foncteur primitif P r im 6tablissaient une 6quivalence ntre la cat6gorie des 
alg~bres de Lie et la cat6gorie des alg6bres de Hopf primitivement engendr6es. 
Ces r6sultats ont 6t6 6tendus aux cat6gories diff6rentielles gradu6es par Quillen en 1969 clans 
l'appendice B de sa th6orie de l'homotopie rationnelle (voir [Quillen 1969]). En particulier il 
appelle tMor~me de Poincar6-Birkhoff-Witt le r6sultat suivant: 
Soit L une algkbre de Lie diffdrentielle gradude sur un corps K de caractgristique O. Il y a un 
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isomorphisme d  coalg~bres diffdrentielles graduges 
e: S(L) ---. U(L) 
donmi par 
1 
e(x l . . .x~)  = ~ Z i(x~(1))...i(x~(~)) 
aEZ,~ 
o5 i : L -~ U ( L ) est l' application canonique. 
La d6monstration est dans l'esprit de celle de Cartier puisque Quillen se ramSne au cas off 
L est une algSbm de Lie diff6rentielle gradu6e libre. I1 remarque que sa pmuve montre que mus 
les exemples d'algSbres de Lie sur un anneau qui ne sont pas spdciales doivent avoir lieu en 
caracttristique p > 0. 
En 1989 Loday introduit la notion d'alg~bres de Leibniz et un peu plus tard celle de dig~bres 
(voir [Loday 1993] et [Loday 1995]; pour plus de dttails sur ces thtories voir aussi [Grive12001]). 
Une algkbre de Leibniz est un K-module g, off K est un anneau commutatif unitaire, muni 
d'un crochet [ ; ] : g ® g -~ g, pas n6cessairement antisymttrique, satisfaisant ~ l'identitd e 
Leibniz, qui est une variante de l'identit6 de Jacobi, ~ savoir que pour tout x, y, z E 9 on a 
Ix; [y; z]] = [Ix; y]; z] - [[x; z]; y]. 
Une alg~bre de Lie est 6vidernment une algSbre de Leibniz; inversement h oute algSbre de Leibniz 
g on peut associer une alg~bre de Lie universelle gLie = g/ga,~,~ Off gann est l ' idtal bilat~re de g, 
au sens des alg~bres de Leibniz, engendr6 par l'ensemble {[x; x] Ix E g}. 
Une digkbre est un K-module D muni de deux optrations associatives -t: D ® D ~ D 
et ~-: D ® D ~ D qui satisfont en outre les conditions de compatibilit6 suivantes: pour tout 
x,y,z  EDona 
(xqy)  qz=xq(yF -z ) ,  (xF-y) qz=xt - (yqz)et (xqy)F -z=xF- (y t -z ) .  
Une algSbre associative est trivialement une digSbre; inversement ~  toute digSbre D on peut associer 
une alg~bre associative universelle DA ---- D /D ann o?a D ann est l ' idtal de D, au sens des digSbres, 
engendr6 par l'ensemble {x q y - x F- y I x, y E D}. 
De plus toute dig~bre D donne naissance h une algSbre de Leibniz DL obtenue n posant 
Ix; y] = x q y - y F- x pour tout x, y E D. 
Ainsi les dig~bres jouent, vis-h-vis des algSbres de Leibniz, le m~me rtle que les alg~bres 
associatives jouent vis-h-vis des alg~bres de Lie. 
A route algSbre de Leibniz g on peut associer une alg~bre associative unitaire UL(g) de telle 
faqon que la cattgorie des g-reprtsentations soit 6quivalente h la cattgofie des UL(g)-modules h 
droite. 
Une g-reprdsentation consiste n la donn6e d'un K-module Met  de deux applications lintaires 
M ® g ~ Met  g ® M ---+ M qui v&ifient les conditions uivantes: pour tout x, y E get  tout 
mEMona 
m.[x; y] = (m.x) .y -  (m.y).x, x.(m.y) = (x .m).y-  [x; y].m et x.(y.m) = [x; y] .m-  (x.m).y. 
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L'alg~bre UL(g) s'appelle l' aIg~bre nveloppante d  l'algkbre de Leibniz g. Elle est construite en 
prenant le quotient de l'alg~bre tensorielle T(g G g) par l'idtal bilat~re ngendr6 par les 616ments 
r[~;u ] - r~ry + rvr~ , l[~;y] - l~ry + ryl~ et (ly + ry)l~ pour tout x, y E g (off l~, resp. ru, indique 
qu'on consid&e l'616ment u E g comme un 616ment du premier facteur, resp. du deuxi~me facteur, 
de g (9 g) (voir [Loday-Pirashvili 1993]). 
En utilisant le thtor~me de Poincart-Birkhoff-Witt pour les alg~bres de Lie on dtmontre alors 
le rtsultat suivant, qui est un thtor~me du type Poincart-Birkhoff-Witt pour les alg~bres de Leibniz 
et leurs alg~bres enveloppantes. 
Th~or~me ([Loday-Pirashvili 1993]) : Soit g une alg~bre de Leibniz. Soit gL~ l'algkbre de 
Lie associde ?~ get 7r : g --+ gLie la projection canonique. Supposons que le K-module sous-jacent 
gtg soit plat et que le K-module sous-jacent ? gL~¢ soit libre. II existe alors un isomorphisme 
d'algObres associatives unitaires graduges grU L(g) = SL(Tr). 
I1 faut encore xpliquer la notation SL(Tr); c'est le quotient de l'alg~bre S(gLi¢) ® T(g) par 
I'idtal bilat~re ngendr6 par l'ensemble {w(x) ® y - 1 ® xy Ix, y E g}. On montre que cette 
alg~bre st isomorphe h l'alg~bre obtenue n munissant le module S(gzi~) ® S(gL~) ® g d'une 
structure multiplicative qui est tordue par Faction de bimodules de S(gL~) sur S(gLi~) ® g (voir 
[Loday-Pirashvili 1993], [Grivel 2001])). 
I1 y a aussi une autre faqon de voir les choses. 
A toute alg~bre de Leibniz g on peut associer une dig~bre Ud(g) et un morphisme d'alg~bres 
de Leibniz G : g ~ Ud(g)L de faqon que la propridt6 universelle suivante soit satisfaite: pour toute 
dig~bre D et tout morphisme d'alg~bres de Leibniz f : g ---* DL, il existe un unique morphisme 
de dig~bres f : Ud(g) ~ D tel que f o G = f. 
La dig~bre Ud(g) s'appelle la digkbre enveloppante de l'algkbre de Leibniz g. Elle est 
construite n prenant le quotient de la dig~bre libre DL(g ) par l'idtal J engendr6 par l'ensemble 
{l ® [x;y] ® l -  l ®x®y+ y®x® l lx, y e g}. 
D'une faqon g6n6rale la dig~bre libre DL(V) sur un module Vest  d6finie en munissant le 
module T(V) ® V ® T(V) des op6rations q et F qui sont donn6es par les formules uivantes: 
(02 1 @ V 1 @ 02~) "-I (022 @ V2 ~ 02;) = 021 @ Vl @ 021022V202'~ 
et 
(021 0 Vl ® 02 ) (025 ® ® 02;) = 021v102102 ® ® 02;. 
On peut alors dtmontrer directement, c'est-~-dire sans avoir ecours au th~or~me d  Poincar6- 
Birkhoff-Witt pour les alg~bres de Lie, le rtsultat suivant qui est un thtor~me de Poincart-Birkhoff- 
Witt pour les alg~bres de Leibniz et leurs dig~bres enveloppantes. 
Th~or~me ([Aymon-Grivel 2003]) : Soit g une algkbre de Leibniz telle que le K-module 
sous-jacent h g soit libre, ll existe alors un isomorphisme d  digbbres gradudes f~ : S(gL~) ® g 
grUd(g). 
La structure de dig~bres ur S(gLie) ® g est essentiellement d6finie en prenant le quotient 
de DL(g ) par l' idtal I engendr6 par l'ensemble {1 ® x ® y - y ® x ® 1 Ix, y E g}. (I1 y a 
aussi une preuve d'un r6sultat analogue qui utilise le thdor~me de Poincart-Birkhoff-Witt pour les 
alg~bres de Lie; il ntcessite donc l'hypoth~se uppltmentaire que gLi~ soit un module libre (voir 
[Loday-Pirashvili 1998], [Grive120011)). 
182 P.-P. Grivel 
Comme corollaire on obtient que si g est un K-module libre alors l'application canonique 
cr : g ~ Ud(9 ) est injective. 
Remarquons que les correspondances d6crites pr6c6demment entre les alg~bres associatives 
et les dig6bres d6finissent une paire de foncteurs adjoints. L'&ude de ces foncteurs conduit ~i 
conjecturer ler6sultat suivant (voir [Aymon-Grivel 2002]): 
Soit h une algkbre de Lie. Supposons qu'il existe une algkbre de Leibniz g telle que g soit 
un K-module libre et que gzie soit isomorphe ?t h. Alors iI existe un isomorphisme d'algkbres 
associatives unitaires gradu~es S ( h ) = grU( h ). 
On obtiendrait ainsi un nouveau cas d'une alg~bre de Lie sp6ciale off, comme dans le sixi~me 
cas ci-dessus, la condition porterait sur la structure de l'alg~bre de Lie et non sur la structure de 
l'anneau des coefficients. 
Pour terminer notons que r6cemment Goichot ([2001]) a d6fini la notion de dig~bre de Hopf 
et celle d'616ments primitifs d'une telle dig~bre, ce qui lui permet d'6tendre l th6orSme de Milnor- 
Moore h de nouvelles cat6gories. I1montre n effet que si g est une algbbre de Leibniz sur un corps 
de caract6ristique z6ro alors Ud(9) est une dig~bre de Hopf. I1 obtient ensuite unisomorphisme 
e' : g ® S(9nie) ~ Ud(g) 
de comodules 5 droite sur S(9Lie) et il en d6duit un isomorphisme d'alg~bres de Leibniz de g sur 
l'alg~bre de Leibniz Prim(Ud(g)) des 616ments primitifs de Ud(9). Finallement il prouve que les 
foncteurs Ud et Pr im 6tablissent une 6quivalence entre la catdgorie des alg~bres de Leibniz et une 
certaine cat6gorie de dig~bres de Hopf. 
Bibliographie. 
AYMON (Mathias) et GRIVEL (Pierre-Paul) 
[2003] Un thdorbme de Poincard-Birkhoff-Witt pour les algbbres de Leibniz. Communi- 
cations in Algebra vol 31 n o 2, 2003, 527-544. 
BIRKHOFF (Garrett) 
[1937] Representability of Lie algebras and Lie groups by matrices. Annals of Mathe- 
matics vol 38 n o 2, 1937, 526-532. (Selected Papers, Birkhauser 1987, 332-338). 
BIRKHOFF (Garrett) and WHITMAN (Philip M.) 
[1949] Representation f Jordan and Lie algebras. Trans. Am. Math. Soc 65, 1949, 
116-136. (Selected Papers, Birkhauser 1987, 380-400). 
BOURBAKI (Nicolas) 
[1960] Groupes et alg~bres de Lie, chapitre I. Hermann Paris, 1960. 
[1972[ GroupesetalgJbresdeLie, chapitreslletlIl. HermannParis, 1972. 
CARTAN (Elie) 
[1930] Le troisi~me th~orJmefondamental de Lie. CRAS Paris t. 190, 1930, 914-916. 
(Oeuvres compl&es, Gauthier-Villars 1952, 1143-1145). 
CARTIER (Pierre) 
[1958] Remarques sur le thdorkme de Birkhoff-Witt. Annali della Scuola Norm. Sup. di 
Pisa s6rie III vol XII, 1958, 1-4. 
Une histoire du th6or~me d  Poincare-Birkhoff-Witt 183 
CARTAN (Henri) and EILENBERG (Samuel) 
[1956] Homological Algebra. Princeton University Press, 1956. 
CHEVALLEY (Claude) 
[1955] Th~orie des groupes de Lie, tome III. Hermann Paris, 1955. 
COHN (Paul Moritz) 
[1963] A remark on the Birkhoff-Witt theorem. Journal London Math. Soc. 38, 1963, 
197-203. 
[1965] Universal Algebra. Harper and Row, 1965. 
DIXMIER (Jacques) 
[1958] Alg~bres de Lie (notes r~dig~es par A. Pereira Gomes). Les Cours de Sorbonne, 
1958. 
[1974] Algbbre enveloppante. Edition Jacques Gabay, 1974. 
GODEMENT (Roger) 
[1982] Introduction ?t la th~orie des groupes de Lie. Publ. math. de l'Universit6 Paris 
VII, 1982. 
GOICHOT (Franqois) 
[2001] Un th~orbme de Milnor-Moore pour les algkbres de Leibniz in Dialgebras and 
Related Operads, Lecture Notes in Mathematics 1763, Springer 2001, 111-133. 
GRIVEL (Pierre-Paul) 
[2001] Une introduction aux algkbres de Leibniz. Preprint 2001. 
HIGGINS (Philip J.) 
[1969] Baer Invariants and the Birkhoff-Witt Theorem. Journal of Algebra 11, 1969, 
469-482. 
HARISH-CHANDRA 
[1949] On representations of Lie algebras. Annals of Mathematics vol 50 n°4, 1949, 
900-915. 
[1951] On some applications of the universal envelopping algebra of a semi-simple Lie 
algebra. Trans. of the AMS vo170, 1951, 28-96. 
IWASAWA (Kenkichi) 
[1948] On the representation fLie algebras. Japan. J. Math. 19, 1948, 405-426. 
JACOBSON (Nathan) 
[1935] Rational Methods in the theory of Lie Algebras. Annals of Mathematics vol 36 
n°4, 1935, 875-881. 
[1962] Lie Algebras. Interscience tracts in pure and applied Mathematics n°l 0, 1962. 
LAZARD (Michel) 
[1952] Sur les algkbres enveloppantes universelles de certaines algkbres de Lie. CRAS 
Paris 234 1, 1952, 788-791. 
[1954] Sur Ies algkbres enveloppantes de certaines alg~bres de Lie. Publ. Sci. Univ. 
Alger s6rie A,1, 1954, 281-294. 
LIE (Sophus) 
[1888] Theorie der Transformationsgruppen. Trois volumes, Leipzig 1888, 1890, 1893. 
LODA¥ (Jean-Louis) 
[1993] Une version non commutative des alg~bres de Lie: les algkbres de Leibniz. 
L'Enseignement math6matique 39, 1993, 269-293. 
184 P.-E Grivel 
[1995] Alg~bres ayant deux opdrations associatives (digkbres). CRAS Paris t. 321 strie 
I, 1995, 141-146. 
LODAY (Jean-Louis) and PIRASHVILI (Teimuraz) 
[1993] Universal envelopping algebras of Leibniz algebras and homology. Math. Ann. 
296, 1993, 139-158. 
[1998] The tensor category of linear maps and Leibniz algebras. Georgian Math. J. 5, 
1998, 263-276. 
MILNOR (John W.) and MOORE (John C.) 
[1965] On the structure of Hopfalgebras. Annals of Mathematics 81, 1965, 211-264. 
NOUAZE (Yvon) et REVOY (Philippe) 
[1971] Un eas particulier du thdorkme de Poincard-Birkhoff-Witt. CRAS Paris t. 273 
strie A, 1971, 329-331. 
POINCARE (Henri) 
[1899a] Sur les groupes continus. CRAS Paris t. 128, 1899, 1065-1069. (Oeuvres 
completes t. III, Gauthier-Villars 1965, 169-172). 
[1899b] Sur les groupes continus. Cambridge Philosophical Transaction vol 18, 1899, 
220-255. (Oeuvres completes t. III, Gauthier-Villars 1965, 173-212). 
QUILLEN (Daniel) 
[1969] Rational Homotopy Theory. Annals of Mathematics 90, 1969, 205-295. 
REVOY (Philippe) 
[1977] Algbbres enveloppantes des formes altemges et des algObres de Lie. Journal of 
Algebra 49, 1977, 342-356. 
SIRSOV (A.I.) 
[1953] On the representation f Lie ring as associative rings. (In Russian) Uspehi Matem. 
Nauk (N.S.) 8 n°5 (57), 1953, 173-175. (Mathematical Reviews vol 15, 1954, 596). 
SEMINAIRE SOPHUS LIE 
[1955] Th~orie des Alg~bres de Lie, topologie des groupes de Lie. E.N.S. Pads, 1955. 
TON THAT (Tuong) and TRAN (Thai-Duong) 
[1999] Poincard's proof of the so-called Birkhoff-Witt theorem. Revue d'histoire des 
math6matiques 5, 1999, 249-284. 
WEYL (Hermann) 
[1934] The Structure and Representation fContinuous Groups. Lithographed notes by 
R. Brauer of Weyl's lectures at the Institute of Advanced Study, Princeton, 1934-1935. 
WrIT (Ernst) 
[1937] Treue Darstellung Liescher Ringe. J. reine angew. Math. 177, 1937, 152-160. 
(Collected Papers, Springer 1998, 195-203). 
[1953] Treue Darstellungen beliebiger Lieseher Ringe. Collectanea Math. 6, 1953, 
107-115. (Collected Papers, Springer 1998, 204-211). 
[1956] Die Unterringe der freien Lieschen Ringe. Math. Z. 64, 1956, 195-216. 
(Collected Papers, Springer 1998, 254-275). 
Received: 08.10.2003 
