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Abstract In this paper, a scalable h igh e fficient pro toco l based on tree over lay netw ork topo logy H FTM ( H ie rarchical F ibonacci T ree
M ulticast) is proposed fo r app lication layerm ulticastIt adopts the idea of layer ing and c lustering to construct allmu lticast group members into
a specia l h ie rarch ica l arch itecture. Dur ing the cluster ing fo rma tion, it fu lly cons iders the underlying netw ork topo log ica l properties and avo ids
a ll po ssib le data packet deliver ing on costly links to reducemu lticast de layIn add ition, group members are constructed to an e fficient F ibonacc i
m ulticast tree utilizing a nove lmu lticast a lgo rithm based on F ibonacc iSer ies, and the tree is used to carry on the intrag roup m ulticast. The sim
ulation show s tha t the consideration of underly ing netwo rk topo log ica l properties and the construction o f F ibonacc im ulticast tree im prove the
de lay perform ance o f the nove lHFTM protoco.l
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0 引 言
组播是一种高效的一对多数据传输应用。传统的 IP组播
是对 IP网络层协议的扩展 [ 1], 目的是支持面向组 ( g roup)的高
效通信或网络层的高效多点数据传输。然而由于 IP组播在技




Chu为代表的研究者提出了应用层组播 ALM ( App lication layer





将 IP组播与应用层组播的数据传输方式进行比较, 如图 1
所示,图中 1, 2, 3, 4为主机, A, B为路由器, 红线和箭头代表数
据包的发送方向。图 1( a )为 IP组播, 1为发送者,数据包从 1
到 A, 再由 A转发给 2和 B, B再将收到的报文转发给 C和 D。













( 1) 本地区域 ( local area ) 由直接连到同一个路由器的
主机或通过几个本地网络部件 (比如 hub)连接起来的主机以及
连接它们的本地网络资源 (如物理链路 )所组成的区域。
( 2)骨干区域 ( backbone area ) 由连接组成员的路由器以
及路由器之间的其他网络资源 (比如物理链路 )所组成的区域。
在我们的设计中, 假定存在一套聚集点集合 RPS= { RP0,





先根据 local area的定义将整个组成员划分为不同的 local a rea,
然后对每个 loca l area内的组播组成员进行层 ( layer)和群 ( c lus
te r)的划分。
1. 1 多层次组播拓扑构建
1. 1. 1 c luster和 layer的构造
为了构造一个 c luste r, 首先需要在 RPS中选择一个合适
RPr, RP r被选出之后, 就要从组中随机选择一个主机, 这个主机
被称作 FM ( first member)节点, 然后 RPr将本地成员列表发送
给 FM节点, FM从成员列表里选择与自己距离最近的主机划分
到自己的 c luster里。这样的选择过程持续进行, 直到 cluster的
大小达到上限为止。




低层 L0进行 cluster的划分, 每个 c luste r拥有一个 cluster leader,
然后 L1层上所有的 cluster leader构成了 L2层,继续采用上述相
同的群划分方法来对 L2层上的成员进行群划分, L2层上所有
的 c luster leader构成了更高一层 L3, 依此类推直到最后一层上
只剩一个节点。对于每个 loca l a rea, 最后都要选择一个 loca l
core来作为一个 local area的代表,也是每个 loca l area中最高层
上唯一出现的成员, 然后,所有的 local core继续构成后面的 lay
er和 c luster。
c luster leader负责将内部主机要发送的数据包发送给本




1. 1. 2 成员维护
H FTM采用阶段性的更新消息来跟踪组成员的变化, 在
H FTM中, 每台主机只和它的直接上游成员和它的直接孩子成
员之间建立维护路径。因此 HFTM 所创造的维护代价比 NICE
要少的多。
( 1) 新成员加入 当有新主机 v想加入组播组时, 首先查
找离 v最近的聚集点 RPr, 并向它发送 JO IN REQ消息, 然后聚
集点 RPr在自己的 loca l core列表里找到离 v最近的 loca l core
(用 l表示 ), 并将 v的加入通知 l , 接着 l检查自己在所有 layer
上的 c luster成员列表, 选出离自己最近的 cluster成员, 以决定
将主机 v加入到哪一个 c luster中。HFTM中 lo ca l co re的存在使
得这个过程中的维护代价大大减少, 因为它不像在 N ICE中那
样,新加入的主机需要在每一层上分别查询离自己最近的成员。
新主机加入正确的 cluster之后, cluster的成员数目就增加了,用
K 表示之前的成员个数, { f i }是 1. 2节定义的斐波那契序列, 满
足 fn  K  fn+ 1,新的尺寸记为 K new ,如果 K new  fn+ 1,则只需将新
加入的主机简单连到 leader之上即可, 而一旦满足 K new ! fn+ 1,
就需要在包含新加入成员在内的所有 c luste r成员范围内选择
新的 leader, 并构造一棵新的斐波那契组播树。
( 2) 成员离开 当某台主机 H要离开现在所在的组播组,
它需要发送一条 Rem ove消息给 leader, 然后 leader计算当前






相对于 N ICE[ 4]采用串行方式由 leader负责将数据轮流发
送给其他的 c luster成员, 由于延迟比较大, 效率不高, HFTM 提
出了改进,采用不同的组播路由方式。
在 c luster外部, H FTM按照上节提到的含 layer和 cluster的
层次化结构进行路由。即主机将数据发送给所在 cluster的
cluster leader,然后 cluster leader除了负责将数据发送给本 c lus
ter内的成员之外, 还负责发送给它在上层所在的 c luster的 c lus
ter leader, 依次传递直到数据传送到所有的组播成员为止。
在 c luster内部, H FTM协议引入了一个新颖的基于斐波那
契序列的组播算法 [ 7]。首先构造 c luste r成员序列:
( 1) 如果 c luste r内部的成员都属于同一个 local area, 则将




( 2) 如果 c luste r内部的成员属于不同的 lo ca l area,则采用
不同的方法来确定成员权值。每个成员 m i要维护两个参数, 一
个是 ni,即成员 m i所属的 local area内的成员数目,另一个是 d i,





+ ( 1 - )
d i
dmax
其中参数 nmax表示 c luster中拥有的 n i的最大值, dm ax表示 d i的最
大值,参数 是一个平衡因子,用来决定给延迟距离多大的比重。
在构造好新的参数 w i之后,将此参数的值作为成员m i的权值,然
后根据 w i值的大小以递增顺序将成员构造成一个成员序列。
将 c luster成员成功构造成一个序列之后, 就开始用基于斐
波那契序列的组播算法来构造组播树。该算法利用下面定义的




f0 = 0, f1 = 1 fn = fn- 1 + fn- 2 if n ! 1
下面给出基于斐波那契组播算法的具体描述:
算法 1(基于斐波那契序列的组播算法 [ 7] ):








是 cluster leader, 充
当源节点, d s%  。序列  中的成员数目是 K,而且 K 满足 fn  
K  fn+ 1。
输出:一棵由  中成员所构造的组播树。
1) 如果 K = 2, d s将数据包传送给目的节点;
2) 如果 K > 2, 将序列  划分为两个子序列  1和  2, 其中
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源要属于较大的一个子序列, 使较小的子序列包含 fn - 2个成员;





















{  1 = #d1, d2,  , dK- fn- 2∃;  2 = #dK - fn- 2+ 1, dK -fn- 2+ 2,  , dK ∃; }
2. 2) 如果 ( s! fn- 2 ) {源 d s先将数据包传给 d1,然后 d1负责
子序列  1内的组播, d s负责子序列  2内的组播; }


















和从 dK - fn- 2+ 1到子序列  2的组播 )。
在对基于斐波那契序列的组播算法的组播路由性能的分
析,得出要将一份数据包从一个源节点组播到 K 个成员所需要
的时间为 ! ( log2K ) ,表明它是一种高效的应用层组播协议。
2 模拟实验与分析
我们采用著名的网络模拟工具 NS 2 [8]来进行模拟实验。
2. 1 实验设计
实验所用的骨干网是著名的 M CI ISP骨干网,包含 19个路
由器,组播组中的主机直接或间接连接到这些路由器上。在模
拟实验中, 将骨干网内的链路带宽设为 1000M bps, 局部区域内
链路带宽设为 100M bps。另外 ,将骨干网内每条链路的链路代
价设为介于 400和 600之间的一个随机整数, 局部区域内每条
链路的代价设为介于 40和 60之间的随机整数, 模拟所用的通
信量是一个流速为 1. 5M bps的 M PEG 1媒体流。
在模拟实验中,我们对 N ICE、CAN based m ulticast和 HFTM
这三种应用层组播协议进行了性能比较。比较过程的几个参数
定义如下: 1)平均端到端延迟 AED( Average End to end De lay ):
为从一个源到整个组播组成员的端到端延迟总和与组播组成员
数目的比值; 2)平均链路压力 ALS ( Average L ink Stress): 它的
定义是同一份数据包拷贝在底层链路上传输的总次数与链路数









图 2 单源情况下三种协议的 AED性能比较
图 3 单源情况下三种协议的 ALS性能比较
图 4 单源情况下三种协议的 AC S性能比较
由于 HFTM 在划分 c luste r的时候考虑了底层网络拓扑特
点 ,引入了一个 local area的概念, 大大减少了在代价昂贵的链
路上数据传输的机会。另外斐波那契组播树的构造也转移了




情况下, 对 N ICE、CAN based m ulticast和 H FTM 三种协议在
AED、ALS和 ACS性能上进行比较, 得出了和单源情况下一致
的效果。并对三种协议的链路特征进行了比较,具体见表 1。
表 1 CAN based multicast, N ICE和 HFTM
三种协议在链路特征上的比较
协议名称 ALS 使用链路数目
CAN based m u lticast 1. 464 197
NICE 3. 122 130




构 ,采用划分 layer和 c luster的思想, 同时在划分 cluster的时候
考虑主机的实际物理位置, 充分利用底层网络特征减小数据在
昂贵链路上的传输概率以降低组播延迟。另外, H FTM采用基
于斐波那契序列的组播算法来将 c luste r内部成员构造成一棵
有效的组播树进行组播路由也减小了 cluster内的组播延迟。
除此之外, H FTM的整体树高度也由于 cluster大小的增加而进
一步降低使得组播路径变短。以上的种种因素都大大改善了
HFTM的组播延迟性能。我们采用 NS 2的模拟实验将它与两







( 1) 首先将 M ATLAB Add in宏加入到 VC + +中;
( 2) 之后需要设置 VC + +运行环境, 通过 ! Too ls- > Op





同时将 M ATLAB的链接库添加到 VC 中。从 ! Tools - >
Options- > D irector ies∀中 ! Show d ire ctor ies fo r: ∀下拉框里选择
! L ibrary files∀,然后再在 ! Director ies∀项中添加环 境变量。
F: M ATLAB6P5EXTERNLIB
F: M ATLAB6P5EXTERNLIBW IN32
F: M ATLAB6P5EXTERNLIBW IN32M ICROSOFTM SVC60
上述为 VC + +编译 M ATLAB的 m 文件生成 C代码的环
境。同时为了编译 JN I的 h文件,还须通过菜单 Too ls.和 Pro ject
添加如下头文件和库文件搜索路径:
D: JBU ILDER6 JDK1. 3. 1INCLUDE
D: JBUILDER6 JDK1. 3. 1INCLUDEW IN32
( 3) 由 VC+ +生成 DLL ;
( 4) 脱离 M ATLAB环境运行的支持文件。为了在没有安
装 M ATLAB应用软件的环境下, 能够使用其功能的 DLL, 须在
运行此 DLL的目录中添加一些文件, 而这些文件可以通过工具
栏中的 !M ATLAB Add- in Package r∀获得。按照此工具默认的
































软件的可靠性。基于 JN I的 M ATLAB二维图形显示, 极大地拓
展了 M ATLAB的应用范围, 并同时也深化了 JAVA和 M ATLAB
的应用能力 ,大大提高了船舶数字化平台的数据可视化能力, 使
得我们开发的系统有了质的飞跃。
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