Abstract
The fundamental concept of fuzzy reasoning was first introduced by Zadeh [35] in 1973 and since then, its use in engineering disciplines has been widely studied. One of the most important motivations 3 for building up a fuzzy model is to let users gain a deep insight into an unknown system through the easily understandable fuzzy rules. Another main attraction undoubtedly lies in the unique characteristics 5 that the fuzzy logic systems possess. They are capable of handling complex, nonlinear, and sometimes mathematically intangible dynamic systems. However, when the fuzzy rules are extracted by the traditional 7 learning methods, there is often a lack of interpretability in the resulting fuzzy rules. Consequently, two common problems are found: (1) the number of rules is usually larger than necessary, and (2) the 9 topology of the fuzzy sets is inappropriate. So there is always a trade-off between the interpretability and the accuracy of the fuzzy model constructed from sampling data. Recently, attentions have been 11 increasingly paid to improve the interpretability of fuzzy systems, and several approaches have been proposed [4, 14, 15, 17, 18, [24] [25] [26] [32] [33] [34] . Genetic algorithm (GA) is one of such techniques that received 13 a lot of attention owing to its parallel characteristics and its ability in searching for optimal solutions in irregular and high-dimensional solution spaces. 15 In this paper, we propose a new and efficient approach to construct first-order TS fuzzy models from data, considering both their accuracy and interpretability. First, we use the fuzzy clustering method to preprocess 17 the sampling data and to form the rule antecedents of the initial model. Then, the recursive least square (RLS) method is applied to determine the rule consequents. Thus, a reasonably good initial model instead 19 of random ones is first obtained for the GA. We will then use the multi-objective hierarchical genetic algorithm (MOHGA) to generate the optimized fuzzy models. In this step, we apply the hierarchical 21 chromosome formulation so that it can perform the simultaneous optimization of the rule antecedents and the number of rules. Then we use the RLS method instead of GA to compute the rule consequents. Thus, 23 it can greatly improve the search efficiency of GA and exploit the training data in a more effective way. When comparing our simulation results with those of other approaches in the literature, it shows that the 25 combination of MOHGA and RLS is a very effective approach to obtain interpretable TS fuzzy models of high accuracy. In order to reduce the burden of the GA optimization, we apply an interpretability-driven 27 rule base simplification (IDRBS) method to the newborn individuals during evolutionary optimization to reduce the redundancy of the fuzzy rule base. 29
The paper is organized as follows. Section 2 discusses the interpretability issues of fuzzy systems. The generation of an initial fuzzy model is given in Section 3. Then the proposed multi-objective hierarchical 31 genetic algorithm and the interpretability-driven rule base simplification method are introduced in Section 4. In Section 5, we compare the proposed approach with existing methods on four examples taken 33 from the literature: a synthetic nonlinear dynamic system, a nonlinear static system, the Lorenz system and the Mackey-Glass system. Comparative simulation results demonstrate that the proposed approach 35
can obtain fuzzy models with better interpretability and with comparable or higher accuracy. Finally, Section 6 draws the conclusion. 37
Interpretability of fuzzy systems
A good method for constructing fuzzy models should not aim to find the best approximation of data only, 39 but to extract knowledge from sampling data in the form of fuzzy rules that can be easily understood and interpreted. Interpretability (also called transparency) of fuzzy systems has not received much attention 1 in the field of fuzzy modeling until the last few years. One reason is that most researchers believe that fuzzy rules are always easy for human beings to understand. However, it is not necessarily true especially 3 for complex systems. In the following, we will discuss some important concepts about the interpretability of fuzzy systems. 5
Completeness and distinguishability
The discussion of completeness and distinguishability is necessary if fuzzy systems are obtained by 7 automatically learning from data. The partitioning of fuzzy sets for each fuzzy variable should be complete and well distinguishable. The completeness of fuzzy systems means that for each input variable, at least 9 one fuzzy set is fired. We formulate this idea with the following definition. 
where U i is the universe of x i , n is the dimension of the input vector. 15 The concepts of completeness and distinguishability of fuzzy systems are usually expressed through a fuzzy similarity measure in the literature [4, 10, 19, 28] . This similarity measure can be interpreted in many 17 different ways depending on the context of the application. However, one important definition given in [28] is that similarity between fuzzy sets as the degree to which the fuzzy sets are equal. Based on the 19 similarity measure, three kinds of similarities can be identified: (1) similarity between two fuzzy sets for a given fuzzy variable; (2) similarity of a fuzzy set to the universal set U (u U (x) = 1, ∀x ∈ X); 21 and (3) similarity of a fuzzy set to a singleton set. We will present the interpretability-driven rule base simplification method to manage these three kinds of similarities in Section 4. In fact, if the similarity of 23 two neighboring fuzzy sets is zero or too small, it means that the fuzzy partitioning in this fuzzy variable is incomplete or the two fuzzy sets do not have enough overlap. On the other hand, if the similarity is too 25 big, then it indicates that the two fuzzy sets overlap too much with each other and the distinguishability between them is poor ( Fig. 1) . 27
In the following, let A and B be two fuzzy sets of fuzzy variable x (on the universe U ) with the membership functions u A (x) and u B (x), respectively. The symbol s represents the similarity value of 29 (1) Non-overlapping fuzzy sets should be considered totally non-equal, s = 0. 3
(2) Overlapping fuzzy sets should have a similarity value s > 0. 5
(3) Only equal fuzzy sets should have a similarity value s = 1. 7
(4) Similarity between two fuzzy sets should not be influenced by scaling or shifting the domain on 9 which they are defined:
We use the following similarity measure which satisfies the above four criteria to determine the simi-11 larity between fuzzy sets: 
Another form in [25,26] is described as
on a discrete universe U = {x j | j = 1, 2, . . . , m}. ∧ and ∨ in Eq. (8) are the minimum and maximum operators, respectively. In our approach, we use the latter to calculate the similarity of fuzzy sets because 21 it is computationally simple and effective. However, using the similarity measure does not necessarily guarantee a sound evaluation of the dis-23 tinguishability of fuzzy systems in the cases where a fuzzy set covers another fuzzy set. In Fig. 2(a) -(c), we can see that the similarity between A and B is moderate, but the fuzzy sets distribution of A and B 25 is bad because the definition domain of A covers that of B. We use the term covering to describe these 1 cases and it is defined as follows. 
Definition 2.2 (Covering
where U is the universe of x, u A (x) and u B (x) represent the membership functions of fuzzy sets A and 5 B, respectively.
We will discuss the covering issues with the aid of the trapezoidal membership functions. This is 7 because other types of membership functions can also be easily transformed to the trapezoidal type such as the triangular and Gaussian membership functions. Let the parameter vector [a1, a2, a3, a4] represents 9 the membership function parameters of fuzzy set A and [b1, b2, b3, b4] of fuzzy set B (Fig. 2(d) ), where a1 is the lower bound of the support of the fuzzy A, a2 is the left center, a3 is the right center and a4 is 11 the upper bound. We define the following terms to describe the degree of covering between fuzzy sets A and B. 13 Definition 2.3 (Complete covering). Fuzzy set A completely covers fuzzy set B if the following conditions are satisfied ( Fig. 2(b) 
For fuzzy systems with good interpretability, it is preferable that one fuzzy set does not cover another 5 one. In Section 4, we will discuss how to use the similarity value and the covering ideas to simplify the rule base of the fuzzy systems. 7
Non-redundancy
To improve the interpretability of fuzzy rules, it is also needed to reduce the redundancy of fuzzy rule 9 base. In [7] , a rule is said to be redundant with respect to the rule base if it brings nothing new to the rule base. From a computational point of view, it is important to improve the non-redundancy of fuzzy 11 rule base since redundancy will sometimes lead to useless computations. In our work, non-redundancy of the rule base is based on the similarity degree among fuzzy rules. 13 Definitions about the similarity among fuzzy rules are given in [19] . The similarity of rule antecedents (SRA) and the similarity of rule consequents (SRC) are calculated with the help of aforementioned fuzzy 15 similarity measure. Considering two rules in the rule base: Then SRA and SRC of these two rules are defined as follows: 17
19
Since we apply the Takagi-Sugeno (TS) fuzzy system [30] and use the recursive least square method to obtain the rule consequents, we do not consider the SRC and use the following form to calculate the 21 non-redundancy value among the fuzzy rules:
23
One characteristic of the above definition of non-redundancy is that the degree of non-redundancy tends to be high, if the antecedents of the two rules are very different. If the non-redundancy value of the two 25 rules is equal to zero, it means that the antecedents of these rules are the same. So we can eliminate one of them from the rule base resulting in a more compact fuzzy system. We apply Eq. (15) is applied to 27 compute the non-redundancy value for the following two reasons: (1) it is easy and simple to implement, and (2) the other is that with Eq. (38), which is a maximum problem to reduce the similarity degree 29 
Compactness
A compact fuzzy system means that it has the minimal number of fuzzy sets and fuzzy rules. In addition, 5 the number of fuzzy variables is also worth being considered. In this paper, we only consider the following two issues: the number of fuzzy sets and the number of fuzzy rules for evaluating the compactness of 7 fuzzy systems. A compact fuzzy system is always desirable when the number of input variables increases.
Utility 9
We noted that even if the partitioning of the fuzzy variables is complete and distinguishable, it is not guaranteed that each of the fuzzy sets be used by at least one rule. We use the term utility to describe 11 such cases. If a fuzzy system is of sufficient utility, then all of the fuzzy sets are utilized as antecedents or consequents by the fuzzy rules. Whereas, a fuzzy system of insufficient utility indicates that there 13 exists at least one fuzzy set that is not utilized by any of the rules (Fig. 3(b) ). In our proposed approach, we will impose some constraints on the hierarchical chromosome to guarantee the sufficient utility of 15 fuzzy systems.
Initial fuzzy model 17
In our proposed approach, we use the fuzzy clustering method to form the rule antecedents of the initial TS fuzzy model, then we apply the recursive least square method to specify the rule consequents. 
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The choice of the function g i depends on the application being considered. The first-order TS model is 1 very common and effective: 
where R is the total number of rules, u i is the fire-strength, also called weight of the ith rule: 7
∧ is the and operator, minimum and product are the most common and operators. 9 The initial fuzzy model is obtained in two steps. First, we use the fuzzy C-means clustering method [1, 10, 13] ber of data pairs. However, fuzzy clustering can be done using the input-output data, input data only, or output data only. In our approach, we want to use all of the available information. We therefore apply 15 the clustering to the product space X × Y. Then we project the fuzzy partition matrix already obtained by the clustering method to each of the input variables and approximate the projections with parametric 17 functions.
Concerning the least square estimation methods, the batch least square (BLS) and the recursive least 19 square (RLS) methods are two common choices. While the BLS method has proven to be very successful for a variety of applications [25, 26] , it is a "batch" method by its very nature [23] . For a small number 21 of sampling data, we could clearly repeat the batch calculation. As more data are gathered, it is almost impossible to compute the inverse of the sampling data matrix X T X. Therefore, the RLS method is selected 23 because it allows us to update the parameter vectors recursively. Considering the TS fuzzy system given by Eqs. (16)- (18), we can rewrite Eq. (18) in the following form: 25
Given 27 
so that 31 9 represents the TS fuzzy system. We use the RLS method to train the parameter vectors : 1
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where k is the time index, 0 k N, is the forgetting factor. We need to initialize the RLS method at the time step k = 0. In our approach we set (0) = 0 and P (0) = aI for some large a > 0 (for example  3 10,000), = 1.
Multiobjective hierarchical genetic algorithm and interpretability-driven rule base 5 simplification method
In this section, we will discuss how to use the multi-objective hierarchical genetic algorithm to obtain 7 good candidates for the data-driven fuzzy modeling. A hierarchical chromosome formulation is used to represent the individual solutions with a rule matrix structure. In each generation, an interpretability-driven 9
simplification method is applied to newborn individuals in order to actively reduce the redundancy of the fuzzy system. Unlike other GA-based methods for generating fuzzy rules, the rule consequents are not 11 involved in the chromosome encoding. Instead we use the RLS method to calculate the rule consequents. This approach has a limitation in that it is only suitable for the first-order TS fuzzy modeling. However, 13 a clear advantage of doing so is that it can save the searching time and fully exploit the sampling data. The flowchart of the proposed approach is shown in Fig. 4 . 15
Individual expression based on the hierarchical chromosome structure
Inspired by the insight of biological DNA structure, a hierarchical chromosome formulation for GA 17 is introduced in [20, 31] . The chromosome consists of the control genes and the parameter genes. The activation of the parameter genes is governed by the value of the control genes. When a control gene 19 is "1", then the corresponding parametric gene is activated. Otherwise, it is deactivated. The hierarchical architecture implies that the chromosome contains more information than that of the conventional 21 GA structure. Hence, it is called hierarchical genetic algorithm (HGA). Fig. 5 illustrates the concept further. 23 Since the HGA is well suitable for solving the topological structure of an unknown system, it is a good candidate for determining the fuzzy membership functions and rules. In our proposed approach, we use 25 the two-level hierarchical structure with restrictions on the control genes and the parameter genes.
Control genes and parameter genes 27
Given c_max, c_min, and the number of control genes are denoted by num_gene, it should satisfy the following conditions: 29 c_ min num_gene c_ max; c_ min, c_ max ∈ N and c_ min > 0.
(25)
In our approach, we set c_max equal to the total number of fuzzy sets of the initial model and c_min equal 31 to the number of input variables, because at least one fuzzy set should remain for each input variable.
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ARTICLE IN PRESS Otherwise, the input variable can be eliminated from the fuzzy system. So strictly speaking, at least one 1 control gene with value "1" should exist in each control domain of the input variables. The concept of control domain is illustrated in Fig. 6 . 3 We apply the Gaussian combinational membership functions (abbreviated as Gauss2mf) to depict the antecedent fuzzy sets, i.e., a combination of two Gaussian functions. The Gaussian function depends on 5 the two parameters, and c, is given by the following: 1
So we use the parameter list [ 1 , c 1 , 2 , c 2 ] to represent one parameter gene, where 1 and c 1 determine 3 the shape of the leftmost curve. The shape of the rightmost curve is specified by 2 and c 2 . The Gauss2mf is a kind of smooth membership functions, so the resulting model will in general have a high accuracy in 5 fitting the training data. Another characteristic of Gauss2mf is that the completeness of fuzzy system is guaranteed because the it covers the universe sufficiently. An example of the relationship between control 7 genes and parameter genes is given in Fig. 7 .
The rule structure coding is important because the size of a fuzzy system is fully specified by the rule structure. When the hierarchical chromosome is used, the number of fuzzy sets may vary from one 3 chromosome to another. So it becomes impossible to set a universal rule table for all chromosomes as the traditional approach. Unlike the work proposed in [20, 31] in which only one rule chromosome is 5 associated with the subgroup specified by the type of control genes, we instead adopt the strategy that a rule structure is embedded in the chromosome. Suppose that there are n input variables and each input 7 variable x i has a maximum number of fuzzy sets M i , then the rule base has at most R = M 1 ×M 2 ×· · ·×M n fuzzy rules. We use a multi-dimensional matrix RM called rule matrix to describe the rule structure. The 9 RM has n dimensions with size
, where the cell value is "1" or "0". The cell with value "1" in RM means that the corresponding fuzzy sets form the antecedents of a 11 rule, whereas the one with value "0" does not form a rule. If RM(. . . , M i + 1, . . .) = 1, then it indicates that the variable x i does not appear in the resulting rule (called incomplete rule in [10] ). Note that the cell 13
should be equal to zero, otherwise, it is meaningless. In order to guarantee the sufficient utility of fuzzy systems, at least one cell in RM corresponding to that active 15 control gene should have the cell value "1". In the following, we will give a concrete example to show the ideas about the rule structure. 17
Example. Considering an individual chromosome of three input variables (x 1 , x 2 and x 3 ) with equally three fuzzy sets for each of them (A ij denotes the j th fuzzy set of the ith input variable), the control genes 19 are given as {1 0 1 1 1 1 0 is sufficient because all of the active fuzzy sets are utilized by rules.
We use the RLS method to calculate rule consequents in our work, thus the coding of consequent 29 structure is unnecessary.
Interpretability-driven rule base simplification 31
In GA, the newborn individuals often introduce redundancy to the rule base leading to bad interpretability of fuzzy systems. Although some individuals representing interpretable rule base may emerge after a 33 certain number of iterations, the searching efficiency of GA is sometimes unsatisfactory. To address this problem, an interpretability-driven rule base simplification method is applied to the newborn individuals 35 in each generation in order to actively reduce the redundancy of the rule base. As we have discussed in the previous section, the completeness and the sufficient utility of fuzzy systems are guaranteed by 37 means of the hierarchical chromosome expression. The simplification method is mainly based on the similarity measure and the judgment of the type of covering. 
Nevertheless, the interpretability-driven simplification method is also applicable to all other types of 5 membership functions besides Gauss2mf. Because the hierarchical chromosome expression is used, the interpretability-driven simplification method is implemented to those active fuzzy sets when the control 7
genes' values are equal to one.
Merging similar fuzzy sets 9
An example of the similarity measure between two fuzzy sets is given as in Eq. (8) . If the similarity value is greater than a given threshold, then we merge these two fuzzy sets to generate a new one. 
The parameters 2 , 3 ∈ [0, 1] determines which of the fuzzy sets A and B has the most influence on C. 15 The threshold for merging similar fuzzy sets plays an important role in the improvement of interpretability. According to our experience, values in the range [0.4, 0.7] may be a good choice. In our approach, we 17 set the threshold to 0.45. Fig. 8 illustrates the case for merging A and B to create C. After merging the similar fuzzy sets, the control genes and the rule matrix should be adjusted accord-19 ingly. If C replaces A and B in the rule antecedents, then the control gene associated with B is set to zero. 21
Removing fuzzy sets similar to the universal set or similar to a singleton set
If the similarity value of a fuzzy set to the universal set U(u U (x) = 1, ∀x ∈ X) is greater than a upper 23 threshold ( U ) or smaller than a lower threshold ( S ), and if this fuzzy set is not the only one fuzzy set of its input variable, then we can remove it from the rule base. In the first case, the fuzzy set is very similar to 25 the universal set. In fact, the latter case is similar to a singleton set. Neither of these cases is desirable for 1 interpretable rule base generation. However, if the fuzzy set is the only one of its input variable, it should be kept in the rule base because for each given input variable at least one fuzzy set should be defined, 3 otherwise this input variable should not be introduced into the fuzzy system. We set U to 0.8 and S to 0.05 in this work. If a fuzzy set is removed, then the corresponding control gene will update its value 5 from 1 to 0 and the rule antecedents associated with this fuzzy set is removed from the corresponding rules. This is done by adjusting the cell value in the rule matrix. 7
Removing fuzzy sets to deal with complete covering
As we have discussed in Section 2.1, using the similarity measure does not necessarily guarantee a 9 sound evaluation of the distinguishability of fuzzy systems due to covering. If fuzzy set A completely covers fuzzy set B, then we should remove B from the rule base in order to maintain the distinguishable 11 distribution of the fuzzy sets. Then the control gene associated with set B is set to zero and B is replaced by A in the corresponding rule antecedents. 13
Merging fuzzy sets to deal with restricted covering
If fuzzy set A restrictedly covers set B, then we use the merging similar fuzzy sets method to create a 15 set C. Fig. 9 illustrates the case for merging A and B to create C.
Adjusting fuzzy sets to deal with relaxed covering 17
If fuzzy set A relaxedly covers set B, then we adjust the membership function parameters according to the relative position between A and B. If set A is in the left of set B, i.e., a 3 < b 2 , the newborn set A * and 19 B * are described as: Case 2: If b 3 < a 2 , then 1
(29) 3 Fig. 10 shows both of these two cases.
Multi-objective hierarchical genetic algorithm 5
The interpretability and performance of fuzzy systems are greatly dependent on the learning algorithm and it is usually impossible to achieve both of aims at the same time. There is often a trade-off between 7 the interpretability and the accuracy of fuzzy models. Thus, it is a kind of multi-objective optimization problems by nature. In other words, we can get only a set of Pareto-optimal solutions of which the 9 improvement in one of the objectives will degrade other objectives. There are a lot of evolutionary multiobjective optimization approaches to solve this problem [5, 6] . Among these approaches, we use the 11
Pareto-based multi-objective genetic algorithm (MOGA) introduced by Fonseca and Fleming in 1993 [9] . Because we use the hierarchical chromosome structure and a number of corresponding operators, we 13 call our approach as multi-objective hierarchical genetic algorithm (MOHGA).
Initial population 15
As previously mentioned, an initial fuzzy model is generated using the fuzzy clustering method, and this is directly copied to the first generation. 
where rand 1 and rand 2 are random numbers in ( It satisfies the topological conditions of Gauss2mf (CONSTRAINT 3).
Crossover operators 11
Considering there are two types of genes in the chromosome, the crossover operation is applied to control genes and parameter genes separately. For control genes, multi-point crossover is applied consid-13 ering the reason of simplicity. Then the rule matrix exchanges the corresponding cell values. Note that the crossover operation may violate CONSTRAINT 1 and CONSTRAINT 2. If a newborn individual does 15 not satisfy these two constraints, then we adjust the control genes and the rule matrix randomly to obtain qualified candidates. As for the parameter genes which are represented in real numbers, BLX-crossover 17 [8] is applied because BLX-(in particularly = 0.5) crossover has turned out to be the best crossover operators for the real-coded GA based on the experiment results reported in [12] . In our approach, we 19 apply BLX-crossover with CONSTRAINT 3.
Mutation operators 21
The mutation is applied to control genes, parameter genes and the rule matrix, separately. Multi-point mutation is applied to the control genes with CONSTRAINT 1 for its simplicity, then we will check if the 23 rule matrix violates CONSTRAINT 2 or not. If CONSTRAINT 2 is not satisfied, we will adjust the rule matrix accordingly. Regarding the parameter genes, Non-uniform mutation is applied [21] with CON-25 STRAINT 3, because it has been demonstrated that Non-uniform mutation is very appropriate for the real-coded GA [12] . In addition, multi-point bit mutation is used for the rule matrix with CONSTRAINT 27 2. The selected cell of the rule matrix for mutation is flipped ("1" or "0") if a probability test is satisfied (a random number is smaller than a predefined rate). In the current work, the hierarchical genetic 29 algorithm is used. As far as the parameter genes are concerned, the typical BLX-crossover operator and non-uniform mutation operator are implemented because of their advantages stated in [12] . We also 31 notice the mutation operators applied in the evolutionary strategies, especially the self-adaptive parameter control mechanisms [11, 27] . The distinguishing feature of self-adaptation mechanism is that the control 33 parameters (different from the objective parameters that define points in search space) are evolved by the evolutionary algorithms, rather than exogenously defined or modified according to some fixed sched-35 ule [3] . The self-adaptation mechanism uses evolutionary learning principles on two levels at the same time: the level of solutions and the level of the search strategy, and works well. We are inspired by such 37
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beautiful ideas and the mutation operators with the self-adaptive parameter control mechanism would be 1 incorporated and explored into our work in the future research.
Multi-objective decision making and Pareto-based fitness assignment 3
In our approach, we consider both the accuracy and the interpretability of fuzzy systems. The accuracy is measured in terms of mean squared error (MSE). Whilst the concept of interpretability is translated 5 into the completeness and the distinguishability of fuzzy sets expressed through fuzzy similarity measure, the non-redundancy of fuzzy rules by means of non-redundancy measure, and the compactness of fuzzy 7 systems expressed in terms of the number of rules and the number of fuzzy sets. Because we have already guaranteed the sufficient utility of fuzzy systems through the chromosome formulation and genetic 9 operators with constraints, we do not incorporate the utility item into the interpretability considerations for fitness evaluation. 11 (a) The objective for accuracy: The MSE is described as follows: 
(b) The objective for completeness and distinguishability:
The similarity measure is given in Eq. (8). We consider two cases about the number of fuzzy sets of input variables: one case is that a variable has 17 only one fuzzy set, and the other is that a variable has more than one fuzzy set. In the former case, we denote:Ŝ = {x i | M a i = 1} where M a i is the number of active fuzzy sets of variable x i . In the latter case, 19Š = {x i | M a i > 1}. For each input variable x i ∈Ŝ, A i is the only fuzzy set of variable x i and U i is the universal set of x i . Two parameters l and u are the desired lower and upper bounds of the similarity 21 measure between the fuzzy set and the universal set. We define the following:
where n is the size ofŜ. In our approach, we set l = 0.4 and u = 0.8. On the other hand, for each input 25 variable x i ∈Š, A i k and A i k+1 are two neighboring fuzzy sets of variable x i . Two parameters low and up are the lower and upper bounds of the similarity measure between fuzzy sets and they are defined as 27 follows:
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where m is the size ofŠ. In our approach, we set low = 0 and up = 0.4. Then the fitness function for 1 completeness and distinguishability evaluation is shown as below:
.
(37) 3
The fitness item fit sim ranges from 0 to 1.
(c) The objective for non-redundancy: In our approach, the non-redundancy value of rule R i and R j is 5
given as in Eq. (15) . Based on this definition, the non-redundancy of fuzzy rule base is evaluated by the following equation: 7
where R is the number of fuzzy rules. It is a maximization problem and the values of fit NRdd range from 9 0 to 1.
The objective for compactness: The compactness of fuzzy systems can be expressed in terms of the 11 number of fuzzy sets fit nFS and the number of fuzzy rules fit nRule :
where n is the number of input variables, M a i is the number of active fuzzy sets for input variable x i and 15 R is the number of rules. Based on the above discussions, the objectives of the multi-criteria in our approach is to find the 17 maxima in Eqs. (37) and (38) and the minima in Eqs. (32), (39) and (40). We will use the MOGA Fitness Assignment Procedure with dynamically updating of the sharing parameter share [6] to assign 19 the fitness among the candidates. In fitness assignment, we will determine the dominance relationship between the two selected solutions by comparing these five objectives. This procedure requires O(MN 2 ) 21 comparisons, where N is the size of population and M is the number of objectives, i.e., M = 5 in our approach. For comparison, we pre-define the preference over these five objectives, for example, the first 23 priority for fit acc , the second priority for fit nFS and fit nRule , and the third and the fourth priority for fit sim and fit NRdd , respectively. Thus we do not need to have a prior knowledge about the weights among those 25 objectives, and it is similar to the human decision-making process. The drawback is that the comparison takes more computational time than the weighted method [16, 22] . However, different sets of fuzzy rules 27 that emphasize different aspects of interpretability and accuracy may be built based on the preferences. This is a topic worthwhile further study and is not the concern of this paper. 29
Selection operators
In the MOHGA, we use the stochastic universal sampling (SUS) [2] to select the next population. SUS 31 provides zero bias and minimum spread.
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Recursive least square method to train rule consequents 1
For each individual, we use its control genes, parameter genes and rule matrix to train the rule consequents using the recursive least square method. Then we will build the corresponding fuzzy model and 3 compute its accuracy in terms of the MSE.
Comparative experiment results 5
We have set up a few experiments to test the effectiveness of our proposed method. The following sub-sections describe the results of our work and it shows that the proposed approach is effective. 7
Example: nonlinear plant with two inputs and one output
The second-order nonlinear plant is studied by Wang 
where we put more focus on [25, 26] because the approaches used there are more similar to ours especially in the use of initial rule base construction and the rule base simplification method. These approaches are 21 described below, and the best results are summarized in Table 1 . In [32], the authors proposed an algorithm that combines the advantages of GA's search capability 1 and the Kalman filter's fast convergence. The antecedent fuzzy sets of 40 rules encoded by Gaussian membership functions were determined initially by clustering and kept fixed. A binary GA was used to 3 select a subset of the initial 40 rules in order to produce a more compact rule base. Then the consequents were calculated by the Kalman filter, and the Schwarz-Rissanen criterion (SRC) was used as evalua-5 tion function to balance the trade-off between the number of rules and the model accuracy. 7
In [34], the authors proposed several orthogonal transformation-based methods for rule selection. They used an initial model with 25 rules. Finally, 20 rules remained and five redundant rules were eliminated 9 from the rule base.
In [33] , several information theoretic optimality criterions were used to pick up rules from a set of 11 36 rules in order to obtain a compact and accurate model. The role of these optimality criteria in fuzzy
modeling is discussed and their practical applicability is illustrated using the nonlinear system example 1 in Eq. (41). In [25], a two-step approach is proposed for data-driven fuzzy modeling. First, the fuzzy clustering 3 method and the BLS method are used to obtain an initial rule-based model with 5 rules and 10 fuzzy sets encoded with the triangular membership functions. Then the initial fuzzy model is optimized by a 5 real-coded GA subjected to certain constraints for maintaining the semantic properties of fuzzy rules. In [26] , an iterative fuzzy identification technique starting at fuzzy clustering with some redundancy 7 of fuzzy rule base is proposed. First, fuzzy clustering method is applied to obtain an initial rule base model from the sampling data. Successively, similarity driven rule base simplification and GA-based 9 optimization are applied in an iterative manner resulting in a compact rule base of low complexity and high accuracy. Finally, a GA-based optimization is performed to increase accuracy and interpretability 11 of the fuzzy rule base. shows the distribution of the fuzzy sets and the simulation results about the initial model and the 13 optimized models, respectively. We present the antecedent and consequent parameters of the fuzzy rules in Table 2.  15 In 
Example: nonlinear static system with two inputs and one output
Let us consider a nonlinear static system with two inputs x 1 and x 2 , and a single output y studied by 27 Sugeno and Yasukawa [29] and by Rojas et al. [24] :
In [29] , the fuzzy clustering method is used to identify the structure of fuzzy models. Then the parameter identification is applied to obtain the parameters of fuzzy models. In [24] , a three-step approach for fuzzy 31 system generation is proposed.
Step 1 outlines a very simple initial fuzzy system. A new and more suitable topology is decided for the fuzzy system in Step 2. A best fuzzy system considering both the accuracy 33 and the complexity of the fuzzy rules is selected in Step 3. In order to make a quantitative comparison of the results obtained in [24, 29] , we used the same 50 data points described in [29] . The initial model was 35 obtained with six clusters, resulting in a model with six rules and twelve fuzzy sets. Table 3 describes the experimental results compared with those in [24, 29] . Fig. 13 shows the distribution of the fuzzy sets 37 and the simulation results about the initial model and the optimized models, respectively. We present the antecedent and consequent parameters of the fuzzy rules in Table 4 . 39
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(k − 2) is small, then g(k) = −1.3585y(k − 1) + 0.2023y(k − 2) + 0.5208 R2: If y(k − 1) is big and y(k − 2) is big, then g(k) = 0.9723y(k − 1) + 0.0871y(k − 2) − 0.1519 R3: If y(k − 2) is small, then g(k) = 0.5563y(k − 1) − 0.1032y(k − 2) − 0.1863 R4: If y(k − 2) is big, then g(k) = −0.4673y(k − 1) + 0.0124y(k − 2) + 0.
Example: Lorenz system 1
The Lorenz system studied in [19] is described by the following differential equations:
3ẏ a Note that the 42nd data point in Table 2 of [29] should be corrected. The value of "y" should not be "1.97" but "3.11".
In [19] an initial fuzzy system is generated using the evolutionary algorithm based method. Then this 1 fuzzy system is converted to an RBF neural network and continued to be trained with the conventional gradient method. After the training algorithm converges, the adaptive weight sharing algorithm for extracting 3 fuzzy rules is implemented. In our approach, an initial fuzzy model is generated using the fuzzy C-means clustering method and the 5 RLS method with 5 rules and 15 fuzzy sets (equally 5 sets for each of the three input variables x(t − 1), y(t − 1), and z(t − 1)). Then we use the interpretability-driven rule base simplification method, multi-7 objective hierarchical genetic algorithm based on the interpretability and accuracy objectives to construct fuzzy models. Table 5 describes the experimental results compared with those in [19] . Table 6 presents  9 the antecedent and consequent parameters of the fuzzy rules obtained by our approach. The distribution of the fuzzy sets and the simulation results are shown in Fig. 15 . 11
Example: Mackey-Glass time series
The Mackey-Glass time series studied in [18] is described as follows: 13ẋ
We set the same value to the parameters in order to make a comparison with the results obtained in 15 [18] . That is to say, a = 0.2, b = 10, c = 0.1 and r = 30. The goal is to predict x(t) from x(t − 1), x(t − 2) and x(t − 3). 1000 data points are obtained from Eq. (47) using the fourth order Runge-Kutta 17 method with a step length of 1 and the initial condition x(0) = 1.2, where 500 pairs of data are used for training and the other 500 for test. The sampling data pairs are shown in Fig. 16 . 19 In [18] , the evolution strategies are used to generate an initial fuzzy model using a scalar function. 1 Then this fuzzy model is converted to an RBF network to refine the obtained knowledge. Finally, the adaptive weight sharing regularization technique is applied to extract interpretable fuzzy rules. In our 3 approach, an initial fuzzy model is generated with 5 rules and 15 fuzzy sets (equally 5 sets for each of the three input variables x(t − 1), x(t − 2) and x(t − 3)). Then the multi-objective hierarchical genetic 5 algorithm is implemented to extract interpretable fuzzy systems with the interpretability-driven rule base simplification method applied to the newborn individuals. Table 7 describes the experimental results  7 compared with those in [18] . Fig. 17 shows the distribution of the fuzzy sets and the simulation results about the initial model and the optimized model, respectively. We give the antecedents and consequents 9 of the fuzzy rules in Table 8 .
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Remarks and analysis:
Simulation results show that a better interpretable fuzzy system with a high 11 accuracy can be obtained by using our proposed approach. Firstly, we compare our results with those obtained by other approaches reported in the literature mainly 1 in terms of the number of rules, the number of fuzzy sets, the MSE for training and validation (test) data. From Tables 1, 3 , 5 and 7, it can be clearly seen that our proposed approach can obtain solutions with better 3 interpretability and a comparable or higher accuracy than those obtained by other approaches reported in the literature. 5
Secondly, diverse solutions can be found in our approach due to the multi-objective hierarchical genetic algorithm. We only present three typical solutions from the different alternatives that we have obtained for 7 each of the four examples. Diversity means that not only the number of fuzzy rules, the number of fuzzy sets or the MSE is different among the alternatives, but also the distribution of fuzzy sets are different 9 from one solution to another when considering the same or similar factors above. For example, in of the two compared fuzzy models are the same, the MSE between them are similar, whereas the fuzzy partitions are quite different. 13 Table 6 Fuzzy model parameters for Fig. 15 Thirdly, our approach is able to search for interpretable fuzzy models with a high accuracy. From the 1 simulation results on the four examples, we can see that better interpretable rule base with a comparable or higher accuracy than the initial one can be obtained starting from the initial fuzzy model. From the 3 initial fuzzy model with five rules, ten fuzzy sets and MSE equal to 1.4032 × 10 −3 for the training data in Section 5.1, a better interpretable rule base with a higher accuracy is obtained such as the fuzzy model 5 with four rules, three fuzzy sets and MSE equal to 5.6086 × 10 −4 (Fig. 12(c) ). Similar results have also been obtained from Sections 5.2-5.4. 7
Fourthly, from the simulation results summarized in Tables 1, 3 , 5 and 7, it is noticed that better interpretability usually leads to a lower approximation accuracy among the optimized models obtained 9 by our approach. For instance, in Section 5.2 we obtain a better interpretable rule base with four rules and three fuzzy sets ( Fig. 13(c) ) compared with another one with seven rules and six fuzzy sets ( Fig.  11 13(b)), whereas the accuracy in terms of MSE is improved from 2.7389 × 10 −3 to 8.9607 × 10 −4 . This is consistent with the human common sense, and the trade-off between accuracy and interpretability of 13 fuzzy systems is also easily understood. Fifthly, in order to guarantee a good trade-off between the interpretability and accuracy of fuzzy 1 systems, the hierarchical chromosome formulation is used to optimize the structure of fuzzy systems at the same time to keep accuracy. And the interpretability-driven rule base simplification method and 3 three constraints are applied to get good interpretability of fuzzy systems. Assuming there are m fuzzy variables each of which has n fuzzy sets initially. In the worst case, the computational complexity for 5 the interpretability-driven rule base simplification method is about O(mn 2 ). This is not the general case. When we initialize the active control genes, the parameters c_max and c_min are used to get the number 7 of active control genes: num_gene. In our approach, c_max is equal to n and c_min equal to 1. And the parameter num_gene has the same probability to be set an integer between 1 and n. So the average 9 computational complexity for the interpretability-driven rule base method is O(m(n + 1) 2 /4). However, we merge similar fuzzy sets, merge fuzzy sets to deal with restricted covering, remove fuzzy sets to deal 11 with complete covering and remove fuzzy sets which is similar to universal set or singleton set. So the number of active control genes would be reduced and the average computational complexity decreases. 13 Another step which costs much computational time is the multi-objective decision making mechanism. As we have mentioned, this procedure requires O(MN 2 ) comparisons, where N is the size of population and 15
M is the number of objectives. In our simulation work, we use the Matlab 6.1 to implement experiments. The CPU is 1.8 GHZ and the RAM is 128M. The average computational time is about 130 min for the 17 first example Nonlinear plant, 100 min for the second example Nonlinear static system, 220 min for the third example Lorenz system, and 200 min for the fourth example Mackey-Glass Time Series. 19
Finally, the highlight of our approach is that we apply the combination of MOGA and hierarchical GA to study the interpretability of fuzzy systems and the trade-off between interpretability and accuracy. 21 We proposed the covering and utility concepts to study the interpretability of fuzzy systems generated from learning data for the first time we have ever known in the literature. Based on the understanding 23 Fig. 17(b) 2 rules (optimized) 3 Gauss2mf. Linear 3.8582e − 6 3 .5776e − 6 Fig. 17(c) 1 rules (optimized) 3 Gauss2mf. Linear 3.9637e − 6 3 .2976e − 6 Fig. 17(d) 1 rules (optimized) 3 Gauss2mf. Linear 3.9637e − 6 3 .2976e − 6 of interpretability of fuzzy systems, we apply MOHGA to extract interpretable fuzzy systems from data. 1 The completeness and distinguishability and covering issues are guaranteed through the interpretabilitydriven rule base simplification method. Additionally, the shapes of fuzzy sets are controlled within such 3 a method by regulating the parameters of membership functions. We use the hierarchical chromosome formulation to optimize both the structure of fuzzy systems and their parameters. Five objectives are 5 applied and the Pareto-based MOGA decision making and fitness assignment is implemented to study the improvement of interpretability and the trade-off between interpretability and accuracy of fuzzy systems. 7
Conclusion
In this paper, we presented an approach to construct TS fuzzy models that take both the accuracy and 9 the interpretability of fuzzy systems into accounts. Some important concepts such as covering and utility are introduced in discussing different aspects of interpretability like distinguishability and completeness. 11
A fuzzy clustering method and the recursive least square method are employed to obtain an initial fuzzy model for the GA-based optimization. Then the interpretability-driven rule base simplification and the 13 multi-objective hierarchical genetic algorithm are used to generate optimized fuzzy models with a high accuracy and good interpretability. Instead of encoding the consequent parameters of rules in the chro-15 mosome, we used the recursive least square method to determine them. The proposed approach has successfully been applied to four problems taken from the literature: a 17 synthetic nonlinear dynamic system, a nonlinear static system, the Lorenz system and the Mackey-Glass system. Comparative simulation results demonstrate that the proposed approach can obtain fuzzy models 19 with better interpretability without deteriorating the approximation accuracy. Our proposed method shows a comparable or higher accuracy compared to other fuzzy models reported in the literature. A systematic 21 framework for describing interpretability issues and how to effectively express the trade-off between accuracy and interpretability in the context of multi-objective optimization are open for future research. 
