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Resumen. Se presenta un resultado de shadowing para un problema de evolucio´n pa-
rabo´lico no auto´nomo. Utilizando el me´todo de Euler hacia atra´s se demuestra que bajo
ciertas hipo´tesis de regularidad se puede aproximar usando shadowing la solucio´n de un
problema de la forma
u′(t) = A(t)u(t) + f(t),
donde A(t) es el generador de un semigrupo anal´ıtico sobre un espacio de Banach.
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1. Introduccio´n. Existe una gran cantidad de referencias bibliogra´ficas que
muestran la amplia variedad de aplicaciones que son modeladas por sistemas de ecua-
ciones parabo´licos no lineales de la forma,
∂u
∂t
= div(D(x, u)∇u) + f(x, u), (x, t) ∈ Ω×R(1.1)
donde Ω es un dominio en Rn, u = (u1, u2, ..., um) ∈ Rm, D(x, u) una matriz definida
positiva y f una funcio´n cine´tica de Rn × Rm en Rm . La variable u usualmente
denota cantidades como densidad de poblacio´n biolo´gica en ecolog´ıa, concentraciones
de sustancias en reacciones qu´ımicas o las concentraciones y la temperatura en las
reacciones, por ejemplo para el caso de mixing molecular, el sistema (1.1) debe ser
acoplado con las ecuaciones de conservacio´n de masa y las ecuaciones de Navier-Stokes,
ver [2], [3], [10], [14], [17].
Como una ilustracio´n de la importancia de los sistemas de ecuaciones de la forma
(1.1), se tiene el sistema propuesto en 1952 por A.L. Hodgkin e A.F. Huxley, que
describe la transmisio´n de impulsos ele´ctricos a trave´s del nervio axo´n, el cual tiene
la forma:
∂u1
∂t
− d1 ∂
2u1
∂x2
= −g1(u1, u2, u3, u4)(1.2)
∂u2
∂t
− d2 ∂
2u2
∂x2
= k1(u1)(h1(u1)− u2)(1.3)
∂u3
∂t
− d3 ∂
2u3
∂x2
= k2(u1)(h2(u1)− u3)(1.4)
∂u4
∂t
− d4 ∂
2u4
∂x2
= k3(u1)(h3(u1)− u4)(1.5)
donde u = (u1, u2, u3, u4) : Ω×R −→ R4, con Ω = (0, L), g1(u) = −γ1u23u3(δ1−u1)−
γ2u4
4(δ2−u1)−γ3(δ3−u1); δ1 > δ3 > 0 > δ2. Adema´s ki > 0, 0 < hi < 1, di > 0, i =
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1, 2, 3. En este modelo, u1 representa el potencial ele´ctrico en el nervio y u2, u3, u4 ≥
0 denotan las concentraciones qu´ımicas. Smoller [14] y Temam [17] demuestran la
existencia de una regio´n invariante para e´ste sistema. Observe que el operador lineal
A, en el sistema (1.2), es independiente del tiempo, A = diag(d1, . . . , d4)
Por otro lado, es ampliamente conocido que en general, no es posible hallar la
solucio´n exacta para problemas de la forma (1.1), por lo que se recurre a me´todos
nume´ricos para aproximarla. No obstante la existencia de eficientes me´todos nume´ri-
cos, que permiten aproximar la solucio´n, dependiendo de la naturaleza particular del
problema, por ejemplo para sistemas de ecuaciones que modelan mixing molecular,
ellos no dan resultados o´ptimos para tiempos grandes, pues el incremento del inter-
valo de tiempo origina el crecimiento exponencial del error nume´rico, lo que significa
que una verdadera trayectoria, en general, no es uniformemente aproximada por una
trayectoria nume´rica que tiene la misma condicio´n inicial que el problema original.
Ver [4].
En este trabajo, se pretende realizar un estudio del problema parabo´lico de la
forma:
u′(t)= A(t)u(t) + f(t)(1.6)
u(0)= u0(1.7)
donde u : [0, T ] −→ X y f : [0, T ] −→ X, con X un espacio de Banach complejo y
A(t) : X −→ X un operador lineal dependiente del tiempo.
Uno de los me´todos que permite aproximar la verdadera solucio´n por una trayec-
toria nume´rica es el me´todo de shadowing, el cual aproxima la solucio´n utilizando una
condicio´n inicial diferente y reduciendo considerablemente la acumulacio´n del error
nume´rico, ver [13] y [8]. Para pequen˜os intervalos de tiempo, Gonzalez y Palencia [5],
presentan resultados o´ptimos utilizando el me´todo de Runge-Kutta, sin embargo para
intervalos de tiempo grandes la convergencia tiende a quebrarse debido al crecimiento
exponencial de la acumulacio´n de errores .
Teniendo en cuenta que para los casos en los que es posible separar las componen-
tes estables e inestable de un problema parabo´lico, shadowing es una alternativa para
estimar errores nume´ricos para intervalos de tiempo grandes, motivados por el trabajo
[11], asumiendo condiciones para el operador A(t) se pretende mostrar la existencia
de solucio´n para el problema continuo (1.6)-(1.7) y, usando el me´todo de Euler hacia
atra´s, obtener una solucio´n nume´rica del problema de valor inicial (1.6)-(1.7) que es
shadowed (sombreado) por una verdadera trayectoria de (1.6).
Larson y Pilyugin [9] utilizando shadowing obtienen resultados para intervalos
de tiempo largos en una vecindad del atractor global de un problema semilineal pa-
rabo´lico en una variable, demostrando para cualquier trayectoria calculada cerca del
atractor, la existencia de una sombra (shadows) con una trayectoria con estimado de
error uniforme en el tiempo.
Tanabe [16] usando la teor´ıa de semigrupos anal´ıticos demuestra la existencia
de una solucio´n fundamental para el problema (1.6), y Osterman - Palencia, [11],
asumiendo hipo´tesis similares a las que introduce Tanabe, lo cual detallaremos en
este trabajo, demuestran la existencia de una u´nica solucio´n de´bil para el problema.
En base a ello, usando el me´todo de Euler hacia atra´s, se mostrara´ que es posible la
existencia de una solucio´n nume´rica que es shadows de la verdadera solucio´n de (1.6)-
(1.7) para intervalos de tiempo grandes. En este trabajo se presentan los principales
resultados del art´ıculo [11] obtenidos por Ostermann-Palencia.
Universidad Nacional de Trujillo 3
2. Resultados. Sean X un espacio de Banach, u : [0, T ] −→ X la solucio´n del
problema parabo´lico de valor inicial
du
dt
= A(t) + f(t),(2.1)
u(0)= u0(2.2)
Utilizando el el me´todo de Euler hacia atra´s con 0 < h < H se genera una sucesio´n
(un), n = 0, 1, 2 . . . , N en X
N+1, definida de la siguiente manera:
un+1 = Tnun + hTnf(tn+1), 0 ≤ n ≤ N − 1(2.3)
donde N se escoge de tal manera que Nh ≤ T . Considerando una posible reduccio´n
de T , siempre se puede asumir que Nh = T .
El resultado principal del trabajo es el siguiente:
Teorema 2.1. Suponga que son validas las condiciones (3.5), (3.7), (3.8) y (3.9),
y adema´s se verifica que f es de clase C2 sobre [0, T ] y la aplicacio´n A[0, T ]→ yL(X )1
tal que
T (t) = A(t)A(0)−1(2.4)
es de clase C2
Si u ∈ C2([0, T ], X) es la solucio´n del problema de valor inicial (2.1) - (2.2), y
(un)
N
n=0 es la aproximacio´n nume´rica utilizando el me´todo de Euler hacia atra´s (2.3)
con taman˜o de paso h tal que 0 < h ≤ H, entonces para H y ma´x0≤j≤2 λj(T, 0) sufi-
cientemente pequen˜o, existe una constante C y una nueva solucio´n w ∈ C2([0, T ], X)
del problema (2.1) - (2.2) tal que
ma´x
0≤n≤N
‖w(tn)− un‖ ≤ ChΘ(2.5)
Θ = ma´x
0≤j≤2
‖u(j)(0)‖+ ‖Q(T )un‖+ ma´x
0≤j≤2
‖f (j)(T )‖+
∫ T
0
ma´x
0≤j≤2
‖f (j)(s)‖ds,
donde C es una constante positiva que depende so´lo de m, φ, ω, ρ y K pero no de T .
3. Ana´lisis y Discusio´n.
3.1. Definiciones. En esta parte se presentan algunas definiciones a las que
se hace referencia en la discusio´n de los resultados, para los detalles y propiedades
consultar, por ejemplo, Dautray - Lions [1], Henry [7], Pazy [12] y [16], entre otros.
3.1.1. Semigrupo Anal´ıtico. Definicio´n 3.1. Sean X un espacio de Banach
complejo y
∆ = {z ∈ C : ϕ1 < arg z < ϕ2, ϕ1 < 0 < ϕ2} .
Una familia {G(z)}z∈∆ de elementos G(z) ∈ L(X ) es un semigrupo en X anal´ıtico
en ∆, si
(i) G(0) = I, G(z1 + z2) = G(z1)G(z2) para cada z1, z2 ∈ ∆,
(ii) l´ımz→0z∈∆ ‖G(z)u− u‖ = 0 para todo u ∈ X .
1L(X ) denota el espacio de operadores lineales y acotados sobre el espacio de Banach X
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(iii) Para cada u ∈ X , la aplicacio´n z ∈ ∆ \ {0} −→ G(z)u ∈ X es anal´ıtica para
cada u ∈ X .
Un semigrupo {G(t)}t≥0 es anal´ıtico si es anal´ıtico en algu´n sector ∆ que contenga
el eje real no negativo. Para las propiedades sobre semigrupos y condiciones bajo las
cuales un semigrupo fuertemente continuo se puede extender a un semigrupo anal´ıtico,
ver [1], [12] y [16]. La restriccio´n de un semigrupo anal´ıtico al eje real es un semigrupo
fuertemente continuo.
Definicio´n 3.2. Si X es un espacio de Banach y {Tt}t≥0 un semigrupo anal´ıtico
sobre X , el generador (infinitesimal) de {Gt}t≥0 es el operador lineal A tal que
Au = l´ım
t→0+
‖T (t)u− u
t
‖,
cuyo dominio es el conjunto de todos los elementos u ∈ X para los cuales existe el
l´ımite. La notacio´n G(t) = etA indica que A es el generador del semigrupo anal´ıtico
{Gt}t≥0. El siguiente resultado establece que si A es un operador sectorial, entonces
−A es el generador de un semigrupo anal´ıtico, para la prueba ver por ejemplo [12] y
[7]. Por ejemplo, si
Au(x) = −∆u(x),
con x ∈ Ω ⊂ Rn, u ∈ C20 (Ω) y A la clausura en Lp(Ω) de ∆|C20 (Ω), para 1 ≤ p < ∞,
entonces A es un operador sectorial sobre X si su conjunto resolvente esta´ en el
semiplano izquierdo, y si esto se cumple entonces −∆ es el generador de un semigrupo
anal´ıtico. Ver [7]
3.1.2. Ecuaciones parabo´licas. Considere el problema de valor inicial
du
dt
= A(t) + f(t), t < 0 < T(3.1)
u(0) = u0(3.2)
donde el operador A depende de t. Se asume que para cada t A(t) genera un semigrupo.
Considere los siguientes operadores W (t, s):
1. W (t, s) es una funcio´n fuertemente continua sobre 0 ≤ s ≤ t ≤ T , y toma
valores en L(X).
2. W (t, r)W (r, s) = U(t, s) para 0 ≤ s ≤ r ≤ t ≤ T
3. W (s, s) = I para cada s ∈ [0, T ]
4.
∂
∂t
W (t, s) = A(t)W (t, s)
5.
∂
∂s
W (t, s) = −W (t, s)A(t)
La funcio´n de valor operador W (t, s) se llama solucio´n fundamental de (3.1)-(3.2).
Cuando la solucio´n fundamental existe, la solucio´n de (3.1)-(3.2) se escribe en la
forma
u(t, s) = W (t, 0)u0 +
∫ t
0
W (t, s)f(s),
y es llamada solucio´n de´bil.
Definicio´n 3.3. Una ecuacio´n de la forma (3.1) se dice que es parabo´lica si A(t)
para cada t ∈ [0, T ] genera un semigrupo anal´ıtico.
Para la existencia y unicidad de la solucio´n de e´ste tipo de problemas ver, por
ejemplo, [12] y [16].
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3.1.3. Me´todo de Euler. En general, los me´todos nume´ricos para resolver pro-
blemas de la forma (3.1)-(3.2) se basan en la discretizacio´n de la variable independiente
t (tiempo o espacio) sustituyendo el intervalo [0, T ] por una malla finita de N+1 pun-
tos o nodos tk, k = 1, . . . , N+1, en los que se obtiene la solucio´n de modo aproximado.
La distancia entre dos nodos consecutivos de la malla hk = tk+1− tk se denomina pa-
so. El objetivo es definir una estrategia que nos permita producir una sucesio´n zk con
k = 1, ..., N que aproxime a la solucio´n exacta u(t) en los puntos tk de la malla. A esa
sucesio´n se le llama solucio´n nume´rica del problema (3.1)-(3.2). El me´todo de Euler
es el ma´s simple de todos los me´todos nume´ricos para resolver ecuaciones diferencia-
les, y para aproximar la solucio´n del problema de la forma (3.1)-(3.2) utilizaremos el
me´todo de Euler hacia atra´s (“backward Euler”) que es el me´todo nume´rico impl´ıcito
ma´s simple. Ver por ejemplo [15].
3.1.4. Shadowing.
La idea central de ”shadowing” es la comparacio´n de la solucio´n nume´rica con
una verdadera trayectoria, la cual verifica una condicio´n inicial diferente, ver [6], [13],
y [15].
Definicio´n 3.4. Sea X un espacio de Banach y S una aplicacio´n sobre X.
1. La sucesio´n (xn)
N
n=k es una o´rbita de S si xn+1 = S(xn). Es decir,
xn = S
n−k(xk)
para k ≤ n < N . Se admite que k puede ser −∞ y N =∞.
2. La sucesio´n (yn)
N
n=k es una δ-pseudo-o´rbita u o´rbita con ruido para S, si
sup
k≤n<N
‖yn+1 − S(yn)‖ ≤ δ.
En este trabajo una o´rbita es una sucesio´n discreta de puntos, una solucio´n es
una curva continua y una trayectoria sera´ una o´rbita o una solucio´n, segu´n el con-
texto en que se le utilice. El prefijo pseudo indicara´ una o´rbita aproximada o solucio´n
aproximada.
Definicio´n 3.5. El error entre el paso n y el paso n + 1 de la pseudo-o´rbita
(yn)
N
n=k es dada por en+1 = yn+1 − S(yn)
Definicio´n 3.6. Una trayectoria (exacta) (xn)
N
n=k -shadows una pseudo-trayectoria
(yn)
N
n=k, si supk≤n<N ‖yn − xn‖ ≤ .
3.2. Resultados ba´sicos . Sea X un espacio de Banach complejo con la norma
‖.‖, u : [0, T ] −→ X y consideremos el problema parabo´lico lineal no auto´nomo, que
tiene la forma:
u′(t) = A(t)u(t) + f(t), 0 < t ≤ T(3.3)
u(0) = u0(3.4)
donde A(t) es un operador lineal cerrado con dominio denso en X que genera un semi-
grupo anal´ıtico sobre X . En este contexto, denotando porB = {ξ ∈ C : |ξ − (ω + ρ)| < ρ},
y S = {ξ ∈ C : |arg(−ω − ξ)|} < φ se asumira´n las siguientes hipo´tesis.
(H1) Existen constantes M ≥ 1, ρ > 0, ω > 0, y 0 ≤ φ < pi/2 tal que
‖ (ξ −A(t))−1 ‖ ≤ M
1 + |ξ| para ξ ∈ (B ∪ S)
c(3.5)
6 U Zavaleta, N Aragone´s, R Rodr´ıguez
uniformemente en t ∈ [0, T ], donde (B∪S)c denota el complemento de B∪S,
con B la bola abierta B = {ξ ∈ C : |ξ − (ω + ρ)| < ρ} y S el sector S =
{ξ ∈ C : |arg(−ω − ξ)| < φ} en el semiplano Reξ ≤ −ω.
Observacio´n 3.7. Los problemas de la forma u′(τ) = A(t)u(τ) + f(τ) son
uniformemente parabo´licos. Si
{
eτA(t))
}
t≥0 es el semigrupo generado por
A(t), entonces
‖eτA(t)‖ ≤ Ce(ω+2ρ)τ , τ ∈ [0,∞)(3.6)
donde C es una constate que no depende de T .
(H2) La parte del espectro de A(t) que esta´ B esta´ constituido por un nu´mero
finito de autovalores de multiplicidad finita.
(H3) El dominioD deA(t) es independiente de t, y la aplicacio´nA : [0, T ] −→ L(X )
tal que
A(t) = A(t)A(0)−1(3.7)
es de variacio´n acotada.
(H4) Si λ(t, s) es la variacio´n total de la aplicacio´n A sobre [s, t], con respecto a la
norma del operador, entonces se verifica la condicio´n de Lipschitz
|λ(t, s)| ≤ C |t− s|α ,(3.8)
para algu´n α ∈ (0, 1]
(H5) Existe una constante K tal que
‖A(0)A(s)−1‖ ≤ K,(3.9)
para s ∈ [0, T ]
De (3.5) y (3.9) se sigue que
‖ (ζ −A(t))−1 − (ζ −A(s))−1 ‖ ≤ KM)M + 1)
1 + |ζ| λ(t, s),(3.10)
para 0 ≤ s ≤ t ≤ T y ζ ∈ (B ∪ S)c.
Observacio´n 3.8.
1. Considerando B y S como en (3.5) se define las proyecciones espectrales Q y
P sobre B y S, respectivamente, de la sgte. manera:
Q(t) =
1
2pii
∫
∂B
(ξ −A(t))−1 dξ, y(3.11)
P (t) = I −Q(t)(3.12)
donde ∂B denota la frontera de B orientada positivamente.
2. Las proyecciones espectrales P y Q descomponen el espacio X en la suma
directa
X = X1(t)⊕X2(t),
donde X1(t) = Im P (t) y X2(t) = Im Q(t) son subespacios.
3. De la hipo´tesis H2 se tiene que X2(t) es un subespacio de dimensio´n finita.
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4. De la desigualdad (3.5) se sigue P y Q son acotados y esta acotacio´n es
independiente de t. Por ejemplo,
‖Q(t)‖ = ‖ 1
2pii
∫
∂B
(ζ −A(t))−1 dζ‖(3.13)
≤ 1
2pii
∫
∂B
‖ (ζ −A(t))−1 ‖dζ(3.14)
≤ Mρ
2pi(1 + |ζ|2piρ ≤
Mρ
1 + ω
(3.15)
3.3. Problema de valor a la frontera. Sea X un espacio de Banach con
norma ‖.‖ y N ∈ N . Para cada n tal que 0 ≤ n ≤ N considere las proyecciones Pn y
Qn = I − Pn sobre X , y
Xn = Im(Pn), Yn = Im(Qn).
Suponga adema´s que para todo n, existe una constante c tal que
‖Pn‖ ≤ c, y ‖Qn‖ ≤ c,(3.16)
y el espacio de Banach X tiene la descomposicio´n2
X = Xn ⊕ Yn ∼= Xn × Yn
Si,
X = X0 ×X1 × . . .×XN , y Y = Y0,×Y1 × . . .× YN ,
entonces dado (x, y) ∈ X × Y , se tiene que (x, y) ≡ (zn), n = 0, 1, . . . , N , con zn ∈
XN+1, y Pnzn, Qnzn = yn.
Considere, sobre el espacio X , la familia de operadores lineales y acotados {Tn},
n = 0, 1, . . . , N1, y asuma que existe una sucesio´n de nu´meros positivos (ρn), n =
1, 2 . . . , N y una constante positiva C tales que
‖Pn+1TnQn‖ ≤ ρn+1(3.17)
‖Qn+1TnPn‖ ≤ ρn+1(3.18)
‖
i−1∏
l=j
Pl+1TlPl‖ ≤ C, 0 ≤ j ≤ i ≤ N.(3.19)
Suponga adema´s que los operadores
Ql+1TlQl : Yl −→ Yl+1, son isomorfismos 0 ≤ l ≤ N − 1(3.20)
y que
‖
j−1∐
l=i
(Ql+1TlQl)
−1 ‖ ≤ C, 0 ≤ i ≤ j ≤ N.(3.21)
2Las normas en Xn ⊕ Yn son uniformemente equivalentes.
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Finalmente, tambie´n asumamos que existe una constante γ < 1 tal que
i−1∑
j=0
ρj−1‖
i−1∏
l=j+1
Pl+1TlPl‖ ≤ γ, i = 1, 2, . . . , N,(3.22)
N−1∑
j=i
ρj−1‖
j∐
l=i
(Ql+1TlQl)
−1 ‖ ≤ γ, i = 1, 2, . . . , N − 1,(3.23)
Teniendo en cuenta las condiciones (3.17) - (3.23), se tiene el siguiente Teorema.
Teorema 3.9. Sea (zn)
N
n=1 una sucesio´n arbitraria en Z, ζ ∈ Im(P0) y η ∈
Im(QN ). Si se verifican las condiciones (3.16) y (3.17)-(3.23), entonces el problema
lineal discreto de valor a la frontera
wn+1 = Tnwn + zn+1, n = 0, 1, . . . , N − 1,(3.24)
P0w0 = ζ, QNwN = η(3.25)
tiene una u´nica solucio´n (wn) en XN+1, para n = 0, 1, . . . , N . Adema´s, la solucio´n es
acotada y satisface
ma´x
0≤n≤N
‖wn‖ ≤ C
1− γ
(
‖ζ‖+ ‖η‖+
N∑
n=1
‖zn‖
)
(3.26)
donde la constante C es independiente de N y so´lo depende de las constantes en
(3.16), (3.19) y (3.21). El Teorema 3.9 permite obtener el resultado de shadowing
para el problema parabo´lico de valor inicial (1.6)-(1.7). Para su demostracio´n, como
ya hemos indicado anteriormente, ver [11].
3.4. Problema continuo. Considere el problema de valor a la frontera
w′(t) = A(t)w(t) + f(t), t ∈ (0, T )(3.27)
P (0)w(0) = u0, Q(T )w(T ) = vT(3.28)
La prueba del resultado que establece las condiciones bajo las cuales el problema
de valor a la frontera (3.27)-(3.28) tiene una u´nica solucio´n se basa en los Lemas
siguientes, cuya prueba puede verse en [11]
Lema 3.10. Suponga que se satisfacen las condiciones (3.5), (3.7), (3.8) y (3.9).
Entonces existen constantes positivas C0, C1 y H, que dependen so´lo de M , φ, ω, y
K, tales que para 0 < h ≤ H se tiene que
‖P (tn+1)ThnQ(tn)‖ ≤ C1λtn+1, tne(ω+2ρ)h,(3.29)
‖Q(tn+1)ThnP (tn)‖ ≤ C1λtn+1, tne−ωh,(3.30)
‖
i−1∏
l=j
P (tl+1)T
h
l P (tl)‖ ≤ C1eC0λ(ti,tj)−(ti−tj)ω, j ≤ i;(3.31)
donde los operadores Q(tl+1)T
h
l Q(tl) : Y (tl) −→ Y (tl+1) son inversibles, y
‖
j−1∐
l=i
(
Q(tl+1)T
h
l Q(tl)
)−1 ‖ ≤ C1eC0λ(tj ,ti)−(tj−ti)ω, i ≤ j.(3.32)
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Lema 3.11. Suponga que se satisfacen las condiciones (3.5), (3.7), (3.8) y (3.9).
Entonces
j−1∏
l=i
ehA(tl) −→W (tj , ti), si h→ 0+,(3.33)
uniformemente para 0 ≤ ti ≤ tj ≤ T y uniformemente sobre subconjuntos compactos
de X .
Teorema 3.12. Suponga que se satisfacen las condiciones (3.5), (3.7) y (3.8).
Entonces existen constantes positivas C1 y C2 que dependen so´lo de M , φ, Ω, ρ y
K, tales que si λ(T, 0) ≤ C2, entonces el problema de valor a la frontera (3.27)-
(3.28) tiene una u´nica solucio´n de´bil w ∈ C([0, T ], X) para cualquier u0 ∈ X1(0),
vT ∈ X2(T ) y f ∈ C([0, T ], X). Adema´s
ma´x
0≤t≤T
‖w(t)‖ ≤ C1
(
‖u0‖+ ‖vT ‖+
∫ T
0
‖f(s)‖ds
)
(3.34)
Demostracio´n.
Existencia:
Dado cualquier N entero positivo, defina el taman˜o de paso h como h = TN . Entonces
los correspondientes puntos de la malla sera´n tn = nh. Esto permite obtener los
operadores de evolucio´n
Thn = e
hA(tn), n = 0, 1, . . . , N − 1(3.35)
Teniendo en cuenta los operadores de evolucio´n (3.35) considere para cada n =
0, 1, . . . N − 1 el problema de valor a la frontera
whn+1 = T
h
nw
h
n +
∫ tn+1
tn
W (tn+1, s)f(s)ds, n = 0, 1, . . . , N − 1,(3.36)
P (0)wh0 = u0, Q(T )w
h
N = vT ,(3.37)
dondeW (t, s) denota el operador de evolucio´n correspondiente al problema homoge´neo
w′(t) = A(t)w(t).
Para hallar la solucio´n del problema (3.36)- (3.37) se aplica el Teorema 3.9 con Pl =
P (tl) y Ql = Q(tl).
Por un Lema 3.10 se tiene que las condiciones necesarias (3.17)-(3.21) que se
asumen en el teorema (3.9) se satisfacen para h suficientemente pequen˜o, y las condi-
ciones (3.22) y (3.23) se satisfacen para λ(T, 0) tambie´n suficientemente pequen˜o.
Por lo tanto, por el Teorema 3.9, existen constantes H y λ tales que para 0 < h ≤
H y λ(T, 0) ≤ Λ el problema (3.36)- (3.37) tiene una u´nica solucio´n que satisface la
desigualdad:
ma´x
0≤n≤N
‖whn‖ ≤ C
(
‖u0‖+ ‖vT ‖+
∫ T
0
‖f(s)‖ds
)
.(3.38)
Para h ∈ (0, H] denote por wh ∈ C ([0, T ],X ) la parte interpolante lineal con valores
nodales wh(tn) = w
h
n, para n = 0, 1, . . . , N . Entonces, resolviendo recursivamente el
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problema (3.36) se obtiene:
wh(t1) = wh(0)
wh(t2) = T
h
0 wh(0)
wh(t2) = T
h
0 T
h
1 wh(0) + T
h
1
∫
T
t1
0
W (t1, s)f(s)ds
. . . . . . . . .
En general, se obtiene que
wh(tn) =
(
n−1∏
l=0
Thl
)
wh(0) +
n−1∑
j=0
 n−1∏
l=j+1
Thl
∫ tj+1
tj
W (tj+1, s)f(s)ds(3.39)
Por el Lema 3.11, la ecuacio´n 3.39 tambie´n puede escribirse en la forma
wh(tn) = W (tn, 0)wh(0) +
∫ tn
0
W (tn, s)f(s)ds+ δ
h
n
donde δhn → 0 si h→ 0+ uniformemente para n = 0, 1, . . . , N. Usando la continuidad
de W , se obtiene que
wh(t) = W (t, 0)wh(0) +
∫ t
0
W (t, s)f(s)ds+ δh(t),(3.40)
donde δh → 0 si h→ 0+, uniformemente en t ∈ [0, T ].
Utilizando (3.38) se tiene que la familia Q(0)wh(0) = Q(0)w
h
0 ∈ Y (0) es acotada
para < h ≤ H. Puesto que Y (0) es de dimensio´n finita, se puede escoger una sucesio´n
hm tal que hm −→ 0 tal que
Q(0)whm → v0,
para algu´n v0 ∈ Y (0).
Por otro lado, puesto que P (0)wh(0) = u0 es independiente de h, de (3.40) se
puede inferir que
uhm(t) −→ w,
uniformemente en t ∈ [0, T ], con w algu´n elemento en el espacio C ([0, T ],X ). Por
lo tanto, puesto que dh −→ 0 si h → 0+, w es una solucio´n de´bil del problema
(3.27)-(3.28), y en consecuencia de (3.38)
ma´x
0≤t≤T
‖w(t)‖ ≤ C1
(
‖u0‖+ ‖vT ‖+
∫ T
0
‖f(s)‖ds
)
.
Unicidad:
Considere la aplicacio´n lineal L : Y (0) −→ Y (T ) tal que
Lη = Q(T )W (T, 0)η.
L es obviamente un operador lineal. De la demostracio´n de la existencia, se tiene que
L es sobre. Por otro lado, tambie´n se tiene que la dimensio´n de Y(t), dim Y(t), es
independiente de t ∈ [0, T ]. Por lo tanto L es un isomorfismo, y en consecuencia la
solucio´n del problema (3.27)-(3.28) es u´nica.
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3.5. Problema de valor a la frontera discreto. En esta seccio´n se estable-
cera´ un resultado ana´logo al Teorema 3.12 pero para el caso discreto. Dado un entero
positivo N ≥ 1 definir el taman˜o de paso h = T/N y los correspondientes puntos de
la malla: tn = nh. Entonces,
Pn = P (tn),
Qn) = Q(tn),
X(tn) = Xn,
y(tn) = Yn
Puesto que ‖ (ξ −A(t))−1 ‖ ≤M/(1 + |ξ|), ver (3.5), entonces para h ∈ (H, 1ω+2ρ ), los
operadores
Tn = (I − hA(tn+1))−1 ,
son uniformemente acotados con respecto a n.
Dada una sucesio´n {zn}, n = 1, 2, . . . , N en XN y los valores de frontera u0 ∈ X0,
vT ∈ YN . Teniendo en cuenta e´sto, se plantea el problema de valor a la frontera
obtenido mediante el me´todo de discretizacio´n de Euler hacia atra´s
wn+1 = Tnwn + zn, 0 ≤ n ≤ N − 1(3.41)
P0w0 = u0, QNwN = vT(3.42)
¿ El problema de valor a la frontera (3.41)-(3.42) tiene solucio´n?. La respuesta a e´sta
pregunta se formula en el siguiente Teorema, el cual se demuestra haciendo uso del
Teorema 3.12.
Teorema 3.13. Suponga que se satisfacen las condiciones (3.5), (3.7), (3.8) y
(3.9) y sea h ∈ (0, H]. Entonces para H suficientemente pequen˜o, existen constantes
positivas C y Λ, que dependen so´lo de M , φ, ω, ρ, y K, tales que si λ(T, 0) ≤ Λ,
entonces el problema de valor a la frontera (3.41)-(3.42) tiene una u´nica solucio´n
(wn), n = 0, 1, . . . , N en XN+1, para u0 ∈ X0, vT ∈ YN y zn ∈ X , n = 1, 2, . . . , N ,
arbitrarios. Adema´s,
ma´x
0≤n≤N
‖wn‖ ≤ C
(
‖u0‖+ ‖vT ‖+
N∑
n=1
‖zn‖
)
,(3.43)
ma´x
0≤n≤N
‖wn‖ ≤ Ch−1
(
‖u0‖+ ‖vT ‖+ ma´x
1≤n≤N
‖zn‖
)
.(3.44)
Demostracio´n. La prueba es ana´loga a la demostracio´n del Teorema (3.12) consi-
derando su correspondiente formulacio´n discreta, pues las condiciones establecidas en
el Teorema son va´lidas para cada n y cada operador Tn = (I − hA(tn+1)−1, con h fijo
tal que h ∈ (0, H].
3.6. Resultado de shadowing. Considere el problema de valor inicial: hallar
u : [0, T ] −→ X, tal que
u′(t) = A(t)u(t) + f(t)(3.45)
u(0) = u0(3.46)
donde X es un espacio de Banach, A(t) un operador lineal cerrado con dominio denso
en X que genera un semigrupo anal´ıtico, y f : [0, T ] −→ X .
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Utilizando la discretizacio´n de Euler hacia atra´s, escogiendo N ≥ 1 se define el
taman˜o de paso h = T/N y los correspondientes puntos de la malla tn = nh. Teniendo
en cuenta la hipo´tesis (3.5) se tiene que para h < H <
1
ω + 2ρ
, los operadores
Tn = (I − hA(tn+1))−1
son uniformemente acotados. Por lo tanto, considerando el taman˜o de paso 0 < h < H,
se genera la sucesio´n (un), n = 0, 1, . . . N , definida por
un+1 = Tnun + hTnt(tn+1), 0 ≤ n ≤ N − 1.(3.47)
donde N puede ser escogido de tal manera que Nh = T .
Teorema 3.14. Suponga que son validas las hipo´tesis (3.5), (3.7), (3.8) y (3.9).
Adema´s, suponga que f ∈ C2[0, T ], ‖A(j)(t)A(0)−1‖ ≤ K para 0 ≤ j ≤ 2 y alguna
constante K, y la aplicacio´n A : [0, T ] −→ L(X,X) tal que
A(t) = A(t)A(0)−1(3.48)
es de clase C2 sobre [0, T ].
Si u ∈ C2([0, T ], X) es la solucio´n del problema de valor inicial (3.45)- (3.46),
y (un)
N
n=0 su aproximacio´n nume´rica por el me´todo de Euler hacia atra´s (3.47) con
taman˜o de paso h tal que 0 < h ≤ H y λj(t, s) es la variacio´n total de τ 7→ A(t)A(0)−1
sobre el intervalo [s, t], entonces para H y ma´x0≤≤2 λj(T, 0) suficientemente pequen˜o,
existe una constante C y una nueva solucio´n w ∈ C2([0, T ], X) de la ecuacio´n (3.45)
tal que
ma´x
0≤n≤N
‖w(tn)− un‖ ≤ ChΘ(3.49)
donde C es una constante positiva que depende so´lo de m, φ, ω, ρ y K pero no de T .
y
Θ = ma´x
0≤j≤2
‖u(j)(0)‖+ ‖Q(T )un‖+ ma´x
0≤j≤2
‖f (j)(T )‖+
∫ T
0
ma´x
0≤j≤2
‖f (j)(s)‖ds,
con Q(t) la proyeccio´n espectral sobre B.
Demostracio´n. En primer lugar denotemos por w ∈ C2([0, T ], X) la solucio´n del
problema de valor a la frontera
w′(t) = A(t)w(t) + f(t), 0 < t < T
P (0)w(0) = P (0)u(0), Q(t)w(T ) = Q(T )uN
tal solucio´n existe por el Teorema 3.12. Adema´s, por el Teorema 3.13 se tiene que
ma´x
0≤t≤T
‖w′′(t)‖ ≤ C2 ma´x
0≤j≤2
‖u(j)(0)‖+ ‖Q(T )un‖+(3.50)
ma´x
0≤j≤2
‖f (j)(T )‖+
∫ T
0
ma´x
0≤j≤2
‖f (j)(s)‖ds.
Es decir,
ma´x
0≤t≤T
‖w′′(t)‖ ≤ C2Θ,
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donde
Θ = ma´x
0≤j≤2
‖u(j)(0)‖+ ‖Q(T )un‖+ ma´x
0≤j≤2
‖f (j)(T )‖+
∫ T
0
ma´x
0≤j≤2
‖f (j)(s)‖.
Por otro lado, si el error de truncamiento de w se denota por:
∆n+1 =
w(tn+1)− w(tn)
h
−A(tn+1)w(tn+1)− f(tn+1), 0 ≤ n ≤ N − 1 ,
entonces
‖∆n+1‖ ≤ h
2
ma´x
0≤t≤T
‖w′′(t)‖, 0 ≤ n ≤ N − 1.(3.51)
Puesto que los operadores Tn = (I − hA(tn+1))−1 son uniformemente acotados en n,
entonces
‖Tn∆n+1‖ ≤ ‖Tn‖‖∆n+1‖ ≤ C2Θh
2
Puesto que el error global en = w(tn)−un satisface el problema de valor a la frontera
en+1 = Tnen + hTn∆n+1
P (0)e0 = 0, Q(T )eN = 0,
por el Teorema 3.13
ma´x
0≤n≤N
‖wn(tn)− zn‖ ≤ C2h−1hC ′hΘ.
Por lo tanto,
ma´x
0≤n≤N
‖wn(tn)− zn‖ ≤ ChΘ.
4. Conclusiones. Considere el problema de evolucio´n
du
dt
= A(t) + f(t),(4.1)
u(0) = u0(4.2)
donde u : [0, T ] −→ X , X un espacio de Banach, A(t) un operador lineal cerrado con
dominio denso en X generador de un semigrupo anal´ıtico.
Asumiendo ciertas hipo´tesis de regularidad que debe asumir el operador A(t)
y usando el me´todo de Euler hacia atra´s, se obtiene que si zn es la solucio´n
nume´rica que aproxima la solucio´n exacat del problema (4.1)-(4.2), entonces
ma´x
0≤n≤N
‖zn − u(tn)‖ ≤ Ch,
donde C es una constante y h el taman˜o del paso de la malla en la discreti-
zacio´n.
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