Abstract. Neutral beam injectors are among the most important methods of plasma heating in magnetic confinement fusion devices. The propagation of the negative ions, prior to their conversion into neutrals is of fundamental importance in determining the properties of the beam, such as its long-distance aiming and focusing, so as to deposit the beam power in the proper position inside the confined plasma as well as to avoid interaction with the material surfaces along the beam path. The final design of the ITER Heating Neutral Beam prototype has been completed at Consorzio RFX (Padova, Italy), in the framework of a close collaboration with European, Japanese and Indian fusion research institutes. The physical and technical rationales on which the design is based were essentially driven by numerical modelling of the relevant physical processes, and the same models and codes will be useful to design the DEMO neutral beam injector in the near future. This contribution presents a benchmark study of codes used to this purpose, by comparing their results against an existing large-power device, hosted at the National Institute for Fusion Science (NIFS), Japan. In particular, the negative ion formation and acceleration are investigated. A satisfactory agreement was found between codes and experiments, leading to an improved understanding of beam transport dynamics. The interpretation of the discrepancies identified in previous works, possibly related to the non-uniformity of the extracted negative ion current, is also presented.
INTRODUCTION
Modelling of negative ion sources necessarily entails a wide range of phenomena, from the Plasma-RF coupling [1] , [2] , [3] , to the particle dynamics in the source [4] , [5] from the cesium dynamics [6] to the negative ion extraction [7] , [8] , [9] [10] . The difficulty to directly diagnose in a separate manner the involved phenomena poses serious limitations to the comparison between codes and experiments; although in recent years models have been reaching a higher maturity, the physics of several processes is still debated.
Negative ion beam formation and transport, on the other hand, seems better understood and the development of dedicated numerical tools (based on ray tracing and Monte Carlo approaches) was often simply a modification of codes originally developed for positive ion or electron beams [11] , [12] by including some specific features of negative ions, such as the electron detachment and the presence of electron space charge. These approximations sufficed to achieve stability of numerical trends and reproducibility of results. Moreover a benchmark of acceleration and transport codes with real experiments showed in general a satisfactory overall agreement with the measurements performed in existing negative ion accelerators [13] , [14] , [15] , motivating their massive employment in the design phase of the future neutral beam injector of fusion experiments like ITER and DEMO. Nonetheless, significant discrepancies are routinely found between codes and experiments. The origin of such specific discrepancies, which might non-negligibly affect the performances of large beams propagating tens of meters before reaching the plasma, is still to be understood. A more comprehensive benchmark of the codes is required to assess their actual degree of reliability, interpreting measurements in future experimental devices. The aim of this paper is to verify the numerical results against data collected in a real negative ion accelerator whose design is quite close to the ITER NBI design . To this purpose, a diagnostic calorimeter designed at Consorzio RFX was installed in one of the most powerful existing negative ion sources, the R&D negative ion source (RNIS) of the NIFS (Toki, Japan) NBI team. In the paper, measurements and simulations are for hydrogen ions. This paper is organized as follows: in section 2 the suite of numerical codes used for the beam transport modelling is described. Section 3 deals with the experimental equipment used to benchmark the codes; section 4 reports on the codes not directly related with the beam transport, but needed for a correct modelling of the beam itself; section 5, finally, deals with the beam transport along the accelerator and the beamline.
NUMERICAL TOOLS
Among the numerical tools used for designing the heating neutral beam injector of ITER [16] , [17] and its full scale prototype MITICA [18] , [19] , an important role was played by the ray tracing codes describing the beam transport inside the accelerator and the beamline. In this sense, a fundamental tool was the OPERA 3D code [12] , capable of a steady-state solution of the equation of motion of particles moving in self-consistent electromagnetic fields, taking into account their own space charge. This code implements a simplified model for the calculation of the plasma meniscus, i.e. the interface between the plasma (containing the negative hydrogen ions) and the beam; it imposes a vanishing electric field inside the plasma, connected to the region of high potential gradient inside the accelerator. The code takes as input the geometry and voltage of the electrodes and the extracted current density. An iterative approach between the stationary solution of the Poisson equation and the ray tracing of a finite number of test particles for the space charge distribution is adopted, and the scheme usually reaches the convergence in few iterations. The space charge of co-extracted electrons is not included in the simulations: this is because in wellconditioned caesiated sources, electrons represent less than 50% of the total extracted current; hence, due to their higher mobility (lower density), their space charge is negligible with respect to the space charge of negative ions. Beam averaged quantities, such as the beam emittance, angular deflection and divergence, are calculated from particle positions and velocities at a chosen location in the accelerator to be compared with indirect measurements of the same quantities.
Alternative numerical codes for beam acceleration, such as SLACCAD [11] , BYPO [20] , and ACCPIC [21] , offer a more detailed model of beam formation and transport at the cost of assuming simplified 2D (axisymmetric or Cartesian) electric field distributions. However the intrinsic three-dimensionality of our benchmark case, due to the grid geometry and to the presence of a complex external magnetic field in the RNIS test stand, makes OPERA the most effective tool for the comparative studies of beam optics as reported in this paper (see section 3).
In many circumstances for which the axisymmetric approximation holds, the agreement of the axisymmetric codes with OPERA was reasonable. A more detailed study of these models and of the assumptions on which these codes are based, is outside the scope of this paper.
The motion of particles travelling inside the accelerator is influenced by the presence of permanents magnets embedded in the electrodes and in the ion source walls. The corresponding magnetic field B must be calculated and used as input during the ray tracing procedure just described. Even though the B field can be calculated by an additional package of OPERA, based on the finite element approach, we preferred to calculate the B field with the code NBImag [22] , developed at RFX. Its formulation is based on the efficient numerical integration of Biot-Savart law, and for this reason there is no need to map the air volume of the 3D domain, avoiding the numerical errors related to mesh size, typical of finite element codes. Other important features of NBImag are that it does not produce errors related to the finite size of the domain, which due to its integral formulation is virtually infinite, and that it does not require complicated and time consuming matrix inversion, allowing a faster calculation of the results, even in case of complex magnetic field configurations produced by thousands of permanent magnets and current-carrying busbars.
The propagation of particles inside the accelerator is also subject to interactions with the background gas H 2 , which is injected into the source to sustain the plasma, and flows through the accelerator apertures toward the beamline vessel, where pumping is usually installed. This interaction results in a loss of negative ion current, due to electron detachment from the H -, and in the generation of stray particles with consequent heating of the electrodes. In this benchmark, we focalized on the reduction of the beam current along the accelerator, which plays a role in the reduction of the beam space charge. This reduction must be considered when solving the Poisson equation, hence a profile of the background gas has to be estimated and the consequent current loss has to be introduced in OPERA. The gas profile was calculated with the AVOCADO code [23] . AVOCADO implements the well-known angular coefficient method [24] , based on the decomposition of the geometrical domain in a set of surfaces, for which the mutual view factors are calculated. Then, pressure at walls and flows through boundary surfaces are calculated by solving a system of linear equations. The boundary surfaces where fixed pressures, gas flux or pumping speed are imposed, determine the values of the gas pressure in the rest of the domain. In AVOCADO, the gas density is then extrapolated at chosen points within the volume. The code was validated [25] , benchmarked in small ion sources [26] and used in the ITER HNB design [17] , [19] [27] . Using the externally calculated beam loss and magnetic field map, OPERA calculates an accurate distribution of the potential to compute the trajectories of negative ions.
The trajectories of secondary particles, that are useful to estimate the power load on the electrodes of the accelerator, can be more easily evaluated by other codes [28] , [29] , [30] , without including their negligible space charge into the self-consistent calculation of the electric field. These codes use a Monte Carlo approach to describe the collisions of the beam with the residual gas and the solid surfaces of the accelerator, with appropriate models for the generation, emission and reflection of secondary particles. The beam motion is modelled according to prescribed electric and magnetic fields calculated a priori (by OPERA or similar tolls). In particular, the EAMCC code [28] was employed to evaluate and minimize the heat loads on the accelerator grids of ITER HNB and therefore to optimize its magnet system and cooling circuit [17] , [19] , [31] . The original version of the code assumed an axial symmetric electric field and used a modular approach to decompose the accelerator domain: a single cell of the accelerator (one beamlet) was modelled with periodic boundary conditions on particle motion. In order to have a consistent description of the whole accelerator, the original version of EAMCC was modified to deal with more realistic 3D geometries and multi beamlet simulations [32] , [33] . This upgraded version allows simulating the transport and interaction of all the 15 beamlets of a grid segment, from the meniscus to the impact with the diagnostic calorimeter.
EXPERIMENTAL SETUP
The experimental data used as benchmark for the numerical codes in the present paper were measured at the RNIS (Research and development Negative Ion Source) test stand, hosted at NIFS institute. The test stand is based on an arc-driven plasma source and accelerator, and is very similar by design to the ion beam sources used in Neutral Beam Injectors of the Large Helical Device experiment [34] [35] . The features of the RNIS source and acceleration system are listed below.: -Production of negative ions (j H-in the 300 A/m 2 range) from a plasma source having large surface area, by means of a gridded electrode (called plasma grid, PG) with tapered apertures, to enhance the negative ion yield by surface conversion; -Extraction of negative ions through the PG by means of a second gridded electrode (called extraction grid, EG) polarized at a voltage of about +10 kV with respect to the PG ; -Acceleration and focalization of negative ions through the second electrode towards the last electrode (named grounded grid, GG), with a maximum beam energy of 70 keV -deflection of co-extracted electrons by means of permanent magnets embedded in the extraction grid; -Propagation of the ion beam downstream of the last electrode inside a large chamber, (where the source gas is pumped) towards a gas-cell constituting the neutralizer.
Each grid is composed by two segments, featuring 238 aperture each, arranged in a 14x17 pattern. Moreover, the GG has slotted apertures, i.e. a single horizontal slot is shared between each row of beamlets, and the beam deflection (induced by the presence of magnets embedded in the EG) is recovered by electrostatic means, by applying the aperture displacement technique [34] , [35] , [36] to a dedicated electrode (Steering grid, SG) placed immediately downstream of the EG and polarized at the same potential. A different technique is in the ITER HNB prototypes, where the deflection is recovered by using another set of magnets inserted in the GG [37] , or additional magnets in the EG [38] , [39] .
The use of the slotted GG in RNIS induces a deviation in the beam optics: a 1D lens is formed so that the standard defocusing effect of the GG lens is ineffective in the horizontal x direction; this distortion results in the creation of elliptical beamlets, and it turns into the impossibility of simultaneously minimizing the beam divergence along both directions. To overcome this problem, the shape of the SG was modified, from the standard circular aperture into a sort of racetrack-shaped aperture [40] , [41] ; thanks to this modification, the focusing electrostatic lens that is formed on the SG is enhanced in the y direction and weakened in the x direction, compensating for the successive defocusing given by the slotted GG. A calorimetric target was used as a diagnostic tool for measuring the properties of the accelerated negative ion beam. The target is a prototype of the STRIKE calorimeter, one of the diagnostics under construction for the SPIDER experiment [42] [43] [44] . This diagnostic target, named mini-STRIKE (MS) is placed at a distance of 0.77 m from the GG where it intercepts the beam. The active part of the target is constituted by a couple of unidirectional carbon-carbon fibre composite (CFC) tiles.
The carbon fibres of the CFC tiles are oriented so that the thermal conductivity along a direction perpendicular to the tile surface is more than 10 times larger than along the directions parallel to the surface. Thanks to this anisotropy, a direct correlation exists between the temperature distribution visible on the downstream surface of the tile and the power density profile deposited by the beamlets on the beam-facing upstream surface of the tile. As the size of each tile is 90x120 mm, only 15 beamlets per segment (arranged in a 3x5 matrix) were used, by applying a suitable mask to the PG entrance, in order to accommodate all of them within the limited tile surface. An infrared (IR) camera installed on a lateral viewport of the vessel was used to measure the temperature distribution on the downstream surface of the target tile. The infrared images of this thermal pattern are used to study the beamlet characteristics obtained in different source conditions as described in the following.
Analysis of infrared data 3.1.
The IR camera acquisition covers the entire evolution of the beam pulse: before, during and after each beam extraction and acceleration; the beam-on duration is set to 1 second. Even though a transient analysis is possible (being only limited by the dynamic response of the CFC and the camera acquisition rate), for the purposes of this work the analysis of a single frame in comparison with a frame taken before the pulse was considered. This is because of the steady-state nature of the ray tracing code used for the benchmark. Usually the frame at which the temperature rise reaches its maximum is analysed, after removing the frame (or an average of some frames) before the beginning of the beam, which is treated as the background signal. The IR image is then corrected according to a homographic transform, to compensate for the perspective distortion caused by the view angle of the camera. The data is then fitted with a 2D function f(x,y). Many choices are possible for the fitting function; in this study we use a multi Gaussian function, i.e. the superposition of 15 Gaussians, each one having the standard 5 free parameters (amplitude A, horizontal and vertical centers x0 and y0 and width (x and y).
The resulting fitting function is therefore expressed as: An alternative an more complete analysis method, based on the transfer function method [44] has also been used. In this case the tile is considered as a dynamic system described by a transfer function which determines the relationship between the input (heat flux distribution F(x,y) on the upstream surface) to an output (temperature distribution T (x,y) on the downstream surface). Once the temperature distribution map T(x,y) is measured, it is possible to calculate its Fourier transform and multiply it by the inverse-transfer function. By calculating the inverse Fourier transform of this product (after proper filtering) the impinging flux F(x,y) can be determined. The inversetransfer function is obtained as the tile response to a localized (spatial Dirac delta function) input. After reconstruction of F we can use a similar fitting function f, as expressed in equation (1) to fit the energy flux profile. The advantage of the transfer function method is that the reconstructed image of each beamlet footprint on the front is smaller than the measured on the rear of the tile. Therefore, the fitting procedures are simplified. Figure 2 reports the raw IR data and the reconstructed energy flux profile, obtained with the transfer function method. 
NUMERICAL EVALUATION OF MAGNETIC FIELD AND GAS DENSITY DISTRIBUTION IN THE ACCELERATOR AND BEAM LINE VESSEL
Beam transport modelling requires some preliminary considerations on the parameters not directly measurable, as well as precise assumptions on the boundary conditions of the system. Among them, the magnetic field maps and the gas density distribution. In this section we present a validation of the codes that have been used for the evaluation of the magnetic field B and the gas density n g .
Magnetic Fields 4.1.
The codes simulating the magnetic fields are the easiest to validate, since they can be compared directly with the steady-state magnetic field measurement collected using a suitable probe [45] before initiating the beam operation. In the present test a Hall effect magnetic field probe (F.W Bell, model 5080) was used. The magnetic system of RNIS involves 30 bars of permanent magnets embedded in the EG, to deflect the co-extracted electrons, and 2 large magnets in the source lateral walls, to generate the transversal filter field necessary to lower the electron temperature in the vicinity of the extraction area. The magnets are sketched in Figure 3 a; the point z=0 corresponds to the PG entrance position.
The measured values were compared with the B field simulated with the numerical codes OPERA and NBImag, described in section 2. The magnetic field profiles obtained by both codes are perfectly overlapped, with a small numerical noise noticeable in the low field components of the TOSCA simulation. When the measurements of the probe are compared with the numerical results of the codes, a satisfactory agreement is found: Figure 3b reports the values of measured and simulated data relative to the y component of the field, responsible for the deflection of electrons and ions. The two lines, labelled beam1 and beam2 identify the centre of two apertures along which the profiles were taken, belonging to two consecutive rows. The usual alternation of B y peaks from row to row is evident. 
Neutral gas density distribution 4.2.
The three-dimensional gas density distribution in a dynamic vacuum system is hard to measure directly. In the case of the NIFS test stand, the only available measurements consist in pressure gauges in the ion source and in the vessel, while the injected throughput is estimated indirectly from the metering valve settings. Given the limited amount of data available, and spread over the whole vacuum system, we decided to develop a numerical model of the whole ion source, accelerator, and vacuum vessel as shown in Figure 4 (a). The model includes the geometrical details of the grid round apertures and slits, as shown in Figure 4 (b). Hydrogen gas at room temperature is considered. Pressure in the ion source and in the vessel is imposed as boundary conditions, and the throughput results from the simulation; the vessel pressure is set three orders of magnitude lower than the ion source pressure. The normalized pressure distributions calculated with the AVOCADO code is shown in Figure 4 The numerical results, calculated for steady state, are compared in Table 1 with experimental measurements, obtained in transient conditions. Due to this difference the experimental pressure measured in the source and in the vessel (P1 and P2) is lower by about 20%; the pressure measurement in the ion source did not reach a steady state even after 15s after valve opening, and understanding the reasons for this requires further investigations. Furthermore the experimental gas throughput is estimated by assuming a linear behaviour of the metering valve, in a low-opening regime (5% in this case) for which linearity is not guaranteed. The H 2 density profile through the accelerator, which is needed to estimate the beam stripping losses, is shown in Figure 5 for a filling pressure of 0.3Pa. The calculation of stripping losses starts at the meniscus position (z=5 mm in the picture). The dominant process causing stripping loss is considered, that is single electron detachment by collision with molecular hydrogen H -+ H 2 H + H 2 + e. The cross section is obtained from [46] as a function of the particle energy. A total stripping loss of 12% at the exit of the accelerator is obtained, as shown in Figure 5 in the case of nominal extraction and acceleration voltages. 
COMPARISON OF CODES AND EXPERIMENTAL DATA
Estimation of the Beam Current 5.1.
The electrode voltage and the total extracted beam current are necessary inputs for beam simulations with ray tracing codes. While the voltages are precisely measured at the power supplies, the estimation of the extracted beam current requires some assumptions on electrical or calorimetric measurements. In particular the ion beam current can be extrapolated both from the accelerated current I ACC (measured as the drain current at the acceleration power supply) and from the thermal power deposited on the MS calorimetric target. In addition, the beam target can be insulated from the grounded vessel, and the current collected on its surface can be measured with a dedicated circuit. Each of these methods has advantages and drawbacks, so that a synergic approach is useful to correctly evaluate the beam current. In the case of RNIS, the acceleration power supply is designed for a current of several ampere, but, during our experiments with a reduced number of beamlets, I ACC did not exceed 0.5 A and the measurement had poor relative accuracy and was perturbed by leakage currents and by charges generated by the beam gas ionization in the acceleration and drift stage.
On the other side, the current measured on the MS target (I MS ) is probably a better approximation of the real ion beam current; in fact, the target is located sufficiently far from the accelerator and is not influenced by stray electrons, since the long-range magnetic field (due to filter magnets located in the source) deflects them out, preventing their collection by the target. The beam-induced secondary emission of electrons at the carbon tiles makes necessary a polarization of the calorimeter, to capture emitted particles. The beam impinging the target is composed by H -, H 0 and H + , whose fractions depend on the pressure along the accelerator and in the vessel. The determination of the optimal value of the bias voltage of the target tiles is necessary in order to obtain reliable I MS measurements, as reported in Figure 6a . The characteristic curve in Figure 6a can be explained by distinguishing different contributions to I MS : i) secondary electrons extracted from the CFC tile by impacting particles, ii) electrons stripped from the H -ions during their impact on the tiles, and iii) electrons created by ionization of background gas (henceforth called plasmaelectrons). Obviously our aim is to collect the contribution to the current related to the beam (ii), getting rid of the contribution due to secondary electrons and giving an estimate of the plasma-electron contribution. The plasma-electron current I PE is created along the path (L ≈ 0.77 m) between the GG and the calorimeter, and depends on the gas density n gas according to the relation I PE /I H-=n gas σL, σ being the ionization cross section for beam impact. In our range of energy and pressure (30-70 keV and 0.01-0.001 Pa respectively) this contribution is always small: I PE /I H-<5%. On the other side the secondary emission yield of electrons [47] (i) from carbon at 70 keV is high (around 2.5, when H + projectile is considered); we can conclude that the purpose of the application of bias voltage to the target tiles is to collect electrons emitted from the graphite and the negative charges stripped from the H -during the impact on the tiles. In this sense, the slope of the I MS in Figure 6a suggests that the spectrum in the re-emitted electrons from H -has a peak at low energies: 30V are sufficient to collect the secondary electrons. When the target tile biasing is high enough, I MS is saturated, and its value is a good estimation of the beam current. We should note that I MS value is also affected by the presence of positive ions inside the beam (whose contribution is again expected to be low : I H+ /I H-<1%. ) and misses the fraction of ions already converted to neutrals by stripping, so it should be intended as a lower limit of the H -current. Another estimate of the beam current is the calorimetric current I CAL, which can be obtained from the total energy deposited on the MS target tiles, evaluated by processing the temperatures of the CFC tile recorded by the IR camera. The power deposited by the beam is proportional to the temperature increase of the tile during the interval ranging from the beam-on time (t=t 0 ) to the time at which the maximum temperature on the tile is recorded by the camera (t=t max ). The I CAL measurement relies on the assumption that in these two instants the CFC is completely thermalized in the axial direction, so we can assume that the temperature profile measured on the rear side of the tile is the same as the temperature profile on its front side. In the case of CFC also the non-linear dependence of the specific heat on temperature must be considered. The most accurate method makes use of the total energy difference of the tile during the pulse, defined as
where E(t) is the energy accumulated in the tile at a time t, expressed as:
 being the CFC tile density, w its thickness, T(t,x,y) and C(T(t,x,y) its temperature and specific heat at a given point (x,y) and at given time t respectively. The calorimetric current is then evaluated by dividing the energy accumulated in the tile by the pulse length Δt and the total acceleration voltage ΔV:
A comparison of I ACC , I MS and I CAL is reported in Figure 6b , during a scan on the source arc power at constant electrode voltages. The trends of the 3 signals are quite similar, showing the typical saturation of the current plasma density, but the absolute values are different by about 20%. In general, the calorimetrically estimated current I CAL is expected to give the best approximation of the beam current, the electrical measurements I ACC and I MS being affected by stray or secondary particles. This conclusion is also supported by the results of the following section.
Beamlet optics and ion current dependence 5.2.
The beam current is one of the most critical parameters of ray tracing codes such as OPERA. The shape of the meniscus and the corresponding electrostatic potential distribution are particularly sensitive to variation of the extracted current, especially in the first millimetres after the PG, where the beam density is high. This in turn can produce a large variation of divergence and final radius of the beamlets. In this section we compare the effect of a variation of the beam current on the beam optics in codes and in experiments, keeping constant the values of extraction and acceleration voltage (V EXT =4 kV, V ACC =47.7 kV).
By changing the filament-arc current in the plasma source, we can control the power delivered to the plasma in the source with a direct consequence on the plasma density and consequently on the extracted beam current, as shown in Figure 6b . For each experimental shot having a given arc power, from the IR camera images we estimate the radius R of the beamlets impinging on the upstream face of the tile, using the inversion and fitting procedures described in section 3.1. The OPERA code is then set up using the experimentally applied voltages, the beam current deduced from the experimental measurements (see section 5.1) and the beam losses due to interaction with the background gas density profile estimated by the AVOCADO code. Using the gas profile together with the appropriate collision cross section [46] , in fact, we can model the attenuation of the beam due to electron detachment as shown in Figure 5 . Due to the high computational load, only the accelerator region was initially simulated using the OPERA code. In the beam drifting region, the particle trajectories were assumed to follow straight lines (with the exception of the downwards deflection induced by the long range magnetic field, which in any case is not expected to affect beam divergence and size). This approximation was based on the assumption that the beamlet space charge is completely neutralized in the drift region between the accelerator and the calorimeter. However, the results of recent simulations [48] , [49] and experiments [50] showed that some space is required for the space charge compensation to set up. In agreement with these findings, also the first 20 mm of the drift region have been included in the OPERA model, in order to take into account this space charge effect. Then, a zero electric field condition has been assumed starting from 20 mm downstream of the GG. The beamlet radius R at the target is thus calculated using a simple linear relation (R=R 0 + 0 ·L), based on the distance L between the GG and the target, beamlet radius R 0 and divergence  0 calculated at the end of the OPERA simulation region. We note that, due to the slotted geometry of the GG and SG apertures, the beamlet cross-section is elliptical and the radius and divergence are not the same in the transverse directions, resulting in an elliptical beamlet cross-section at the target; the radii in the horizontal and vertical direction Rx and Ry were hence measured and calculated independently. Their values are reported in Figure 7 as a function of the simulated beam current. The agreement between measured beamlet radius at different I CAL and the numerical values is satisfactory. The code correctly describes the effect of the asymmetric lens formed at the SG and GG electrodes, causing the vertically elongated shape of the beamlets; the x-divergence (horizontal) results lower than the y-divergence (vertical). For the set of acceleration voltages under consideration, the minimum of both curves is found for a total accelerated beam current of 150 mA, corresponding to a negative ion density of about 100 A/m 2 at the PG. For lower currents, the penetration of the field in the plasma makes the meniscus too concave, causing the beam divergence to increase. For higher values of current and arc power, the beam space charge in the extractor becomes very high, causing a beam expansion and a partial interception on the SG. These results confirm the hypothesis discussed in section 5.1 that the calorimetric current I CAL is a good approximation of the accelerated beam current: using another approximation of the beam current would result in a shift of the experimental curve.
Beamlet optics and voltage dependence 5.3.
The extraction and acceleration voltages are also important parameters governing the beam properties in the accelerator. In fact the ratio R V =V ACC /V EXT determines the focusing of the beamlets for a given beam current. In order to keep the beam current constant during the experimental scan, the arc power and extraction voltage were kept constant (P ARC =63 kW, V EXT =4 kV), while the acceleration voltage was varied in the range 40-70 kV. The code was run with the same range of values, and using a fixed beam current of 100 A/m 2 , resulting from the optimal values found in the arc power scan reported in the previous section. The results of the experimental and of the numerical scans are reported in Figure 8a . Also in this case, the codes were capable of reproducing the beam optics. The trend of the calculated Ry radius (divergence) looks very similar to the measured one, whereas the Rx radius shows a slightly different behaviour, with a more pronounced increase of the beamlet size for increasing R V . The value of R V (≈11) corresponding to minimum divergence is anyway in good agreement with the experimental results. We note that the same ratio optimizes both the divergence in the horizontal and vertical directions, motivating the adoption of the racetrack shaped SG in the RNIS in place of a traditional SG with rounded apertures. Unlike the case in which the beam current is varied, when the beam focusing is changed, a clear effect is seen on the shape of the beamlets. In particular, when the acceleration voltage is increased, the y elongated electrostatic lens of the GG is strengthened so that its defocusing action tends to enlarge the beamlet along the vertical direction. This can be clearly seen by plotting the beamlet ellipticity (defined as 1-R X /R y ) against R V , as reported in Figure 8b . Also in this case the experimentally measured trend is reproduced by the code, though there is an underestimation of the beamlet distortion at low Rv values.
Beamlet Steering and deflection 5.4.
In the comparison of numerical models against experimental measurements presented in the previous section, the magnetic field has been neglected, since it is expected to have a minor influence on the divergence of the single beamlet; however, this is not true when considering the divergence of the whole beam, unless the non-uniform ion deflection caused by magnetic field is cancelled or mitigated by the displacement of the SG apertures. In this section therefore we quantify the beamlet deflection induced by the magnetic field, and the SG offset that is necessary to compensate for it and recover the straight trajectory of the ion beam.
The magnets embedded in the EG are designed to produce a transverse magnetic field By which deflects the coextracted electrons toward the upstream surface of the EG. A minor deflection is obviously also suffered by the ions, but in principle one may expect that, thanks to the symmetric By profile guaranteed by the EG magnets layout, the overall ion deflection is almost zero. However, 3 different contributions cause a net deflection of an ion beamlet in the presence of transversal By field: i) the velocity of the ions changes while they pass across the By field, so the effect of the two opposite peaks (see Figure 3) is symmetric only when the integral of the By field along the particle trajectory is zero; ii) upstream of the meniscus, the By effect on ions is shielded by the source plasma, so that, the By field affects the particle trajectories only in the region downstream of the meniscus (where the beam is already formed); therefore the effect of By field is not symmetric, even if the field is symmetric; iii) even assuming that the ion deflection caused by the By field is somehow compensated for, the ion trajectories will be horizontally displaced and will cross the electrostatic lens formed by the EG surface with a certain offset dx, receiving a deflection  in the opposite direction, according to the thin lens approximation:
where E 1 and E 2 are the E field before and after the EG respectively and V is the EG voltage [51] , [52] . The first factor i) causes a beam deflection in the same direction as the electrons, the other two determine a deflection in the opposite direction; the net effect is an ion bending in the opposite direction with respect to the electrons. A detailed theory of the magnetically induced beamlet deflection can be found in [39] .
At RNIS, the magnetic deflection of the ion beam is counteracted by a suitable horizontal offset of the SG apertures with respect to the beamlet axis; this offset produces a displacement of the electrostatic lens formed at the SG aperture exit, which, according to eq. (4), corrects the bent beamlet trajectories (steering by aperture displacement). This steering method is the standard procedure adopted to compensate for beamlet deflections also in all existing negative ion based NBIs.
Even if in ITER sources the recovery of the straight ion beam trajectory is achieved by other means [38] , the same method is used for instance in the GG of the SPIDER accelerator to counteract the space charge repulsion among beamlets [37] . In SPIDER the offset was estimated using the calculation by the OPERA code, hence it is particularly important to benchmark the code on this point. With this aim, we included the map of the B field calculated by NBIMAG (whose results were already successfully benchmarked with experiments in section 4.1) into the OPERA model of a single beamlet with j=170 A/m2, V EXT =4.9 kV and V ACC =61.8 kV. The effect of the B field and SG steering on the beam motion is quantified as the deflection of the beamlet at the exit of the GG, where both the effects of B field and electrostatic lenses become null; from thereinafter the beamlet deflection on the horizontal plane is assumed to be constant (this is not true in the vertical direction, since the long range magnetic filter field generated by the two magnets in the source extends several cm after the GG exit). At first the two opposite effects are evaluated separately. When the SG aperture offset is zero, the beamlet, under the sole influence of the B field, leaves the accelerator with an average deflection of about 9 mrad. On the other hand, when no B field is applied, the beamlet is steered towards the opposite direction with strength proportional to the SG aperture offset. Figure 9 reports the total horizontal deflection of the beamlet at the GG exit for some values of SG offset. These values are fitted with a linear curve, whose slope gives the equivalent steering constant of the SG electrostatic lens: 11.6 mrad/mm. Using this result, and considering the value of the deflection induced by the By field alone (9 mrad), an offset of the SG apertures of about 0.8 mm in the opposite direction is required to compensate for it. (since By produced by the EG magnets is alternate row by row, the aperture offsets shall also be alternate row by row). The displacement adopted at RNIS was calculated theoretically, and for rounded apertures, before the adoption of the racetrack shape in the SG apertures (having a weaker steering effect). In that case an offset of about 0.5 mm was considered sufficient to compensate for the magnetic deflection. According to OPERA calculation, this value is insufficient, and in fact the experimental results (Figure 10 ), show a residual beamlet deflection in qualitative agreement with this finding. However, although in better agreement with the experimental results than the analytical estimation on which the SG offset was designed, the OPERA calculation is still underestimating the beam deflection. The measured beamlet deflection  at the MS target can be calculated from the results of the IR data fitting, as
Here L is the distance between the GG and the target, and Δx is the difference between the average horizontal positions of 2 consecutive rows of beamlets. Since there is no reason for a variation of the horizontal beamlet deflection in the drift region, we expect that the measured value of  only depends on the beamlet deflection at the accelerator exit. Thus we can compare beamlet deflection  measured on the target against OPERA. In principle, the value of  depends on total beam energy (as E -1/2 [35] ), on the extraction voltage (influencing effects i, and ii), and on the beam space charge; nonetheless, for a given configuration (geometry and B field) these terms usually represent small variation around an average value. Figure 10 shows the measured beam deflection angle as a function of the beam voltage and the deflection angle calculated by OPERA (using the same current and the proper SG offset, solid red line). From the difference between numerical results and experimental data one may conclude that the code is missing part of the physics, so that the magnetic deflection of the beamlet is underestimated by almost a factor of 2. A possible explication for this discrepancy is discussed in the last section of the paper. Beam Transport and multi-beamlet interaction 5.5.
All the intermediate data generated by the codes described so far are also needed to have a detailed view on the beam transport of the beam along the beamline and of the power deposition phenomena involved in this process. The particle trajectories and the heat loads along the accelerator and the drift region are calculated on the basis of the electric potential map, magnetic fields and gas density distribution. The EAMCC-3D code models the propagation of negative ions from the extraction region (meniscus) to the CFC target surface. The code is capable of calculating the generation rate of secondary particles, and to track their trajectories in the electromagnetic fields, up to the computation of the power deposition on material surfaces. For a direct benchmark of the code results with the experiment, an evaluation of the calorimetric data (temperature rise of the cooling water on each electrode) is needed. In the RNIS campaign, anyway, this was not possible since the reduced number of electrode apertures in operation translates in very low heat loads (~10 kW), if compared to the capabilities of the cooling plant (~MW), so that the estimation of the averaged power per electrode is not precise. Even if the estimation of heat loads is the main purpose to use this code and a specific comparison on this point is highly advisable (a test on the basic version is reported in [53] ), EAMCC-3D is used because it can also model the propagation of the beam in the beamline volume, overcoming some intrinsic restrictions of the OPERA code, where the solution of Poisson equation poses a limit on the reasonable number of particles and domain size. At first the space charge problem in the presence of B field, is solved by OPERA for 15 beamlet, with a reduced number of macro-particles (<10 4 ), and limited to the accelerator domain. Then the electric potential map is exported to EAMCC-3D, and enlarged to include the space charge compensation region (drift region of the beam line), by smoothly imposing a vanishing E field few centimetres after the exit of the GG. Then EAMCC-3D is run with large number of particles (>1e7). This approach has the advantage of completely accounting for electrostatic effects in the accelerator (deflections, divergence, beamlet-beamlet interactions) and the long range stray magnetic field throughout the beamline. Same sample trajectories of negative ions and secondary particles calculated by EAMCC-3D are reported in Figure  11 . The vertical deflection under the effect of the long range B field of beam and secondary particles is clearly visible. Stray electrons created in the accelerator and deflected out of the beam in the first 200 mm of the drift tube are also visible. At about z=200 mm, the Bx component reverses its direction, so that electrons stripped after that point are deflected upward. Just very few electrons reach the MS calorimeter target, justifying their absence from the contributions to I MS in section 5.1. From the macro-particle distribution at the exit plane, we can deduce the simulated beamlet pattern on the upstream surface of the MS calorimeter tiles. These data have been compared with the measured profile (reconstructed from the IR data, as discussed in section 3.1. The corresponding power density map is reported in Figure 12 .
Figure 11 Beamlet trajectories (H-in blue, electrons in red) calculated with EAMCC-3D inside the accelerator (from z=0 to z=90 mm) and in the drift region between the GG and MS (z=860 mm).
A clear correlation exists among the measured and calculated beam power density patterns on the MS target, as evident from the comparison of Figure 2 and Figure 12 . The average vertical deflection is in agreement with the measured one. The zig-zag pattern, i.e. the beamlet offset due to the non-perfect compensation of the magnetic deflection by SG aperture displacement is correctly reproduced. However, the experimentally measured beamlet offset is around a factor of 2 larger than the simulation result, reflecting the findings of the previous section concerning the beamlet deflection, underestimated by a factor of two. Another issue to be investigated is the alignment of the different rows of beamlets, which in the measured profile seems to be slightly rotated along opposite directions on a row basis; this effect is not present in the simulated profile. This aspect needs further investigation, but again, since the rotation is clearly correlated with the magnets embedded in the EG (the rotation is alternated row by row), whose value is correctly reproduced by the magnetic codes, we may in principle argue than the reason may lie in the distribution of the currents at the meniscus. Beamlet current density uniformity 5.6. The uniformity of the extracted H-current density deserves a separate discussion. A possible reason of the discrepancy found in sections 5.4 and 5.5, in fact, is the uniform H -extracted current distribution, which is assumed in the OPERA and EAMCC codes. In a previous work [54] it was shown that a non-uniform distribution of H -at PG aperture (i.e. H -more concentrated on the ExB side of the aperture) results in a net deflection of the beamlet in the opposite direction. This non uniformity is justified by Gutser [55] as the effect of gyration radius on H -particles located on opposite sides of the PG aperture, caused by the influence of the magnetic field on the particle upstream of the PG. Additional OPERA simulations using a non-uniform emitter of H -particles as proposed by Gutser (45% current inhomogeneity in place of the standard uniform emitter), showed that beamlet deflection can effectively be enhanced by this effect. The results are reported in Figure 10 (green slashed line) together with the results obtained when uniform current is used in OPERA; the meniscus is reported in Figure 13 ; its shape reflects the asymmetry in the current distribution and is responsible for an additional beam deflection at PG exit. The overall calculated deflection shows a better agreement with the measured values of , as reported in Figure 10a (green line). We also note that the assumption of non-uniform meniscus affects the beam divergence only to a minor extent, so that the beam optics that was found in agreement with the experiments in the previous sections is compatible with this hypothesis. Figure 13 In a) the meniscus shape (V=0 equipotential line) in the xz plane is shown. In b) the distribution of the current at the meniscus is reported.
CONCLUSIONS
A benchmark of the set of numerical codes used for modelling negative beam acceleration, transport, and interaction with the mechanical structures was presented. For the first time, a coherent analysis of powerful beam propagation, from its extraction from the plasma, to the impact of the accelerated particle on the calorimeter was presented. The set of codes discussed is the same used in the design of the ITER HNB, and was applied to the case of the RNIS facility at NIFS institute and compared with experimental results. The models used for the simulation of the magnetic field distribution exhibit a high reliability, as resulting from the direct comparison of their results with measured values. The application of a molecular flow code (AVOCADO) to a real vacuum system of nuclear fusion application was carried out: the measured gas pressures in the ion source and in the vessel, and the metering valve settings controlling the injected throughput were used as benchmarks for the simulation showing a small discrepancy, and highlighting uncertainties due to the operation in transient conditions of the ion source. The gas density profile along the accelerator was then included in the beamline models to calculate the H -beam losses. The beam optics calculated with the ray tracing code OPERA shows a reasonable agreement with the experimental data, both in terms of beam space charge (current density) and focusing dependences. A careful estimation of the extracted beam current was fundamental to allow the comparison, and the availability of different diagnostics was important in this sense. The beam loss due to stripping caused by the gas density along the accelerator was included in the simulation to allow a more precise calculation of the beam space charge. A less satisfactory agreement was found concerning the simulation of beamlet deflection induced by magnetic and electrostatic effects, which appears to be underestimated by a factor of ~ 2 with respect to the experimental results. Since magnetic fields are measured exactly, the motivation of such discrepancy most likely resides in aspects not yet included in the OPERA code. A possible explanation, based on non-uniform H -extraction caused by the magnetic field, was proposed. This specific topic is of particular interest and surely deserves further investigations. The impact on such underestimation in the beam deflection may have an impact on ITER HNB, where the maximum tolerable horizontal misalignment is only 2 mrad, even if, thanks to the much higher voltage used in that case (up to 1 MV) any deflection tends to be reduced.
From the point of view of the beam transport through the accelerator and up to the calorimeter, simulated with the modified EAMCC code, a reasonable affinity with the IR data was found. Nonetheless some open points still needs further investigations, such as the alignment of the beamlet belonging to the same row, whose cause is not reproducible with the set of codes used so far. More in general, the use of the CFC calorimeter for the aim of the code benchmark was satisfactory, and the diagnostics showed a high reliability if a proper post processing of IR images is provided. These results further motivate the construction of the full scale diagnostic calorimeter STRIKE, under development for the SPIDER experiment.
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