The Douglas-Rachford algorithm is a popular method for finding zeros of sums of monotone operators. By its definition, the Douglas-Rachford operator is not symmetric with respect to the order of the two operators. In this paper we provide a systematic study of the two possible Douglas-Rachford operators. We show that the reflectors of the underlying operators act as bijections between the fixed points sets of the two Douglas-Rachford operators. Some elegant formulae arise under additional assumptions. Various examples illustrate our results.
Introduction
Throughout this paper we shall assume that X is a real Hilbert space, with inner product ·, · and induced norm · . We also assume that A : X ⇒ X and B : X ⇒ X are maximally monotone operators 1 . The resolvent and the reflected resolvent associated with A are J A = (Id +A) −1 and R A = 2J A − Id, respectively 2 . The sum problem for A and B is to find x ∈ X such that x ∈ (A + B) −1 0. When (A + B) −1 (0) = ∅, the Douglas-Rachford splitting method can be used to solve the sum problem. The Douglas-Rachford splitting operator [18] associated with the ordered pair of operators (A, 
By definition, the Douglas-Rachford splitting operator is dependent on the order of the operators A and B, even though the sum problem remains unchanged when interchanging A and B. The goal of this paper is to investigate the connection between the operators T A,B and T B,A . Our main results can be summarized as follows.
• We show that R A is an isometric 3 bijection from the fixed points set of T A,B to that of T B,A , with inverse R B : Fix T B,A → Fix T A,B (see Theorem 2.1).
• When A is an affine relation, we have (∀n ∈ N) R A T n A,B = T n B,A R A . In particular 4 , when A = N U where U is a closed affine subspace of X, we have (∀n ∈ N) T n A,B = R A T n B,A R A and T n B,A = R A T n A,B R A (see Proposition 2.4(i) and Theorem 2.6(i)).
• Our results connect to the recent linear and finite convergence results (see Remark 2.9) for the Douglas-Rachford algorithm (see [1] , [2] , [7] , [9] , [15] and [16] ).
In Section 2, we present the main results and various examples. The notation we adopt is standard and follows, e.g., [6] and [20] .
Results
We recall that the Attouch-Théra dual pair of (A, B) (see [3] ) is the pair 5 (A −1 , B − ).
Following [5] , we set Z := Z (A,B) = (A + B) −1 (0) and K := K (A,B) = (A −1 + B − ) −1 (0), to denote, respectively, the primal and dual solutions. One easily verifies that
1 Recall that A : X ⇒ X is monotone if whenever the pairs (x, u) and (y, v) lie in gra A we have x − y, u − v ≥ 0, and is maximally monotone if it is monotone and any proper enlargement of the graph of A (in terms of set inclusion) does not preserve the monotonicity of A.
2 The identity operator on X is denoted by Id. It is well-known that, when A is maximally monotone, J A is single-valued, maximally monotone and firmly nonexpansive and R A is nonexpansive. 3 Suppose that C and D are two nonempty subsets of X. We recall that Q : C → D is an isometry if (∀x ∈ C)(∀y ∈ C) Qx − Qy = x − y . The set of fixed points of T is Fix T := x ∈ X x = Tx . 4 Throughout the paper we use N C and P C to denote the normal cone and projector associated with a nonempty closed convex subset C of X respectively. 5 We set A :
We further recall (see [12, 
and we will make use of the following useful identity which can be verified using (1):
We are now ready for the first main result. 
Here S (A,B) := {(z, −w) ∈ X × X | − w ∈ Bz, w ∈ Az} is the extended solution set 6 for the pair (A, B), and ∆ : X → X × X : x → (x, x). In particular, we have
where (z, k) ∈ S (A,B) .
Proof. Let x ∈ X and note that (1) implies that Fix T A,B = Fix R B R A and Fix 
We If A = N U , where U is a closed affine subspace of X, then we have additionally:
A , and R A : X → X is an isometric bijection.
Proof. (i): The fact that J A is affine follows from [8, Theorem 2.
To prove the last identity note that by (i) we
hence all the inequalities become equalities which completes the proof.
We now turn to the iterates of the Douglas-Rachford algorithm.
Proposition 2.4. Suppose that A is an affine relation. Then the following hold:
7 See [17] for definition and detailed discussion on paramonotone operators.
If B is an affine relation, then we additionally have:
Proof. (Fix T B,A ) . Now using that the inverse resolvent identity 9 , Lemma 2.3(i) applied to A −1 and Theorem 2.1, we obtain 
(v): This is a direct consequence of (iii).
With regards to Proposition 2.4(i), one may inquire whether the conclusion still holds when R A is replaced by R B . We now give an example illustrating that the answer to this question is negative. 8 In passing, we point out that this is equivalent to saying that A = N U and B = N V where U and V are closed affine subspaces of X. Indeed, R 2 A = Id ⇐⇒ J A = J 2 A and therefore we conclude that ran J A = Fix J A . Combining with [22, Theorem 1.2] yields that J A is a projection, hence A is an affine normal cone operator using [6, Example 23.4]. 9 Recall the when A is maximally monotone the inverse resolvent identity states that We are now ready for our second main result. The conclusion of Theorem 2.6(iii) may fail when we assume that A or B is an affine, but not a normal cone, operator as we illustrate next. Then B is linear and maximally monotone but not a normal cone operator and (i) The results of Theorem 2.6 and Corollary 2.8 are of interest when the Douglas-Rachford method is applied to find the zero of the sum of more than two operators in which case one can use a parallel splitting method (see e.g., [6, Proposition 25.7] ), where one operator is the normal cone operator of the diagonal subspace in a product space.
(ii) A second glance at the proof of Theorem 2.6(i) reveals that the result remains true if J B is replaced by any operator Q B : X → X (and R B is replaced by 2Q B − Id, of course). This is interesting because in [1] , [2] , [15] and [16] , Q B is chosen to be a selection of the (set-valued) projector onto a set V that is not convex. Hence the generalized variant of Theorem 2.6(i) then guarantees that the orbits of the two Douglas-Rachford operators are related via
(iii) As a consequence of (ii) and Lemma 2.3(iii), we see that if linear convergence is guaranteed for the iterates of T A,B then the same holds true for the iterates of T B,A provided that U is a closed affine subspace, V is a nonempty closed set, A = N U and J B is a selection of the projection onto V. This is not particularly striking when we compare to sufficient conditions that are already symmetric in A and B (such as, e.g., ri U ∩ ri V = ∅ in [9] and [19] ); however, this is a new insight when the sufficient conditions are not symmetric (as in, e.g., [1] , [10] [15] and [16] ).
(iv) A comment similar to (iii) can be made for finite convergence results; see [21] and [7] for nonsymmetric sufficient conditions.
We now turn to the Borwein-Tam method [11] . Proof. Let (x, y) ∈ R 2 . Using (1) we verify that T A,B (x, y) = ( 
