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We formulate multiparameter quantum estimation in the parametric and semiparametric setting.
While the Holevo Crame´r-Rao bound (CRB) requires no substantial modifications in moving from the
former to the latter, we generalize the Helstrom CRB appropriately. We show that the Holevo CRB
cannot be greater than twice the generalized Helstrom CRB. We also present a tighter, intermediate,
bound. Finally, we show that for parameters encoded in the first moments of a Gaussian state
there always exists a Gaussian measurement that gives a classical Fisher information matrix that is
one-half of the quantum Fisher information matrix.
I. INTRODUCTION
In recent years, there has been a renewed interest in
multiparameter quantum estimation stemming from ef-
forts to deliver quantum-enhanced sensing devices [1–18].
Multiparameter quantum estimation was initiated by Hel-
strom [19, 20], who derived a quantum version of the
classical Crame´r-Rao bound (CRB) on the mean square
error matrix of an estimator. The scalar Helstrom CRB is
defined as the weighted trace of the inverse of the quantum
Fisher information matrix (QFIM). However, its evalua-
tion requires solving a Lyapunov equation corresponding
to a density matrix and inverting the QFIM, neither of
which are known to be possible, in general, analytically.
Furthermore, the attainability of such a bound is not
guaranteed due to the non-commutativity of observables
in quantum mechanics. Tighter attainable bounds have
therefore been sought and identified since [21–24].
The fundamental asymptotically attainable scalar
bound on the weighted trace of the mean square error
matrix is the so-called Holevo CRB [23–28]. Evaluating
the Holevo CRB requires an optimisation over a set of
Hermitian operators which is not known to be possible
analytically except in a few non-trivial cases [23, 29–33],
leaving it largely unscrutinised. It was recently shown that
the evaluation of the Holevo CRB for finite-dimensional
systems is a convex optimisation problem solvable via
semidefinite programming [34].
In this work, we consider the general problem of es-
timating a q-dimensional function β(θ) of p unknown
parameters θ, where q is finite but we can have p = ∞.
Most of the existing literature on multiparameter quan-
tum estimation is restricted to p <∞ and β(θ) = θ. Fol-
lowing the terminology of classical statistics, parametric
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estimation covers p <∞ while semiparametric estimation
p =∞, even though the techniques developed for the lat-
ter case can be applied to the former. The p <∞ scenario
has been studied recently using an a priori partitioning
of the the parameters into those of interest and another
set of so-called nuisance parameters [35]. Our approach
is more direct, requiring no a priori partitioning, and
necessary for genuine semiparametric estimation.
Our first result generalizes the quantum semiparamet-
ric estimation of Ref. [36] to the multiparameter setting.
First, we introduce the appropriate local unbiasedness
conditions for this setting. Then, without assuming that
the QFIM is nonsingular, we derive a generalized Helstrom
CRB that works both for parametric and semiparametric
estimation. For p < ∞, it can be expressed by using
the Moore-Penrose pseudoinverse of the QFIM. The stan-
dard Helstrom CRB is recovered for a nonsingular QFIM.
We then consider the Holevo CRB in this semiparamet-
ric setting. Its evaluation remains unchanged from the
parametric case, but the appropriate local unbiasedness
conditions have to be considered.
Our second result proves that the Holevo CRB is never
greater that twice the generalised Helstrom CRB. Indeed,
we also point out a tighter intermediate upper bound
that can be computed from the same optimal argument
needed to evaluate the generalized Helstrom CRB. For
p <∞ this intermediate bound can be computed from the
symmetric logarithmic derivatives (SLDs). Both bounds
are saturable.
Our final result shows that for parameters encoded in
the first moments of a Gaussian state (often called a Gaus-
sian shift model) there exists a Gaussian measurement
whose classical Fisher information matrix (FIM) equals
one-half the QFIM (these are known as Fisher symmetric
POVMs [37]); this is derived for parametric estimation
(p <∞) only.
Our second result implies that the Holevo CRB cannot
provide additional information about possible quantum
enhancements in scaling in multiparameter estimation
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2not already available from the Helstrom CRB. Neverthe-
less, the Helstrom CRB may be inadequate in some cases
and the Holevo CRB necessary. An instance is judging a
given quantum state’s performance in applications such
as simultaneous phase and loss estimation in optical inter-
ferometry [34]. Moreover, for pure states the Holevo CRB
is attainable without the need for collective measurements
on multiple copies and its evaluation also identifies an
optimal measurement that attains the bound [38]. Thus,
for pure states the evaluation of the Holevo CRB is a par-
ticularly meaningful task when results of Ref. [7] for the
QFIM are not applicable. On the other hand, the evalua-
tion of the Holevo CRB for mixed states, while in general
not allowing to identify an optimal measurement, should
nonetheless provide a deeper quantitative understanding
of the role of collective quantum measurements [39].
Our final result, in conjunction with quantum local
asymptotic normality [27, 28, 40], suggests that a mean
square error matrix equaling one-half the QFIM may be
attainable asymptotically for arbitrary quantum statisti-
cal models, a statement that we leave as a conjecture.
Note added. While completing this work we became
aware of an independent alternative derivation of inequal-
ity (51), but only for nonsingular finite-dimensional mod-
els, by Carollo et al. [41]. We have also found a small gap
in their derivation, which we close in Appendix B.
Notation
We assume a quantum system described by an Hilbert
space H and we denote the Hilbert space of Hermitian
operators acting on it as Lh(H). We express the positive
semidefinitess of an operator (or matrix) as A  0. A
state of the system is described by a density operator
ρ ∈ Lh(H) : ρ  0, Tr ρ = 1. For clarity, we keep the
notation for the trace in Hilbert space Tr separate from
the trace of matrices tr.
We use a vectorial notation for collection of operators
X = (X1, . . . , Xn)
>, where > denotes the transpose; all
vectors are assumed to be column vectors. Similarly we
collect the partial derivatives of an operator A(θ) in a
vector ∂θA = (∂1A(θ), . . . , ∂pA(θ))
>. To simplify the
notation, we define the following:
1. The Jordan product of two operators is
X ◦ Y ≡ 1
2
(XY + Y X). (1)
2. For two vectors of operators X = (X1, . . . , Xq)
>
and Y = (Y1, . . . , Yq)
>,
X> ◦ Y ≡
∑
s
Xs ◦ Ys. (2)
3. For two vectors of operators X = (X1, . . . , Xp)
>
and Y = (Y1, . . . , Yq)
>, X ◦ Y > is a p × q matrix
of operators given by
(X ◦ Y >)st ≡ Xs ◦ Yt. (3)
4. A real-valued inner product between two vectors of
Hermitian operators is given by
〈X,Y 〉 ≡ Tr ρX> ◦ Y = Tr ρ
q∑
s=1
Xs ◦ Ys; (4)
for q = 1 this is known as the symmetric logarithmic
derivative (SLD) inner product [42].
5. The operator norm is
‖X‖ ≡
√
〈X,X〉. (5)
6. The Hilbert space of all zero-mean vectors of Her-
mitian operators1 is
H ≡ {X : Xs ∈ Lh(H), ‖X‖ <∞,Tr ρX = 0}. (6)
7. A complex covariance matrix of a vector of operators
X ∈ H
Z(X) ≡ Tr ρXX>, (7)
i.e. the Gram matrix of X w.r.t. the so-called right
logarithmic derivative (RLD) inner product [42].
8. A real covariance matrix of a vector of operators
X ∈ H
V (X) ≡ Tr ρX ◦X> = ReZ(X), (8)
i.e. the Gram matrix of X w.r.t. the so-called sym-
metric logarithmic derivative (SLD) inner product.
II. QUANTUM PARAMETRIC AND
SEMIPARAMETRIC ESTIMATION
A quantum statistical model is a mapping from the
parameter space Θ ⊂ Rp to density operators ρθ, where
θ = (θ1, . . . , θp)
> ∈ Θ (9)
represents the p-dimensional vector of real parameters.
We do not assume a parametric model (p <∞), but we
will derive more explicit expressions for this case. Addi-
tionally, we do not assume the derivatives ∂iρθ ≡ ∂ρθ/∂θi
to be linearly independent, allowing the possibility of a sin-
gular quantum statistical model. We consider the general
case in which the parameters of interest are represented
1 The Hilbert space of square summable operators was introduced
by Holevo for q = 1. If ρ is not full rank each element is actually
an equivalence class. This observation is not important for our
treatment here, but for example it allows to reduce the number
of variables to optimize in the evaluation of the Holevo CRB for
rank-deficient density matrices [34].
3by a q-dimensional function of the original unknown pa-
rameters
β(θ) = (β1(θ), . . . , βq(θ))
> ∈ Rq, (10)
with q ≤ p. Here, we assume that both functions ρθ and
β(θ) are sufficiently smooth. We also assume that the
rank of ρθ is fixed, to avoid pathologies [43]. Furthermore
we assume that the p×q matrix ∂θβ with elements2
∂βs(θ)
∂θj
≡ (∂θβ)js, (11)
has rank q. Note that most of the existing literature on
multiparameter quantum estimation is restricted to p <
∞, β(θ) = θ, ∂θβ = 1p, as well as linearly independent
∂iρθ.
A. Local unbiasedness conditions for
semiparametric estimation
A measurement on a quantum system is mathematically
described by a positive operator valued measure (POVM)
M , with outcome space3 Ω. The θ-dependent probability
of random outcomes is given by the Born rule pθ(x) =
Tr ρθM(x).
Let βˇ be an unbiased estimator that satisfies∫
βˇ(x) Tr ρθM(dx) = β(θ), (12)
where the integration is always understood to be on Ω.
Following the terminology of semiparametric estimation,
we define a vector of influence operators as
X(θ) ≡
∫ [
βˇ(x)− β(θ)]M(dx). (13)
By expanding the unbiasedness condition (12) around the
true parameter value, we get the following local unbiased-
ness conditions
Tr ρθXs(θ) = 0, Tr
∂ρθ
∂θj
Xs(θ) =
∂βs(θ)
∂θj
, (14)
which we abbreviate as
Tr ρθX = 0, Tr(∂θρθ)X
> = ∂θβ, (15)
where ∂θβ is the p×q matrix defined in (11). Here and in
the following, we assume that all functions are evaluated
at the true parameter value θ.
The POVM and the classical estimator (M, βˇ) are col-
lectively called a locally unbiased measurement. The
2 This is the transpose of the Jacobian matrix of β(θ) as conven-
tionally defined.
3 For a precise measure theoretical definition see e.g. [44].
accuracy of the estimate is quantified by the mean square
error matrix, which coincides with the covariance matrix
for (locally) unbiased estimators
Σ(θ) ≡
∫ [
βˇ(x)− β(θ)][βˇ(x)− β(θ)]>Tr ρθM(dx).
(16)
We remark that using the covariance matrix of locally
unbiased estimators for β as a figure of merit is equivalent
to considering the classical CRB [45], given by the inverse
Fisher information matrix (FIM) for the POVM M , as
shown in Ref. [25]. The FIM for a probability distribution
pθ(x) is defined as
F (pθ) ≡
∫
[∂θ log pθ(x)][∂θ log pθ(x)]
>pθ(x)dx. (17)
B. Generalized Helstrom CRB
Quantum estimation theory is based on the SLD oper-
ators defined by
∂ρθ
∂θj
= ρθ ◦ Lj . (18)
We collect them in a vector L. The QFIM J , also called
Helstrom information matrix, is obtained from the SLDs
as
J ≡ V (L) = Tr ρθL ◦L>. (19)
We introduce the set Xθ ⊂ H of influence operators
that obey the local unbiasedness conditions:
Xθ ≡
{
X : X ∈ H and Tr(∂θρ)X> = ∂θβ
}
. (20)
The influence operator of any given locally unbiased mea-
surement must be in Xθ. The conditions Tr(∂θρ)X> =
∂θβ can be also expressed in terms of the SLDs as
TrL ◦ X> = ∂θβ, applying their definition (18). In
the following we assume that the set Xθ is not empty, oth-
erwise some parameters of interest cannot be estimated;
we will give conditions for this hold in the case p <∞ in
Theorem 2.
We now present a pair of lemmas that are needed for our
first result in Theorem 1, which is to generalise the single
parameter semiparametric Helstrom CRB of Ref. [36] to
multiple parameters.
Lemma 1 (Ref. [24]). Let Σ be the error covariance
matrix of a locally unbiased measurement and X ∈ Xθ be
the influence operator with respect to the measurement.
Then
Σ  V (X). (21)
Proof. Delegated to Appendix A 1.
4We define the tangent space as
T = (span{L})q ⊆ H. (22)
T is called a replicating space [46]. Each entry of an
h ∈ T obeys
hs ∈ span{L} ∀h ∈ T ; (23)
clearly the linear span is closed (span{L} = span{L})
when p <∞. We also define the orthocomplement of T
with respect to H as T ⊥.
Lemma 2 (Strong orthogonality condition for a replicat-
ing space). For any h ∈ T and any g ∈ T ⊥,
Tr ρθh ◦ g> = 0. (24)
Conversely, any g ∈ H that satisfies Eq. (24) for all h ∈ T
must be in T ⊥.
Proof. By definition,
〈h, g〉 = Tr ρθh> ◦ g = 0. (25)
Take hs = h
(1)δst, where h
(1) is an arbitrary element of
span{L}. Then
〈h, g〉 = Tr ρθh(1) ◦ gt = 0. (26)
In other words,
gt ⊥ span{S} ∀t, (27)
which leads to Eq. (24) via Eq. (23). Conversely, Eq. (24)
must imply Tr ρθh
>◦g = 〈h, g〉 = 0, so g ∈ T ⊥ if Eq. (24)
holds for any h ∈ T .
Our first result is as follows.
Theorem 1 (Generalized Helstrom CRB). For any lo-
cally unbiased measurement and any q × q real positive-
semidefinite weight matrix W  0,
trWΣ ≥ min
X∈Xθ
trWV (X) ≡ CGS = trWV (Xeff), (28)
where
Xeff ≡ Π(X|T ) (29)
is the projection of any X ∈ Xθ into the tangent space T .
Furthermore, Xeff is the unique minimizing element in
Xθ.
Proof. The inequality in Eq. (28) follows from Lemma 1.
To prove the second part of the theorem, let the orthogonal
decomposition of an arbitrary X ∈ Xθ be
X = Xeff + g, Xeff = Π(X|T ), g = X −Xeff ∈ T ⊥.
(30)
Using (8) and Lemma 2 then leads to the strong
Pythagorean theorem [46]
V (X) = Tr ρθXeff ◦X>eff + Tr ρθg ◦ g>+
Tr ρθXeff ◦ g> + Tr ρθg ◦X>eff (31)
= V (Xeff) + V (g). (32)
Since V (g)  0,
V (X)  V (Xeff), trWV (X) ≥ trWV (Xeff). (33)
To prove that Xeff is the unique minimizing element in
Xθ, first note that Xeff ∈ Xθ, because Π(X|T ) ∈ H and
Tr(∂θρθ)X
>
eff = Tr ρθL ◦X>eff = Tr ρθL ◦ (X − g)>
(34)
= Tr(∂θρθ)X
> − Tr ρθL ◦ g> = ∂θβ.
(35)
Now suppose that V (X ′) = V (Xeff) for anotherX ′ ∈ Xθ.
Write X ′ = Xeff +g′, where g′ = X ′−Xeff can be shown
to be in T ⊥ via Lemma 2 since Tr ρθL ◦ g′> = 0. The
strong Pythagorean theorem can then be applied to X ′,
giving V (X ′) = V (Xeff) + V (g′). If V (X ′) = V (Xeff),
V (g′) = 0, and ‖g′‖2 = TrV (g′) = 0. Thus g′ must
be the zero element, X ′ = Xeff , and by contradiction
Xeff = Π(X|T ) must be the unique minimizing element
in Xθ. In other words, Π(X|T ) for any X ∈ Xθ gives the
same Xeff .
For parametric estimation (p <∞) we find the condi-
tions on J and ∂θβ under which Xθ is not empty; this
generalizes directly the classical results of [47] to quantum
estimation.
Theorem 2. Let p < ∞, the set of influence operators
Xθ is not empty if and only if all the columns of ∂θβ are
in the range of J , i.e. JJ+∂θβ = ∂θβ, where J
+ denotes
the Moore-Penrose pseudoinverse of J .
Proof. It is an adaptation of Lemma 6.5.1 in Ref. [24] and
is delegated to Appendix A 2.
Theorem 2 means that to estimate all the parameters
β(θ) with a non-diverging variance when J is singular the
columns of ∂θβ must be linear combinations of eigenvec-
tors of J corresponding to non-zero eigenvalues. This is
consistent with [35], where the singularity of J is allowed
only in the block pertaining to the nuisance parameters.
In this case we provide a more explicit form for the
generalized Helstrom CRB using the Moore-Penrose pseu-
doinverse of J .
Corollary 1 (Parametric estimation). When p <∞ and
the conditions JJ+∂θβ = ∂θβ of Theorem 2 are satisfied,
where J+ denotes the Moore-Penrose pseudoinverse, we
have
Xeff = (∂θβ)
>
J+L, (36)
V (Xeff) = (∂θβ)
>
J+∂θβ, (37)
CGS = trW (∂θβ)
>
J+∂θβ. (38)
5Proof. Delegated to Appendix A 3.
Another straight-forward corollary is obtained for a
non-singular QFIM, recovering the well-known Helstrom
CRB.
Corollary 2 (Helstrom CRB [19, 48]). If p <∞ and J
is not singular
CGS = trW (∂θβ)
>
J−1∂θβ ≡ CS (39)
Proof. For a nonsingular J we have J+ = J−1 in (38).
The equivalent definition of CS as a constrained
quadratic minimization (cf. (28)), without explicitly eval-
uating and inverting J , was presented and exploited in
Ref. [25, 49] for β(θ) = θ. However, CGS is more general
than CS, because it can be applied to linearly dependent
{L}, for which J−1 is undefined. This is especially useful
for semiparametric problems [36].
C. Holevo CRB
Unlike the Helstrom CRB, generalizing the Holevo CRB
for multiparameter estimation to the semiparametric set-
ting requires no substantial modification, since it does not
rely on any matrix CRB. The only relevant difference is
to consider the appropriate set of influence operators (20).
Again, we start with a couple of preparatory lemmas.
Lemma 3 (Ref. [24]). Let Σ be the error covariance
matrix of a locally unbiased measurement and X ∈ Xθ be
the influence operator with respect to the measurement.
Then
Σ  Z(X). (40)
Proof. Delegated to Appendix A 4.
Lemma 4 (Belavkin and Grishanin [50]). Let A  0 be
a positive-semidefinite matrix. Then
Tr ReA  ‖ImA‖1. (41)
Proof. Delegated to Appendix A 5.
We can now introduce the Holevo CRB.
Theorem 3 (Holevo CRB [24, 25]).
trWΣ ≥ min
X∈Xθ
[
trW ReZ(X) + ‖
√
W ImZ(X)
√
W‖1
]
(42)
≡ CH.
Proof. From Lemma 3,
√
W [Σ− Z(X)]
√
W  0. (43)
From Lemma 4,
tr Re
√
W [Σ− Z(X)]
√
W ≥ ‖Im
√
W [Σ− Z(X)]
√
W‖1.
(44)
Since W and Σ are real, we obtain
trWΣ ≥ trW ReZ(X) + ‖
√
W ImZ(X)
√
W‖1 ≥ CH.
(45)
The Holevo CRB is always more informative than the
generalized Helstrom CRB, which we now show explicitly.
Furthermore, it is also more informative than the RLD
CRB [21, 22], which we are not considering in this work.
Corollary 3. The Holevo CRB is never smaller than the
generalized Helstrom CRB
CGS ≤ CH (46)
Proof. Let Xopt ∈ Xθ be an argument that achieves the
minimization in Eq. (42). Then
CH = trW ReZ(Xopt) + ‖
√
W ImZ(Xopt)
√
W‖1
(47)
≥ trW ReZ(Xopt) = trWV (Xopt) (48)
≥ min
X∈Xθ
WV (X) = CGS. (49)
Finally, we mention an alternative definition of the
Holevo CRB [25, 42]
CH = min
V ∈Sq,X∈Xθ
[trWV | V  Z(X)], (50)
where Sq is the set of q×q real-valued symmetric matrices.
For dimH < ∞ and p < ∞, this form allows to easily
recast the bound as a semidefinite program after choosing
a basis for Lh(H). This is a straight-forward generalization
of the method proposed in Ref. [34], where only the case
β = θ and J  0 was considered.
III. UPPER BOUNDS ON THE HOLEVO CRB
Our main results are the two inequalities in the follow-
ing theorem.
Theorem 4. The Holevo CRB can be upper bounded as
CH ≤ CD ≤ 2CGS, (51)
where CD ≡ trW ReZ(Xeff) + ‖
√
W ImZ(Xeff)
√
W‖1
and Xeff is defined in (29).
6Proof. The first inequality holds by definition (42)
CH ≤ TrW ReZ(Xeff) + ‖
√
W ImZ(Xeff)
√
W‖1 = CD.
(52)
To obtain the second inequality note that
√
WZ
√
W  0, (53)
so Lemma 4 gives
‖
√
W ImZ
√
W‖1 = ‖Im
√
WZ
√
W‖1 (54)
≤ tr Re
√
WZ
√
W = trW ReZ. (55)
Hence,
CD ≤ 2 trW ReZ(Xeff) = 2 trWV (Xeff) = 2CGS.
(56)
We call CD the D-invariant CRB, because it is
equal to CH for any W  0 when the model is D-
invariant [24, 29, 32]; in this case it also equals the RLD
scalar CRB. Without delving into the details, D-invariance
is a mathematical property that guarantees that the opti-
mization in (42) can be restricted to Xθ ∩ T , thus giving
Xeff as the optimal argument.
Two observations on the bound CD are in order. First,
it is tighter than 2CGS, yet obtained from Xeff by solving
the same optimization problem (or by finding the SLDs for
p <∞, see Proposition 1). Second, this upper bound can
be a loose restriction on the difference CH − CGS, which
can be small and cannot be estimated without explicitly
evaluating CH. The problem of noisy 3D magnetometry
with multi-qubit systems offers such an illustration [34].
In the parametric case we can write CD more explicitly,
using the expression (36) forXeff . This is a generalization
of the inequality derived in Ref. [29] for J  0.
Proposition 1. For p <∞
CD = trW (∂θβ)
>J+(∂θβ)
+ ‖
√
W (∂θβ)
>J+DJ+(∂θβ)
√
W‖1 (57)
=CGS + ‖
√
W (∂θβ)
>J+DJ+(∂θβ)
√
W‖1, (58)
where we have introduced the matrix D ≡ ImZ(L).
Proof. Using (36) for Xeff when p <∞ we get Z(Xeff) =
(∂θβ)
>J+Z(L)J+(∂θβ).
Finally, we consider the case of a scalar function β(θ).
Proposition 2. If β(θ) is a scalar (q = 1) CH = CGS.
Proof. If q = 1, Z(X) = Tr ρθX
2 is a scalar and real,
meaning that ImZ(X) = 0. Then
CH = min
X∈Xθ
trW ReZ(X) = min
X∈Xθ
trWV (X) = CGS.
(59)
Proposition 2 is especially relevant to Ref. [36], which
employs the generalized Helstrom bound CGS for a scalar
β and a multidimensional θ. As CH is asymptotically
attainable [27, 28, 40] (at least when p <∞), the propo-
sition implies that the CGS bounds computed in Ref. [36]
for semiparametric problems are also asymptotically at-
tainable in the finite-dimensional case.
Note that the upper bounds (51) are tight and can
be attained. For example, quantum tomography of pure
states is an estimation problem for which our bounds
are saturated, that is, CD = CH = 2CS. Li et al. [37]
have shown that, for the estimation of all the 2d − 2
parameters of a finite-dimensional pure state, there exists
a POVM with a classical Fisher information matrix F =
1
2J , irregardless of d. This POVM attains the Gill-Massar
inequality [51], which is equivalent to attaining the Holevo
CRB for pure states [38] and implies our claim that CH =
2CS for this model.
IV. ATTAINING ONE-HALF OF THE QFIM IN
GAUSSIAN SHIFT MODELS
In this section we restrict ourselves to p <∞. A Gaus-
sian state ρGθ is the thermal state (ground state if pure)
of a Hamiltonian quadratic in the canonical operators
r = (x1, p1, . . . xk, pk)
> for k bosonic modes, satisfying
[ri, rj ] = iΩij with Ω = i ⊕ki=1 σy, with the Pauli ma-
trix (σy)11 = (σy)22 = 0, (σy)21 = −(σy)12 = i. In
particular we consider the quantum statistical model
where the parameter dependence is only in the first
moments rθ ≡ Tr[ρGr] of the Gaussian state, while
the parameter-independent covariance matrix (CM) is
σ ≡ 2V (r − rθ) = Tr
[
ρGθ (r − rθ) ◦ (r − rθ)>
]
. A Gaus-
sian measurement is defined by an arbitrary physical CM
σm  iΩ and a vector of 2k outcomes rout, physically
implemented by noisy general-dyne detection. The corre-
sponding probability distribution reads [52, 53]
pθ(rout) =
exp
[
−(rout − rθ)>(σ + σm)−1(rout − rθ)
]
pik
√
det(σ + σm)
(60)
and the associated classical FIM (17) is
F (rθ, σ, σm) ≡ 2(∂θrθ)>(σ + σm)−1(∂θrθ), (61)
where we have introduced the 2k×p Jacobian matrix
with elements (∂θrθ)ij = ∂(rθ)i/∂θj and highlighted the
dependence on the state through rθ and σ and on the
measurements through σm. The QFIM for a Gaussian
shift model has exactly the same form as the FIM for a
classical Gaussian distribution [52, 54]
J(rθ, σ) ≡ 2(∂θrθ)>σ−1(∂θrθ), (62)
where we highlighted the dependence on rθ and σ only.
Considering the measurement with the same CM as the
state, that is σ + σm = 2σ, we get our third result
F (rθ, σ, σ) =
1
2
J(rθ, σ). (63)
7Thus, the scalar CRB obtained from the (pseudo-)inverse
classical Fisher information matrix is indeed twice the gen-
eralized Helstrom CRB trW (∂θβ)
>F (rθ, σ, σ)+(∂θβ) =
2CGS. This halving of the available information mani-
fests the additional noise of measuring complementary
observables simultaneously as suggested by Arthurs and
Kelly [55–57].
V. DISCUSSION
The theory of quantum local asymptotic normality
(QLAN) [26–28, 40, 58–60] maps an asymptotically large
number of identical copies of a finite-dimensional quantum
statistical model to a Gaussian shift model4. Since for
such models there always exists a POVM with a FIM
equal to one-half of the QFIM as shown by (63), we have
CH ≤ 2CGS, in consistence with (51).
This result strongly suggests that for any quantum
statistical model there will be a sequence (Mn, βˇn) of
measurements and classical estimators on n copies (not
necessarily unbiased for finite n) such that
lim
n→∞nΣ
(
ρ⊗nθ ,Mn, βˇn
)
= 2(∂θβ)
>J+(∂θβ) (64)
However, due to the technical assumptions underlying
QLAN, our suggestion does not constitute a rigorous
proof, for which one would need to present one such
sequence. We stress that, on the contrary, the derivation
of the scalar inequality CH ≤ 2CGS is based purely on
the evaluation of the Holevo CRB, which is a well-defined
“single letter” calculation, regardless of asymptotics.
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Appendix A: Proofs omitted in the main text
1. Proof of Lemma 1
Proof. Let f(x) be a real function and F =
∫
f(x)M(dx)
be a Hermitian operator. Consider the inequality∫
[f(x)− F ]M(dx)[f(x)− F ]  0, (A1)
which leads to ∫
[f(x)]
2
M(dx)  F 2. (A2)
Let u be an arbitrary real vector. Substituting
f(x) = u>
[
βˇ(x)− β] = ∑
s
us
[
βˇs(x)− βs
]
(A3)
gives
u>
{[
βˇ(x)− β][βˇ(x)− β]>M(dx)}u ≥ (u>X)2.
(A4)
Since (u>X)2 is Hermitian,
(u>X)2 =
∑
s,t
usutXsXt =
(∑
s,t
usutXsXt
)†
=
∑
s,t
usutXtXs =
∑
s,t
usutXs ◦Xt = u>(X ◦X>)u.
(A5)
Multiplying both sides of Eq. (A4) by ρθ and taking the
operator trace leads to the lemma.
2. Proof of Theorem 2
Proof. We prove the forward implication first. We assume
that there exists a q-dimensional vector X of influence
operators satisfying the local unbiasedness conditions
Tr ρθLj ◦Xs = (∂θβ)js. (A6)
Let u ∈ Rp and v ∈ Rq be two arbitrary vectors.
From (A6) we have the scalar equality
v>
(
Tr ρθL ◦X>
)
u = Tr ρθ
(
v>L
)◦(X>u) = v>(∂θβ)u.
(A7)
Introducing operators V = v>L and U = u>X we can
use the Cauchy-Schwarz inequality for the SLD inner
product:
|Tr ρθV ◦ U |2 ≤
(
Tr ρθV
2
)(
Tr ρθU
2
)
, (A8)
which can be rewritten as[
v>(∂θβ)u
]2 ≤[v>(Tr ρθL ◦L>)v][u>(Tr ρθX ◦X>)u]
(A9)
=
(
v>Jv
)[
u>V (X)u
]
8Now let k be a vector in the kernel of J (such that Jk = 0)
and choose v = k and u = (∂θβ)
>k to get
0 ≤ [k>(∂θβ)(∂θβ)>k]2 ≤ 0, (A10)
which implies (∂θβ)
>k = 0. Since this holds for any
vector in the kernel of J , the columns of ∂θβ must belong
to the range of J , i.e. the orthogonal complement of the
kernel. In turn this implies JJ+∂β = ∂β, since JJ+ is
the orthogonal projector on the range of J [61].
The reverse implication follows from the fact thatX0 ≡
(∂θβ)
>J+L ∈ Xθ when JJ+∂θβ = ∂θβ, since
Tr ρθL ◦X>0 =
(
Tr ρθL ◦L>
)
J+∂θβ = JJ
+∂θβ.
(A11)
3. Proof of Corollary 1
Proof. J ≡ V (L) is the Gram matrix of {L} with respect
to the SLD inner product (4). If J is full-rank, {L} is
linearly independent, and the formula for the projection
Π(X|T ) is given by (∂θβ)>J−1L [46, 62]. If J is not full-
rank and {L} is linearly dependent the same formula can
be generalized by taking the Moore-Penrose pseudoinverse
as follows.
We introduce the linear map Λ : Rp 7→ Lh(H) that
maps each element ei of the canonical basis of R
p to the
SLD operator Li, i.e.
Λ(x) = L>x; (A12)
clearly, span{L} = span{L} is the image of Λ. The
projector on this finite-dimensional subspace is given by
ΛΛ+, where Λ+ denotes the Moore-Penrose pseudoinverse
of the linear map [63, p. 163]. In particular we can
rewrite the pseudoinverse as Λ+ = (Λ†Λ)+Λ†, where
Λ† : Lh(H) 7→ Rp denotes the adjoint map w.r.t. the SLD
inner product
Λ†(X) = (〈X,L1〉, . . . , 〈X,Lp〉)> = Tr ρθX ◦L. (A13)
Since Λ†Λ = V (L) = J is the Gram matrix of the SLDs,
the projection of a single operator Xs is
Π(Xs|T ) = Li(J+)ij〈Xs, Lj〉. (A14)
By applying the projector to all the elements of the repli-
cating space we can write the vectoral form
Π(X|T ) = (Tr ρθX ◦L>)J+L = (∂θβ)>J+L; (A15)
where we inserted the local unbiasedness conditions (15) to
recover (36), from which (37) and (38) follow immediately.
4. Proof of Lemma 3
Proof. Let f(x) be a complex function and F =∫
f(x)M(dx). Consider the inequality∫
[f(x)− F ]M(dx)[f∗(x)− F †]  0, (A16)
which leads to ∫
|f(x)|2M(dx)  FF †. (A17)
Now let z be an arbitrary complex vector and
f(x) =
∑
s
z∗s
[
βˇs(x)− βs
]
, F =
∑
s
z∗sXs. (A18)
Equation (A17) leads to
z†
{∫ [
βˇ(x)− β][βˇ(x)− β]>M(dx)}z ≥ z†XX>z.
(A19)
Multiplying both sides by ρθ and taking the operator
trace leads to the lemma.
5. Proof of Lemma 4 (Belavkin-Grishanin
inequality)
Proof. It is easy to prove that A∗ = ReA − i ImA  0,
ReA = (A+A∗)/2  0, ReA and i ImA are Hermitian,
and ImA is skew-symmetric. Then, for any complex
vector z,
ReA  ±i ImA, z†(ReA)z ≥ ∣∣z†(i ImA)z∣∣. (A20)
Let {λs} be the eigenvalues of i ImA and {zs} be the
corresponding unit eigenvectors. Then
Tr ReA =
∑
s
z†s(ReA)zs ≥
∑
s
∣∣z†s(i ImA)zs∣∣
=
∑
s
|λs| = ‖i ImA‖1 = ‖ImA‖1. (A21)
Appendix B: Added note on a related work
While completing this work we became aware of the
recently published work of Carollo et. al [41], where the
authors derive the inequality CH ≤ 2CS using a different
intermediate bound. While the final result is correct, the
paper [41] contains a small mistake that makes the proof
incomplete for generic weight matrices W ; here we show
how to fix this.
The derivation of [41] starts from a wrong expression
of the second term appearing in (42): ‖W ImZ(X)‖1
9instead of ‖√W ImZ(X)√W‖15. However, the derived
upper bound is still valid, since for a skew-symmetric A
we have the following inequality
∥∥∥√WA√W∥∥∥
1
≤ ‖WA‖1. (B1)
This comes from the fact that the matrices M1 = WA and
M2 =
√
WA
√
W are isospectral, but only M2 is normal
(being skew-symmetric). For a normal matrix the singular
values are equal to the absolute values of the eigenvalues.
However, for a non-normal matrix such as M1 the ordered
vector containing the absolute values of the eigenvalues is
majorized by the ordered vector of singular values [66];
in turn, this fact implies (B1).
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