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Abstract
Let X1,X2, . . . be independent, identically distributed random variables
taking values from a compact metrizable group G. We prove that the ran-
dom walk Sk = X1X2 · · ·Xk, k = 1, 2, . . . equidistributes in any given Borel
subset of G with probability 1 if and only if X1 is not supported on any
proper closed subgroup of G, and Sk has an absolutely continuous compo-
nent for some k ≥ 1. More generally, the sum∑Nk=1 f(Sk), where f : G→ R
is Borel measurable, is shown to satisfy the strong law of large numbers and
the law of the iterated logarithm. We also prove the central limit theorem
with remainder term for the same sum, and construct an almost sure ap-
proximation of the process
∑
k≤t f(Sk) by a Wiener process provided Sk
converges to the Haar measure in the total variation metric.
1 Introduction
Let G be a compact Hausdorff group with normalized Haar measure µ, and let
X1, X2, . . . be a sequence of independent, identically distributed (i.i.d. for short)
G-valued random variables. The random walk Sk =
∏k
j=1Xj = X1X2 · · ·Xk is a
classical object in probability theory. Throughout we assume that the distribution
of X1 is a regular Borel probability measure ν on G; the distribution of Sk is thus
ν∗k, the k-fold convolution of ν. Generalizing results of Le´vy [10] on the circle
group G = R/Z and Kawada and Itoˆ [8] on compact metrizable groups, it was
Urbanik [17] and Kloss [9] who proved that if ν∗k is weakly convergent, then its
weak limit is the normalized Haar measure of a closed subgroup of G. Stromberg
[16] gave the following necessary and sufficient condition for the weak limit to be
the Haar measure on G itself. We shall say that ν is adapted if the support of ν is
not contained in any proper closed subgroup of G, and that ν is strictly aperiodic
if the support of ν is not contained in a coset of any proper closed normal subgroup
of G.
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Theorem A. Let G be a compact Hausdorff group, and let ν be a regular Borel
probability measure on G. The following are equivalent.
(i) ν is adapted and strictly aperiodic.
(ii) ν∗k → µ weakly as k →∞.
A similar classical result gives a necessary and sufficient condition for convergence
in the total variation metric ‖ · ‖TV. The Lebesgue decomposition of ν∗k with
respect to the Haar measure µ will be written as ν∗k = (ν∗k)abs + (ν
∗k)sing, where
(ν∗k)abs is absolutely continuous and (ν
∗k)sing is singular with respect to µ.
Theorem B. Let G be a compact Hausdorff group, and let ν be a regular Borel
probability measure on G. The following are equivalent.
(i) ν is adapted and strictly aperiodic, and (ν∗k)abs 6= 0 for some k ≥ 1.
(ii) ‖ν∗k − µ‖TV → 0 as k →∞.
Moreover, if these equivalent conditions hold, then the convergence in (ii) is expo-
nentially fast.
Special cases of Theorem B were proved by Bhattacharya [5]. For the general
case and the history of related results see [1] and [13]. We mention that if G is
connected, then the assumption that (ν∗k)abs 6= 0 for some k ≥ 1 implies that ν
is adapted and strictly aperiodic. This follows from the fact that in a connected,
compact Hausdorff group any proper closed subgroup has Haar measure 0.
Theorems A and B concern the distribution of Sk for a given k ≥ 1. We can
also view Sk, k = 1, 2, . . . as a random sequence in G, and consider the empirical
distribution of the terms S1, S2, . . . , SN for some N ≥ 1. Under the technical
assumption that G is metrizable, Berger and Evans [2, Corollary 3.1] proved the
following.
Theorem C. Let G be a compact metrizable group. Let X1, X2, . . . be i.i.d. G-
valued random variables with distribution ν, and set Sk =
∏k
j=1Xj. The following
are equivalent.
(i) ν is adapted.
(ii) For any continuous function f : G→ R
lim
N→∞
1
N
N∑
k=1
f(Sk) =
∫
G
f dµ a.s. (1)
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Note that a.s. (almost surely) means that the given relation holds with probability
1. Since the Banach space of continuous, real-valued functions on G (or indeed,
on any compact metric space) is separable, condition (ii) in the previous theorem
is equivalent to the property that with probability 1, (1) holds for all continuous
functions f : G → R simultaneously. A (deterministic) sequence ak, k = 1, 2, . . .
in G is called uniformly distributed if limN→∞(1/N)
∑N
k=1 f(ak) =
∫
G
f dµ for any
continuous function f : G→ R. Theorem C thus states that the random sequence
Sk, k = 1, 2, . . . is uniformly distributed with probability 1 if and only if ν is
adapted. See [3], [4] and [14] for related results on the circle group G = R/Z, and
[2] for the case of continuous time processes.
In this paper we consider
∑N
k=1 f(Sk) for Borel measurable functions f : G→ R,
and we prove the following analogue of Theorem C.
Theorem 1. Let G be a compact metrizable group. Let X1, X2, . . . be i.i.d. G-
valued random variables with distribution ν, and set Sk =
∏k
j=1Xj. The following
are equivalent.
(i) ν is adapted, and (ν∗k)abs 6= 0 for some k ≥ 1.
(ii) For any bounded, Borel measurable function f : G→ R
lim
N→∞
1
N
N∑
k=1
f(Sk) =
∫
G
f dµ a.s. (2)
(iii) For any bounded, Borel measurable function f : G→ R
lim sup
N→∞
∣∣∣∑Nk=1 f(Sk)−N ∫G f dµ∣∣∣√
N log logN
<∞ a.s.
The implications (iii)⇒(ii)⇒(i) are straightforward. Condition (ii) is in fact equiv-
alent to the assumption that (2) holds for the indicator function f = IB of any
Borel set B ⊆ G; indeed, a bounded, Borel measurable function can be uniformly
approximated by finite linear combinations of such indicator functions. The equiv-
alence (i)⇔(ii) in Theorem 1 thus states that the random sequence Sk, k = 1, 2, . . .
equidistributes in any given Borel set with probability 1 if and only if ν is adapted,
and (ν∗k)abs 6= 0 for some k ≥ 1. Equidistribution of a random sequence in any
given Borel set with probability 1 is sometimes called the “strong uniform distribu-
tion” property. In contrast, (ordinary) uniform distribution means equidistribution
in any Borel set B ⊆ G such that µ(∂B) = 0. Note that equidistribution in all
Borel sets simultaneously is impossible; in particular, no deterministic sequence
satisfies the strong uniform distribution property (unless G is finite).
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In Theorems C and 1 we did not assume that ν is strictly aperiodic, whereas
in Theorems A and B strict aperiodicity is required for the convergence of ν∗k. In
the proof of the implication (i)⇒(iii) in Theorem 1 we will thus first assume that
ν is strictly aperiodic. In case the support of ν is contained in a coset of a closed
normal subgroup H✁G, we will see that the factor group G/H is finite and cyclic,
and we will argue by induction on the index |G : H|. Surprisingly, in Theorem
1 the strong law of large numbers (condition (ii)) and the law of the iterated
logarithm (condition (iii)) are equivalent. This is a consequence of the fact that
whenever ν∗k converges to the Haar measure µ in the total variation metric, the
convergence is necessarily exponentially fast. This fact does not have an analogue
for weak convergence. We also prove the following central limit theorem under the
technical assumption that ν is a central measure. Note that condition (ii) below
expresses convergence in distribution to the standard normal distribution.
Theorem 2. Let G be a compact metrizable group. Let X1, X2, . . . be i.i.d. G-
valued random variables with distribution ν, and set Sk =
∏k
j=1Xj. Assume that
ν is central. The following are equivalent.
(i) ν is adapted and strictly aperiodic, and (ν∗k)abs 6= 0 for some k ≥ 1.
(ii) For any bounded, Borel measurable function f : G→ R such that ∫
G
f dµ = 0
and f is not µ-a.e. zero, we have∑N
k=1 f(Sk)√
C(f, ν)N
d−→ N (0, 1)
with some constant C(f, ν) > 0 depending only on f and ν.
Recall that a compact Hausdorff topological space is metrizable if and only if it is
second countable. We mention that in the proofs of Theorems 1 and 2 the choice
of the metric on G is irrelevant; we only use the second countability of G. Whether
Theorems 1 and 2 are true for compact Hausdorff groups remains open.
2 Results
2.1 Preliminaries
For the rest of the paper we assume that G is a compact metrizable group. Let µ
denote the Haar measure onG normalized so that µ(G) = 1. We will write Lp(G) =
Lp(G, µ) for the Lebesgue space of real-valued, Borel measurable functions with
respect to µ, and ‖f‖p = ‖f‖Lp(G,µ). In addition, ‖·‖p will also denote the Lp-norm
of (real-valued) random variables. Recall that µ is both left and right invariant;
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that is, for any Borel set B ⊆ G and any y ∈ G we have µ(yB) = µ(By) = µ(B).
Therefore for any f ∈ L1(G) we have∫
G
f(x) dµ(x) =
∫
G
f(xy) dµ(x) =
∫
G
f(yx) dµ(x).
The total variation of a finite, signed Borel measure ϑ on G is defined as
‖ϑ‖TV = sup
{∣∣∣∣∫
G
f dϑ
∣∣∣∣ : f : G→ R Borel measurable, sup
G
|f | ≤ 1
}
.
Given two finite, signed Borel measures ϑ1 and ϑ2 on G, their convolution ϑ1 ∗ ϑ2
is the unique finite, signed Borel measure such that for any bounded, Borel mea-
surable function f : G→ R∫
G
f d(ϑ1 ∗ ϑ2) =
∫
G
∫
G
f(xy) dϑ1(x)dϑ2(y).
It is easy to see that ‖ϑ1 ∗ ϑ2‖TV ≤ ‖ϑ1‖TV · ‖ϑ2‖TV. A finite, signed Borel
measure ϑ on G is called central if ϑ(y−1By) = ϑ(B) for all Borel sets B ⊆ G
and all y ∈ G. Similarly, a Borel measurable function f : G → R is called a class
function if f(y−1xy) = f(x) for all x, y ∈ G. Note that for any Borel probability
measure ν on G we have ν ∗ µ = µ ∗ ν = µ. If ν1 and ν2 are Borel probability
measures on G, then ‖ν1 − ν2‖TV = 2 supB |ν1(B) − ν2(B)|, where the supremum
is over all Borel sets B ⊆ G. The support of a Borel probability measure ν on G,
denoted by supp ν, is the smallest closed set F ⊆ G such that ν(F ) = 1.
Remark. Every finite Borel measure on G (or indeed, on any Polish space) is
regular. Therefore in the definitions of total variation and convolution we could
have equivalently used continuous functions f : G→ R instead of bounded, Borel
measurable ones. The existence and uniqueness of the convolution thus follows
from the Riesz representation theorem.
A G-valued random variable is a Borel measurable map X from a probability
space to G. Let νX denote the distribution of X ; that is, νX(B) = Pr(X ∈ B) for
all Borel sets B ⊆ G. The variable X is called uniformly distributed if νX = µ. If
X and Y are independent G-valued random variables, then νXY = νX ∗ νY . We
shall write X
d
= Y if the (real-valued or G-valued) random variables X and Y have
the same distribution.
Let Gˆ denote the unitary dual of G; that is, a complete set of pairwise unitar-
ily inequivalent, irreducible unitary representations of G. Recall that every such
representation is finite dimensional, and let dπ denote the dimension of π ∈ Gˆ.
Thus π(x) is a dπ × dπ unitary matrix with complex entries for any given x ∈ G.
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Let π0 ∈ Gˆ, π0 = 1 denote the trivial representation. Given f ∈ L1(G) and
π ∈ Gˆ, let fˆ(π) = ∫
G
f(x)π(x)∗ dµ(x) denote the Fourier coefficients of f . Here
π(x)∗ denotes the conjugate transpose of π(x), and the integral is taken entrywise.
The Fourier coefficients of a finite, signed Borel measure ϑ on G are defined sim-
ilarly as ϑˆ(π) =
∫
G
π(x)∗ dϑ(x), π ∈ Gˆ. The Parseval formula states that for any
f, g ∈ L2(G) we have ∫
G
fg dµ =
∑
π∈Gˆ
dπtr
(
fˆ(π)gˆ(π)∗
)
,
where tr denotes trace. Given π ∈ Gˆ the complex conjugate π¯ is also an irreducible
unitary representation of G, called the contragradient of π. The contragradient π¯
may or may not be unitarily equivalent to π. For the theory of Fourier analysis
on compact groups we refer the reader to [6].
The notation an ≪ bn and an = O(bn) mean that there exists an (implied)
constant K ≥ 0 such that |an| ≤ Kbn for all n ≥ 1. We write an = Θ(bn)
if an ≪ bn ≪ an. We will use subscripts to denote dependence of the implied
constant on certain parameters; thus e.g. an ≪f,ν bn and an = Of,ν(bn) mean that
the implied constant may depend on f and ν. We emphasize that in the statement
of all theorems, propositions and lemmas implied constants in the notation≪ and
O are universal; in particular, they do not even depend on the group G.
2.2 The main theorems
Let G be a compact metrizable group with normalized Haar measure µ, let
X1, X2, . . . be i.i.d. G-valued random variables with distribution ν, and set Sk =∏k
j=1Xj. Let ∆k = ‖ν∗k − µ‖TV = 2 supB |Pr(Sk ∈ B) − µ(B)| denote the total
variation distance of the distribution of Sk from the uniform distribution. Note
that
‖ν∗(k+1) − µ‖TV = ‖(ν∗k − µ) ∗ ν‖TV ≤ ‖ν∗k − µ‖TV · ‖ν‖TV = ‖ν∗k − µ‖TV,
hence ∆k+1 ≤ ∆k.
The precise rate of convergence in the total variation metric was found by
Anoussis and Gatzouras [1, Theorem 4.1]. Let
q = max
{
sup
π∈Gˆ\{π0}
ρ(νˆ(π)), inf
k≥1
‖(ν∗k)sing‖1/kTV
}
,
where ρ(νˆ(π)) denotes the spectral radius of the matrix νˆ(π). Then limk→∞∆
1/k
k =
infk≥1∆
1/k
k = q; moreover, q < 1 if and only if ν is adapted and strictly aperiodic,
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and (ν∗k)abs 6= 0 for some k ≥ 1. Thus, as already stated in Theorem B, whenever
‖ν∗k−µ‖TV → 0, the convergence is necessarily exponentially fast; more precisely,
we have qk ≤ ∆k for every k ≥ 1, and ∆k ≤ (q + ε)k for every k ≥ k0(ν, ε). Let
∆ = 1 + 2
∑∞
k=1∆k, and observe 1/(1− q) ≤ ∆.
We now give a more quantitative form of Theorem 1. For any m ≥ 1 and
ε > 0 let ϕm,ε(N) = N
(∏m−1
i=1 logiN
)
(logmN)
1+ε, where log1N = logN and
logiN = log logi−1N denotes the i-fold iterated logarithm.
Theorem 3. Suppose that ν is adapted, and that (ν∗k)abs 6= 0 for some k ≥ 1. Let
f : G→ R be Borel measurable such that ∫
G
f dµ = 0.
(i) If supc∈G E|f(cX1)|p <∞ for some 1 ≤ p ≤ 2, then for any m ≥ 1 and ε > 0
lim
N→∞
∑N
k=1 f(Sk)
ϕm,ε(N)1/p
= 0 a.s. (3)
(ii) If supc∈G E|f(cX1)|p <∞ for some p > 2, then
lim sup
N→∞
∣∣∣∑Nk=1 f(Sk)∣∣∣√
N log logN
<∞ a.s. (4)
Remark. Note that supc∈G E|f(cX1)|p < ∞ clearly implies f ∈ Lp(G). To men-
tion a sufficient condition, suppose that ν is absolutely continuous with density
dν
dµ
. If there exists a Ho¨lder conjugate pair r, s ∈ [1,∞], 1/r + 1/s = 1 such that
f ∈ Lpr(G) and dν
dµ
∈ Ls(G), then supc∈G E|f(cX1)|p ≤ ‖f‖ppr‖ dνdµ‖s <∞.
Under the extra condition that ν is strictly aperiodic, we will approximate∑N
k=1 f(Sk) by a sum of independent random variables. Following Strassen [15],
we can even construct an almost sure approximation by a Wiener process. To state
the precise form of this result, let us introduce the following technical definition.
Given a function E(t) positive on (t0,∞) for some t0, we shall say that two stochas-
tic processes Y (t) and Z(t) in the Skorokhod space D[0,∞), possibly defined on
different probability spaces, are o(E(t))-equivalent if there exist finitely many pro-
cesses Y1(t), Y2(t), . . . , Ym(t) in D[0,∞) such that Y1(t) = Y (t), Ym(t) = Z(t), and
for all 1 ≤ i ≤ m− 1 one of the following hold:
(i) The processes Yi(t) and Yi+1(t), possibly defined on different probability
spaces, have the same distribution.
(ii) The processes Yi(t) and Yi+1(t) are defined on the same probability space,
and limt→∞(Yi(t)− Yi+1(t))/E(t) = 0 a.s.
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Roughly speaking (ignoring the different probability spaces), Y (t) and Z(t) being
o(E(t))-equivalent thus means Y (t) = Z(t) + o(E(t)) a.s. Given f ∈ L2(G) with∫
G
f dµ = 0, let
C(f, ν) = Ef(U)2 + 2
∞∑
k=1
Ef(U)f(USk), (5)
where U is a uniformly distributed G-valued random variable, independent of
X1, X2, . . .. As we shall see, the series in (5) is absolutely convergent, and
C(f, ν) ≥ 0.
Theorem 4. Suppose that ν is adapted and strictly aperiodic, and that (ν∗k)abs 6= 0
for some k ≥ 1. Let f : G → R be Borel measurable such that ∫
G
f dµ = 0. If
supc∈G E|f(cX1)|2+δ < ∞ for some 0 < δ < 2, then the processes
∑
k≤t f(Sk)
and
√
C(f, ν)W (t) are o(t1/2−δ/20)-equivalent, where W (t) is a standard Wiener
process.
The almost sure approximation by a Wiener process yields even more precise
asymptotics than those in Theorem 3; for instance, it shows that for strictly aperi-
odic ν the value of the limsup in (4) is
√
2C(f, ν). The almost sure asymptotics as
well as the limit distribution of continuous functionals of the process
∑
k≤t f(Sk)
also follow. Instead of the random step functions
∑
k≤t f(Sk), we could have also
used the piecewise linear functions
∑
k≤⌊t⌋ f(Sk) + (t− ⌊t⌋) f(S⌊t⌋+1). In that case
the o(t1/2−δ/20)-equivalence holds in the space C[0,∞) as well.
In Theorem 4 in general we only know C(f, ν) ≥ 0; in the case C(f, ν) = 0
the result simply states that
∑
k≤t f(Sk) = o(t
1/2−δ/20) a.s. The natural ques-
tion whether C(f, ν) > 0 is surprisingly delicate. We shall prove a necessary
and sufficient condition in terms of irreducible unitary representations of G, see
Proposition 7 below. As this condition is rather cumbersome to use, we also give
simpler criteria to ensure C(f, ν) > 0. In particular, we will show that under mild
technical assumptions (e.g. f is a class function or ν is a central measure) we have
C(f, ν) = 0 if and only if f = 0 µ-a.e. We work out the details in Section 3.
It clearly follows from Theorem 4 that N−1/2
∑N
k=1 f(Sk) has a (possibly de-
generate) Gaussian limit distribution. Under slightly weaker assumptions than
those in Theorem 4 we also prove a Lyapunov-type bound on the remainder term
in the central limit theorem. Let Φ(x) =
∫ x
−∞
(2π)−1/2e−t
2/2 dt denote the standard
normal distribution function.
Theorem 5. Suppose that ν is adapted and strictly aperiodic, and that (ν∗k)abs 6= 0
for some k ≥ 1. Let f : G → R be Borel measurable such that ∫
G
f dµ = 0, and
assume f ∈ L2+δ(G) for some 0 < δ ≤ 1 and supc∈G Ef(cX1)2 <∞.
8
(i) If C(f, ν) > 0, then for any integer N ≥ N0(f, ν, δ)
sup
x∈R
∣∣∣∣∣Pr
(∑N
k=1 f(Sk)√
C(f, ν)N
< x
)
− Φ(x)
∣∣∣∣∣≪ K logδ/(1+δ)NN δ/(2+2δ) , (6)
where K = ∆
(
‖f‖2+δ/
√
C(f, ν)
)(2+δ)/(1+δ)
.
(ii) If C(f, ν) = 0, then N−1/2
∑N
k=1 f(Sk)→ 0 in L2.
Remark. If f ∈ L3(G), then the right hand side of (6) becomes KN−1/4 log1/2N
with K = ∆‖f‖3/23 /C(f, ν)3/4. We mention that if f ∈ L4(G), then here ‖f‖3 can
be replaced by ‖f‖2 (see the end of Section 5.2). As we will see in Proposition 8
below, if f is a class function or ν is a central measure, then C(f, ν) ≥ ‖f‖22/(2∆).
Thus in this case K ≤ 2∆7/4, so the right hand side of (6) does not depend on f .
(N0(f, ν, δ) always depends on f , however.)
3 Moment estimates
Throughout this section we assume that ν is adapted and strictly aperiodic, and
that (ν∗k)abs 6= 0 for some k ≥ 1. Further, we fix a Borel measurable function
f : G → R such that ∫
G
f dµ = 0, and a uniformly distributed G-valued random
variable U independent of X1, X2, . . .. We now prove moment estimates for the
modified sum
∑N
k=1 f(USk). In Section 4 we shall give the counterparts of these
estimates for shifted sums
∑M+N
k=M+1 f(Sk).
For every nonempty, finite interval of positive integers J ⊂ N let SJ =
∏
j∈J Xj.
Note that SJ has distribution ν
∗|J |, hence by definition for any bounded, Borel
measurable function g : G→ R
|Eg(SJ)− Eg(U)| =
∣∣∣∣∫
G
g d(ν∗|J | − µ)
∣∣∣∣ ≤ sup
G
|g| ·∆|J |. (7)
Proposition 6. Assume f ∈ L2(G). The series in (5) is absolutely convergent,
and 0 ≤ C(f, ν) ≤ ‖f‖22∆. Further, for any integer N ≥ 1
E
(
N∑
k=1
f(USk)
)2
= C(f, ν)N +Oν
(‖f‖22)
≤ ‖f‖22∆N.
Proof. Let Ak = Ef(U)f(USk). Since U is independent of Sk, we have
Ak =
∫
G
∫
G
f(u)f(ux) dµ(u)dν∗k(x). (8)
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The function g(x) =
∫
G
f(u)f(ux) dµ(u) satisfies
∫
G
g dµ = 0 and supG |g| ≤ ‖f‖22.
Applying (7) to g we thus obtain |Ak| ≤ ‖f‖22∆k. Since ∆k → 0 exponentially fast,
the series in (5) is absolutely convergent. As Ef(U)2 = ‖f‖22, we have C(f, ν) ≤
‖f‖22∆. Finally, C(f, ν) ≥ 0 will follow from the second claim.
Expanding the square we have
E
(
N∑
k=1
f(USk)
)2
=
N∑
k=1
Ef(USk)
2 + 2
∑
1≤k<ℓ≤N
Ef(USk)f(USℓ). (9)
Let us write USℓ = USkS[k+1,ℓ]. Since µ ∗ ν∗k = µ, the variable USk is uniformly
distributed on G and independent of S[k+1,ℓ]; moreover, S[k+1,ℓ]
d
= Sℓ−k. Thus
Ef(USk)
2 = Ef(U)2 and Ef(USk)f(USℓ) = Ef(U)f(USℓ−k), so (9) simplifies as
E
(
N∑
k=1
f(USk)
)2
= NEf(U)2 + 2
∑
1≤k<ℓ≤N
Ef(U)f(USℓ−k)
= NEf(U)2 + 2
N−1∑
d=1
(N − d)Ad
= C(f, ν)N +O
(
N−1∑
d=1
d|Ad|+N
∞∑
d=N
|Ad|
)
≤ NEf(U)2 + 2N
N−1∑
d=1
|Ad|.
The second claim thus follows from |Ad| ≤ ‖f‖22∆d and the fact that ∆d → 0
exponentially fast.
We now study the question whether the normalizing factor C(f, ν) in the vari-
ance is zero or positive. To this end, we derive an alternative formula for C(f, ν)
in the form of an infinite series with nonnegative terms. Next, we will consider the
special case when f is a class function or ν is a central measure. As we shall see,
the behavior of C(f, ν) then simplifies considerably, allowing for effective lower
bounds.
Proposition 7. Assume f ∈ L2(G). We have
C(f, ν) =
∑
π∈Gˆ\{π0}
dπtr
(
fˆ(π)∗fˆ(π)Bν(π)
)
, (10)
where Bν(π) = Idpi + (Idpi − νˆ(π))−1νˆ(π) + (Idpi − νˆ(π)∗)−1νˆ(π)∗ and Idpi denotes
the dπ × dπ identity matrix. The series in (10) has nonnegative terms and is
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convergent. In particular, C(f, ν) > 0 if and only if at least one term in (10) is
nonzero.
Proof. Let Ak = Ef(U)f(USk), and recall (8). The function hk(u) =∫
G
f(ux) dν∗k(x) is in L2(G), and its Fourier coefficients are ĥk(π) = fˆ(π)
(
νˆ(π)k
)∗
.
Applying the Parseval formula in (8) we thus obtain
Ak =
∫
G
f(u)hk(u) dµ(u) =
∑
π∈Gˆ
dπtr
(
fˆ(π)νˆ(π)kfˆ(π)∗
)
. (11)
Here fˆ(π0) = 0 as
∫
G
f dµ = 0. Fix π ∈ Gˆ, π 6= π0. For any v ∈ Cdpi we have
〈νˆ(π)kv, v〉 = ∫
G
〈π(x)∗v, v〉 dν∗k(x), where 〈a, b〉 =∑dpii=1 aibi denotes the standard
sesquilinear form on Cdpi . Since π(x)∗ is unitary, the integrand g(x) = 〈π(x)∗v, v〉
satisfies supG |g| ≤ |v|2. Further,
∫
G
g dµ = 〈µˆ(π)v, v〉 = 0 because π 6= π0.
Applying (7) to g we thus obtain |〈νˆ(π)kv, v〉| ≤ |v|2∆k. In particular, for any
v ∈ Cdpi we have |〈fˆ(π)νˆ(π)kfˆ(π)∗v, v〉| ≤ 〈fˆ(π)fˆ(π)∗v, v〉∆k. Summing this over
an orthonormal basis of Cdpi we get
∣∣∣tr(fˆ(π)νˆ(π)kfˆ(π)∗)∣∣∣ ≤ tr(fˆ(π)fˆ(π)∗)∆k.
Hence
∞∑
k=1
∑
π∈Gˆ\{π0}
dπ
∣∣∣tr(fˆ(π)νˆ(π)kfˆ(π)∗)∣∣∣ ≤ ‖f‖22 ∞∑
k=1
∆k <∞,
justifying a change in the order of summation. Since ρ(νˆ(π)) ≤ q < 1, we have∑∞
k=1 νˆ(π)
k = (Idpi − νˆ(π))−1νˆ(π) in operator norm. We thus obtain
C(f, ν) = ‖f‖22+2
∞∑
k=1
Ak =
∑
π∈Gˆ\{π0}
dπtr
(
fˆ(π)∗fˆ(π)
(
Idpi + 2(Idpi − νˆ(π))−1νˆ(π)
))
.
As C(f, ν) is clearly real, we can take the real part of the series in the previous
line, resulting in formula (10).
Finally, we prove that every term in (10) is nonnegative. Fix π ∈ Gˆ\{π0}.
First, suppose that π and π are unitarily inequivalent. Then we may assume that
π, π ∈ Gˆ. Since f and ν are real-valued, we have fˆ(π) = fˆ(π) and νˆ(π) = νˆ(π).
Hence Bν(π) = Bν(π), and the terms in (10) indexed by π and π are equal. Let
F be the orthogonal projection of f in L2(G) to the linear subspace spanned by
the matrix elements {πij : 1 ≤ i, j ≤ dπ} ∪ {πij : 1 ≤ i, j ≤ dπ}; that is, F (x) =
dπtr
(
fˆ(π)π(x)
)
+ dπtr
(
fˆ(π)π(x)
)
. Note that F is real-valued, Fˆ (π) = fˆ(π),
Fˆ (π) = fˆ(π) and Fˆ (π′) = 0 for all π′ 6= π, π. Therefore the terms in (10) indexed
by π and π are both C(F, ν)/2. But C(F, ν) ≥ 0 from Proposition 6, and we
are done. Next, suppose that π and π are unitarily equivalent. Let F be the
orthogonal projection of f in L2(G) to the linear subspace spanned by the matrix
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elements {πij : 1 ≤ i, j ≤ dπ}; note that {πij : 1 ≤ i, j ≤ dπ} span the same
linear subspace. Thus F (x) = dπtr
(
fˆ(π)π(x)
)
= dπtr
(
fˆ(π)π(x)
)
. Again, F is
real-valued, Fˆ (π) = fˆ(π) and Fˆ (π′) = 0 for all π′ 6= π. Therefore the term in (10)
indexed by π is C(F, ν) ≥ 0.
Proposition 8. Assume f ∈ L2(G), and let ν∗(B) = ν(B−1) (B ⊆ G Borel)
denote the distribution of X−11 . Suppose at least one of the following hold.
(i) f is a class function
(ii) ν ∗ ν∗ = ν∗ ∗ ν
(iii) ν is a central measure
Then 1−q
1+q
‖f‖22 ≤ C(f, ν) ≤ 1+q1−q‖f‖22. In particular, C(f, ν) = 0 if and only if
f = 0 µ-a.e.
Proof. First, assume (i). It follows from Schur’s lemma that fˆ(π) is a scalar
multiple of the identity matrix. Hence (10) simplifies as
C(f, ν) =
∑
π∈Gˆ\{π0}
tr
(
fˆ(π)∗fˆ(π)
)
trBν(π).
Let λ1, λ2, . . . , λdpi denote the eigenvalues of νˆ(π). Then
trBν(π) =
dpi∑
i=1
(
1 +
λi
1− λi +
λi
1− λi
)
=
dpi∑
i=1
1− |λi|2
|1− λi|2 .
Since ρ(νˆ(π)) ≤ q < 1, we have |λi| ≤ q, and so dπ 1−q1+q ≤ trBν(π) ≤ dπ 1+q1−q . The
claim thus follows from the Parseval formula.
Next, assume (ii). Since ν̂∗(π) = νˆ(π)∗, the condition ν ∗ ν∗ = ν∗ ∗ ν im-
plies that the matrix νˆ(π) is normal. Therefore there exists an orthonormal basis
v1, v2, . . . , vdpi of C
dpi comprised of eigenvectors of νˆ(π); say, νˆ(π)vi = λivi. It
follows that νˆ(π)∗vi = λivi, and hence
Bν(π)vi =
(
1 +
λi
1− λi +
λi
1− λi
)
vi =
1− |λi|2
|1− λi|2 vi.
The eigenvalues of Bν(π) again satisfy
1−q
1+q
≤ 1−|λi|2
|1−λi|2
≤ 1+q
1−q
. It is now easy to see
that
1− q
1 + q
tr
(
fˆ(π)∗fˆ(π)
)
≤ tr
(
fˆ(π)∗fˆ(π)Bν(π)
)
≤ 1 + q
1− q tr
(
fˆ(π)∗fˆ(π)
)
,
and the claim follows. Finally, note that condition (iii) implies condition (ii).
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We conclude this section with an estimate of the Lp-norm for 1 ≤ p ≤ 4. These
estimates, combined with the Erdo˝s–Stechkin and the Rademacher–Menshov in-
equalities will help us bound the fluctuations of
∑N
k=1 f(Sk) as N runs in a short
interval. Additionally, we will also use them to verify the Lyapunov condition in
the proof of Theorem 5.
Proposition 9. Assume f ∈ Lp(G) for some 1 ≤ p ≤ 4. For any integer N ≥ 1∥∥∥∥∥
N∑
k=1
f(USk)
∥∥∥∥∥
p
≪
{ ‖f‖p (∆N)1/p if 1 ≤ p < 2,
‖f‖p
√
∆N if 2 ≤ p ≤ 4.
In the case p = 4 we also have∥∥∥∥∥
N∑
k=1
f(USk)
∥∥∥∥∥
4
≪ ‖f‖2
√
∆N + ‖f‖4∆3/4N1/4. (12)
Proof. First, assume p = 4. Expanding the fourth power we get
E
(
N∑
k=1
f(USk)
)4
≪
∑
1≤k1≤k2≤k3≤k4≤N
|Ef(USk1)f(USk2)f(USk3)f(USk4)| . (13)
Fix 1 ≤ k1 ≤ k2 ≤ k3 ≤ k4 ≤ N . Since USk1 is uniformly distributed on G and
independent of Xk1+1, Xk1+2, . . ., we have
Ef(USk1)f(USk2)f(USk3)f(USk4) =∫
G
∫
G
∫
G
∫
G
f(u)f(ux)f(uxy)f(uxyz) dµ(u)dν∗(k2−k1)(x)dν∗(k3−k2)(y)dν∗(k4−k3)(z).
Here we use the convention that ν∗0 is the Dirac measure concentrated on the
identity element of G, and ∆0 = ‖ν∗0 − µ‖TV ≤ 2. Let
g(z) =
∫
G
∫
G
∫
G
f(u)f(ux)f(uxy)f(uxyz) dµ(u)dν∗(k2−k1)(x)dν∗(k3−k2)(y).
As
∫
G
g(z) dµ(z) = 0, applying (7) to g we obtain
|Ef(USk1)f(USk2)f(USk3)f(USk4)| ≤ sup
G
|g| ·∆k4−k3 . (14)
Fix z ∈ G, and let hz(y) =
∫
G
∫
G
f(u)f(ux)f(uxy)f(uxyz) dµ(u)dν∗(k2−k1)(x).
Note that ∫
G
hz(y) dµ(y) =
∫
G
∫
G
f(u)f(ux)wz dµ(u)dν
∗(k2−k1)(x),
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where wz =
∫
G
f(uxy)f(uxyz)dµ(y) =
∫
G
f(y)f(yz)dµ(y) does not depend on u
and x. Applying (7) to hz we get
|g(z)| =
∣∣∣∣∫
G
hz(y) dν
∗(k3−k2)(y)
∣∣∣∣
≤ |wz| ·
∣∣∣∣∫
G
∫
G
f(u)f(ux) dµ(u)dν∗(k2−k1)(x)
∣∣∣∣ + sup
G
|hz| ·∆k3−k2 .
Here |wz| ≤ ‖f‖22, and the double integral in the previous line is ≤ ‖f‖22∆k2−k1, as
seen in the proof of Proposition 6. Hence
|g(z)| ≤ ‖f‖42∆k2−k1 + sup
G
|hz| ·∆k3−k2. (15)
Now fix y, z ∈ G, and let ry,z(x) =
∫
G
f(u)f(ux)f(uxy)f(uxyz) dµ(u). Note that
supG |ry,z| ≤ ‖f‖44, and that
∫
G
ry,z(x) dµ(x) = 0. Applying (7) we thus get
|hz(y)| =
∣∣∣∣∫
G
ry,z(x) dν
∗(k2−k1)(x)
∣∣∣∣ ≤ ‖f‖44∆k2−k1 . (16)
Combining (14), (15) and (16) we finally obtain
|Ef(USk1)f(USk2)f(USk3)f(USk4)| ≤
‖f‖42∆k2−k1∆k4−k3 + ‖f‖44∆k2−k1∆k3−k2∆k4−k3.
Summing over 1 ≤ k1 ≤ k2 ≤ k3 ≤ k4 ≤ N , (12) follows.
On the other hand, we can use ∆k3−k2 ≤ 2 to deduce the simpler estimate
|Ef(USk1)f(USk2)f(USk3)f(USk4)| ≤ 3‖f‖44∆k2−k1∆k4−k3 ,
and by summing over 1 ≤ k1 ≤ k2 ≤ k3 ≤ k4 ≤ N we get
∥∥∥∑Nk=1 f(USk)∥∥∥
4
≪
‖f‖4
√
∆N . Proposition 6 shows that if f ∈ L2(G), the same estimate holds with
‖ · ‖4 replaced by ‖ · ‖2 on both sides. Moreover, we also have the trivial estimate∥∥∥∑Nk=1 f(USk)∥∥∥
1
≤ ‖f‖1N for any f ∈ L1(G). This settles the endpoints of the
intervals 1 ≤ p ≤ 2 and 2 ≤ p ≤ 4. The cases 1 < p < 2 and 2 < p < 4
follow from the Riesz–Thorin interpolation theorem applied to the linear operator
f 7→∑Nk=1 f(USk)−N ∫G f dµ.
4 Approximation by independent variables
Assume again, that ν is adapted and strictly aperiodic, and that (ν∗k)abs 6= 0 for
some k ≥ 1. Fix a Borel measurable function f : G → R such that ∫
G
f dµ =
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0. In this section we approximate the shifted sum
∑M+N
k=M+1 f(Sk) by a sum of
independent random variables. The main tool of this approximation is a coupling
between ν∗k and µ, which we will construct using Strassen’s theorem. We mention
that this is the only step of the proof where we use the fact that G is metrizable.
A similar approach was used by Schatte [14] on the circle group G = R/Z, with
a different type of coupling based on the Kolmogorov metric instead of the total
variation metric.
Recall that for any two Borel probability measures ν1 and ν2 onG (or indeed, on
any Polish space) we have ‖ν1−ν2‖TV = 2 infϑ ϑ ({(x, y) ∈ G×G : x 6= y}), where
the infimum is over all Borel probability measures ϑ on G × G whose marginals
are ϑ(B × G) = ν1(B) and ϑ(G × B) = ν2(B). This fact follows from Strassen’s
theorem, which in turn is a special case of the Kantorovich duality theorem in the
theory of optimal transportation (see e.g. [18, Chapter 1]). In particular, for any
k ≥ 1 there exists a Borel probability measure ϑk on G × G with marginals ν∗k
and µ such that ϑk ({(x, y) ∈ G×G : x 6= y}) ≤ ∆k. After a suitable extension of
the probability space, for any nonempty, finite interval of positive integers J ⊆ N
we may therefore introduce auxiliary G-valued random variables TJ , UJ whose
joint distribution is ϑ|J |; that is, TJ
d
= SJ , UJ is uniformly distributed on G, and
Pr(TJ 6= UJ) ≤ ∆|J |. Moreover, we may assume (TJ , UJ), J ⊆ N and X1, X2, . . .
are independent. The independence of the approximating variables will follow from
the following observation.
Lemma 1. Let G be a compact metrizable group, and let (S,A) be a measurable
space. Let U be a G-valued, and let V be an S-valued random variable. If U
and V are independent and U is uniformly distributed on G, then for any Borel
measurable function g : S → G the variables g(V )U and V are also independent.
Proof. Note that g(V )U is uniformly distributed on G. Let γ denote the distri-
bution of V . For any Borel set B ⊆ G and any A ∈ A we have
Pr (g(V )U ∈ B, V ∈ A) =
∫
S
∫
G
IB(g(v)u)IA(v) dµ(u)dγ(v)
=
∫
S
∫
G
Ig(v)−1B(u)IA(v) dµ(u)dγ(v)
=
∫
S
µ(B)IA(v) dγ(v)
= Pr (g(V )U ∈ B) Pr(V ∈ A).
We construct the approximating variables as follows. Fix an integerM ≥ 0, and
let us decompose the infinite set {M + 1,M + 2, . . .} into consecutive, nonempty,
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finite intervals of integers H1, J1, H2, J2, . . .. For all i ≥ 1 and k ∈ Ji let
Wk = SM
i−1∏
j=1
(
THjSJj
)
THi
∏
ℓ∈Ji
ℓ≤k
Xℓ, W
∗
k = SM
i−1∏
j=1
(
THjSJj
)
UHi
∏
ℓ∈Ji
ℓ≤k
Xℓ.
Similarly, for all i ≥ 2 and k ∈ Hi let
Wk = SM
i−2∏
j=1
(
SHjTJj
)
SHi−1TJi−1
∏
ℓ∈Hi
ℓ≤k
Xℓ, W
∗
k = SM
i−2∏
j=1
(
SHjTJj
)
SHi−1UJi−1
∏
ℓ∈Hi
ℓ≤k
Xℓ.
Note that here the case i = 1 is excluded to ensure that Hi is preceded by an
interval Ji−1. Let us also introduce the variables
Yi =
∑
k∈Ji
f(Wk), Y
∗
i =
∑
k∈Ji
f(W ∗k ) (i ≥ 1),
Zi =
∑
k∈Hi
f(Wk), Z
∗
i =
∑
k∈Hi
f(W ∗k ) (i ≥ 2).
Observe that the random sequence Wk, k ∈
⋃∞
i=1 Ji has the same distribution as
Sk, k ∈
⋃∞
i=1 Ji. Similarly, Wk, k ∈
⋃∞
i=2Hi has the same distribution as Sk,
k ∈ ⋃∞i=2Hi.
For every R ≥ 1 let NR be such that M +NR = max JR. Then
∑M+N
k=M+1 f(Sk)
along the subsequence NR satisfies
M+NR∑
k=M+1
f(Sk) =
∑
k∈H1
f(Sk) +
R∑
i=1
∑
k∈Ji
f(Sk) +
R∑
i=2
∑
k∈Hi
f(Sk).
Here the sequence
∑R
i=1
∑
k∈Ji
f(Sk), R = 1, 2, . . . has the same distribution as∑R
i=1 Yi, R = 1, 2, . . . ; similarly, the sequence
∑R
i=2
∑
k∈Hi
f(Sk), R = 2, 3, . . . has
the same distribution as
∑R
i=2 Zi, R = 2, 3, . . . . The main idea is to replace Yi by
Y ∗i , and Zi by Z
∗
i . First, we establish the properties of the approximating variables
Y ∗i and Z
∗
i , then we estimate the error committed.
Lemma 2. Y ∗1 , Y
∗
2 , . . . are independent, and EY
∗
i = 0.
(i) If f ∈ L2(G), then E(Y ∗i )2 = C(f, ν)|Ji|+Oν(‖f‖22).
(ii) If f ∈ Lp(G) for some 1 ≤ p ≤ 4, then for any 0 ≤ R < S∥∥∥∥∥
S∑
i=R+1
Y ∗i
∥∥∥∥∥
p
≪
 ‖f‖p
(
∆
∑S
i=R+1 |Ji|
)1/p
if 1 ≤ p < 2,
‖f‖p
√
∆
∑S
i=R+1 |Ji| if 2 ≤ p ≤ 4.
16
In the case p = 4 we also have∥∥∥∥∥
S∑
i=R+1
Y ∗i
∥∥∥∥∥
4
≪ ‖f‖2
√√√√∆ S∑
i=R+1
|Ji|+ ‖f‖4∆3/4
(
S∑
i=R+1
|Ji|
)1/4
. (17)
The same hold for Z∗2 , Z
∗
3 , . . . with |Ji| replaced by |Hi|.
Proof. To see that Y ∗1 , Y
∗
2 , . . . are independent, it will be enough to prove that Y
∗
i
is independent of the random vector (Y ∗1 , Y
∗
2 , . . . , Y
∗
i−1) for all i ≥ 2. Let W be the
random vector whose coordinates are the variables Xk, k ∈ [1,M ]∪ J1 ∪ · · · ∪ Ji−1
and TH1 , UH1 , TH2 , UH2, . . . , THi−1 , UHi−1 . Further, let W
′ be the random vector
with coordinates Xk, k ∈ Ji. Applying Lemma 1 to V = (W,W ′) and U = UHi
we get that (W,W ′) and g(W,W ′)UHi are independent for any Borel measurable
function g. But W and W ′ are also independent, therefore W , W ′, g(W,W ′)UHi
are independent as well. Note that (Y ∗1 , Y
∗
2 , . . . , Y
∗
i−1) is a function of W , whereas
Y ∗i is a function of W
′ and g(W,W ′)UHi for some g (in fact, g(W,W
′) is simply
the product of certain components of W ). The independence thus follows.
Now fix i ≥ 1. Note that SM
∏i−1
j=1
(
THjSJj
)
UHi is uniformly distributed on G
and independent of Xk, k ∈ Ji. Hence Y ∗i =
∑
k∈Ji
f(W ∗k )
d
=
∑|Ji|
k=1 f(USk). Here
USk is uniformly distributed on G; in particular, EY
∗
i =
∑|Ji|
k=1Ef(USk) = 0.
Claim (i) follows from Proposition 6. Now fix 0 ≤ R < S, and let us prove
(ii). The case p = 1 follows from ‖Y ∗i ‖1 ≤
∑|Ji|
k=1 ‖f(USk)‖1 = ‖f‖1|Ji|. If p = 2,
Proposition 6 gives ‖Y ∗i ‖2 =
∥∥∥∑|Ji|k=1 f(USk)∥∥∥
2
≤ ‖f‖2
√
∆|Ji|, hence the claim
follows from independence. Now assume p = 4. The independence of Y ∗1 , Y
∗
2 , . . .
implies
E
∣∣∣∣∣
S∑
i=R+1
Y ∗i
∣∣∣∣∣
4
≪
S∑
i=R+1
E|Y ∗i |4 +
(
S∑
i=R+1
E|Y ∗i |2
)2
.
Proposition 9 shows ‖Y ∗i ‖4 =
∥∥∥∑|Ji|k=1 f(USk)∥∥∥
4
≪ ‖f‖2
√
∆|Ji| + ‖f‖4∆3/4|Ji|1/4,
yielding (17). On the other hand, Proposition 9 also gives ‖Y ∗i ‖4 ≪ ‖f‖4
√
∆|Ji|,
and so
∥∥∥∑Si=R+1 Y ∗i ∥∥∥
4
≪ ‖f‖4
√
∆
∑S
i=R+1 |Ji| follows as well. This settles the
endpoints of the intervals 1 ≤ p ≤ 2 and 2 ≤ p ≤ 4.
Observe that for a given integerM ≥ 0, given intervalsH1, J1, . . . and given 0 ≤
R < S, the sum
∑S
i=R+1 Y
∗
i is linear in f . Applying the Riesz–Thorin interpolation
theorem to the linear operator f 7→∑Si=R+1 Y ∗i −(∑Si=R+1 |Ji|)∫G f dµ, the cases
1 < p < 2 and 2 < p < 4 follow. The proof for Z∗2 , Z
∗
3 , . . . is analogous.
Lemma 3. If Lp = supc∈G E|f(cX1)|p < ∞ for some p ≥ 1, then ‖Yi − Y ∗i ‖p ≤
2|Ji|
(
Lp∆|Hi|
)1/p
and ‖Zi − Z∗i ‖p ≤ 2|Hi|
(
Lp∆|Ji|
)1/p
.
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Proof. We have ‖Yi − Y ∗i ‖p ≤
∑
k∈Ji
‖f(Wk)− f(W ∗k )‖p. Let F be the σ-algebra
generated by SM
∏i−1
j=1
(
THjSJj
)
, THi, UHi and Xℓ, ℓ ∈ Ji, ℓ < k. Then Wk = aXk
and W ∗k = a
∗Xk with some F -measurable random variables a, a∗. Note that if
THi = UHi , thenWk =W
∗
k . Therefore E (|f(Wk)− f(W ∗k )|p | F) ≤ 2pLpI{THi 6=UHi}.
Taking the (total) expectation we get E |f(Wk)− f(W ∗k )|p ≤ 2pLp Pr(THi 6= UHi)
≤ 2pLp∆|Hi|, and the result follows. The proof for ‖Zi − Z∗i ‖p is analogous.
As a simple application of the approximating variables constructed above, we
deduce moment estimates for shifted sums
∑M+N
k=M+1 f(Sk) from the results of Sec-
tion 3.
Corollary 10.
(i) If supc∈G Ef(cX1)
2 <∞, then for any integers M ≥ 0 and N ≥ 1∥∥∥∥∥
M+N∑
k=M+1
f(Sk)
∥∥∥∥∥
2
=
√
C(f, ν)N +Of,ν (log(N + 1)) .
(ii) If supc∈G E |f(cX1)|p <∞ for some 1 ≤ p ≤ 4, then for any integers M ≥ 0
and N ≥ 1∥∥∥∥∥
M+N∑
k=M+1
f(Sk)
∥∥∥∥∥
p
≪ Kf,ν,p log(N + 1) +
{ ‖f‖p (∆N)1/p if 1 ≤ p < 2,
‖f‖p
√
∆N if 2 ≤ p ≤ 4.
with some constant Kf,ν,p > 0. In the case p = 4 we also have∥∥∥∥∥
M+N∑
k=M+1
f(Sk)
∥∥∥∥∥
4
≪ Kf,ν,p log(N + 1) + ‖f‖2
√
∆N + ‖f‖4∆3/4N1/4.
Proof. We may assume that N is large enough in terms of f , ν and p. Let
us decompose the index set [M + 1,M + N ] into two consecutive intervals of
integers H1 and J1 such that |H1| = ⌈4∆ logN⌉. We then have
∑M+N
k=M+1 f(Sk) =∑
k∈H1
f(Sk) +
∑
k∈J1
f(Sk), where
∑
k∈J1
f(Sk)
d
= Y1. To see (i), let us write∥∥∥∥∥
M+N∑
k=M+1
f(Sk)
∥∥∥∥∥
2
= ‖Y ∗1 ‖2 +O
(
‖Y1 − Y ∗1 ‖2 +
∑
k∈H1
‖f(Sk)‖2
)
.
By Lemma 2 (i), here ‖Y ∗1 ‖2 =
√
C(f, ν)N +Of,ν(1). Since, say, ∆
1/k
k ≤ (1+ q)/2
for k ≥ k0(ν) and ((1 + q)/2)∆ ≤ ((1 + q)/2)1/(1−q) ≤ e−1/2, we have ∆|H1| ≤ N−2.
Lemma 3 thus gives ‖Y1 − Y ∗1 ‖2 ≪f,ν 1. Finally, note that supc∈G Ef(cX1)2 < ∞
implies supk≥1 Ef(Sk)
2 < ∞. Hence ∑k∈H1 ‖f(Sk)‖2 ≪f,ν logN , and (i) follows.
If we use Lemma 2 (ii) instead of Lemma 2 (i), similar arguments show (ii).
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Remark. We could easily improve the error term Kf,ν,p log(N + 1) in (ii) by
decomposing [M+1,M+N ] into more than 2 consecutive intervals of exponentially
increasing sizes.
5 Proof of the theorems
We prove Theorem 3 (i) for strictly aperiodic measures and Theorem 4 in Section
5.1; the general case of Theorem 3 and Theorem 1 in Section 5.2; finally, Theorem
5 and the Remark thereafter, and Theorem 2 in Section 5.3.
5.1 Almost sure asymptotics, strictly aperiodic case
Suppose that ν is adapted and strictly aperiodic, and that (ν∗k)abs 6= 0 for some
k ≥ 1. Let f : G → R be Borel measurable such that ∫
G
f dµ = 0, and assume
supc∈G E|f(cX1)|p < ∞. In this section we prove the strong law of large numbers
(3) in the case 1 ≤ p ≤ 2, and the almost sure approximation by a Wiener process
in Theorem 4 in the case 2 < p < 4. For the sake of brevity, in the proofs of this
section implied constants are allowed to depend on f , ν and p.
First, assume 1 ≤ p ≤ 2. We start by estimating the fluctuations. Recall that
logm denotes the m-fold iterated logarithm.
Lemma 4. For any integers m ≥ 1, M ≥ 0 and N ≥ N0(f, ν, p,m), and any
λ > λ0(f, ν, p,m)
Pr
(
max
1≤n≤N
∣∣∣∣∣
M+n∑
k=M+1
f(Sk)
∣∣∣∣∣ ≥ λN1/p
)
≪f,ν,p,m (logmN)
p
λp
.
Proof. We use induction on m. Corollary 10 (ii) and the Rademacher–Menshov
inequality [11, Theorem F] give
∥∥∥max1≤n≤N ∣∣∣∑M+nk=M+1 f(Sk)∣∣∣∥∥∥
p
≪ N1/p log(N+1).
The m = 1 case thus follows from the Markov inequality. Now assume the claim
holds for some m ≥ 1, and let us prove it form+1. Let us decompose the index set
[M+1,M+N ] into consecutive intervals of integers H1, J1, H2, J2, . . . , HR, JR, as in
Section 4, such that |Hi|, |Ji| ≥ 4∆ logN for all i, and R = Θ(N/ logN). Similarly
to the proof of Corollary 10 we have ∆|Hi|,∆|Ji| ≤ N−2. Let M + nr = max Jr,
and recall that for any 2 ≤ r ≤ R
M+nr∑
M+1
f(Sk) =
∑
k∈H1∪J1
f(Sk) +
r∑
i=2
∑
k∈Ji
f(Sk) +
r∑
i=2
∑
k∈Hi
f(Sk).
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Here the variables
∑r
i=2
∑
k∈Ji
f(Sk), 2 ≤ r ≤ R have the same joint distribution
as
∑r
i=2 Yi, 2 ≤ r ≤ R; similarly,
∑r
i=2
∑
k∈Hi
f(Sk), 2 ≤ r ≤ R have the same
joint distribution as
∑r
i=2 Zi, 2 ≤ r ≤ R. Let us introduce the random events
A =
{
max
2≤r≤R
∣∣∣∣∣
r∑
i=1
Yi
∣∣∣∣∣ ≥ λ4N1/p
}
,
B =
{
max
2≤r≤R
∣∣∣∣∣
r∑
i=2
Zi
∣∣∣∣∣ ≥ λ4N1/p
}
,
Ci =
{
max
n∈Hi∪Ji
∣∣∣∣∣
n∑
k=minHi
f(Sk)
∣∣∣∣∣ ≥ λ4N1/p
}
.
The event in the claim of the lemma is a subset of A∪B ∪⋃Ri=1Ci. Applying the
inductive hypothesis on the interval Hi ∪ Ji of length ≪ logN we get Pr(Ci) ≪
λ−p(logN/N)(logm logN)
p, and hence Pr
(⋃R
i=1Ci
)
≪ λ−p(logm+1N)p.
Recall from Lemma 2 (ii) that
∥∥∑s
i=r+1 Y
∗
i
∥∥
p
≪ (∑si=r+1 |Ji|)1/p ≪ N1/p for
any 1 ≤ r < s ≤ R. It follows that the median of ∑si=r+1 Y ∗i is also ≪ N1/p, and
hence from Le´vy’s inequality (see e.g. [12, p. 51]) we get
Pr
(
max
2≤r≤R
∣∣∣∣∣
r∑
i=2
Y ∗i
∣∣∣∣∣ ≥ λ8N1/p
)
≤ 2 Pr
(∣∣∣∣∣
R∑
i=2
Y ∗i
∣∣∣∣∣ ≥ λ16N1/p
)
≪ 1
λp
(18)
provided λ is large enough. On the other hand, Lemma 3 gives E|Yi − Y ∗i |p ≪
|Ji|p∆|Hi| ≪ N−2(logN)p, and thus
Pr
(
|Yi − Y ∗i | ≥
λ
8R
N1/p
)
≪ (logN)
p
N2
· R
p
λpN
≪ 1
λpN
.
Therefore Pr
(∑R
i=2 |Yi − Y ∗i | ≥ (λ/8)N1/p
)
≪ λ−p. This relation, together with
(18) shows Pr(A) ≪ λ−p. Repeating the same arguments for Zi and Z∗i we get
Pr(B)≪ λ−p. Hence Pr
(
A ∪ B ∪⋃Ri=1Ci)≪ λ−p(logm+1N)p, as claimed.
We are now ready to prove (3). Fix m ≥ 1 and ε > 0. Let us decompose
the set of positive integers into consecutive intervals of integers H1, J1, H2, J2, . . . ,
as in Section 4 (with the choice M = 0), such that, say, |Hi| = |Ji| = i for
all i ≥ 1. Similarly to the proof of Corollary 10 we have i ≥ 16∆ log i, and so
∆|Hi| = ∆|Ji| ≤ i−8 for all integers i large enough in terms of ν.
Consider (3) along the subsequence NR = max JR = Θ(R
2). We have
NR∑
k=1
f(Sk) =
∑
k∈H1∪J1
f(Sk) +
R∑
i=2
∑
k∈Ji
f(Sk) +
R∑
i=2
∑
k∈Hi
f(Sk).
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Here the sequences
∑R
i=2
∑
k∈Ji
f(Sk) and
∑R
i=2
∑
k∈Hi
f(Sk), R = 2, 3, . . . have
the same distribution as
∑R
i=2 Yi and
∑R
i=2 Zi, R = 2, 3, . . . , respectively. Using
Lemma 2 (ii) we get
∑∞
i=i0(m)
E|Y ∗i |p/(iϕm,ε(i)) ≪
∑∞
i=i0(m)
1/ϕm,ε(i) < ∞. By
a classical form of the strong law of large numbers (see e.g. [12, p. 209]) and
R1/pϕm,ε(R)
1/p = Θ
(
ϕm,ε(NR)
1/p
)
, we have
lim
R→∞
∑R
i=1 Y
∗
i
ϕm,ε(NR)1/p
= 0 a.s. (19)
Lemma 3 gives E|Yi−Y ∗i |p ≪ |Ji|p∆|Hi| ≪ ip−8, and hence Pr (|Yi − Y ∗i | ≥ 1/i2)≪
i3p−8 ≤ i−2. By the Borel–Cantelli lemma ∑∞i=2 |Yi − Y ∗i | < ∞ a.s., and conse-
quently (19) remains true if we replace Y ∗i by Yi. Repeating the same arguments
for Zi and Z
∗
i , we obtain (3) along the subsequence NR = max JR.
On the other hand, applying Lemma 4 with m+ 2 on the interval HR ∪ JR of
length 2R, we get
Pr
(
max
N∈HR∪JR
∣∣∣∣∣
N∑
k=minHR
f(Sk)
∣∣∣∣∣ ≥ R1/pϕm+1,ε(R)1/p
)
≪ (logm+2(R))
p
ϕm+1,ε(R)
.
The Borel–Cantelli lemma shows that with probability 1, for any R ≥ 1 and any
N ∈ HR ∪ JR the fluctuation satisfies
∣∣∣∑Nk=minHR f(Sk)∣∣∣ ≪ω ϕm+1,ε(N)1/p with
an implied constant depending on the point ω of the probability space. Therefore
(3) holds along all N . This finishes the proof of Theorem 3 (i) under the extra
condition that ν is strictly aperiodic.
Proof of Theorem 4. Assume p = 2 + δ for some 0 < δ < 2, and C(f, ν) > 0.
Let us decompose the set of positive integers into consecutive intervals of integers
H1, J1, H2, J2, . . ., as in Section 4 (with the choice M = 0), such that |Hi| =
⌈22∆ log(i+1)⌉ and |Ji| = ⌈iδ/(4+2δ)⌉ for all i ≥ 1. As before, we have ∆|Hi| ≤ i−11
and ∆|Ji| ≤ i−11 for all integers i large enough in terms of ν and δ.
Corollary 10 (ii) and the Erdo˝s–Stechkin inequality [11, Theorem A] give∥∥∥max1≤n≤N ∣∣∣∑M+nk=M+1 f(Sk)∣∣∣∥∥∥
2+δ
≪√N for any M ≥ 0 and N ≥ 1. Therefore for
any R ≥ 1 we have
Pr
(
max
N∈HR∪JR
∣∣∣∣∣
N∑
k=minHR
f(Sk)
∣∣∣∣∣ ≥ R1/2
)
≪ |JR|
1+δ/2
R1+δ/2
≪ 1
R1+δ/4
.
The Borel–Cantelli lemma shows that with probability 1, for any R ≥ 1 and any
N ∈ HR ∪ JR the fluctuation satisfies
∣∣∣∑Nk=minHR f(Sk)∣∣∣≪ω R1/2 with an implied
constant depending on the point ω of the probability space. For any t ≥ 1 let
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R(t) denote the positive integer for which ⌊t⌋ ∈ HR(t) ∪ JR(t). Summing over
min J1 ≤ k ≤ max JR(t) instead of 1 ≤ k ≤ t, we thus obtain
∑
k≤t
f(Sk) =
R(t)∑
i=1
∑
k∈Ji
f(Sk) +
R(t)∑
i=2
∑
k∈Hi
f(Sk) +Oω
(
R(t)1/2
)
a.s. (20)
Here
∑R(t)
i=1
∑
k∈Ji
f(Sk)
d
=
∑R(t)
i=1 Yi and
∑R(t)
i=2
∑
k∈Hi
f(Sk)
d
=
∑R(t)
i=2 Zi in the Sko-
rokhod space D[0,∞). From Lemma 3 we get E|Yi − Y ∗i |2+δ ≪ |Ji|2+δ∆|Hi| ≪
i−11+δ/2. Hence Pr(|Yi − Y ∗i | ≥ 1/i2) ≪ i−7+5δ/2 ≤ i−2, so by the Borel–Cantelli
lemma
∑∞
i=1 |Yi − Y ∗i | <∞ a.s. Clearly the same holds for Zi − Z∗i .
By Lemma 2 we have ‖Z∗i ‖2+δ ≪
√
log i, and
∑R
i=2 E|Z∗i |2 = Θ(R logR). It fol-
lows (see e.g. [12, p. 246]) that
∑R
i=2 Z
∗
i satisfies the law of the iterated logarithm; in
particular,
∣∣∣∑Ri=2 Z∗i ∣∣∣≪ω √R logR log logR a.s. Note that R(t)1/2 ≪ t(2+δ)/(4+3δ)
and (2+δ)/(4+3δ) < 1/2−δ/20 whenever 0 < δ < 2. Thus the second double sum
on the right hand side of (20) is o(t1/2−δ/20) a.s., and consequently the processes∑
k≤t f(Sk) and
∑R(t)
i=1 Y
∗
i are o
(
t1/2−δ/20
)
-equivalent.
A special case of a theorem of Strassen [15, Theorem 4.4] states the following.
Given independent random variables ζi, i = 1, 2, . . . with Eζi = 0 and VR =∑R
i=1 E|ζi|2 → ∞, for any t ≥ V1 let R′(t) denote the positive integer for which
VR′(t) ≤ t < VR′(t)+1. If
∑∞
i=1 E|ζi|p/V θp/2i < ∞ for some p > 2 and 0 ≤ θ ≤ 1,
then the processes
∑R′(t)
i=1 ζi and W (t) are o
(
t(1+θ)/4 log t
)
-equivalent, where W (t)
is a standard Wiener process.
We apply Strassen’s theorem to ζi = Y
∗
i /
√
C(f, ν), i = 1, 2, . . . . By Lemma
2 we have VR =
∑R
i=1 E|ζi|2 =
∑R
i=1 |Ji| +O(R) = Θ
(
R1+δ/(4+2δ)
)
and E|ζi|2+δ ≪
|Ji|1+δ/2 ≪ iδ/4. Hence
∑∞
i=1 E|ζi|2+δ/V θ(1+δ/2)i <∞ for any θ > (4 + δ)/(4 + 3δ).
Choosing θ close enough to (4 + δ)/(4 + 3δ), we have (1 + θ)/4 < 1/2− δ/20, and
so the processes
∑R′(t)
i=1 Y
∗
i /
√
C(f, ν) and W (t) are o(t1/2−δ/20)-equivalent; clearly
so are
∑R′(t)
i=1 Y
∗
i and
√
C(f, ν)W (t).
Finally, we show that the processes Y (t) =
∑R′(t)
i=1 Y
∗
i and
∑R(t)
i=1 Y
∗
i are
o(t1/2−δ/20)-equivalent. Clearly max JR =
∑R
i=1(|Hi| + |Ji|), and recall that
VR =
∑R
i=1 |Ji| + O(R). Therefore for all large enough integer r, on the inter-
val Vr ≤ t < Vr+1 we have R′(t) = r and R(t) = R′(Vr − s) for some 0 ≤ s ≪
V
(4+2δ)/(4+3δ)
r log Vr, and hence
∑R′(t)
i=1 Y
∗
i = Y (Vr) and
∑R(t)
i=1 Y
∗
i = Y (Vr − s). Let-
ting Kr = cV
(4+2δ)/(4+3δ)
r log Vr with a large enough constant c > 0, it will thus be
enough to prove that
sup
0≤s≤Kr
|Y (Vr)− Y (Vr − s)| = o
(
V 1/2−δ/20r
)
a.s. (21)
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Recalling the distribution of the running maximum of a Wiener process, we have
Pr
(
sup
0≤s≤Kr
|W (Vr)−W (Vr − s)| ≥ λ
√
Kr
)
≪ e−λ2/2.
Choosing, say, λ = 2
√
log Vr and noting (2 + δ)/(4 + 3δ) < 1/2− δ/20, the Borel–
Cantelli lemma shows that the process W (t) satisfies the property in (21); clearly
so does
√
C(f, ν)W (t). Since (21) is invariant under o(t1/2−δ/20)-equivalence, Y (t)
also satisfies (21). This finishes the proof in the case C(f, ν) > 0.
If C(f, ν) = 0, the proof is much simpler. In this case Lemma 2 gives E|Y ∗i |2 ≪
1. Therefore
∑∞
i=1 E|Y ∗i |2/i1+2ε <∞ for any ε > 0, and by the strong law of large
numbers
∑R(t)
i=1 Y
∗
i = o
(
R(t)1/2+ε
)
a.s. Similarly,
∑R(t)
i=2 Z
∗
i = o
(
R(t)1/2+ε
)
a.s.
Using these relations instead of the law of the iterated logarithm and Strassen’s
theorem and noting that R(t)1/2+ε ≪ t1/2−δ/20 for small enough ε > 0, we get∑
k≤t f(Sk) = o
(
t1/2−δ/20
)
a.s., as claimed.
5.2 Almost sure asymptotics, general case
Proof of Theorem 3. Under the extra condition that ν is strictly aperiodic, we
proved claim (i) in Section 5.1, whereas claim (ii) follows from Theorem 4. We
now show that the condition of strict aperiodicity can be removed, and prove the
general case of Theorem 3.
Assume that the pair (G, ν) satisfies the conditions of Theorem 3; that is, G
is a compact metrizable group, and ν is a Borel probability measure on G such
that ν is adapted, and (ν∗k)abs 6= 0 for some k ≥ 1. We shall use the notation µG
for the normalized Haar measure on G. It is not difficult to see that if ν1 and ν2
are Borel probability measures on G, then supp (ν1 ∗ ν2) = (supp ν1)(supp ν2) (see
e.g. [17, Lemma 2]). Therefore supp ν∗k = (supp ν)k, where we use the notation
Ak = {a1a2 · · ·ak : a1, a2, . . . , ak ∈ A}. In particular, supp ν∗(k+1) contains a
translate of supp ν∗k, so the sequence µG(supp ν
∗k) is nondecreasing. Let α(G, ν) =
limk→∞ µG(supp ν
∗k). Note that α(G, ν) > 0 because (ν∗k)abs 6= 0 for some k ≥ 1.
The following simple observation is a special case of [7, Theorem 14]. For the sake
of completeness we include a short proof.
Lemma 5. Let G be a compact metrizable group. If K ⊆ G is nonempty and
closed, and K2 ⊆ K, then K is a subgroup.
Proof. Let a ∈ K be arbitrary. By assumption an ∈ K for all n ≥ 1. Using the
compactness of K we have ank → b ∈ K as k → ∞ for some subsequence ank .
For any fixed n ≥ 1 we have ank−n → a−nb ∈ K as k → ∞. After replacing nk
by another subsequence we may assume that ank → b ∈ K and a−nkb → c ∈ K
as k → ∞ for some c. Then b = anka−nkb → bc, hence c = 1 ∈ K. It remains to
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prove that for any a ∈ K we have a−1 ∈ K. But aK is also nonempty and closed,
and (aK)2 ⊆ aK. By the previous argument 1 ∈ aK, therefore a−1 ∈ K.
Assume now, that there exists a proper closed normal subgroupH✁G such that
supp ν ⊆ aH for some coset aH . Since H is normal, we have supp ν∗k ⊆ akH for
all k ≥ 1. Thus µG(H) = µG(akH) ≥ µG(supp ν∗k), and so µG(H) ≥ α(G, ν) > 0.
In particular, aH has finite order d in the factor group G/H . Since
⋃d
i=1 a
iH
is a closed subgroup of G containing supp ν, and ν is assumed to be adapted,
we have G =
⋃d
i=1 a
iH and |G : H| = d. As supp ν∗d ⊆ H , we can view ν∗d
as a Borel probability measure on the compact metrizable group H . Note that
µH(B) = d · µG(B) (B ⊆ H Borel) is the normalized Haar measure on H . Clearly
(ν∗d)∗k has an absolutely continuous component with respect to µH for some k ≥ 1.
It is also not difficult to see that ν∗d is adapted on H . Indeed, suppose K < H is
a proper closed subgroup for which supp ν∗d ⊆ K. Consider C = ⋃di=1 supp ν∗iK,
and note that here supp ν∗iK ⊆ aiH ; in particular, C 6= G. On the other hand,
writing an arbitrary integer k ≥ 1 in the form k = nd + i, 1 ≤ i ≤ d we have
supp ν∗k = (supp ν∗i)(supp ν∗d)n ⊆ supp ν∗iK. Therefore the topological closure⋃∞
k=1 supp ν
∗k is a subset of C 6= G. Using Lemma 5 we get that ⋃∞k=1 supp ν∗k
is a proper closed subgroup of G, contradicting the adaptedness of ν. Altogether,
we find that the pair (H, ν∗d) satisfies the conditions of Theorem 3. Observe,
moreover, that α(H, ν∗d) = d · α(G, ν).
Assume in addition, that the pair (H, ν∗d) satisfies the claims of Theorem 3. We
now prove that under all these assumptions (G, ν) also satisfies the claims of Theo-
rem 3. Fix a Borel measurable function f : G→ R such that supc∈G |f(cX1)|p <∞
for some p ≥ 1. It will be enough to prove that for any 1 ≤ i ≤ d we have
lim
N→∞
∣∣∣∑Nk=1 f(Si+kd)− dN ∫aiH f dµG∣∣∣
ϕm,ε(N)1/p
= 0 a.s. (22)
for any m ≥ 1 and ε > 0 in the case 1 ≤ p ≤ 2, and
lim sup
N→∞
∣∣∣∑Nk=1 f(Si+kd)− dN ∫aiH f dµG∣∣∣√
N log logN
<∞ a.s. (23)
in the case p > 2. Fix 1 ≤ i ≤ d, and let Fi denote the σ-algebra generated
by X1, X2, . . . , Xi. Letting Yn =
∏i+nd
j=i+(n−1)d+1Xj, the variables Y1, Y2, . . . are
i.i.d. H-valued random variables with distribution ν∗d, independent of Fi. Let
b = X1X2 · · ·Xi, and note b ∈ aiH a.s. Let g : H → R, g(x) = f(bx), and observe
supc∈H E (|g(cY1)|p | Fi) <∞ a.s. and
∫
H
g dµH = d
∫
aiH
f dµG a.s. We thus have
N∑
k=1
f(Si+kd)− dN
∫
aiH
f dµG =
N∑
k=1
g(Y1Y2 · · ·Yk)−N
∫
H
g dµH a.s.
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By the assumption that (H, ν∗d) satisfies the claims of Theorem 3, we have
Pr
 lim
N→∞
∣∣∣∑Nk=1 g(Y1Y2 · · ·Yk)−N ∫H g dµH∣∣∣
ϕm,ε(N)1/p
= 0 Fi
 = 1
in the case 1 ≤ p ≤ 2, and
Pr
lim sup
N→∞
∣∣∣∑Nk=1 g(Y1Y2 · · ·Yk)−N ∫H g dµH∣∣∣√
N log logN
<∞ Fi
 = 1.
in the case p > 2. Taking the (total) probability, (22) and (23) follow.
Finally, we prove that the pair (G, ν) satisfies the claims of Theorem 3. Let
H0 = G. If ν is not strictly aperiodic in H0, then let H1 ✁H0 be a proper closed
normal subgroup such that supp ν is contained in a coset of H1, and let d1 =
|H0 : H1|. As seen above, the pair (H1, ν∗d1) satisfies the conditions of Theorem 3,
hence we can iterate this procedure. We obtain a sequence H0✄H1✄· · ·✄Hj, where
Hi is a proper closed normal subgroup of Hi−1 with index di = |Hi−1 : Hi|, and
supp ν∗(d1···di−1) is contained in a coset of Hi for all 1 ≤ i ≤ j. The procedure ends
after step j if ν∗(d1···dj) is strictly aperiodic in Hj . Note that 1 ≥ α(Hi, ν∗(d1···di)) =
d1 · · · diα(G, ν), therefore the procedure terminates after finitely many steps. We
prove the claims by induction on j. If j = 0, that is, ν is strictly aperiodic, the
claims have already been proved. To prove the inductive step from j − 1 to j,
we first apply the inductive hypothesis to (H1, ν
∗d1), then the arguments above to
conclude that (G, ν) satisfies the claims of Theorem 3.
Proof of Theorem 1. The implication (iii)⇒(ii) is trivial, whereas (i)⇒(iii) is a
special case of Theorem 3. Let us finally prove (ii)⇒(i). First, suppose that ν∗k is
singular with respect to µ for every k ≥ 1. Then there exists a Borel set B ⊆ G
such that µ(B) = 0 and Pr(Sk ∈ B) = 1 for every k ≥ 1. Hence the indicator
function f = IB does not satisfy (ii), giving a contradiction. Suppose next, that
ν is not adapted; that is, there exists a proper closed subgroup H < G such that
Pr(X1 ∈ H) = 1. Then Pr(Sk ∈ H) = 1 for all k ≥ 1. Since every nonempty open
subset of G has positive Haar measure, we have µ(H) < 1. Therefore f = IH does
not satisfy (ii), giving a contradiction.
5.3 Central limit theorem
Proof of Theorem 5. In this proof implied constants will be universal. Claim
(ii) follows from Corollary 10 (i). To see (i), fix a positive integer N large enough
in terms of f , ν and δ, and let us prove (6). Let EN = N
−δ/(2+2δ) logδ/(1+δ)N and
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K = ∆
(
‖f‖2+δ/
√
C(f, ν)
)(2+δ)/(1+δ)
. Let us decompose the set {1, 2, . . . , N} into
consecutive intervals of integers H1, J1, . . . , HR, JR, as in Section 4 (with the choice
M = 0), such that |Hi| = ⌈4∆ logN⌉ and |Ji| = Θ
(
(∆/K2)N δ/(1+δ) log2/(1+δ)N
)
for all 1 ≤ i ≤ R. As in the proof of Corollary 10, we have ∆|Hi| ≤ N−2, and
clearly the same holds for ∆|Ji|.
Recall that
N∑
k=1
f(Sk) =
∑
k∈H1
f(Sk) +
R∑
i=1
∑
k∈Ji
f(Sk) +
R∑
i=2
∑
k∈Hi
f(Sk),
where
∑R
i=1
∑
k∈Ji
f(Sk)
d
=
∑R
i=1 Yi and
∑R
i=2
∑
k∈Hi
f(Sk)
d
=
∑R
i=2 Zi. From
Lemma 2 and the classical Lyapunov condition (see e.g. [12, p. 154]) we get
Pr
 ∑Ri=1 Y ∗i√∑R
i=1 E(Y
∗
i )
2
< x
 = Φ(x) +O (KEN ) . (24)
Here
∑R
i=1 E(Y
∗
i )
2 = C(f, ν)N+Of,ν(N
1/(1+δ)), therefore the error of replacing the
normalizing factor on the left hand side of (24) by
√
C(f, ν)N is o(EN ). Similarly,∑R
i=2 Z
∗
i also satisfies the central limit theorem with remainder term O(KEN). In
particular,
sup
x∈R
∣∣∣∣∣∣Pr

∣∣∣∑Ri=2 Z∗i ∣∣∣√∑R
i=2E(Z
∗
i )
2
≥ x
− 2(1− Φ(x))
∣∣∣∣∣∣≪ KEN .
Applying this with x =
√
logN and noting that 1 − Φ(√logN) = O(N−1/2) =
o(EN ), we obtain
Pr

∣∣∣∑Ri=2 Z∗i ∣∣∣√
C(f, ν)N
≫ KEN
≪ KEN . (25)
From Lemma 3 we get ‖∑Ri=1(Yi − Y ∗i )‖2 ≪f,ν ∑Ri=1 |Ji|√∆|Hi| ≪f,ν 1, hence the
Chebyshev inequality gives
Pr

∣∣∣∑Ri=1(Yi − Y ∗i )∣∣∣√
C(f, ν)N
≥ KEN
≪f,ν 1
NE2N
= o(EN). (26)
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We similarly deduce
Pr

∣∣∣∑Ri=2(Zi − Z∗i )∣∣∣√
C(f, ν)N
≥ KEN
≪f,ν 1
NE2N
= o(EN). (27)
Finally, note that supc∈G Ef(cX1)
2 < ∞ implies supk≥1 Ef(Sk)2 < ∞. Therefore
‖∑k∈H1 f(Sk)‖2 ≪f,ν logN , and the Chebyshev inequality gives
Pr
(∣∣∑
k∈H1
f(Sk)
∣∣√
C(f, ν)N
≥ KEN
)
≪f,ν logN
NE2N
= o(EN). (28)
Combining (24)–(28) we thus have
Pr
(∑N
k=1 f(Sk)√
C(f, ν)N
< x
)
= Pr
( ∑R
i=1 Yi√
C(f, ν)N
< x+O(KEN)
)
+O(KEN)
= Φ(x) +O(KEN).
We now prove the Remark made after Theorem 5. If f ∈ L4(G), then instead
of ‖Y ∗i ‖3 ≪ ‖f‖3
√
∆|Ji|, Lemma 2 gives the slightly better estimate ‖Y ∗i ‖3 ≤
‖Y ∗i ‖4 ≪ ‖f‖2
√
∆|Ji| + ‖f‖4∆3/4|Ji|1/4. Therefore if in the definition of K we
replace ‖f‖2+δ by ‖f‖2, the Lyapunov condition gives that (24) and (25) hold
with error terms O(KEN) + o(EN) = O(KEN). The rest of the proof remains
unchanged.
Proof of Theorem 2. The implication (i)⇒(ii) follows from Theorem 5 and
Proposition 8. The latter is needed to ensure C(f, ν) > 0. We now prove (ii)⇒(i).
The facts that ν is adapted, and that (ν∗k)abs 6= 0 for some k ≥ 1 follow similarly
to the proof of Theorem 1. Suppose that supp ν is contained in a coset aH of some
proper closed normal subgroup H✁G. We have seen in Section 5.2 that the index
d = |G : H| is finite, and G = ⋃di=1 aiH . Note that if k = nd+i for some 1 ≤ i ≤ d,
then Sk ∈ aiH a.s. Letting f = IH − µ(H), we thus have
∣∣∣∑Nk=1 f(Sk)∣∣∣ ≤ 1− 1/d
a.s. Hence N−1/2
∑N
k=1 f(Sk) cannot have a nondegenerate limit distribution.
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