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Abstract
Hankel tensors arise from signal processing and some other applications. SOS (sum-of-
squares) tensors are positive semi-definite symmetric tensors, but not vice versa. The
problem for determining an even order symmetric tensor is an SOS tensor or not is
equivalent to solving a semi-infinite linear programming problem, which can be done
in polynomial time. On the other hand, the problem for determining an even order
symmetric tensor is positive semi-definite or not is NP-hard. In this paper, we study
SOS-Hankel tensors. Currently, there are two known positive semi-definite Hankel
tensor classes: even order complete Hankel tensors and even order strong Hankel
tensors. We show complete Hankel tensors are strong Hankel tensors, and even order
strong Hankel tensors are SOS-Hankel tensors. We give several examples of positive
semi-definite Hankel tensors, which are not strong Hankel tensors. However, all of them
are still SOS-Hankel tensors. Does there exist a positive semi-definite non-SOS-Hankel
tensor? The answer to this question remains open. If the answer to this question is
no, then the problem for determining an even order Hankel tensor is positive semi-
definite or not is solvable in polynomial-time. An application of SOS-Hankel tensors
to the positive semi-definite tensor completion problem is discussed. We present an
ADMM algorithm for solving this problem. Some preliminary numerical results on
this algorithm are reported.
Key words: Hankel tensors, generating vectors, sum of squares, positive semi-
definiteness, generating functions, tensor completion.
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1 Introduction
In general, most tensor problems are NP-hard [11]. However, most tensor problems in
applications have special structures, and they are not NP-hard. In the last few years, there
are a number of papers on the Perron-Frobenius theory for nonnegative tensors, and algo-
rithms for computing the largest eigenvalue of a nonnegative tensor [2, 3, 20]. In particular,
in [13], it was shown that the problem for computing the largest H-eigenvalue of an essen-
tially nonnegative tensor, which includes the problem for computing the largest eigenvalue
of a nonnegative tensor as a special problem, can be solved by solving a semi-definite linear
programming problem. Thus, this problem is polynomial-time solvable, not NP-hard. This
method can be used to find the smallest H-eigenvalue of a Z tensor, thus to be used to
determine a given Z tensor is an M tensor or not, while an even order symmetric M tensor
is positive semi-definite [32].
The problem for determining a given even order symmetric tensor is positive semi-definite
or not has important applications in engineering and science [10, 22, 27, 28, 29, 30]. In
general, this problem is NP-hard. However, for special tensor classes, such as even order
symmetric Z tensors, as pointed above, this problem is polynomial time solvable. In 2014,
more classes of structured tensors have been identified, either such tensors are easily to be
identified, and they are positive semi-definite or positive definite in the even order symmetric
case, or there are easily checkable conditions to identify such tensors are positive semi-
definite or not. The former includes Hilbert tensors [31], diagonally dominated tensors [24],
B tensors [24], double B tensors [17], quasi-double B tensors [17] and H+ tensors [18]. The
latter includes Cauchy tensors [4].
In [12], a new class of positive semi-definite tensors, called SOS (sum-of-squares) tensors,
was introduced. SOS tensors are positive semi-definite tensors, but not vice versa. SOS
tensors are connected with SOS polynomials, which are significant in polynomial theory
[10, 29, 30] and polynomial optimization [15, 16]. In particular, as stated above, the problem
to identify a given general even order symmetric tensor is positive semi-definite or not is
NP-hard, while the problem to identify a given general even order symmetric tensor is SOS
or not is equivalent to solving a semi-definite linear programming problem [15, 16], thus not
NP-hard, but polynomial time solvable. However, no special structured tensor class was
identified to be SOS tensors in [12].
Hankel tensors arise from signal processing and some other applications [1, 7, 21, 23].
Hankel tensors are symmetric tensors. In [23], positive semi-definite Hankel tensors were
studied. Each Hankel tensor is associated with an Hankel matrix. If that Hankel matrix is
positive semi-definite, then the Hankel tensor is called a strong Hankel tensor. It was proved
that an even order strong Hankel tensor is positive semi-definite. A symmetric tensor is a
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Hankel tensor if and only if it has a Vandermonde decomposition. If the coefficients of that
Vandermonde decomposition are nonnegative, then the Hankel tensor is called a complete
Hankel tensor. It was proved that an even order complete Hankel tensor is also positive
semi-definite. The relation between strong and complete Hankel tensors was not known
in [23]. An example of a positive semi-definite Hankel tensor, which is neither strong nor
complete Hankel tensor was also given in [23].
In this paper, we study positive semi-definite and SOS Hankel tensors. We introduce
completely decomposable tensors. Even order completely decomposable tensors are SOS
tensors, but not vice versa. We show that complete Hankel tensors are strong Hankel
tensors, while strong Hankel tensors are completely decomposable. Thus, both even order
complete Hankel tensors and even order strong Hankel tensors are SOS Hankel tensors.
From now on, we call SOS Hankel tensors as SOS-Hankel tensors. Then we show that
for any even order m = 2k ≥ 4, there are SOS-Hankel tensors, which are not completely
decomposable. This includes the example given in [23]. We also found some other examples
of SOS-Hankel tensors which are not strong Hankel tensors. Does there exist a positive
semi-definite non-SOS Hankel tensor? The answer to this question remains open. If the
answer to this question is no, then the problem for determining an even order Hankel tensor
is positive semi-definite or not is solvable in polynomial-time.
The remainder of this paper is organized as follows. Some preliminary knowledge is given
in the next section. In Section 3, we introduce completely decomposable tensors and discuss
their properties. We prove completely Hankel tensors are strong Hankel tensors, and strong
Hankel tensors are completely decomposable in Section 4. Some SOS-Hankel tensors which
are not strong Hankel tensors are given in Section 5. Then we raise the question on positive
semi-definite non-SOS Hankel tensors and have some discussion. Finally, in Section 6, we
discuss an application of SOS-Hankel tensors to the positive semi-definite tensor completion
problem. We present an ADMM algorithm for solving this problem. Some preliminary
numerical results on this algorithm are reported.
2 Preliminaries
Throughout this paper, we use small letters a, b, α, β, λ, · · ·, for scalars, bold small let-
ters x,y,u,v, · · ·, for vectors, capital letters A,B,C, I, · · ·, for matrices, calligraphic letters
A,B, C,H, · · ·, for tensors. We use 0 to denote the zero vector in ℜn, and ei to denote the
ith unit vector in ℜn, for i ∈ [n]. We use xi to denote the ith component of x.
Denote that [n] := {1, · · · , n}. Throughout this paper, m,n and k are integers, and
m,n ≥ 2. A tensor A = (ai1···im) of order m and dimension n has entries ai1···im with ij ∈ [n]
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for j ∈ [m]. Tensor A is said to be a symmetric tensor if its entries ai1···im is invariant under
any index permutation. Denote the set of all the real symmetric tensors of order m and
dimension n by Sm,n. Then Sm,n is a linear space. Throughout this paper, we only discuss
real symmetric tensors. We use ‖A‖ to denote the Frobenius norm of tensor A = (ai1···im),
i.e., ‖A‖ =∑i1,···,im∈[n] a2i1···im.
Let x ∈ ℜn. Then x⊗m is a rank-one symmetric tensor with entries xi1 · · ·xim . For
A ∈ Sm,n and x ∈ ℜn, we have a homogeneous polynomial f(x) of n variables and degree
m,
f(x) = Ax⊗m ≡
∑
i1,···,im∈[n]
ai1···imxi1 · · ·xim . (1)
Note that there is a one to one relation between homogeneous polynomials and symmetric
tensors.
If f(x) ≥ 0 for all x ∈ ℜn, then homogeneous polynomial f(x) and symmetric tensor
A are called positive semi-definite (PSD). If f(x) > 0 for all x ∈ ℜn,x 6= 0, then
f(x) and A are called positive definite. Clearly, if m is odd, there is no positive definite
symmetric tensor and there is only one positive semi-definite tensor O. Thus, we assume that
m = 2k when we discuss positive definite and semi-definite tensors (polynomials). Positive
semi-definite polynomials, or called nonnegative polynomials, have important significance in
mathematics, and are connected with the 17th Hilbert problem [10, 29, 30]. The concepts of
positive semi-definite and positive definite symmetric tensors were introduced in [22]. They
have wide applications in science and engineering [22, 26, 27, 28]. Denote the set of all
positive semi-definite symmetric tensors in Sm,n by PSDm,n. Then it is a closed convex cone
and has been studied in [12, 26].
Let m = 2k. If f(x) can be decomposed to the sum of squares of polynomials of degree
k, then f(x) is called a sum-of-squares (SOS) polynomial, and the corresponding sym-
metric tensor A is called an SOS tensor [12]. SOS polynomials play a central role in the
modern theory of polynomial optimization [15, 16]. SOS tensors were introduced in [12].
Clearly, an SOS polynomial (tensor) is a PSD polynomial, but not vice versa. Actually, this
was shown by young Hilbert [5, 10, 19, 29, 30] that for homogeneous polynomial, only in
the following three cases, a PSD polynomial definitely is an SOS polynomial: 1) n = 2; 2)
m = 2; 3) m = 4 and n = 3. For tensors, the second case corresponds to the symmetric ma-
trices, i.e., a PSD symmetric matrix is always an SOS matrix. Hilbert proved that in all the
other possible combinations of m = 2k and n, there are non-SOS PSD homogeneous poly-
nomials [30]. The most well-known non-SOS PSD homogeneous polynomial is the Motzkin
polynomial [19]
fM(x) = x
6
3 + x
2
1x
4
2 + x
4
1x
2
2 − 3x21x22x23.
By the Arithmetic-Geometric inequality, we see that it is a PSD polynomial. But it is not
an SOS polynomial [29, 30]. The other two non-SOS PSD homogeneous polynomials with
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small m and n are given by Choi and Lam [5]
fCL1(x) = x
4
4 + x
2
1x
2
2 + x
2
1x
2
3 + x
2
2x
2
3 − 4x1x2x3x4
and
fCL2(x) = x
4
1x
2
2 + x
4
2x
2
3 + x
4
3x
2
1 − 3x21x22x23.
Denote the set of all SOS tensors in Sm,n by SOSm,n. Then it is also a closed convex cone
[12]. Thus, SOSm,2 = PSDm,2, SOS2,n = PSD2,n and SOS4,3 = PSD4,3. But for other
m = 2k ≥ 4, n ≥ 3, we have SOSm,n ( PSDm,n.
Let v = (v0, · · · , v(n−1)m)⊤. Define A = (ai1···im) ∈ Sm,n by
ai1···im = vi1+···+im−m, (2)
for i1, · · · , im ∈ [n]. Then A is a Hankel tensor and v is called the generating vector of
A. In (1), if A is a Hankel tensor, then f(x) is called a Hankel polynomial. We see that
a sufficient and necessary condition for A = (ai1···im) ∈ Sm,n to be a Hankel tensor is that
whenever i1 + · · ·+ im = j1 + · · ·+ jm,
ai1···im = aj1···jm . (3)
Hankel tensors arise from signal processing and other applications [1, 7, 21, 23].
By (3), the three non-SOS PSD polynomials fM(x), fCL1(x) and fCL2(x) are not Hankel
polynomials. These three polynomials are still non-SOS PSD polynomials if we switch the
indices of their variables. However, if we switch the indices of their variables and add
some terms to them to make them become Hankel polynomials, then the resulted Hankel
polynomials are not positive semi-definite. Hence, no non-SOS PSD Hankel polynomials are
resulted. There are other examples of non-SOS PSD polynomials [29]. None of them are
Hankel polynomials.
Note that for n = 2, all symmetric tensors are Hankel tensors.
3 Completely Decomposable Tensors
Let A ∈ Sm,n. If there are vectors xj ∈ ℜn for j ∈ [r] such that
A =
∑
j∈[r]
x⊗mj ,
then we say that A is a completely r-decomposable tensor, or a completely decom-
posable tensor. If xj ∈ ℜn+ for all j ∈ [r], then A is called a completely positive tensor
[25]. If xj ∈ ℜn+ for all j ∈ [r], then A is called a completely positive tensor. We
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note that any odd order symmetric tensor is completely decomposable. Hence, it does not
make sense to discuss odd order completely decomposable tensor. But it is still meaningful
to show an odd order symmetric tensor is completely r-decomposable, as this means that
its symmetric rank [6] is not greater than r.
Denote the set of all completely r-decomposable tensors in Sm,n by CD
r
m,n, and the set
of all completely decomposable tensors in Sm,n by CDm,n. The following theorem will be
useful in the next section.
Theorem 1 (Closedness and convexity of the tensor cones) The following statements
hold:
(i) If the order m is an even number, then SOSm,n and PSDm,n are closed and convex
cones.
(ii) If the order m is an even number, CDrm,n is a closed cone for each integer r.
(iii) If the order m is an odd number, then
(a) CDrm,n is either a nonconvex cone such that CD
r
m,n = −CDrm,n or the whole
symmetric tensor space Sm,n. In particular, for any r < n, CD
r
m,n is a nonconvex
cone such that CDrm,n = −CDrm,n;
(b) CDrm,n can be non-closed for some integer r.
(iv) If the order m is an even number, then CDm,n is a closed and convex cone. If m is an
odd number, then CDm,n = Sm,n.
Proof.
[Proof of (i)] The closed and convexity of positive semidefinite cone PSDm,n can be
directly verified from the definition. The convexity of the SOS tensor cone SOSm,n also
directly follows from the definition. To see the closedness of the SOS tensor cone SOSm,n,
let Ak ∈ SOSm,n with Ak → A ∈ Sm,n. So, fk(x) = Akx⊗m is an SOS polynomial and
fk(x)→ f(x) with f(x) = Ax⊗m. Note from [16, Corollary 3.50] that the set of all sum-of-
squares polynomials on ℜn (possibly nonhomogeneous) with degree at most m is a closed
cone. So, f is also an SOS polynomial. Therefore, A is an SOS tensor.
[Proof of (ii)] To see the closedness of CDrm,n, we let Ak ∈ CDrm,n with Ak → A. Then,
for each integer k, there exist xk,j ∈ ℜn, j ∈ [r], such that Ak =
∑
j∈[r]
(
xk,j
)⊗m
. As
Ak → A, {‖Ak‖}k∈N is a bounded sequence. Note that ‖Ak‖2 ≥
∑
j∈[r]
(∑n
i=1
(
xk,ji
)m)2
.
So, {xk,j}k∈N, j = 1, . . . , r, are bounded sequences. By passing to subsequences, we can
assume that xk,j → xj, j = 1, . . . , r. Passing to the limit, we have
A =
∑
j∈[r]
(
xj
)⊗m ∈ CDrm,n.
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Thus, the conclusion follows.
[Proof of (iii) (a)] First of all, it is easy to see that CDrm,n is a cone. From the definition
of CDrm,n, if A ∈ CDrm,n, then there exist u1, . . . ,ur ∈ ℜn such that A =
∑r
i=1 u
⊗m
i . As m is
odd, −A =∑ri=1(−ui)⊗m, and so, −A ∈ CDm,n. So, CDrm,n = −CDrm,n. To finish the proof,
it suffices to show that if CDrm,n is convex, then it must be the whole space Sm,n. To see this,
we suppose that CDrm,n is convex. Then, CD
r
m,n is a convex cone with CD
r
m,n = −CDrm,n.
This implies that CDrm,n is a subspace. Now, take A ∈ (CDrm,n)⊥ where L⊥ denotes the
orthogonal complement in Sm,n of the subspace L. Then, 〈A,x⊗m〉 = Ax⊗m = 0 for all
x ∈ ℜn. This shows that A = O. So, (CDrm,n)⊥ = {O}, and hence CDrm,n = Sm,n.
Now, let us consider the case when r < n. To see that assertion that CDrm,n is a nonconvex
cone such that CDrm,n = −CDrm,n, we only need to show CDrm,n 6= Sm,n. To see this, let ei
denotes the vector whose ith coordinate is one and the others are zero, i ∈ [n], and define
A := ∑i∈[n] e⊗mi . In particular, we see that Ae⊗(m−1)j = ej for all j ∈ [n]. We now show
that A /∈ CDrm,n. Otherwise, there exist u1, . . . ,ur ∈ ℜn such that A =
∑
i∈[r](ui)
⊗m. This
implies that, for each j ∈ [n],
ej = Ae⊗(m−1)j =
∑
i∈[r]
αijui with αij =
(
(ui)
⊤ej
)m−1 ∈ ℜ.
This implies that ej ∈ span{u1, . . . ,ur} for all j ∈ [n], and so, dimspan{u1, . . . ,ur} ≥ n.
This is impossible as we assume that r < n.
[Proof of (iii) (b)] We borrow an example in [6] to illustrate the possible non-closedness
of the cone CDrm,n in the case where m is odd
1. Let m = 3 and n = 2. For each ǫ > 0, let
fǫ(x1, x2) = ǫ
2(x1 + ǫ
−1x2)
3 + ǫ2(x1 − ǫ−1x2)3
and let Aǫ be the associated symmetric tensor, that is, Aǫx⊗m = fǫ(x) for all x ∈ ℜ2. Clearly
Aǫ ∈ CD23,2. Then, fǫ → f as ǫ → 0 where f(x1, x2) = 6x1x22. Let A be the associated
symmetric tensor of f . Then, we have Aǫ → A. We now see that A /∈ CD23,2. To see this
we proceed by contradiction. Then there exist a1, b1, a2, b2 ∈ ℜ such that
6x1x
2
2 = (a1x1 + a2x2)
3 + (b1x1 + b2x2)
3.
By comparing the coefficients, we have a1 = −b1, a2 = −b2 and a1a21 + b1b22 = 2, which is
impossible.
[Proof of (iv)] From the definition, CDm,n is a convex cone. As CDm,n ⊆ Sm,n, the
dimension of CDm,n is at most I(m,n) where I(m,n) =
(
n+m− 1
n− 1
)
. By Carathe´odory’s
1This example was used to show the set consisting of all tensors with symmetric rank over the complex
field less or equal to a fixed number l can be non-closed. Here we show that this example can also be used
to show the non-closedness of complete r-decomposable tensor cones with odd order.
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theorem and the fact that CDm,n is a convex cone, CDm,n = CD
r
m,n with r = I(m,n) + 1.
Thus, (ii) implies that CDm,n is a closed convex cone if the order m is an even number. We
now consider the case when m is an odd number. Similar to the argument in (iii), we see
that CDm,n = −CDm,n. So, CDm,n is a subspace when m is odd. Now, take A ∈ (CDm,n)⊥.
Then, Ax⊗m = 0 for all x ∈ ℜn. This shows that A = O. So, (CDm,n)⊥ = {O}, and hence
CDm,n = Sm,n. ✷
Remark 1 The intricate non-closedness of the set which consists of all rank-r symmetric
tensors over the complex field was discovered and examined in detailed in [6]. This fact
shows the significant difference between a matrix and a tensor with order greater than 2.
Our results here shows that the same feature can happen for the complete r-decomposable
symmetric tensors where the order is an odd number.
As we have seen in Theorem 1 (iii)(a), the cone CDrm,n is not convex when m is an odd
number and r < n. We now illustrate this by a simple example.
Example 1 (Illustrating the possible nonconvexity of CDrm,n) Consider m = 3, n = 2
and r = 1. Then, CD13,2 = {A ∈ S3,2 : Ax⊗3 =
(
u⊤x
)3
for some u ∈ ℜ2}. Let Ai ∈ S3,2 be
such that Aix⊗3 = x3i , i = 1, 2. We now claim that 12A1 + 12A2 /∈ CD13,2. Otherwise, there
exists u = (u1, u2)
⊤ ∈ ℜ2 such that
1
2
x31 +
1
2
x32 = (u1x1 + u2x2)
3.
Comparing the coefficients, we see that u1 = u2 =
3
√
1
2
and 3u1u
3
2 = 3u
3
1u2 = 0. This is
impossible. So, we have 1
2
A1 + 12A2 /∈ CD13,2, and hence CD13,2 is not convex.
4 Strong Hankel Tensors and Complete Hankel Ten-
sors
Suppose that A is a Hankel tensor defined by (2). Let A = (aij) be an ⌈ (n−1)m+22 ⌉ ×
⌈ (n−1)m+2
2
⌉ matrix with aij ≡ vi+j−2, where v2⌈ (n−1)m
2
⌉
is an additional number when (n−1)m
is odd. Then A is a Hankel matrix, associated with the Hankel tensor A. Clearly, when m is
even, such an associated Hankel matrix is unique. Recall from [23] that A is called a strong
Hankel tensor if there exists an associated Hankel matrix A is positive semi-definite.
Thus, whether a tensor is a strong Hankel tensor or not can be verified by using tools from
matrix analysis. It has also been shown in [23] that A is a strong Hankel tensor if and
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only if it is a Hankel tensor and there exists an absolutely integrable real valued function
h : (−∞,+∞)→ [0,+∞) such that its generating vector v = (v0, v1, . . . , v(n−1)m)⊤ satisfies
vk =
∫ ∞
−∞
tkh(t)dt, k = 0, 1, . . . , (n− 1)m. (4)
Such a real valued function h is called the generating function of the strong Hankel tensor
A.
A vector u = (1, γ, γ2, . . . , γn−1)⊤ for some γ ∈ ℜ is called a Vandermonde vector [23].
If tensor A has the form
A =
∑
i∈[r]
αi(ui)
⊗m,
where ui for i = 1, . . . , r, are all Vandermonde vectors, then we say that A has a Vander-
monde decomposition. It was shown in [23] that a symmetric tensor is a Hankel tensor if
and only if it has a Vandermonde decomposition. If the coefficients αi for i = 1, . . . , r, are
all nonnegative, then A is called a complete Hankel tensor [23]. Clearly, a complete
Hankel tensor is a completely decomposable tensor. Unlike strong Hankel tensors, there is
no clear method to check whether a Hankel tensor is a complete Hankel tensor or not, as the
Vandermonde decompositions of a Hankel tensor are not unique. It was proved in [23] that
even order strong or complete Hankel tensors are positive semi-definite, but the relationship
between strong Hankel tensors and complete Hankel tensors was unknown there.
In the following, we discuss the relation between strong Hankel tensors and complete
Hankel tensors.
Proposition 1 Let m,n ∈ N. All the strong Hankel tensors of order m and dimension n
form a closed convex cone. All the complete Hankel tensors of order m and dimension n
form a convex cone. A complete Hankel tensor is a strong Hankel tensor. On the other
hand, whenever m is a positive even number and n ≥ 2, there is a strong Hankel tensor
which is not a complete Hankel tensor.
Proof. By definition, it is easy to see that all the complete Hankel tensors of order m and
dimension n form a convex cone. Since each strong Hankel tensor of order m and dimension
n is associated with a positive semi-definite Hankel matrix and all such positive semi-definite
Hankel matrices form a closed convex cone, all the strong Hankel tensors of order m and
dimension n form a closed convex cone.
Consider a rank-one complete Hankel tensor A = u⊗m, where u = (1, γ, γ2, . . . , γn−1)⊤.
Then we see the generating vector of A is v = (1, γ, γ2, . . . , γ(n−1)m)⊤. When m is even, let
A be a Hankel matrix generated by v. When m is odd, let A be a Hankel matrix generated
by (1, γ, γ2, . . . , γ(n−1)m)⊤. Then we see that A is positive semi-definite. Thus, A is a strong
Hankel tensor. From the definition of complete Hankel tensors, we see that a complete
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Hankel tensor is a linear combination of strong Hankel tensors with nonnegative coefficients.
Since all the strong Hankel tensors of order m and dimension n form a closed convex cone,
this shows that a complete Hankel tensor is a strong Hankel tensor.
Finally, assume that m is a positive even number and n ≥ 2. Let A = e⊗mn where
en = (0, . . . , 0, 1) ∈ ℜn. It is easy to verify that A is a strong Hankel tensor. We now see
that A is not a complete Hankel tensor. Assume on the contrary. Then, there exist r ∈ N,
αi ≥ 0 and vi ∈ ℜn, i = 1, . . . , r such that
A =
∑
i∈[r]
αi(vi)
⊗m with vi =
(
1, γi, . . . , (γi)n−1
)
.
By comparing with the (1, . . . , 1)-entry, we see that αi = 0, i = 1, . . . , r. This gives A = O
which makes a contradiction. ✷
In the following theorem, we will show that when the order is even, a strong Hankel
tensor is indeed a limiting point of complete Hankel tensors.
Theorem 2 (Completely decomposability of strong Hankel tensors) Let m,n ∈ N.
Let A be an mth-order n-dimensional strong Hankel tensor. If the order m is an even
number, then A is a completely decomposable tensor and a limiting point of complete Hankel
tensors. If the order m is an odd number, then A is a completely r-decomposable tensor with
r = (n− 1)m+ 1.
Proof. Let h be the generating function of the strong Hankel tensor A. Then, for any
x ∈ ℜn,
f(x) := Ax⊗m =
n∑
i1,i2,...,im=1
vi1+i2+...+im−mxi1xi2 . . . xim
=
n∑
i1,i2,...,im=1
(∫ +∞
−∞
ti1+i2+...+im−mh(t)dt
)
xi1xi2 . . . xim
=
∫ +∞
−∞
(
n∑
i1,i2,...,im=1
ti1+i2+...+im−mxi1xi2 . . . xim
)
h(t)dt
=
∫ +∞
−∞
(
n∑
i=1
ti−1xi
)m
h(t)dt = lim
l→+∞
fl(x), (5)
where
fl(x) =
∫ l
−l
(
n∑
i=1
ti−1xi
)m
h(t)dt.
By the definition of Riemann integral, for each l ≥ 0, we have fl(x) = limk→∞ fkl (x), where
fkl (x) is a polynomial defined by
fkl (x) :=
2kl∑
j=0
(∑n
i=1(
j
k
− l)i−1xi
)m
h( j
k
− l)
k
.
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Fix any l ≥ 0 and k ∈ N. Note that
fkl (x) :=
2kl∑
j=0
(∑n
i=1(
j
k
− l)i−1xi
)m
h( j
k
− l)
k
=
2kl∑
j=0
(
n∑
i=1
( j
k
− l)i−1h( j
k
− l) 1m
k
1
m
xi
)m
=
2kl∑
j=0
(〈uj,x〉)m,
where uj =
h( jk−l)
1
m
k
1
m
(
1, j
k
− l, . . . , ( j
k
− l)n−1). Here uj are always well-defined as h takes
nonnegative values. Define Akl be a symmetric tensor such that fkl (x) = Akl x⊗m. Then, it is
easy to see that each Alk is a complete Hankel tensor and thus a completely decomposable
tensor. Note from Theorem 1 (iv) that the completely decomposable tensor cone CDm,n
is a closed convex cone when m is even. It then follows that A = limk→∞ liml→∞Alk is a
completely decomposable tensor and a limiting point of complete Hankel tensors.
To see the assertion in the odd order case, we use a similar argument as in [23]. Pick
real numbers γ1, . . . , γr with r = (n− 1)m+ 1 and γi 6= γj for i 6= j. Consider the following
linear equation in α = (α1, . . . , αr) with
vk =
r∑
i=1
αiγ
k
i , k = 0, . . . , (n− 1)m.
Note that this linear equation always has a solution say α¯ = (α¯1, . . . , α¯r) because the matrix
in the above linear equation is a nonsingular Vandermonde matrix. Then, we see that
Ai1,...,im = vi1+...+im−m =
r∑
i=1
α¯iγ
i1+...+im−m
i =
r∑
i=1
α¯i
(
(ui)
⊗m
)
i1,...,im
,
where ui ∈ ℜn is given by ui = (1, γi, . . . , γn−1i )T . This shows that A =
∑
i∈[r] α¯i(ui)
⊗m.
Now, as m is an odd number, we have
A =
r∑
i=1
(
α¯
1
m
i ui
)⊗m
.
Therefore, A is a completely decomposable tensor and the last conclusion follows. ✷
From the preceding theorem and Proposition 1, we have the following corollary.
Corollary 1 (Non-closedness of the even order complete Hankel tensor cone)
When m is even and n ≥ 2, the cone which consists of all the complete Hankel tensors of
order m and dimension n is not closed. Its closure is the cone which consists of all the
strong Hankel tensors of order m and dimension n.
Corollary 2 Let n ∈ N and let m be an even number. Let A be an mth-order n-dimensional
strong Hankel tensor. Then A is an SOS tensor and a PSD tensor.
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Proof. This is a direct consequence of the above theorem and the fact that CDm,n ⊆
SOSm,n ⊆ PSDm,n for even order m. ✷
Question 1 For Corollary 1, what is the situation if the order is odd?
We have seen that the strong Hankel tensor can be regarded as a checkable sufficient
condition for positive semi-definite Hankel tensor. We now provide a simple necessary con-
dition for positive semi-definite Hankel tensors. This condition can be verified by solving a
feasibility problem of a semi-definite programming problem. For a set C with finite elements,
we use ♯ C to denote the number of elements in the set C.
Proposition 2 (SDP-type necessary condition for PSD Hankel tensors) Let n ∈ N
and let m be a positive even number. Let A be an mth-order n-dimensional positive semi-
definite Hankel tensor defined by (2) with generating vector v = (v0, · · · , v(n−1)m)⊤. Denote
α(m, k) = ♯{(i1, . . . , im) : i1 + . . .+ im = m+ k}, k = 0, . . . , (n− 1)m. Then, there exists a
symmetric
(
(n−1)m
2
+ 1
)
×
(
(n−1)m
2
+ 1
)
positive semi-definite matrix Q such that
α(m, k) vk =
∑
α+β=k
Qα,β, k = 0, 1, . . . , (n− 1)m. (6)
Proof. As A is an mth-order n-dimensional positive semi-definite Hankel tensor and v is
its generating vector,
Ax⊗m =
n∑
i1,i2,...,im=1
vi1+i2+...+im−mxi1xi2 . . . xim ≥ 0 for all x ∈ ℜn.
Consider x(t) = (x1(t), . . . , xn(t))
⊤ with xi(t) = t
i−1, i = 1, . . . , n and t ∈ ℜ. Then, for all
t ∈ ℜ, we have
φ(t) = Ax(t)⊗m =
n∑
i1,i2,...,im=1
vi1+i2+...+im−m t
i1+i2+...+im−m =
(n−1)m∑
k=0
∑
i1+i2+...+im−m=k
vk t
k ≥ 0.
As φ is a one-dimensional polynomial which always takes nonnegative values, φ is a sums-of-
squares polynomial [16, 15]. Define wt =
(
1, t, . . . , t
(n−1)m
2
)T
. So, there exists a symmetric(
(n−1)m
2
+ 1
)
×
(
(n−1)m
2
+ 1
)
positive semi-definite matrix Q such that
(n−1)m∑
k=0
α(m, k)vk t
k =
(n−1)m∑
k=0
∑
i1+i2+...+im−m=k
vk t
k = φ(t) = wTt Qwt,
which is further equivalent to (by comparing the entries) the relation (6). ✷
Theorem 3 (Positive definiteness of strong Hankel tensors) Let n ∈ N and let m
be an even number. Let A be an mth-order n-dimensional strong Hankel tensor. Suppose
that the generating function h takes positive value almost everywhere. Then A is a positive
definite tensor.
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Proof. From (5), for any x ∈ ℜn,
f(x) := Ax⊗m =
∫ +∞
−∞
(
n∑
i=1
ti−1xi
)m
h(t)dt . (7)
From Corollary 2, Ax⊗m ≥ 0 for all x ∈ ℜn. Suppose that there exists x¯ 6= 0 such that
Ax¯⊗m = 0. Then, ∫ +∞
−∞
(
n∑
i=1
ti−1x¯i
)m
h(t)dt = 0.
From our assumption that h takes positive value almost everywhere, for each l ≥ 0, we have(
n∑
i=1
ti−1x¯i
)m
= 0 for almost every t ∈ [−l, l].
By the continuity, this shows that
∑n
i=1 t
i−1x¯i ≡ 0 for all t ∈ [−l, l]. So, for each l ≥ 0, we
have x¯1 +
∑n
i=2 t
i−1x¯i ≡ 0 for all t ∈ [−l, l]. Letting t = 0, we have x¯1 = 0. Then,
n∑
i=2
ti−1x¯i ≡ 0 for all t ∈ [−l, l].
Repeating this process, we have x¯2 = . . . = x¯n = 0. So, x¯ = 0. Therefore, we see that A is
positive definite. ✷
Theorem 4 (Complete positivity of strong Hankel tensors) Let m,n ∈ N. Let A
be an mth-order n-dimensional strong Hankel tensor with a generating function h on ℜ.
Suppose that {t ∈ R : h(t) 6= 0} ⊆ R+. Then A is a completely positive tensor.
Proof. As {t ∈ ℜ : h(t) 6= 0} ⊆ ℜ+, we have for any x ∈ ℜn
f(x) := Ax⊗m =
∫ +∞
−∞
(
n∑
i=1
ti−1xi
)m
h(t)dt =
∫ +∞
0
(
n∑
i=1
ti−1xi
)m
h(t)dt. (8)
Then, using similar line of argument as in the preceding theorem, we see that
f(x) = lim
l→+∞
lim
k→∞
fkl (x),
where fkl (x) is given by
fkl (x) :=
kl∑
j=0
(∑n
i=1(
j
k
)i−1xi
)m
h( j
k
)
k
=
kl∑
j=0
(
n∑
i=1
( j
k
)i−1h( j
k
)
1
m
k
1
m
xi
)m
=
kl∑
j=0
(〈uj ,x〉)m,
where uj =
(
h( j
k
)
1
m
k
1
m
,
( j
k
)h( j
k
−l)
1
m
k
1
m
, . . . ,
( j
k
)n−1h( j
k
)
1
m
k
1
m
)⊤
∈ ℜn+ (as h takes nonnegative values).
Define Akl be a symmetric tensor such that fkl (x) = Akl x⊗m. So, each Alk is a completely
positive tensor. Note that the completely positive cone CPm,n is a closed convex cone [25].
It then follows that A = limk→∞ liml→∞Alk is also a completely positive tensor. ✷
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5 Other SOS-Hankel Tensors
There are other positive semi-definite Hankel tensors, which are not strong Hankel ten-
sors. In [23], there is such an example. That example is for order m = 4. We now extend
it to m = 2k for any integer k ≥ 2. We will show that such tensors are not completely
decomposable (and so, is also not a strong Hankel tensor by Theorem 2), but they are still
SOS-Hankel tensors.
Let m = 2k, n = 2, k is an integer and k ≥ 2. Let v0 = vm = 1, v2l = vm−2l = − 1(m2l ) ,
l = 1, . . . , k−1, and vj = 0 for other j. Let A = (ai1···im) be defined by ai1···im = vi1+···+im−m,
for i1, · · · , im = 1, 2. Then A is an even order Hankel tensor. For any x ∈ ℜ2, we have
Ax⊗m = xm1 −
k−1∑
j=1
xm−2j1 x
2j
2 + x
m
2 =
k−2∑
j=0
(
xk−j1 x
j
2 − xk−j−21 xj+22
)2
.
Thus, A is an SOS-Hankel tensor, hence a positive semi-definite Hankel tensor. On the
other hand, A is not a completely decomposable tensor. Assume that A is a completely
decomposable tensor. Then there are vectors uj = (aj , bj)
⊤ for j ∈ [r] such that A =∑r
j=1 u
m
j . Then for any x ∈ ℜ2,
Ax⊗m =
r∑
p=1
(apx1 + bpx2)
m =
m∑
j=0
r∑
p=1
(
m
j
)
am−jp b
j
px
m−j
1 x
j
2.
On the other hand,
Ax⊗m = xm1 −
k−1∑
j=1
xm−2j1 x
2j
2 + x
m
2 .
Comparing the coefficients of xm−21 x
2
2 in the above two expressions of Axm, we have
r∑
p=1
(m
2
)
am−2p b
2
p = −1.
This is impossible. Thus, A is not completely decomposable.
Question 2 Is there an even order completely decomposable Hankel tensor, which is not a
strong Hankel tensor?
We may also construct an example for m = 6 and n = 3. Let A ∈ S4,3 be a Hankel
tensor generated by v = (v0 = α, 0, · · · , 0, v6 = 1, 0, · · · , 0, v12 = α)⊤. Then
f(x) ≡ Ax⊗6 = αx61 + x62 + 30x1x42x3 + 90x21x22x23 + 20x31x33 + αx63.
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We now show that f is PSD if α ≥ 480√15 + 10. Indeed,
f(x) = 10
(
x31 + x
3
3
)2
+
x22
2
(
x22 + 30x1x3
)2
+
[
(α− 10)(x61 + x63) +
1
2
x62 − 360x21x22x23
]
≥ 0,
(9)
where
[
(α− 10)(x61 + x63) + 12x62 − 360x21x22x23
] ≥ 0 because of the arithmetic-geometric in-
equality. Note that
[
(α− 10)(x61 + x63) + 12x62 − 360x21x22x23
] ≥ 0 is a diagonal minus tail form
and all positive semi-definite diagonal minus tail forms are SOS [8, Theorem 2.3]. Thus, if
α ≥ 480√15 + 10, f(x) is also SOS.
On the other hand, we may see that the Hankel tensor A is not a strong Hankel tensor.
Let A = (aij) be generated by v. Then A is a 7 × 7 Hankel matrix, with a11 = a77 = α,
a44 = a35 = a53 = a26 = a62 = a17 = a71 = 1 and aij = 0 for other (i, j). Let y =
(0, 0, 1, 0,−1, 0, 0, 0)⊤. Then y⊤Ay = −2 < 0. Hence A is not PSD and A is not a strong
Hankel tensor.
Naturally, we have the following question:
Question 3 Are there PSD non-SOS-Hankel tensors?
In a certain sense, this question looks like the Hilbert problem under the Hankel con-
straint.
The following question is connected with the above question.
Question 4 Is the problem for determining an even order Hankel tensor is positive semi-
definite or not solvable in polynomial-time?
As discussed before, if there are no PSD non-SOS-Hankel tensors, then the problem
for determining an even order Hankel tensor is positive semi-definite or not is solvable in
polynomial-time.
Before answering Question 3, we may try to answer an easier question.
Question 5 Are there PSD non-SOS-Hankel tensors of order 6 and dimension 3?
If there are no PSD non-SOS-Hankel tensors of order 6 and dimension 3, then it indi-
cates that the Hilbert problem for PSD non-SOS polynomials has different answer if such
polynomials are restricted to be Hankel polynomials.
6 An Application
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6.1 Positive Semidefinite Hankel Tensor Completion Problem
An interesting problem is to fit the tensor data with prescribed Hankel structure of low
rank. That is, given a tensor X ∈ Sm,n, one try to solve the following optimization problem:
min}∈Sm,n
1
2
‖A − X‖2
subject to A is a positive semi-definite Hankel tensor
A is of low rank.
As a PSD Hankel tensor and the rank for tensor are hard to determine. One could consider
the following alternative
minA∈Sm,n
1
2
‖A − X‖2
subject to A is a strong Hankel tensor
the associated Hankel matrix of A is of low rank.
Define l = (n−1)m+2
2
. This problem can be rewritten as
minv∈R(n−1)m+1
1
2
n∑
i1,...,im=1
‖vi1+...+im−m −Xi1,...,im‖2
subject to Aα,β = vα+β−2, α, β = 1, . . . , l,
A is a positive semi-definite matrix and A is of low rank.
The low rank constraint is often nonconvex and nonsmooth, and so, the problem is still
a hard problem to solve. As the trace norm promotes a low rank solution, one popular
approach is to solve its nuclear norm heuristic (see, for example [14]) the following form:
minv∈R(n−1)m+1
1
2
n∑
i1,...,im=1
‖vi1+...+im−m − Xi1,...,im‖2 + µ‖A‖tr
subject to Aα,β = vα+β−2, α, β = 1, . . . , l, and A  0,
where ‖A‖tr denotes the trace norm of A and is defined as the sum of all eigenvalues of A.
Define two linear maps M : ℜ(n−1)m+1 → Sl := S2,l and P : ℜ(n−1)m+1 → Sm,n by
M v = (vα+β−2)1≤α,β≤r and (P(v)i1,...,im = vi1+...+im−m.
Then, the trace norm problem can be further simplified as
(TCP ) min
v∈ℜ(n−1)m+1,A∈Sl
1
2
‖P(v)− X‖2 + µ‖A‖tr
subject to A−M v = 0, and A  0.
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The associated augmented Lagrangian for (TCP ) can be formulated as
Lρ(v, A, Z) =
1
2
‖P(v)−X‖2 + µ‖A‖tr + Tr[Z(A−M v)] + ρ
2
‖A−Mv‖2.
We now propose an alternating direction method of multiplier (ADMM) to solve (TCP ).
ADMM for solving (TCP )
Step 0. Given X ∈ Sm,n. Choose an initial point (v0, A0, Z0) ∈ R(n−1)m+1 × Sl × Sl and
ρ > 0. Set k = 1.
Step 1. Find vk = argmin
v
{Lρ(v, Ak−1, Zk−1)}.
Step 2. Find Ak = argminA{Lρ(vk, A, Zk−1) : A  0}.
Step 3. Let Zk = Zk−1 + ρ(Ak −M vk).
Step 4. Let k = k + 1 and go back to Step 1.
The computational cost of (ADMM) is not heavy which makes it suitable for solving
large size problem. In fact, we note that, in Step 1, vk can be found by solving a linear
equation in v:
(P∗P + ρM∗M)v = P∗X +M∗(ρAk−1 + Zk−1),
where P∗ and M∗ are the adjoint mappings of P and M respectively. Moreover, in Step 2,
Ak indeed has a closed form solution as
Ak = argminA{Lρ(vk, A, Zk−1) : A  0}
= argminA
{
µ‖A‖tr + Tr[Zk−1(A−M v)] + ρ
2
‖A−Mvk‖2 : A  0
}
= argminA
{
µTr[IlA] + Tr[Z
k−1A] +
ρ
2
‖A−Mvk‖2 : A  0
}
= argminA
{
ρ
2
‖A+ 1
ρ
(
µIl + Z
k−1
)−Mvk‖2 : A  0}
=
l∑
i=1
max{σi, 0}uiu⊤i
where σi and ui are obtained from the SVD decomposition of M v
k− 1
ρ
(µIl+Z
k−1), that is,
M vk − 1
ρ
(
µIl + Z
k−1
)
=
l∑
i=1
σiuiu
⊤
i .
The convergence of the ADMM method has been well-studied by a lot of researchers. For
simplicity purpose, we omit the details and refer the interested reader to [9].
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6.2 Numerical Tests
To illustrate the algorithm of ADMM for solving (TCP), we first generate two random
instances of symmetric tensors. Then, we solve the corresponding positive semidefinite
Hankel tensor completion problem via the proposed ADMM algorithm. In our numerical
test, we set µ and ρ in the ADMM algorithm as 0.1 and 10 respectively. Our proposed
algorithm works very well by using these parameters.
Example Consider a 4th-order 3-dimensional symmetric tensor X given by
X (:, :, 1, 1) =

 −0.2972 0.4307 0.44440.4307 −0.4029 −0.0274
0.4444 −0.0274 0.0647

 , X (:, :, 2, 1) =

 0.4307 −0.4029 −0.0274−0.4029 0.1085 0.1760
−0.0274 0.1760 −0.2574

 ,
X (:, :, 3, 1) =


0.4444 −0.0274 0.0647
−0.0274 0.1760 −0.2574
0.0647 −0.2574 −0.3208

 , X (:, :, 1, 2) =


0.4307 −0.4029 −0.0274
−0.4029 0.1085 0.1760
−0.0274 0.1760 −0.2574

 ,
X (:, :, 2, 2) =


−0.4029 0.1085 0.1760
0.1085 0.9152 −0.0821
0.1760 −0.0821 −0.2815

 , X (:, :, 3, 2) =


−0.0274 0.1760 −0.2574
0.1760 −0.0821 −0.2815
−0.2574 −0.2815 0.2773

 ,
X (:, :, 1, 3) =

 0.4444 −0.0274 0.0647−0.0274 0.1760 −0.2574
0.0647 −0.2574 −0.3208

 , X (:, :, 2, 3) =

 −0.0274 0.1760 −0.25740.1760 −0.0821 −0.2815
−0.2574 −0.2815 0.2773

 ,
X (:, :, 3, 3) =

 0.0647 −0.2574 −0.3208−0.2574 −0.2815 0.2773
−0.3208 0.2773 −0.5347

 .
Solving the strong Hankle tensor completion problem for X via the proposed ADMM
method, we obtain
v = (0.0086, 0.0056, 0.0036, 0.0022, 0.0014, 0.0009, 0.0006, 0.0004, 0.0002)T
and the associated Hankel matrix A = (Aij)1≤i≤j≤5 with Aij = vi+j−2 is of rank 1.
Example Consider a given 4th-order 3-dimensional symmetric tensor X given by
X (:, :, 1, 1) =

 −0.7384 0.2309 0.35380.2309 −0.4025 0.2401
0.3538 0.2401 −0.2167

 , X (:, :, 2, 1) =

 0.2309 −0.4025 0.2401−0.4025 0.1324 −0.1888
0.2401 −0.1888 −0.1495

 ,
X (:, :, 3, 1) =

 0.3538 0.2401 −0.21670.2401 −0.1888 −0.1495
−0.2167 −0.1495 0.3234

 , X (:, :, 1, 2) =

 0.2309 −0.4025 0.2401−0.4025 0.1324 −0.1888
0.2401 −0.1888 −0.1495

 ,
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X (:, :, 2, 2) =

 −0.4025 0.1324 −0.18880.1324 −0.3712 0.0019
−0.1888 0.0019 −0.1546

 , X (:, :, 3, 2) =

 0.2401 −0.1888 −0.1495−0.1888 0.0019 −0.1546
−0.1495 −0.1546 −0.0395

 ,
X (:, :, 1, 3) =

 0.3538 0.2401 −0.21670.2401 −0.1888 −0.1495
−0.2167 −0.1495 0.3234

 , X (:, :, 2, 3) =

 0.2401 −0.1888 −0.1495−0.1888 0.0019 −0.1546
−0.1495 −0.1546 −0.0395

 ,
X (:, :, 3, 3) =


−0.2167 −0.1495 0.3234
−0.1495 −0.1546 −0.0395
0.3234 −0.0395 0.9162

 .
Solving the strong Hankle tensor completion problem for X via the proposed ADMM
method, we obtain
v = (0, 0,−0.0001, 0.0003, 0.0001,−0.0024, 0.0120,−0.0390, 0.7741)T
and and the associated Hankel matrix A = (Aij)1≤i≤j≤5 with Aij = vi+j−2 is of rank 2.
These preliminary numerical results show that the algorithm of ADMM for solving (TCP)
is efficient.
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