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POLYNOMIAL ENTROPY FOR THE CIRCLE
HOMEOMORPHISMS AND FOR C1 NONVANISHING
VECTOR FIELDS ON T2
CLÉMENCE LABROUSSE
Abstract. We prove that the polynomial entropy of an orientation
preserving homeomorphism of the circle equals 1 when the homeomor-
phism is not conjugate to a rotation and that it is 0 otherwise. In a
second part we prove that the polynomial entropy of a flow on the two
dimensional torus associated with a C1 nonvanishing vector field is less
that 1. We moreover prove that when the flow possesses periodic orbits
its polynomial entropy equals 1 unless it is conjugate to a rotation (in
this last case, the polynomial entropy is zero).
1. Introduction
It is a classical althought blurred question to estimate the complexity of
a dynamical system. One tool to make this more precise is the topological
entropy which may be seen as the exponential growth rate of the number
of orbits of the system one needs to know in order to understand the whole
set of orbits within a given precision. One often distinguishes between sys-
tems with zero topological entropy and systems with positive topological
entropy and there exists several criterions to prove that a given system has
a positive topological entropy. Even if there are no criterion for a system to
have zero entropy (unless being an isometry or contracting), there are several
well-known zero entropy continuous systems: for instance the harmonic and
anharmonic oscillators, the simple pendulum, orientation preserving homeo-
morphisms of the circle, elliptic billiards... Although all these systems have
the same topological entropy, it seems obvious that the harmonic oscillator is
simpler than the anharmonic one which is simpler than the simple pendulum.
In the same way, a rotation on the circle is simpler than a homeomorphism
that possesses both periodic and wandering points or Denjoy sets and finally
circular billiard looks simpler than any other elliptic billiards. It is therefore
a natural question to estimate the complexity of such systems more precisely.
To do this, we no longer use an exponential measure of the complexity, like
the topological entropy, but a polynomial measure of the complexity, namely
the polynomial entropy. In the last years, the polynomial entropy has been
studied by J-P Marco in the framework of Liouville integrable Hamiltonian
systems. In [Mar09], he computed the polynomial entropy for action-angle
systems and Hamiltonian systems on surfaces defined by a Morse function.
As an application of these results one sees that the polynomial entropy of the
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harmonic oscillator is smaller than that of the anharmonic oscillator which
is smaller than that of the simple pendulum. But it turns out that the com-
putation of the polynomial entropy is in general an intricate problem even
for systems in low dimension.
In the present paper, we compute the polynomial entropy hpol for orienta-
tion preserving homeomorphisms of the circle and give estimates for that of
nonvanishing vector fields on the torus. Then main results are the following.
Theorem 1. Let f ∈ Homeo+(T). Then hpol(f) ∈ {0, 1} and hpol(f) = 0 if
and only if f is conjugate to a rotation.
Theorem 2. Let X be a C1 nonvanishing vector field on the torus T2 with
associated flow φX = (φ
t
X)t∈R. Then hpol(φX) ∈ [0, 1]. Moreover, if φX
possesses periodic orbits, hpol(φX) ∈ {0, 1} and hpol(φX) = 0 if and only if
φ1X is conjugate to a rotation.
The organisation of the paper is the following. In Section 2 we recall
the definition and some classical properties of the polynomial entropy. In
Section 3, we prove Theorem 1 and in Section 4, we prove Theorem 2.
Acknowledgements. Part of this paper was realized when I was in a post-
doctoral position at the Université de Neuchâtel and when I was invited at
ETH Zürich. I am grateful to Felix Schlenk for the postdoctoral position in
Neuchâtel and to Paul Biran for the invitation at ETH Zürich.
Finally, I wish to thank warmly Jean-Pierre Marco for numerous help-
ful discussions, notably on the estimates of the polynomial entropy of C1
nonvanishing vector field on the torus.
2. The polynomial entropy
We consider a continuous map f : X → X, where (X, d) is a compact
metric space (X, d). Let (X, d) be a compact metric space and f a continuous
map X → X. We construct new metrics dfn on X, which depend on the
iterations of f , by setting
dfn(x, y) = max
0≤k≤n−1
d(fk(x), fk(y)).
These metrics are the dynamical metrics associated with f . Obviously, if
f is an isometry or is contracting, dfn coincides with d and in general d
f
n is
topologically equivalent to d. Given Y ⊂ X (not necessarily f -invariant) we
denote by Gfn(Y, ε) the minimal number of balls of radius ε for the metric d
f
n
in a finite covering of Y (the centers of the balls do not necessarily belong
to Y ). Where Y = X, we only write Gfn(ε).
Definition 2.1. The polynomial entropy hpol(f, Y ) of f on Y is defined by
hpol(f, Y ) = sup
ε
inf
{
σ > 0| lim sup
1
nσ
Gfn(Y, ε) = 0
}
= lim
ε→0
lim sup
n→∞
logGfn(Y, ε)
log n
.
When Y = X, we just write hpol(f), and we call it the polynomial entropy
of f .
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Instead of balls of radius ε, we can consider sets with diameter smaller
than or equal to ε for the metric dfn. We denote by Dn(Y, ε) the smallest
number of sets Xi such that
Y ⊂
⋃
i
Xi and diamdn
f
Xi ≤ ε.
We also consider sets that are ε-separated for the metrics dfn (we will write
(n, ε)-separated). Recall that a set E is said to be ε-separated for a metric d
if for all (x, y) in E2, d(x, y) ≥ ε. Denote by Sfn(Y, ε) the maximal cardinal
of a (n, ε)-separeted set contained in Y . When Y = X, we only write Dfn(ε)
and Sfn(ε). Observe that:
Dfn(Y, 2ε) ≤ G
f
n(Y, ε) ≤ D
f
n(Y, ε) and S
f
n(Y, 2ε) ≤ G
f
n(Y, ε) ≤ S
f
n(Y, ε).
Therefore
hpol(f, Y ) = lim
ε→0
lim sup
n→∞
logDfn(Y, ε)
log n
= lim
ε→0
lim sup
n→∞
log Sfn(Y, ε)
log n
.
Remark 2.1. If φ := (φt)t∈R is a continuous flow on X, for t > 0 and ε > 0,
we can define in the same way the numbers Gφt (ε),D
φ
t (ε) and S
φ
t (ε). The
polynomial entropy hpol(φ, Y ) of φ on Y ⊂ X is defined as
hpol(φ, Y ) = lim
ε→0
lim sup
t→∞
logDft (Y, ε)
log t
= lim
ε→0
lim sup
t→∞
logSft (Y, ε)
log t
.
One easily checks that if φ1 is the time-one map of φ, hpol(φ) = hpol(φ
1).
The following properties of the polynomial entropy are proved in [Mar09].
Property 2.1. (1) hpol is a C
0 conjugacy invariant, and does not de-
pend on the choice of topologically equivalent metrics on X.
(2) If Y ⊂ X is invariant under f and endowed with the induced metric,
then hpol(f, Y ) = hpol(f|Y ).
(3) If A is a subset of X invariant under f , hpol(f|A) ≤ hpol(f).
(4) For m ∈ N, hpol(f
m) = hpol(f) and if f is invertible, hpol(f
−m) =
hpol(f).
(5) If A = ∪ni=1Ai where Ai is f -invariant, hpol(f|A) = maxi(hpol(f|Ai ).
Proposition 2.1. Let (X, d) be a compact metric space and let f : X → X
be a homeomorphism on X. Assume that f possesses a wandering point.
Then hpol(f) ≥ 1.
Proof. Let x be a wandering point for f . Then, there exists ε0 > 0 such that
for all k ∈ N, fk(B(x, ε0))∩B(x, ε0) = ∅. Then, for all ε ≤ ε0, and all k ∈ N,
d(x, fk(x)) ≥ ε. Fix n ∈ N. For 1 ≤ k ≤ n, dfn(x, f−k(x)) ≥ d(fk(x), x) ≥ ε.
So for all ε ≤ ε0 and all n ∈ N, the points x, f
−1(x), . . . , f−n(x) are (n, ε)–
separated, and Sfn(ε) ≥ n which proves that hpol(f) ≥ 1. 
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3. Homeomorphisms of the circle
We denote by Homeo+(T) the group of orientation-preserving homeomor-
phisms of the circle T. If f ∈ Homeo+(T), there exists a continuous increas-
ing function F : R → R such that π ◦ F = f ◦ π, where π : R → T is the
canonical projection. We say that F is a lift of f to R. Such a lift is unique
up to an integer. The most simple example of such a homeomorphism is the
one of a rotation. Obviously, the polynomial entropy of a rotation is zero.
Poincaré proved that if F is the lift of f ∈ Homeo+(T), there exists a unique
number ρ(F ) ∈ R such that for all x ∈ R, limn→±∞
Fn(x)
n
= ρ(F ). This num-
ber is called the rotation number of F . For any k ∈ Z, ρ(F + k) = ρ(F ) + k,
so the class in T of the rotation number ρ(F ) of a lift F of f ∈ Homeo+(T) is
independent of the choice of the lift. This class is called the rotation number
of f .
For a ∈ R, we set Ta : R → R : x 7→ x + a. The translation Ta is a lift
of the rotation of angle a τa : T → T : x¯ 7→ x¯ + a¯, where a¯ = π(a). The
rotation number satisfies the following properties.
Property 3.1. (1) For any a ∈ R, ρ(Ta) = a.
(2) If f ∈ Homeo+(T), for any lift F of f and any n ∈ N∗, ρ(Fn) =
nρ(F ).
The knowledge of the rotation number of f ∈ Homeo+(T) permit to de-
scribe the behavior of the dynamical system generated by f . Indeed this
behavior depends on whether ρ(f) is rational or irrational. In Section 3.1
we remind the dymamics behavior when the rotation number is rational and
we prove Theorem 1 in this case (Proposition 3.1). In Section 3.2 we remind
the dymamics behavior when the rotation number is irrational and prove
Theorem 1 in this second case (Proposition 3.2).
3.1. Homeomorphisms with rationnal rotation number. An element
f of Homeo+(T) has rational rotation number if and only f possesses periodic
orbits, and it has zero rotation number if and only if f possesses fixed points.
We begin with the case when ρ(f) = 0. We denote by Fix(f) the set of
fixed points of f . If f 6= Id, then T \ Fix(f) is a nonempty open domain of
T whose connected component are invariant by f . Moreover if I = ]a¯, b¯[ is
such a connected component, the ω–limit set of I is one of the extremities
of I and the α–limit set is the other one.
Assume now that ρ(f) = p
q
where p, q are two coprime integers. Then all
the periodic orbits have a common smallest period equal to q. Moreover, f
is conjugate to a rotation if and only if all its orbit are periodic. Otherwise,
the set Per(f) of the periodic points of f is a proper compact subset of T.
Finally, observe that if ρ(f) = p
q
, then ρ(f q) = 0. Indeed Per(f) = Fix(f q).
In particular, if f is not conjugate to a rotation, T \ Per(f) is a nonempty
open domain whose connected component are invariant by f q. The main
result of this section is the following.
Proposition 3.1. Let f ∈ Homeo+(T) such that ρ(f) ∈ Q. Assume that f
is not conjugate to a rotation. Then hpol(f) = 1.
The proof is based on the following lemma.
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Lemma 3.1. Let I = [a, b] be a compact interval in R and let f : I → I be a
continuous, increasing function such that f(a) = a, f(b) = b and f(x)−x 6= 0
for all x ∈ ]a, b[. Then hpol(f) = 1.
Proof. Changing f by f−1 is necessary, we can assume without loss of gen-
erality that f(x) > x for all x ∈ ]a, b[. We first observe that any x ∈ ]a, b[ is
wandering. Therefore by Proposition 2.1, hpol(f) ≥ 1. We will now prove
that hpol(f) ≤ 1. Given ε > 0 we will construct for n large enough a ma-
joration of the form Dfn(ε) ≤ cn + d, where c and d are positive numbers
independent of n. Fix 0 < ε < b−a2 . We introduce the intervals I0 = [a, a+ε],
I1 = [b− ε, b] and J = [a+ ε, b− ε].
• Cover of I1: Observe that for all n ∈ N, f
n(I1) = I1, so D
f
n(I1, ε) = 1.
• Cover of J : Since limn→∞ f
n(a + ε) = b, there exists n0 such that for
n ≥ n0, f
n0(a+ ε) ∈ I1. So for n ≥ n0, f
n(J) ⊂ I1 and in particular f
n(J)
has diameter less than ε. Now, f, f2, . . . , fn0 are uniformly continuous, so
there exists η > 0 such for all (x, y) ∈ [a, b]2 if |x − y| ≤ α, then, for all
1 ≤ k ≤ n0, |f
k(x) − fk(y)| ≤ ε. We divide J in a finite number q of
subintervals J1, . . . , Jq with diameter α. Observe that q depends only on
ε. Now when n ≥ 1 + n0, f
n(Jk) ⊂ I1 so f
n(Jk) has diameter less than ε.
Therefore, we get a covering of J with q sets of dfn-diameter less than ε for
all n ∈ N.
• Cover of I0. Fix n ≥ 1. First, observe that the interval [a + ε, f(a + ε)]
is covered by some intervals of the previous family, say J1, . . . , Jp, with 1 ≤
p ≤ q. Thus the interval [f−1(a+ ε), a+ ε] is covered by f−1(Jj), 1 ≤ j ≤ p.
By construction, for any N ∈ N, fN (f−1(Jj)) has diameter less than ε, so
[f−1(a+ ε), a+ ε] can be covered by p sets with dfN -diameter less than ε for
any N ∈ N.
By the same argument, taking the pullbacks of order k, 1 ≤ k ≤ n of
[a+ε, f(a+ε)], we obtain a cover of each interval [f−(k+1)(a+ε), f−k(a+ε)]
by p balls. Thus we get a covering of [f−n(a + ε), a + ε] by np sets of dfN -
diameter less than ε for any N ∈ N. In particular, Dfn([f−n(a+ε), a+ε], ε) ≤
np.
It only remains to cover the interval [a, f−n(a+ε)]. For x ∈ [a, f−n(a+ε)]
and 1 ≤ k ≤ n, fk(x) ≤ fk(f−n(a + ε)) ≤ ε, that is, fk([a, f−n(a + ε)]) ⊂
[0, ε] and Dfn([a, f−n(a+ ε)], ε) = 1.
Gathering these three results, we get a covering of I0 with np+ 1 sets of
dfn-diameter less than ε.
Hence, for n ∈ N∗, we obtain a cover of [a, b] by np+q+2 sets of diameter
ε for dfn, with p and q independent of n. This proves that D
f
n(ε) ≤ np+q+2,
and therefore that hpol(f) ≤ 1. So hpol(f) = 1. 
Proof of proposition 3.1. Let (p, q) ∈ Z × N∗ with p ∧ q = 1 be such that
ρ(f) = p
q
. By property 2.1 (4), it suffices to compute hpol(f
q).
Let F be the lift of f to R such that for all x ∈ π−1(Per(f)), F q(x) = x+p
and let G˜ = F q−p. The function G˜ is a lift of f q and π−1(Per(f)) = Fix G˜ =
π−1(Fix(f q)).
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Fix z¯0 ∈ Per(f), fix z0 ∈ π
−1({z¯0}) and consider the restriction G of G˜ to
the interval [z0, z0+1]. Set P := FixG = Fix G˜∩ [z0, z0+1], it is a compact
subset of [z0, z0 + 1]. We set P := {zi | i ∈ I } where I ⊂ R.
Let I be a connected component of T \ Per(f) with closure I. Set I =
π−1(I) ∩ [z0, z0 + 1]. Then I := π
−1(I) ∩ [z0, z0 + 1] and π : I → I is
an isometry that conjugates G and f q. Now G is increasing on I, fixes its
extremities and G − Id never vanishes on
◦
Ik. In particular, for all x ∈
◦
I ,
x is wandering for G, and therefore π(x) is wandering for f q. Then by
Proposition 2.1, hpol(f
q) ≥ 1.
We will now prove that hpol(f
q) ≤ 1. For this, given ε > 0 we will
construct for n large enough a majoration of Df
q
n (ε) of the form D
fq
n (ε) ≤
cn + d, where c and d are positive numbers independent of n. Let ε > 0.
Since P is compact, there exists a finite subset {zi0 , . . . , ziκ} of P such that
the closed balls Bk := B(zik ,
ε
2) cover P . Let Bk = π(Bk). The sets Bk cover
Per(f) and have diameter less than ε.
Fix k ∈ {1, . . . , κ} and set zkm = minBk ∩ P and z
k
M = maxBk ∩ P . We
set Jk := [z
k
m, z
k
M ] and Jk = π(Jk). Observe that Jk is invariant by G, that
Jk is invariant by f
q and that π : Jk → Jk is an isometry that conjugates
G and f q. We choose the indices such that for 0 ≤ k ≤ κ − 1, zkM < z
k+1
m .
In particular, z0m = z0 and z
κ
M = z0 + 1.
For 1 ≤ k ≤ κ, we set Ik :=]z
k−1
M , z
k
m[ and Ik = π(Ik). We denote by Ik
and Ik their respective closure.
• Cover of Jk: Since the projection π : Jk → Jk is an isometry that
conjugates G and f q it suffices to find a cover of Jk by sets with d
G
n –
diameter less than ε. By construction, diam Jk ≤ ε. Now Jk is invari-
ant by G, so for any n ∈ N, Gn(Jk) has diameter less than ε. Therefore,
Df
q
n (Jk, ε) = D
G
n (Jk, ε) = 1.
• Cover of Ik: As before, it suffices to find a cover of Ik by sets with
dGn –diameter less than ε. Observe each Ik is a connected component of
T \ Per(f), so we have already seen that the restriction of G to Ik satisfies
the hypotheses of Proposition 3.1. Therefore, using the proof of proposition
3.1, one sees that there exists two postive numbers ck, dk independent of n
such that Df
q
n (Ik, ε) ≤ D
fq
n (Ik, ε) = D
G
n (Ik, ε) ≤ ckn+ dk
Set c :=
∑k
j=1 cj and d =
∑k
j=1 dj . Then, D
fq
n (ε) ≤ cn + d + κ which
yields hpol(f
q) ≤ 1. Therefore, hpol(f
q) = 1. 
3.2. Homeomorphisms with irrationnal rotation number. Let f ∈
Homeo+(T) with irrational rotation number. One proves that the α and
ω–limit sets of x¯ ∈ T do not depend on x¯. We denote by Ω this set. It
is a closed set invariant by f . Moreover, one proves that Ω is the set of
nonwandering points of f . Finally, f is conjugate to an irrational rotation
if and only if Ω = T. Otherwise, Ω is a Cantor set of T and any connected
component of T \Ω is a wandering interval of T.
Proposition 3.2. Let f ∈ Homeo+(T) such that ρ(f) ∈ R\Q. Assume that
f is not conjugate to a rotation. Then hpol(f) = 1.
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Proof. We first observe that if f is not conjugate to a rotation then it admits
wandering points. Then hpol(f) ≥ 1. Let us prove that hpol(f) ≤ 1. Again,
for ε > 0 fixed and n large enough, we will prove thatDfn(ε) ≤ cn+d with c, d
independent of n. We denote by π the canonical projection π : [0, 1] → T,
it is continuous and injective over [0, 1[. We denote by I := T \ Ω the
complementary of the Cantor set Ω of nonwandering points of f . We can
assume without loss of generality that π(0) ∈ I . We set Ω˜ := π−1(Ω) and
I˜ := π−1(I ).
Fix ε > 0 such that ε < 12 . We begin by constructing a cover of Ω by
pairwise disjoint connected sets with diameter less than ε. To do this, we
construct a finite increasing sequence a1 < · · · < ap−1 < ap of points of I˜
in the following way. We set a1 = 0. Since Ω˜ is totally disconnected, the
intersection ] ε2 , ε[∩I˜ is nonempty, and a2 is chosen to be an arbirary point
in ] ε2 , ε[∩I˜ . Similarly, we choose a3 such that a3 ∈ ]a2 +
ε
2 , a2 + ε[∩I˜ . By
a recursive process we construct ak+1 such that ak+1 ∈ ]ak +
ε
2 , ak + ε[∩I˜ .
By construction, the intervals [ak, ak+1] have length more than
ε
2 . So there
exists a minimal p ∈ N such that [0, 1] ⊂ ∪pk=1[ak, ak+1].
For 1 ≤ k ≤ p, the sets Ω˜ ∩ [ak, ak+1] are compact. This allows us to set
ωkm := min(Ω˜∩ [ak, ak +1]) and ω
k
M := max(Ω˜∩ [ak, ak+1]). Setting, Bk :=
[ωkm, ω
k
M ], the family (Bk)1≤k≤p is a finite cover of Ω˜ by pairwise disjoint
connected sets with diameter less than ε. Then, setting Bk := π([ω
k
m, ω
k
M ]),
we get a cover of Ω with the desired form.
We set I0 := π([0, ω
m
1 [∪ ]ω
M
p , 1]) and Ik := π(]ω
M
k , ω
m
k+1[), for 1 ≤ k ≤ p.
So for 0 ≤ k ≤ p, the intervals Ik are connected components of I . Set
B := ∪pk=1Bk and I := ∪
p
k=0Ik.
• Cover of I : Since each Ik is wandering, there exists n0, such that for
all N ≥ n0 and all 0 ≤ k ≤ p, f
N (Ik) ⊂ B. Since Ik is connected, for
all N ≥ n0, f
N(Ik) is contained in one of the intervals B1, . . . ,Bp, so for
N ≥ n0, f
N (Ik) has diameter less than ε.
Now, f, f2, . . . , fn0 are uniformly continuous, so there exists α > 0 such
that for all (x, y) ∈ T2 if d(x, y) ≤ α, then d(fN (x), fN (y)) ≤ ε for all
1 ≤ N ≤ n0. For 1 ≤ k ≤ p, we divide Ik in a finite number mk of
subintervals I1k , . . . , I
mk
k with length α. Observe that each mk depends only
on ε. Setting m := max{mk | 1 ≤ k ≤ q}, we get a cover of I by at most
m(p+ 1) sets with dN -diameter less than ε for any N ∈ N.
• Cover of B: The set B is the disjoint union of Ω and of a countable union
of wandering intervals (Ji)i∈N with diameter less than ε. Fix n ≥ n0.
There exists at most p+1 wandering intervals J contained in B such that
f(J) ⊂ I . We denote them by J1i1 , . . . , J
1
iq1
, with q1 ∈ {0, . . . , p}. For each
ij , there exists k ∈ {0, . . . , p} such that f(J
1
ij
) = Ik. So Jij = ∪
mk
ℓ=1f
−1(Iℓk)
and for 0 ≤ N ≤ n0 + 1, f
N(f−1(Iℓk)) has diameter less than ε. On the
other hand, for all N ≥ n0 + 1, f
N (f−1(Iℓk)) ⊂ f
N(J1ij ) ⊂ B and by the
same connectedness argument as before fN(f−1(Iℓk)) has diameter less than
ε. This way, we get a cover of Jij by at most mk ≤ m sets with dN -diameter
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less than ε for any N ∈ N. So the union J 1 of these intervals is covered by
at most m(p+ 1) sets with dN -diameter less than ε for any N ∈ N
Similarly there exists at most p + 1 wandering intervals J contained in
B such that f2(J) ⊂ I and f(J) ⊂ B. We denote by J 2 their union.
The domains J1 and J2 are disjoint. As before, each wandering interval J
contained in J 2 is covered by the intervals f−2(Iℓk), 1 ≤ ℓ ≤ mk, for some
k and one checks that for all N ∈ N, fN (f−2(Iℓk)) has diameter less than
ε. Therefore we get again a cover of J 2 by at most m(p + 1) sets with
dN -diameter less than ε for any N ∈ N.
In general, for n ∈ N, there exists at most p + 1 wandering intervals J
contained in B such that fn(J) ∈ I and f ℓ(J) ⊂ B when 0 ≤ ℓ ≤ n − 1.
We denote by J n their union. Again, considering the intervals f−n(Iℓk) for
0 ≤ k ≤ p and 1 ≤ ℓ ≤ mk, we get a cover of J
n by at most m(p + 1) sets
with dN -diameter less than ε for any N ∈ N.
Fix n ∈ N. Set J := ∪nk=1J
k. By the previous study, we get a cover of
J by at most nm(p+ 1) sets with dN–diameter less than ε for all N ∈ N.
It remains to cover B \J . Let C be a connected component of B \J .
Then, by definition of J , for all N ≤ n, fN(C) ⊂ B and is therefore
contained in one of the intervals Bk. Therefore, C has dn-diameter less than
ε. Now, J has at most n(p + 1) connected components, so B \J has at
most (n(p+1) + 1)p connected components. Thus we get a cover of B \J
by at most (n(p + 1) + 1)p sets with dn-diameter less than ε.
The previous cover yields Dfn(ε) ≤ n((p+1)(m+ p))+ p+m(p+1), with
m, p, q depending only on ε. This yields hpol(f) ≤ 1. 
4. C1 nonvanishing vector fields on T2
Let X : T2 → R2 be a C1 vector field on T2 that does not vanish. To
compute the polynomial entropy of its flow, we discriminate between the
cases where there are no periodic orbits (Proposition 1 in Section 4.2) and
when there are periodic orbits (Proposition 2 in Section 4.3). We begin with
a lemma of comparison of solutions of some differential equations that will
be useful for the estimation of the polynomial entropy.
4.1. A L1 comparison lemma.
Lemma 4.1 (L1 comparison lemma). Let I = [α, β] ⊂ R and consider two
continuous functions f, g : I → R such that there exist m <M in R+∗ with
– m ≤ f(x) ≤M and m ≤ g(x) ≤M for all x ∈ R,
– max(‖f − g‖L1(I), ‖f − g‖∞) < m
where ‖ ‖L1(I) and ‖ ‖∞ stand for the usual norms on I. Consider the
following differential equations:
(E1) : x˙ = f(x) and (E2) : x˙ = g(x).
Fix x0 ∈ I and let γ and η be the solutions of (E1) and (E2) with inital
conditions γ(0) = η(0) = x0. Then γ and η are defined on subintervals Jγ
and Jη of I respectively and for all t ∈ Jγ ∩ Jη:
|γ(t)− η(t)| ≤
M
m2
‖f − g‖L1(I).
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Proof. Let F and G be the primitives of 1
f
and 1
g
that vanish at x0. Since
1
f
≥ 1
M
and 1
g
≥ 1
M
with 1
M
> 0, F and G are C1 diffeomorphisms on their
images Jγ and Jη, which moreover satisfy F
−1 = γ and G−1 = η. Indeed,
for t ∈ R, (F−1)′(t) = 1
F ′(F−1(t)) = f(F
−1(t)), and similaraly (G−1)′(t) =
1
G′(G−1(t))
= g(G−1(t)), and F−1(0) = G−1(0) = x0 by definition. Therefore,
for t ∈ Jγ ∩ Jη:
(1) t =
∫ γ(t)
x0
du
f(u)
=
∫ η(t)
x0
du
g(u)
.
Set ∆ := g − f . Then
(2)
∫ γ(t)
x0
du
g(u)−∆(u)
=
∫ γ(t)
x0
du
f(u)
=
∫ η(t)
x0
du
g(u)
=
∫ η(t)
x0
du
f(u) + ∆(u)
.
Fix t ∈ Jγ ∩ Jη and assume first that η(t) ≥ γ(t). By (2), one has
(3)
∫ γ(t)
x0
du
f(u)
=
∫ η(t)
x0
du
f(u)
(
1 + ∆(u)
f(u)
) .
Since ‖f − g‖∞ < m, then
∣∣∣∆(u)f(u) ∣∣∣ < 1, and in particular ∆(u)f(u) > −1, so
1
1 + ∆(u)
f(u)
≥ 1−
∆(u)
f(u)
.
Hence∫ γ(t)
x0
du
f(u)
=
∫ η(t)
x0
du
f(u)
(
1 + ∆(u)
f(u)
) ≥ ∫ η(t)
x0
du
f(u)
−
∫ η(t)
x0
∆(u)
f(u)2
du.
This yields
(4) 0 ≤
∫ η(t)
γ(t)
du
f(u)
≤
∫ η(t)
x0
∆(u)
f(u)2
≤
1
m2
∫ η(t)
x0
∆(u)du
=
1
m2
∣∣∣∣∣
∫ η(t)
x0
∆(u)du
∣∣∣∣∣ ≤ 1m2 ||∆||L1(I).
On the other hand,
∫ η(t)
γ(t)
du
f(u) ≥ (η(t)− γ(t))
1
M
, so
η(t)− γ(t) ≤
M
m2
||∆||L1(I).
Assume now that η(t) ≤ γ(t). By (2), one has
(5)
∫ η(t)
x0
du
g(u)
=
∫ γ(t)
x0
du
g(u)
(
1− ∆(u)
g(u)
) .
As before,
∣∣∣∆(u)f(u) ∣∣∣ < 1, and in particular ∆(u)f(u) < 1, so
1
1− ∆(u)
g(u)
≥ 1 +
∆(u)
g(u)
.
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Hence,∫ η(t)
x0
du
g(u)
=
∫ γ(t)
x0
du
g(u)
(
1− ∆(u)
g(u)
)du ≥ ∫ γ(t)
x0
du
g(u)
+
∫ γ(t)
x0
∆(u)
g(u)2
du.
As before, this yields
(6) 0 ≤
∫ γ(t)
η(t)
du
g(u)
≤
∫ γ(t)
x0
−∆(u)
f(u)2
≤
1
m2
∫ γ(t)
x0
−∆(u)du
=
1
m2
∣∣∣∣∣
∫ γ(t)
x0
−∆(u)du
∣∣∣∣∣ ≤ 1m2 ||∆||L1(I).
Now, as before
∫ γ(t)
η(t)
du
g(u) ≥ (γ(t)− η(t))
1
M
, so
γ(t)− η(t) ≤
M
m2
‖∆‖L1(I),
which concludes the proof. 
Consider now a bounded Lipschitz vector field X = (X1,X2) on R
2 with
flow φX . Set µM := maxR2 X1 and µm := minR2 X1. We moreover assume
that µm > 0.
Lemma 4.2. The orbits of φX are graphs over the x-axis.
Proof. Since X is bounded, X is complete. Let γ : R → R2 be a maximal
solution ofX. We set γ : t 7→ (γx(t), γy(t)). It suffices to show that t 7→ γx(t)
is a diffeomorphism. Since γ′x(t) = X1(γ(t)) ≥ µm > 0, γx is injective
and is a diffeomorphism on its image. Now for t > 0, γx(t) ≥ µmt so
limt→+∞ γx(t) = +∞. Similarly, limt→−∞ γx(t) = −∞, so γx(R) = R. 
In the following we consider two functions ϕ,ψ : R → R such that their
graphs Gϕ := {(x, ϕ(x)) |x ∈ R} and Gψ := {(x, ψ(x)) |x ∈ R} are orbits of
X. We moreover assume that for all x ∈ R ψ(x) > ϕ(x).
Definition 4.1. For x0 ∈ R, we set Vx0(ϕ,ψ) := {(x0, y) | y ∈ [ϕ(x0), ψ(x0)]}.
The deviation of the vertical Vx0(ϕ,ψ) at time t is defined as
Dev (Vx0(ϕ,ψ), t) := max
y∈[ϕ(x0),ψ(x0)]
|πx(φ
t
X(x0, ϕ(x0)))− πx(φ
t
X(x0, y))|
where πx : R
2 → R is the canonical projection on the x-axis.
Proposition 4.1. There exists C > 0, depending only on X, such that for
x0 ∈ R and T > 0,
Dev (Vx0(ϕ,ψ), T ) ≤ C‖ϕ− ψ‖L1([0,µMT ]).
Proof. This is a consequence of the L1 comparison lemma. We denote by
O(ϕ,ψ) the set of functions f : R → R such that the graph Gf of f is
an orbit of φX and such that ϕ ≤ f ≤ ψ. For f ∈ O(ϕ,ψ) we denote by
Xf the vector field on R defined by Xf (x) = X1(x, f(x)) and by γf the
solution of x˙ = Xf (x) with initial condition x0. By construction γf (t) =
πx(φ
t
X((x, f(x))) and γf (t) ∈ [x0, x0 + TµM ] for all t ∈ [0, T ]. Let κ be the
Lipschitz constant of X1. Then, for x ∈ R,
|Xϕ(x)−Xf (x)| ≤ κ |ϕ(x)− f(x)| .
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By the L1 comparison lemma, for t ∈ [0, T ]
|γϕ(t)− γf (t)| ≤
µM
µ2m
‖Xϕ −Xf‖L1([0,µ∗T ]) ≤ κ
µM
µ2m
‖ψ − ϕ‖L1([0,µ∗T ]).
This concludes the proof with C = κµM
µ2m
. 
Corollary 4.1. With the same assumptions and notation as in Proposi-
tion 4.1, there exist positive constants c0, c1 that depend only on X such
that for all ε > 0 and all T > 0 if
‖ψ − ϕ‖C0([0,µMT ]) <
ε
3
,
‖ψ − ϕ‖L1([0,µMT ]) ≤ c1ε,
and ∣∣x− x′∣∣ ≤ c0ε,
then the domain D(x, x′, ϕ, ψ) bounded by the verticals Vx(ϕ,ψ), Vx′ (ϕ,ψ)
and by the graphs Gϕ and Gψ has d
φX
T -diameter less than ε.
Proof. Set α := maxX1minX1 and β = max(1,maxX1). Let ε > 0 and t ∈ [0, µMT ].
Assume that ‖ψ − ϕ‖L1([0,µMT ]) ≤
ε
9βC . Then by the previous proposition,
for all x0 ∈ R, and for 0 ≤ t ≤ T ,
(7) Dev (Vx0(ϕ,ψ), t) ≤ C‖ψ − ϕ‖L1([0,µM t]) ≤ C‖ψ − ϕ‖L1([0,µMT ]) ≤
ε
9β
.
Let x < x′ in R with x′−x ≤ ε9βα . Let τ be such that πx(φ
τ
X((x, ϕ(x))) = x
′.
Then
τ ≤
x′ − x
minX1
≤
ε
9αβ
1
minX1
.
Now,
(8)
0 < πx(φ
t
X((x
′, ϕ(x′)))−πx(φ
t
X((x, ϕ(x))) ≤ τ maxX1 ≤
ε
9αβ
maxX1
minX1
=
ε
9β
.
Gathering (7) and (8), one sees that
diamπx(φ
t
X(D(x0, x
′
0, ϕ, ψ))) ≤
ε
3β
.
If ‖ψ − ϕ‖C0 ≤
ε
3 , and since at any point x ∈ R, the “slopes” of the graphs
Gϕ and Gψ take their values in [−β, β], by triangular inequality, one checks
that
diamπy(φ
k
X(D(x0, x
′
0, ϕ, ψ)) ≤
ε
3
+ 2β
ε
3β
≤ ε.
This concludes the proof with c0 =
1
9βα , c1 =
ε
9βC . 
4.2. Vector fields without periodic orbits. This section is devoted to
the proof of the following result.
Proposition 1. Let X be a C1 nonvanishing vector field on T2 without
periodic orbits. Let φX be the flow of X. Then hpol(φX) ∈ [0, 1].
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To begin with, we summarize some well-known results that can be found
in [God83]. Let X be C1 nonvanishing vector field on the T2 and let φX =
(φtX)t∈R be its flow. If there are no periodic orbits, the flow φX possesses
a global closed transverse section Γ. Such a section possesses a Poincaré
return map h and the flow φX is conjugate to a reparametrization of a
suspension of h. Recall that a suspension of h is a C1 vector field Xh on
T2 such that its flow φh satisfies φ
1
h(z) = h(z) for all z ∈ Γ. The Poincaré
map h is a diffeomorphism of the circle. Up to a change of sign on Xh, we
can assume that h is orientation preserving. The following lemma gives an
explicit construction of a suspension.
Lemma 4.3. Let f : R → R be a C1 increasing diffeomorphism. There
exists a vector field X̂f on R
2 satisfying X̂f (x, y) = (1,X2(x, y)) such that
X2(x + 1, y) = X2(x, y) for all (x, y) and which defines a complete flow
(φ̂tf )t∈R on R
2 such that :
φ̂1f (n, y) = (n+ 1, f(y)), ∀(n, y) ∈ Z× R.
Proof. Let η :]− 14 ,
5
4 [→ [0, 1] be a C
∞ function such that η ≡ 0 on ]− 14 ,
1
4 [
and η ≡ 1 on ]34 ,
5
4 [. Let F :]−
1
4 ,
5
4 [×R→ R : (t, x) 7→ (1−η(t))x+η(t)f(x).
We set ft := F (t, ·) : R→ R. Then for all t ∈]−
1
4 ,
5
4 [, ft is a diffeomorphism
and F is an isotopy between IdR and f .
Consider the nonautonomous vector field on R defined by
Y (t0, x0) =
d
dt
ft0+t ◦ f
−1
t0
(x0)|t=0.
Then for (t0, x0) ∈ ]−
1
4 ,
5
4 [×R, the solution γ of the Cauchy problem x˙(t) =
Y (t, x(t)), x(t0) = x0 is given by
γ(t) = ft ◦ f
−1
t0
(x0)
for t close enough to t0. Indeed,
Y (t, γ(t)) =
d
ds
ft+s ◦ f
−1
t (γ(t))|s=0(9)
=
d
ds
ft+s ◦ f
−1
t (ft ◦ f
−1
t0
(x0))|s=0(10)
=
d
ds
ft+s ◦ f
−1
t0
(x0)|s=0 = γ˙(t).(11)
Consider now the vector fieldX on ]−14 ,
5
4 [×R defined byX(x, y) = (1, Y (x, y)).
By construction, the flow φX associated with X is defined by
φtX(x, y) = (x+ t, fx+t ◦ f
−1
x (y))
In particular, φ1X(0, y) = (1, f(y)). Since for all x ∈ ]−
1
4 ,
1
4 [ and all y ∈ R,
X(x, y) = X(x+1, y) = (1, 0), one can define a continuation Xf of X in R
2
by setting Xf (x, y) = X(x− [x], y). The vector field Xf satisfies the required
properties. 
In other words, one can always construct a suspension of h as C1 vector
field Xh on T
2 which admits a lift X̂h = (1,X2) on R
2 such that each vertical
Vm := {m} × R is a global section for the flow φ̂h of X̂h, and such that the
Poincaré map Vm → Vm+1 is a lift of h to R. A reparametrized suspension
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of h is a vector field of the form ξXh, where ξ ∈ C
1(T2,R∗+) and Xh is a
suspension of h. By property 2.1 1), it sufficies to compute the polynomial
entropy of the flow φh associated with Xh. To do this we will use Corollary
4.1.
Remark 4.1. 1) Such a lift X̂h satisfies the assumptions of the L
1 comparison
lemma.
2) If Gϕ0 := {(x, ϕ0(x) |x ∈ R} is an orbit of X̂h, then Gϕ0+1 := {(x, ϕ0(x)+
1 |x ∈ R} is also an orbit of X̂h, and the compact connected domain delimited
by Gϕ0 , Gϕ0+1, V0 and V1 is a fundamental domain for T
2.
Given two orbits Gϕ and Gψ with ϕ < ψ, we denote by S[ϕ,ψ] the strip
of R2 bounded by Gϕ and Gψ, and by S[ϕ,ψ, T ] the subdomain of S[ϕ,ψ]
limited by the verticals V0 and VT . We denote by A[ϕ,ψ, T ] the Lebesgue
measure of S[ϕ,ψ, T ].
Lemma 4.4. Consider two functions ϕ < ψ such that their graphs Gψ and
Gϕ are orbits of X̂h. Assume that ‖ψ − ϕ‖C0(R) < +∞. There exists ν
depending only on X̂h, such that for any T ≥ ν‖ψ − ϕ‖C0(R),
A[ϕ,ψ, T ] ≥
1
2
‖ψ − ϕ‖2C0([0,T ]).
Proof. Let p = maxR2
∣∣∣X2(x,y)X1(x,y)
∣∣∣. We first observe that since Gϕ and Gψ are
orbits of X̂ , for all x ∈ R, |ϕ′(x)| ≤ p. Let x0 ∈ R. By the Mean Value
Theorem, for all x ≥ x0,
ψ(x)− ϕ(x) ≥ ψ(x0)− ϕ(x0)− 2p(x− x0)
and for all x ≤ x0,
ψ(x)− ϕ(x) ≥ ψ(x0)− ϕ(x0)− 2p(x0 − x).
Then, if |x− x0| ≤
1
4p(ψ(x0)− ϕ(x0)),
(12) ψ(x) − ϕ(x) ≥
1
2
(ψ(x0)− ϕ(x0)).
Let T ≥ 14p‖ψ − ϕ‖C0(R). Let x0 ∈ [0, T ] be such that ‖ψ − ϕ‖C0([0,T ]) =
ψ(x0) − ϕ(x0). Let I ⊂ [0, T ] be an interval with length
1
4p‖ψ − ϕ‖C0([0,T ])
containing x0. Then applying (12)
A[ϕ,ψ, T ] ≥
∫
I
ψ(x)− ϕ(x)dx ≥
1
2
‖ψ − ϕ‖2C0([0,T ]),
which concludes the proof with ν = 14p . 
Proof of Proposition 1. We will prove that hpol(φh) ≤ 1. Fix 0 < ε < 1.
As usual, we will prove that for T large enough DφhT (ε) ≤ cT + d with c, d
depending only on ε. To do this, we will construct a cover of a fundamental
domain ∆ for T2 in R2 by sets with dφ̂hT -diameter less than ε. For y ∈ R,
we denote by ϕy the function such that Gϕy is the orbit of (0, y). Then
ϕ1 = ϕ0 + 1 and the compact domain ∆ delimited by ϕ0, ϕ1, V0 and V1 is a
fundamental domain for T2.
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Let T > 14p . Since the function y 7→ A[ϕ0, ϕy, T ] is a homeomorphism of
R+, there exists a unique y1 > 0 such that
A[ϕ0, ϕy1 , T ] = min
(
c1ε,
1
2
ε2
9
)
.
Iterating the processus, we find an increasing sequence (yk)k∈N in R
+ such
that for all k
A[ϕyk , ϕyk+1 , T ] = min(c1ε,
1
2
ε2
9
).
Set cε := min(c1ε,
1
2
ε2
9 )
−1. Since A[ϕ0, ϕ1, T ] = T there exists κ ≤ cεT + 1
such that the strips S(ϕk, ϕk+1, T ) for 0 ≤ k ≤ κ cover S(ϕ0, ϕ1, T ). Now, by
the previous lemma, for any k, ‖ϕyk−ϕyk+1‖C0([0,T ]) ≤
ε
3 . Then by Corollary
4.1, the intersection of any of the previous strips with ∆ is covered by 1
c0ε
+1
subsets with dφ̂hT -diameter less than ε. This way we get a cover of ∆ by
cε
c0ε
T + 1/(c0ε) + 1 subsets with d
φ̂h
T -diameter less than ε. The projection of
these subsets on T2 yields a cover of T2 by subsets dφhT -diameter less than ε.
Then for all T ≥ 14p , D
φh
T (ε) ≤
cε
c0ε
T + 1/(c0ε) + 1 and hpol(φh) ≤ 1. 
4.3. Vector fields with periodic orbits. This section is devoted to the
proof of the following result.
Proposition 2. Let X be a C1 nonvanishing vector field on T2 that possesses
periodic orbits. Let φX be the flow of X. Then hpol(φX) ∈ {0, 1}. Moreover
hpol(φX) = 0 if and only if φ
1
X is conjugate to a rotation.
To begin with, we describe briefly the dynamics of such a vector field.
Since it is closely related to the dynamics of nonvanishing vector field on
plane annuli, that is, compact domains of R2 homeomorphic to T × [0, 1],
we begin with the description of such systems. The following discussion is
extracted from [God83] and we refer to it for a complete survey of the theory
and for the proofs of the statements.
Consider a plane annulus A with coordinates (θ, r) ∈ T × [0, 1]. Let Y
be a nonvanishing vector on A such that T × {0} and T × {1} are periodic
orbits for Y . We say that A is a component of type (III) if A is foliated by
periodic orbits.
If there are no periodic orbits in
◦
A, we say that A is a component of type
(II) if the orientations induced by Y on the periodic orbits T × {0} and
T × {1} do coincide with an orientation of A, and a component of type (I)
if not. Then, in both components of types (I) and (II), one of the periodic
orbits T × {0} and T × {1} is asymptotically stable and is the ω-limit set
of all points of
◦
A, and the other one is asymptotically unstable and is the
α-limit set of all points of
◦
A. The following proposition is proved in [God83].
Proposition 4.2. We denote by φ = (φt)t∈R the flow of Y . Assume that A
is a component of type (I) or (II) and that T× {1} is asymptotically stable.
There exists δ ∈ ]0, 1[ such that
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(1) there exists α+ ∈ R, β+ > 0 and a homeomorphism χ+ : T × [1 −
δ, 1] → T× [1− δ, 1] such that χ+ ◦φ
t = ψt+ ◦χ+ where ψ
t
+ : (θ, r) 7→
(θ + tα+, re
−tβ+),
(2) there exists α− ∈ R, β− > 0 and a homeomorphism χ− : T× [0, δ] →
T×[0, δ] such that for all t ≥ 0, the following diagram is commutative:
φ−t(T× [0, δ])
χ−
//
φt

ψ−t− (T× [0, δ])
ψt
−

T× [0, δ]
χ−
// T× [0, δ]
where ψt− : (θ, r) 7→ (θ + tα−, re
−tβ−).
Remark 4.2. 1) The annulus A is of type (I) if and only if α+α− > 0, and
of type (II) if and only if α+α− < 0.
2) Any point in a component of type (II) that is not in a periodic orbit is
wandering.
3) When the flow is of type (I) or (III), it admits a global transverse
section that joins the boundaries T × {0} and T × {1}. We can moreover
chose such a section to be a C1 submanifold. This does not hold for flows of
type (II), even if there still exist C1 global transverse sections.
Consider now a nonvanishing C1 vector field X on T2 that possesses pe-
riodic orbits. Assume that there are at least two periodic orbits. Then all
periodic orbits are homotopic and T2 is a finite or countable union of domains
D bounded by two periodic orbits such that the flow φX of X is conjugate to
the flow of a component of type (I), (II) or (III). We say that such a domain
D is a zone of type (I), (II) or (III). If there is only one periodic orbit γ,
then the flow on T2 \ γ is conjugate to the flow of component of type (I) on
the open annulus T×]0, 1[. Conversely, if all the orbits are periodic, the flow
is conjugate to the flow of a component of type (III) in a annulus T× [0, 1]
with identification of the two boundaries.
Before proving Proposition 2, we compute the polynomial entropy for
systems in components of type (I), (II) or (III).
Proposition 4.3. Let A be plane annulus and Y be a vector field on A
such that A is a component of type (III). Let φ be the flow of Y . Then
hpol(φ) ∈ {0, 1} and hpol(φ) = 0 if and only if φ is conjugate to a rotation.
The proof of Proposition 4.3 is based on the following result on the poly-
nomial entropy for action-angle systems proved in [Mar09] in a more general
case.
Proposition 4.4. Let ω : [0, 1] → R be a C1 function and let ψ be the
flow on T × [0, 1] defined by ψt(θ, r) = (θ + tω(r), r). Then hpol(φ) :=
max[0,1] rankdω.
Proof of Proposition 4.3. We will prove that the flow φ is C0-conjugate to
a flow ψ of the form given in Proposition 4.4. To do this we will use the
existence of a C1 global transverse section that joins the two boundaries of
T× [0, 1]. Let Σ be such a section. The curve Σ is a graph over {0} × [0, 1]
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so it is parametrized by r ∈ [0, 1]. We set Σ := {σ(r) | r ∈ [0, 1]}. Since
the orbits are periodic the Poincaré return map of Σ is the identity. We
denote by τ the return time of Σ, that is, for r ∈ [0, 1], σ(r) = φ
τ(r)
X (σ(r)).
The function τ is C1 and never vanishes, so the function ω : r 7→ 1
τ(r) is
well defined and C1. Let ψ := (ψt)t∈R be the flow on T × [0, 1] defined by
ψt(θ, r) = (θ + tω(r), r). To construct the conjugacy χ between φ and ψ,
we first observe that for any z ∈ T × [0, 1] \ Σ, there exists a unique tz > 0
such that φ−tz (z) ∈ Σ and φ−t(z) /∈ Σ when 0 ≤ t < tz. We define χ in the
following way:
– for r ∈ [0, 1], χ(σ(r)) = (0, r)
– for z ∈ T× [0, 1] \Σ, χ(z) = ψtz ◦ χ ◦ φ−tz(z).
Let t ∈ R and z ∈ T× [0, 1]. Let r be such that φ−tz(z) = σ(r). There exists
a unique m ∈ Z and a unique s ∈ [0, τ(r)[ such that t + tz = mτ(r) + s.
Observe that tφt
X
(z) = s and that φ
t−s
X (z) = σ(r). Then
χ ◦ φt(z) = ψs ◦ χ(σ(r)) = (sω(r), r).
Now sω(r) ≡ sω(r) +m = (s+mτ(r))ω(r) and
((s+mτ(r))ω(r), r) = ((t+ tz)ω(r), r)
= ψt ◦ ψtz ◦ χ(σ(r))
= ψt ◦ ψtz ◦ χ ◦ φ−tz(z) = ψt ◦ χ(z).
This proves that χ conjugates ψ and φ. Then hpol(φ) ∈ {0, 1} and hpol(φ) =
0 if and only if ω is constant, that is, φ is conjugate to a rotation. 
Proposition 4.5. Let A be plane annulus and Y be a vector field on A such
that A is a component of type (I) or (II). Let φ be the flow of Y . Then
hpol(φ) = 1.
Proof. We first observe that since φ possesses wandering points, hpol(φ) ≥ 1.
Let us prove that hpol(φ) ≤ 1. As usual, for ε > 0 fixed and n large enough,
we construct a cover of A by sets with dφn-diameter less than ε with cardinal
of the form cn+ d with c, d depending only on ε. The idea is essentially the
same as in the proof of lemma 3.1.
We set γ− := T×{0}, γ+ := T×{1} and we assume that γ+ is asymptot-
ically stable. Let δ > 0 be given by Proposition 4.2 and fix ε ∈ ]0, δ[. We set
C+ := T× [1− ε, 1], S+ := T× {1− ε},C− := T× [0, ε] and S− := T× {ε}.
Observe that S− and S+ are global transverse sections of φ. Finally we set
I := A \ (C− ∪ C+).
• Cover of C+: Let χ+ and (ψ
t
+) be such as in Proposition 4.2 1). Observe
that for all t > 0 and all (z, z′) ∈ C 2+, d(ψ
t(z), ψt(z′)) ≤ d(z, z′). Let η > 0
such that for all (z, z′) ∈ C 2+, if d(z, z
′) ≤ η then d(χ−1+ (z), χ
−1
+ (z)) ≤ ε,
and let η′ such that if d(z, z′) ≤ η′ then d(χ+(z), χ+(z)) ≤ η. Let η0 =
min(η, η′, ε).
Since for all t > 0, d(φt(z), φt(z′)) = d(χ−1+ ◦ ψ ◦ χ+(z), χ
−1
+ ◦ ψ ◦ χ+(z)),
any subset of C+ with diameter less than η0 has d
φ
n-diameter less than ε for
any n ∈ N. By compactness of C+, we can cover C+ by a finite number m
(independent of n) of balls of radius less than 12η0.
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• Cover of I : Let ℘ be the Poincaré map between S− and S+ and let τ
be its time function, that is, for z ∈ S−, z ∈ S−, ℘(z) = φ
τ(z)(z). The
function, τ is continuous on S−. We set τm := max τ . Then for all n > τm
and for all z ∈ I , φn(z) ∈ C+. Fix n0 ≥ τm. There exists η1 ∈ ]0, η0]
such that for all (z, z′) ∈ I 2 and all n ∈ {0, . . . , n0}, if d(z, z
′) ≤ η1, then
d(φn(z), φn(z′)) ≤ η0. Then, any subset of I with diameter less than η1 has
dφN -diameter less than ε for all N ∈ N. Again, since I is compact, we can
cover it by a finite number p (independent of N in N) of balls of radius less
than 12η1.
• Cover of C−: Fix n ∈ N. Let B1, . . . , Bp the balls of the previous cover
of I . Let D be the compact domain contained in I delimited by S− and
φ(S−). Then φ
−1(D) is covered by a finite number r1 ≤ p of domains of the
form φ−1(Bj), for 1 ≤ j ≤ p. Such a domain can be cover by a finite number
of balls with diameter ε. Let s1 be the maximal number of such a covering.
Then we get a cover of φ−1(D) by at most q1 = s1r1 balls with d
φ
N -diameter
less than ε for all N ∈ N. Considering the inverse images of these balls by
φ, and covering again each of these sets by a finite number of balls with
diameter ε, we get a cover of φ−2(D) by a finite number q2 (independent
of N in N) of balls with dφN -diameter less than ε for all N ∈ N. Iterating
the processus, for all 1 ≤ k ≤ n, we obtain a cover of φ−k(D) with a finite
number qk (depending only on ε) of balls with d
φ
N -diameter less than ε for
all N ∈ N. Let q = max{q1, . . . , qn}. We have got a cover of the domain
bounded by S− and φ
−n(S−) with at most nq balls with dN -diameter less
than N , for all N ∈ N.
It remains to cover the domain ∆− bounded by γ− and φ
−n(S−). Let
(ψt−) and χ− such as in Proposition 4.2 2). Let z ∈ ∆−. Then for all
1 ≤ k ≤ n, φk(z) ∈ C− and χ ◦ φ
k(z) = ψk ◦ χ(z). So ψk(χ(∆−)) ⊂ C−.
Therefore χ(∆−) ⊂ T× [0, εe
−nβ− ]. Let η > 0 such that if d(z, z′) ≤ η, then
d(χ−1− (z), χ
−1
− (z
′)) ≤ ε.
Let I1, . . . , Iℓ be a finite cover of T by compact intervals of length less
than η. Let κ ∈ N with κ ≤ ε
η
+ 1 and 0 = r0 < r1 · · · < rκ = ε such that
ri+1 − ri ≤ η and
κ−1⋃
1=i
[ri, ri+1] = [0, ε].
Let r′i = rie
−nβ− . Then
r′i+1 − r
′
i ≤ ηe
−nβ− and
κ−1⋃
1=i
[r′i, r
′
i+1] = [0, εe
−nβ− ].
For (j, i) ∈ {1, . . . , ℓ}× {1, . . . , κ}, we set Dji := Ij × [ri, ri+1]. The sets Dji
cover χ(∆−) and one immediately checks that each Dji has d
ψ
n -diameter less
than η. Now, each of the sets χ−1(Dji) can be covered by a finite number
(independent of n) of sets with diameter less than ε. By construction, such
subsets cover ∆− and have d
φ
n-diameter less than ε. The cardinal r of this
cover is independent of n.
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Finally, we get a cover of A with nq+m+p+r sets of dφn-diameter less than
ε, where q,m, p and r only depend on ε. This proves that hpol(φ) ≤ 1. 
Remark 4.3. Observe that using proprery 2.1 5) of hpol, Proposition 2 is
proved in the case when T2 is covered by a finite union of zones of type (I),
(II) or (III).
The proof in the general case is based on the three following lemmas.
The first one is a classical result, whose proof can be found in [PdM82] for
instance.
Lemma 4.5. Each periodic orbit Γ admits a transverse section Σ, with
{a} := Γ ∩ Σ such that there exists an open neighborhood O ⊂ Σ of a,
such that the Poincaré return map ℘ : O → Σ is well defined.
Lemma 4.6. Assume that ℘ has a fixed point b ∈ O with b 6= a. Let [a, b]Σ
be the compact segment of O limited by a and b. Set S :=
⋃
t∈R φ
t
X([a, b]Σ).
Then hpol(φX , S) ≤ 1.
Proof. Observe that the orbit of b is periodic. Let τ be the transition time
of ℘, that is, for z ∈ O, ℘(z) = φτ(z)(z). For any z ∈ [a, b]Σ, τ(z) > 0. Let
ξ : [0, 1] → [a, b]Σ be a C
1 diffeomorphism with ξ(0) = a and ξ(1) = b. Let
℘∗ = ξ−1 ◦ ℘ ◦ ξ : [0, 1] → [0, 1], and let τ¯ := τ ◦ ξ. We first note that the
construction of a suspension in Lemma 4.3 is still valid for a homeomorphism
f : [0, 1] → [0, 1]. Consider a vector field X̂℘ on R× [0, 1] with flow φ̂℘ such
that
– X̂℘(x1, x2) = (1,X2(x1, x2)) with X2(x1 + 1, x2) = X2(x1, x2) for all
(x1, x2) ∈ R× [0, 1].
– φ̂1℘(n, x2) = (n+ 1, ℘(x2)) for all (n, x2) ∈ Z× [0, 1].
The projection X℘ of X̂℘ on T × [0, 1] is a suspension of ℘
∗. We denote by
φ℘ its flow. The orbits of X̂℘ are graph over the x1-axis, so Proposition 4.1
and Corollary 4.1 hold true. For x1 ∈ [0, 1], we denote by ϕx1 the orbit of
(0, x1). Obviously, ϕ0 = R×{0} and ϕ1 = R×{1}. Therefore we can apply
Lemma 4.4 and the same proof than for Theorem 1 yields hpol(φ℘) ≤ 1.
We will now show that the restriction of X to S is conjugate to X℘,
which will conclude the proof. The curve Σ∗ := {0} × [0, 1] is a transverse
section of X℘ with Poincaré return map P : (0, x) 7→ (0, ℘
∗(x)). Then
P (0, x) = φ
τ¯(x)
℘ (0, x). For z ∈ S \ Σ, we set tz := inf{t > 0 |φ
−t
X (z) ∈ Σ}.
We define a map χ : S → T× [0, 1] in the following way:
– for z ∈ Σ, χ(z) = (0, ξ−1(z))
– for z ∈ S \ Σ, χ(z) = φtz℘ ◦ χ ◦ φ
−tz
X (z).
Observe that for z ∈ Σ and n ∈ Z, χ ◦ ℘n(z) = Pn ◦ χ(z). Moreover if τm
is such that φτmX (z) = ℘
m(z), then Pm(χ(z)) = φτm℘ (χ(z)). Let z ∈ S and
t ∈ R. Let s = tφt
X
(z) and z1 := φ
−s
X (φ
t
X(x)) ∈ S. Let z0 = φ
−tz
X (z). There
exists a unique m ∈ Z such that z1 = ℘
m(z0). Then φ
t
X(z) = φ
s
X(℘
m(z0)).
Therefore
χ ◦ φtX(z) = χ ◦ φ
s
X(℘
m(z0)) = φ
s
℘ ◦ χ ◦ φ
−s
X (φ
s
X(℘
m(z0)))
= φs℘ ◦ χ(℘
m(z0)) = φ
s
℘ ◦ P
m(χ(z0))
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Let τm be such that ℘
m(z0) = φ
τm
X (z0). Then φ
t
X(z) = φ
s+τm
X (z0), so t =
s+ τm − tz. Therefore
φs℘ ◦ P
m(χ(z0)) = φ
s+τm
℘ (χ(z0)) = φ
t+tz
℘ (χ(z0)) = φ
t
℘(χ(z))
and χ is a conjugacry between φX restricted to S and φ℘. This proves that
hpol(φX , S) ≤ 1. 
Lemma 4.7. Any periodic orbit Γ of X admits a compact neighborhood NΓ
in T2, φX-invariant such that hpol(φX ,NΓ) ≤ 1.
Proof. We denote by P the set of periodic orbits. For Γ ∈ P the two
following cases only occur.
(1) Γ is in the interior of a zone of type (III)
(2) Γ is the common boundary of two zones of type (I), (II) or (III),
with at most one of each of type (III). We denote by P̂ the subset
of these orbits. It is a finite or countable subset.
In the first case, the lemma is proved by Proposition 4.3: one just has to
choose for NΓ the zone of type (III) that contains Γ. When P̂ is finite, the
lemma is immediate by Propositions 4.3 and 4.5 (see remark 4.3) : for Γ ∈ P̂
one can choose for NΓ the union of the two zones of type (I), (II) or (III) with
common boundary Γ. The only difficulty occurs when P̂ is infinite and when
Γ is an accumulation point in P̂ , that is, there exists a sequence (Γn)n∈N ∈
P̂N such that d(Γ,Γn)→n→∞= 0 where d is the Hausdorf distance between
two compacts subsets of T2 induced by the classical Euclidean distance of
R2.
Assume that P̂ is infinite and let Π̂ be the union of the periodic orbits in
P̂. Let Γ be an accumulation point in P̂ . Fix a ∈ Γ and let Σ be a curve
transverse to Γ in a such as in lemma 4.5. Then at least one of the connected
component of Σ\{a} has an infinite intersection with Π̂. We distinguish the
cases when both connected component have an infinite intersection with Π
and when only one has an infinite intersection with Π̂.
• Both connected components of Σ \ {a} have an infinite intersection with
Π̂. We denote by Σ1 and Σ2 the connected components of Σ \ {a}. We set
Π̂ ∩ Σ1 = {bn |n ∈ N} and Π̂ ∩ Σ2 = {cn |n ∈ N} such that limn→∞ bn =
a = limn→∞ cn. We moreover assume that the sequence |ξ
−1(bn) − ξ
−1(a)|
and |ξ−1(cn) − ξ
−1(a)| are decreasing (with limit 0). Let [b0, c0]Σ be the
compact segment of Σ bounded by b0 and c0 that contains a. Set NΓ :=⋃
t∈R
(
φtX([b0, c0]Σ
)
. Then NΓ is a compact neighborhood of Γ, φX -invariant
and by lemma 4.6, hpol(φX ,NΓ) ≤ 1.
• Only one connected component of Σ\{a} have an infinite intersection with
Π̂. Let Σf be the connected component with finite (and possibly empty)
intersection with Π̂ and Σi be the other one. As before, we set Π̂ ∩ Σi :=
{cn |n ∈ N} with limn→∞ cn = a and |ξ
−1(cn) − ξ
−1(a)| decreasing. Let
[a, c0]Σ be the compact segment of Σ bounded by a and c0 and set Si :=⋃
t∈R
(
φtX([a, c0]Σ
)
. Then hpol(φX , Si) ≤ 1.
If Σf ∩ Π̂ = ∅, then Σf is contained in the interior of a zone D of type
(I), (II) or (III) and hpol(φX ,D) ≤ 1. Then the union NΓ := Si ∪ D is a
20 CLÉMENCE LABROUSSE
compact and φX-invariant neighborhood of Γ and using property 2.1 5), one
sees that hpol(φX ,NΓ) ≤ 1.
If Σf ∩ Π 6= ∅, we choose b ∈ Σf ∩ Π, we denote by [a, b]Σ the compact
segment of Σ bounded by a and b and we set Sf :=
⋃
t∈R
(
φtX([a, b]Σ
)
.
Again, one immediately sees that NΓ := Si ∪ Sf satisfies all the required
properties. 
Proof of Proposition 2. Observe first that the union Π of all periodic orbits
is a compact subset of T2. Indeed, its complementary is open since it is
the union of the interiors of zones of type (I) or (II). Therefore Π admits
a finite covering by invariant subsets over which hpol(φX) ≤ 1. Now the
complementary of this covering is a finite union of interior of zones of type
(I), (II) or (III). This way, we get a finite covering of T2 by φX -invariant
subset on which hpol ≤ 1. By Proposition 4.5, one sees that as soon as there
exists a zone of type (I) or (II), hpol(φX) = 1. Then, according to Proposition
4.3 hpol(φX) = 0 if and only if φX is conjugate to a rotation. 
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