The performance of an applications program running on a parallel machine is a ected by several factors such as the algorithm, the programming language, the compiler and the operating system. Performance evaluation of parallel machines requires quick and easy-to-use analysis of large amounts of data. This paper describes a performance evaluation tool built for Monsoon, a multithreaded multiprocessor machine built by Motorola in collaboration with MIT. The tool o ers integrated data collection, analysis and visualization and is designed to be simple but powerful. Software layers built on top of simple hardware monitors o ers a exible, yet non-intrusive performance evaluation tool. Examples of successful use of the tool by both systems and applications programmers are included.
Introduction
Computer systems are becoming increasingly complex, making it harder to understand their performance behavior and more di cult to get near optimal performance 9]. Performance analysis tools are essential to use the existing systems more e ciently and to design better systems. A tool, however, is only useful if people use it. We need performance analysis tools that are simple enough for an average user yet powerful enough for an expert. Many researchers are building data-collection, analysis, and visualization tools to examine the performance behavior of parallel machines 6, 11, 12, 17] . As described at a recent performance tools workshop 5], however, many issues in this area are still open.
In this paper, we describe a performance tool that combines data collection, analysis and visualization into an integrated environment. It was developed for Monsoon 14, 3, 18] , a multithreaded multiprocessor machine built by Motorola in collaboration with MIT. The tool was designed to be both easy to use and complete, in that it provides almost all the information useful for evaluating parallel execution. This paper describes our tool in detail with examples illustrating its use. Coloring, a mechanism using hardware support to count instructions executed within speci ed areas of code and introduced in 15], is described in the context of Monsoon. Our visualization graphs are described. Real examples illustrating the use of our tools by system and application programmers are given. Some of these examples show that plots of program events against time are superior to aggregate statistics.
Features of a Good Performance Analysis Tool
Software performance tools workshop attendees 5] say a good performance tool should answer, in a reasonable way, the following questions.
1. What is the overall performance? Performance can refer to many metrics, including but not limited to algorithm quality, theoretical verses achieved speeds, processor utilization, network load, and cache performance.
How does the program and its various procedures perform?
3. How can I explain the program's performance?
How can I improve the performance?
More ambitious tools must be able to answer what if questions, such as \What if the problem size is scaled?" and \What if the number of processors is increased?"
The most important issue is relating the measured performance to the source code. If the relationship can be made, all of the enumerated questions can be at least partially answered. Monsoon has hardware support for instrumentation, making it easy to correlate performance with control structures, such as procedures and loops, in a program. This hardware support that dynamically maps statistics to a small number of procedure/loop groupings is described in detail in Section 2.1.3.
The performance of a parallel application on a multiprocessor is a ected by many factors which include the algorithm, the implementation, the operating system and the machine architecture 2]. Complex interactions of these factors together with the simultaneous occurrence of various events in the machine result in a vast amount of complex performance data requiring new techniques for presentation and analysis. In order to get accurate performance data from a multiprocessor system, special care must be taken to minimize intrusion from the data collection mechanism or to remove the e ects of intrusion from the gathered data. We found the former much easier to implement since Monsoon has hardware support for statistics.
Non-interference and high resolution are the main advantages of hardware tools, since the electrical probes used to record information do not interfere in either time or space. Software tools use system resources, such as memory and CPU cycles, causing degradation in the actual performance of the system and introducing inaccuracies into the measurements unless proper care is taken. Software tools, however, provide more exibility than hardware tools since it is easier to tailor measurements. Ferrari 4] states that hardware and software tools are complementary and suggests that an integrated, hybrid tool would be better than either alone. The instrumentation in Monsoon uses the hybrid approach with software tools built on top of a simple hardware monitor.
Monsoon's performance tools are implemented in a hierarchical fashion, allowing the user the exibility of examining a program's performance at various levels 5] of abstraction. Thus, the tool is used by system and application programmers alike. Many high performance machines provide mechanisms which examine a small part of a program run in great detail. Kuck 8] notes that programmers use the performance tools in these machines as microscopes. They initially run gprof to nd potential bottlenecks and then use the tools to zoom in on the trouble areas. Monsoon users, on the other hand, use the same performance tool to collect data at di erent levels.
The software tool for data collection is integrated with the compiler and the run-time system. As described in Section 2.1.3, the binding time of various parameters can be as late as program runtime. The data is collected and stored into trace les during the execution of the program. Currently supported displays are pro les, histograms and tables.
We believe that our experiences with the simple performance tools developed for Monsoon will help us understand the general issues in performance tools for parallel machines. The useful properties of our tool resulting from our design philosophy are summarized in Section 5.
The rest of the paper is organized as follows. Section 2 describes Monsoon, its instrumentation, and performance gathering software. Section 3 describes how we visualize the collected performance data. Examples illustrating the applications of the tool are given in Section 4. We conclude in Section 5.
Instrumentation and Data Collection
The rst step in dynamic performance evaluation is collecting the appropriate data.
In this section, we will rst discuss Monsoon's instrumentation to support statistics gathering. Then we will explain the software built on top of the hardware support. Finally, the method for actually collecting the data will be summarized. The next section will discuss the actual visualization techniques.
Monsoon and its Performance Statistics Support
Monsoon is a complicated architecture, primarily designed as a data ow processor. On every cycle it processes a token. Tokens are computation descriptors comprised of two parts: the continuation and the data. The latter is unimportant in this discussion. The former consists of an instruction pointer, a frame pointer, a processor number, and tag which includes a color, the most important eld from the statistics viewpoint (see Section 2.1.3.). On every cycle, a Monsoon processor produces zero, one, or two tokens. Every token produced by a parent token has exactly the same continuation unless the instruction executed by the parent token explicitly changes the continuation(s) 1 of the produced tokens.
Codeblocks
Our compilation strategy for Monsoon partitions the code into code-blocks, which loosely map to procedures or loops. Whenever a code-block is invoked, a frame (sometimes called context) is allocated for it. A frame is simply a contiguous block of memory that exists on a single processor and is pointed to by a continuation. Frame memory is used exactly as stack frame memory is used in a sequential processor and is used to store procedural variables and procedure linkage. When a frame is allocated, a continuation is created that contains the correct processor number and frame pointer that points to the base of the returned frame. All tokens executed within that frame use that continuation; only the instruction pointer eld is ever changed.
In our current implementation of Monsoon software, the color eld of a continuation is always set during frame allocation and never else. Since the continuation returned by a frame allocation is used by all tokens executed in that instance of the code-block associated with the allocated frame, the color bits remain constant for all tokens executed in that instance of the code-block. Thus, all tokens executed in a single instance of a code-block are counted into the same color (see Section 2.1.3.)
Statistics Registers
Monsoon has sixty-four statistics registers or counters 16]; exactly one is incremented on every cycle. These registers are similar to the counters in CRAY X-MP/48 13] except for the notion of colors. The selection of the stats counter to increment depends on both the instruction being executed and the color bits which are associated with each token. By using the color bits in a clever way, we are able to divide our statistics space into a constant number of di erent categories. We will explore this partitioning in Section 2.1.3. The rest of this section will explain how the statistics register to be incremented is selected.
One excellent feature of Monsoon is its loadable microcode which de nes the instruction set. Monsoon's microcode is not a set of microprograms like the microcode in older machines, but is a loadable table that is used for instruction decoding. Part of the microcode of every instruction is an eight bit statistics eld that speci es which stats register to increment when a particular instruction 2 is executed. Six of those eight bits (base) can specify the sixty-four registers. One of the eight bits (abs) tells the machine whether or not to ignore the color bits on the token. The last bit is currently not used.
The base and abs elds of the instruction being executed, along with the color of the token being executed are fed through the circuit shown in Figure 1 . When abs is not asserted, the top 3 bits of the base are ORed to the 3 bits of color. When abs is asserted, the base bits are used unmodi ed to select the stats counter to increment. There is a lot of exibility in the stats counter selection scheme since we can use fewer color bits (by not using all of its bits) and more instruction stats bits (by using more of its bits) and vice-versa. In Section 2.1.3, we will discuss how we use the base, abs and color elds to produce useful statistics.
How to Implement Coloring
Users often want to partition their program into di erent subsets and collect information about the execution behavior of each of the subsets and analyze them independently and/or in relation to one another. Unix prof, for instance, provides execution statistics about each of the procedures in a given program. In Monsoon, one can produce the same type of statistics about a xed number of procedures by \coloring" each procedure di erently. In this section, coloring is rst described from a hardware perspective, then from a user perspective.
Though there are 64 stats counters, the actual number of instruction categories is further reduced by the \coloring" convention. By using only the bottom n bits of the base eld (n 3 since there are only 3 bits of color) and setting all the other bits to zero, we limit the number of instruction categories. We gain, however, the ability to separate the gathered statistics into \banks", where a bank is selected by the color of the executed token. Since the color bits of the token are set only when a code-block is invoked, all of the tokens executed in a speci c invocation of a code-block will be counted in a single statistics bank. For all \normal" banks, the same o set counts the same type of instructions. The size of each bank is 2 n and the number of banks is 2 6?n ? 1. The ?1 is due to the \absolute" bank which includes special instructions, such as idle or hardware exceptions, which have their abs bit set. The absolute bank, in order to maximize stats counter utilization, generally are of the same size as the normal banks.
As an example, our default microcode splits up the stats registers into eight banks, one bank for run-time system code, one absolute bank and six user-de nable banks. Since each bank corresponds to a color, we have six user de nable colors. Di erent registers in the same bank are used for di erent categories of opcodes. Corresponding registers in the system/user banks count the same type of opcodes { for instance, register 0 in banks zero through six all count bubbles. The absolute bank on the other hand, only counts instructions that are not counted by system/user banks. Instructions that are mapped to the absolute bank by having their abs bit set, cause the hardware to ignore the color. Otherwise the color bits selects the bank and the instruction select the register in that bank to be incremented.
The eight banks of eight instruction types is not set in stone { most power of two divisions are de nable. With minor changes we could have four colors and sixteen sub-categories, two colors and thirty two sub-categories or one color and sixty-four sub-categories.
One might change the microcode speci cation of the stats counters for a variety of reasons. One recent change was made to di erentiate identity type instructions, splitting them into moves, jumps, and forks. The reason behind this is that identities make up a large fraction of the dynamic instruction count. This division allowed us to examine dynamic instruction mixes for identities in much greater detail, allowing us to pinpoint the di erent sources of identity's. Since we kept the same number of colors, however, the number of registers in each bank remained constant so the meaning of some registers in the system/user banks had to change. Instead of one register for identities, we now had three registers for identities, reducing the number of registers for other types of instructions by two. This reduction in registers for nonidentity instructions was not a problem because we were zooming in on identity-class instructions and did not care much about the other classes.
One might also de ne new instructions that increment speci c stats registers. A compiler writer/assembly language programmer could use these instructions to see how many times a speci c region of code has been entered. If coloring is not used, up to sixty-four of these instructions can be de ned. Using stats registers in this fashion is completely non-intrusive, if the counting instructions also perform useful operations.
Creating microcode required intimate knowledge of the machine architecture. A layer of abstraction was created to make changing stats relatively easy 3 . Each instruction has a symbolic name which is inserted into a stats group via a simple Lisp le. A microcode tool then takes that Lisp le and generates the desired microcode.
How to Use Coloring
As mentioned earlier, the instruction and the color bits of the token determines the stats counter to be incremented. Currently the color bits on a token are changed only by the frame manager when allocating a frame which will be used by a new instance of a code-block. Every code-block either has a speci ed \color" or inherits the color of the code-block that called it. If inheritance is speci ed, the color of the context will be the same as that of its parent's color (we use the term parent to refer to the calling code-block.) A code-block with a speci ed color will obviously get that color. Unless explicitly changed, the color bits of a token are inherited from the token that created it. Thus, all tokens (with the exception of instructions in the absolute bank) executed in a frame of color c will be accounted for in the cth bank of stats registers.
Colors can be speci ed at any time since they are de ned in a data structure which is read before every code-block invocation. In fact, one could potentially change the color of code blocks while a program is running. We generally specify colors right before running the program. Coloring, in essence, maps hardware statistic counters to user source code.
Inheritance Inheritance is a feature that is remarkably useful but is not found in most common pro ling tools. An example of a dynamic call tree with color inheritance is shown in Figure 2 . In this example, the main procedure is colored blue, the loop is colored red, and sine inherits its parent's color. Again, these colors can be speci ed at either run-time or at compile-time. In this example, the instructions executed by each instance of sine will be accounted for in the color of its parent { the instructions executed in the rst instance of sine in Figure 2 will be counted in the blue bank and the instructions executed in the second instance of sine in the same Figure, will be counted in the red bank. This inheritance is useful for examining the total cost of user code, including calls to system routines. An example of when you might not want to inherit is shown in Figure 3 . In this example, the user wants to separate the alloc procedure (a run-time system heap allocator function) overhead from his program. By assigning a speci c color to the alloc procedure, the accounting of alloc is separated from its caller.
Performance Data Collection
Performance analysis of complex multiprocessor computers like Monsoon is done mainly by observing the execution behavior of programs during controlled experiments. It is essential to provide the user with the necessary tools to produce, record, display and analyze the measurements. We have integrated the data collection, visualization and analysis components of performance analysis into the programming environment called Id World 7] . Currently it supports the following three program development activities.
Editing and compiling Id programs.
Loading and executing Id programs. The execution vehicles supported are Monsoon and MINT (a software emulator for Monsoon).
Recording and displaying execution statistics.
The stats counters are sampled periodically by the performance tool and recorded in a le. The sequence of numbers stored in the stats le captures the exact number of times counter i was incremented during the sampling interval j in processing element p. This data contains a lot of useful information (see Section 4) which can be visualized in a variety of di erent ways. The sampling rate is user-de nable and is generally set according to the length of the total computation as well as the resolution required for the speci c analysis.
Of course, this functionality does not come completely for free. Five instructions are required when a code-block is invoked with a speci ed color 4 , and seven instructions are required when a code-block inherits its parents color. We deem this cost to be negligible, however, and it rarely a ects program runs in any meaningful way 5 . This overhead occurs only when a color is set, which is about once every procedure call. The number of instructions required could be drastically reduced with minor architecture changes.
There is also a cost of stopping the machine to gather statistics. On a single processor machine, this halt lengthens run-time but does not a ect the statistics at all. For multiprocessor systems, however, there is some skew between the time the rst processor is stopped and the last processor is stopped. This skew a ects program runs, but only slightly and only program runs that are very short. Again, small architectural changes could alleviate this problem.
Sampling the stats registers
To make stats counters even more useful, we sample the registers at user speci ed time intervals. These samples are stored in Lisp data structures that can be saved to a le, displayed on a screen, or printed on paper. Permitting the user to specify a time interval allows the user to customization the statistics resolution. For instance, a small program may allow time steps of one thousand since the runtime is short, while a large program might require time steps of one million to keep the runtime reasonable. Sampling the stats registers on the Monsoon simulator using an idealized queueing mode 6 produces idealized parallelism pro les. 5 We have been extolling the virtues of non-intrusiveness and here we are being intrusive. Our intrusiveness is kept to a bare minimumand is required to get the desired behavior. The intrusiveness is much less than most machines. 6 Idealized queueing mode simulates execution on a multiprocessor with in nite number of processing elements. The pro le thus produced is an indication of maximum available parallelism in a piece of code.
Data Visualization
The statistics counters are sampled and recorded in stats les as described in the previous section. The visualization tool that display the collected data currently supports three kinds of displays, namely tables, histograms and pro les.
Tables: Tables are used to Figure 4 shows the frequency of various Monsoon instructions executed during the training of a neural tree network.
Pro les: A pro le is a graph showing the number of instructions belonging to each particular category executed during a run. Figure 6 is a pro le generated by executing the program shown in Figure 5 for n equal to 512. The unit of time on the X-axis is 100 machine cycles and the y-axis corresponds to the number of instructions executed. In this gure we show just three pro les, oating point instructions, arithmetic instructions ( oat plus integer) and sum of all non-idle instructions. A pro le is de ned by a single category or a combination of categories. As pointed out by 10], designing e cient parallel computations is usually an iterative process alternating between measuring and modifying the performance of successive computation prototypes. We designed our visualization tool to permit the production of displays from combinations of statistics les generated from di erent executions. Currently one can combine pro les using primitive operations such as +, -, * and /. One can also compute the cumulative sum of the counters. Section 4.2 illustrates the use of the cumulative sum.
Curve Fitting and Code Complexity
Performance is usually measured in terms of execution time. Although this is a useful metric there are reasons for looking at the actual number of instructions or machine cycles for performance comparisons. For example, the number of cycles is independent of the machine clock. The complexity of a program as a function of the input can be studied more accurately when measured in instructions. Program complexities can be very useful to a compiler writer. Knowing the total number of instructions executed in di erent categories is useful when predicting how hardware changes will a ect performance.
The table in Table I shows the total number of non-idle instructions executed when executing the program shown in Figure 5 . The rst row in the table shows the number of instructions executed for di erent values of input N when the loop is not unrolled. The second row shows the same when the loop is unrolled 8 times. The number of instructions executed when the loop is not unrolled is 26N + 46. The number of instructions executed when the loop is unrolled eight times is 11:5N + 96. The complexity of the code as a function of N was obtained by tting a polynomial from the data points shown in the table. The instruction counts measured using the hardware monitor makes it possible to compare di erent code compilations very precisely. In most other machines, one has to implement a software monitor to gather instruction count, which slows down the computation.
As part of data visualization and analysis, we have found curve tting very useful. Pro lers like prof and gprof use program counter sampling and hence their counting is dependent on the sampling error. The stats counters, on the other hand, are precise, making it possible to do curve tting with greater reliability given a xed number of data points. We currently do polynomial tting and the compiler writers routinely use it for analyzing inner loops when assessing the quality of compiled code.
Applications of Performance Visualization
Using these stats tools we were able to debug both system level and user code. This section contains four examples of performance analysis/debugging, illustrating the applications of our performance visualization tool. The rst example shows how we used statistic tables/bargraphs to detect an error in our pointer library. The use of simple pro les for understanding the e ect of loop parallelism is shown in the second example. The third example shows how we used pro ling with coloring to examine and improve the amount of parallelism in an application code. The use of pro ling to discover an interesting hardware quirk is shown in the nal example.
Detection of Pointer Library Error
We developed most of our system software on single processor con gurations since they were available before multiprocessor con gurations. Most of the software worked on multiprocessor con gurations without modi cations. After examining load balancing numbers while running GAMTEB 7 , however, we discovered worse load balancing than we expected { the speed up was very poor. We colored both user and system code-blocks to try to gure out what was wrong. The bargraphs (shown in Figure 7 ) are graphical representations of the tabular form we originally used (when this bug was worked out, we only had tabular displays). The rst column represents a single Figure 10 shows the execution pro le when the number of iterations executed in parallel is 2. The maximum number of instructions that can be executed per time step (100 machine cycles) is 100 and so the curve corresponding to the total number of instructions executed is %CPU utilization. Each processor in Monsoon is multithreaded (8 threads) and the utilization depends on the number of threads that are active. We need 8 threads to be active concurrently in order to achieve 100% utilization.
Observe that the maximum utilization is about 70% and the utilization goes below 40% in the valleys. For the same program, the CPU utilization peaks to 100% as shown in Figure 11 , when 10 iterations are executed in parallel. Furthermore, the total time decreases from about 28,000 cycles to about 24,000 cycles. When the number of parallel iterations is increased to 20, the time to execute the actual body of the loop decreases as shown in Figure 12 . This decrease can be observed by inspecting the nonzero portion of the curve corresponding to the oating point instructions. However, the total time actually increases to about 32,000 cycles. The reason for the increase is that the overhead for initiating and terminating (including storage allocation and deallocation) several iterations in parallel outweighs the gain in utilization during the execution of the loop body. This explanation can be clearly understood by inspecting the three pro les as well as the graph in Figure 13 that shows the cumulative total of number of instructions executed. It turned out the storage allocation was sequential at the time of these runs. After looking at these graphs, our compiler team xed the sequential behavior of the loop allocation, thus improving performance for all bounded loops. { details of processor and network utilization, through tables and histograms.
Get a clear picture of the time spent in di erent parts of the program, and the parallelism of each part through coloring and pro les.
Identify the reason behind lack luster performance. For example, pro les can identify the bottlenecks where execution is sequentialized, or the procedures that are computationally expensive.
Iterate through the process of identifying the source of poor performance, modifying the source suitably, and verifying that the modi cation results in expected improvement in performance.
The tool also tackles some of the more ambitious goals. Through curve tting of collected statistics, the tool allows us to predict performance when the problem size is scaled. Finally, idealized mode statistics is useful in giving the upper bound on parallelism given the data-dependence in a program.
The visualization tools can be used basically unchanged by other systems. The collection system depends very heavily on Monsoon's hardware support and thus cannot be easily ported to other architectures. Our experience suggests that hardware instrumentation is very useful and should be included in all machines if the cost is not unreasonable. Certainly graphes where statistics plotted against time are extremely informative and should be supported.
In conclusion, our performance visualization tool, in use for over six months, has proven itself to be both a useable and useful package. The tool o ers integrated data collection, analysis and visualization and is designed to be simple but powerful. It permits us to look at performance at a variety of levels quickly, making it helpful for both system programmers and application programmers. Though we cannot claim it to be exhaustive, we have found it so far to be very suitable and adequate. Of course, further experimentation needs to be done for a more accurate evaluation. This paper shows that software layers built on top of simple hardware counters o ers a exible, yet almost non-intrusive performance evaluation tool. It is demonstrated that the idea of coloring introduced in 15], a hardware support for identifying the context of computation, can be e ectively used to correlate the performance to the source program.
