In this paper one presents a new fuzzy clustering algorithm based on a dissimilarity function determined by three parameters. This algorithm can be considered a generalization of the Gustafson-Kessel algorithm for fuzzy clustering.
Introduction
The Gustafson-Kessel [4] algorithm is an important algorithm for fuzzy clustering. Although there has been developed a more efficient algorithm (GathGeva [3] ), the Gustafson-Kessel algorithm remains the most utilized, because it does not need the utilization of the exponential function [3] . One of the limits of the Gustafson-Kessel is the fact that it supplies unsatisfactory results when clusters having very different volumes are to be separated [5] , [6] , and [7] .
In this paper one presents an algorithm that can eliminate this insufficiency. The algorithm presented in this paper can be considered as a generalization of the Gustafson-Kessel algorithm.
Further the paper has the following structure: section 2 does a short presentation of the GustafsonKessel algorithm; section 3 presents the new algorithm; section 4 presents experimental results; section 5 presents some conclusions.
The Gustafson-Kessel Algorithm
The Gustafson-Kessel algorithm was proposed in [4] as an improvement of the fuzzy C-means clustering algorithm [1, 2] . Let there be the objective function:
] is a set containing unlabelled vectors; 
where is the fuzzy covariance matrix of the cluster defined by: The major drawback is that Gustafson-Kessel algorithm is restricted to constant volume clusters due to the fixed a priori values j λ .
The New Fuzzy Clustering Algorithm

The 3-parameter Dissimilarity Function
Let there be the vector set where and let c be the number of clusters that must be obtained. The cluster will be described by the parameters: the cluster center, the fuzzy covariance matrix, a parameter that shows how large or how small is the cluster in comparison to the other clusters, the fuzzy membership degree of the element . One denotes:
j is very close to the cluster cardinality, can be considered as a measure for cluster volume and
measure for cluster density. In the framework of this algorithm the dissimilarity function of the element to the cluster is defined by the relation:
where the distance is defined by relation (4).
olve the problem there will be used the following objective function: 
An Equivalent Form for the bj
This form will be used in the s this it is necessary to demonstrate the following 
is the following diagonal matrix: 
Denoting:
it results:
From (4), (18) and (23) Using (29) relation (30) becomes: t demonstrated.
The Calculus of the Parameters f
In this section it i parameters . There will be considered the 
Experimental Results
One presents the using of the new algorithm for the two test sets shown in the figures 1 and 5. The first set was obtained by a random generation of some points inside two ellipses (figure 1). The second set was obtained by a random generating of some points inside three ellipses (figure 5). The obtained results using the new algorithm can be seen in the figures 3 and 7 respectively, those obtained using the Gustafson-Kessel algorithm in the figures 2 and 6, and those obtained using Gath-Geva alg Gustafson-Kessel a 6), the new algorithm (figures 3 and 7) has generated clusters that are very close to the ideal clustering (figures 1 and 5). The results obtained using the proposed algorithm are very close to those obtained using the Gath-Geva algorithm.
Conclusions
This paper has presented an algorithm that can be considered a generalization of Gustafs 
