When exact line searches are used, the proposed methods reduce to the standard HS method. Convergence properties of the proposed methods are discussed. These results are also extended to some other conjugate gradient methods such as the Polak-Ribiére-Polyak (PRP) method. Numerical results are reported.
Introduction
Assume that f : R n → R is a continuously differentiable function whose gradient is denoted by g. The problem considered in this paper is min f (x), x ∈ R n .
(1.1)
The iterates for solving (1.1) are given by where the stepsize α k is positive and computed by some line search, and d k is the search direction. Conjugate gradient methods are very efficient iterative methods for solving (1.1) especially when n is large. The search direction has the following form:
where β k is a parameter. Some well-known conjugate gradient methods include the Polak-Ribiére-Polyak (PRP) method [17, 18] , the Hestenes-Stiefel (HS) method [13] , the Liu-Storey (LS) method [15] , the Fletcher-Reeves (FR) method [8] , the Dai-Yuan (DY) method [5] and the conjugate descent (CD) method [9] . In this paper, we are interested in the HS method, in which β k is defined by
where y k−1 = g k − g k− 1 . Throughout the paper, we denote s k−1 = x k − x k−1 = α k−1 d k−1 , and • stands for the Euclidean norm. Convergence properties of conjugate gradient methods can be found in the book [6] , the survey paper [12] and references therein. The HS method behaves like the PRP method in practical computation and is generally regarded as one of the most efficient conjugate gradient methods. An important feature of the HS method is that it satisfies conjugacy condition d T k y k−1 = 0, (1.5) which is independent of the objective function and line search. However, Dai and Liao [4] pointed out that in the case g T k+1 d k = 0, the conjugacy condition (1.5) may have some disadvantages (for instance, see [21] ). In order to construct a better formula for β k , Dai with a parameter t ∈ [0, ∞). Based on the idea of the DL method, Hager and Zhang [11] proposed a descent conjugate gradient method (HZ).
Besides conjugate gradient methods, the following gradient type methods
have also been studied extensively by many authors. Here θ k and β k are two parameters. Clearly, if θ k = 1, the methods (1.7) become conjugate gradient methods (1.3) . When
, the methods (1.7) reduce to spectral conjugate gradient methods [2] and scaled conjugate gradient methods [1] . Yuan and Stoer [21] proposed a subspace method to compute the parameters θ k and β k which solve the following subproblem
where k = Span{g k , d k−1 } and B k is a suitable quasi-Newton matrix such as the memoryless BFGS update matrix [19] . Zhang et al. [23] proposed a modified FR method where the parameters in (1.7) are given by
This method satisfies g T k d k = − g k 2 and this property depends neither on the line search used, nor on the convexity of the objective function. Moreover, this method converges globally for nonconvex functions with Armijo or Wolfe line search.
Recently, based on the direction generated by the memoryless BFGS update matrix [19] , Zhang et al. [22, 24] proposed the following three-term conjugate gradient type method,
where θ k and β k are two parameters. If the parameters in (1.8) are given by
, then this method becomes the modified PRP method [22] . If the parameters in (1.8) are chosen as
, then we get the three-term HS method [24] . Both methods still retain the relation g T k d k = − g k 2 and performed well in practical computations.
In this paper, we are concerned with the methods (1.7) and (1.8) with the parameter β k = β H S k . Then we try to construct new θ k by using idea of the DL method [4] . This paper is organized as follows. In Section 2, we present new formulas for θ k and corresponding algorithms. In Section 3, we analyze global convergence properties of the proposed methods with some inexact line searches. In Section 4, we extend the results of Section 2 and Section 3 to other conjugate gradient methods. In Section 5, we report numerical comparisons with existing conjugate gradient methods by using problems in the CUTE library [3] .
New formula for θ k and algorithms
In this section, we first describe the following two-terms HS conjugate gradient type method,
where, for convenience, we write θ k = 1 + θ k . In order to introduce our method, let us simply recall the conjugacy condition proposed by Dai and Liao [4] . Linear conjugate gradient methods generate a search direction such that the conjugacy condition holds, namely,
where Q is the symmetric and positive definite Hessian matrix of the quadratic objective function f (x). For general nonlinear functions, it follows from the mean value theorem that there exists some τ ∈ (0, 1) such that
Therefore it is reasonable to replace (2.2) by the following conjugacy condition:
Dai and Liao [4] used the secant condition of quasi-Newton methods, that is,
where H k is an approximation to the inverse Hessian. For quasi-Newton methods, the search direction d k can be calculated in the form
By the use of (2.4) and (2.5), we get that
The above relation implies that (2. where t is a scalar. If we substitute (1.3) into (2.6), we get the formula for β DL k in (1.6). In order to get the formula for θ k in our method, substituting (2.1) into (2.6), we have
where h is a parameter. We get from the above two equalities that
For convenience, we summarize the above method as the following algorithm which we call the two-term HS method.
Algorithm 2.1 (two-term HS Method):
Step 0: Given the constant ρ ∈ [0, 1], choose an initial point x 0 ∈ R n .
Let k := 0.
Step 1:
where
(2.8)
Step 2: Determine α k by some line search.
Step 3: Let the next iterate be
Step 4: Let k := k + 1. Go to Step 1.
By the same argument as Algorithm 2.1, we can get the following three-term HS method. In the rest of this paper, we only give the direction in the algorithm where the other steps are as same as Algorithm 2.1 since conjugate gradient methods are mainly determined by their search directions. 
(2.10) 
which is independent of any line search and convexity of the objective function. In this case, Algorithm 2.2 reduces to the three-term HS method [24] . Assumption A.
(ii) In some neighborhood N of , f is continuously differentiable and its gradient is Lipschitz continuous, namely, there exists a constant
Clearly, Assumption A implies that there exists a constant γ such that
In order to ensure global convergence of Algorithm 2.1, we need some line search to compute the stepsize α k . The Wolfe line search consists of finding
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The strong Wolfe line search corresponds to: that
where 0 < δ < σ < 1 are constants.
The following lemma, called the Zoutendijk condition, is often used to prove global convergence of conjugate gradient methods. It was originally given by Zoutendijk [25] and Wolfe [20] . 
In the global convergence analysis for many methods, the sufficient descent condition plays an important role. The following result shows that Algorithm 2.1 produces sufficient descent directions. 
Proof. We have from (2.7) and the definition of β
which implies that
and the Wolfe line search implies
from (3.8), we have (3.6) by induction. The proof is then finished.
By the use of the first equality in (3.8) and the second inequality in the strong Wolfe line search (3.4), we have the following result. 
The following theorem establishes global convergence of Algorithm 2.1 for strongly convex functions.
Theorem 3.4. Suppose Assumption A holds and f is strongly convex on N , that is, there exists a constant μ > 0 such that
If ρ ∈ [0, 1), then the sequence {x k } generated by Algorithm 2.1 with the Wolfe line search (3.3) satisfies lim k→∞ g k = 0.
Proof. It follows from (3.10) and (3.1) that
Now we begin to estimate θ k and β k in (2.7). It follows from (1.4), (3.1) and (3.11) that
It follows from (2.8), (3.12) and the second inequality in (3.3) that
The above inequality together with (3.12) implies that
We have from (3.6) and (3.5) that
It follows from the above inequality and (3.13) that
which means lim k→∞ g k = 0. The proof is then completed. By Lemma 3.3 and same argument in the above theorem, we have the following corollary. , then the sequence {x k } generated by Algorithm 2.1 satisfies lim k→∞ g k = 0.
In order to ensure global convergence of Algorithm 2.1 for nonconvex functions, we adopt the idea of the MBFGS method proposed by Li and Fukushima [14] and modify Algorithm 2.1, replacing y k−1 in (2.7) by
where ε 1 is a small positive constant. For convenience, we present this modified version as the following algorithm. 
An important property of z k−1 is that, when the Wolfe line search is used, it satisfies
This inequality is the same as (3.11) and plays the same role in the proof of global convergence of Algorithm 3.1 for nonconvex functions. By the use of (3.17) and the same arguments as in Theorem 3.4, we have the following strongly global convergence result for Algorithm 3.1 for nonconvex objective functions. Another technique to guarantee global convergence of conjugate gradient methods for general nonlinear functions is to restrict β k nonnegative as in the PRP+ and HS+ methods [10] . In fact, if we replace β 
where 
Algorithm 4.2 (three-term PRP Method):
Algorithm 4.3 (two-term LS Method):
.
Algorithm 4.4 (three-term LS Method):
. Algorithm 4.5 (two-term FR Method):
Remark 4.1. When ρ = 0 in the above algorithms, the search direction satisfies the sufficient descent condition d
which is also independent of any line search and convexity of the objective function. Moreover in this case, Algorithms 4.2 and 4.3 are identical and reduce to the modified PRP method [23] , and Algorithm 4.5 becomes the modified FR method [22] . It is clear that these methods reduce to conjugate gradient methods respectively if exact line search is used. , then for all k, we have that 
The above equality with the second inequality in (3.4) implies that
Repeating the same process, we have that
which shows that (4.5) holds. The proof is then completed. The next result is based on the work of [23] . Here we also omit its proof. Table 2 -(continuation). Table 2 -(continuation).
Numerical results
In this section, we compare the performance of the proposed methods with those of the PRP+ method developed by Gilbert and Nocedal [10] , and the CG_DESCENT method proposed by Hager and Zhang [11] . The PRP+ code was obtained from Nocedal's web page at http://www.ece. northwestern.edu/˜nocedal/software.html, and the CG_DESCENT code from Hager's web page at http://www.math.ufl.edu/˜hager/. The PRP+ code is coauthored by Liu, Nocedal and Waltz, and the CG_DESCENT code is coauthored by Hager and Zhang. The test problems are unconstrained problems in the CUTE library [3] .
We stop the iteration if the inequality g(x k ) ∞ ≤ 10 −6 is satisfied. All codes were written in Fortran and run on PC with 2.66GHz CPU processor and 1GB RAM memory and Linux operation system. Tables 1 and 2 list all numerical results. For convenience, we give the meanings of these methods in the tables.
• "cg-descent" stands for the CG DESCENT method with the approximate Wolfe line search [11] . Here we use the Source code Fortran 77 Version 1.4 (November 14, 2005) on Hager's web page and default parameters there;
• "Algorithm 2.1" is Algorithm 2.1 with ρ = 1 and the same line search as "cg-descent";
• "prp+" means the PRP+ method with the strong Wolfe line search proposed by Moré and Thuente [16] .
In order to get relatively better ρ values in Algorithm 2.1, we choose 10 complex problems to test Algorithm 2.1 with different ρ values. Table 1 lists these numerical results, where "problem", "iter", "fn", "gn", "time", " g(x) ∞ " and " f (x)" mean the name of the test problem, the total number of iterations, the total number of function evaluations, the total number of gradient evaluations, the CPU time in seconds, the infinity norm of the final value of the gradient and the final value of the function at the final point, respectively.
In Table 1 , we see that Algorithm 2.1 with ρ = 1 performed best. Moreover, we also compared Algorithm 2.1 with other Algorithms in the previous sections and numerical results showed that they performed similarly. So in this section, we only listed the numerical results for Algorithm 2.1 with ρ = 1, the "cgdescent" and "prp+" methods. These results are reported in Table 2 where "-1" means the method failed. Figures 1-4 show the performance of the above methods relative to CPU time, the number of iterations, the number of function evaluations and the number of gradient evaluations, respectively, which were evaluated using the profiles of Dolan and Moré [7] . For example, the performance profiles with respect to CPU time means that for each method, we plot the fraction P of problems for which the method is within a factor τ of the best time. The left side of the figure gives the percentage of the test problems for which a method is the fastest; the right side gives the percentage of the test problems that are successfully solved by each of the methods. The top curve is the method that solved the most problems in a time that was within a factor τ of the best time. Figure 1 shows that "Algorithm 2.1" performed slightly better than the "cgdescent" method did for the test problems. It outperforms the "cg-descent" and "prp+" methods for about 59% (71 out of 120) test problems. "Algorithm 2.1" and the "cg-descent" method ultimately solve 100% of the test problems. The "prp+" method performed worst since it only solves 77% of the test problems successfully. But Figure 2 shows that "prp+" has the best performance with respect to the number of iterations since it solves about 46% of the problems with the smallest number of iterations. We can see from Figures 3 and 4 that "Algorithm 2.1" has the best performance with respect to the number of function and gradient evaluations since it corresponds to the top curve. 
Conclusions
We have proposed some new versions of the HS method based on the secant condition, which can generate sufficient descent directions with inexact line 132 HESTENES-STIEFEL NONLINEAR CONJUGATE GRADIENT METHOD searches. Moreover, we proved that the proposed HS methods converge globally for strongly convex functions. Two modified schemes are introduced and proved to be globally convergent for general nonconvex functions. These results are also extended to some other conjugate gradient methods. Some results of the paper extend some work of the references [22, 23, 24] . The performance profiles showed that the proposed methods are also efficient for problems from the CUTE library.
