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Abstract
Classical contact Lie algebras are the fundamental algebraic structures on the
manifolds of contact elements of configuration spaces in classical mechanics. In this
paper, we determine the structure of the currently largest known category of contact
simple Lie algebras introduced earlier by the second author. These algebras are in
general not finitely-graded.
1 Introduction
A contact element to an n-dimensional smooth manifold at some point is an (n − 1)-
dimensional hyperplane tangent to the manifold at the point. The set of all contact
elements of an n-dimensional manifold has a natural smooth manifold structure of dimen-
sion 2n − 1. Classical contact Lie algebras are the fundamental algebraic structures on
the manifolds of contact elements of configuration spaces in classical mechanics (cf. [A]).
Moreover, some contact Lie algebras are generated by certain quadratic conformal alge-
bras (cf. [X2]). The representations theory of the Lie algebras generated by conformal
algebras can be viewed as the algebraic entity of two-dimensional quantum field theory
(cf. [K3]).
A Poisson algebra is a vector space A with two algebraic operations · and [·, ·] such
that (A, ·) forms a commutative associative algebra, (A, [·, ·]) forms a Lie algebra and the
following compatibility condition holds:
[u, v · w] = [u, v] · w + v · [u, w] for u, v, w ∈ A. (1.1)
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Denote by Z the ring of integers. A (generalized) contact Lie algebra is a Lie algebra
structure on a commutative associative algebra (A, ·) whose Lie bracket is of the form
[u, v] = [u, v]0 + (2− ∂)(u)∂0(v)− ∂0(u)(2− ∂)(v) for u, v ∈ A, (1.2)
where (A, ·, [·, ·]0) forms a Poisson algebra, ∂ and ∂0 are mutually commutative derivations
of (A, ·) such that
∂([u, v]0) = [∂(u), v]0 + [u, ∂(v)]0 − 2[u, v]0, ∂0([u, v]0) = [∂0(u), v]0 + [u, ∂0(v)]0 (1.3)
for u, v ∈ A. For a contact Lie algebra structure on a commutative associative algebra
(A, ·), we define
Pu(v, w) = [u, v · w]− [u, v] · w − v · [u, w] for u, v, w ∈ A. (1.4)
Then the following equation holds:
Pu·v(w1, w2) = u · Pv(w1, w2) + v · Pu(w1, w2) for u, v, w1, w2 ∈ A. (1.5)
The supersymmetric version of the above equation is the main axiom of weak Frobenius
manifold (cf. [HM]). Frobenius manifold was introduced by Dubrovin [D] , in connection
with topological field theories. In this paper, we determine the isomorphism classes of the
currently largest known category of contact simple Lie algebras introduced by the second
author [X1].
A Lie algebra G is called finitely-graded if G =
⊕
α∈Γ Gα is a Γ-graded vector space for
some abelian group Γ such that
dim Gα <∞, [Gα,Gβ ] ⊂ Gα+β for α, β ∈ Γ. (1.6)
Finitely-graded contact simple Lie algebras have been studied by Kac [K1], [K2], Osborn
[O], and Osborn and Zhao [OZ]. The most important feature of the contact simple Lie
algebras constructed in [X1] is that they are in general not finitely-graded. Below, we
shall give a more technical introduction.
Throughout this paper, we denote by F a field with characteristic 0. All the vector
spaces (algebras) are assumed over F. Moreover, we denote by N the additive semi-
group of nonnegative integers. When the context is clear, we shall omit the symbol for
associative algebraic operation in a product. For m,n ∈ N, we shall use the following
notation of indices
m,n =
{
{m,m+ 1, ..., n} if m ≤ n
∅ if m > n.
(1.7)
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Let A = F[t1, t2, ..., tn] be the algebra of polynomials in n variables. Recall that a
derivation ∂ of A is a linear transformation of A such that
∂(uv) = ∂(u)v + u∂(v) for u, v ∈ A. (1.8)
The typical derivations are {∂t1 , ∂t2 , ..., ∂tn}, the operators of taking partial derivatives.
The space DerA of all the derivations of A forms a Lie algebra with respect to the com-
mutator. Identifying the elements of A with their corresponding multiplication operators,
we have
DerA =
n∑
i=1
A∂ti , (1.9)
which forms a simple Lie algebra. The Lie algebra DerA is called a Witt algebra of rank
n, usually denoted as W(n,F). The Lie algebra W(n,F) acts on the Grassmann algebra
Aˆ of differential forms on A as follows.
∂(df) = d(∂(f)), ∂(ω ∧ ν) = ∂(ω) ∧ ν + ω ∧ ∂(ν) (1.10)
for f ∈ A, ω, ν ∈ Aˆ, ∂ ∈ W(n,F). Assume that n = 2k + 1 is an odd integer. We let
K(2k + 1,F) = {∂ ∈ W(n,F) | ∂(dt2k+1 +
k∑
i=1
(tidtk+i − tk+idti)
∈ A(dt2k+1 +
k∑
i=1
(tidtk+i − tk+idti)}. (1.11)
The subspace K(2k + 1,F) forms a simple Lie subalgebra , which is called a classical
contact Lie algebra.
To see that the Lie algebra K(2k + 1,F) is isomorphic to a Lie algebra with the Lie
bracket of the form (1.2), we set
ǫ(i) = 1, ǫ(j) = −1, i = k + i, j = j − k for i ∈ 1, k, j ∈ k + 1, 2k. (1.12)
Moreover, we define
DK(f) =
2k∑
i=1
(ti∂tn(f) + ǫ(i)∂ti(f))∂ti + (2f −
2k∑
i=1
ti(ǫ(i)ti∂tn(f) + ∂ti(f)))∂tn (1.13)
for f ∈ A. Then the map DK : f → Dk(f) is a linear isomorphism from A to K(2k+1,F)
(e.g., cf. [SF]). Furthermore, we define
[f, g]0 =
2k∑
i=1
ǫ(i)∂ti(f)∂ti(g) for f, g ∈ A (1.14)
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and
∂ =
2k∑
i=1
ti∂ti , ∂0 = ∂tn . (1.15)
It can be verified that
[DK(f), DK(g)] = DK([f, g]0 + (2− ∂)(f)∂0(g)− ∂0(f)(2− ∂)(g)) (1.16)
for f, g ∈ A (e.g., cf. [SF]). Thus the Lie bracket of K(2k+1,F) is essentially of the form
(1.2).
Define the grading
(K(2k + 1,F))m = Span {DK(t
ℓ1
1 t
ℓ2
2 · · · t
ℓn
n ) | ℓi ∈ N, 2ℓn +
2k∑
i=1
ℓi = m+ 2} (1.17)
for −2 ≤ m ∈ Z. Then K(2k + 1,F) is a finitely-graded Lie algebra.
The contact Lie algebras constructed in [X1] are as follows. Let A be a commutative
associative algebra with an identity element and let {∂0, ∂1, ..., ∂2k} be 2k + 1 mutually
commutative derivations of A, where k is a positive integer. Pick any elements
{ξ0, ξ1, ξ2, ..., ξk} ⊂ A (1.18)
such that
∂i(ξ0) = ∂k+i(ξ0) = ∂0(ξj) = ∂i(ξj) = ∂k+i(ξj) = 0 (1.19)
for i, j ∈ 1, k, i 6= j. We define an algebraic operation [·, ·]0 on A by
[u, v]0 =
k∑
i=1
ξi(∂i(u)∂k+i(v)− ∂k+i(u)∂i(v)) for u, v ∈ A. (1.20)
Then (A, ·, [·, ·]0) forms a Poisson algebra. Take a derivation ∂ of A such that the first
equation in (1.3) holds and
∂∂0 = ∂0∂, ∂(ξ0) = 0. (1.21)
The Lie bracket of the contact Lie algebra in [X1] is defined as
[u, v] = [u, v]0 + ξ0[(2− ∂)(u)∂0(v)− ∂0(u)(2− ∂)(v)] for u, v ∈ A, (1.22)
which is of the form (1.2) if we replace ξ0∂0 by ∂0.
A linear transformation T on a vector space V is called locally-finite if
dim(Span {Tm(u) | m ∈ N}) <∞ for u ∈ V. (1.23)
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In [X1], the second author proved that the Lie algebra A with Lie bracket (1.22) is simple
when A is a certain semigroup algebra, ξi for i ∈ 0, k are invertible, ∂j for j ∈ 0, 2k
are locally-finite, ∂ is diagonalizable and some other distinguishable conditions among
{∂, ∂j | j ∈ 0, 2k} hold. We refer to [SXZ] for the classification of derivation-simple
algebras when the derivations are locally-finite. The Lie algebra (A, [·, ·]) is in general not
finitely-graded. The contact simple Lie algebras studied in [K1], [O] and [OZ] are special
finitely-graded cases of those in [X1]
In Section 2, we shall rewrite the presentations of contact simple Lie algebras given in
[X1] up to certain relatively obvious isomorphisms, which we call normalized forms. In
Section 3, we shall present five lemmas that will be used in the proof of the main theorem
on the isomorphism classes of the normalized contact simple Lie algebras. Section 4 is
devoted to the presentation of the main theorem and its proof.
2 Normalized form of contact Lie algebras
In this section, we shall present the normalized form of contact simple Lie algebras intro-
duced in [X1].
Let
~ℓ = (ℓ1, ..., ℓ6) ∈ N
6 such that
6∑
p=1
ℓp > 0. (2.1)
Denote
ιi = ℓ1 + ℓ2 + ... + ℓi for i = 1, 2, ..., 6, (2.2)
and define 6 index sets
Ii = ιi−1 + 1, ιi for i = 1, 2, ..., 6, (2.3)
where we treat ι−1 = 0. Denote by Ii,j the union from the ith index set to the jth index:
Ii,j =
⋃
i≤p≤j
Ip = ιi−1 + 1, ιj for 1 ≤ i ≤ j ≤ 6. (2.4)
Set
I = I1,6 = 1, ι6, J = 1, 2ι6. (2.5)
Moreover, we denote
K̂ = {0} ∪K for K ⊂ J. (2.6)
5
Define the map : J → J to be the index shifting of ι6 steps in J , i.e.,
p =
{
p+ ι6 if p ∈ 1, ι6,
p− ι6 if p ∈ ι6 + 1, 2ι6.
(2.7)
We also define 0 = 0 for convenience. For any subset K of Ĵ , we denote
K = {p | p ∈ K}. (2.8)
Thus J = I ∪ I. Set
Ji = Ii ∪ I i, Ji,j = Ii,j ∪ I i,j. (2.9)
An element of the vector space F1+2ι6 is denoted as
α = (α0, α1, α1, ..., αι6 , αι6) with αp ∈ F for all p ∈ Ĵ . (2.10)
For α ∈ F1+2ι6 and K ⊂ J , we denote by αK the vector obtained from α with support K,
i.e.,
αK = (β0, β1, β1, ..., βι6 , βι6) with βp = 0 if p /∈ K and βp = αp if p ∈ K. (2.11)
Moreover, we denote
a[p] = (0, ..., 0,
p
a, 0, ..., 0) for a ∈ F. (2.12)
When the context is clear, we also use the notation αK to denote the element in F
|K|
obtained from the element α in F1+2ι6 by deleting the coordinates at p ∈ 0, 2ι6 \K; for
instance, α{1,2} = (α1, α2).
Take
σp = σp =

0 or 1[0] if p = 0,
−1[p] − 1[p] if p ∈ I1,3,
−1[p] if p ∈ I4,5,
0 if p ∈ I6.
(2.13)
Let Γ be an additive subgroup of F1+2ι6 such that
Γ ⊂ {α ∈ F1+2ι6 |αI6∪I4,6 = 0}, (2.14)
{σp | p ∈ Î} ⊂ Γ and F1[p] ∩ Γ 6= {0} for p ∈ J1,3, (2.15)
and
F1[0] ∩ Γ 6= {0} if Γ0 6= {0}. (2.16)
Moreover, we define
Γp = {αp | (α0, α1, α1, ..., αι6) ∈ Γ}. (2.17)
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Take
J0 = {0} or N such that J0 + Γ0 6= {0}, (2.18)
J1 = {i ∈ N
2ι6 | iI1,2∪I4∪I1 = 0}, (2.19)
and set
J = (J0,J1) ⊂ N
1+2ℓ6 , (2.20)
an additive subsemigroup. An element of J is denoted as
~i = (i0, i) = (i0)[0] + i, with i0 ∈ J0, i ∈ J1. (2.21)
Let A be the semigroup algebra F[Γ× J ] with a basis {xα,
~i | (α,~i) ∈ Γ×J } and the
multiplication · defined by
xα,
~i · xβ,
~j = xα+β,
~i+~j for (α,~i), (β,~j) ∈ Γ×J . (2.22)
Then (A, ·) forms a commutative associative algebra with 1 = x0,0 as the identity element.
For convenience, we often denote
xα = xα,0, t
~i = x0,
~i, tp = t
1[p] for α ∈ Γ, ~i ∈ J , p ∈ Ĵ . (2.23)
In particular,
t
~i =
∏
p∈Ĵ
tipp . (2.24)
Define the derivations {∂p, ∂
∗
p , ∂tp | p ∈ Ĵ} by
∂p = ∂
∗
p + ∂tp and ∂
∗
p(x
α,~i) = αpx
α,~i, ∂tp(x
α,~i) = ipx
α,~i−1[p], (2.25)
for p ∈ Ĵ , (α,~i) ∈ Γ×J , where we adopt the convention that if a notion is not defined but
technically appears in an expression, we always treat it as zero; for instance, xα,−1[1] = 0
for any α ∈ Γ. In particular,
∂∗p = 0, ∂tq = 0 for p ∈ I6 ∪ I4,6, q ∈ I1,2 ∪ I4 ∪ I1, (2.26)
by (2.14) and (2.19). We call the nonzero derivations ∂∗p grading operators, the nonzero
derivations ∂tq down-grading operators, and the derivations ∂
∗
r + ∂tr mixed operators if
both ∂∗r and ∂tr are not zero. The types of derivation pairs in the order of the groups
{(∂p, ∂p¯) | p ∈ Ii} for i ∈ 1, 6 are
(g, g), (g,m), (m,m), (g, d), (m, d), (d, d), (2.27)
7
where “m” stands for mixed operators, “g” stands for grading operators and “d” stands
for down-grading operators.
We denote
∂ =
∑
p∈J1,3∪I4,5
∂∗ +
∑
p∈I6∪I4,6
tp∂tp . (2.28)
Define the following Lie bracket [·, ·] on A:
[u, v] =
∑
p∈I
xσp(∂p(u)∂p(v)− ∂p(u)∂p(v))+x
σ0((2− ∂)(u)∂0(v)− ∂0(u)(2− ∂)(v)), (2.29)
for u, v ∈ A (cf. (2.7)). Then (A, [·, ·]) forms a contact Lie algebra, which is in general not
finitely-graded. The algebras (A, [·, ·]) are the normalized forms of the contact Lie algebras
constructed in [X1], which were proved to be simple if (Γ0.0, ..., 0) ⊂ Γ (cf. (2.17)).
We denote the Lie algebra (A, [·, ·]) by
K(~ℓ, σ,Γ,J ), where σ =
∑
p∈Î1,5
σp. (2.30)
3 Lemmas
In this section, we shall present five lemmas as the preparation of the proof of the main
Theorem.
By (2.14), (2.18), (2.19), (2.25), (2.26) and (2.28), we give a more detailed formula of
(2.29):
[xα,
~i, xβ,
~j]
=
∑
p∈I1,3
(αpβp − αpβp)x
σp+α+β,~i+~j +
∑
p∈I2,5
(αpjp − ipβp)x
σp+α+β,~i+~j−1[p]
+
∑
p∈I3
(ipβp − jpαp)x
σp+α+β,~i+~j−1[p] +
∑
p∈I3∪I5,6
(ipjp − ipjp)x
σp+α+β,~i+~j−1[p]−1[p]
+((2− ϑ(α,~i))β0 − α0(2− ϑ(β,~j)))x
σ0+α+β,~i+~j
+((2− ϑ(α,~i))j0 − i0(2− ϑ(β,~j)))x
σ0+α+β,~i+~j−1[0] (3.1)
for (α,~i), (β,~j) ∈ Γ× ~J , where
ϑ(α,~i) =
∑
p∈J1,3∪I4,5
αp +
∑
p∈I6∪I4,6
ip for (α,~i) ∈ Γ× J . (3.2)
Here is our first lemma.
Lemma 3.1. For any Lie algebra K(~ℓ, σ,Γ,J ) of contact type with σ0 = 1[0], there
exists a Lie algebra K(~ℓ, σ′,Γ′,J ) with σ′0 = 0 such that K(
~ℓ, σ,Γ,J ) ∼= K(~ℓ, σ′,Γ′,J ).
Proof. Define
Γ′ = {α+ ((ϑ(α, 0) + n(1− δJ ,{0}))/2)σ0 |α ∈ Γ, n ∈ Z}, σ
′
0 = 0, σ
′
p = σp, p ∈ I. (3.3)
Then we have another Lie algebra K(~ℓ, σ′,Γ′,J ) of contact type. Define a bijective map
τ : Γ× J → Γ′ × J ′ such that
τ(α,~i) = (α + (ϑ(α,~i)/2− 1)σ0,~i) ∈ Γ
′ × J ′ for (α,~i) ∈ Γ×J , (3.4)
and define a linear map θ : K(~ℓ, σ,Γ,J )→ K(~ℓ, σ′,Γ′,J ) such that
θ(xα,
~i) = xτ(α,
~i) for (α,~i) ∈ Γ×J . (3.5)
Then ϑ(τ(α,~i)) = ϑ(α,~i), and by (3.1), it is straightforward to verify that θ([xα,
~i, xβ,
~j]) =
[θ([xα,
~i), θ(xβ,
~j)] for (α,~i), (β,~j) ∈ Γ× J , i.e., θ is an isomorphism. ✷
The above Lemma tells us that it suffices to consider the contact Lie algebras of the
form A = K(~ℓ, σ,Γ,J ) with σ0 = 0. In the rest of the paper, we always take
σ0 = 0. (3.6)
For any Lie algebra L, the adjoint operator adu of an element u ∈ L is defined by
adu(v) = [u, v] for v ∈ L. (3.7)
The element u is called ad-locally-finite if adu is locally-finite (cf. (1.23)). Moreover, it
is called ad-locally nilpotent if for any v ∈ L, there exists an integer n (depending on v)
such that
(adu)
n(v) = 0. (3.8)
We denote by LF the set of ad-locally-finite elements in L and by LN the set of ad-locally-
nilpotent elements in L. Furthermore, we write
A0 = {1− δΓ0,{0}, δΓ0,{0}t0, x
−σp , x−σq ,1[q] , t1[r]+1[r] | p ∈ I1,3, q ∈ I4,5, r ∈ I6}, (3.9)
A1 = {δΓ0,{0}, x
α,~i | ϑ(α,~i) = 2, α
Ĵ1,3
=~i
Ĵ1,3∪I4,5
= 0, ipip = 0, ∀ p ∈ I6}, (3.10)
A2 = {x
α,~i |α
Ĵ1,3
=~iJ1,3∪I4,5 = 0, (1− δΓ0,{0})(ϑ(α,
~i)− 2) = 0, i0 ≤ δΓ0,{0}}. (3.11)
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For any ~i ∈ J , we define the level of ~i to be
|~i| =
∑
p∈Ĵ
ip. (3.12)
For any (α,~i) ∈ Γ× J , we define the support of (α,~i) to be
supp(α,~i) = {p ∈ Ĵ |αp 6= 0 or ip 6= 0}. (3.13)
Lemma 3.2. (1) A0 ∪ A1 ⊂ A
F ⊂ Span(A0 ∪ A2). (2) A1 ⊂ A
N ⊂ Span(A2).
Proof. Note that by (3.1), we have
[1, xβ,
~j] = 2β0x
β,~j + 2j0x
β,~j−1[0] , (3.14)
[t0, x
β,~j ] = (2j0 − (2− ϑ(β,~j)))x
β,~j if Γ0 = {0}, (3.15)
[x−σp , xβ,
~j] =

(βp − βp)x
β,~j for p ∈ I1,
(βp − βp)x
β,~j + jpx
β,~j−1[p] for p ∈ I2,
(βp − βp)x
β,~j − jpx
β,~j−1[p] + jpx
β,~j−1[p] for p ∈ I3,
(3.16)
[x−σq ,1[q] , xβ,
~j] =
{
(−βq + jq)x
β,~j for q ∈ I4,
(−βq + jq)x
β,~j − jqx
β,~j−1[q] for q ∈ I5,
(3.17)
[t1[r]+1[r] , xβ,
~j] = (jr − jr)x
β,~j for r ∈ I6. (3.18)
Thus A0 ⊂ A
F. If δΓ0,{0} = 1, using (3.14) and (3.15), we see that δΓ0,{0} ∈ A
N ⊂ AF, t0 ∈
AF. Suppose δΓ0,{0} 6= x
α,~i ∈ A1. Then supp(α,~i) ⊂ I4,6 ∪ I6. Moreover, p /∈ supp(α,~i)
if p ∈ supp(α,~i). Let xβ,
~j ∈ A. By (3.1), we see that [xα,
~i, xβ,
~j] is either zero or a linear
combination of the elements xγ,
~k such that there exists at least a p ∈ (I6∪I4,6)\supp(α,~i)
with kp < jp. Thus if we set m = 1 +
∑
p∈(I6∪I4,6)\supp(α,~i)
jp, then ad
m
xα,
~i(x
β,~j) = 0. This
proves A1 ⊂ A
N ⊂ AF.
Suppose u /∈ Span(A0 ∪ A2). Write
u =
∑
(α,~i)∈M0
cα,~ix
α,~i, (3.19)
where
M0 = {(α,~i) ∈ Γ×J | cα,~i 6= 0} (3.20)
is a finite set. First assume that (1 − δΓ0,{0})(ϑ(α,~i) − 2) = 0 for all (α,~i) ∈ M0. Then
there exist (γ,~k) ∈M0 and p ∈ supp(γ,~k)\J6 or p ∈ supp(γ,~k)\J6 such that
p = 0 and (γ,~k) 6= (0, 0) and either γ0 6= 0 or k0 ≥ δΓ0,{0} + 1, or
p ∈ I1,3 and (γ,~k) 6= (−σp, 0) and (γp, γp, kp, kp) 6= 0, or
p ∈ I4,5 and (γ,~k) 6= (−σp, 1[p]) and kp 6= 0.
(3.21)
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Choose a total order on Γ compatible with group structure of Γ and define the total order
on Γ×J by the lexicographical order, such that the maximal element (γ,~k) ofM0 satisfies
(3.21) for some p ∈ supp(γ,~k)\J6, and that σp > σq for all q 6= p. This is possible because
the set of all nonzero σq is F-linearly independent. Say, p ∈ I1,3 and (γp, γp) 6= 0 (the proof
for other p is similar). Choose β = a[p] ∈ Γ\{0} (cf. (2.15)) such that γpa+m(γp−γp) 6= 0
for all m ∈ N. Then the “highest” term of adnu(x
β) is xβ+nγ+nσp,n
~k with the coefficient
n−1∏
m=0
(γp(βp +mγp −m)− γp(mγp −m)) =
n−1∏
m=0
(γpβp +m(γp − γp)) 6= 0, (3.22)
which implies
dim(Span{adnu(x
β) |n ∈ N}) =∞. (3.23)
Thus u /∈ AF. Next assume that there exists (α,~i) ∈ M0 such that (1 − δΓ0,{0})(ϑ(α,~i)−
2) 6= 0. Then Γ0 6= {0} and ϑ(α,~i) 6= 2. By making use of the last 4 terms of (3.1),
we can prove u /∈ AF as above. This proves AF ⊂ Span(A0 ∪ A2). Similarly, A
N ⊂
Span(A2). ✷
For any subset S ⊂ A, we define
E(S) = {u ∈ A | [S, u] ⊂ Fu}. (3.24)
Define a map π : Γ→ F1+ι5 by
π(α) = (µ0, µ1, ..., µι5) (3.25)
with
µp =

2α0 if p = 0,Γ0 6= {0},
ϑ(α, 0)− 2 if p = 0,Γ0 = {0},
αp − αp if p ∈ I1,3,
−αp if p ∈ I4,5,
(3.26)
(cf. (3.14)-(3.18)). For µ ∈ π(Γ), we define
Bµ = Span{x
α ∈ A | π(α) = µ}, (3.27)
B =
⊕
µ∈π(Γ)
Bµ = Span{x
α |α ∈ Γ}. (3.28)
Then we have
Lemma 3.3.
E(AF ) =
⋃
µ∈π(Γ)
Bµ (thus B = Span (E(A
F )) ). (3.29)
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Proof. We want to prove
E(A0 ∪A1) ⊂
⋃
µ∈π(Γ)
Bµ ⊂ E(Span(A0 ∪ A1)). (3.30)
For any µ ∈ π(Γ), elements in Bµ are common eigenvectors of adA0 by (3.9), (3.14)-(3.18)
and (3.26)-(3.28), and adA1 acts trivially on Bµ. Since elements in A0 commute with
each other, elements in Bµ are common eigenvectors of adSpan(A0∪A1). Thus ∪µ∈π(Γ)Bµ ⊂
E(Span(A0 ∪A1)). Suppose that u =
∑
cα,~ix
α,~i ∈ A is a common eigenvector of A0 ∪A1.
Since adA1 is locally nilpotent, adA1 acts trivially on u. If (α,~i) ∈ M0 with ip 6= 0 for
some p ∈ I4,5 ∪ J6, then we can choose v = x
2σp ∈ A1 if p ∈ I4,5 or v = t
2[p] ∈ A1 if p ∈ J6
such that [v, xα,
~i] 6= 0 and so [v, u] 6= 0. So we must have~iI4,5∪J6 = 0 if cα,~i 6= 0. Similarly,
since u is a common eigenvector of adA1 , we must have by (3.14)-(3.18) that ~iĴ1,3∪I5 = 0
(thus ~i = 0) and π(α) = µ for some µ if cα,~i 6= 0. This shows that u ∈ Bµ. Hence (3.30)
is proved. Using Lemma 3.2(1), we have
E(A0 ∪A1) ⊃ E(A
F) ⊃ E(Span(A0 ∪ A1)). (3.31)
This and (3.30) show that all these sets are equal, i.e., we have (3.29). ✷
Lemma 3.4. Denote
BF = {x
−σp , xα | p ∈ Î1,3, (1− δΓ0,{0})(ϑ(α, 0)− 2) = 0, α = αI4,5}, (3.32)
BN = {x
α | (1− δΓ0,{0})(ϑ(α, 0)− 2) = 0, α = αI4,5}. (3.33)
Then BF = Span(BF), B
N = Span(BN).
Proof. We shall prove that BF = Span(BF) as the proof that B
N = Span(BN) is similar.
It is straightforward to verify that elements in BF are ad-locally finite on B and that BF
is commutative. Thus Span(BF) ⊂ B
F. Conversely, suppose u ∈ B\Span(BF). Then we
can write u as in (3.19), where now
M0 = {(α,~i) ∈ Γ× JĴ1,5 |
~i = 0, cα,~i 6= 0} (3.34)
is finite. Thus we still have (3.21), and the same arguments after (3.21) show that u is
not ad-locally finite on B. ✷
We also have that the center of B is
C(B) = Span{xα | (1− δΓ0,{0})(ϑ(α, 0)− 2) = 0, α = αI4,5 ∈ Γ} (3.35)
by (3.1) and (3.28).
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Lemma 3.5. (1) Assume that Γ0 6= {0}. For µ ∈ π(Γ), regarding Bµ as a B0-module,
we have (i) if µ
Î1,3
= 0, the action of B0 on Bµ is trivial and (ii) if µÎ1,3 6= 0, Bµ is a
cyclic B0-module, and the nonzero scalar multiples of x
α for all α ∈ Γ with π(α) = µ are
the only generators.
(2) Assume that Γ0 = {0} and ι3 6= 0. We have (i) if µI1,3 = 0, the action of B0 on Bµ
is trivial and (ii) if µI1,3 6= 0, Bµ is a cyclic B0-module, and the nonzero scalar multiple
of xα for all α ∈ Γ with π(α) = µ are the only generators.
(3) Assume that Γ0 = {0}, ι3 = 0 and ℓ4 + ℓ5 6= 0. Then (∪α∈ΓFx
α)\{0} is the set of
the common eigenvectors of AF in B.
Proof. Note that in B, we have
[xα, xβ] =
∑
p∈I1,3
(αpβp − αpβp)x
σp+α+β + ((2− ϑ(α, 0))β0 − α0(2− ϑ(β, 0)))x
α+β (3.36)
for α, β ∈ Γ by (3.1).
(1) Assume that Γ0 6= {0}. One can easily verify that
π(σp + α + β) = π(α) + π(β) for p ∈ Î1,3 (3.37)
by (3.25)-(3.26). From (3.36) we see that xα commutes with xβ if π(α) = 0 and (π(β))Î1,3 =
0 (cf. (3.25)-(3.26)). Thus if µ
Î1,3
= 0, then the adjoint action of B0 on Bµ is trivial.
Assume that u =
∑
β∈M0
cβx
β ∈ Bµ with µÎ1,3 6= 0, where M0 = {β ∈ Γ | π(β) = µ, cβ 6=
0}. By (3.36), one can verify that
[xα, u] = (
∑
p∈I1,3
αpµpx
σp+α + (1− ϑ(α, 0)/2)µ0x
α)u if π(α) = 0, (3.38)
where by (3.25)-(3.26), the coefficient (1− ϑ(α, 0)/2)µ0 comes from
(2− ϑ(α, 0))β0 − α0(2− ϑ(β, 0)) = (2− ϑ(α, 0))β0 = (1− ϑ(α, 0)/2)µ0. (3.39)
Thus
U = Span{xσp+αu =
∑
β∈M0
cβx
σp+α+β |α ∈ kerπ, p ∈ Î1,3} (3.40)
is a B0-submodule of Bµ.
Let 〈u〉 denote the cyclic submodule of Bµ generated by u. Then 〈u〉 ⊂ U . If the
size |M0| of M0 is ≥ 2, then U is a proper submodule of Bµ, and so u is not a generator.
Suppose M0 is a singleton {β} with π(β) = µ. Say µ0 6= 0 (the proof is similar if µp 6= 0
for some p ∈ I1,3). If ι3 = 0, then Bµ is 1-dimensional and we see that the proof is
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trivial. Assume that ι3 > 0. For p ∈ I1,3, k,m ∈ Z, take γk = kσp. Then by (3.25)-(3.26),
γk ∈ kerπ. By (3.36), we have
[xγk , xβ] = −kµpx
β+(k+1)σp + (1 + k)µ0x
β+kσp ∈ 〈u〉, (3.41)
[xγm−k , [xγk , xβ ]]
= −kµp(−(m− k)µpx
β+(m+2)σp + (1 +m− k)µ0x
β+(m+1)σp)
+(1 + k)µ0(−(m− k)µpx
β+(m+1)σp + (1 +m− k)µ0x
β+mσp) ∈ 〈u〉. (3.42)
From (3.41) and (3.42), one deduces that
xβ+mσp ∈ 〈u〉 for m ∈ Z. (3.43)
For α ∈ kerπ, we see that α− (k + 1)σp ∈ kerπ, and by (3.36),
[xα−kσp , xβ+kσp]
=
∑
q∈I1,3
(αq + kδp,q)µqx
σq+α+β + (1− k − ϑ(α, 0)/2)µ0x
α+β ∈ 〈u〉. (3.44)
Comparing the coefficient of k, we obtain
up = µpx
σp+α+β − µ0x
α+β ∈ 〈u〉 for p ∈ I1,3. (3.45)
Note that since π(α) = 0, (3.2) and (3.25)-(3.26) imply
ϑ(α, 0) =
∑
p∈J1,3∪I4,5
αp = 2
∑
p∈I1,3
αp, (3.46)
By (3.45), the right-hand side of (3.44) becomes∑
p∈I1,3
up + µ0x
α+β . (3.47)
This shows that xα+β ∈ 〈u〉 for all α ∈ kerπ. Since Bµ is spanned by such elements, u is
a generator of Bµ.
The proof of (2) is similar. (3) is obvious by (3.29). ✷
4 Main Theorem
In this section, we shall present the main theorem on isomorphism classes of the contact
Lie algebras.
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We assume that F is algebraically closed in this section. Denote byMm×n(F) the space
of m×n matrices with entries in F and by GLm(F) the group of m×m invertible matrices
with entries in F. Define
Gp =
{(
1− a 1− a− b
a a+ b
)
| a, b ∈ F, b 6= 0
}
for p ∈ I1 ∪ I3, (4.1)
Gq =
{(
1 1− b
0 b
)
| 0 6= b ∈ F
}
for q ∈ I2, (4.2)
and denote
G = {diag(b0, g1, ..., gι3) ∈ GL1+2ι3(F) | 0 6= b0 ∈ F, gi ∈ Gi}. (4.3)
Define H to be the set of (1 + 2ι3)× (ℓ4 + ℓ5) matrices of the form
h =
 h0h1
0
 , where h0 ∈M1×(ℓ4+ℓ5)(F), h1 ∈M2ℓ1×(ℓ4+ℓ5)(F) and (4.4)
h0 = 0 if J0 = N and h1 = (hp,q) with h2p,q = −h2p−1,q for p ∈ I1. (4.5)
Define F to be the group of invertible matrices of the form
f =
(
A C
0 B
)
, where A ∈ GLℓ4(F), B ∈ GLℓ5(F), C ∈Mℓ4×ℓ5(F). (4.6)
Define a subgroup of GL1+2ι6 ,
G ′′ = GL1+2ι6 if Γ0 = {0}, or otherwise
G ′′ = {(ap,q) ∈ GL1+2ι6(F) |
2ι6+1∑
q=2
a1,q = 0,
2ι6+1∑
q=1
ap,q = 1, ap,1 = 0
for p ∈ 2, 2ι6 + 1}.
(4.7)
Denote by 1n the n× n identity matrix. Now we define the group
G ′ =

 g h 00 f 0
0 0 1ℓ4+ℓ5+2ℓ6
 ∈ G ′′ | g ∈ G, h ∈ H, f ∈ F
 . (4.8)
Let S
Î
be the permutation group on the index set Î (cf. (2.5) and (2.6)). Define the
subgroup
S = {ν ∈ SÎ | ν(Î1) = Î1, ν(I2) = I2, ν(I3) = I3, ν|I4,6 = IdI4,6 and
ν(0) = 0 if J0 = N}.
(4.9)
For ν ∈ S, α ∈ F1+2ι6 , we define
ν(α) =
{
(α0, αν(1), αν(1), ..., αν(ι6), αν(ι6)) if ν(0) = 0,
ν ′(α) otherwise,
(4.10)
15
where
ν ′ ∈ S such that ν ′(0) = 0, ν ′(ν−1(0)) = ν(0), ν ′|I\{ν−1(0)} = ν|I\{ν−1(0)}. (4.11)
Moreover, for g′ ∈ G ′ and ν ∈ S, we define the group automorphism g′ν of F
1+2ι6 by
ν(g′ν(α)) = (αĴ1,3
, α
I4,5
, α
I4,5∪J6
)g′ if ν(0) = 0, and (4.12)
ν(g′ν(α)) = (
1
2
(αp − αp), α1, α1, ..., αp−1, αp−1,−
1
2
ϑ(α, 0)− α0,−
1
2
ϑ(α, 0) + α0,
αp+1, αp+1, ..., αι3 , αι3 , αI4,5 , αI4,5∪J6
)g′ if p = ν−1(0) ∈ I1, (4.13)
where α ∈ F1+2ι6 and the multiplication in the above is the vector-matrix multiplication.
Define
G = {g′ν | g
′ ∈ G ′, ν ∈ S}. (4.14)
Then G is a subgroup of additive automorphism of F1+2ι6 .
Let K(~ℓ′, σ′,Γ′,J ′) be another Lie algebra defined in Section 2. We shall add a prime
on all the constructional ingredients related to K(~ℓ′, σ′,Γ′,J ′) except that we use the same
symbol x; for instance, A′, ℓ′i, ι
′
i, etc.
Theorem 4.1. The two Lie algebras K(~ℓ, σ,Γ,J ) and K(~ℓ′, σ′,Γ′,J ′) are isomorphic
if and only if (~ℓ,J ) = (~ℓ′,J ′) and there exists τ ∈ G such that Γ′ = τ(Γ).
Proof. “⇐=” First we prove the sufficiency. Assume that (~ℓ,J ) = (~ℓ′,J ′) and there
exist a group isomorphism τ = g′ν ∈ G such that Γ
′ = τ(Γ). We shall define an isomor-
phism θ : K(~ℓ, σ,Γ,J ) → K(~ℓ′, σ′,Γ′,J ′). To do this, we shall first find the images of
some elements (see (4.30)-(4.32)). Denote
P = diag(2, (−11 ), ..., (
−1
1 )) ∈M(1+2ι3)×(1+ι3), (4.15)
P ′ = diag(P,−1ℓ4+ℓ5) ∈M(1+ι3+ι5)×(1+ι5). (4.16)
By (4.8),
g′ =
 g h 00 f 0
0 0 1ℓ4+ℓ5+2ℓ6
 , where g = diag(b0, g1, ..., gι3) with (4.17)
gp =
(
1− ap 1− ap − bp
ap ap + bp
)
, gq =
(
1 1− bp
0 bp
)
(4.18)
for p ∈ I1 ∪ I3, q ∈ I2, and h is of the form (4.4) and f is of the form (4.6). We shall take
b0 = 1 if Γ0 = {0} without loss of generality. For convenience, we write g
′ as g′ = (g′p,q)
where p, q ∈ Ĵ . Denote
cp =
∑
q∈Ĵ
g′p,q for p ∈ Ĵ . (4.19)
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Note that if Γ0 6= {0}, we have cp = 1 for p ∈ J . In general, we have
cp − 1 = −(cp − 1) for p ∈ I1,3. (4.20)
Denote
D = (0,−c1 + 1,−c2 + 1, ...,−cι5 + 1)
T ∈M(1+ι5)×1, (4.21)
where the up-index “T” means the transpose of the matrix. By (4.4) and (4.5), we can
write h as the form
h = Ph′ for some h′ ∈M(1+ι3)×(ℓ4+ℓ5) (4.22)
(cf. (4.15)). Also we have(
g h
0 f
)
P ′ = P ′g˜′ for some g˜′ ∈ GL1+ι5 (4.23)
(cf. (4.16)). Denote
g˜ = diag(g˜1, ..., g˜ι3), where g˜p = bpg
−1
p . (4.24)
For convenience, we denote
t = (t0,−t1, t1,−t2, t2, ...,−tι6 , tι6). (4.25)
For a subset K of Ĵ , we denote by t
K
the vector obtained from t by deleting −tp, tq for
p, q ∈ J \K. For instance,
t{1,2,2} = (−t1,−t2, t2). (4.26)
Denote the vectors
x−σ = (1, x−σ1 , ..., x−σι3 , x−σι3+1,1[ι3+1] , ..., x−σι5 ,1[ι5]) (4.27)
(cf. (3.6)) and
ς = (t0, t1, t1, ..., tι3, tι3 , tι3+1, x
−σι3+1,1[ι3+1] , ..., tι5 , x
−σι5 ,1[ι5], tι5+1, tι5+1, ..., tι6 , tι6). (4.28)
Case a: First assume that ν(0) = 0. Note that (4.12) guarantees
τ(σp) = σν(p) for p ∈ Î1,3. (4.29)
We shall find the image of ζ . To do this, in A′, we define
s0 = b0t
′
0 + ν(x
−σ)D˜, sJ1,3 = ν(t
′
J1,3
)g˜ + E, (4.30)
sI4,5 = (x
−σ′)I4,5f
−1 + ν((x−σ
′
)
Î1,3
)h˜, (4.31)
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sI4∪I6 = t
′
I4∪I6
, sI5 = t
′
I5
BT , sI6 = b0t
′
I6
, (4.32)
(cf. (4.10)), where
D˜ = (g˜′)−1D, h˜ = −diag(b0, b1, ..., bι3)
−1h′f−1, (4.33)
(cf. (4.22) and (4.23)) and where E will be determined later in (4.56). We shall define s
to be the image of ζ . Expressions (4.30)-(4.32) are motivated from (4.43).
Let
∆0 =
ι5∑
p=1
Zσp (4.34)
be the subgroup of Γ generated by {σi | i ∈ 1, ι5} (cf. (2.15)). Define χ : ∆0 → F
× to be
the homomorphism from additive group to the multiplication group of nonzero elements
of F determined by
χ(σp) = b
−1
0 bp, χ(σq) = b
−1
0 for p ∈ I1,3, q ∈ I4,5. (4.35)
We want to prove that χ can be extended to a homomorphism χ : Γ → F×. Suppose
that ∆ is a maximal subgroup of Γ containing ∆0 such that χ can be extended to a
homomorphism χ : ∆→ F×. Assume ∆ 6= Γ. We take an element α ∈ Γ \∆. Set
∆′ = Zα +∆. (4.36)
If Zα ∩∆ = {0}, then we extend χ by
χ(mα + β) = χ(β) for m ∈ Z, β ∈ ∆. (4.37)
If Zα ∩ ∆ = Znα, we take an nth root a of χ(nα) (recall that F is algebraically closed)
and extend χ by
χ(mα + β) = amχ(β) for m ∈ Z, β ∈ ∆. (4.38)
It is straightforward to verify that χ : ∆′ → F× is a group homomorphism. This leads
to a contradiction with the maximality of ∆. So χ can be extended to a homomorphism
χ : Γ→ F×. Take any such extension.
Noting that xα,
~i = xα
′
ς
~i, where α′p = αp, α
′
q = αq − iq for p ∈ Ĵ\I4,5, q ∈ I4,5, we define
the linear space isomorphism θ : A → A′ by
θ(xας
~i) = b−10 χ(α)x
τ(α)s
~i for (α,~i) ∈ Γ× J . (4.39)
Claim 1. θ is a Lie algebra isomorphism, i.e.,
θ([xας
~i, xβς
~j ]) = [θ(xας
~i), θ(xβς
~j)] for (α,~i), (β,~j) ∈ Γ× J . (4.40)
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Case a.1: First suppose b0 = 1. From (2.29), we have
[u, v · w] = [u, v] · w + v · [u, w] + 2∂0(u) · v · w for u, v, w ∈ A. (4.41)
By (4.39), we have
θ(u · v) = θ(u) · θ(v), θ(∂0(u)) = ∂0(θ(u)) for u, v ∈ A. (4.42)
Thus it suffices to verify
θ([xα, xβ]) = [θ(xα), θ(xβ)], θ([ςp, x
α]) = [θ(ςp), θ(x
α)], θ([ςp, ςq]) = [θ(ςp), θ(ςq)], (4.43)
for all α, β ∈ Γ, p, q ∈ Î3 ∪ I5,6 ∪ I2,6 and p, q 6= 0 if J0 = {0}.
By (2.10) and (3.36), we have
[xα, xβ ] =
∑
p∈I1,3
∣∣∣∣ α{p,p}β{p,p}
∣∣∣∣ xσp+α+β + ((2− ϑ(α, 0))β0 − α0(2− ϑ(β, 0)))xα+β, (4.44)
where ∣∣∣∣ α{p,p}β{p,p}
∣∣∣∣ = ∣∣∣∣ αp αpβp βp
∣∣∣∣ (4.45)
is a 2× 2 determinant. Moreover, by (3.36), (4.12) and (4.39), we get
[θ(xα), θ(xβ)] = χ(α)χ(β)(
∑
p∈I1,3
∣∣∣∣ (τ(α)){p,p¯}(τ(β)){p,p}
∣∣∣∣ x′σ′ν(p)+τ(α)+τ(β)
+((2− ϑ(τ(α), 0))(τ(β))0 − (τ(α))0(2− ϑ(τ(β), 0)))x
′τ(α)+τ(β))
= θ(
∑
p∈I1,3
∣∣∣∣ α{p,p}β{p,p}
∣∣∣∣xσp+α+β + ((2− ϑ(α, 0))β0 − α0(2− ϑ(β, 0)))xα+β)
= θ([xα, xβ]) (4.46)
because (4.18) implies that the determinant of gp is |gp| = bp = χ(σp) (cf. (4.35)) and
χ(α)χ(β)
∣∣∣∣ (τ(α)){p,p¯}(τ(β)){p,p}
∣∣∣∣ = χ(α + β) ∣∣∣∣ α{p,p}β{p,p}
∣∣∣∣ · |hp|
= χ(σp + α + β)
∣∣∣∣ α{p,p}β{p,p}
∣∣∣∣ , (4.47)
and (4.7), (4.12) imply
ϑ(τ(α), 0) = ϑ(α, 0) if Γ0 6= {0}, and (τ(α))0 = b0α0 = α0. (4.48)
This proves the first equation of (4.43).
Recall the notations (2.11) and (4.26), and J ⊂ F1+2ι6 (cf. (2.18)-(2.20)). As 1 × 2
matrices,
[t{p,p}, x
α] = ([−t
p
, xα], [tp, x
α]) = α{p,p}x
σp+α for p ∈ I. (4.49)
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Now we verify the second equation in (4.43). If Γ0 6= {0}, we have
[θ(t0), θ(x
α)] = χ(α)[s0, x
τ(α)] = χ(α)[t′0, x
τ(α)]
= χ(α)(2(τ(α))0x
α,1[0] − (2− ϑ(τ(α), 0))xτ(α))
= θ([t0, x
α]) (4.50)
by (3.1) and (4.48). If Γ0 = {0}, we have
[θ(t0), θ(x
α)] = χ(α)[t′0 + ν(x
−σ)D˜, xτ(α)]
= χ(α)(−2 + ϑ(τ(α), 0) + ν(τ(α))
Ĵ1,3∪I4,5
P ′D˜)xτ(α)
= χ(α)(−2 + ϑ(α, 0))xτ(α) = θ([t0, x
α]), (4.51)
(cf. (4.16), (4.21), (4.23), (4.30) and (4.33)) by noting that
ν(τ(α))Ĵ1,3∪I4,5P
′D˜ = αĴ1,3∪I4,5
(
g h
0 f
)
P ′D˜ = αĴ1,3∪I4,5P
′g˜′D˜
= αĴ1,3∪I4,5P
′D = ϑ(τ(α), 0)− ϑ(α, 0), (4.52)
where the last equality follows from the definition of ϑ(α, 0) and by (4.12). If p ∈ I2, by
(4.30), we have sp = bpt
′
ν(p)
if Γ0 6= {0} or sp ≡ bpt
′
ν(p)
(modF) but [F, xα] = 0 if Γ0 = {0}.
Thus
[θ(tp), θ(x
α)] = χ(α)[sp, x
τ(α)]
= bpχ(α)[t
′
ν(p)
, xτ(α)]
= −χ(σp + α)(τ(α))ν(p)x
σν(p)+τ(α)
= −χ(σp + α)αpx
σν(p)+τ(α) = θ([tp, x
α]). (4.53)
Similarly, for p ∈ I3, we have
[θ(t{p,p}), θ(x
α)] = χ(α)[s{p,p}, x
′τ(α)]
= χ(α)[t
′
{ν(p),ν(p)}, x
′τ(α)]bpg
−1
p
= χ(α)bp(τ(α)){ν(p),ν(p)}g
−1
p x
′σ
′
ν(p)
+τ(α)
= χ(α)bpα{p,p}x
′σ
′
ν(p)
+τ(α)
= χ(α + σp)α{p,p}x
′σ
′
ν(p)
+τ(α)
= θ(α{p,p}x
α+σp)
= θ([t{p,p}, x
α]). (4.54)
Furthermore, [tI5∪J6, x
α] = 0 for α ∈ Γ. We have gP = Pdiag(b0, ..., bι3) by (4.15), (4.17)
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and (4.18), and
[θ(ςI4,5), θ(x
α)] = χ(α)[sI4,5 , x
τ(α)]
= χ(α)[(x−σ
′
)I4,5f
−1 + ν((x−σ
′
)
Î1,3
)h˜, xτ(α)]
= χ(α)((τ(α))I4,5f
−1 + α
Ĵ1,3
gP h˜)xτ(α)
= χ(α)αI4,5x
τ(α)
= θ(αI4,5x
α)
= θ([ςI4,5 , x
α]) (4.55)
by (4.12), (4.22), (4.27), (4.31) and (4.33). This proves the second equation of (4.43).
Now we take E = 0 if Γ0 6= {0} and in general take
E = 2−1D˜T [ν(x−σ)T , ν(t
′
J1,3
)]g˜ ∈M1×(1+2ι3) (4.56)
(cf. (4.24) and (4.33)), where [ν(x−σ)T , ν(t
′
J1,3
)] ∈ M(1+ι5)×(1+2ι3). Note that if J0 6= {0},
then by (4.5), h0 = 0, and by (4.30)-(4.32), θ([t0, ςp]) = 0 = [θ(t0), θ(ςp)] for p ∈ Î3 ∪ I5,6 ∪
I2,6 if Γ0 6= {0}. If Γ0 = {0}, we have θ([t0, ςp]) = 0 = [θ(t0), θ(ςp)] for p ∈ I4 ∪ J5,6 and
[θ(t0), θ(tJ1,3)]=[t
′
0+D˜
Tν(x−σ)T , ν(t
′
J1,3
)g˜+E]=−2E+D˜T [ν(x−σ)T , ν(t
′
J1,3
)]g˜=0 (4.57)
by (4.30) and (4.56). For p ∈ I3, we have
[θ(t{p,p})
T , θ(t{p,p})] = bp(g
−1
p )
T [(t
′
{ν(p),ν(p)})
T , t
′
{ν(p),ν(p)}]bpg
−1
p
= bp(g
−1
p )
T
(
0 xσp
−xσp 0
)
bpg
−1
p
= θ([(t{p,p})
T , t{p,p}]). (4.58)
By (4.31) and (4.32), we also have
[θ(tI5)
T , θ(ςI5)] = B[(t
′
I5
)T , (x−σ
′
)I5 ]B
−1 = 1ℓ5 = θ([(tI5)
T , ςI5]). (4.59)
Similarly, we can prove other identities. Therefore, the last equation in (4.43) holds. This
proves Claim 1 in this case.
Case a.2: Suppose b0 6= 1. Multiplying τ by an element of G of the form in Case a.1,
we can suppose ν = IdÎ and g
′ = diag(b0, 1, 1, ..., 1, 1). Then it is straightforward to verify
that (4.39) defines an isomorphism.
Case b: Assume that ν(0) = p 6= 0. Then (4.9) shows that J0 = {0} and p ∈ I1. By
multiplying τ by an element of G of the form in Case a, we can suppose ν(0) = p, ν(p) = 0
and ν|I\{p} = IdI\{p} and g
′ = 11+2ι6 . In this case it is straightforward to verify that
θ : xα,
~i 7→ xτ(α)−σp ,
~i (4.60)
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is an isomorphism A → A′.
“=⇒” Suppose that θ : A → A′ is a Lie algebra isomorphism. We consider the
following cases.
Case 1. Γ0 6= {0} and Γ
′
0 6= {0}.
Note that (3.32) and (3.33) show that BF/BN has dimension ι3. Thus we have
ι3 = ι
′
3. (4.61)
By the definition in (2.13), we have
σ′p = σp for p ∈ 0, ι3. (4.62)
By Lemma 3.3, there exists a bijection τ1 : π(Γ)→ π
′(Γ′) such that
θ(Bµ) = B
′
τ1(µ)
for µ ∈ π(Γ). (4.63)
Denote
Γ0,3 = {α ∈ Γ | (π(α))Î1,3 = 0}. (4.64)
By (4.63) and Lemma 3.5, there exists a bijection τ : Γ\Γ0,3 → Γ
′\Γ′0,3 such that
θ(xα) = cαx
τ(α) for α ∈ Γ\Γ0,3 and some cα ∈ F\{0}. (4.65)
Claim 2. There exists a bijection ν : Î1,3 → Î
′
1,3 such that
θ(x−σp) = dpx
−σν(p) for p ∈ Î1,3 and some dp ∈ F\{0}. (4.66)
By (3.10)-(3.11) and Lemma 3.4, we have
{u ∈ BF | [u,A1] = 0} = Span{x
−σp | p ∈ Î1,3} = {u ∈ B
F | [u,A2] = 0}. (4.67)
Thus by Lemma 3.2,
{u ∈ BF | [u,AN] = 0} = Span{x−σp | p ∈ Î1,3}. (4.68)
If ι3 = 0, by (4.61) and (4.68), there is nothing to prove. Assume that ι3 > 0. Suppose
p ∈ I1,3. By (2.15), e[0] ∈ Γ for some e ∈ F\{0}. By (3.36),
[xe[0]−σp , x−e[0]] = −2ex−σp . (4.69)
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Noting that e[0] − σp,−e[0] /∈ Γ0,3, by (4.66), θ(x
e[0]−σp) ∈ Fxα, θ(x−e[0]) ∈ Fxβ for some
α, β ∈ Γ′ \ Γ′0,3 (cf. (4.64)). We have
[xα, xβ] =
∑
q∈I′1,3
(αqβq − αqβq)x
σq+α+β + ((2− ϑ(α, 0))β0 − α0(2− ϑ(β, 0)))x
α+β (4.70)
(cf. (3.36)). By (4.68), θ(x−σp) ∈
∑
q∈Î1,3
Fx−σq . We claim that θ(x−σp) ∈ ∪q∈Î1,3Fx
−σq . If
not, then by (4.69) and (4.70), there exist q, r ∈ Î ′1,3 with q 6= r such that σq+α+β = −σr,
that is, β = −α − σq − σr. If q, r 6= 0, then (4.70) becomes
[xα, xβ] = (αq(1− αq)− αq(1− αq))x
−σr + (αr(1− αr)− αr(1− αr))x
−σq
= (αq − αq)x
−σr + (αr − αr)x
−σq , (4.71)
with αq − αq, αr − αr 6= 0. We obtain that [x
α, [xα, xβ ]] = 2(αq − αq)(αr − αr)x
α 6= 0,
which contradicts the fact that [xe[0]−σp, [xe[0]−σp, x−e[0] ]] = 0. If q 6= 0, r = 0, then (4.70)
becomes
[xα, xβ ] = (αq − αq)− 2α0x
−σq , (4.72)
with αq − αq, α0 6= 0 (cf. (3.6)). So we have [x
α, [xα, xβ]] = −4α0(αq − αq)x
α 6= 0, which
again contradicts the fact that [xe[0]−σp , [xe[0]−σp , x−e[0]]] = 0. Thus θ(x−σp) ∈ ∪q∈Î1,3Fx
−σq .
Now consider θ(1A). By (2.15), a[1] ∈ Γ for some a ∈ F\{0}. Then
[xa[1]−σ1 , x−a[1] ] = a1A. (4.73)
As proved above, we have θ(1A) ∈ ∪q∈Î1,3Fx
−σq . This proves the claim.
Now we consider the following subcases.
Case 1(i): ν(0) = 0.
Then J0 = J
′
0 since 1A or 1A′ is ad-semisimple if and only if J0 = {0} or J
′
0 = {0}
respectively. For p ∈ Î1,3, by (2.15) and (2.16), we can fix ep ∈ F\{0} such that ηp =
(ep)[p] ∈ Γ. Then ηp /∈ Γ0,3.
Claim 3.
(τ(ηp))ν(q) = 0 for p ∈ Î1,3, q ∈ Ĵ1,3, q 6= p, p. (4.74)
For p, q ∈ I1,3, applying θ to [x
−σp , xηq ] = −δp,qeqx
ηq , we obtain
dp((τ(ηq))ν(p) − (τ(ηq))ν(p)) = −δp,qep for p, q ∈ I1,3 (4.75)
by (4.65) and (4.66), Applying θ to [xηp , xηq ] = 0 and using (4.75), we obtain
0 = (τ(ηp))ν(q)(τ(ηq))ν(q) − (τ(ηp))ν(q)(τ(ηq))ν(q) = −(τ(ηp))ν(q)eq, (4.76)
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for p, q ∈ I1,3, p 6= q. The above two equations show that (4.74) holds for p, q ∈ I1,3 with
q 6= p, p. In the same way, from [1A, x
ηp ] = 0, we obtain (τ(ηp))0 = 0. Thus (4.74) holds
for p ∈ I1,3. Similarly, we can prove that (4.74) holds for p = 0.
Claim 4. τ can be uniquely extended to a group isomorphism τ : Γ → Γ′ such that
τ(σp) = σν(p) for p ∈ Î1,3.
For any α ∈ Γ with α, α + η0 /∈ Γ0,3 (cf. (4.64)), we have
cη0+α(2α0 − e0(2− ϑ(α, 0)))x
τ(η0+α)
= θ([xη0 , xα]) = cη0cα[x
τ(η0), xτ(α)]
= cη0cα((2− ϑ(τ(ηp), 0))(τ(α))0 − (τ(η0))0(2− ϑ(τ(η0), 0)))x
τ(η0)+τ(α), (4.77)
which implies
τ(η0 + α) = τ(η0) + τ(α), (4.78)
if α satisfies
α, α + η0 /∈ Γ0,3 and 2α0 − e0(2− ϑ(α, 0)) 6= 0. (4.79)
For α, β ∈ Γ such that α, β, α+ β /∈ Γ0,3, we have∑
p∈I1,3
(αpβp − αpβp)cσp+α+βx
τ(σp+α+β)
+((2− ϑ(α, 0))β0 − α0(2− ϑ(β, 0)))cα+βx
τ(α+β)
= cαcβ(
∑
p∈I′1,3
((τ(α))ν(p)(τ(β))ν(p) − (τ(α))ν(p)(τ(β))ν(p))x
σν(p)+τ(α)+τ(β)
+((2− ϑ(τ(α), 0))(τ(β))0 − (τ(α))0(2− ϑ(τ(β), 0)))x
τ(α)+τ(β)) (4.80)
by applying θ to (3.36). Assume that all α, α + η0, 2α, 2α + η0 satisfy (4.79). Taking
β = η0 + α in (4.80) and using (4.78), we see that all terms in (4.80) vanish except the
last terms in the both sides. Thus we obtain
τ(2α) = 2τ(α), (4.81)
if (4.79) holds for α, α + η0, 2α, 2α + η0 and 2 − ϑ(α, 0) 6= 0. Since we can replace η0 by
kη0 for any 0 6= k ∈ Z, (4.81) holds for all α ∈ Γ\Γ0,3 with 2− ϑ(α, 0) 6= 0.
Denote
Σ = {α ∈ Γ\Γ0,3 | 2− ϑ(α, 0) 6= 0}. (4.82)
Now take α, β ∈ Γ such that
α, β, α+ β ∈ Σ and (2− ϑ(α, 0))β0 − α0(2− ϑ(β, 0)) 6= 0. (4.83)
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Then (4.80) implies that
τ(α + β) = τ(α) + τ(β) +
∑
p∈I1,3
k
(p)
α,βσp, where
k
(p)
α,β = 0, 1 such that
∑
p∈I1,3
k
(p)
α,β = 0, 1.
(4.84)
We claim that τ(α + β) = τ(α) + τ(β) if α, β ∈ Σ and if the pairs (α, β), (2α, 2β) satisfy
(4.83). Assume that k
(q)
α,β = 1 for some q ∈ I1,3. Then we obtain
τ(2α) + τ(2β) +
∑
p∈I1,3
k
(p)
2α,2βσp = τ(2α + 2β) = τ(2(α + β)) = 2τ(α + β)
= 2(τ(α) + τ(β) +
∑
p∈I1,3
k
(p)
α,βσp), (4.85)
from this we obtain k
(q)
2α,2β = 2k
(q)
α,β > 1, which is a contradiction to (4.84).
For any α, β ∈ Σ, we can always choose γ ∈ Σ such that the pairs
(α + β, γ), (2α+ 2β, 2γ), (α, β + γ), (2α, 2β + 2γ), (β, γ), (2β, 2γ) (4.86)
satisfy (4.83). Hence
τ(α + β) + τ(γ) = τ(α + β + γ) = τ(α) + τ(β + γ) = τ(α) + τ(β) + τ(γ), (4.87)
which gives rise to
τ(α + β) = τ(α) + τ(β). (4.88)
In this way, we can also prove τ(α + β) = τ(α) + τ(β) for all α, β ∈ Γ\Γ0,3 such that
α+β ∈ Γ\Γ0,3. Since any element γ ∈ Γ can be written as γ = α+β for some α, β ∈ Γ\Γ0,3,
this shows that τ can be uniquely extended to a group isomorphism τ : Γ→ Γ′ such that
τ(σp) = σν(p) for p ∈ Î1,3.
Claim 5. There exists g = diag(b0, g1, ..., gι3) ∈ GL1+2ι3 , where
b0 ∈ F\{0}, gp =
(
1− ap 1− ap − bp
ap ap + bp
)
∈ GL2, (4.89)
such that
ν(τ(α))Ĵ1,3 = αÎ1,3g and ϑ(τ(α), 0) = ϑ(α, 0) for α ∈ Γ, (4.90)
(cf. (4.10)).
Using the fact that τ is a group isomorphism and applying θ to
[1A, x
α] = 2α0x
α, [x−σp , xα] = (αp − αp)x
α, (4.91)
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[xα, x−α] = −4α0, [x
α, x−α−σp ] = (αp − αp)− 2α0x
−σp (4.92)
for α ∈ Γ\Γ0,3 and p ∈ I1,3, we obtain
2α0 = 2(τ(α))0d0, αp − αp = dp((τ(α))ν(p) − (τ(α))ν(p)), (4.93)
−4α0d0 = −4(τ(α))0cαc−α, −2α0dp = −2(τ(α))0cαc−α−σp , (4.94)
(αp − αp)d0 = cαc−α−σp((τ(α))ν(p) − (τ(α))ν(p)) (4.95)
for α ∈ Γ\Γ0,3 and p ∈ I1,3. Comparing the coefficients of x
σν(p)+τ(α)+τ(β) in (4.80), we
obtain
(αpβp − αpβp)cσp+α+β = cαcβ((τ(α))ν(p)(τ(β))ν(p) − (τ(α))ν(p)(τ(β))ν(p)), (4.96)
((2− ϑ(α, 0))β0 − α0(2− ϑ(β, 0)))cα+β
= cαcβ((2− ϑ(τ(α), 0))(τ(β))0 − (τ(α))0(2− ϑ(τ(β), 0))), (4.97)
((1− αp)(1− βp)− (1− αp)(1− βp))c−σp−α−β
= c−α−σpc−β−σp((1− (τ(α))ν(p))(1− (τ(β))ν(p))
−(1− (τ(α))ν(p))(1− (τ(β))ν(p))), (4.98)
(−ϑ(α, 0)β0 + α0ϑ(β, 0))c−α−β−2σp
= c−α−σpc−β−σp(−ϑ(τ(α), 0)(τ(β))0 + (τ(α))0ϑ(τ(β), 0)) (4.99)
for α, β, α + β ∈ Γ\Γ0,3, where (4.98) and (4.99) are obtained from (4.96) and (4.97)
through replacing α and β by −α − σp and −β − σp, respectively. Set β = ηp in (4.96).
By (4.74), (4.75) and the second equation in (4.93), we obtain
−αpepcσp+ηp+α = cηpcα((τ(α))ν(p)(−d
−1
p ep + (τ(ηp))ν(p))
−(d−1p (αp − αp) + (τ(α))ν(p))(τ(ηp))ν(p))
= −d−1p cηpcα(ep(τ(α))ν(p) + (αp − αp)(τ(ηp))ν(p)), (4.100)
if α, α + ηp ∈ Γ\Γ0,3. Set β = ηp in (4.99) and note that ϑ(ηp, 0) = ep. We obtain
α0epc−2σp−ηp−α = c−σp−ηpc−σp−α(τ(α))0ϑ(τ(ηp), 0) if α, α+ ηp ∈ Γ\Γ0,3. (4.101)
Assume that α0 6= 0, which implies α, α + ηp ∈ Γ\Γ0,3. By the first equation in (4.93)
and the second equation in (4.94), we have cσp+ηp+αc−2σp−ηp−α = cαc−σp−α = d0dp. Since
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ηp is fixed for each p, (4.100), (4.101), the second equation in (4.93) and the fact that
τ(σp) = σν(p) enable us to deduce
((τ(α))ν(p), (τ(α))ν(p)) = (αp, αp)
(
1− ap 1− ap − bp
ap ap + bp
)
(4.102)
for p ∈ I1,3 and some ap, bp ∈ F with bp 6= 0, where the matrix is denoted as gp in
(4.18). Since τ is a group isomorphism, (4.102) must hold for all α ∈ Γ. Note that the
determinant |gp| = bp 6= 0. We also have
(τ(a))0 = b0α0, where b0 = d
−1
0 6= 0, (4.103)
by the first equation in (4.93). This proves the first equation in (4.90).
Now we have
dp|gp| = 1,
cαc−α = d
2
0 if α0 6= 0,
cac−σp−α = d0dp if α0 6= 0,
cσp+α+β = cαcβ|gp| if αpβp − αpβp 6= 0,
(4.104)
by (4.93), (4.94) and (4.96), where α, β, α + β ∈ Γ\Γ0,3. From this one can deduce that
χ : Γ\Γ0,3 → F
× defined by χ(α) = b0cα can be uniquely extended to a multiplicative
function χ : Γ → F×. Then by (4.103) and (4.97), we obtain the second equation of
(4.90).
Claim 6. We claim that ν(Ik) = I
′
k for k = 1, 2, 3.
So suppose ι3 ≥ 1. Take
M = Span{xα |α ∈ Γ\Γ0,3, α0 = 0}, (4.105)
M1= {u ∈ A | [u,M] ⊂ B}
= B + Span{xα,
~i, xβ,
~j |α = αI4,5, |~i| = 1, β = βI4,5 ,~j = ~jI5∪J6},
(4.106)
M2= B + {u ∈M1 | [x
−σp, u] = 0 for p ∈ Î1,3}
= B + Span{xα,1[q] , xβ,
~j |α = αI4,5 , q ∈ I4,5, β = βI4,5,~j = ~jI5∪J6},
(4.107)
M
(p)
1 = B + {u ∈M1 | [x
−σp, u] = 0} for p ∈ Î1,3. (4.108)
Then M2 is a Lie algebra and M1 is a M2-module such that M
(p)
1 is a submodule for
p ∈ I1,3. Note that the quotient moduleM1/M
(p)
1 is zero if p ∈ I1, is a cyclicM2-module
(with generator tp) if p ∈ I2, and is not cyclic (with two generators tp, tp) if p ∈ I3.
Applying θ to the above sets, we obtain
(ν(I1), ν(I2), ν(I3)) = (I
′
1, I
′
2, I
′
3) and so (ℓ1, ℓ2, ℓ3) = (ℓ
′
1, ℓ
′
2, ℓ
′
3). (4.109)
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Claim 7. In (4.102), ap = 0 if p ∈ I2.
Assume that p ∈ I2. Write
θ(tp) = bt
′
ν(p) +
∑
(0,1
[ν(p)]
)6=(β,~j)∈Γ′×J ′
bβ,~jx
β,~j for some b, bβ,~j ∈ F. (4.110)
We have
αpcσp+αx
τ(α)+σν(p) = θ([xα, t[p]]) = [θ(x
α), θ(t[p])] = cab(τ(α))ν(p)x
τ(α)+σν(p) + ..., (4.111)
where missed terms do not contain xτ(α)+σν(p) . Thus by (4.102), we obtain
αpcσp+α = cab((1 − ap)αp + apαp). (4.112)
By (2.15), we can choose α ∈ (F1[p] ∩ Γ)\{0}, then (4.112) proves the claim.
This proves (4.1)-(4.3).
By (3.9), (3.11) and Lemma 3.2, we have
θ(x−σp,1[p]) ∈ A′F ⊂ Span(A′0 ∪A
′
2)
=
∑
q∈I′1,3
Fx−σp +
∑
r∈I′4,5
Fx−σp,1[p] + Span(A′2), (4.113)
for p ∈ I4,5. Thus,
θ((x−σ)I4,5) ≡ (ν(x
−σ′)
Î′1,3
)h˜ + (x−σ
′
)I′4,5 f˜ (mod Span(A
′
2) ) (4.114)
(cf. (4.27)) for some
h˜ = (ap,q) ∈M(1+ι′3)×(ℓ4+ℓ5) and f˜ = (bp,q) ∈ GLℓ4+ℓ5. (4.115)
Claim 8.
ap,q = 0 if p ∈ Î ′2,3 or p = 0, J
′
0 6= {0}, (4.116)
bp,q = 0 for p ∈ I
′
5, q ∈ I4. (4.117)
(ℓ4, ℓ5) = (ℓ
′
4, ℓ
′
5), σ = σ
′. (4.118)
Recall (3.35). Denote
CA(C(B)) = {u ∈ A | [u, C(B)] = 0}, (4.119)
the centralizer of C(B). By (3.35), we note that x−2σp ∈ C(B) for p ∈ I4,5. It is straight-
forward to verify
{tp | p ∈ I3 ∪ I2,3} ⊂ CA(C(B)) ⊂ Span{x
α,~i |~iI4,5 = 0}, (4.120)
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and t0 ∈ CA(C(B)) if J0 6= {0}. For p ∈ Î1,3, (4.120) implies that adx−σp |CA(C(B)) is
semisimple if and only if p ∈ I1 or p = 0, J0 = {0}, and adx−σq,1[q] |CA(C(B)) is semisimple
for q ∈ I4,5 by (4.120). Moreover, by (3.1), for q ∈ I4,5, adx−σq,1[q] is semisimple if and only
if q ∈ I4. We obtain (4.116) and (4.117). In particular, (4.117) and the definition of σ in
(2.13) imply (4.118).
For any α ∈ Γ, we denote
α = (2α0, α1 − α1, ..., αι3 − αι3) = αĴ1,3P ∈ F
1+ι3 (4.121)
(cf. (4.15)). For α ∈ Γ\Γ0,3, applying θ to
−αI4,5x
α = [(x−σ)I4,5 , x
α], (4.122)
(cf. (3.17) and (4.27)), using (4.65), (4.66) and (4.114), and noting that [A′2,B
′] = 0, we
obtain
−αI4,5cαx
τ(α) = cα[ν((x
−σ)
Î′1,3
)h˜ + (x−σ)I′4,5 f˜ , x
τ(α)]
= cα(ν(τ(α))Î′1,3 h˜− (τ(α))I4,5 f˜)x
τ(α)
= cα(ν((τ(α))Ĵ1,3)P h˜− (τ(α))I4,5 f˜)x
τ(α) (4.123)
(cf. (4.121)). This gives
(τ(α))I4,5 = αI4,5f + αĴ1,3h with f = f˜
−1, h = gP h˜f˜−1, (4.124)
for all α ∈ Γ\Γ0,3 and thus for all α ∈ Γ since τ is an isomorphism, where
g = diag(b0, g1, ..., gι3) ∈ GL1+2ι3 (4.125)
(cf. (4.102) and (4.103)). Clearly f and h are of the forms in (4.4) and (4.6), respectively.
Assume that ℓ6 = ℓ
′
6, then this proves that τ has the form g
′
ν in (4.12), and (4.90) implies
that g′ ∈ G ′′ (cf. (4.7)), and thus the theorem is proved in this case. It remains to prove
Claim 9. ℓ6 = ℓ
′
6.
Recall (4.105) for the definition ofM. By (3.1) we see that the centralizer ofM in A
is
C = CA(M) = Span{x
α,~i |α = αI4,5, ~i =~iI5∪J6}. (4.126)
The center of C is
D = C(C) = Span{xα,
~i |α = αI4,5 ,~i =~iI5} which is a domain ring. (4.127)
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By exchanging positions of A and A′ if necessary, we can suppose ℓ6 ≤ ℓ
′
6. Note that in C,
the formula (1.1) holds. By the proof of sufficiency, there exists an embedding θ : A → A′
such that
θ(xα) = cαx
α, θ((x−σ)I4,5) = (ν(x
−σ′)
Î′1,3
)h˜ + (x−σ
′
)I′4,5 f˜ for α ∈ Γ (4.128)
(cf. (4.31), (4.39), (4.114), and noting that the proof of Claim 5 shows that χ(α) = b0cα
is a multiplicative function). Thus by identifying A with θ(A), we can assume that A is
a subalgebra of A′ such that there exists isomorphism θ satisfying
θ(xα) = xα, θ(x−σp,1[p]) ≡ x−σp,1[p] (mod Span(A′2) ) for α ∈ Γ, p ∈ I4,5. (4.129)
By restricting θ to C, we want to prove
θ(tp) = tp + cp, for p ∈ I5 and some cp ∈ F, (4.130)
θ(xα,
~it
~j) = xα
∏
p∈I5
(θ(tp))
ip
∏
q∈J6
(θ(tq))
jq for α = αI4,5 ,~i =~iI5,~j = ~jJ6 , (4.131)
To prove (4.130), first by (4.127), we have cp = θ(tp)− tp ∈ D
′. Then by (4.129), we have
[x−σq ,1[q] , cp] = θ([θ
−1(x−σq ,1[q]), tp])− [x
−σq ,1[q] , tp] = 0, (4.132)
from which, we obtain that cp ∈ F. Thus we have (4.130). Similarly, we have
θ(xα,1[p]) = xα(tp + cα,p) for p ∈ I5 and some cα,p ∈ F. (4.133)
By considering [xα, tptp], we see that cα,p = cp, and obtain
θ(tptp) = (tp + cp)tp + up for p ∈ I5 and some up ∈ CA′(D
′). (4.134)
From this and (4.130), we can deduce
θ(xα,1[p]) = xα(tp + cp) for p ∈ I5. (4.135)
Similar to (4.134), we have
θ(x−σp,1[p]+1[p]) = x−σp,1[p](tp + cp) + u
′
p for p ∈ I5 and some u
′
p ∈ CA′(D
′). (4.136)
Now from (4.130), (4.133)-(4.136), we can obtain (4.131) by induction on |~i| in case ~j = 0.
Assume that (4.131) holds for all ~j with |~j| < n, where n ≥ 1. We denote by Xα,~i,~j
the difference between the left-hand side and the right-hand side of (4.131). Then the
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inductive assumption says that Xα,~i,~j = 0 if |
~j| < n. Now suppose |~j| = n. Say jr ≥ 1 for
some r ∈ I6 (the proof is similar if r ∈ I6). Let ~k = ~j − 1[r] + 1[r]. Then we have
[θ(tr), Xα,~i,~k] = θ([tr, x
α,~it
~k])− θ([tr, θ
−1(xα)])
∏
p∈I5
(θ(tp))
ip
∏
q∈J6
(θ(tq))
kq
−xα[θ(tr),
∏
p∈I5
(θ(tp))
ip
∏
q∈J6
(θ(tq))
kq ]
= (jr + 1)(θ(x
α,~it
~j−1[r])− xα
∏
p∈I5
(θ(tp))
ip
∏
q∈J6
(θ(tq))
jq−δq,r)
= (jr + 1)Xα,~i,~j−1[r] = 0, (4.137)
where the first equality follows from (1.1), and the second equality follows from (1.1) and
(4.129). By (1.1) and (4.137), we obtain
[θ(t2r), Xα,~i,~k] = θ([t
2
r , θ
−1(X
α,~i,~k
)]) = 2θ(tr[tr, θ
−1(X)]) = 0. (4.138)
On the other hand, exactly similar to (4.137), we have
[θ(t2r), Xα,~i,~k] = 2(jr + 1)Xα,~i,~j. (4.139)
Now (4.138) and (4.139) show that Xα,~i,~j = 0. This proves (4.131). By (4.130), (4.131)
and identifying D with D′ using the isomorphism, we see that θ is an associative algebra
isomorphism C → C′ over the domain ring D. From this we obtain ℓ6 = ℓ
′
6 since 2ℓ6 is the
transcendental degree of C over the domain ring D.
Case 1(ii): Suppose ν(0) 6= 0.
Claim 10. J ′0 = {0}.
Take
Γ˜ = (11+2ι6)ν−1(Γ
′), (4.140)
and define a Lie algebra A˜ = K(~ℓ, σ, G˜,J ). Denote
E = Span{xα,
~i ∈ B |~i
Ĵ1,3
= 0}. (4.141)
Similarly, we have E˜ and E ′. Clearly
E ∼= K(~n, σ,Γ,J ) with ~n = (ι3, 0, 0, ℓ4, ℓ5, 0). (4.142)
Thus by the sufficiency, there exists
θ˜ : E ′ ∼= E˜ which maps x−σν(p) 7→ x˜−σp for p ∈ Î1,3. (4.143)
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Also we have
E = the span of common eigenvectors of adx−σp for p ∈ Î1,3. (4.144)
Thus
θ′ = θ|E : E ∼= E
′ maps x−σp 7→ x−σν(p) for p ∈ Î1,3. (4.145)
Therefore θ′′ = θ˜ · θ′ : E ∼= E˜ which maps x−σp 7→ x−σp for p ∈ Î1,3. By the proof of Case
1(i), there exists g′ of the some suitable form in (4.17) (with the corresponding sets I2, I3
being empty) such that θ′′ is determined by τ ′′ = g′Id : Γ
∼= Γ˜. Thus g′ν : Γ
∼= Γ′. For
simplicity, we assume g′ = 11+2ι6 , ν(0) = p0, ν(p0) = 0 and ν|I\{p0} = Id|I\{p0} (the proof
is similar in general). For α ∈ Γ, we denote α′ = τ ′′(α). Then
α′0 =
1
2
(αp0 − αp0), α
′
p0
= −
1
2
ϑ(α, 0)− α0, α
′
p0
= −
1
2
ϑ(α, 0) + α0, α
′
p = αp, (4.146)
for p 6= 0, p0, p0, and
θ(xα) = xα
′−σp0 for α ∈ Γ. (4.147)
Suppose J ′0 6= {0}. Then we have p0 ∈ I2 as in the proof of Claim 6. Write
θ−1(t′0) = bx
−σp0 ,1[p0] +
∑
(−σp0 ,1[p0])6=(β,
~j)∈Γ×J ′,|~j|≤1
bβ,~jx
β,~j. (4.148)
If bβ,~j 6= 0 for some β /∈ Fσp0 , then we can find some α ∈ Γ with αp0 = αp0 such
that [xα, xβ,
~j] 6= 0. But by (4.146), [t′0, x
α′−σp0 ] = 0, which leads a contradiction. Thus
β ∈ Fσp0 . Similarly, we have ~j = 0 if bβ,~j 6= 0. Thus (4.148) can be rewritten as
θ−1(t′0) = bx
−σp0 ,1[p0] +
∑
i∈IF
bix
iσp0 . (4.149)
For any α ∈ Γ with α0 = 0 and αp0 6= αp0 , applying adxα to (4.149), we obtain
−2α′0θ
−1(xα
′−σp0 ,1[0])− ϑ(α′, 0)xα
= θ−1(−2α′0x
α′−σp0 ,1[0] − ϑ(α′, 0)xα
′−σp0 )
= θ−1([xα
′−σp0 , t′0]) = [x
α, θ−1(t′0)]
= b((αp0 − αp0)x
α,1[p0] + αp0x
α)−
∑
i∈IF
ibi(αp0 − αp0)x
α+(i+1)σp0 . (4.150)
Thus
−2α′0θ
−1(xα
′−σp0 ,1[0])
= −2α′0bx
α,1[p0] + (αp0b+ ϑ(α
′, 0))xα + 2α′0
∑
i∈IF
ibix
α+(i+1)σp0 . (4.151)
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Applying adx−α−2σp0 to (4.151) (note that τ
′′(σp0) = −σp0 by (4,131)), we obtain
−8α′
2
0(bx
−σp0 ,1[p0] +
∑
i∈F
bix
iσp0 )− 2α′0(4 + ϑ(α
′, 0))x−σp0
= −8α′
2
0θ
−1(t′0)− 2α
′
0(4 + ϑ(α
′, 0))x−σp0
= −2α′0θ
−1(4α′0t
′
0 + (4 + ϑ(α
′, 0))
= −2α′0θ
−1([x−α
′+σp0 , xα
′−σp0 ,1[0] ])
= [x−α−2σp0 ,−2α′0θ
−1(xα
′−σp0 ,1[0])]
= −2α′0b(−2(αp0 − αp0)x
−σp0 ,1[p0] + (−αp0 + 2)x
−σp0 )
−2(αp0b+ ϑ(α
′, 0))(αp0 − αp0)x
−σp0 + 2α′0
∑
i∈F
i(i− 1)bi(αp0 − αp0)x
iσp0 . (4.152)
Comparing the coefficients of x−σp0 , we obtain that
4 + ϑ(α′, 0) = b(2− αp0)− 2(αp0b+ ϑ(α
′, 0)), (4.153)
holds for all α ∈ Γ with α0 = 0, αp0 6= αp0 . This is impossible. Thus J
′
0 = {0}. This
proves Claim 10.
By Claim 10, we also have J0 = {0} and p0 ∈ I1. Thus by the sufficiency, there exists
isomorphism θ˜ : A′ ∼= A˜ which extends θ˜ : E ′ ∼= E˜ . Then θ˜ · θ is an isomorphism A ∼= A˜
such that the corresponding ν is the identity map, and so by Case 1(i), there exists g′ ∈ G ′
such that g′id is a group isomorphism Γ
∼= Γ˜. Thus g′ν : Γ
∼= Γ′ is a group isomorphism as
required. This proves the theorem in this case.
Case 2: Γ0 = Γ
′
0 = {0}. First assume that ι3 > 0. Using Lemma 3.5(2), we have (4.65)
and as in Claim 2, there is a bijection ν : I1,3 → I
′
1,3. By (4.80) (where now α0 = β0 = 0),
we can suppose as in (4.84),
τ(α + β + σ1) = τ(α) + τ(β) + σν(1) +
∑
16=p∈I1,3
k
(p)
α,β(σν(p) − σν(1)). (4.154)
Then as proved before, we have k
(p)
α,β = 0, and so
τ ′ : α 7→ τ(α− σ1) + σν(1), (4.155)
can be uniquely extended to a group isomorphism τ ′ : Γ → Γ′ such that τ(α) = τ ′(α) +
τ ′(σ1)− σν(1). To see how the proof is similar as before, we assume that cα = 1 in (4.65),
ν = IdI1,3 (the general case can be obtain by multiplying θ by an element g
′
ν ∈ G). For
convenience, take α, β ∈ Γ ∩ (F1[1] + F1[1]). We have
[xα, xβ] = (α1β1 − α1β1)x
α+β+σ1 . (4.156)
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Thus
(((τ ′(α))1 + (τ
′(σ1))1 + 1)((τ
′(β))1 + (τ
′(σ1))1 + 1)
−((τ ′(α))1 + (τ
′(σ1))1 + 1)((τ
′(β))1 + (τ
′(σ1))1 + 1))x
τ ′(α)+τ ′(β)+2τ ′(σ1)−σ1
= [xτ
′(α)+τ ′(σ1)−σ1 , xτ
′(β)+τ ′(σ1)−σ1 ]
= (α1β1 − α1β1)x
τ ′(α)+τ ′(β)+2τ ′(σ1)−σ1 . (4.157)
Fixing α and comparing the coefficients, since τ ′ is a group isomorphism, (τ ′(β))1, (τ
′(β))1
must linearly depend on β1, β1. From this we obtain (τ
′(σ1))1 + 1 = 0 = (τ
′(σ1))1 + 1. In
general we can obtain τ ′(σ1) = σ1. Hence τ
′ = τ . The rest of the proof is exactly the same
as before except that we do not have the second equation in (4.90) since α0 = β0 = 0 in
(4.97). Thus we have the first case of (4.7). This proves the theorem in this case.
Next assume that ι3 = 0. If ℓ4 + ℓ5 = 0, there is nothing to be proved (cf. (4.120)).
Assume that ℓ4 + ℓ5 > 0. Then by Lemma 3.5(3), we have (4.65) for all α ∈ Γ. The rest
of the proof is again similar as before.
Case 3. Γ0 6= {0} and Γ
′
0 = {0}.
Using Lemma 3.5(1) and (2), as the proof in Case 1, there exists a bijection τ :
Γ\Γ0,3 → Γ
′\Γ′0,3 such that θ(x
α) ∈ Fxτ(α) for α ∈ Γ\Γ0,3, and there exists bijection
ν : Î1,3 → I
′
1,3 such that θ(x
−σp) ∈ Fx−σν(p) for p ∈ Î1,3. Then as proved before, we see
that (τ(α))ν(0) and (τ(α))ν(0) only linearly depend on α0. This is impossible by the second
condition of (2.15). Thus this case does not occur. ✷
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