Hutchinson, Lo and Poggio raised the question that if learning works can learn the Black-Scholes formula, and they proposed the network mapping the ratio of underlying price to strike St/K and the time to maturity τ directly into the ratio of option price to strike Ct/K. In this paper we propose a novel descision function and study the network mapping St/K and τ into the ratio of time value to strike Vt/K. Time values' appearance in artificial intelligence fits into traders' natural intelligence. Empirical experiments will be carried out to demonstrate that it significantly improves Hutchinson-Lo-Poggio's original model by faster learning and better generalization performance. In order to take a conceptual viewpoint and to prove that Vt/K but not Ct/K can be approximated by superpositions of logistic functions on its domain of definition, we work on the theory of universal approximation on unbounded domains. We prove some general results which imply that an artificial neural network with a single hidden layer and sigmoid activation represents no function in L p (R 2 × [0, 1] n ) unless it is constant zero, and that an artificial neural network with a single hidden layer and logistic activation is a universal approximator of L 2 (R × [0, 1] n ). Our work partially generalizes Cybenko's fundamental universal approximation theorem on the unit hypercube [0, 1] n .
Introduction
This article contributes to the study of option pricing neural networks models by proposing a novel decision function, and to a partial generalization of the fundamental universal approximation theorem of neural networks( [4] , [8] and [5] ) to the case of unbounded domains.
Hutchinson, Lo and Poggio rasied the following question in [10] : if option prices were truly determined by the Black-Scholes formula exactly, can learning networks learn the Black-Scholes formula?
According to Black-Scholes [1] and Merton [13] , the theoretic price of a European call option C t is determined by underlying price S t , strike K, time to maturity τ = T − t, dividend rate, interest rate and volatility. In [10] authors assumed that dividend rate, interest rate and volatility are constant through time and employed a the homogeneity noted by Merton ([13] . They proposed the following learning framework
Let f to be defined by f (S t /K, τ ) = C t /K. Because options actively traded in US exchanges are non LEAPS ones which are of time to maturity less than one year, without loss of generality we assume that f is defined on R + × (0, 1).
Here f is an unbounded function, which suggests that any neural network model of f with bounded activation function inevitably fail to generalize well on the set of deep in the money calls where S t /K are very large. This seems not a problem for bounded historical or training dataset. Considering among others the jump of swiss franc in the January 2015 and the Volkswagen's spike in October 2008, one would agree that this is a crucial issue for market practitioners to manage their tail risk. Even regarding bounded training datasets authors of [10] have pointed out that in their model the largest error tend to occur for options at the money at expiration and also along the boundary of the sample points, and the authors of [16] have summarized that model (1) and its variations tend to overestimate deep out of the money options or underestimate options very close to maturity. In this paper we propose a different output function to settle Hutchinson, Lo and Poggio's question:
where V t is the theorectical time value of the call at time t. The benign behaviour of V t around the boundary help to alleviate issues mentioned above.
We shall carry empirical experiments on both real and simulated data to demonstrate that in practice model (2) significantly improves model (1) by faster learning and better generalization performance. This outperformance might have been anticipated by experienced market practitioners, as the idea of time values fits naturally into the intelligence of option traders. A rigorous proof on the faster learning performance is lacking. To clarify its better generalization performance in a more conceptual way we shall work on the universal approximation theory. The unboundedness of f means that there is no possibility for it to be approximated by MLPs on R + × (0, 1), where activation functions are logistic. Write g to be the function defined by g(S t /K, τ ) = V t /K, and we shall prove that g can be approximated by superpositions of logistic function on its domain of definition. This follows as a corollary from the main Theorem 5.3 of this paper.
The universal approximation theorem in the mathematical theory of artificial neural networks was established by Cybenko [4] , with different proofs contributed by Hornik-Stinchcombe-White [8] and Funahashi [5] . The fact that this classical theory treats only functions on bounded domains seems an obstacle for applications in finance, where the concern of tail risk is unneglectable. Option pricing is an example, in which a neural network model that can only approximate the expected function on the training set's domain but not on a larger one will discourage its practical use by market players. The underperformance of options ANN models along the boundary of the sample points has already been brought to many authors' attention.
Many crucial techniques employed in original proofs of the universal approximation theorem on bounded domain can not be generalized to the case of unbounded domains straightforwardly. Several finiteness or compactness conditions are crucial for applying various tools including the Fourier analysis on finite measures [4] , Stone-Weierstrass theorem [8] or Paley-Wiener theory [5] .
In Theorem 5.1 we prove that an artificial neural network with a single hidden layer and measurable sigmoid activation represents no function in L p (R 2 × [0, 1] n ) unless it is constant zero. Then we shall prove a universal approximation Theorem 5.3 which states that an artificial neural network with a single hidden layer and logistic activation is a universal approximator of L 2 (R × [0, 1] n ). Our proof relies on the estimation of boundary behavious of logistic units.
It will proved in Lemma 4.2 that g is L 2 integrable. This lemma together with Theorem 5.3 set a theoretic basis to support the selection of the time value as the decision function in artificial neural networks of option pricing.
To sum up, traders' natural intelligence, positive data experiment results and a universal approximation theorem that applies to V t but not C t all suggest that V t or C t will be a useful hyperparameter for setting learning networks of options.
Some relevant work in literature shall be discussed as follows. A number of further research after [10] have paid attention to the selection of input features but not the output. Although C t /K or C t are still most popular decision functions in literature, some authors have tried different ones. Yang, Zheng and Hospedales proposed C t /S t as the output in [16] . Boek, Lajbcygier, Palaniswami and Flitman [2] took the deviations of the market price from Black-Scholes price (an estimation of volatility is involved) as the output. This deviation, which takes out of the intrinsic value and leaves only the effect of time values, fits into the principle of our paper. It is worth noting that the idea of [2] has already been adopted by some brokerage firms. Beside the introduction of novel decision functions, some authors have employed option's special properties to specify representations of C t or C t /K through the design of networks. Among these papers we mention [14] , where the authors designed a special network by breaking down the option pricing function into one part controlled by S t /K and the other part controlled by τ . The decomposition in [14] is parallel to the decomposition in our paper that breaks down the option price into the intrinsic value and the time value. To alleviate the underperformance of options ANN models along the boundary of the sample points, Gradojevic, Gencay and Kukolj [6] proposed a divide and conquer strategy. This strategy has been futher developed by [16] and others. Hopefully the introduction of time value together with the divide conquer strategy will lead to further improvements of option models.
Hornik [9] generalized the universal approximation theory to unbounded domains that carry a finite input space enviroment measure, while we are working on unbounded domains with the canonical unbounded Lebesgue measure. Approximation probelms in C(R n ), where R n is the one point compactification of R n , were studied by authors including Ito [11] and Chen, Chen and Liu [3] . Positive result on C(R n ) approximations were obtained in for instance ([3] [Theorem 2]), while a negative result on the L p (p < ∞) approximation will be presented in our Theorem 5.1. Our Theorem 5.3 contains a special case on the L 2 approximation of neural networks on R that can be compared with [3] [Theorem 1], and it seems that neither implies the other.
We hope that our paper will help other authors and market practitioners to improve their option models by setting C t or V t as a hyperparameter, and will foster future research on universal approximation theorems on unbounded domains.
The organization of this paper is as follows. In section 2 we sketch traders' natural intelligence in the decomposition of option price into intrinsic value and time value. In section 3 model (1) and model (2) will be trained and compared on market data as well as on simulated data. In section 4 we study boundary behaviour of g and show that it is an element in the L p (R + × [0, 1]) for all 1 ≤ p ≤ +∞. In section 5 we prove Theorem 5.1 and Theorem 5.3.
Trader's natural intelligence
Initially, the goal of the artificial neural network was to solve problems in the same way that a human brain would. As pointed out in [15] much progress towards artificial intelligence has been made using supervised learning systems that are trained to replicated the decisions of human experts . In this regard, selections of input features and of output variables are examples how expert knowledge could affect the quality of a learning system.
Here is how an option makes its first impression on market practitioners. Suppose GOOGL is now traded at 1000$ with a call allows one to buy GOOGL at 900$ in anytime within three months, and suppose this call is traded at 120$. To assess this option with a rough mental arithmetic, instead of the price 120$, what weighs on a trader's mind as a first measure is 120 − (1000 − 900) = 20$.
In general the premium paid for an American option is seperated into
where intrinsic value= (S t − K) + is deterministic and time value is a combination of volatility value, interest rate value(could be negative) together with dividend value(could be negative). Time value (mostly from the volatility value), also called extrinsic value, is the additional amount of premium beyond the intrinsic value (S t − K) + which traders are willing to pay. A human brain would choose option price or time value for judgements in different situations. By analogy it would be reasonable to take option price or time value as a hyperparameter in the design of option network models. In this article we will be working on a European call C t . Let r be the interest rate and q be the dividend rate we call
Experiments using time values
In this section we train and compare optimization performance of model 1 and model 2 in simple settings. We test them under the same hyperparameters (activation function, optimizer, hidden unit number, iteration number, etc.), with simulation data and real data. We use the framework of tensorflow.keras. The optimizer Adam [12] will be taken, as it is well known to experts that Adam is much more forgiving to hyperparameters. The loss function mean squared error(MSE) will be chosen, as it is the most popular one and it is compatible with our Theorem 5.3. The model 1 in [10] was trained for learning networks with only 4 neurons, and we take 4 neurons in our experiments as well.
The results of simulated data
In this section, we use the method in the article [10] to generate simulation data to test the models. We assume that the underlying asset price of the simulation experiment satisfies the Black-Scholes assumption, that is, the price is a geometric Brownian motion:
We set the initial price S(0) to be 100, the annual continuously compounded expected rate of return µ to be 10%, and the annual volatility σ to be 20%. For simplicity, we assume that there are 21 trading days per month and the simulation data lasts for two years. We generate 504 days of daily logarithmic returns R(t) based on the normal distribution N (µ/252, σ 2 /252), and the asset price of date t is:
Every day we will be based on the asset price to decide whether to issue new options. The strike price K of a new option satisfies 0.8 ≤ S/K ≤ 1.2, and K is a multiple of 5. Each strike price will generate eight different expiration dates within one year:six continuous recent months and next two quarterly months, and the expiration date is set to be the end of the month. We assume that the existing options will be traded every day until maturity.
The data structure we used for simulation contains a total of four variables, including the same two input variables S/K and T − t of the model (1) and the model (2), and one output variable for each model. The output of the model (1) is C/K, and the output of the model (2) is C/K − max{S/K − e −r(T −t) , 0}. The option price C will be obtained by the Black-Scholes formula. A complete trainingtesting process of our experiments is the following: we generate two years simulation data as a training set across the method described above, and generate another two years data as a validation set across the same method. To illustrate the advantages of our model, we use two other types of data sets as test set:
• The first type of test data set consists of options with large or small S/K:
Underlying asset prices and generated as described above, but the initial asset price S(0) is far from the strike price, i.e., S(0)/K is very large or small. This kind of option has a special meaning in actual transactions: When there is a large change in the market, such as a breaking news or bubble broken led to asset price inflation or collapse, then the S/K of the existing option will become far away from general situations (0.8 -1.2). These special cases in the market are rare, so the amount of data available for learning these cases will be a little or zero. This is where we look at our model's learning abilities.
In this type of test data set of our experiments, S(0)/K are taken with 0.5 and 2.0, and the data length is no more than one year. • The second type of test data set only consists of expiration date's data: we generate a large amount of S/K uniformly distributed between 0.8 and 1.2, and take t = T , formed test set. Our aim is to observe the performance of the model on the time border.
We use MSE as a measure of the quality of the model. In order to obtain the result of a statistical average, we complete 100 independent training-testing process, and average the results of all. We calculate a variety of different activation functions with Adam optimizer and take batch size 128. Figure 1 
The results of real market data
We consider all existing SPX call options that are expired on September 20th 2019, October 18th 2019, November 15th 2019, December 20th 2019, January 17th 2020, Feburary 21st 2020, March 20th 2020 andJune 19th 2020, and take all trade-based minute bars from August 8th 2019 to September 6th 2019. By taking into account data only within a period of 30 days, C t /K and V t /K are single-valued functions of S t /K and τ . Therefore it is suitable for empirical experiments of model 1 and model 2.
Only 1-minute bar with a positive volume are considered, and the close price of each bar gives a sample point without taking into account of multiplicities. There are in total 12323 sample data. In each training experiment, randomly 9858 of them consist of training set and the rest 2465 consist of test set. Batch size is set to be 128. Fix an activation function and fix a decision function which is of model 1 or model 2, we train the neural network with a single hidden layer upto 1000 epoches for 100 times. The average of traning loss and validation loss at each epoch of these 100 experiments are plotted. Figure 8 -18 are the results of various activation functions.
The experiment demonstrates the following: 1, There is no evidence that one decision function will be always better than the other in fitting training data after many many epochs.
2, Time value considerately outperform option price in faster learning. 3, Time value considerately outperform option price in validation data, and therefore is better at generalization.
Boundary behaviour of the Black Scholes formula
A Europian call option C is the right to buy a given asset S at a fixed strike price K at the expiration date T . Under assumptions of Black Scholes model let σ be the volatility of the underlying, its theoretical price C t satisfies ([1] [13] ):
Assuming r, q and σ are fixed, the decision function of model (1) proposed in [10] is
The decision function of model (2) is given by
Both f and g are well defined on R + × [0, 1].
To study the boundary behaviour of g we begin with
Lemma 4.1. For all t > 0 we have 
This implies the desired inequality. We then prove that g is an integrable function on R + × [0, 1].
Proof. As r, σ are fixed and 0 ≤ τ ≤ 1, there exists a positive real number S greater than max (1, e q−r ) such that for all s > S we have This inequality implies that
for all 1 ≤ p ≤ +∞.
This inequality implies that
for all 1 ≤ p ≤ +∞. Combining (3) and (4) we have
for all 1 ≤ p ≤ +∞. Given any function φ : R → R, y ∈ R n and θ ∈ R we write
Universal approximation on unbounded domains
The significant numerical improvements of our model (2) demonstrated in Section 3 suggests that the universal approximation theory with respect to an unbounded measure could be a key to further understand Hutchinson, Lo and Poggio's problem and to possibly manage some other kind of tail risk in finance.
We start with the following negative result 
Proof. We first settle the case that Ω is R 2 . Write π 1 and π 2 for projections
We first group those φ yi,θi according to whether y i is 0 and then according to the image of π 2 • π 1 (y i ) ∈ RP 1 :
where π 2 • π 1 (y i,j ) = n i and n i1 = n i2 for any i 1 = i 2 . If o = 0 then ϕ = p0 j=1 δ 0,j φ 0,θ0,j = p0 j=1 δ 0,j φ(θ 0,j ) is a constant function. As a member of L p (R) it must be constant zero. If o > 0 we write
Notice that χ 0 is a constant. For all 1 ≤ i ≤ o there exist real numbers α i ≤ β i and n i ∈ π −1 (n i ) such that lim x ni→+∞
Claim. Let χ 0 be a constant, χ i : R 2 → R be measurable functions and 1 ≤ p < +∞. Suppose there exists bounded h i : R → R such that χ i (x) = h i (x n i ) and (5) are satified.
Without loss of generality we prove the claim for continuous χ i . The general case follows then from this special case with application of approximation of convolutions. We write
The set of lines L 1 have only finitely many intersection points in R 2 therefore there exists R > 0 such that none of those intersection points appears in O R . This implies that L 1 divide O R into 4o connected domains of infinte measure. By linearity for all ρ > 0 the set of lines L ρ divides O ρR into 4o connected domains of infinte measure. Write A ρ for this set of 4o domains and write A ρ,i = {H + ρ,i , H − ρ,i } for the two domain bounded by S ρR and {x n i = ±ρ} within O ρR . For any > 0 there exists a positive ρ such that for all
In particular this means that
For fixed i we let {H ++ ρ ,i , H +− ρ ,i } ⊂ A ρ be two other domains that are adjacent to H + ρ ,i and that satisfy n i H ++ ρ ,i > ρ and n i H +− ρ ,i < −ρ . We write N i and M i for the disjoint sets of natural numbers such that
Set
As H +− ρ ,i and H ++ ρ ,i are of infinite measure and ψ ∈ L p (R 2 ) we must have
and therefore
The above inequality holds for all > 0 which leads to
If there exists some i such that max χ i > α i . For any positive < max χ i − α i we choose ρ the same as before.
There exists an open set V ⊂ H + ρ ,i with infinite measure such that
As V is of infinite measure and ψ ∈ L p (R 2 ) we must have
which contradicts to our assumption that max χ i > α i . Therefore max χ i = α i for all i. Similar arguments lead to min χ i = α i for all i. Therefore ψ is a constant function. As an element in L p (R 2 ) we have ψ = 0. This proves our claim.
As a consequence of our claim our theorem is true for Ω = R 2 .
The general case of R 2 × U follows from the validity of this special case and Fubini's theorem.
From now on we assume that φ is the logistic function
To extend Cybenko's method to our case of infinite measure we need the following estimation on the boundary behaviour of φ y,θ1 − φ y,θ2 : 
.
Because of compactness of U there is a constant C 6 such that for all x 2 ∈ U and θ ∈ [θ 1 , θ 2 ],
Take X = 2C 6 /|y 1 | then for all |x 1 | > X and θ ∈ [θ 1 , θ 2 ] we have Consequently there exists constant C 7 > 0 such that for all |x 1 | > X and β > 0,
This inequality with fixed β = 1 leads to the first part of our lemma. Take B = 2/|y 1 X| then for all β > B, |x 1 | > X we have
This means that for β > B and |x 1 | > X, βC 7 e −0.5β|y1·x1| is monotonically decreasing with respect to β. Take C = C 7 we shall have for all β > B, |x 1 | > X,
which proves the second part of the lemma. Now we come to the proof of our main theorem. Proof. It suffices to prove the theorm by assuming U = {x ∈ R n |||x|| 2 < r} for some r > 0. We set K = U . If our theorem is not true then according to Hahn-Banach Theorem there exists nonzero T ∈ L 2 (Ω) * such that T (ϕ) = 0 for all ϕ ∈ Σ(φ) ∩ L 2 (Ω). There exists h ∈ L 2 (Ω) such that for all g ∈ L 2 (Ω)
By Lemma 5.2 for all y = (y 1 , y 2 ) ∈ R × K, θ 1 ∈ R, θ 2 ∈ R with y 1 = 0 we have φ y,0 − φ y,θ ∈ L 2 (Ω) and therefore Let B, X be constants obtained in lemma 5.2 and set 
The following estimates show that Γ ∈ L 1 (Ω),
Therefore for all β > B the family of functions (φ βy,0 − φ βy,βθ ) · h are uniformally bounded by Γ ∈ L 1 (Ω). For any pair of k 1 , k 2 , we have the following
These relations together with the fact that B(y) is compact imply that Write
For all z ∈ B(y), k > 0 and α ∈ L ∞ (R) we define α k = 1 z Y z,k · α. Because of the convexity of K we have Consequently for all y = (y 1 , y 2 ) with y 1 = 0 h| B(y) = 0 ∈ L 2 (B(y)).
The above inequality is true for all > 0. Thereforeĥ = 0 and consequently h = 0. This contradicts to our previous assumption. A consequence of our Lemma 4.2 imply that our function g extends to a function in L 2 (R × [0, 1]) and therefore we have Corollary 5.4. The neural network with one hidden layer and logistic activation function can approximate g in L 2 (R × [0, 1]) within an arbitrary small squared error integrated with respect to the Lebesgue measure.
