It is a great challenge to offer a fine-grained and accurate PM 2.5 monitoring service in urban areas as required facilities are very expensive and huge. Since PM 2.5 has a significant scattering effect on visible light, large-scale user-contributed image data collected by the mobile crowdsensing bring a new opportunity for understanding the urban PM 2.5 . In this article, we propose a fine-grained PM 2.5 estimation method based on random forest with data announced by meteorological departments and collected from smartphone users without any PM 2.5 measurement devices. We design and implement a platform to collect data in the real world including the image provided by users. By combining online learning and offline learning, the method based on random forest performs well in terms of time complexity and accuracy. We compare our method with two kinds of baselines: subsets of the whole data sets and six classical models (such as logistic, naive Bayes). Six kinds of evaluation indexes (precision, recall, true-positive rate, false-positive rate, F-measure, and receiver operating characteristic curve area) are used in the evaluation. The experimental results show that our method achieves high accuracy (precision: 0.875, recall: 0.872) on PM 2.5 estimation, which outperforms the other methods.
Introduction
Since atmospheric pollutants may cause respiratory diseases such as lung cancer and severe environmental problems (NASA climate research, http://climate.nasa. gov/causes/), urban air pollution is a critical issue in both developed and developing countries. It is necessary to give relatively accurate evaluation and analysis of air pollution in urban areas.
To communicate to the public the levels of the air pollution, such as the concentrations of NO 2 , PM 2:5 (particulate matter in the atmosphere with a diameter no more than 2.5 mm), and PM 10 , the government agency has defined the air quality index (AQI). To measure AQI values, the fixed and high-cost air quality monitoring stations are required. Up to 2017, there are only 38 air pollution monitoring stations in Beijing.
Although more and more monitoring stations are established in recent years, these monitoring stations are far enough for fine-grained air pollution monitoring.
Previous studies on air pollution monitoring are mainly based on wireless sensor networks (WSNs) and Internet of Things. 1 In static sensor networks (SSNs), sensors are usually placed on walls or street lamps. For example, CitySense 2 aims to provide an urban-scale wireless networking testbed for air pollution monitoring. In vehicle sensor networks (VSNs), sensor nodes are usually deployed on buses or taxis. For example, Vo¨lgyesi et al. 3 present the mobile air quality monitoring network system by a large number of car-mounted sensor nodes. As gas sensors are usually of low cost, lightweight, and with a fast response time, the programs above have a good performance on gas pollution monitoring. However, to monitor the PM 2:5 accurately, professional monitoring facilities are required, which are usually very expensive and huge. For single data sets, the problem of sparse data cannot be avoided. Other studies have tried to provide fine-grained air quality estimation based on a variety of data sources. For example, Zheng et al. 4 propose U-Air to infer realtime and fine-grained air quality, and Yu et al. 5 propose RAQ for predicting air quality in urban sensing systems. Although all the data sets used are fixed data, which are passive and uncontrollable, the impact of sparse data still exists.
In recent years, the large-scale user-contributed data provided by participatory sensing [6] [7] [8] bring a new opportunity for understanding the air pollution in the city. Photos shared by users are valuable resources. According to the principle of Mie scattering, 9 PM 2:5 has a significant scattering effect on visible light, which can be captured by photos. In cooperation with the incentive mechanism, 10 the data collected by this way could be very flexible and efficient. However, it is hard to achieve the data fusion between irregular real-time data and fixed data. The distribution of the irregular realtime data changes frequently and the time series is very important.
To achieve the fusion between irregular real-time data (the photos collected by spontaneous volunteers and motivated participants) and fixed data (the official data published by relevant agencies), two main problems need to be solved: (1) correlation analysis of data and (2) modeling and inference for heterogeneous data.
The correlation analysis of PM 2:5 and fixed data has been fully discussed by Zheng et al. 4 On the other hand, the relationships between PM 2:5 and photos has attracted little attention. To evaluate the relationships between image features and PM 2:5 , three kinds of image features are extracted, including spatial contrast, 11 dark channel, 12 and HSI color differences. A large number of photos labeled with real PM 2:5 values are used to obtain the final result. The analysis results show that these features are discriminative in PM 2:5 inference.
To make the best use of the heterogeneous data, the MCS-RF model combined with offline learning and online improvement has been proposed in this article. We apply the MCS-RF model to infer the real-time and fine-grained PM 2:5 throughout Beijing based on heterogeneous data sets. The data sources collected include meteorological data, traffic data, point of interest (POI) data, and the image data. Data from different data sources are quite different from each other on temporal distribution, spatial distribution, data density, and data expression. Furthermore, the image data collected by the users have strong real-time performance. To make the best use of the data, the feature level-based data fusion 13 method is applied. As most of the data are unlabeled and the image data have irregular real-time characteristics, an algorithm based on semi-supervised random forest (SRF) and online random forest (ORF) is proposed to estimate the urban area air quality (PM 2:5 ). Compared with other baselines, our method has obvious advantages. Finally, the precision of all data sets can be 87.5% and the recall is 87.2%.
Related work
There is a lot of research on air quality monitoring based on WSN in the past few years. At present, there are three ways to achieve the air quality monitoring: SSN, VSN, and community sensor network (CSN). In SSN, the sensor nodes are typically mounted on the streetlight or traffic light poles or walls. 2, 14 It can provide accurate and reliable data and can also guarantee the network connectivity. However, to achieve the finegrained air quality monitoring, many sensors and a customized wireless network are required. What is more, the SSN may also cause resource waste 15 In VSN, the sensor nodes are typically carried by the public transportations like buses or taxis 3 With the development of the vehicular networks, 16 the VSN can provide accurate and reliable data, and the sensor nodes have high mobility. However, to achieve fine-grained air quality monitoring, the cost inefficiency on carriers could be very high. Uncontrolled or semi-controlled mobility cannot be accepted in this way. Also, the spatial-to-temporal resolution trade-off problem cannot be ignored. 17 In CSN, the sensor nodes are carried by the public or professional users. 18 Since the sensors used are usually very cheap and easy to operate with low accuracy, the quality and quantity of the data can be very poor in some situation. For PM 2:5 , the sensors with acceptable accuracy are usually of very high cost, large size, and heavy weight. It is hard to provide fine-grained PM 2:5 monitoring service unless the PM 2:5 sensors have a significant improvement.
There have been many studies on estimating the extinction coefficient and the transmittance of the scene based on the photos. He et al. 12 use the dark channel to remove the haze by calculating the transmittance with a single photo. Graves 21 The MCSC applications mainly focus on environment monitoring, transportation, traffic planning, and urban dynamics sensing with smartphones. Maisonneuve et al. 22 measure and map noise pollution with mobile smartphones' microphone. Eisenman et al. 23 deploy BikeNet, an extensible mobile sensing system to measure the air pollution. Cui et al. 24 schedule tasks fairly for large-scale mobile device systems with mobile cloudlets. Yang et al. 25 propose an incentive mechanism design for mobile phone sensing. F Restuccia and SK Das 26 propose a trust-based framework for secure user incentivization in participatory sensing. Xiao et al. 27 apply a deep Q-network (DQN) to derive the optimal MCS policy against faked sensing attacks. With the rapid development of video technology, the hybrid unicast/multicast adaptive videos 28 may also be used for environment prediction in the future. 
Framework of the MCS-RF

Data Collection
Data Collection is responsible for collecting raw data. The data collected are made up of two major parts: the user-contributed image data collected by smartphones and the public data published by relevant functional departments. In recent years, smartphones have been very popularized in cities and photography is one of the basic functions of smartphones; compared with the other methods based on additional equipment, our method can easily attract more participants. The user clients only upload their photos with the time stamp and GPS information, the cloud server receives the photos and collects other data from the public websites, usually published by the government.
Data Storage
Data Storage is made up of three parts: Latest Data Buffer module is used to store the data updated in real time and send the data to the Online Learning module, the Current Data module updates every 24 h which receives the new data from the Latest Data Buffer module and sends its data to the Offline Learning module and the Historical Data module; the Historical Data module only takes responsibility for the data storage.
Model Training
Model Training consists of two parts: offline learning and online learning. Offline learning achieves the initialization of the forest with all data sets every 24 h. An SRF method is applied to offline learning. Online learning achieves the adaptive incremental learning based on the data arrived in real time.
Inference
Inference takes responsibility for the major function of the platform. It stores the inference model based on the models provided by online learning and offline learning. When the user requests arrive, Inference calculates the final evaluation value based on the data collected from the user and returns the results to the User Interaction module.
User Interaction
User Interaction is applied on the users' smartphones, which makes contributions to the user experience and also uploads the image data collected by the users.
Problem statement
This paragraph presents the problem definition and notations. Given a collection of grids G ¼ :
where g 2 G1 (which means the PM 2:5 in grid g), g:p is unknown, g 0 :p 2 G2, and g 0 :p (which means the PM 2:5 in grid g 0 ) is known, jG1jøjG2j, we collect images (I), meteorological data (M), traffic data (T), POIs (P), and air quality monitor station reports (R) in G, and aim to infer g:p 2 G1 in real time.
Correlation analysis between PM 2.5 and image
According to the principle of Mie scattering, 9 PM 2:5 has a significant scattering effect on visible light, which can be captured by photos. The scattering effect of visible light has a significant effect on the color of the image, so three kinds of image features are extracted to achieve the analysis. Spatial contrast is calculated by the color difference of all pixels. Dark channel could be regarded as the atomization value of the image, which usually has a positive correlation with PM 2.5 concentration, and differences of HSI color mainly focus on hue, saturation, and intensity of the image, which can also reflect the change of image caused by scattering. Sky and scene in the image are quite different in image analysis, and the separation of the sky from the scenery cannot be ignored.
Image preprocessing
Our image analysis method is based on mobile phone cameras, and most mobile phones contain image processing functions which often apply non-linear transformation that maps the observed image from the irradiance to the brightness. We use the radiometric calibration method to recover the image. 29 Mobile phone photos usually contain two parts: the sky and the scene. These two parts are quite different in image features. S Poduri et al. 30 use sky luminance to estimate air turbidity with mobile phones. It is very necessary to separate the sky area and the scene area with a low-complexity algorithm. We find that, in most of the images of outdoor scenes, if we divide the image into nine parts (3 3 3), there will always be some parts which have little sky or scenery. We collect photos taken by mobile phones from different locations in Beijing and divide each image into nine parts. By calculating the image features of different parts, we find that, if the images are converted from RGB model to HSI model, there would be a significant difference in the variance of intensity between the sky part and the scene part. According to the above conclusions, when we get a new image to estimate PM 2.5 , it would be divided into nine parts. By calculating the variance of intensity of each part, we choose the highest three parts as the SCPs (scenery parts), which will be used in the extraction of dark channel features and the lowest part as the SKP (sky part), which will be used in the extraction of HSI color features.
Spatial contrast (F ig )
Atmospheric transmission refers to how well light radiating from a scene is preserved when it reaches an observer. The atmospheric transmission model
has been widely accepted nowadays, where I(x) is the image irradiance, J (x) is the scene radiance, A is the atmospheric light, and t(x) is the atmospheric transmission. Atmospheric light extinction is inversely related to transmission through the following exponential equation 11 Figure 1. The framework of the MCS-RF.
where b exy is the extinction coefficient and r(x) is the length of the visual pathway. According to Graves and Newsam's 19 study
transmission has the intuitive interpretation as the ratio of the observed contrast to the true contrast. So we define F ig as F ig = r x I(x) j j
Dark channel (F id )
The dark channel feature, recently proposed by He et al., 12 has been widely used in haze removal. Based on the assumption that there is at least one color channel including pixels with very low or close-to-zero intensity in most of the non-sky blocks of the image. In this situation, only the SCPs will be used in this situation. The dark channel of an image is defined by
where O(x) is a small block around the pixel x, J is the scene radiance, and J c is a color channel. From the equation, we can see that the dark channel value of a given pixel is the minimum intensity of the three color channels of the image block around it. A priori knowledge based on a large number of haze-free image shows 12 that the dark channel of a haze-free image should be zero, which has the property of
By applying dark channel prior to equation (1), the estimated transmission t(x) can be obtained
where A c is the global atmospheric light. In this situation, A c is picked from the highest intensity of the image, and we estimate A c with the brightest 0.1% of the pixels in the dark channel. According to the theoretical model proposed by H Ozkaynak et al., 31 there is an exponential relationship between t(x) and PM 2:5
where b ext is the extinction coefficient and g is a constant usually set to 3.75 in the urban using H Ozkaynak et al.'s 31 model. As shown in equation (2), we denote the estimated t(x) as F id .
HSI color difference (F ih , F is , F ii )
According to Kim and Kim's 32 study, the sky's color difference in the HSI color space has an exponential relation with the light extinction coefficient b ext , which can be denoted by
where a and b are the coefficients in this model and DD is used to describe the difference in the HSI color space. In this situation, we choose the image's SKP to complete the feature extraction. Since it is hard to obtain the influence coefficient of the three components (hue, saturation, and intensity) on the extinction coefficient b ext , we use the difference of the three components in the HSI color space, which can be denoted as
where I is the input image with m*n points and I h (x, y) is the h value of the point (x, y). In the same way, we can obtain the definitions of F is and F ii as follows
Correlation analysis Figure 2 shows the correlation matrix between the image features (F i ) and PM 2:5 , using the image data we collected from May 2014 to March 2015. The x-and y-axis are the features we extracted from the images. We use different colors and shapes to describe the classification results shown in Figure 2 . As the x-and yaxis are the same on the diagonal line, we change the yaxis to the value of PM 2.5 to show the correlations between a single feature and PM 2.5 . As the photos are taken from PM 2:5 monitoring sites, all the image data are with true PM 2:5 labels. Apparently, a high F id usually means a low concentration of PM 2:5 (the green points shown in Figure 2) . A high concentration of PM 2:5 (the dark points) is always with a low F ii . The green points always appear when the F id and F ig are all high, and the heavy pollution usually appears when F is and F ii are all low. In short, these features are very discriminative in PM 2:5 inference.
MCS-RF: a random forest-based approach
The MCS-RF is divided into two parts: offline learning and online learning. Since there are only a few air quality monitoring stations, most data are unlabeled, and we use the SRF 33 model to perform the offline learning process. As the image data in our system are collected in real time, to improve the estimation accuracy, the ORF 34 model is used to achieve the incremental learning. The two models are combined in our system as shown in Algorithm 1.
Random forest
A random forest (RF) is a set of decision trees. Each tree in the forest is built and tested independently from the other trees.
We denote the tth tree of the ensemble as f t = f (x, u t ) : X ! Y , where u t is a random vector capturing the various stochastic elements of the tree. The entire forest is denoted as F = ff 1 , f 2 , . . . , f T g, where T is the number of trees in the forest. The estimated probability ep(pjx) for predicting class PM 2:5 can be defined as
where ep(pjx) is the estimated density of class labels of the leaf of the tth tree. Then the final decision function of the forest can be defined as
In this article, we define the classification margin of a labeled sample (x, p) as and from equation (16) we can easily obtain the conclusion that, if the classification is correct, m a (x, p).0 should be satisfied. So the generalization error can be written as
where E is the expectation which can be measured by the the entire distribution of (x, p). Breiman 35 has given the upper bound of this error, which can be written as
In this equation, r can be defined by the mean correlation between pairs of trees in the forest and s is described as the expected value of the margin over the entire distribution.
Offline learning
For many semi-supervised learning algorithms, the supervised loss function of unlabeled instances can be defined in the form of X
where X l is the labeled data, X u is the unlabeled data, h(Á) is a binary classifier, and l u (Á) encodes the regularizer based on the unlabeled samples. The regularization paradigm can be further subdivided into two main approaches: manifold assumption 36, 37 and large margin approaches. 33, 38 Since we target applications with a large amount of data and manifold regularization leads to algorithms that are quadratic, that is, O(n 2 ), in terms of the number of samples, in this work, we chose to use Leistner et al.'s 33 approach. Given a margin-maximizing loss function l(g p (x)), the local score for a decision node R j is defined as
The margin for the unlabeled data is defined as
Based on the definition of the margin for unlabeled samples, the overall loss can be defined as
where a defines the contribution rate of the unlabeled samples. Leistner et al. 33 apply deterministic annealing to iteratively solve equation (22) .
In semi-supervised learning, we directly monitor the strength of the ensemble by measuring the out-of-bag estimation (OOBE), which has been proved to be a good estimate of the generalization error. 39 The detailed algorithm is shown in Algorithm 2. The time complexity has been proved by Leistner et al. 33 that the SRF in 
Train the new tree:
Reset the random forest F train(X l ); end if Output the forest M off this way is quite similar to the supervised random forest, which usually has a time complexity of O(mn log n) (n instances with m features).
Online learning
To perform online bagging, we use N Oza and S Russell's 40 method where the sequential arrival of the data is modeled by a Poisson distribution. That means for each tree T (x) it will update k times on each instance, where k is generated by Poisson(u) and u is usually defined as a constant. To grow random trees on the fly, Saffari et al.'s 34 method can be a good choice, which grows extremely randomized trees by generating the test functions and thresholds randomly. The usual choices for quality measures are the entropy
or the Gini index
where po j i is the label density of class i in node j, while K is the number of classes. Then the gain with respect to a test t can be measured as
where R jlt and R jrt are the left and right partitions made by the test t, respectively, and R j is the number of instances in R j . As shown in Algorithm 3, when splitting a node, the test with the highest gain can produce the best splits of the data in order to reduce the impurity of a node. Saffari et al. 34 perform a non-recursive strategy for online learning, which means that a generated tree starts with only one root node. In our system, the ORF is performed on the decision trees generated by the offline learing process. A node splits when R j .a and DL(R j , t).b, where a is the minimum number of samples a node has to collect before splitting and b is the minimum gain.
Evaluation
This section consists of three parts: the first part introduces the basic structure of the experiment; the second part offers the basic description of contrast algorithms; and the third part shows the results and the analysis.
Preliminaries
In this subsection, the standard of classification, data origin, evaluation index, and the ground truth will be fully discussed.
Concentration levels of PM 2.5 . AQI is a number used by government agencies to communicate to the public how polluted the air is currently. Different countries have different definitions of AQI. In China, the AQI is based on the levels of six atmospheric gasses, namely, SO 2 , NO 2 , PM 10 , PM 2:5 , CO, and O 3 . Each gas has its individual air quality index (IAQI). In this article, we use the IAQI of PM 2:5 published by China's government to define the concentration levels of PM 2:5 . As shown in Figure 3 , the concentration levels are divided into six categories. We combine the categories of heavy pollution and severe pollution as these two have unanimous impact on human activities. It is recommended no outdoor activities both in heavy and severe pollution. On the other hand, it would be very useful to distinguish into excellent, good, slight, and moderate as the effects of PM 2.5 on people at different ages, sexes, or health conditions are quite different.
Datasets. In the experiments, the data were collected from May 2014 to March 2015, and the following datasets of Beijing are all available to the public except the image data. Most of the data are unlabeled except those collected from the air quality monitoring stations.
Mobile crowdsensing data. Data collected by mobile crowdsensing have the characteristics of flexibility on 
temporal and spatial distribution. The data collector can obtain data from specific areas easily with the incentive mechanism. However, it is hard to guarantee the quality of the mobile crowdsensing data and the irregular real-time data can also bring challenges to data fusion. In this article, the mobile crowdsensing data consist of image data.
Image data. The image data consist of photos taken by the participants with their smartphones, from May 2014 to March 2015 in Beijing. All the photos uploaded to our participatory sensing platform have accurate GPS information. The photos near the PM 2:5 stations (within 1 km) will be labeled with the PM 2:5 reported by the station. The image data features are based on the correlation analysis between PM 2.5 and image. Three kinds of features are extracted by calculating spatial contrast (F ig ), dark channel (F id ), and HSI color difference (F ih , F is , F ii ).
Generic data. Generic data in this article consist of meteorological data, traffic data, POI data, and air quality monitoring station data. The data in this dataset have fixed spatial distributions and update regularly. Especially, the data with high accuracy collected from the air quality monitoring stations make up the labeled datasets.
Meteorological data. Accordingly, we collect the meteorological data from the government website (Meteorological data, http://data.cma.cn/) and identify five features: humidity (F wh ), temperature (F wt ), wind speed (F ws ), barometer pressure (F wb ), and weather (F ww ). The weather features are classified into five categories: sunny, cloudy, foggy, rainy, and snowy. Traffic data. We employ traffic features based on grids from Baidu maps. The pixels of different colors (green, yellow, red) can describe the traffic condition. We collect the fine-grained traffic status (green, yellow, and red) from the website (Baidu map, http://map.baidu.com/) and calculate the traffic features for each grid every hour. Air quality records. We collect real-valued AQI of six kinds of air pollutants, consisting of SO 2 , NO 2 , CO, O 3 , PM 10 , and PM 2:5 , reported by air quality monitoring stations in Beijing every hour. The features of air quality data can be identified as the number of pollutant concentration. POI. We employ a POI database from Baidu maps to extract F p for each grid. All the POIs are divided into a unique category. For each grid, the features can be defined as the numbers of the POIs in each category. As the POIs do not change frequently, we update our database every day.
Combined Data. Combined data are the combination of the mobile crowdsensing data and the generic data.
Grid. We divide the city into disjointed grids (e.g. 1 km 3 1 km) and assume that the air quality in a grid is unified. Each grid g has a geographical position coordinate g:l, a timestamp g:t, and a PM 2:5 label g:p to be inferred or already associated if having an air quality monitoring station located. We define g:f = fF p , F w , F t , . . .g as the features extracted from the data we observed in the city.
Evaluation index. The evaluation indexes we used in this article are shown in Table 1 .
Ground truth. We deliberately remove a station from a grid and infer its PM 2.5 from the other stations. The actual PM 2:5 reported by the station is then used as the ground truth to measure the inference. The crossvalidation method is used to obtain the final result. 
Baselines
We compare our method with six baselines and the ratio of the datasets for cross-validation is 10%.
Logistic. It is a classification model for building and using a logistic regression model with a ridge estimator.
Naive Bayes. It is a classification model for a naive Bayes classifier using estimator classes. 41 Random tree. It is a classification model for constructing a tree that considers K randomly chosen attributes at each node. We perform no pruning in the experiment.
Back-propagation neural network. Back-propagation neural network (BP ANN) is a classifier that uses backpropagation to classify instances, which is used by UAir. 4 Sequential minimal optimization. Support vector machine using sequential minimal optimization (SMO) is a classifier which replaces all missing values and transforms nominal attributes into the binary ones. 42 This method is widely used in classification problems in recent years, such as the classification of smartphones apps. 43 K*. K* is an instance-based classifier, is the class of a test instance based on the class of those training instances similar to it, and uses an entropy-based distance function. 44 
Results
In this subsection, the overall results are discussed first, which have proved that MCS-RF performs best on the overall average index. Second, the results of classifications are fully discussed, which have proved that MCS-RF has obvious advantages on the indiscernible classifications such as slight pollution and moderate pollution. Finally, the results of features have proved that the image features have obvious promotions on most of the classifications, especially for the indiscernible classifications.
Results of features on the whole. In this area, Zheng et al. 4 have already proved that the meteorological data, traffic data, POI, and the air quality records have a close relationship with the air quality. As shown in Figure 2 , the image features have a fuzzy relationship with PM 2:5 . In this article, the features are divided into two categories: image features, which are defined as the mobile crowdsensing features (MCS-F) in this article and other data features which are defined as generic data features (GD-F) and their combinations (Combined-F). As shown in Table 2 , adding the image feature sets into the models brings a significant precision and recall improvement in all models. The other evaluation indexes also have positive improvements except the receiver operating characteristic (ROC) curve area in the random tree model. The image data can make a great contribution to the air quality assessment. On the other hand, the results also demonstrate the advantage of our method over logistic, naive Bayes, SMO, K*, and random tree models based on our data sets in this situation.
Results of the classifications of all models. The evaluation of the overall index is not enough. As shown in Figure 4 , the precise classification into good, slight pollution, and moderate pollution can be hard in this situation, while the classification into excellent and heavy & severe pollution can be much easy. In daily life, if the air pollution level has exceeded moderate pollution, outdoor activities are not advised. On the other hand, if the air pollution level is good, even if the the weather looks bad, it makes no sense on outdoor activities. Figure 4 shows the results of precision, and different models have quite different performance on the classifications. Our method has great improvements on the classifications of good, slight pollution, and moderate pollution, while our method has the same performance on the classifications of excellent and heavy & severe pollution. Finally, our method has a significant improvement on average. Figure 5 shows the results of recall, and the conclusion is almost the same except on the classification of heavy & severe pollution; our method is slightly worse than naive Bayes. Figures 6-9 show the results of other indexes, and our method has obvious advantages in this situation.
Results of the features on classifications of MCS-RF. Figure 10 shows the classification results of precision based on MCS-RF. Although the image data have poor performance on the air quality estimation, when we add the image feature sets into the model, it can always bring a significant precision improvement on all classifications. Especially, the image features have a good performance on the classification of the moderate pollution, and the overall precision of moderate pollution experiences a sharp increase when we add the image features. The combination of multiple data sources could be very necessary when the problem we faced is very complex. The situation could be very similar when it comes to other indexes. As shown in Figure 11 , although the classification of good gets slightly worse, the classification of moderate pollution has almost increased by 51%. When it comes to other indexes such as F-measure shown in Figure 12 , the true-positive (TP) rate shown in Figure 13 , the false-positive (FP) rate shown in Figure 14 , and the ROC area shown in Figure 15 , the classifications of slight pollution, moderate pollution, and heavy & severe pollution experience an impressive increase by all. 
Conclusion and future work
In this article, we find that several image features are very discriminative in PM 2:5 inference. However, it is difficult to obtain accurate PM 2:5 concentration only with the images. When we add the image features to the other features (the meteorological features, the traffic features, and the POI features) we collected, we have a high evaluation accuracy on PM 2:5 estimation (precision: 0.875, recall: 0.872) without any PM 2:5 measurement devices. Our method outperforms other methods: logistic, naive Bayes, random tree, BP ANN, K*, and SMO.
In the future, to offer a better fine-grained air pollution monitoring service, it is essential to design the incentive mechanism to obtain the image data of some specific areas. Since the image features have strong effects on the evaluation results, the low-quality photos must be removed from our datasets. An algorithm based on image recognition needs to be performed on our cloud servers to achieve the image filtering. The mechanism for user incentive and deception recognition is also needed, and new algorithms can be applied in the future. 
