Text Categorization is an important information processing task. This paper presents a neural approach to a text classifier based on the Learning Vector Quantization (LVQ) algorithm. We focus on multilabel multiclass text categorization. Experiments were carried out using the High Energy Physics (HEP) text collection. The HEP collection is an highly unbalanced collection. The results obtained are very promising and show that our neural approach based on the LVQ algorithm behaves robustly over different parameters.
Introduction
Text Categorization (TC) is an important task for many Natural Language Processing (NLP) applications. Given a set of documents and a set of categories, the goal of a categorization system is to assign to each document a set (possibly empty) of categories that the document belongs to. The simplest case includes only one class and the categorization problem is a decision problem or binary categorization problem (given a document, the goal is to determinate if the document is 'relevant' or 'not relevant').
On the other hand, the single-label categorization problem consists on assigning exactly one category to each document while the multi-label categorization problem assigns from 0 to m categories to the same document. For a deeper and exhaustive discussion on different text categorization problem see [1] .
This work studies the multi-label categorization problem using the Learning Vector Quantization (LVQ) algorithm. The LVQ algorithm is a competitive neural learning algorithm that allows assign a category (from a set of categories) to a document (single-label problem). In order to accomplish the multi-label categorization problem we have used the LVQ algorithm as a binary classifier integrated in the TECAT Toolkit [2] . TECAT stands for TExt CATegorization. It is a tool for creating multi-label automatic text classifiers. With TECAT you can experiment with different collections and classifiers in order to build a multi-labeled automatic text classifier and implements the Adaptive Selection of Base Classifiers (ASBC) as approach to the problem.
The paper is organized as follows. First, the HEP collection is introduced. Then, we describe briefly the TECAT Toolkit as a tool to solve the multi-label automatic text classification problem. Then, we describe the LVQ algorithm and the integration on the TECAT in order to accomplish our experiments. After this, we show our evaluation environment and results obtained. Finally, we discuss our conclusion and future work. In our experiments we have used the meta-data from the hep-ex partition of the HEP collection, composed by 2,839 abstracts related to experimental High-Energy Physics that are indexed with 1,093 main keywords, with an average number of classes per document slightly above 11. This partition is highly unbalanced: only 84 classes are represented by more than 100 samples and only five classes by more than 1,000. The uneven use is particularly noticeable for the ten most frequent key words: In Table 1 the left column shows the number of positive samples of a key word and the percentage over the total of samples in the collection.
Evaluation Measures
The effectiveness of a classifier can be evaluated with several known measures [1] . The classical "Precision" and "Recall" for Information Retrieval are adapted to the case of Automatic Text Categorization. To that end, we must first determine the basis the system will be evaluated in: categories or documents. Traditionally contingency table for each category should be generated (Table 2) , and then the precision and recall for each category are calculated following equations 1 and 2. But in a multi-label scenario also an equivalent contingency table can be computed, where i in this case represents a document instead of a class. For this evaluation to be useful, the average number of classes per document should be relevant. This is the case for the hep-ex partition, where an average number of 15 classes are assigned to a single document. Also, this last base of evaluation serves better for the purpose of really test the effectiveness of a label system in real environments, where an user expects a list of classes to a given item. This difference is only for macro-averaged values, because micro-averaged measurements remain the same for both evaluation strategies. 
On the other hand, the precision and recall can be combined using the F 1 measure:
As we have pointed out, in order to measure globally the average performance of a classifier, three measures can be used: micro-averaged precision P µ , macro-averaged precision in a document basis P macro−d and macro-averaged precision in a category basis P macro−c .
where K is the number of categories or the number of documents depending on the basis used. Recall and F1 measures are computed in a similar way. In our experiments we have used these measures in order to prove the effectiveness of the studied system.
The Adaptive Selection of Base Classifiers in TECAT
We developed the TECAT tool for automatic text classification of HEP documents stored at the CERN digital library [6] . It implements the Adaptive Selection of Base Classifiers (ASBC) algorithm as classification strategy (shown in Figure 1 ), which trains and selects binary classifiers for each class independently. In this algorithm any type of binary classifier can be used, even a set of heterogeneous binary classifiers, like SVM [7] , Rocchio [8] and others at the same time, but (a) it allows adjusting the binary Input:
a set of training documents D t a set of validation documents D v a threshold α on the evaluation measure a set of possible label (classes) L a set of candidate binary classifiers C Output :
a set C ′ = {c 1 , ..., c k , ..., c |L| } of trained binary classifiers Pseudo code: classifier for a given class by a balance factor, and (b) it gives the possibility of choosing the best of a given set of binary classifiers.
The algorithm introduces the α parameter, resulting in the algorithm given in Figure 1 . This value is a threshold for the minimum performance allowed to a binary classifier during the validation phase in the learning process. If the performance of a certain classifier is below the value α, meaning that the classifier performs badly, classifier and the class are discarded. The effect is similar to that of the SCutFBR [9] , i.e. we never attempt to return a positive answer for rare classes. This algorithm has been found to outperform well known approaches like Ada-Boost [10] when applied on HEP data [3] .
LVQ Integration into TECAT
The Learning Vector Quantization (LVQ) algorithm [11] has been successfully used in several applications such as pattern recognition, speech analysis, etc. This work proposes the use of the LVQ algorithm to accomplish the multi-label text categorization problem. However, the LVQ is used only as a binary classifier integrated in the TECAT system.
The LVQ Algorithm
The LVQ algorithm is a classification method, which allows the definition of a group of categories on the space of input data by reinforced learning, either positive (reward) or negative (punishment). The LVQ uses supervised learning to define class regions on the input data space. Weight vectors associated to each output unit are known as codebook vectors. Each class of input space is represented by its own set of codebook vectors. Codebook vectors are defined according to the specific task.
The basic LVQ algorithm is quite simple. It starts with a set of input vectors x i and weight vectors w k which represent the classes to learn. In each iteration, an input vector x i is selected and the vectors w k are updated, so that they fit x i better. The LVQ algorithm works as follows:
In each repetition, the algorithm selects an input vector, x i , and compares it with every weight vector, w k , using the Euclidean distance x i − w k , so that the winner will be the codebook vectors w c closest to x i in the input space for this distance function. The determination of c is achieved by following decision process:
i.e., c = arg min
The LVQ algorithm is a competitive network, and thus, for each training vector, output units compete among themselves in order to find the winner according to some metric. The LVQ algorithm uses the Euclidean distance to find the winner unit. Only the winner unit (i.e., the output unit with the smallest Euclidean distance with regard to the input vector) will modify its weights using the LVQ learning rule. Let x i (t) be an input vector at time t, and w k (t) represent the weight vector for the class k at time t. The following equations define the basic learning process for the LVQ algorithm:
if x i and w c belong to the same class
if x i and w c belong to different class
where β(t) is the learning rate, which decreases with the number of iterations of training (0 < β(t) << 1). It is recommended that β(t) be rather small initially, say, smaller than 0.3, and that it decrease to a given threshold, ν, very close to 0 [11] . In our experiments, we have initialized β(t) to 0.1.
Using LVQ with TECAT
The LVQ algorithm has been integrated into TECAT as a binary classifier. For this, LVQ has been used to work with only two possible classes: positive or negative. Thus, we can pass as parameters to the algorithm the number of codebook vectors that we want to associate to each of this two categories. TECAT tries to train a LVQ classifier for each class, discarding both class and classifier if a minimal value of performance is not reached on a validation subset (the measure used is F1 and the threshold α on it is set to 0.1). Therefore, instead of having a set of codebook vectors for each class, we will have a binary LVQ version of the classifier for each class.
Adjusting the Codebook Number per Class
The HEP corpus is highly unbalanced, therefore, when learning on a binary space, the number negative samples clearly would surpass that of the positive ones. Following this reasoning, we could foresee a benefit on the classifier adaptability if the number of codebook vectors associated to each of the two sides is set according to the imbalance that the class reflects. For this reason, we have carried out different experiments to adjust the number of codebook vectors to every single class.
In order to study the effects of the number of codebooks assigned to each class we have accomplished several experiments with a varying number of codebook vectors per class. On the one hand, we have used the same number of codebooks per class. In this case we have accomplished three different experiments with ncb0 = ncb1 = {1, 2, 5} where ncb0 is the number of codebooks assigned to class 0 and ncb1 is the number of codebooks assigned to class 1. These two classes represents the binary decision to take when assigning each class to a document.
On the other hand, we have assigned different number of codebooks per class depending on the number of negative and positive training samples. Thus, we have assigned 1, 2 and 5 codebooks to the class 1, i.e., ncb1 = {1, 2, 5}. However, to calculate the number of codebooks assigned to class 0, we have used the following formula:
where npos and nneg are the number of training samples positives and negatives respectively. This fraction would be the inverse if the number of positive samples is larger than the number of negative ones (which occurs only for one class in the collection used). For example, if the class had 35 positive samples, and 1671 negative ones, and the value for ncb1 were 2, then 6 codebook vectors would be trained to cover the negative side of the decision space.
Results
Depending on the number of codebook vectors assigned to each class we have accomplished six different experiments: three experiments with the same number of codebooks (ncbv1, ncbv2 and ncbv5) and three with different number of codebook (normcbv1, normcbv2 and normcbv5). Results for the 10 most frequent classes are shown in Table 3 and Figure 2 . Tables 4, 5 and 6 show results of macro-averaging and microaveraging for the different experiments. The main remark is that using an uneven number of codebook vectors on positive and negative sides depending on class imbalance does not yields to better results in general. This is maybe due to a lack of positive samples in most classes. The decision on whether to use a different number of positive and negative codebook vectors should be restricted to scenarios where classes are well represented. This reasoning can be Table 3 . Here, for most frequent classes, the balancing of codebook vectors improves the obtained results.
Nevertheless, a binary version of the LVQ algorithm stands as a valid solution to this multi-label problem. As can be seen, no major variations in evaluation measures are noticed, despite different configurations, so the algorithm is robust in this sense.
About the number of codebook vectors, it seems that a higher number of them tends to improve the overall classifier performance. Actually, the ncbv5 experiment is the one with the highest measured F1 in all averaging strategies.
Conclusions
A neural algorithm for multi-label has been studied. This algorithm is based in the LVQ learning method, integrating it into the ASBC approach. Some experiments have been carried out on a high unbalanced collection: the hep-ex partition of the HEP corpus. The results obtained show that, despite the complexity of the collection, the robustness of the algorithm remains against different configuration parameters.
As future work we plan to apply this algorithm on a more comparable collection in the text-categorization domain, specifically Reuters-21578. For this collection, results on applying LVQ with a codebook vector per class are available [12] , which reported 0,61 macro-averaged precision and 0,73 micro-averaged precision. Also, since the ASBC algorithm allows to select among a set of possible classifiers, we will test our approach with a wide range of parameterizations of the LVQ algorithm on every class, letting the system decide which parameters are the best of each class.
