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Abstract-It is well known that the implicit resolvent equations are equivalent to the quasi- 
variational inclusions. We use this alternative equivalent formulation to study the sensitivity of the 
quasi-variational inclusions without assuming the differentiability of the given data. Since the quasi- 
variational inclusions include classical variational inequalities, quasi (mixed) variational inequalities, 
and complementarity problems as special cases, results obtained in this paper continue to hold for 
these problems. In fact, our results can be considered as a significant extension of previously known 
results. @ 2002 Elsevier Science Ltd. All rights reserved. 
Keywords-variational inclusions, Sensitivity analysis. Resolvent equations, Parametric equa- 
t ions. 
1. INTRODUCTION 
Quasi-variational inclusions are being used as mathematical programming models to study a 
large number of equilibrium problems arisin g in finance, economics, transportation, optimiza- 
tion, operations research, and engineering sciences. The behavior of such equilibrium solutions 
as a result of changes in the problem data is always of concern. In this paper, we study the 
sensitivity analysis of quasi-variational inclusions, that is, examining how solutions of such prob- 
lems change when the data of the problems are changed. We remark that sensitivity analysis 
is important for several reasons. First, since estimating problem data often introduces measure- 
ment errors, sensitivity analysis helps in identifying sensitive parameters that should be obtained 
with relatively high accuracy. Second, sensitivity analysis may help to predict the future changes 
of the equilibrium as a result of changes in the governing systems. Third, sensitivity analysis 
provides useful information for designing or planning various equilibrium systems. Furthermore, 
from mathematical and engineering points of view, sensitivity analysis can provide new insight 
regarding problems being studied and can stimulate new ideas for problem solving. Over the 
last decade, there has been increasing interest in studying the sensitivity analysis of variational 
inequalities and variational inclusions. Sensitivity analysis for variational inclusions and inequal- 
ities has been studied by many authors including Tobin [l], Kyparisis [2,3], Dafermos [4], Qiu and 
Magnanti [5], Yen [6], Noor [7,8], hJoudafi and Noor [9], Noor and Noor [lo], and Liu [ll] using 
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quite different techniques. The techniques suggested so far vary with the problem being studied. 
Dafermos [4] used the fixed-point formulation to consider the sensitivity analysis of the classical 
variational inequalities. This technique has been modified and extended by many authors for 
studying the sensitivity analysis of other classes of variational inequalities and variational inclu- 
sions; see [t&9,12,13] and the references therein. In this paper, we extend this technique to study 
the sensitivity analysis of general qu~i-variational inclusions. We first establish the equivalence 
between the general qu~i-variational inclusions and implicit resolvent equations by using the re- 
solvent operator method. This fixed-point formulation is obtained by a suitable and appropriate 
rearrangement of the implicit resolvent equations. We would like to point out that the resolvent 
equations technique is quite general, unified, flexible, and provides us with a new approach to 
study the sensitivity analysis of variational inclusions and related optimization problems. We use 
this equivalence to develop sensitivity analysis for the general quasi-variational inclusions without 
assuming the differentiability of the given data. Our results can be considered as a significant 
extension of the results of Dafermos [4], Moudafi and Noor [9]. Noor and Noor [lo], and others 
in this area. 
2. PRELIMINARIES 
Let H be a real Hilbert space whose inner product and norm are denoted by { . , . > and ]],I], 
respectively. Let N( . ?. ), A(. , . ) : H x H -+ H be t,wo nonlinear operators. We consider the 
problem of finding u E H such that 
0 E N(u, U) + A(g(u), u). (2.1) 
Inclusion of type (2.1) is called the general mixed quasi-variational inclusion, which has many 
important and useful applications in pure and applied sciences. We note that if A( . , . ) = a~( . , . ), 
where a~( . , . ) is the subdifferential of a proper. convex, and lower-semicontinuous function 
(;( . , . ) : H x H --t RU {+co) with respect to the first argument, then problem (2.1) is equivalent 
to finding u E H such that 
0 E N(U, U) + ~~(9(~)~ u), 
or equivalently 
(N(% IL), Y(U) - 9(u)) + cr”(s(‘L’),s(u)) - ~(9(~)79(~)) z 0, for all v E H, 
which is known as the general mixed quasi-variational inequality. For the applications and nu- 
merical methods of variational inclusions and variational inequalities, see [l-20]. 
We note that if g(. ,u) c p(u) is the indicator function of a closed convex set I< in H, then 
problem (2.1) is equivalent to finding u E H, g(u) f K such that 
(N(& U), 9(v) - Y(U)) 2 01 for all g(v) E I<, (2.2) 
which is called the general variational inequality. If N(zl, U) = Tu+V(u), where T, V: H - H are 
single valued operators, then problem (2.2) is called the strongly nonlinear variational inequality, 
studied and considered by Noor 1191. For recent applications, numerical methods, sensitivity 
analysis, and physical formulations, see [l-20] and the references therein. 
We recall that if T is a maximal monotone operator, then the resolvent operator JT associated 
with T is defined by 
Mu) = (I+ PT)-l(u), for all u E HT, 
where p > 0 is a constant and I is the identity operator. The resolvent operator JT is a single- 
valued operator and is nonexpansive. 
REMARK 2.1. Since the operator A(. , . ) is a maximal monotone operator with respect to the 
first argument, we define 
JA[~)u = (I + ~A(~))-‘~~ for all u E H, 
t.he implicit resolvent operator associated with A( . ,u) E A(u). 
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Related to the general quasi-variational inclusion (2.1), we consider the problem of finding Z, 
u E H, such that 
N(U,U) + /+RA{u)Z = 0, (2.3) 
where p > 0 is a constant and RA(~) = I - ._7~(~,. Here I is the identity operator and Jp = 
(1 -t- PA(U))-’ is the resolvent operator. The equations of the type (2.3) are called the implicit 
general resolvent equations. For the formulatioil and applicatio~is of the resolvent equations, 
see [9,10,18]. 
We now consider the parametric versions of problems (2.1) and (2.3). To formulate the problem, 
let A1 be an open subset of H in which the parameter X takes values. Let N(u, u, X) be a 
given operator defined on H x H x A1 and which takes value in H: x H. From now onward, 
we denote Nh( . , . ) = N( . , . , A) unless otherwise specified. The parametric quasi-variational 
inclusion problem is to find (u, X) E H x A1 such t,hat 
0 E Nx(u, u) + Ax(gtti), u). (2.4) 
We also assume that for some x f hi, problem (2.4) has a unique solution ii. 
Related to the parametric qu~i-variational inclusion (2.4), we consider the parametric resolvent 
equations. We consider the problem of finding (t: X), (~1, X) E H x nf, such that 
Nh(U, U) + p-9?&(& = 0, (2.5) 
where p > 0 is a constant and RAZZ is defined on the set of (2, X) with X E Af and takes values 
in Ii. The equations of the type (2.5) are called the parametric implicit resolvent equations. 
One can establish the equivalence between problems (2.4) and (2.5) by using the definition of 
the resolvent operator technique; see [lo]. 
LEnIhrA 2.1. TJle parametric quasi-VariationaJ incJusion (2.4) has a solution (u, A) E H x A1 if 
a& only if the parametric resolrrent equations (2.5) have a solution (2, X}, (u, A) E H x Al, wlzere 
g(u-) = JAxi,,, 6, (2.6) 
t = g(u) - ~~~(~,~). (2.7) 
From Lemma 2.1, we see that the parametric quasi-variational inclusion (2.4) and the para- 
metric resolvent equations (2.5) are equivalent. \\‘e use this equivalence to study the sensitivity 
analysis of the mixed variational inequalities. We assume that for some i E Al, problem (2.5) 
has a solution E and X is a closure of a ball in H centered at Z. We want to investigate those con- 
ditions under which: for each X in a neighborhood of i, problem (2.5) has a unique solution z(X) 
near 5 and the function Z(X) is continuous (Lipschitz continuous) and differentiable. 
DEFINITION 2.2. Let Nx( . , . ) be an operator on X x X x Al. Then for all X f Af, u, u E X, the 
operator .W,I ( . , . ) is said to be with respect to the first ~gunlent: 
(a) tocally st~?~g~y monotone if there exists a constant Q > 0 such that 
(Nx(u,.) - fV~(V,.),7l - u) 2 (Ilflu - ?$; 
(t)) locally Lipsch,itz continuous if there exists a constant P > 0 sucJ1 that 
IINx(u,.) -Nx(c..)ll I Bllu - VI). 
In a similar way, one can define the locally Lipschitz continuity of the operator Nx( . , . ). We 
also need the following condition for the operator JA,cll,. 
ASSUMPTION 2.1. For all u, u, 2~’ f Ht the resoivent operator JADES) satMes the conditioIl 
i/J~,+,w - J~x(rw/ 5 41~ - 41, 
where v > 0 is a constant. 
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3. MAIN RESULTS 
We consider the case when the solutions of the parametric implicit resolvent equations (2.11) 
lie in the interior of X. Following the ideas of Dafermos [4] and Noor and Noor [lo], we consider 
the map 
FX(-z) = JAx(u)z - pNX(u, u), for all (z,X) E X x Af, 
= g(u) - PNX(W u), 
(3.1) 
where 
g(u) = JAA,,,+ (3.2) 
We have to show that the map F’(Z) has a fixed point, which is a solution of the resolvent 
equation (2.5). First of all, we prove that the map F~(z), defined by (3.1), is a contraction map 
with respect to z uniformly in X E Al. 
LEMMA 3.1. Let Nx( . , . ) be locally strongly monotone with constant 0 > 0 and locally Lipschitz 
contimous with constant ,9 > 0 wjvith respect to the first argument. Assume that the operator g 
is strongly monotone with constant g > 0 and Lipschitz continuous with constant 6 > 0. If 
the operator Nx( . , . ) is locally Lipschitz continuous wjlith respect to the second argument rvith 
constant y > 0 and Assumption 2.1 holds, then for all ~1, ~2 E X and X E M, we have 
6 = (k - v)/2 + py + Jl - 2ap + pzp2 
1 - (k + u)/2 
for 
0 - (1 -k)Y < 
p- p2 -y2 
Cl> 
p”i< 
k= 
J[Q - (1 - k]r12 - (P2 - r2) k(2 - k) 
P2 - Y2 
7 
(I- k)y + d-7 
1 - k, 
2J(l- 26 + 02) + Y. 
(3.3) 
(3.4) 
(3.5) 
(3.6) 
(3.7) 
PROOF. For all ~1~22 E X, X E Al, we have, from (3.1), 
IIFx(z1) - Fx(c’2)ll = 119(w) - LI(u2) - P(NA(W7Ul) - Nx(u2, u2))ll 
I IlUl - 212 - Mm) - du2))ll 
+ (IUl - UP - P(NA(Ul? Ul) - Nx(~27W))ll 
(3.8) 
+ pllNx(ua? Ul) - Nx(?J2,~2)11. 
Using the strong monotonicity and Lipschitz continuity of the operator g, we have 
ll,Ul - u2 - (g(u1) - gb2))l12 5 lb1 - u2112 - ‘4w - u2:dw) - du2)) + IMUl) - dv2)l12 (3 9) 
5 (1 - 26 + CT’) llu1 - u2112. 
In a similar way, we have 
11111 - u2 - P(NA(Ul,Q) - NA(U2, u1))l12 5 (1 - @a + P2P2) lb1 - u2112. (3.10) 
From (3.7)-(3.10) and using the Lipschitz continuity of Nx( . , . ) with respect to the second 
argument, we have 
IIFA(Zl) - Fx(t2)ll 5 
{ 
q +pT+ I-2pck+PZp2 
1 
((Ul -?&?]I. (3.11) 
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From (3.2), (3.7), and (3.9), we have 
from which tve obtain 
IIGl - u2ll I: 
1 
1 - (k + Y)/Z > 
lb-l - E2ll. 
Combining (3.11) and (3.12). we have 
(3.12) 
IlFA(Zl) - Fx(a2)ll 5 
i 
(k: - y)l2 + PY + Jl - 2PQ + P2P2 
1 - (k + v)/2 
1 
llt1 _ t211 
= qa - t2ll, using (3.3). 
From (3.4)-(3.~), it follows that @ < 1, and conseque~lt.ly the map Fxfz) defined by (3.1) is a 
contraction map and has a fixed point Z(X), which is the solution of the resolvent equation (2.5). 1 
REMARK 3.1. From Lemma 3.1, we see that the map Fx(z) defined by (3.1) has a unique fixed 
point z(x); that is, z(X) = PA(Z). Also, by assumption, the function f, for X = x, is a solution of 
the parametric resolvent equation (2.5). Again using Lemma 3.1, we see that Z, for X = i, is a 
fixed point of Fx (2) and it is also a fixed point of Fi (2). Consequently, we conclude that 
z (i) = z = Fi (z (x)) . 
Using Lemma 3.1, we can prove the continuity of the solution z(x) of the parametric resolvent 
equations (2.7) using the technique of Noor and Noor [lo]. However, for the sake of completeness 
and to convey an idea of the techniques involved, we give its proof. 
I.,Eh,lhfA 3.2. Assume that the operator Nx(. , . ) is ~ocdy Lipscfiitz continuous with respect to 
the parameter X. If the operator NA( . , . ) is locally Lipschitz continuous with respect to the first 
and the second arguments and the map X - JA*(,,)z is continuous (or Lipschitz continuous), 
tllen the function Z(X) satisfying (2.5) is continuous (or LipscJjitz continuous) at X = x. 
PROOF. For all X E AI, invoking Lemma 3.1 and t,he triangle inequality, we have 
From (3.1) and the fact that the operator I?,+ is Lipschitz continuous with respect to the param- 
eter X, we have 
IfFx (z (A)) - FA (z (i))/ = (1~ (A) - u (s) + ,+‘A (u(h) ,‘u (A)) 
- Nr, (u (X> 1 u (J>)) 11 L PP /Ix - q * 
(3.14) 
Combining (3.13) and (3.14). we obtain 
I# - z (X)11 2 +$j I/x - XII * for all X, X f M, 
from which the required result follows. I 
We now state and prove the main result of this paper, which is the motivation of our next 
result,. 
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THEOREM 3.1. Let fi be the solution of the parametric quasi-variational inclusion (2.4) and .Z 
be the solution of the parametric resolvent equations (2.5) for X = A. Let Nx(u,u) be the 
locally strongly monotone Lipschitz continuous operator for all u,v E X with respect to the 
first argument and Lipschitz continuous with respect to the second argument. If the map X + 
,JA,(,,)(z) is continuous (or Lipschitz continuous) at X = x? then there exists a neighborhood 
N c iU of x suc11 that for X E N, the parametric resolvent equations (2.5) have a unique 
solution z(X) ia the interior of X, Z(X) = Z! and Z(X) is continuous (or Lipschitz continuous) 
at x = x. 
PROOF. Its proof follows from Lemmas 3.1, 3.2, and Remark 3.1. I 
Now we show that our results include the results of Noor and Noor [lo] and Dafermos [4] as 
special cases. 
CASE I. If Nx(u,u) = Tx(u). where TX : H -+ H, and g(u) = u, then problem (2.4) is equivalent 
to finding (u, X) E H x AI such that 
0 E TX(U) + Ax(u, u). (3.15) 
which is called the quasi-variational inclusion, considered and studied by Noor and Noor [lo]. 
Also problem (2.5) is equivalent to finding (u, X), (z~ X) E H x AI such that 
PTAJA~(~)~ + RAZZ = 0: (3.16) 
which is called the implicit resolvent equation. Noor and Noor [lo] have shown that prob- 
lems (3.15) and (3.16) are equivalent. They have used this interplay between these problems to 
study the sensitivity analysis of quasi-variational inclusions. In this case, Theorem 3.1 collapses 
to the following. 
COROLLARY 3.1. Let (u, X) be a solution of (3.15) and (t, X) be a solution of (3.16) for X = A. 
Let Tx(u) be a locally strongly monotone Lipschitz continuous operator. If the map X + JA~(~J (2) 
is (Lipschitz) continuous at X = r\, then there exists a neighborhood IV c AI for i such that, 
for X E W’, the parameter resolvent equation (3.16) has a unique solution z(X) in the interior 
of X: and Z(A) = E is (Lipschitz) continuous at X = A. 
CASE II. If N~(u,u) = Tx(u) and Ax(g(u),u) = awx, where 8~7~ is the subdifferential of a 
proper, convex, and lower-semicontinuous function p : H -+ R U {+a}, which is the indicator 
function of a closed convex set I< in H, then problem (2.4) is equivalent to finding (u, X) in I< x hl 
such that 
(TX(~), 2, - u) L 0, for all (v, X) E K x Al, (3.17) 
which is a parametric variational inequality. Also, problem (2.5) reduces to finding ( z1 X) E H x hI 
such that 
pTxP~t + RKL = 0. (3.18) 
where 11~ = I- PK, PK is the projection of H onto K, and I is the identity operator. Equations of 
type (3.18) are called the parametric Wiener-Hopf equations which were introduced and studied 
hy Noor [7]. For the applications, formulations. and numerical methods of the Wiener-Hopf 
equations, see [7,8,17] and the references therein. Dafermos [4] studied the sensitivity analysis 
of the variational inequalities using the projection fixed-point formulation. One can easily show 
that problems (3.17) and (3.18) are equivalent and can obtain the results of Dafermos [4] and 
Noor [7] as a special case from Theorem 3.1. 
COROLLARY 3.2. (See [4:7].) Let @,X) be the solution of (3.17) and (2,x) be the solution 
of (3.18) for X = x. Let TX(U) be locally strongly monotone Lipschitz continuous. If the operator 
TA(u) and the map X -+ PK~.~(z, X) are (Lipschitz) continuous at X = x, there exists a neighbor- 
hood IV c AI of i such that for X E IV, problem (3.18) 1 MS a unique solution z(X) in the interior 
of X. z(x) = Z, and Z(X) is (Lipschitz) continuous at X = x. 
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