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GLUING IN GEOMETRIC ANALYSIS VIA MAPS OF BANACH
MANIFOLDS WITH CORNERS AND APPLICATIONS TO GAUGE THEORY
PAUL M. N. FEEHAN AND THOMAS G. LENESS
Abstract. We describe a new approach to the problem of constructing gluing parameteriza-
tions for open neighborhoods of boundary points of moduli spaces of anti-self-dual connections
over closed four-dimensional manifolds. Our approach employs general results from differential
topology for C1 maps of smooth Banach manifolds with corners, providing a method that should
apply to other problems in geometric analysis involving the gluing construction of solutions to
nonlinear partial differential equations.
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1. Introduction
In this article, we develop a new approach to the problem of constructing gluing parameter-
izations for open neighborhoods of boundary points of moduli spaces of anti-self-dual connec-
tions over closed four-dimensional manifolds, building on prior approaches pioneered by Taubes
[60, 96, 98, 99]) and Donaldson [23, 24]. Our method employs general results from differential
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topology for C1 maps of smooth Banach manifolds with corners, providing a package that should
apply to other problems in geometric analysis involving the gluing construction of solutions to
nonlinear partial differential equations. Gluing problems that may be amenable to this approach
are listed in Section 1.2. The case of smooth Banach manifolds with boundary is sufficient for
the application in this article to gluing families of anti-self-dual connections on smooth principal
G-bundles P0 and P1 over four-dimensional, oriented, smooth, Riemannian manifolds (X0, g0)
and (X1, g1), where G is compact Lie group.
As in previous work of Taubes and Donaldson, we employ a splicing map for connections.
However, we do not use splicing in the traditional way of first splicing families of anti-self-
dual connections to construct approximate anti-self-dual connections and then solving an elliptic,
quasilinear, second-order partial differential equation to obtain a family of exact solutions to
the anti-self-dual equation. Rather, we use splicing to construct a smooth surjective submersion
S from products of Banach affine spaces of Sobolev connections on P0 and P1 and a finite-
dimensional smooth manifold of auxiliary splicing data onto the Banach affine space of all Sobolev
connections on the smooth, connected-sum principal G-bundle P = P0#P1 over the smooth
Riemannian connected sum (X, g) = (X0#X1, g0#g1), where the width of the neck is controlled
by a small positive scale parameter λ. The composition F+ ◦ S of the splicing map S and the
self-dual curvature map F+ from the Banach affine space of all Sobolev connections on P into the
Banach space of adP -valued self-dual two-forms on X is a smooth map. As in [96, 98], the finite-
dimensional manifold of auxiliary splicing data comprises open neighborhoods of points in X0
and X1 used to define the connected sum (X, g), a space of principal G-bundle gluing parameters
that is isomorphic to a copy of G, and an interval (0, λ0) of scale (or neck) parameters, where
λ0 ∈ (0, 1] is a small constant. When λ = 0, the neck is fully pinched, the four-manifolds X0 and
X1 are joined at a single common point, and the splicing map S restricts to the identity on the
face of a smooth Banach manifold with boundary comprising products of Banach affine spaces of
Sobolev connections on P0 and P0 and the finite-dimensional manifold of auxiliary splicing data
containing the factor [0, λ0). The composition F
+ ◦ S extends to a C1 map of smooth Banach
manifolds with boundary and vanishes transversely (in the sense of Definition 1.1) at boundary
points (where λ = 0) corresponding to pairs of regular anti-self-dual connections (where there
are no cokernel obstructions) on P0 and P1, respectively. We then appeal to an abstract result
(Theorem 1) from differential topology for Banach manifolds with boundary (and which extends
to Banach manifolds with corners more generally) to give a gluing map γ that provides a smooth
coordinate chart (Theorem 3) for the moduli space M˜(P, g) of anti-self-dual connections on P on
an open neighborhood of a regular boundary point.
The preceding splicing and gluing paradigm extends to the case of non-regular boundary
points by analogy with the Kuranishi method [73] for parameterizing open neighborhoods of
interior points in the moduli space of anti-self-dual connections [8, 24] (see Theorem 5). We also
construct a splicing map S for gauge transformations that is a surjective smooth submersion
onto the Banach Lie group of all gauge transformations on P . Gauge equivariance then yields the
corresponding gluing coordinate chart for the moduli space M(P, g) of gauge-equivalence classes
of anti-self-dual connections on P on a neighborhood of a boundary point that may be non-regular
or have non-trivial isotropy in the product of Banach Lie groups of gauge transformations on P0
and P1 (see Theorem 6).
While we restrict our attention in this article for the sake of simplicity to the case where (X1, g1)
is the four-dimensional sphere S4 with its standard round metric of radius one, the paradigm just
outlined should generalize to many other gluing scenarios, including those listed in Section 1.2.
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1.1. Main results. We begin with an abstract result that lays the foundation for our approach.
1.1.1. Transversal maps of Banach manifolds with boundary. If X is a Banach manifold with
boundary, we let ∂X ⊂ X denote the subset of its boundary points and Int(X) = X \ ∂X denote
the subset of its interior points. (See Section 4.4.2 for a formal definition of the boundary of a
Banach manifold.)
Definition 1.1 (Transversality for maps of Banach manifolds with boundary). Let f : X → X ′
be a Cp map (p ≥ 1) of Cp Banach manifolds with boundary and X ′′ ⊂ X ′ be a Cp Banach
submanifold with boundary. Then f is transverse to X ′′ at x ∈ X, denoted f −⋔x X ′′, if one of
the following three conditions hold:
(1) x /∈ f−1(X ′′); or
(2) x ∈ f−1(X ′′) ∩ Int(X) and
(a) Tf(x)X
′ = Ran df(x) + Tf(x)X ′′ and
(b) (df(x))−1(Tf(x)X ′′) admits a closed complement in TxX; or
(3) x ∈ f−1(X ′′) ∩ ∂X and
(a) Tf(x)X
′ = Ran d(∂f)(x) + Tf(x)X ′′ and
(b) (d(∂f)(x))−1(TxX ′′) admits a closed complement in TxX ′,
where ∂f ≡ f ↾ ∂X : ∂X → X ′.
If f −⋔x X ′′ for all x ∈ X, then f is transverse to X ′′, denoted f −⋔ X ′′.
If X is a Cp Banach manifold with boundary, then a chart for X is a triple (V, ψ, (E,α))
comprising an open subset V ⊂ X, a Cp diffeomorphism ψ : V → E onto an open subset of a
closed half space E+α := {x ∈ E : α(x) ≥ 0}, where E is a real Banach space and α : E → R is a
continuous linear function. (See Section 4.4.2 for a formal definition of a Cp Banach manifold with
boundary.) Following Definition 4.32, one says that a Cp Banach submanifold with boundary
Y ⊂ X is neat if
∂Y = Y ∩ ∂X.
The forthcoming theorem is proved in Section 4.8.
Theorem 1 (Preimage of a submanifold under a transverse map and the implied embedding
map). Let X and X ′ be Cp Banach manifolds with boundary (p ≥ 1), and X ′′ ⊂ X ′ be a neat Cp
Banach submanifold, and f : X → X ′ be a Cp map, and x0 ∈ f−1(X ′′) be a point. If f −⋔x0 X ′′,
then there are a chart (V, ψ, (E,α)) for X with ψ(x0) = 0, a closed subspace
(1.1) L := dψ(x0)
(
(df(x0))
−1(Tf(x0)X
′′)
) ⊂ E
with closed complement in E and continuous inclusion operator ιL : L→ E, and a Cp embedding
(1.2) g ≡ ψ−1 ◦ ιL ↾ ψ(V ) ∩ L : ψ(V ) ∩ L→ ψ−1(ψ(V ) ∩ L) ⊂ X
from the relatively open subset ψ(V ) ∩ L ⊂ E+α onto a Cp submanifold ψ−1(ψ(V ) ∩ L) ⊂ X.
Moreover, the following hold:
(1) ψ−1(ψ(V ) ∩ L) = V ∩ f−1(X ′′), and
(2) Tx(f
−1(X ′′)) = (df(x))−1(Tf(x)X ′′) = (dψ(x))−1L, for all x ∈ V ∩ f−1(X ′′).
Finally, f−1(X ′′) ∩ V is a neat Cp Banach submanifold of V .
Remark 1.2 (Comment on extensions to Banach manifolds with corners). Although Theorem 1
is phrased in terms of maps of Banach manifolds with boundary, it can be easily extended to the
setting of maps of Banach manifolds with corners by drawing on the technical generalizations
described by Margalef Roig and Outerelo Domı´nguez [78]. Such extensions are required in many
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applications, including to the development of gluing theory for anti-self-dual connections and
SO(3) monopoles over four-dimensional manifolds in [33, 35, 34].
Remark 1.3 (Smooth maps of finite-dimensional manifolds that are transverse to a submanifold
without boundary). When X and X ′ are finite-dimensional manifolds, X ′ and X ′′ are without
boundary, and f −⋔ X ′′ in the sense of Definition 1.1 (in other words, the smooth maps f :
Int(X)→ X ′ and ∂f : ∂X → X ′ are transverse to X ′′), then Theorem 1 implies that f−1(X ′′) is
a smooth manifold with boundary
∂(f−1(X ′′)) = f−1(X ′′) ∩ ∂X
and the codimension of f−1(X ′′) in X is equal to the codimension of X ′′ in X ′. See Guillemin
and Pollack [45, p. 60] for a statement and proof of this result when X and X ′ are embedded
smooth submanifolds of Euclidean space; their statement is quoted here as Theorem 4.3.
Note that if ∂f obeys the linear span condition in Item (3a) of Definition 1.1 at a boundary
point x ∈ ∂X,
(1.3) Tf(x)X
′ = Ran d(∂f)(x) + Tf(x)X ′′,
then we necessarily also have that f obeys the linear span condition
(1.4) Tf(x)X
′ = Ran df(x) + Tf(x)X ′′,
since the continuous linear operator d(∂f)(x) : Tx(∂X)→ Tf(x)X ′′ can be expressed as the com-
position of the continuous linear operator df(x) : TxX → Tf(x)X ′′ and the continuous embedding
of Banach spaces Tx(∂X) ⊂ TxX. Example 4.5 gives a simple illustration of how Theorem 4.3
can fail to hold when condition (1.4) is satisfied at x ∈ ∂X but not condition (1.3).
More generally, when X ′ is a manifold with boundary and X ′′ ⊂ X ′ is submanifold with
boundary but is not neat, Example 4.6 gives a simple illustration of how more general results,
such as Theorem 4.53 or Corollary 4.62 (that allow X ′ and X ′′ to have boundary) can fail to hold
when f −⋔ X ′′ in the sense of Definition 1.1 but X ′′ is not neat.
Remark 1.4 (Interpretation of implied embeddings as gluing maps). The maps g = ψ−1 ◦ ιL ↾
ψ(V ) ∩ L in (1.2) or g = ϕ−1 ◦ ιK ↾ ϕ(U) ∩ K in (1.6) arise as the gluing map when we apply
Theorems 1 or 2 to prove Theorem 3 and Corollaries 4, 5, 6, and 7.
While Theorem 1 allows considerable flexibility in application to the construction of gluing
maps, the forthcoming simpler statement (Theorem 2) should suffice for some applications.
Definition 1.5 (Submersion of Banach manifolds with boundary). Let f : X → X ′ be a Cp map
(p ≥ 1) of Cp Banach manifolds with boundary and x ∈ X be a point. Then f is a submersion
at x ∈ X, denoted f −⋔x pt, if the following hold:
(1) There is an open neighborhood Vx ⊂ X of x such that f(Vx ∩ ∂X) ⊂ ∂X ′ and
(2) Tf(x)X
′ = Ran df(x) and
(3) Ker df(x) admits a closed complement in TxX.
If f −⋔x pt for all x ∈ X, then f is a submersion, denoted f −⋔ pt.
Theorem 2 (Preimage of a point under a submersion and the implied embedding map). Let X
and X ′ be Cp Banach manifolds (p ≥ 1) with boundary, f : X → X ′ be a Cp map, x′0 ∈ X ′ be a
point, and x0 ∈ f−1(x′0). If f is a submersion at x0, then there are a chart c = (U,ϕ, (E,λ)) for
X with ϕ(x0) = 0, a closed subspace,
(1.5) K := dϕ(x0)
(
(df(x0))
−1(0)
) ⊂ E,
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with closed complement in E and continuous inclusion operator ιK : K → E, and a Cp embedding
(1.6) g ≡ ϕ−1 ◦ ιK ↾ ϕ(U) ∩K : ϕ(U) ∩K → ϕ−1(ϕ(U) ∩K) ⊂ X
from the relatively open subset ϕ(U)∩K ⊂ E+λ onto the Cp Banach submanifold ϕ−1(ϕ(U)∩K) ⊂
X. Moreover, the following hold:
(1) ϕ−1(ϕ(U) ∩K) = U ∩ f−1(x′0).
(2) Tx(f
−1(x′0)) = (df(x))
−1(0) = (dϕ(x))−1K, for all x ∈ U ∩ f−1(x′0).
Finally, if at every point x ∈ f−1(x′0) there is an open neighborhood Vx of x in X such that
f(Vx ∩ ∂X) ⊂ ∂X ′ and f is a submersion at x, then f−1(x′0) is a Cp Banach submanifold of X.
1.1.2. Gluing maps for anti-self-dual connections. Let (X, g) denote a closed, connected, four-
dimensional, oriented, smooth Riemannian manifold, G denote a Lie group, and P denote a
smooth principal G-bundle over X. Let p ∈ (2,∞) and A (P ) denote the affine space of all W 1,p
connections on P , and Aut(P ) denote the Banach Lie group of all W 2,p automorphisms of P ,
and B(P ) = A (P )/Aut(P ) denote the Banach stratified quotient space. As customary, we write
adP := P ×Ad g, where Ad : G→ Aut(g) is the adjoint representation of G on its Lie algebra g.
If A is a connection on P , we let FA ∈ Ω2(X; adP ) denote its curvature and FA ∈ Ω+(X; adP )
denote its self-dual component with respect to the splitting Ω2(X) = Ω+(X) ⊕ Ω−(X) of two-
forms into their self-dual and anti-self-dual components with respect to the Riemannian metric,
g. If A is a smooth anti-self-dual connection on P , we let H•A(X; adP ) denote the cohomology
groups of the elliptic deformation complex
(1.7) Ω0(X; adP )
dA−→ Ω1(X; adP ) d
+
A−−→ Ω2,+(X; adP )
and H•A(X; adP ) denote their harmonic representatives, so
H0A(X; adP ) := Ker dA ∩ Ω0(X; adP ),(1.8a)
H1A(X; adP ) := Ker(d
+
A + d
∗
A) ∩ Ω1(X; adP ),(1.8b)
H2A(X; adP ) := Ker d
+,∗
A ∩ Ω+(X; adP ).(1.8c)
Recall (see [24, Equation (4.2.28)]) that the expected dimension dimM(P, g) of the moduli space
of anti-self-dual connections on P (at a point [A]),
(1.9) M(P, g) := {A ∈ A (P ) : F+,g(A) = 0}/Aut(P ).
is given by minus the index of the elliptic deformation complex (1.7), namely
(1.10) sA(X; adP ) := h
1
A(X; adP )− h0A(X; adP )− h2A(X; adP ),
where the quantities h•A(X; adP ) denote the dimensions of the cohomology groups H
•
A(X; adP ).
Our main result here, namely Theorem 3, complements earlier results due to Taubes (for
example, [96, Theorem 1.1], [98, Theorems 1.1 and 1.2], and [99, Proposition 8.2]), Donaldson
and Kronheimer (for example, [24, Theorems 7.2.62, 8.2.3, and 8.2.4]), and Mrowka [89, Main
Theorem]. The novel aspect of our article is the fact that Theorem 3 can be derived with relative
ease from Theorem 1 and the method extended to cover many other gluing scenarios, as described
in Section 1.2. If r ∈ (0,∞) is a constant that is less than or equal to the injectivity radius of a
Riemannian manifold (X, g) and x ∈ X is a point, then we let Br(x) denote the open geodesic
ball in X with center x and radius r. We shall first prove a gluing result (see Theorem 3) under
several simplifying hypotheses that we then successively relax (see Corollaries 5, 6, and 7). Let
ground denote the standard, round metric of radius one on the sphere S
4 = {x ∈ R5 : |x| = 1}.
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Theorem 3 (Existence of local gluing chart near a boundary point of the moduli space of
anti-self-dual connections). Let (X, g) denote a closed, connected, four-dimensional, oriented,
smooth Riemannian manifold, G denote a compact Lie group, P0 denote a smooth principal
G-bundle over X, and P1 denote a smooth principal G-bundle over S
4. Let A0♭ be a smooth
anti-self-dual connection over (X, g) and A1♭ be a smooth centered anti-self-dual connection on
P1 over (S
4, ground). Assume further that
H2A0♭(X; adP0) = 0,(1.11)
H0A0♭(X; adP0) = 0,(1.12)
g is conformally flat on B̺0(x0♭),(1.13)
for some point x0♭ ∈ X and constant ̺0 ∈ (0, 1], where Riem(g) denotes the Riemann curvature
tensor of the metric, g. Then there is a constant δ ∈ (0, ̺0] with the following significance. Let
p ∈ (2,∞) be a constant and
Cδ(A0♭) :=
{
A0 ∈ A0♭ +Ker d∗A0♭ ∩W 1,p(T ∗X ⊗ adP0) : F+,g(A0) = 0
and ‖A0 −A0♭‖W 1,2A0♭ (X) < δ
}
,
C⋄δ(A1♭) :=
{
A1 ∈ A1♭ +Ker d∗A1♭ ∩W 1,p(S4;T ∗S4 ⊗ adP1) : F+,ground(A1) = 0
and (Center[A1],Scale[A1]) = (0, 1) ∈ R4 × R+
and ‖A1 −A1♭‖W 1,2A1♭ (X) < δ
}
.
Let P ∼= P0#(x0,λ)P1 denote the smooth principal G-bundle over the connected sum X#(x0,λ)S4 ∼=
X defined by the fixed parameters in Data 5.8 and the triples (ρ, x0, λ) ∈ Glx0♭ ×Bδ(x0♭)× (0, λ0).
Then there is a gluing map,
(1.14) γ : Cδ(A0♭)×C⋄δ(A1♭)×Glx0♭ ×Bδ(x0♭)× (0, λ0)→ A (P ),
where
(1.15) Glx0♭ := IsomG(P0|x0♭ , P1|s) ∼= G,
with the following properties:
(1) The map γ is a C1 embedding.
(2) The image of γ is an open subset of the moduli space of anti-self-dual connections on P :
Imγ ⊂M(P, g).
(3) The map γ extends to a continuous embedding of manifolds with boundary,
(1.16) γ : Cδ(A0♭)×C⋄δ(A1♭)×Glx0♭ ×Bδ(x0♭)× [0, λ0)
→ A (P ) ⊔ (A (P0)×A (P1)×Glx0♭ ×Bδ(x0♭)) ,
when the codomain has the Uhlenbeck topology [24, Section 4.4.1].
(4) The image of γ in (1.16) is an open neighborhood of the boundary portion,
Cδ(A0♭)×C⋄δ(A1♭)×Glx0♭ ×Bδ(x0♭)× {0},
in the bubble tree compactification M̂(P, g) of M(P, g).
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Corollary 4 (Smoothness of local gluing chart for the moduli space of anti-self-dual connections
as a map of smooth manifolds with boundary). Continue the hypotheses of Theorem 3. Then the
gluing map (1.16) is the restriction of a C1 map of smooth Banach manifolds with boundary in
the sense of Theorem 6.1 and restricts to the identity map on the boundary portion
Cδ(A0♭)×C⋄δ(A1♭)×Glx0♭ ×Bδ(x0♭)× {0}.
Corollary 5 (Existence of local gluing chart near a boundary point of the moduli space of
anti-self-dual connections that may be non-regular). Continue the hypotheses of Theorem 3 but
omit the assumption (1.11) that H2A0♭(X; adP0) = 0. The gluing map γ in (1.14) still has the
properties listed in Items (1) and (3). Moreover, there is an obstruction section,
(1.17) χ : Cδ(A0♭)×C⋄δ(A1♭)×Glx0♭ ×Bδ(x0♭)× (0, λ0)→ H2A0♭(X; adP0),
with the following properties:
(1) The map χ is a C1 section of the product bundle.
(2) The image of the zero set of χ under the gluing map γ is an open subset of the moduli
space of anti-self-dual connections on P :
γ(χ−1(0)) ⊂M(P, g).
(This extends Item (2) in Theorem 3.)
(3) The map (1.17) extends to a C1 section of a vector bundle over a manifold with boundary.
(4) The map γ gives a homeomorphism from
χ−1(0) ∩ (Cδ(A0♭)×C⋄δ(A1♭)×Glx0♭ ×Bδ(x0♭)× [0, λ0))
onto an open neighborhood of the boundary portion,
χ−10 (0) ∩Cδ(A0♭)×C⋄δ(A1♭)×Glx0♭ ×Bδ(x0♭)× {0},
in the bubble tree compactification M̂(P, g) of M(P, g), where
χ0 : Cδ(A0♭)→ H2A0♭(X; adP0)
is the Kuranishi obstruction section 1. (This extends Item (4) in Theorem 3.)
Recall that if A is a connection on a principal G-bundle P , then Stab(A) denotes the stabilizer
(or isotropy) group of A in Aut(P ).
Corollary 6 (Existence of local gluing chart near a boundary point of the moduli space of
anti-self-dual connections that may be non-regular or have non-trivial stabilizer). Continue the
hypotheses of Theorem 3 but omit the assumptions (1.11) that H2A0♭(X; adP0) = 0 and (1.12) that
H0A0♭
(X; adP0) = 0. Then the gluing map γ and obstruction section χ and their C
1 extensions are
Stab(A0♭)-equivariant and Item (4) extends to the following: The map γ gives a homeomorphism
from
χ−1(0) ∩ (Cδ(A0♭)/Stab(A0♭)×C⋄δ(A1♭)×Glx0♭ ×Bδ(x0♭)× (0, λ0))
onto an open neighborhood of the boundary portion,
χ−10 (0) ∩Cδ(A0♭)/Stab(A0♭)×C⋄δ(A1♭)×Glx0♭ ×Bδ(x0♭)× {0},
in the bubble tree compactification M̂(P, g) of M(P, g).
1See Section 3.2
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Corollary 7 (Existence of local gluing chart near a boundary point of the moduli space of
anti-self-dual connections that may be non-regular or have non-trivial stabilizer or when the
Riemannian metric need not be locally flat). Continue the hypotheses of Theorem 3 but omit the
assumptions (1.11) that H2A0♭(X; adP0) = 0 and (1.12) that H
0
A0♭
(X; adP0) = 0 and (1.13) that
g is conformally flat near x0♭. Then the conclusions of Corollary 6 continue to hold.
1.2. Application to other gluing problems in geometric analysis. The framework that we
describe in this article should apply to more challenging gluing problems for anti-self-dual connec-
tions or SO(3) monopoles over four-dimensional manifolds, and also extend to other applications
in geometric analysis.
We do not consider applications to Gromov–Witten invariants or symplectic field theory since
the analytical difficulties involved in gluing pseudoholomorphic curves in symplectic manifolds
are distinctly challenging. A general theory of polyfolds have been developed for this purpose by
Hofer, Wysocki, and Zehnder in [48, 51, 52, 49, 53, 50, 54, 55, 56, 58, 57, 59]. See the survey article
by Fabert, Fish, Golovko, Wehrheim [26] for an introduction to these concepts. Related ideas
have been and remain under development by Joyce [63, 64, 62], with similar goals. Our approach
to gluing is distinct from the theory of polyfolds; it is also quite different from the methods of
other researchers in this field, including Fukaya, Joyce, and McDuff and their collaborators [85].
Our approach also differs from the Cauchy data matching gluing constructions for constant
mean curvature Riemannian metrics by Mazzeo, Pacard, and Pollack [83, 84], constant scalar
curvature Ka¨hler metrics by Arezzo, Pacard, and Singer [3], Yamabe metrics by Mazzeo and
Pacard [82], and Seiberg–Witten monopoles by Kronheimer and Mrowka [72, Sections 18 and
19].
1.3. Outline of the article. Section 2 provides an overview of concepts and notation in gauge
theory that we shall need in this article for our proofs of Theorem 3 and Corollaries 4, 5, 6,
and 7. In Section 3 we give two expositions of the Kuranishi model for an open neighborhood
of an interior point in the moduli space M(P, g) of anti-self-dual connections on a principal G-
bundle over a closed, four-dimensional Riemannian manifold (X, g) and introduce our approach
to constructing a Kuranishi model for an open neighborhood of a boundary point ofM(P, g) using
techniques drawn from differential topology for Banach manifolds with corners [78], specializing
to the case of Banach manifolds with boundary in this article.
In Section 4, we summarize the concepts that we shall need for the development and application
of the techniques of differential topology in the setting of Banach manifolds with boundary,
culminating in the proofs of our Theorems 1 and 2. Our review closely follows the work of
Margalef Roig and Outerelo Domı´nguez [78], though we simplify their definitions and results for
Banach manifolds with corners to the case of Banach manifolds with boundary. However, as we
note in Section 1.2, a generalization of this article to allow for more than one bubble would require
us to avail of the methods and results of [78] in the case of Banach manifolds with corners.
In Section 5, we describe the lengthy construction of the splicing map for connections. We
first consider the case of a pair of principal G-bundles P0 and P1 over a pair (X0, g0) and
(X1, g1) of closed, connected, four-dimensional, oriented, smooth Riemannian manifolds and form
a connected-sum principal G-bundle P over a connected-sum four-manifold X = X0#X1. We
broadly follow the method described by Donaldson and Kronheimer in [24, Section 7.2.1], but
we add detail that will become important in our later calculations. This construction involves
(in part — see Data 3.1 for the complete list of parameter choices) choosing basepoints x0♭ ∈ X0
and x1♭ ∈ X1, a scale parameter λ ∈ (0, λ0) (for a small constant λ0 ∈ (0, 1]), open balls
B2
√
λ(xi♭) ⊂ Xi for i = 0, 1. We initially assume that the metrics g0 and g1 are flat near the
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basepoints and identify the small annuli Ω(xi♭;
1
2
√
λ, 2
√
λ) ⊂ Xi for i = 0, 1 via the conformal,
orientation-reversing diffeomorphism fλ in [24, Equation (7.2.2)] (we suppress notation indicating
dependence on other choices is suppressed for simplicity) to give
X = X0#λX1 := X
′
0 ∪fλ X ′1
where X ′i := Xi \ B 1
2
√
λ(xi♭). Given connections Ai on Pi, we cut them off over the annuli
Ω(xi♭;
1
2
√
λ, 2
√
λ) with the aid of a partition of unity {χ0, χ1} for X to form connections χiAi
that coincide with Ai over Xi \ B2√λ(xi♭) (where χi = 1) and the product connection Θ over
B 1
2
√
λ(xi♭)×G (where χi = 0). We obtain a connection A = χ0A0 + χ1A1 on P and thus define
the splicing map for connections,
(1.18) S : A (P0)×A (P1)×Glx0♭,x1♭ → A (P ),
again broadly following the method described by Donaldson and Kronheimer in [24, Sections 4.4.2,
4.4.3, and 7.2.1]. Here, Glx0♭,x1♭ = IsomG(P0|x0♭, P1|x1♭), the set of G-equivariant isomorphisms
of P0|x0♭ with P1|x1♭ , or bundle gluing parameters. It is straightforward to prove (as we do in
Section 5) that S in (1.18) is a smooth surjective submersion of smooth Banach manifolds.
In order to illustrate the application of our abstract results (Theorems 1 and (1.6)) from
differential topology for Banach manifolds with boundary in the simplest possible setting, we
specialize to the case (X1, g1) = (S
4, ground) and (X0, g0) = (X, g), choose x1♭ to be the south
pole in S4, allow the center point x0 ∈ X defining the connected sum to vary in a small open ball
Bδ(x0♭) ⊂ X (for a constant δ ∈ (0, 1] that is less than half the injectivity radius of (X, g)), and
allow the scale λ ∈ (0, λ0) to vary. We thus obtain the splicing map for connections (5.6) that we
primarily study in this article:
S : A (P0)×A (P1)×Glx0♭ ×Bδ(x0♭)× (0, λ0)→ A (P ),
where Glx0♭ := IsomG(P0|x0♭, P1|s). In the definition (5.6), the map S is easily shown to be a
surjective submersion, even for fixed parameters (x0, λ) ∈ Bδ(x0♭)× (0, λ0). On the other hand,
the domain of S in (5.6) clearly contains some redundancy since
• Varying the point x0 ∈ Bδ(x0♭) is equivalent to varying the center of mass of the energy
density |FA1 |2 over R4 ∼= S4 \ {s}, and
• Varying the parameter λ ∈ (0, λ0) is equivalent to varying the scale or standard deviation
of the energy density |FA1 |2 over R4.
We then prove that by restricting S to the codimension-five submanifold of the domain in (5.6)
obtained by replacing the Banach affine space A (P1) with the codimension-five submanifold
A ⋄(P1) of centered connections (those connections with center of mass at the origin of R4 or
north pole of S4 and scale one), we still obtain a splicing map (5.21) that is a smooth surjective
submersion:
S : A (P0)×A ⋄(P1)×Glx0♭ ×Bδ(x0♭)× (0, λ0)→ A (P ).
The domain of S in (5.21) has a boundary at λ = 0.
We recall in Section 11 that the quotient space (A (P1)×P1|s)/Aut(P1) is naturally identified
with B0(P1) = A (P1)/Aut0(P1), where Aut0(P1) ⊂ Aut(P1) is the normal Banach Lie subgroup
of automorphisms that restrict to the identity map on the fiber P1|s. If we fix a fiber point once
and for all,
(1.19) p0 ∈ P0|x0♭ ,
then we obtain a G-equivariant isomorphism
(1.20) Glx0♭ ∋ ρ 7→ p1 = ρ(p0) ∈ P1|s.
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With this in mind, it is convenient to modify the domain of S in (5.6) to give a map
S : A (P0)×A ⋄(P1)× P1|s ×Bδ(x0♭)× (0, λ0) ∋ (A0, A1, p1, x0, λ)
7→ (A, p1, x0, λ) ∈ A (P )× P1|s ×Bδ(x0♭)× (0, λ0).
In Section 6, we prove that S extends (in the sense described in that section) to a C1 map of
Banach manifolds with boundary that restricts to the identity map on the boundary face {λ = 0}.
In order to prove Theorem 3 and its corollaries, we must construct local parameterizations of
the finite-dimensional moduli subspace of anti-self-dual connections,
M(P, g) = {A ∈ A (P ) : F+A = 0}/Aut(P ) ⊂ B(P ).
Therefore, we are led in Section 7 to consider the composed map
F+ ◦ S : A (P0)×A ⋄(P1)×Glx0♭ ×Bδ(x0♭)× (0, λ0)→ Lp(∧+(T ∗X)⊗ adP ).
In Section 8, we prove that F+ ◦ S extends (in the sense described in that section) to a C1 map
of Banach manifolds with boundary that restricts to the map
(A0, A1, p1, x0, 0) 7→ (F+A0 , F+A1)
on the boundary face {λ = 0}. The points [A1, p1] ∈M0(P1, ground) are always (gauge-equivalence
classes of) regular points of the smooth map
A (P1)× P1|s ∋ (A1, p1) 7→ F+A1 ∈ Lp(∧+(T ∗S4)⊗ adP1).
In the hypotheses of Theorem 3, we also assume that A0♭ is a regular point of the smooth map
A (P0) ∋ A0 7→ F+A0 ∈ Lp(∧+(T ∗X)⊗ adP0).
In Section 9, we apply our results from differential topology for abstract Banach manifolds with
boundary, Theorem 1, to conclude the existence of a gluing map with factored codomain,
(1.21) γ̂ : Cδ(A0♭)×C⋄δ(A1♭)× P1|s ×Bδ(x0♭)× (0, λ0)
→ A (P0)×A ⋄(P1)× P1|s ×Bδ(x0♭)× (0, λ0),
that extends to a C1 map of smooth Banach manifolds with boundary. We obtain the desired
gluing map (1.14) with codomain A (P ) as the composition
γ = S ◦ γ̂ : Cδ(A0♭)×C⋄δ(A1♭)× P1|s ×Bδ(x0♭)× (0, λ0)→ A (P ).
The preceding observations yield Theorem 3 and Corollary 4.
By adapting methods due to Donaldson and Kronheimer [23, 24] and Taubes [98, 99], that are
in turn inspired by ideas of Kuranishi [73] from the context of deformation of complex structure,
it is relatively straightforward to extend Theorem 3 to the case where A0♭ is not a regular point
and prove Corollary 5 in Section 10. In Section 11, we construct the splicing map for based gauge
transformations,
S : Aut0(P0)×Aut0(P1)× P1|s ×Bδ(x0♭)× (0, λ0)→ Aut0(P ),
observe that S is a smooth surjective submersion that extends in a natural way to a C1 map of
Banach manifolds with boundary that restricts to an identity map on the boundary face {λ = 0}.
We then consider the gauge equivariance of the maps S and F+, consider the case where A0♭
may have a non-trivial isotropy group in Aut(P0), and prove Corollary 7. Finally, in Section 13
we remove the hypothesis in Theorem 3 that g is flat near x0♭ and prove Corollary 7.
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2. Preliminaries
Throughout our article, G denotes a compact Lie group and P a smooth principal G-bundle
over a closed, smooth manifold, X, of dimension d ≥ 2 and endowed with Riemannian metric, g.
We let2 adP := P×adg denote the real vector bundle associated to P by the adjoint representation
of G on its Lie algebra, Ad : G ∋ u→ Adu ∈ Aut g. We fix an inner product on the Lie algebra g
that is invariant under the adjoint action of G and thus define a fiber metric on adP . When g is
semisimple, one may use a negative multiple of the Cartan–Killing form κ : g× g → R to define
such an inner product on g— for example, see Hilgert and Neeb [46, Definition 5.5.3 and Theorem
5.5.9]. More generally, because G is compact it has a faithful representation ρ : G → Aut(V )
for some complex vector space V as a consequence of the Peter–Weyl Theorem and so G is
isomorphic to a closed subgroup of U(n) or O(n) for some integer n (see Bro¨cker and tom Dieck
[19, Theorem III.4.1 and Exercise III.4.7.1] or Knapp [67, Corollary 4.22]). We can then obtain
the desired inner product on g by applying [67, Proposition 4.24] or by restricting the inner
product 〈ξ, η〉 := tr(ξ∗η), for all ξ, η ∈ u(n).
Because choices of conventions in Yang–Mills gauge theory vary among authors and as such
choices will matter here, we shall summarize our choices. We follow the mathematical conventions
of Kobayashi and Nomizu [69, Chapters II and III], with amplifications described by Bleecker
[15, Chapters 1–3] that are useful in gauge theory, though we adopt the notation employed by
Donaldson and Kronheimer [24, Chapters 2–4] and Uhlenbeck [101]. Bourguignon and Lawson
[17, Section 2] provide a useful summary of Yang–Mills gauge theory that overlaps with our
development here.
We assume that G acts on P on the right [15, Definition 1.1.1], [69, Section I.1.5]. We let A
denote a smooth connection on P through any one of its three standard equivalent definitions,
namely [15, Definitions 1.2.1, 1.2.2, and 1.2.3 and Theorems 1.2.4 and 1.2.5], [69, Section II.1]:
(i) a connection one-form A ∈ Ω1(P ; g), (ii) a family of horizontal subspaces Hp ⊂ TpP smoothly
varying with p ∈ P , or (iii) a set of smooth local connection one-forms Aα ∈ Ω1(Uα; g) with
respect to an open cover {Uα}α∈I of X and smooth local sections σα : Uα → P . In particular, if
gαβ : Uα∩Uβ → G is a smooth transition function [15, Definition 1.1.3], [69, Section I.1.5] defined
by σβ = σαgαβ , then [15, Definition 1.2.3], [69, Proposition II.1.4]
(2.1) Aβ = Ad(g
−1
αβ )Aα + g
∗
αβθ on Uα ∩ Uβ ,
where θ ∈ Ω1(G; g) is the Maurer–Cartan form (or canonical one-form); when G ⊂ GL(n,C),
then (2.1) simplifies to give
Aβ = g
−1
αβAαgαβ + g
−1
αβdgαβ on Uα ∩ Uβ.
2We follow the notational conventions of Friedman and Morgan [39, p. 230], where they define adP as we do
here and define AdP to be the group of automorphisms of the principal G-bundle, P .
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In particular, if B is any other smooth connection on P , then A−B ∈ Ω1(X; adP ) [15, Theorem
3.2.8], where we let
Ωl(X; adP ) := C∞(X;∧l(T ∗X)⊗ adP )
the Fre´chet space of C∞ sections of ∧l(T ∗X)⊗ adP , for an integer l ≥ 0.
Given a connection A on P , one obtains the exterior covariant derivative [15, Definitions 2.2.2
and 3.1.3], [69, Proposition II.5.1]
dA : Ω¯
l(P ; g)→ Ω¯l+1(P ; g),
where l ≥ 0 is an integer and Ω¯l(P ; g) ⊂ Ωl(P ; g) is the subspace of tensorial l-forms ϕ of type
adG such that [15, Definition 3.1.2], [69, p. 75] (i) R∗gϕ = Ad(g−1)ϕ for all g ∈ G, where
Rg : P → P denotes right multiplication by g, and (ii) ϕp(ξ1, . . . , ξl) = 0 if any one of ξi ∈ TpP
is vertical, for p ∈ P . If ϕ ∈ Ωl(P ; g) obeys condition (i) but not (ii), then ϕ is a pseudotensorial
l-form of type adG. In particular, A ∈ Ω1(P ; g) is a pseudotensorial 1-form of type adG by [69,
Proposition II.1.1]. As customary [24, Equation (2.1.12)], we also let
(2.2) dA : Ω
l(X; adP )→ Ωl+1(X; adP ),
denote the equivalent expression for exterior covariant derivative and let
(2.3) d∗A : Ω
l+1(X; adP )→ Ωl(X; adP ),
and denote its L2-adjoint with respect to the Riemannian metric [24, Equation (2.1.24)].
If ϕ ∈ Ω¯l(P ; g), then [15, Corollary 3.1.6]
(2.4) dAϕ = dϕ+ [A,ϕ] ∈ Ω¯l+1(P ; g).
If ϕ ∈ Ωl(X; adP ), then we have the corresponding local expressions,
(2.5) dAϕ ↾Uα= dϕ+ [Aα, ϕ] ∈ Ωl+1(Uα; g),
or in the case of G ⊂ GL(n,C) [15, Theorem 2.2.12],
dAϕ ↾Uα= dϕ+Aα ∧ ϕ− (−1)lϕ ∧Aα ∈ Ωl+1(Uα; g).
The curvature of A ∈ Ω1(P ; g) is defined by [15, Definition 2.2.3], [69, p. 77]
(2.6) FA = dAA ∈ Ω¯2(P ; g),
and by virtue of the structure equation [15, Theorem 2.2.4], [69, Theorem II.5.2], one has
(2.7) FA = dA+
1
2
[A,A] ∈ Ω¯2(P ; g).
(Note that dAϕ ∈ Ω¯l+1(P ; g) even if ϕ ∈ Ωl(P ; g) is only pseudotensorial by [69, Proposition II.5.1
(c)].) We also write FA ∈ Ω2(X; adP ) for the curvature equivalently defined by the corresponding
set of local expressions [15, Theorem 2.2.11]
(2.8) FA ↾Uα= dAα +
1
2
[Aα, Aα] ∈ Ω2(Uα; g),
or in the case of G ⊂ GL(n,C) [15, Corollary 2.2.13],
FA ↾Uα= dAα +Aα ∧Aα ∈ Ω2(Uα; g).
If a ∈ Ω¯1(P ; g), then (2.7) yields
FA+a = dA+
1
2
[A,A] + da+
1
2
[A, a] +
1
2
[a,A] +
1
2
[a, a],
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that is, using (2.5) and [a,A] = [A, a] by the forthcoming (2.10),
(2.9) FA+a = FA + dAa+
1
2
[a, a].
or in the case of G ⊂ GL(n,C) [24, Equation 2.1.14],
FA+a = FA + dAa+ a ∧ a.
We note that if a, b ∈ Ω1(X; adP ) and ξ, η ∈ C∞(TX), then [15, Definition 2.1.1]
(2.10) [a, b](ξ, η) = [a(ξ), b(η)] − [a(η), b(ξ)]
or in the case of G ⊂ GL(n,C) [15, Theorem 2.2.12],
[a, b] = a ∧ b+ b ∧ a.
We let Aut(P ) denote the Fre´chet space of all smooth automorphisms of P [15, Definition 3.2.1],
or gauge transformations. We recall that Aut(P ) ∼= Ω0(X; AdP ) by [15, Theorem 3.2.2], where
AdP := P ×GG and g ∈ G acts on G on the left by conjugation via h 7→ ghg−1 for all h ∈ G [15,
Definition 3.1.1]. If A (P ) denotes the Fre´chet space of all connections on P , then one obtains a
right action [15, Theorem 3.2.5], [69, Theorem II.6.1],
(2.11) A (P )×Aut(P ) ∋ (A, u) 7→ u(A) = u∗A ∈ A (P ).
If u ∈ Aut(P ) is represented locally by u(σα) = σαsα on Uα ⊂ X, where σα : Uα → P is a local
section and sα : Uα → G is a smooth map, then [15, Theorem 3.2.14]
(2.12) u(A) ↾Uα= Ad(s
−1
α )Aα + s
∗
αθ ∈ Ω1(Uα; g),
or in the case of G ⊂ GL(n,C),
u(A) ↾Uα= s
−1
α Aαsα + s
−1
α dsα ∈ Ω1(Uα; g).
If B is any other smooth connection on P and G ⊂ GL(n,C), then
(u(A) −B)α = s−1α Aαsα + s−1α dsα −Bα
= s−1α (Aα −Bα)sα + s−1α (dsα + [Bα, sα])
= s−1α (A−B)αsα + s−1α dBsα on Uα.
If s ∈ Ω0(X; AdP ) is represented locally by the collection {sα}α∈I , then (as in [101, p. 32]) the
corresponding global expression for the action of u ∈ Aut(P ) is given by
(2.13) u(A)−B = s−1(A−B)s+ s−1dBs.
In order to construct Sobolev spaces of connections and gauge transformations, extending the
usual definitions of Sobolev spaces of functions on open subsets of Euclidean space in Adams
and Fournier [2, Chapter 3], we shall need suitable covariant derivatives. If E is a smooth vector
bundle over X with covariant derivative [69, Section III.1]
∇ : C∞(X;E)→ C∞(X;T ∗X ⊗ E),
and A is smooth connection on P with induced covariant derivative (see [24, Equation (2.1.12)
(ii)] or Kobayashi [68, Equation (1.1.1)])
(2.14) ∇A = dA : C∞(X; adP )→ C∞(X;T ∗X ⊗ adP ),
we let ∇A denote the induced covariant derivative on the tensor product bundle E ⊗ adP ,
∇A : C∞(X;E ⊗ adP )→ C∞(X;T ∗X ⊗ E ⊗ adP ).
The covariant derivative on E = ∧l(T ∗X) is induced by the Levi–Civita connection on T ∗X.
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We denote the Banach space of sections of ∧l(T ∗X)⊗adP of Sobolev class W k,p, for any k ∈ N
and p ∈ [1,∞], by W k,pA (X;∧l(T ∗X)⊗ adP ), with norm,
‖φ‖
W k,pA (X)
:=
 k∑
j=0
∫
X
|∇jAφ|p d volg
1/p ,
when 1 ≤ p <∞ and
‖φ‖
W k,∞A (X)
:=
k∑
j=0
ess sup
X
|∇jAφ|,
when p =∞, where φ ∈W k,pA (X;∧l(T ∗X)⊗ adP ).
For p ≥ 1 and a fixed C∞ connection on P , we let
(2.15) A 1,p(P ) := A1 +W
1,p
A1
(X;T ∗X ⊗ adP )
denote the affine space of Sobolev W 1,p connections on P . For p ∈ (d/2,∞), we let Aut2,p(P ) de-
note the Banach Lie group of SobolevW 2,p automorphisms of P [24, Section 2.3.1], [38, Appendix
A and p. 32 and pp. 45–51], [39, Section 3.1.2], let
(2.16) B1,p(P ) := A 1,p(P )/Aut2,p(P )
denote the quotient space of gauge-equivalence classes of W 1,p connections on P , and let
(2.17) π : A 1,p(P ) ∋ A 7→ [A] ∈ B1,p(P )
denote the quotient map.
2.1. Notation and conventions. Throughout this article, constants are generally denoted by
C (or C(∗) to indicate explicit dependencies) and may increase from one line to the next in a
series of inequalities. We write ε ∈ (0, 1] to emphasize a positive constant that is understood to
be small or K ∈ [1,∞) to emphasize a constant that is understood to be positive but finite. We
let Inj(X, g) denote the injectivity radius of a smooth Riemannian manifold (X, g). Following
Adams and Fournier [2, Sections 1.26 and 1.28], for an open subset U ⊂ Rn and integer m ≥ 0,
we let Cm(U) (respectively, Cm(U¯)) denote the vector space of (real or complex-valued) functions
on U which, together with their derivatives up to order m, are continuous (respectively, bounded
and uniformly continuous) on U . The Ho¨lder spaces Cm,λ(U¯ ) for λ ∈ (0, 1] are defined as in [2,
Section 1.29]. We write Cm,λ(U) (or equivalently, Cm,λloc (U)) for the vector space of functions f
such that f ∈ Cm,λ(V¯ ) for all V ⋐ U .
Unless we need to indicate a different regularity for connections and gauge transformations,
we shall always assume that p ∈ (d/2,∞) and abbreviate A 1,p(P ), Aut2,p(P ), B1,p(P ), and
so on, by A (P ), Aut(P ), B(P ), respectively. We call X an admissible four-manifold if it is a
closed3, connected, four-dimensional, orientable, smooth manifold and call (X, g) an admissible
Riemannian four-manifold if X is an admissible four-manifold that is equipped with a smooth
Riemannian metric g. As usual, we let N = {1, 2, 3, . . .} denote the set of positive integers.
3By which we mean, as usual, compact and without boundary.
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3. Kuranishi charts for moduli spaces of anti-self-dual connections
3.1. Kuranishi chart around an interior point via orthogonal projection. The construc-
tion of the Kuranishi chart for an open neighborhood of an interior point [A] of the moduli space
M(P, g) in (1.9) is well known and goes back to Atiyah, Hitchin, and Singer [8, Theorem 6.1],
based on an idea of Kuranishi in the deformation of complex structures [73], and described by
Donaldson and Kronheimer [24], Freed and Uhlenbeck [38], and Friedman and Morgan [39] in
terms of the elliptic deformation complex (1.7) for a smooth anti-self-dual connection A. The
approach we describe here is modeled on that of Taubes [98, 99]. Because the map
A (P ) ∋ A 7→ F+A ∈W 1,p(∧+(T ∗X)⊗ adP )
defines a C1 Fredholm section4 of the vector bundle
V(P ) := A (P )×Aut(P ) W 1,p(∧+(T ∗X)⊗ adP ),
one can apply the Implicit Mapping Theorem for C1 maps of C1 Banach manifolds to provide
• a StabA-equivariant C1 embedding
γ : H1A(X; adP ) ⊃ OA ∋ τ 7→ A+ γ(τ) ∈ A+Ker d∗A ∩W 1,p(T ∗X ⊗ adP )
from a StabA-invariant open neighborhood OA of the origin.
• a StabA-equivariant C1 map
ψ : H1A(X; adP ) ⊃ OA ∋ τ → ψ(τ) ∈ H2A(X; adP )
such that
γ : OA ∩ψ−1(0)/StabA →M(P, g)
is a continuous embedding onto an open neighborhood of [A] in M(P, g), where StabA =
{u ∈ Aut(P ) : u(A) = A} is the stabilizer or isotropy subgroup5 for A in Aut(P ).
This chart can be obtained by splitting the local defining equation, F+A+a = 0 for a ∈ Ker d∗A ∩
W 1,p(T ∗X ⊗ adP ), into two parts: For each τ ∈ OA, first solve for the unique v = ℘(τ) ∈
Π⊥AW
2,p(∧+(T ∗X)⊗ adP ) such that for a = d+,∗A v one has
Π⊥AF
+
A+τ+a = 0.
Indeed, we can solve for v by using the map
B¯+δ (A) ∋ v 7→ Π⊥AF+A+τ+d+,∗A v ∈ Π
⊥
AL
p(∧+(T ∗X)⊗ adP )
to define a self map of B¯+δ (A),
B¯+δ (A) ∋ v 7→ GAF+A+τ+d+,∗A v ∈ B¯
+
δ (A),
and hence solve a fixed point equation for v, where
B+δ (A) :=
{
v ∈ Π⊥AW 2,p(∧+(T ∗X)⊗ adP ) : ‖v‖W 2,p(X) < δ
}
and
GA : L
p(∧+(T ∗X)⊗ adP )→ W 2,p(∧+(T ∗X)⊗ adP )
4The C1 maps, sections, and manifolds discussed here are actually real analytic.
5This subgroup of Aut(P ) is isomorphic to the centralizer of the holonomy subgroup for A in G.
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is the Green’s operator for d+Ad
+,∗
A , so that
d+Ad
+,∗
A GA = Π
⊥
A on L
p(∧+(T ∗X)⊗ adP ),
GAd
+
Ad
+,∗
A = Π
⊥
A on W
2,p(∧+(T ∗X)⊗ adP ).
We then consider the subset of all τ ∈ OA such that
ψ(τ) := ΠAF
+
A+γ(τ) = 0,
where ΠA is L
2-orthogonal projection from L2(∧+(T ∗X)⊗ adP ) onto the finite-dimensional sub-
space Ker d+Ad
+,∗
A , noting that d
+
Ad
+,∗
A is an L
2-self-adjoint elliptic operator with discrete spectrum
in [0,∞), and γ(τ) := τ + d+,∗A ℘(τ) for all τ ∈ OA.
In the preceding discussion, while one can say little about the zero set OA ∩ ψ−1(0), it is at
least straightforward to apply the Implicit Mapping Theorem to reduce the problem of describing
a local neighborhood of a point in M(P, g) to one of describing the finite-dimensional local model
OA ∩ψ−1(0)/StabA. In this article, we shall therefore focus the majority of our attention on the
case where the origin is a regular point of the map
W 1,p(T ∗X ⊗ adP ) ∋ a 7→ F+A+a ∈ Lp(∧+(T ∗X)⊗ adP ),
that is, when H2A(X; adP ) = 0, since the extension to the case H
2
A(X; adP ) 6= 0 requires us only
to replace the role of the preceding map by
W 1,p(T ∗X ⊗ adP ) ∋ a 7→ Π⊥AF+A+a ∈ Π⊥ALp(∧+(T ∗X)⊗ adP ).
When H2A(X; adP ) = 0, one can obtain the gluing map γ from an immediate application of
Theorems 2 or 1 in the special case of an abstract C1 map of smooth Banach manifolds without
boundary, namely the Banach spaces
Ker d∗A ∩W 1,p(T ∗X ⊗ adP ) and Lp(∧+(T ∗X)⊗ adP ),
and one follows this paradigm mutatis mutandis to obtain the general case H2A(X; adP ) 6= 0.
Our main observation in this article is that by replacing the preceding pair of Banach spaces
with a pair of Banach manifolds with boundary, or Banach manifolds with corners more gen-
erally, one can again directly deduce the existence of the desired gluing map — parameterizing
a neighborhood of a point in the bubble tree compactification M̂(P, g) of M(P, g) — from an
application of the Inverse Mapping Theorem for C1 maps of C1 Banach manifolds with corners.
In this article, we focus on the problem of describing an open neighborhood of a point in
M̂(P, g) corresponding to formation of a single bubble point of curvature concentration and, for
this purpose, it is enough to apply the Inverse Mapping Theorem for C1 maps of smooth Banach
manifolds with boundary in the shape of Theorems 2 or 1. In the general case of many bubble
points of curvature concentration, one would have to apply versions of Theorems 2 or 1 for maps
of Banach manifolds with corners. However, such a generalization is purely technical and follows
in a straightforward manner from methods described in this article and by Margalef Roig and
Outerelo Domı´nguez in [78] in their treatment of differential topology for Banach manifolds with
corners. We refer to Ulyanov [102] for a manifolds with corners resolution of singularities for the
symmetric products Syml(X) appearing in the Uhlenbeck compactification M¯(P, g) of M(P, g).
3.2. Kuranishi chart around an interior point via stabilization. There is a convenient
alternative approach to constructing the Kuranishi model for a neighborhood of an anti-self-dual
connection due to Donaldson (see Donaldson [23], Donaldson and Kronheimer [24, pp. 290–291],
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or Donaldson and Sullivan [25]). While the Taubes–Kuranishi approach in Section 3.1 seeks to
replace the codomain Lp(∧+(T ∗X)⊗ adP ) by the smaller subspace
Π⊥AL
p(∧+(T ∗X)⊗ adP )
such that the smooth composition a 7→ Π⊥AF+A+a is a submersion on an open neighborhood of the
origin, where RanΠA = H
2
A(X; adP ) and Π
⊥
A = id−ΠA, in the Donaldson approach one instead
replaces the domain W 1,p(T ∗X ⊗ adP ) by the larger space
W 1,p(T ∗X ⊗ adP )⊕H2A(X; adP ).
When H2A(X; adP ) 6= 0, then the smooth map
W 1,p(T ∗X ⊗ adP ) ∋ a 7→ F+A+a ∈ Lp(∧+(T ∗X)⊗ adP )
has derivative DF+A+·(0) = d
+
A at the origin that is not surjective. We let
LA : H
2
A(X; adP )→ Lp(∧+(T ∗X)⊗ adP )
denote the natural inclusion map. Hence, the smooth map
W 1,p(T ∗X ⊗ adP )⊕H2A(X; adP ) ∋ (a, v) 7→ F+A+a + LAv ∈ Lp(∧+(T ∗X)⊗ adP )
has derivative d+A ⊕ LA at the origin that is, by construction, surjective. Therefore, an open
neighborhood of the origin (0, 0) in the set{
(a, v) ∈ Ker d∗A ∩W 1,p(T ∗X ⊗ adP )⊕H2A(X; adP ) : F+A+a + LAv = 0
}
is an open smooth manifold of dimension equal to that of
Ker(d+A ⊕ LA) ∩
(
Ker d∗A ∩W 1,p(T ∗X ⊗ adP )⊕H2A(X; adP )
)
= Ker d+A ∩Ker d∗A ∩W 1,p(T ∗X ⊗ adP ),
namely, h1A(X; adP ) = dimH
1
A(X; adP ). We now obtain a model for an open neighborhood
in M(P, g) of the point [A] by cutting down the preceding set of pairs (a, v) via the equation
LAv = 0, that is, v = 0.
3.3. Excision principle for the index of an elliptic operator and gluing. The elliptic
complex (1.7) for an anti-self-dual connection A on a principal G-bundle P over X may be rolled
up in the standard way [40, Section 1.5] to define a first-order elliptic operator
(3.1) d+A + d
∗
A : Ω
1(X; adP )→ Ω2,+(X; adP )⊕ Ω0(X; adP )
with
Ker(d+A + d
∗
A) = H
1
A(X; adP ) and Coker(d
+
A + d
∗
A) = H
2
A(X; adP )⊕H0A(X; adP ).
The expected dimension of M(P, g) (at a point [A]) is given by
sA(X; adP ) = Index(d
+
A + d
∗
A)
= Ker(d+A + d
∗
A)− Coker(d+A + d∗A)
= h1A(X; adP )− h0A(X; adP )− h2A(X; adP ),
just as in (1.10).
Suppose that we are given the following data required to construct a smooth principal bundle
over a closed, connected, four-dimensional, oriented, smooth Riemannian manifold:
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Data 3.1 (Splicing data for a connected sum principal bundle over a connected sum Riemannian
four-manifold). Let (X0, g0) and (X1, g1) be admissible Riemannian four-manifolds; G be a com-
pact Lie group; P0 and P1 be smooth principal G-bundles over X0 and X1, respectively; x0 ∈ X
and x1 ∈ X1 be points; λ0 ∈ (0, 1] be a scale parameter whose square root that is less than one
quarter of the injectivity radii of (Xi, gi) for i = 0, 1; v0 and v1 be oriented, orthonormal frames
for TX0|x0 and TX1|x1 , respectively; ρ ∈ IsomG(P0|x0 , P1|x1) be a bundle gluing parameter; and
A0♭ on P0 and A1♭ on P1 be smooth connections.
Varying the choice of bundle gluing parameter ρ ∈ IsomG(P0|x0 , P1|x1) is equivalent to a choice
of fiber points p0 ∈ P0|x0 and p1 ∈ P1|x1 and varying one of those points. As explained in [24,
Section 7.2.1], the Data 3.1 can be used to define a closed, connected, oriented, smooth connected
sum manifold X = X0#X1, where X0 and X1 are joined by a small cylinder with cross section
S3, and a smooth connected sum principal G-bundle P = P#P1 over X. On the complement of
the small cylinder, the Riemannian metric g can be defined to agree with g0 on X0 and g1 on X1.
Given anti-self-dual connections A0 on P0 and A1 on P1, one can use the Data 3.1 to form
an approximately anti-self-dual connection A on P using the splicing method described in [24,
Section 7.2.1]. The excision principle for elliptic operators [9], [24, Proposition 7.1.2] yields the
following formula [24, Equation (7.2.47)] for the expected dimension of the moduli space M(P, g)
(at a point [A]) in terms of the expected dimensions of the moduli spacesM(P0, g0) andM(P1, g1)
(at points [A0] and [A1], respectively):
(3.2) sA(X; adP ) = sA0(X0; adP0) + sA1(X1; adP1) + dimG.
In the simplest case where H2A0(X0; adP0) = 0 and H
2
A1
(X1; adP1) = 0 (no cokernel obstructions
to deformation) and H0A0(X0; adP0) = 0 and H
0
A1
(X1; adP1) = 0 (trivial isotropy groups), the
dimension of M(P, g) (at a point [A]) is given by
(3.3) h1A(X; adP ) = h
1
A0(X0; adP0) + h
1
A1(X1; adP1) + dimG.
The preceding dimension formula can be used to help identify local coordinates for M(P, g) near
the boundary point defined by λ = 0, as in [24, Section 7.2.5].
3.4. Kuranishi chart around a boundary point. Let P1 be a smooth principal G-bundle over
the four-dimensional sphere, S4 = {y ∈ R5 : |y| = 1}, with its standard round metric ground of
radius one. In the simplest example of gluing a family of anti-self-dual connections on a principal
G-bundle P1 onto a family of anti-self-dual connections on a principal G-bundle P0 over (X, g), the
essential idea is to use a splicing map S to define a C1 Banach manifold with boundary structure
on an open subset of the infinite-dimensional quotient space B(P ) ofW 1.p connections (p > 2) on
the principal G-bundle P obtained by splicing P0 and P1 over a small annulus Ω(x0;
√
λ/4, 4
√
λ)
in X defined by a small scale parameter λ ∈ (0, 1] and a point x0 ∈ X. The self-dual components
of the curvatures of connections on P define a section F+ of a C1 Banach vector bundle over
B(P ) with fiber Lp(∧+(T ∗X) ⊗ adP ) that extends to the C1 Banach manifold with boundary,
B¯(P ). (For the purpose of this Introduction, we ignore the minor additional complication posed
by the presence of points [A] in B(P ) represented by connections A with nontrivial isotropy in the
Banach Lie group Aut(P ) of W 2,p automorphisms of P .) For compact Lie groups G, the moduli
spaces M(P1) of anti-self-dual connections are nonempty by virtue of the construction due to
Atiyah, Hitchin, Drinfel′d, and Manin [4, 6, 7, 8]. We also assume that the moduli spaces M(P0)
of anti-self-dual connections on P0 are nonempty. A typical point in the boundary B¯(P ), where
λ = 0, is represented by (A0, A1, x0, 0), where A0 is a connection on P0 and A1 is a connection
on P1 whose curvature density |FA1 |2 has center-of-mass at the north pole of S4 and standard
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deviation one. If both A0 and A1 are anti-self-dual, then [A0, A1, x0, 0] lies in the zero-locus
(F+)−1(0) ∩ B¯(P ). The existence of an embedding (the ‘gluing map’) from a finite-dimensional
manifold of gluing data defined by open neighborhoods of [A0] in M(P0) and [A1] in M(P1) onto
an open neighborhood of [A0, A1, x0, 0] in the bubble-tree compactification M¯(P ) of M(P ) now
follows from a version of the Inverse Mapping Theorem for C1 maps of smooth Banach manifolds
with boundary, namely, Theorem 2 or 1. As noted earlier, when there are many bubble points,
one would have to apply versions of Theorems 2 or 1 for maps of Banach manifolds with corners.
When we consider the proof of existence of a bubble tree compactification for M(P, g), we
shall need to restrict our attention to compact Lie groups in order to apply Uhlenbeck’s Weak
Compactness Theorem [101] or in order to take advantage of existence of anti-self-dual connections
over S4 [4, 6, 7, 8]; until that stage, however, we may allow G to be any Lie group.
3.4.1. Lessons from the analysis of Donaldson’s Collar Theorem. One of the key calculations is
to show that all partial derivatives of F = F+ ◦ S extend continuously from λ ∈ (0, λ0] up to
λ = 0, for example, as the limits as λ ↓ 0 of partial derivatives that are defined when λ > 0.
This shows that F is C1 up to λ = 0, as would be required by a boundary version of the Implicit
Mapping Theorem. Recall that even greater boundary regularity known for Donaldson’s Collar
Map due to prior results of Groisser and Parker [41, 42, 43, 44]. See Donaldson [21, Theorem
11], Freed and Uhlenbeck [38, Chapter 9], Groisser [41, 42] and Groisser and Parker [44, Figure
1 and Theorems II, III, and IV].
4. Differential topology for Banach manifolds with boundary
In this section, we review essential concepts from differential topology for Banach manifolds
with boundary, drawing heavily on the monograph by Margalef Roig and Outerelo Domı´nguez
[78], and conclude with proofs of Theorems 1 and 2. Nice developments of some of these concepts
for Banach manifolds without boundary are provided by Abraham, Marsden, and Ratiu [1] and
by Klingenberg [66]. (While often cited as a reference differential topology for Banach manifolds
without boundary, Lang [75] is inaccurate in some respects, as we note below.)
4.1. Preimage of a submanifold without boundary under a smooth map of manifolds
without boundary. We recall that if f : X → Y is a smooth map of finite-dimensional smooth
manifolds without boundary and Z ⊂ Y is a smooth submanifold without boundary, then f is
transverse to Z, denoted f −⋔ Z, if either f−1(Z) = ∅ or
Ran df(x) + Tf(x)Z = Tf(x)Y, ∀x ∈ f−1(Z).
In particular, if f −⋔ Z, then f−1(Z) ⊂ X is a smooth manifold without boundary and
codim f−1(Z) = codimZ.
See Guillemin and Pollack [45, Theorem, p. 28] or Hirsch [47, p. 22 and Theorem 1.3.3] for this
statement of the Preimage Theorem. When we pass to the setting of infinite-dimensional Banach
manifolds, however, the preceding definition of transversality requires refinement in order to yield
the analogous statement of the Preimage Theorem.
Definition 4.1 (Transversality for maps of Banach manifolds without boundary). (See Abraham,
Marsden, and Ratiu [1, Definition 3.5.10].) Let f : X → Y be a Cp map (p ≥ 1) of Cp Banach
manifolds without boundary and let Z ⊂ Y be a Cp Banach submanifold without boundary.
Then f is transverse to Z at x ∈ X, denoted f −⋔x Z, if either f(x) /∈ Z or if f(x) ∈ Z, then
(1) Ran df(x) + Tf(x)Z = Tf(x)Y , and
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(2) The subspace (df(x))−1(Tf(x)Z) has a closed complement6 in TxX.
If f −⋔x Z for all x ∈ X, then f is transverse to Z, denoted f −⋔ Z.
Condition (1) in Definition 4.1 is purely algebraic; there is no assumption that Ran df(x) has
a closed complement in Tf(x)Y . Condition (2) in Definition 4.1 is automatic when X is a Hilbert
manifold or finite-dimensional.
Theorem 4.2 (Preimage of a Banach manifold without boundary under a map whose domain
and codomain are Banach manifolds without boundary). (See Abraham, Marsden, and Ratiu
[1, Theorem 3.5.12] or Margalef Roig and Outerelo Domı´nguez [78, Proposition 7.1.14], which
includes the case of Banach manifolds without boundary.) Let f : X → Y be a Cp map (p ≥ 1)
of Cp Banach manifolds without boundary and let Z ⊂ Y be a Banach submanifold without
boundary. If f −⋔ Z, then f−1(Z) is a Cp Banach submanifold without boundary, Tx(f−1(Z)) =
(df(x))−1(Tf(x)Z), and if Z has finite codimension, then codim f−1(Z) = codimZ.
Margalef Roig and Outerelo Domı´nguez further assert in [78, Proposition 7.1.14] that the
induced map
df(x) : TxX/Tx(f
−1(Z))→ Tf(x)Y/Tf(x)Z
is an isomorphism of Banach spaces and use this isomorphism to conclude that codimension of
submanifolds is preserved under pullback by maps that have the transversality property described
in Definition 4.1.
4.2. Preimage of a submanifold without boundary under a map of a manifold with
boundary into a manifold without boundary. When X has boundary but Y is without
boundary, the following version of Theorem 4.2 is well-known in the case of finite-dimensional
manifolds.
Theorem 4.3 (Preimage of a manifold without boundary by a map whose domain is a manifold
with boundary and codomain is a manifold without boundary). (See Guillemin and Pollack
[45, Theorem, p. 60] or Hirsch [47, Theorem 1.4.2].) Let X be a finite-dimensional smooth
manifold with boundary, Y be a finite-dimensional manifold without boundary, and Z ⊂ Y be a
submanifold without boundary. If f : X → Y is a smooth map such that f˚ −⋔ Z and ∂f −⋔ Z,
where f˚ := f ↾ Int(X) and ∂f := f ↾ ∂X, then the preimage f−1(Z) is a smooth manifold with
boundary
∂(f−1(Z)) = f−1(Z) ∩ ∂X
and codim f−1(Z) = codimZ.
Following Hirsch [47, p. 30], one calls W ⊂ X a neat submanifold if ∂W =W ∩ ∂X and W is
covered by coordinate charts (ϕ,U) for X such that
W ∩ U = ϕ−1(Rm),
where m = dimW . A neat embedding is one whose image is a neat submanifold. See [47, Figure
1.6] for one illustration of a submanifold that is neat and two that are not. In general, W is neat
if and only if ∂W = W ∩ ∂X and W is not tangent to ∂X at any point of x ∈ ∂W , that is,
TxW 6⊂ Tx(∂X) [47, p. 31].
6Lang [75, p. 27 and Proposition 2.2.4] is inaccurate here since he omits the condition on existence of a closed
complement.
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4.3. Elementary examples. When the domain and codomain of a smooth map are finite-
dimensional manifolds, the presence of non-empty boundaries in the domain or codomain requires
modifications in the Preimage Theorem 4.2 for manifolds without boundary in order to give the
nicest possible analogue for manifolds with boundary. The elementary examples in this section
illustrate some of the key considerations.
Let f : X → X ′ be a smooth map of finite-dimensional smooth manifolds with boundary
and X ′′ ⊂ X ′ be a smooth submanifold with boundary. We abbreviate ∂f = f ↾ ∂X and
f˚ = f ↾ Int(X) as in Theorem 4.3. If
Tf(x)X
′ = Ran df(x) + Tf(x)X ′′, ∀x ∈ f−1(Y ) ∩ Int(X),
Tf(x)X
′ = Ran d(∂f)(x) + Tf(x)X ′′, ∀x ∈ f−1(Y ) ∩ ∂X,
then f −⋔ X ′′ by Definition 1.1. We abbreviate writing that f is a submersion (so X ′′ is any point
in X ′) by f −⋔ pt.
Example 4.4 (Domain of f1 is a half plane, codomain of f1 is a plane, f˚1
−⋔ pt, ∂f1 −⋔ pt,
and Y is a submanifold of the codomain). Consider f1 : H
3 ∋ (x, y, z) 7→ (x, y) ∈ R2, where
H
3 = {(x, y, z) ∈ R3 : z ≥ 0} and ∂H3 = {(x, y, 0) : (x, y) ∈ R2}, so that ∂f1 : ∂H3 ∋ (x, y, 0) 7→
(x, y) ∈ R2. The maps f1 and ∂f1 preserve strata.
Let Y = {(0, y) : y ∈ R} ⊂ R2, so ∂Y = ∅. We have f−11 (Y ) = {(0, y, z) : y ∈ R, z ≥ 0} and
(∂f1)
−1(Y ) = {(0, y, 0) : y ∈ R}. Observe that f˚1 −⋔ pt and ∂f1 −⋔ pt. Note that
∂{f−11 (Y )} = {(0, y, 0) : y ∈ R} and
f−11 (Y ) ∩ ∂H3 = {(0, y, 0) : y ∈ R} ∩ ∂H3 = {(0, y, 0) : y ∈ R},
giving
∂{f−11 (Y )} = f−11 (Y ) ∩ ∂H3.
Moreover, codim(f−11 (Y );H
3) = 1 = codim(Y ;H2). The conclusions agree with our expectation
from Theorem 4.3. 
Example 4.5 (Domain of f2 is a half plane, codomain of f2 is a plane, f˚2
−⋔ pt, and ∂f2 6−⋔ Y ).
Consider f2 : H
3 ∋ (x, y, z) 7→ (y, z) ∈ R2, where H3 = {(x, y, z) ∈ R3 : z ≥ 0} and ∂H3 =
{(x, y, 0) : (x, y) ∈ R2}, so that ∂f2 : ∂H3 ∋ (x, y, 0) 7→ (y, 0) ∈ Y ⊂ R2. The maps f2 and ∂f2
preserve strata.
Let Y = {(y, 0) : y ∈ R} ⊂ R2, so ∂Y = ∅. We have f−12 (Y ) = {(x, y, 0) : x, y ∈ R} and
(∂f2)
−1(Y ) = {(x, y, 0) : x, y ∈ R}. Observe that f˚2 −⋔ pt but ∂f2 6−⋔ Y . Note that
∂{f−12 (Y )} = ∅ and f−12 (Y ) ∩ ∂H3 = {(x, y, 0) : x, y ∈ R} ∩ ∂H3 = ∂H3,
giving
∂{f−12 (Y )} 6= f−12 (Y ) ∩ ∂H3.
However, codim(f−12 (Y );H
3) = 1 = codim(Y ;R2). The conclusions agree with our expectation
from Theorem 4.3. 
Example 4.6 (Domain and codomain of f2 are half planes, f˚2
−⋔ pt, ∂f2 6−⋔ Y , and Y is not
a neat submanifold of the codomain). Consider f2 : H
3 ∋ (x, y, z) 7→ (y, z) ∈ H2, where H3 =
{(x, y, z) ∈ R3 : z ≥ 0} and H2 = {(y, z) ∈ R2 : z ≥ 0}, so ∂H3 = {(x, y, 0) : (x, y) ∈ R2} and
∂H2 = {(y, 0) : y ∈ R}, and ∂f2 : ∂H3 ∋ (x, y, 0) 7→ (y, 0) ∈ H2. The maps f2 and ∂f2 preserve
strata.
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Let Y = {(y, 0) : y ∈ R} ⊂ H2, so ∂Y = ∅. We have f−12 (Y ) = {(x, y, 0) : x, y ∈ R} and
(∂f2)
−1(Y ) = {(x, y, 0) : x, y ∈ R}. Observe that f˚2 −⋔ pt but ∂f2 6−⋔ Y . Note that
∂{f−12 (Y )} = ∅ and f−12 (Y ) ∩ ∂H3 = {(x, y, 0) : x, y ∈ R} ∩ ∂H3 = ∂H3,
giving
∂{f−12 (Y )} 6= f−12 (Y ) ∩ ∂H3.
However, codim(f−12 (Y );H
3) = 1 = codim(Y ;H2). The conclusions agree with our expectation
from Theorem 4.53. 
Example 4.7 (Domain and codomain of f2 are half planes, f˚2
−⋔ pt, ∂f2 −⋔ ∂Z, and Z is a
neat submanifold of the codomain). Consider f2 : H
3 ∋ (x, y, z) 7→ (y, z) ∈ H2, where H3 =
{(x, y, z) ∈ R3 : z ≥ 0} and H2 = {(y, z) ∈ R2 : z ≥ 0}, so ∂H3 = {(x, y, 0) : (x, y) ∈ R2} and
∂H2 = {(y, 0) : y ∈ R}, and ∂f2 : ∂H3 ∋ (x, y, 0) 7→ (y, 0) ∈ ∂H2 ⊂ H2. The maps f2 and ∂f2
preserve strata.
Let Z = {(0, z) : z ≥ 0} ⊂ H2, so ∂Z = {(0, 0)} ⊂ ∂H2. We have f−12 (Z) = {(x, 0, z) : x ∈
R, z ≥ 0} and (∂f2)−1(Z) = {(0, 0, 0)}. Observe that f˚2 −⋔ pt and ∂f2 −⋔ Z (since T(0,0)Z = z-axis
and Ran d(∂f2) = y-axis). Note that
∂{f−12 (Z)} = {(x, 0, 0) : x ∈ R} and
f−12 (Z) ∩ ∂H3 = {(x, 0, z) : x ∈ R, z ≥ 0} ∩ ∂H3 = {(x, 0, 0) : x ∈ R},
giving
∂{f−12 (Z)} = f−12 (Z) ∩ ∂H3.
Moreover, codim(f−12 (Z);H
3) = 1 = codim(Z;H2). The conclusions agree with our expectation
from Theorem 4.53. 
Example 4.8 (Domain and codomain of f3 are half planes, f˚3
−⋔ Z and ∂f3 −⋔ Z). Consider f3 :
H
3 ∋ (x, y, z) 7→ (y, 0) ∈ H2, where H3 = {(x, y, z) ∈ R3 : z ≥ 0} and H2 = {(y, z) ∈ R2 : z ≥ 0},
so ∂H3 = {(x, y, 0) : (x, y) ∈ R2} and ∂H2 = {(y, 0) : y ∈ R}, and ∂f3 : ∂H3 ∋ (x, y, 0) 7→ (y, 0) ∈
H
2. The maps f3 and ∂f3 preserve strata.
Let Z = {(0, z) : z ≥ 0} ⊂ H2, so ∂Z = {(0, 0)} ⊂ ∂H2. We have f−13 (Z) = {(x, 0, 0) : x ∈ R}
and (∂f3)
−1(Z) = {(x, 0, z) : x ∈ R, z ≥ 0}. Observe that f˚3 −⋔ Z (since T(0,z)Z = z-axis and
Ran df˚3 = y-axis) and ∂f3
−⋔ ∂Z (since T(0,0)Z = z-axis and Ran d(∂f3) = y-axis). Note that
∂{f−13 (Z)} = {(x, 0, 0) : x ∈ R} and
f−13 (Z) ∩ ∂H3 = {(x, 0, 0) : x ∈ R} ∩ ∂H3 = {(x, 0, 0) : x ∈ R},
giving
∂{f−13 (Z)} = f−13 (Z) ∩ ∂H3.
Moreover, codim(f−13 (Z);H
3) = 1 = codim(Z;H2). The conclusions agree with our expectation
from Theorem 4.53. 
4.4. Banach manifolds with boundary. Margalef Roig and Outerelo Domı´nguez define Ba-
nach manifolds with corners in [78, Section 1.2], based on their analysis of differentials of maps
over open subsets of quadrants of Banach spaces in [78, Section 1.1]. We shall only need special
cases of their results applying to Banach manifolds with boundary, based on the half planes in Ba-
nach spaces instead of the more general quadrants in Banach spaces employed in [78]. Joyce [63]
and Melrose [87] provide complementary treatments of finite-dimensional manifolds with corners,
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but their emphasis are somewhat different to that of [78], whose treatment directly addresses our
need.
4.4.1. Differential of maps over open sets of half planes of Banach spaces. If E,F are real Banach
spaces, we let L (E,F ) denote the Banach space of bounded, linear operators u : E → F with
the operator norm
‖u‖L (E,F ) := sup
x∈E\{0}
‖ux‖F
‖x‖E .
If F = R, we let E∗ = L (E,R) denote the continuous dual space7 of E.
Definition 4.9 (Hyperplanes and half planes). (See Margalef Roig and Outerelo Domı´nguez [78,
Definition 1.1.1].) Let E be a real Banach space and λ ∈ E∗ = L (E,R) be non-constant. We
call E0λ := {x ∈ E : λ(x) = 0} a hyperplane and E+λ := {x ∈ E : λ(x) ≥ 0} a half plane.
We shall also find it convenient to denote the boundary and interior of E+λ by
(4.1) ∂E+λ := E
0
λ = Kerλ and Int(E
+
λ ) = E
+
λ \ E0λ = {x ∈ E : λ(x) > 0}.
If µ : E → R is another non-constant linear map and E+µ = E+λ , then there exists a number c > 0
such that λ = cµ [75, Section 2.4]. To see this, observe that
Kerλ = Kerµ,
while dimE/Ker λ = 1 and so E = Kerλ ⊕ F , for some closed complement F ⊂ E of real
dimension one by [93, Lemma 4.21 (b)]. Choose x0 ∈ F such that λ(x0) = 1, so x0 ∈ Int(E+λ )
and because Int(E+λ ) = Int(E
+
µ ), then µ(x0) > 0 too. Define α ∈ E∗ by
α := λ− λ(x0)
µ(x0)
µ
and observe that Kerα = Kerλ while α(x0) = 0 and so α ≡ 0 on F and hence α ≡ 0 on E. Thus,
we can take c = λ(x0)/µ(x0).
Note that if we allowed λ = 1 in Definition 4.9, then we would have E0λ = ∅ and E
+
λ = E; this
choice will allow us to consider manifolds without boundary as special cases of manifolds with
boundary. Conversely, if we had allowed λ = 0 in Definition 4.9, then we would have E0λ = E
and E+λ = E and if E
+
µ = E for some µ ∈ E∗, then we would necessarily also have µ = 0.
Definition 4.10 (Derivative). (See Margalef Roig and Outerelo Domı´nguez [78, Definition
1.1.6].) Let E,F be real Banach spaces, λ ∈ E∗, and U ⊂ E+λ be an open subset, and x ∈ U , and
f : U → F be a map. If there exists u ∈ L (E,F ) such that
lim
y→x
‖(f(y)− f(x)− u(y − x)‖F
‖y − x‖E = 0,
then f is differentiable at x, and u is the derivative of (or tangent to) f at x and denoted by
Df(x) = f ′(x). If f is differentiable at every point x ∈ U , then f is differentiable on U .
According to [78, Proposition 1.1.5], the derivative u is unique. Definition 4.10, unlike that of
Lang [75, Section 2.4], does not require any choice of extension of f to some open neighborhood
of x in E. According to [78, Proposition 1.1.13], if f is p − 1 times differentiable on U and p
times differentiable at x, where p ≥ 2, then Dpf(x) ∈ L p(E,F ) = L (⊗pE,F ) is a p-linear,
continuous, and symmetric operator. We let L psym(E,F ) ⊂ L p(E,F ) denote the closed subspace
7When necessary to make a distinction, we let L(E,F ) denote the vector space of linear operators u : E → F
and E∨ := L(E,R) denote the algebraic dual space of E.
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of p-linear, continuous, and symmetric operators. One says that f is map of class p (or a Cp
map) if f is p times differentiable on U and the map Dpf : U → L psym(E,F ) is continuous [78,
Definition 1.1.14].
4.4.2. Differentiable manifolds with boundary. Let X be a set and8 p ∈ N ∪ {∞}. Following [78,
Section 1.1.2], one says that (U,ϕ, (E,λ)) is a chart for X if the following hold: U is a subset of
X, and E is a real Banach space, λ ∈ E∗, and ϕ : U → E+λ is an injective map, and ϕ(U) is an
open subset of E+λ . One calls two charts (U,ϕ, (E,λ)) and (U
′, ϕ′, (E′, λ′)) compatible of class p
(or Cp compatible) if ϕ(U ∩ U ′) and ϕ′(U ∩ U ′) are open subsets of E+λ and E′+λ′ , respectively,
and the maps
ϕ′ ◦ ϕ−1 : ϕ(U ∩ U ′)→ ϕ′(U ∩ U ′) and ϕ ◦ ϕ′−1 : ϕ′(U ∩ U ′)→ ϕ(U ∩ U ′)
are Cp (and hence homeomorphisms). A set A of charts for X is called an atlas of class p on
X if the domains of the charts cover X and any two of them are Cp compatible. According to
[78, Definition 1.2.2], the equivalence class [A ] defined by an atlas A is called a differentiable
structure of class p on X and the pair (X, [A ]) is called a differentiable manifold of class p
(or a Cp Banach manifold), usually denoted simply by X. By [78, Proposition 1.2.3], the set
B = {U : U is a domain of a chart for X} is a basis for a topology on X.
Remark 4.11 (Topological properties of Banach manifolds with boundary). The topologies of
the Banach manifolds that we encounter in our applications to gauge theory will generally have
additional features. For example, they are typically regular Hausdorff spaces, paracompact,
and modelled on separable real Banach spaces. Such manifolds are metrizable according to [78,
Corollary 1.4.12].
Let E be a real Banach space, λ ∈ E∗, and U be an open subset of E+λ . Following [78,
Definition 1.2.6], we call ∂U = ∂λU = {x ∈ U : λ(x) = 0} the λ-boundary of U and call
Int(U) = Intλ(U) = {x ∈ U : λ(x) > 0} the λ-interior of U .
One needs to prove that the boundary is preserved by diffeomorphisms. If E,F are real Banach
spaces, λ ∈ E∗ and µ ∈ F ∗ are non-constant, and U ⊂ E+λ and V ⊂ F+µ are open subsets, we
recall [78, Definition 1.2.9] that a map f : U → V is a diffeomorphism of class p (or a Cp
diffeomorphism) if it is bijective and both f and f−1 : V → U are of class p.
Theorem 4.12 (Boundary invariance). (See Margalef Roig and Outerelo Domı´nguez [78, Theo-
rem 1.2.12].) Let E,F be real Banach spaces, λ ∈ E∗ and µ ∈ F ∗ be non-constant, U be an open
subset of E+λ , and V be an open subset of F
+
µ , and f : U → V be a Cp diffeomorphism (p ≥ 1).
Then
f(Intλ(U)) = Intµ(V ) and f(∂λU) = ∂µV
while
f ↾ Intλ(U) : Intλ(U)→ Intµ(V )
is a Cp diffeomorphism.
Theorem 4.12 yields the
Proposition 4.13 (Boundary and interior of a manifold). (See Margalef Roig and Outerelo
Domı´nguez [78, Proposition 1.2.13].) If X is a differentiable manifold of class p ≥ 1 and x ∈ X
is a point and (U,ϕ, (E,λ)) and (V, ψ, (F, µ)) are charts for X such that x ∈ U ∩ V , then ϕ(x) ∈
∂λϕ(U) ⇐⇒ ψ(x) ∈ ∂µψ(V ) and ϕ(x) ∈ Intλ(ϕ(U)) ⇐⇒ ψ(x) ∈ Intµ(ψ(V )).
8We write N = {0, 1, 2, 3, . . .} for the set of natural numbers including zero.
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Hence, by virtue of Proposition 4.13 one can make the
Definition 4.14 (Boundary and interior of a Cp Banach manifold). (See Margalef Roig and
Outerelo Domı´nguez [78, Definitions 1.2.14 and 1.2.16].) Let X be a differentiable manifold of
class p ≥ 1. Then ∂X := {x ∈ X : ϕ(x) ∈ ∂λϕ(U) for some chart (U,ϕ, (E,λ))} is called the
boundary of X while Int(X) := {x ∈ X : ϕ(x) ∈ Intλ(ϕ(U)) for some chart (U,ϕ, (E,λ))} is
called the interior of X.
Remark 4.15 (Manifolds without boundary as a special case of manifolds with boundary). As
usual, the definition of manifold with boundary subsumes that of a manifold without boundary
by taking λ = 1, as noted following Definition 4.9.
Proposition 4.16 (Differentiable structure of class p on the boundary and interior of a Cp Banach
manifold). (See Margalef Roig and Outerelo Domı´nguez [78, Proposition 1.2.18 and Corollary
1.2.19].) Let X be a differentiable manifold of class p ≥ 1. Then the following hold:
(1) There is a unique differentiable structure on Int(X) such that for all x ∈ Int(X) and all
charts (U,ϕ, (E,λ)) for X with x ∈ U and ϕ(x) = 0, the triplet (U,ϕ,E) is a chart for
Int(X). Also, Int(X) has no boundary and its topology is the topology induced by X.
(2) There is a unique differentiable structure on ∂X such that for all x ∈ ∂X and all charts
(U,ϕ, (E,λ)) for X with x ∈ U and ϕ(x) = 0, the triplet (U ∩ ∂X,ϕ ↾ U ∩ ∂X,E0λ) is a
chart for ∂X. Also, ∂X has no boundary and its topology is the topology induced by X.
4.4.3. Differentiable maps. We begin with the
Definition 4.17 (Maps of class p). (See Margalef Roig and Outerelo Domı´nguez [78, Definition
1.3.2].) Let X and X ′ be differentiable manifolds of class p ≥ 1. We say that f : X → X ′ is a
map of class p or a Cp map if for every x ∈ X there are a chart (U,ϕ, (E,λ)) for X at x and a
chart (V, ψ, (F, µ)) of X ′ at f(x) such that f(U) ⊂ V and the map
ψ ◦ f ◦ ϕ−1 : ϕ(U)→ ψ(V )
is a map of class p.
One can show [78, p. 36] that every Cp map (p ≥ 1) is necessarily a continuous map. The
map f in Definition 4.17 is a diffeomorphism of class p (or Cp diffeomorphism) if f is bijective
and f−1 is also a map of class p [78, Definition 1.3.4].
Theorem 4.18 (Boundary invariance). (See Margalef Roig and Outerelo Domı´nguez [78, The-
orem 1.3.6].) Let X and X ′ be differentiable manifolds of class p ≥ 1 and f : X → X ′ be a
diffeomorphism of class p. Then f(∂X) = ∂X ′ and f(Int(X)) = Int(X ′).
Moreover, in the setting of Theorem 4.18 we recall by [78, Proposition 1.3.7] that f ↾ ∂X :
∂X → ∂X ′ and f ↾ Int(X) : Int(X)→ Int(X ′) are diffeomorphisms of class p.
4.4.4. Tangent spaces and tangent bundles. Let X be a Cp Banach manifold (p ≥ 1) and x ∈ X.
Let CxX := {(c, v) : c = (U,ϕ, (E,λ)) is a chart for X at x and v ∈ E} and consider the binary
relation ∼ on CxX defined by
(c, v) ∼ (c′, v′) ⇐⇒ D(ϕ′ ◦ ϕ−1)(ϕ(x))v = v′.
According to [78, Proposition 1.6.1], this binary relation is an equivalence relation on CxX and
one denotes
TxX := CxX/ ∼
and denotes the equivalence class of (c, v) by [c, v].
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Proposition 4.19 (Tangent space of a differentiable manifold at a point). (See Margalef Roig
and Outerelo Domı´nguez [78, Proposition 1.6.2].) Let X be a Cp Banach manifold (p ≥ 1) and
x ∈ X. Then the following hold:
(1) For every chart c = (U,ϕ, (E,λ)) for X at x, the map Oxc : E → TxX defined by Oxc (v) =
[c, v] is bijective.
(2) There is a unique structure of a real topological vector space on TxX such that for ev-
ery chart c = (U,ϕ, (E,λ)) for X with x ∈ U , the map Oxc : E → TxX is a linear
homeomorphism and this structure is Banachable.
(3) If c = (U,ϕ, (E,λ)) and c′ = (U ′, ϕ′, (E′, λ′)) are charts for X at the point x, then
(Oxc′)
−1 ◦ Oxc = D(ϕ′ ◦ ϕ)−1(ϕ(x)).
The real Banachable space TxX is the tangent space of X at x and the elements of TxX are
tangent vectors of X at x. It is important to remember that TxX ∼= E (as Banach spaces)
irrespective of whether x ∈ Int(X) or x ∈ ∂X.
Proposition 4.20 (Tangent space of a differentiable manifold at a point). (See Margalef Roig
and Outerelo Domı´nguez [78, Proposition 1.6.3].) If X and X ′ are Cp Banach manifolds (p ≥ 1)
and f : X → X ′ is a Cp map and x ∈ X, then there is a unique continuous linear map,
df(x) = Txf : TxX → Tf(x)X ′,
such that for every chart c = (U,ϕ, (E,λ)) for X at x and every chart c′ = (U ′, ϕ′, (E′, λ′)) for
X ′ at f(x) one has
df(x) = O
f(x)
c′ ◦D(ϕ′ ◦ ϕ)−1(ϕ(x)) ◦ (Oxc )−1.
The map df(x) is called the derivative or tangent map for f at the point x [78, p. 63]. The set
TX = ∪x∈XTxX denotes the tangent bundle for X, with projection map τX : TX → X defined
by (x, v) 7→ x for all (x, v) ∈ TX [78, p. 66].
Proposition 4.21 (Properties of the tangent bundle). (See Margalef Roig and Outerelo Domı´nguez
[78, Proposition 1.6.9].) If X is a Cp Banach manifold (p ≥ 1), then TX has a unique structure
as a Cp−1 manifold and the following hold:
(1) The projection τX : TX → X is a Cp−1 map.
(2) If p ≥ 2, then for all (x, v) ∈ TX,
(x, v) ∈ Int(TX) ⇐⇒ x ∈ Int(X) and (x, v) ∈ ∂(TX) ⇐⇒ x ∈ ∂X.
If f : X → X ′ is a Cp map, then the map df : TX → TX ′ given by (x, v) 7→ (f(x), df(x)v) is
of class Cp−1 [78, Proposition 1.6.10].
Tangent vectors to X at a point x may be equivalently described in terms of curves passing
through x [78, pp. 67–68]. If α : [0, a)→ X is a C1 map such that α(0) = x, then the element of
TxX defined by
dα(0) ◦ O0c0(1)
is called the tangent vector to α at the point 0 and is denoted by α˙(0), where c0 = ([0, a), ι, (R, 1R))
and ι : [0, a) → R is the inclusion map. If β : (b, 0] → X is a C1 map such that β(0) = x, then
the element of TxX defined by
dβ(0) ◦ O0c0(1)
is called the tangent vector to β at the point 0 and is denoted by β˙(0), where c0 = ((b, 0], ι, (R,−1R))
and ι : (b, 0] → R is the inclusion map. If γ : (c, d) → X is a C1 map such that γ(0) = x, then
γ˙(0) is similarly defined.
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If α : [0, a) → X (respectively, α : (b, 0] → X) is a C1 map such that α(0) = x and α˙(0) = v,
then v is called an inner (respectively, outer) tangent vector at x. The set of the inner tangent
vectors at x is denoted by (TxX)
i and the set of the outer tangent vectors at x is denoted by
(TxX)
o.
Proposition 4.22 (Inner and outer tangent vectors). (See Margalef Roig and Outerelo Domı´nguez
[78, Propositions 1.6.12 and 1.6.13].) If X is a Cp Banach manifold (p ≥ 1) and x ∈ X, then the
following hold:
(1) (TxX)
i = −(TxX)o.
(2) TxX = Span((TxX)
i) = Span((TxX)
o).
(3) Oxc (E
+
λ ) = (TxX)
i if c = (U,ϕ, (E,λ)) is a chart for X at x.
Proposition 4.23 (Strictly inner and outer tangent vectors). (See Margalef Roig and Outerelo
Domı´nguez [78, Proposition 1.6.15].) If X is a Cp Banach manifold (p ≥ 1) and x ∈ X and
c = (U,ϕ, (E,λ)) and c′ = (U ′, ϕ′, (E′, λ′)) are charts for X such that x ∈ U ∩U ′ and ϕ(x) = 0 =
ϕ′(x), then
O
x
c (Int(E
+
λ )) = O
x
c′(Int(E
′+
λ′ )) ⊂ (TxX)i.
The elements of Oxc (Int(E
+
λ )) are called strictly inner tangent vectors at x and the elements
of −Oxc (Int(E+λ )) are called strictly outer tangent vectors at x. (If x ∈ Int(X), then all tangent
vectors in TxX are both strictly inner and strictly outer.)
Proposition 4.24 (Characterization if inner and strictly inner tangent vectors). (See Margalef
Roig and Outerelo Domı´nguez [78, Proposition 1.6.16].) If X is a Cp Banach manifold (p ≥ 1)
and x ∈ X and c = (U,ϕ, (E,λ)) is a chart for X at x and v ∈ TxX, then:
(1) v is inner ⇐⇒ λ(Oxc )−1(v)) ≥ 0;
(2) v is strictly inner ⇐⇒ λ(Oxc )−1(v)) > 0.
Proposition 4.25 (Smooth maps and inner tangent vectors). (See Margalef Roig and Outerelo
Domı´nguez [78, Proposition 1.6.17].) If f : X → X ′ is a Cp map (p ≥ 1) of Cp Banach manifolds
and x ∈ X, then df(x)((TxX)i) ⊂ (Tf(x)X ′)i.
4.5. Inverse mapping theorem for manifolds with boundary. The essential ingredient
that is required to extend transversality results for maps of manifolds without boundary to maps
of manifolds with boundary is the inverse mapping theorem for manifolds with boundary.
Theorem 4.26 (Inverse mapping theorem for maps of open subsets of half planes). (See Margalef
Roig and Outerelo Domı´nguez [78, Theorem 2.2.4].) Let E and F be real Banach spaces, λ ∈ E∗
and µ ∈ F ∗, and U ⊂ E+λ be an open subset, f : U → F+µ be a Cp map (p ≥ 1) such that
f(∂λU) ⊂ ∂F+µ , and x ∈ U be a point. Then the following are equivalent:
(1) Df(x) : E → F is a linear homeomorphism,
(2) There exist an open neighborhood U1 ⊂ U of x and an open neighbourhood V ⊂ F+µ of
f(x) such that f is a Cp diffeomorphism from U1 onto V .
Remark 4.27 (Extension of smooth functions on arbitrary subsets). If M and N are smooth
manifolds with or without boundary, and E ⊂ M is an arbitrary subset, we recall (see Lee [76,
p. 45]) that a map f : E → N is said to be smooth on E if it has a smooth extension in a
neighborhood of each point: that is, if for every x ∈ E there is an open subsetW ⊂M containing
x and a smooth map f˜ : W → N such that f˜ ↾ W ∩ E = f ↾ W ∩ E. One can prove that that
if the set E is contained in the closure of its interior, then the derivatives df(x), for each x ∈ E,
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are uniquely defined by the extensions. Deep results due to Whitney [105, 106] provide sufficient
conditions on f for the existence of smooth extensions; see Fefferman [37] for more recent and
sharper forms of Whitney’s extension theorems.
Definition 4.28 (Local diffeomorphisms of manifolds with boundary). (See Margalef Roig and
Outerelo Domı´nguez [78, Definition 2.2.5].) Let X and X ′ be differentiable manifolds of class p
and f : X → X ′ be a map.
(1) f is a local diffeomorphism of class p at x0 ∈ X if there are open neighbourhoods Vx0 ⊂ X
of x0 and Vf(x0) ⊂ X ′ of f(x0) such that f is a diffeomorphism of class p from Vx0 onto
Vf(x0).
(2) f is a local diffeomorphism of class p from X to X ′ if it is a local diffeomorphism of class
p at every x ∈ X.
Any local diffeomorphism of class p is necessarily a map of class p.
Theorem 4.29 (Inverse mapping theorem for maps of manifolds with boundary). (See Margalef
Roig and Outerelo Domı´nguez [78, Theorem 2.2.6].) Let X and X ′ be differentiable manifolds of
class p and f : X → X ′ be a Cp map (p ≥ 1) and x0 ∈ X be a point. Then the following are
equivalent:
(1) df(x0) is a linear homeomorphism and there is an open neighborhood Vx0 ⊂ X of x0 such
that f(Vx0 ∩ ∂X) ⊂ ∂X ′.
(2) f is a local diffeomorphism of class p at x0.
4.6. Submanifolds, immersions, and embeddings of manifolds with boundary.
4.6.1. Submanifolds of manifolds with boundary.
Definition 4.30 (Submanifold of a manifold with boundary and adapted chart). (See Margalef
Roig and Outerelo Domı´nguez [78, Definitions 3.1.1 and 3.1.2].) Let X be a Cp Banach manifold
with boundary (p ≥ 1) and X ′ ⊂ X be a subset. Then X ′ is a Cp submanifold of X if for every
x ∈ X ′ there are a chart c = (U, φ,E, λ) for X with x ∈ U and φ(x) = 0, a closed linear subspace
F ⊂ E that admits a closed complement in E, and µ ∈ F ∗ such that φ(U ∩X ′) = φ(U)∩F+µ and
is an open subset of F+µ . Moreover, c = (U, φ,E, λ) is called a chart adapted to X
′ at x′ through
(F, µ).
Proposition 4.31 (Adapted charts). (See Margalef Roig and Outerelo Domı´nguez [78, Proposi-
tion 3.1.3].) Let X be a Cp Banach manifold with boundary (p ≥ 1), and X ′ ⊂ X be a subset and
x′ ∈ X ′ be a point, c = (U, φ,E, λ) be a chart for X with φ(x) = 0, and F ⊂ E be a closed linear
subspace that admits a closed complement in E, and µ ∈ F ∗. Then the following are equivalent:
(1) c = (U, φ,E, λ) is a chart adapted to X ′ at x′ through (F, µ).
(2) φ(U ∩X ′) = φ(U) ∩ F+µ and F+µ ⊂ E+λ .
We remark that the assertion F+µ ⊂ E+λ in Item (2) of Proposition 4.31 is not part of the
Definition 4.30 of an adapted chart.
Definition 4.32 (Neat submanifold of a manifold with boundary). (See Margalef Roig and
Outerelo Domı´nguez [78, Definition 3.1.10].) If X ′ is a Cp Banach submanifold with boundary
(p ≥ 1) of a Cp Banach manifold with boundary X, then X ′ is a neat submanifold of X if
(4.2) ∂X ′ = (∂X) ∩X ′.
It will be convenient to interpret Definition 4.32 in the model case of half planes.
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Lemma 4.33 (Half plane as a neat submanifold of another half plane). Let E be a real Banach
space, F ⊂ E be a closed linear subspace, λ ∈ E∗, and µ ∈ F ∗. If F+µ ⊂ E+λ is a neat submanifold,
then there is a positive constant c such that
µ = cλ ◦ ιF ,
where ιF : F → E denotes the continuous inclusion operator.
Proof. By Definition 4.32, we have
(4.3) ∂F+µ = (∂E
+
λ ) ∩ F+µ .
First, suppose that µ is a positive constant. Then ∂F+µ = ∅ and F
+
µ = F and the identity (4.3)
yields E0λ ∩F = ∅, which can only occur if ∂E+λ = ∅, and hence λ is also a positive constant. In
this case, the conclusion holds with c = µ/λ.
Second, suppose that µ is identically zero. Then ∂F+µ = F = F
+
µ and the identity (4.3) yields
F = E0λ ∩ F , so that F ⊂ Kerλ and λ ◦ ιF is identically zero and the conclusion holds for any
positive constant c.
Finally, suppose that µ ∈ F ∗ is non-constant. The identity (4.3) is equivalent to F 0µ = E0λ∩F+µ
and thus
(4.4) Kerµ ⊂ Kerλ.
Let G ⊂ F be a one-dimensional closed complement of Kerµ, so F = Kerµ⊕G, and choose x0 ∈ G
such that µ(x0) > 0 and hence x0 ∈ Int(F+µ ). The identity (4.3) implies that Int(F+µ ) ⊂ Int(E+λ )
for, otherwise, if x0 ∈ ∂E+λ then (4.3) and x0 ∈ F+µ would yield x0 ∈ ∂F+µ , a contradiction.
Therefore, λ(x0) > 0 and we may define α ∈ F ∗ by
α := µ− µ(x0)
λ(x0)
λ ◦ ιF .
But α(x0) = 0, so α ≡ 0 on G, while α ≡ 0 on Kerµ by (4.4), and consequently α ≡ 0 on F . The
conclusion now holds with c = µ(x0)/λ(x0). 
Remark 4.34 (Interpretation of the definition of neat submanifold in coordinate charts). Suppose
that X ′ is a neat Cp Banach submanifold (p ≥ 1) of a Cp Banach manifold X and x′ ∈ X ′. Let
c = (U, φ,E, λ) be a chart adapted to X ′ at x′ through (F, µ), as provided by Definition 4.30.
Note that F+µ ⊂ E+λ by Item (2) of Proposition 4.31. From the identity (4.2), we have
U ∩ ∂X ′ = U ∩ (∂X) ∩X ′.
But φ(U∩∂X) = φ(U)∩∂E+λ by Definition 4.14 (which relies on Theorem 4.12) and φ(U∩∂X ′) =
φ(U) ∩ ∂F+µ by Definitions 4.30 and 4.14, so applying the map φ to the preceding identity gives
φ(U) ∩ ∂F+µ = φ(U) ∩ (∂E+λ ) ∩ F+µ .
But this implies that
∂F+µ = (∂E
+
λ ) ∩ F+µ
and so F+µ is a neat submanifold of E
+
λ by Definition 4.32. Consequently, µ = cλ ◦ ιF for some
positive constant c by Lemma 4.33.
Remark 4.35 (Neat and totally neat submanifolds of manifolds with corners). We refer to Margalef
Roig and Outerelo Domı´nguez [78, Definition 3.1.10] for the more general version of Definition
4.32 for manifolds with corners, where there is a distinction between the concepts of neat and
totally submanifolds of manifolds with corners. In our statement of Definition 4.32, we have relied
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on [78, Definitions 1.2.6 and 1.2.14] to interpret the concept of the index of a point x in a manifold
with corners in our specialization of [78, Definition 3.1.10]. In particular, indX′(x
′) = 0 ⇐⇒
x′ ∈ Int(X ′) and indX′(x′) = 1 ⇐⇒ x′ ∈ ∂X ′ and similarly for points in X. If x′ ∈ Int(X ′),
then the equality (4.2) implies that x′ ∈ Int(X), while if x′ ∈ ∂X ′, then the equality (4.2) implies
that x′ ∈ ∂X. Consequently, indX′(x′) = indX(x′) for all x′ ∈ X ′ and Condition (b) (I) in [78,
Definition 3.1.10], which defines the concept of a totally neat submanifold, is equivalent to the
condition (4.2).
4.6.2. Immersions of manifolds with boundary. We recall the
Definition 4.36 (Immersion). (See Margalef Roig and Outerelo Domı´nguez [78, Definition
3.2.1].) Let X and X ′ be Cp Banach manifolds (p ≥ 1), f : X → X ′ be a Cp map, and x ∈ X be
a point. One says that f is an immersion at x if there are a chart c = (U,ϕ, (E,λ)) for X with
ϕ(x) = 0 and a chart c′ = (U ′, ϕ′, (E′, λ′)) for X ′ with ϕ′(f(x)) = 0 such that f(U) ⊂ U ′, and
E ⊂ E′ is a closed linear subspace that admits a closed complement in E′, and ϕ(U) ⊂ ϕ′(U ′),
and
ϕ′ ◦ f ◦ ϕ−1 : ϕ(U)→ ϕ′(U ′)
is the inclusion map (and thus E+λ ⊂ E′+λ′ and E0λ ⊂ E′0λ′). If f is a Cp immersion at every point
x ∈ X, one says that f is a Cp immersion on X.
Proposition 4.37 (Openness of the immersion property). (See Margalef Roig and Outerelo
Domı´nguez [78, Proposition 3.2.2].) Let X and X ′ be Cp Banach manifolds (p ≥ 1) and f : X →
X ′ be a Cp map. Then the subset {x ∈ X : f is an immersion at x} is open in X.
Theorem 4.38 (Infinitesimal characterizations of immersions at points whose images are in-
terior). (See Margalef Roig and Outerelo Domı´nguez [78, Theorem 3.2.6].) Let X and X ′ be
Cp Banach manifolds (p ≥ 1) and f : X → X ′ be a Cp map and x ∈ X be a point such that
f(x) ∈ Int(X ′). Require that p <∞ if x ∈ ∂X and X is infinite-dimensional. Then the following
are equivalent:
(1) f is an immersion at x ∈ X.
(2) df(x) : TxX → Tf(x)X ′ is an injective operator and Ran df(x) admits a closed complement
in Tf(x)X
′.
We now recall a characterization of immersions in which f(x) could belong to ∂X ′. We first
have the
Definition 4.39 (Index of a tangent vector). (See Margalef Roig and Outerelo Domı´nguez [78,
Definition 3.2.11].) Let X be a differentiable manifold of class p, and x ∈ X, and v ∈ (TxX)i.
We define the index of v in (TxX)
i to be
ind(v) = ind
(
(Oxc )
−1(v)
)
,
that is, the index of the vector (Oxc )
−1(v) in E+λ , where c = (U,ϕ, (E,λ)) is a chart for X with
x ∈ U and ϕ(x) = 0.
Recall from [78, Definition 1.2.6] that for w ∈ E+λ , one defines ind(w) = 0 if w ∈ Int(E+λ ) and
ind(w) = 1 if w ∈ ∂E+λ .
Theorem 4.40 (Infinitesimal characterizations of immersions). (See Margalef Roig and Outerelo
Domı´nguez [78, Theorem 3.2.12].) Let X and X ′ be Cp Banach manifolds (p ≥ 1) and f : X → X ′
be a Cp map and x ∈ X be a point such that
• There is an open neighborhood Vx of x in X with f(Vx ∩ ∂X) ⊂ ∂X ′,
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• ind(v) = ind(df(x)v) for all v ∈ (TxX)i.
Then the following hold:
(1) If df(x) is an injective operator and Ran df(x) is a closed subspace, then df(x)((TxX)
i) =
(Tf(x)X
′)i ∩ df(x)(TxX).
(2) f is an immersion at x if and only if df(x) is an injective operator and Ran df(x) admits
a closed complement in Tf(x)X
′.
Proposition 4.41 (Characterizations of immersions). (See Margalef Roig and Outerelo Domı´nguez
[78, Proposition 3.2.13].) Let X and X ′ be Cp Banach manifolds (p ≥ 1) and f : X → X ′ be a
Cp map and x ∈ X be a point. Then the following are equivalent:
(1) f is an immersion at x ∈ X.
(2) There is an open neighborhood Vx of x in X such that f(Vx) is a C
p Banach submanifold
of X ′ and f : Vx → f(Vx) is a Cp diffeomorphism.
4.6.3. Embeddings of manifolds with boundary.
Definition 4.42 (Embedding). (See Margalef Roig and Outerelo Domı´nguez [78, Definition
3.3.1].) Let X and X ′ be Cp Banach manifolds (p ≥ 1) and f : X → X ′ be a Cp map. One says
that f is a Cp embedding if f is an immersion and f : X → f(X) is a homeomorphism.
Proposition 4.43 (Characterizations of immersions). (See Margalef Roig and Outerelo Domı´nguez
[78, Proposition 3.3.2].) Let X and X ′ be Cp Banach manifolds (p ≥ 1) and f : X → X ′ be a Cp
map. Then the following are equivalent:
(1) f is an embedding.
(2) f(X) is a Cp Banach submanifold of X ′ and f : X → f(X) is a Cp diffeomorphism.
Corollary 4.44 (Characterizations of submanifolds as images of embeddings). (See Margalef
Roig and Outerelo Domı´nguez [78, Corollary 3.3.3].) Let X be a Cp Banach manifold (p ≥ 1)
and X ′ be a subset of X. Then the following are equivalent:
(1) X ′ is a Cp Banach submanifold of X.
(2) X ′ is the image of a Cp embedding.
4.7. Submersions and preimage of a submanifold with boundary under a submersion.
4.7.1. Submersions.
Definition 4.45 (Submersion as a map with a smooth right inverse). (See Margalef Roig and
Outerelo Domı´nguez [78, Definition 4.1.1].) Let X and X ′ be Cp Banach manifolds (p ≥ 1) and
f : X → X ′ be a Cp map and x ∈ X be a point. The map f is called a submersion at x if there
are an open neighborhood Vf(x) of f(x) in X
′ and a map s : Vf(x) → X of class p, such that
s(f(x)) = x and
f ◦ s = id on Vf(x).
The map f is called a Cp submersion on X if f is submersion at every point x ∈ X.
Remark 4.46 (Equivalent forms of the definition of a submersion of Banach manifolds with bound-
ary). The forthcoming Proposition 4.52 (Items (1) and (2)) assures us that the Definitions 1.1
and 4.45 of f being a submersion at a point x ∈ X are equivalent.
Proposition 4.47 (Openness of a submersion). (See Margalef Roig and Outerelo Domı´nguez
[78, Proposition 4.1.2].) Every submersion of class p is an open map.
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Proposition 4.48 (Regularity of composition of a submersion with another map). (See Margalef
Roig and Outerelo Domı´nguez [78, Proposition 4.1.3].) Let X and X ′ be Cp Banach manifolds
(p ≥ 1) and f : X → X ′ be a Cp submersion with f(X) = X ′ and g : X ′ → X ′′ be a map into a
Cp Banach manifold X ′′. Then g is a Cp map if and only if g ◦ f is a Cp map.
Margalef Roig and Outerelo Domı´nguez note [78, p. 159] that if they had defined a submersion
as a map that is, locally, a projection map (as does Lang [75, p. 24]) then Proposition 4.48 would
not be true in general.
Proposition 4.49 (Composition of submersions). (See Margalef Roig and Outerelo Domı´nguez
[78, Proposition 4.1.5].) Let X, X ′, and X ′′ be Cp Banach manifolds (p ≥ 1) and f : X → X ′
and g : X ′ → X ′′ be Cp maps. If f is a submersion at x ∈ X and g is a submersion at f(x) ∈ X ′,
then g ◦ f is a submersion at x.
Proposition 4.50 (Consequences of submersion property for the tangent map). (See Margalef
Roig and Outerelo Domı´nguez [78, Proposition 4.1.10].) Let f : X → X ′ be a Cp map (p ≥ 1)
and x ∈ X be a point. If f is a submersion at x, then df(x) : TxX → Tf(x)X ′ is a surjective,
continuous linear operator and Ker df(x) admits a closed complement in TxX.
Proposition 4.51 (Image of a manifold interior and boundary under a submersion). (See
Margalef Roig and Outerelo Domı´nguez [78, Proposition 4.1.11].) Let X and X ′ be Cp Ba-
nach manifolds (p ≥ 1) and f : X → X ′ be Cp maps and x ∈ X be a point. Assume that
df(x) : TxX → Tf(x)X ′ is a surjective operator and that x ∈ Int(X). Then f(x) ∈ Int(X ′).
Therefore, if f is a Cp submersion, then f(Int(X)) ⊂ Int(X ′) and f−1(∂X ′) ⊂ ∂X. In particu-
lar, if f is a surjective Cp submersion, then ∂X ′ ⊂ f(∂X) and ∂X = ∅ implies ∂X ′ = ∅.
Proposition 4.52 (Characterizations of submersions). (See Margalef Roig and Outerelo Domı´nguez
[78, Proposition 4.1.13].) Let X and X ′ be Cp Banach manifolds (p ≥ 1) and f : X → X ′ be
a Cp map and x ∈ X be a point. If there is an open neighborhood Vx of x in X such that9
f(Vx ∩ ∂X) ⊂ ∂X ′, then the following statements are equivalent:
(1) f is a submersion at x.
(2) df(x) : TxX → Tf(x)X ′ is a continuous, linear surjective operator and its kernel admits a
closed complement in TxX.
(3) There are a chart (U,ϕ, (E,λ)) for X with x ∈ U and ϕ(x) = 0, a chart (U ′, ϕ′, (E′, λ′))
for X ′ with f(x) ∈ U ′ and ϕ′(f(x)) = 0 and f(U) ⊂ U ′, and a continuous, linear surjective
operator q : E → E′ such that Ker q admits a closed complement in E and the following
diagram commutes:
(4.5)
X ⊃ U f↾U−−−−→ U ′ ⊂ X ′
ϕ
y yϕ′
E+λ ⊃ ϕ(U)
q↾ϕ(U)−−−−→ ϕ′(U ′) ⊂ E′+λ′
We can now give the
Proof of Theorem 2. By hypothesis, f is a submersion at x0 and so, by the equivalence of Items
(1) and (3) in Proposition 4.52, there are coordinate charts c = (U,ϕ, (E,λ)) forX with ϕ(x0) = 0
and c′ = (U ′, ϕ′, (E′, λ′)) for X ′ with ϕ(x′0) = 0 and f(U) ⊂ U ′, and a continuous, linear surjective
9If x ∈ Int(X), then this condition is always fulfilled.
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operator q : E → E′ such that K := q−1(0) admits a closed complement in E and the diagram
(4.5) commutes. Consequently, we have
q−1(0) ∩ ϕ(U) = (ϕ′ ◦ f ↾ U ◦ ϕ−1)−1(0) (by (4.5))
= ϕ
(
(f ↾ U)−1
(
(ϕ′)−1(0)
))
= ϕ
(
(f ↾ U)−1(x′0)
)
(since ϕ(x′0) = 0)
= ϕ
(
U ∩ f−1(x′0)
)
.
By using K = q−1(0) and applying the map ϕ−1, the preceding identity yields
ϕ−1(ϕ(U) ∩K) = U ∩ f−1(x′0),
which verifies Item (1).
By definition of a coordinate chart (see Section 4.4.2), the map ϕ−1 : E+λ ⊃ ϕ(U)→ U ⊂ X is a
Cp embedding (in the sense of Definition 4.42) of the open subset ϕ(U) ⊂ E+λ onto the open subset
U ⊂ X. Hence, the composition g = ϕ−1 ◦ ιK ↾ ϕ(U) ∩K in (1.6) is also a Cp embedding from
the relatively open subset ϕ(U) ∩K ⊂ E+λ onto the relatively open subset ϕ−1(ϕ(U) ∩K) ⊂ X.
According to Proposition 4.44, the subset ϕ−1(ϕ(U) ∩K) is therefore a Cp Banach submanifold
of X.
We now verify Item (2). For any x ∈ U , the commutative diagram (4.5) of smooth maps yields
a commutative diagram of continuous linear operators,
(4.6)
TxX
df(x)−−−−→ Tf(x)X ′
dϕ(x)
y ydϕ′(f(x))
E
q−−−−→ E′
In particular,
q = dϕ′(f(x)) ◦ df(x) ◦ (dϕ(x0))−1,
and so
K = q−1(0)
=
(
dϕ′(f(x)) ◦ df(x) ◦ (dϕ(x))−1)−1 (0)
= dϕ(x)
(
(df(x))−1
(
(dϕ′(f(x))−1(0)
))
.
Because dϕ′(f(x)) : Tf(x)X ′ → E′ is an isomorphism of Banach spaces and consequently (dϕ′(f(x))−1(0) =
0, we obtain
(dϕ(x))−1K = (df(x))−1(0), ∀x ∈ U.
and hence
(4.7) K = dϕ(x)
(
(df(x))−1(0)
)
, ∀x ∈ U.
By taking x = x0, this gives the alternative characterization of K provided in (1.5). Given that
g = ϕ−1 ◦ ιK ↾ ϕ(U) ∩K : ϕ(U) ∩K → U ∩ f−1(x′0)
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in (1.6) is a Cp embedding, then for each point x ∈ U ∩f−1(x′0) the submanifold U ∩f−1(x′0) ⊂ X
has tangent space
Tx(f
−1(x′0)) = (dg(ϕ(x))K (by (1.6))
= (dϕ−1(ϕ(x))K
= (dϕ(x))−1K
= (df(x))−1(0) (by (4.7)).
This completes the verification of Item (2). Lastly, if f is a submersion at every point x ∈ f−1(x′0),
then f−1(x′0) is a C
p Banach submanifold of X since U ∩ f−1(x′0) is a Cp Banach submanifold by
the preceding calculations when x = x0 and applying that conclusion to each x ∈ f−1(x′0). This
completes the proof of Theorem 2. 
4.7.2. Preimage of a submanifold with boundary under a submersion. The following result is a
simplified version of [78, Proposition 4.2.1], where we restrict our attention to the case of manifolds
with boundary rather than manifolds with corners.
Theorem 4.53 (Preimage theorem for manifolds with boundary). (See Margalef Roig and Out-
erelo Domı´nguez [78, Proposition 4.2.1].) Let X and X ′ be Cp Banach manifolds (p ≥ 1), and
f : X → X ′ be a Cp map, and Y ′ be a Cp Banach submanifold X ′. If for every x ∈ f−1(Y ′), the
map f is a submersion at x and there is an open neighborhood Vx ⊂ X of x such that
(4.8) f(Vx ∩ ∂X) ⊂ ∂X ′,
then the following hold:
(1) f−1(Y ′) is a Cp Banach submanifold of X.
(2) ∂(f−1(Y ′)) = f−1(∂Y ′).
(3) Tx(f
−1(Y ′)) = (df(x))−1(Tf(x)Y ′) for every x ∈ f−1(Y ′).
(4) codimx f
−1(Y ) = codimf(x) Y ′ for every x ∈ f−1(Y ′).
(5) f ↾ f−1(Y ′) : f−1(Y ′)→ Y ′ is a Cp submersion.
Example 4.54 (Counterexample to conclusion that preimage of boundary is boundary of preim-
age when codomain and target manifolds have empty boundary, so hypothesis (4.8) does not
hold). Suppose f : H2 → R is the map (x, y) 7→ x, where H2 = {(x, y) ∈ R2 : y ≥ 0}. Take
X = H2 and X ′ = R and Y ′ = {0} (the origin in R). Since ∂X = R (the x-axis) and ∂X ′ = ∅, the
hypothesis f(Vx ∩ ∂X) ⊂ ∂X ′ in (4.8) does not hold. Clearly f (and ∂f) is a submersion. Note
that ∂Y ′ = ∅. However, f−1(Y ′) = {(x, y) ∈ R2 : x = 0, y ≥ 0} and thus ∂(f−1(Y ′)) = {(0, 0)},
the origin in H2. In particular, the conclusion in Item (2) in Theorem 4.53, which asserts that
∂(f−1(Y ′)) = f−1(∂Y ′), does not hold.
Suppose now that we augment our definition of f and define f˜ : H2 → H2 by (x, y) 7→ (x, y)
and X˜ ′ = R × [0,∞) = H2, so ∂X˜ ′ = R, and Y˜ ′ = {(x, y) ∈ R2 : x = 0, y ≥ 0}. Observe
that f˜(∂X˜) = ∂X˜ ′, so the hypothesis (4.8) trivially holds. Moreover, f˜−1(Y˜ ′) = {(x, y) ∈
R
2 : x = 0, y ≥ 0}, while f˜−1(∂Y˜ ′) = f˜−1(0, 0) = {(x, y) ∈ R2 : x = 0, y ≥ 0}. Therefore,
∂(f˜−1(Y˜ ′)) = {(0, 0)} = f˜−1(∂Y˜ ′) and, as expected, the conclusion in Item (2) holds in this case.
4.8. Transversality for maps of Banach manifolds with boundary. Margalef Roig and
Outerelo Domı´nguez provide the following definition of transversality for maps of Banach mani-
folds with boundary, which they show in Lemma 4.58 is equivalent to Definition 4.1 in the special
case of Banach manifolds without boundary.
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Definition 4.55 (Transversality for maps of Banach manifolds with boundary). (See Margalef
Roig and Outerelo Domı´nguez [78, Definition 7.1.1].) Let f : X → X ′ be a Cp map (p ≥ 1) of Cp
Banach manifolds with boundary and let X ′′ ⊂ X ′ be a Cp Banach submanifold with boundary.
Then f is transverse to X ′′ at x ∈ X, denoted f −⋔x X ′′, if either f(x) /∈ X ′′ or if f(x) ∈ X ′′, then
there are a chart (U ′, ϕ′, E′) for X ′ adapted to X ′′ at f(x) by means of E′′, a closed complement
F ′ of E′′ in E′ and an open subset U ⊂ X such that x ∈ U , f(U) ⊂ U ′, and the map
U
f↾U−−→ U ′ ϕ
′
−→ ϕ′(U ′) (O
′)−1−−−−→ E′′ × F ′ π2−→ F ′
is a submersion at x ∈ U , where O ′ : E′′ × F ′ → E′ is the isomorphism of Banach spaces defined
by O ′(a, b) = a+b and π2(a, b) = b. If f −⋔x X ′′ for all x ∈ X, then f is transverse to X ′′, denoted
f −⋔ X ′′.
Remark 4.56 (Equivalent forms of the definition of transversality for maps of Banach manifolds
with boundary). The forthcoming Lemma 4.58 and Proposition 4.59 assure us that the Definitions
1.1 and 4.55 of f −⋔x X ′′ at x ∈ X are equivalent.
Proposition 4.57 (Consequence of transversality for a map of Banach manifolds with boundary).
(See Margalef Roig and Outerelo Domı´nguez [78, Proposition 7.1.3].) Let f : X → X ′ be a Cp
map (p ≥ 1) of Cp Banach manifolds with boundary, X ′′ ⊂ X ′ be a Cp Banach submanifold with
boundary, and x ∈ f−1(X ′′). If f −⋔x X ′′ in the sense of Definition 4.55, then10 the following
hold:
(1) Tf(x)X
′ = Ran df(x) + Tf(x)X ′′,
(2) (df(x))−1(Tf(x)X ′′) admits a closed complement in TxX.
We have the following partial converse to Proposition 4.57.
Lemma 4.58 (Characterization of transversality at interior points for a map of Banach mani-
folds). (See Margalef Roig and Outerelo Domı´nguez [78, Lemma 7.1.5].) Let f : X → X ′ be a Cp
map (p ≥ 1) of Cp Banach manifolds with boundary, X ′′ ⊂ X ′ be a Cp Banach submanifold with
boundary, and x ∈ f−1(X ′′) ∩ Int(X). If Properties (1) and (2) in Proposition 4.57 hold, then
f −⋔x X ′′ in the sense of Definition 4.55.
Margalef Roig and Outerelo Domı´nguez provide a generalization of Lemma 4.58 that allows
for arbitrary points x ∈ f−1(X ′′), without the restriction that x ∈ Int(X ′). Given Lemma 4.58,
we shall only need the following special case of their result.
Proposition 4.59 (Characterization of transversality at boundary points for a map of Banach
manifolds). (See Margalef Roig and Outerelo Domı´nguez [78, Definition 1.2.16 and Proposition
7.1.7].) Let f : X → X ′ be a Cp map (p ≥ 1) of Cp Banach manifolds with boundary, X ′′ ⊂ X ′ be
a Cp Banach submanifold with boundary, and x ∈ f−1(X ′′) ∩ ∂X, and ∂f ≡ f ↾ ∂X : ∂X → X ′.
Then the following are equivalent:
(1) Tf(x)X
′ = Ran d(∂f)(x) + Tf(x)X ′′ and (d(∂f)(x))−1(TxX ′′) admits a closed complement
in TxX
′.
(2) f −⋔x X ′′.
(3) ∂f −⋔x X ′′.
Lemma 4.60 (Properties of neat submanifolds). (See Margalef Roig and Outerelo Domı´nguez
[78, Lemma 7.1.13].) Let X ′ be a Cp Banach manifold with boundary (p ≥ 1) and X ′′ ⊂ X ′ be a
neat Cp Banach submanifold. Then the following hold:
10We suppress explicit notation for inclusion maps and their differentials.
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(1) Int(X ′′) ∩ ∂X ′ = ∅.
(2) If (U ′, ϕ′, (E′, λ′)) is a chart for X ′ adapted to X ′′ at x′′ ∈ X ′′ by means of (E′′, λ′′),
then the following hold: (a) E′′+λ′′ ⊂ E′+λ′ , (b) ∂E′′+λ′′ ⊂ ∂E′+λ′ , (c) Int(E′′+λ′′ ) ⊂ Int(E′+λ′ ),
(d) E′′ \ E′′+λ′′ ⊂ E′ \E′+λ′ , (e) (ϕ′)−1(E′′) = U ′ ∩X ′′, and (f) E′′+λ′′ = E′′ ∩E′+λ′ .
Proposition 4.61 (Openness of the property of transversality for a map of Banach manifolds
with boundary). (See Margalef Roig and Outerelo Domı´nguez [78, Proposition 7.1.18].) Let
f : X → X ′ be a Cp map (p ≥ 1) of Cp Banach manifolds with boundary and X ′′ ⊂ X ′ be a
(topologically) closed Cp Banach submanifold. Then the following hold:
(1) If f −⋔x X ′′, then there is an open neighborhood Vx of x in X such that f −⋔y X ′′ for all
y ∈ Vx.
(2) The subset G := {x ∈ X : f −⋔x X ′′} is open in X.
Corollary 4.62 (Preimage of a neat submanifold under a transverse map). (See Margalef Roig
and Outerelo Domı´nguez [78, Corollary 7.1.20].) Let f : X → X ′ be a Cp map (p ≥ 1) of Cp
Banach manifolds with boundary and X ′′ ⊂ X ′ be a neat11 Cp Banach submanifold. If f −⋔ X ′′,
then the following hold:
(1) f−1(X ′′) is a neat Cp Banach submanifold of X.
(2) For every x ∈ f−1(X ′′),
Tx(f
−1(X ′′)) = (df(x))−1(Tf(x)X ′′).
(3) codim f−1(X ′′) = codimX ′′.
In more sophisticated applications than those considered in this article, we shall require an
extension of Theorem 2, which assumes that the submanifold Y ′ ⊂ X ′ is a point and that the
map f : X → X ′ is a submersion, to the general context of Theorem 1, where Y ′ ⊂ X ′ is a neat
Cp Banach submanifold and f : X → X ′ is a map such that f −⋔x0 Y ′. In our forthcoming proof
of Theorem 1, we shall adapt a trick described by Guillemin and Pollack [45, pp. 27–28] that
allows them (in their setting of manifolds without boundary) to reduce this general case to the
special case where Y ′ is a point and f : X → X ′ is a submersion. Moreover, this trick also leads
to an alternative proof of the main conclusion of Corollary 4.62, as we note in the forthcoming
Remark 4.66.
Proof of Theorem 1. Since Y ′ ⊂ X ′ is a submanifold and x′0 = f(x0) ∈ Y ′, there is a chart
c′ = (U ′, ϕ′, (E′, λ′)) for X ′ with ϕ′(x′0) = 0 that is adapted to Y
′ in the sense of Definition 4.30.
Hence, there is a closed linear subspace F ′ ⊂ E′ and µ ∈ F ′∗ such that ϕ′(U ′∩Y ′) = ϕ′(U ′)∩F ′+µ
and ϕ′(U ′)∩F ′+µ is an open subset of F ′+µ . Because Y ′ ⊂ X ′ is a neat submanifold, Remark 4.34
implies that there is a positive constant c such that
µ = cλ ◦ ιF ′ ,
where ιF ′ : F
′ → E′ denotes the continuous linear inclusion operator; we may assume without
loss of generality that c = 1.
Because F ′ ⊂ E′ admits a closed complement by Definition 4.30, there is a closed linear
subspace G′ ⊂ E′ such that E′ = F ′ ⊕ G′. Let πG′ : E′ → G′ denote the continuous linear
projection operator corresponding to the splitting E′ = F ′ ⊕G′, so that F ′ = π−1G′ (0) and
ϕ′(U ′ ∩ Y ′) = ϕ′(U ′) ∩ F ′+µ = ϕ′(U ′) ∩ π−1G′ (0) ∩ E′+λ = ϕ′(U ′ ∩ (πG′ ◦ ϕ′)−1(0)) ∩E′+λ .
11In the more general setting of manifolds with corners, as in [78, Corollary 7.1.20], one would need to strengthen
the hypothesis that X ′′ be a neat submanifold to X ′′ being a totally neat submanifold.
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Hence, by applying the map (ϕ′)−1 to the preceding identity we obtain
U ′ ∩ Y ′ = U ′ ∩ (πG′ ◦ ϕ′)−1(0).
If we define ν = λ ◦ ιG′ , then the map πG′ : E′+λ → G′+ν is well-defined. We introduce the key
Lemma 4.63 (Equivalence of f transverse to Y ′ at x0 and h a submersion at x0). Assume the
notation of the preceding paragraphs. If
(4.9) h ≡ πG′ ◦ ϕ′ ◦ f ↾ U : X ⊃ U → G′+ν ,
then the following are equivalent:
(1) f −⋔x0 Y ′.
(2) h is a submersion at x0.
By hypothesis of Theorem 1, we have f −⋔x0 Y ′. We shall prove Lemma 4.63 with the aid of
the following two claims.
Claim 4.64. If x ∈ U ∩ f−1(Y ′), then the continuous linear operator dh(x) : TxX → G′ is
surjective if and only if
(4.10) Ran df(x) + Tf(x)Y
′ = Tf(x)X ′.
Proof of Claim 4.64. Following the strategy of [45, p. 28], we first observe that
dh(x) = πG′ ◦ dϕ′(f(x)) ◦ df(x) : TxX → G′
is surjective if and only if
(4.11) πG′ ◦ dϕ′(f(x)) : Ran df(x)→ G′
is surjective. Because dϕ′(f(x)) : Tf(x)X ′ → E′ is an isomorphism of vector spaces, πG′ : E′ → G′
has kernel F ′ ⊂ E′, and dϕ′(f(x)) : Tf(x)Y ′ → F ′ is an isomorphism of vector spaces, then
(4.12) Ker
(
πG′ ◦ dϕ′(f(x)) : Tf(x)X ′ → G′
)
= Tf(x)Y
′.
One trivially has
(4.13)
(
πG′ ◦ dϕ′(f(x))
)−1
(G′) = Tf(x)X ′.
If the composition of operators (4.11) is surjective, then
(4.14) Ran df(x) + Tf(x)Y
′ =
(
πG′ ◦ dϕ′(f(x))
)−1
(G′),
and this identity together with (4.13) imply that (4.10) holds. Conversely, if (4.10) holds, then
that identity together with (4.13) imply that (4.14) holds. But then the identification of the
kernel (4.12) and the identity (4.14) imply that the composition of operators (4.11) is surjective.
This completes the proof of Claim 4.64. 
Claim 4.65. Assume the notation of the preceding paragraphs. Then
(4.15) (df(x0))
−1(Tf(x0)Y
′) = Ker dh(x0).
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Proof of Claim 4.65. We observe that
Ker
(
dh(x0) : Tx0X → G′
)
= (dh(x0))
−1(0)
=
(
πG′ ◦ dϕ′(f(x0)) ◦ df(x0)
)−1
(0)
=
(
dϕ′(f(x0)) ◦ df(x0)
)−1
(F ′)
= (df(x0))
−1
((
dϕ′(f(x0))
)−1
(F ′)
)
= (df(x0))
−1 (Tf(x0)Y ′) ,
using the facts that π−1G′ (0) = F
′ and dϕ′(f(x0)) : Tf(x0)Y
′ → F ′ is an isomorphism of vector
spaces. This completes the proof of Claim 4.65. 
We can now conclude the
Proof of Lemma 4.63. We seek to apply the equivalence of Items (1) and (2) in the equivalent
characterizations of submersions provided by Proposition 4.52.
If f −⋔x0 Y ′, then Item (1) in Proposition 4.57 implies that the identity (4.10) holds at x = x0,
that is,
(4.16) Ran df(x0) + Tf(x0)Y
′ = Tf(x0)X
′.
By Claim 4.64 and the preceding identity, we see that the operator dh(x0) : Tx0X → G′ is
surjective. Because Item (2) in Proposition 4.57 implies that (df(x0))
−1(Tf(x0)Y
′) admits a closed
complement in Tx0X, then Ker dh(x0) admits a closed complement in Tx0X by Claim 4.65.
Therefore, Proposition 4.52 implies that h is a submersion at x0.
If h is a submersion at x0, we may apply Proposition 4.52 and reverse the preceding argument
to conclude that (4.16) holds and that (df(x0))
−1(Tf(x0)Y
′) admits a closed complement in Tx0X.
If x0 ∈ f−1(Y ′) ∩ Int(X), then Lemma 4.58 implies that f −⋔x0 Y ′, while if x0 ∈ f−1(Y ′) ∩ ∂X,
then Proposition 4.59 implies that f −⋔x0 Y ′. This completes the proof of Lemma 4.63. 
Given our hypothesis in Theorem 1 that f −⋔x0 Y ′, we can apply Lemma 4.63 to conclude that
h is a submersion at x0. Consequently, we can apply Proposition 4.52 and Theorem 2, but with
the map f replaced by h and the codomain X ′ replaced by G′+ν . By the equivalence of Items (1)
and (3) in Proposition 4.52, there are
• a chart (V, ψ, (E,α)) for X with x0 ∈ V and ψ(x0) = 0 and V ⊂ U ,
• a chart (V ′, ψ′, (E′, α′)) for G′+ν with h(x0) = 0 ∈ V ′ and ψ′(0) = 0 and h(V ) ⊂ V ′, and
• a continuous, linear surjective operator q : E → E′ such that Ker q admits a closed
complement in E,
and such that the following diagram commutes:
(4.17)
X ⊃ V h↾V−−−−→ V ′ ⊂ G′+ν
ψ
y yψ′
E+α ⊃ ψ(V )
q↾ψ(V )−−−−→ ψ′(V ′) ⊂ G′+α′
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We observe that
q−1(0) = (dq(0))−1(0) =
(
d
(
ψ′ ◦ h ↾ V ◦ ψ−1) (0))−1 (0)
=
(
dψ′(0) ◦ dh(x0) ◦ d(ψ−1)(0)
)−1
(0)
=
(
dψ′(0) ◦ πG′ ◦ dϕ′(f(x0)) ◦ df(x0) ◦ (dψ(x0))−1
)−1
(0)
=
(
πG′ ◦ dϕ′(f(x0)) ◦ df(x0) ◦ (dψ(x0))−1
)−1
(0)
=
(
dϕ′(f(x0)) ◦ df(x0) ◦ (dψ(x0))−1
)−1
(F ′)
=
(
df(x0) ◦ (dψ(x0))−1
)−1
(Tf(x0)Y
′)
= dψ(x0)
(
(df(x0)
−1(Tf(x0)Y
′)
)
.
Hence, q−1(0) = L in (1.1). Theorem 2 implies that the composition g in (1.2) gives a Cp
embedding from the relatively open subset ψ(V ) ∩ L ⊂ E+α onto the Cp Banach submanifold
ψ−1(ψ(V )∩L) ⊂ X. Moreover, noting that x′0 := h(x0) = 0 ∈ G′+ν , we see that Theorem 2 yields
(1) ψ−1(ψ(V ) ∩ L) = V ∩ h−1(0), and
(2) Tx(h
−1(0)) = (dh(x))−1(0) = (dψ(x))−1L, for all x ∈ V ∩ h−1(0).
But
V ∩ h−1(0) = (πG′ ◦ ψ′ ◦ f ↾ V )−1 (0) = (f ↾ V )−1(V ′ ∩ Y ′) = V ∩ f−1(Y ′)
and thus ψ−1(ψ(V ) ∩ L) = V ∩ f−1(Y ′), which verifies Item (1), and consequently
Tx(f
−1(Y ′)) = Tx(h−1(0)) = (dψ(x))−1L,
which verifies Item (2).
We have proved that V ∩f−1(Y ′) is a Cp Banach submanifold of the open neighborhood V ⊂ X
(see Item (1) in the conclusions of Theorem 1). The fact that V ∩ f−1(Y ′) is also neat is given
by Item (1) in Corollary 4.62. This completes the proof of Theorem 1. 
Remark 4.66 (Alternative proof of main conclusion of Corollary 4.62). In f −⋔ Y ′ as in the
hypothesis of Corollary 4.62, then f −⋔x0 Y ′ for all x0 ∈ f−1(Y ′) and thus Theorem 1 implies that
f−1(Y ′) is a Cp Banach submanifold of X, since Vx0 ∩ f−1(Y ′) is a Cp Banach submanifold of
the open neighborhood Vx0 ⊂ X and x0 ∈ f−1(Y ′) is arbitrary. The fact that f−1(Y ′) is also
neat is given by Item (1) in Corollary 4.62.
5. Splicing map for connections
5.1. Mass center and scale maps on the affine space of connections over the four-
dimensional sphere. In this subsection, we discuss the concept of a centered connection over
S4 and the action of the subgroup of translations and dilations of the group of conformal trans-
formations of S4, namely R4 × R+ ⊂ Conf(S4), on the affine space of connections over S4.
A choice of frame v in the principal SO(4)-frame bundle, Fr(TS4), for TS4, over the north pole
n ∈ S4 ∼= R4 ∪ {∞} (identified with the origin in R4), defines a conformal diffeomorphism,
(5.1) ϕn : R
4 → S4 \ {s},
that is inverse to a stereographic projection from the south pole s ∈ S4 ⊂ R5 (identified with
the point at infinity in R4 ∪ {∞}). We let y( · ) : S4 \ {s} → R4 be the corresponding coordinate
chart.
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Definition 5.1 (Center and scale of a connection on a principal G-bundle over S4). (Compare
[30, Equation (3.10)] and Taubes [97, Equation (4.15)], [99, Equation (3.10)].) Let G be a compact
Lie group and P be a principal G-bundle over the four-dimensional sphere S4 with its standard
round Riemannian metric ground of radius one and p ∈ [2,∞). The center z = z[A] ∈ R4 and the
scale λ = λ[A] ∈ R+ = (0,∞) of a non-flat W 1,p connection A on P are defined by
Center[A] :=
(∫
R4
|ϕ∗nFA(y)|2δ d4y
)−1 ∫
R4
y|ϕ∗nFA(y)|2δ d4y,(5.2a)
Scale[A]2 :=
(∫
R4
|ϕ∗nFA(y)|2δ d4y
)−1 ∫
R4
|y − z[A]|2|ϕ∗nFA(y)|2δ d4y,(5.2b)
where δ denotes the standard Euclidean metric on R4. The connection A is centered if Center[A] =
0 and Scale[A] = 1. If A is flat, one defines Center[A] := 0 and Scale[A] := 0.
Remark 5.2 (Normalization constants in the definition of mass center and scale). The choice of
normalization constant in Definition 5.1 is consistent with [29, Equations (29.44) and (29.45)]
and Taubes [97, Equation (4.15)], but differs in general from those of [30, Equation (3.10)] or
Taubes [99, pp. 343–344].
Remark 5.3 (Round versus Euclidean metrics in the definition of mass center and scale). It is
possible, as in Taubes [97, Equation (4.15)], to use the pullback to R4 of the standard round
metric of radius one on S4 when defining the integrals in (5.2). However, is then more difficult to
show that it is possible to center a non-centered connection A on P and the relationship between
the connection A and the required conformal diffeomorphism of R4 is not explicit as it is in
Lemma 5.4, which may be compared with Taubes [97, Lemma 4.11].
For any (z, λ) ∈ R4 × R+, we define a conformal diffeomorphism of R4 by
(5.3) hz,λ : R
4 → R4, y 7→ (y − z)/λ.
It is convenient to view this as a composition of translation, τz(y) = y− z, and dilation, δλ(y) :=
y/λ, that is, hz,λ = δλ(τz(y)). The group R
4 × R+ acts on A (ϕ∗nP ) and A (P ) by pullback and
composition with ϕn : R
4 → S4 \ {s}, that is,
A (ϕ∗nP )× R4 × R+ ∋ (ϕ∗nA, z, λ) 7→ h∗z,λϕ∗nA ∈ A (ϕ∗nP ),
A (P )× R4 × R+ ∋ (A, z, λ) 7→ h˜∗z,λA ∈ A (P ),
where
h˜∗z,λA := ϕ
−1,∗
n h
∗
z,λϕ
∗
nA.
The group R4 × R+ also acts on Aut(ϕ∗nP ) and Aut(P ) by pullback and descends to an action
on the quotient spaces B(ϕ∗nP ) and B(P ). We have the following simpler analogue of Taubes
[97, Lemma 4.11].
Lemma 5.4 (Centering a connection over S4). (See Feehan [27, Lemma 4.4].) Let G be a
compact Lie group, P be a smooth principal G-bundle over (S4, ground), and A be a non-flat W
1,p
connection on P with p ∈ [2,∞). If (z, λ) ∈ R4 × R+, then
Center[h˜∗z,λA] = λCenter[A] + z and Scale[h˜
∗
z,λA] = λScale[A].
In particular, if z = z[A] and λ = λ[A], then h˜−1,∗z,λ A = (h˜
−1
z,λ)
∗A is a centered connection on P .
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Lemma 5.5 (Smoothness of the center and scale maps). (See Feehan [27, Propositions 4.5 and
4.9] for statements and proofs of continuity and differentiability for the center and scale maps.)
Let G be a compact Lie group and P be a non-product smooth principal G-bundle over (S4, ground).
If p ∈ [2,∞), then the following map is smooth:
(5.4) A (P ) ∋ A 7→ (Center[A],Scale[A]) ∈ R4 × R+.
Lemma 5.6 (Codimension-five submanifold of centered connections). (See Feehan [27, Section 4]
for related calculations.) Let G be a compact Lie group and P1 be a non-product smooth principal
G-bundle over (S4, ground). If p ∈ [2,∞), then the map (5.4) is a smooth submersion and the
subset of centered connections on P ,
(5.5) A ⋄(P ) := {A ∈ A (P ) : (Center[A],Scale[A]) = (0, 1)} ,
is a smooth submanifold of A (P ) of codimension five.
5.2. Anti-self-dual connections over the four-dimensional sphere. While we shall need to
draw on facts concerning the moduli space of anti-self-dual connections over S4 until we complete
our proof of Theorem 3 in Section 9, it is convenient review them here. For any compact Lie group
G and principal G-bundle P over S4 with instanton number κ(P ) is greater than or equal to kG, a
positive integer determined by G (see, for example, [8, Theorem 8.4] for the computation of kG for
all compact simple Lie groups), the moduli space M(P, ground) of anti-self-dual connections with
minimal stabilizer (equal to the center of G) is a non-empty, smooth manifold by virtue of the
construction due to Atiyah, Hitchin, Drinfel′d, and Manin [4, 6, 7, 8]; see also Bernard, Christ,
Guth, and Weinberg [14]. When G = SU(2), then kG = 1 and M(P, ground) is diffeomorphic
to the five-dimensional, open unit ball in R5 when κ(P ) = 1. More generally, M(P, ground) has
dimension 8k − 3 when G = SU(2) and κ(P ) = k ≥ 1.
When G is one of the classical Lie groups (namely, SU(n), SO(n), or Sp(n)), we recall from
Donaldson [22] or Donaldson and Kronheimer [24, Section 3.3 and Theorem 3.3.8], that the
moduli space of instantons M(P, ground) over S
4 ∼= R4 ∪ {∞} is most naturally viewed, due to
their identification with moduli spaces of stable holomorphic vector bundles, as a framed (or
based) moduli space M0(P, ground) comprising pairs of anti-self-dual connections A on P and
fiber points ps ∈ P |s = P |∞, modulo the action of automorphisms of P . The moduli space
M0(P, ground) has dimension 8k when G = SU(2) and κ(P ) = k ≥ 1.
5.3. Definition of the splicing map. We continue the notation of Sections 3.1 and 3.4. In
order to define the splicing map S, we first choose a point x ∈ X, a positive constant δ such
that 8
√
δ < Inj(X, g), that is, δ < Inj(X, g)2/64. Here, Injx(X, g) denotes the injectivity radius
of (X, g) at a point x ∈ X and Inj(X, g) = infx∈X Injx(X, g) denotes the injectivity radius of
(X, g). The injectivity radius of (S4, ground) is equal to π and so, if necessary, we also shrink
δ so that δ < π2/64. Choose points p0(x) ∈ P0|x and p1 ∈ P1|s. We choose smooth reference
connections A0♭ on P0 and A1♭ on P1 and construct smooth local sections ς0 of P0 ↾ B̺(x) and
ς1 of P1 ↾ S
4 \ {n} by parallel translation of p0 and p1 along radial geodesics emanating from
x and s, respectively, where we denote ̺ = Inj(X, g) for convenience. We choose an oriented,
orthonormal frame v(x) for TX|x and hence define an inverse local coordinate chart
ϕx = expv(x) : TX|x ⊃ B̺(x)→ X.
We fix, once and for all, an oriented, orthonormal frame v(s) for TS4|s = R4, and hence define
an inverse local coordinate chart
ϕs = expv(s) : TS
4|s ⊃ Bπ(s) ∼= S4 \ {n} ⊂ S4.
GLUING VIA MAPS OF BANACH MANIFOLDS WITH CORNERS 43
Given constants 0 < r0 < r1 < ̺, we let
Ω(x; r0, r1) = {y ∈ X : r0 < distg(y, x) < r1} = Br1(x) \ B¯r0(x) ⊂ X
denote the open annulus with radii r0 < r1 and center x and similarly define Ω(s; r0, r1) ⊂ S4.
When X = R4 and x0 is the origin, we simply write Br = Br(0) and
Ω(r0, r1) = {y ∈ R4 : r0 < |y| < r1} = Br1 \ B¯r0 ⊂ R4.
This annulus is simply connected (in fact, strongly simply connected in the sense of [24, p. 161]),
so there exists a smooth trivialization
P0 ↾ Ω(x; r0, r1) ∼= Ω(x; r0, r1)×G.
Recall that p ∈ (2,∞) is a constant. It is a consequence of the proof of Uhlenbeck’s local Coulomb
gauge estimate [101, Theorem 1.3 or Theorem 2.1 and Corollary 2.2] for the unit ball that if A0
is a W 1,p connection on P0 that obeys
‖FA0‖L2(Ω(x;r0,r1)) < ε,
for small enough ε = ε(g,G, r0, r1) ∈ (0, 1], then there exist a constant C = C(g,G, p, r0, r1) ∈
[1,∞) and a W 2,p local gauge transformation u0 : Ω(x; r0, r1)→ P0 such that
d∗u0(ς∗0A0) = 0 and ‖u0(ς∗0A0)‖W 1,p(Ω(x;r0,r1)) ≤ C‖FA0‖Lp(Ω(x;r0,r1)).
See Marini [79, 80, 81] and Wehrheim [104] for statements of this kind. If we assume r1 = 64r0
then, by conformal invariance in R4 (with its standard Euclidean metric) and estimates for the
Riemannian metric g in local coordinates defined by its exponential map [10], the constants ε and
C are independent of r0, r1. For convenience, we write σ0 = ς0 ·u0, so that u0(ς∗0A0) = σ∗0A0. The
proof of existence of u0 relies on the Implicit Mapping Theorem, so u0 ∈ W 2,p(Ω(x; r0, r1);G)
varies smoothly with the W 1,p connection A0 The analogous remarks apply to a W
1,p connection
A1 on P1.
Definition 5.7 (Splicing map).
(5.6) S : A (P0)×A (P1)×Glx0♭ ×Bδ(x0♭)× (0, λ0) ∋ (A0, A1, ρ, x0, λ) 7→ A ∈ A (P ).
Our definition of the splicing map (5.6) is a combination of those described by Donaldson and
Kronheimer [24] and Taubes [96, 98, 99].
Note that to define S and compute and estimate its derivatives with respect to all parameters,
we shall need to restrict our attention to open subsets of connections A0 ∈ A (P0) and A1 ∈ A (P1)
with
‖FA0‖L2(Bδ(x0♭)) < ε and ‖FA1‖L2(Bδ(s)) < ε.
This involves no loss in generality for our application and avoids our having to consider annuli
in our definition of the domain space, though we have to consider them in the codomain space
when checking surjectivity onto an open subset.
For the purpose of computing and estimating derivatives of S, we can adopt simpler local
approaches that avoid having sections σi and trivializations τi of Pi depend on the variable
connections Ai, for i = 0, 1:
• Fix local sections σi and restrict attention to connections Ai with ‖σ∗iAi‖W 1,2(Bi) < ζ,
where ζ ∈ (0, 1] is small;
• Fix local sections σi and smooth reference connections Aoi with ‖σ∗iAoi ‖W 1,p(Bi) < ζ and
then only consider open balls of W 1,p connections Ai with ‖Ai − Aoi ‖W 1,p(X) < η, where
η ∈ (0, 1] is small;
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• While we do want to ultimately consider x ∈ X and λ ∈ (0, δ] as parameters, we are not
forced to do so and could instead consider the complete family of W 1,p connections A1 on
P1, rather than restrict to centered connections.
We do not need to make these simplifications for the purpose of defining S or proving continuity
of S, only for the purpose of computing and estimating derivatives.
Note that the space Isom(P |x0 , P1|s) of maps that are equivariant with respect to the right
action of G on the fibers of P0 and P1 may be (non-canonically) identified with a copy of G (via
a choice of point p0 ∈ P0|x0).
In Feehan [30] and Peng [91] (though apparently not in Peng [90]), we also pulled back the
connections A1 on S
4 \ ϕs(B2√λ) via conformal maps to small balls B√λ/2(x0) ⊂ X. This step
was done because the goal was to compute and estimate components of the L2 metric on the
moduli spaces of anti-self-dual connections on P , which is not conformally invariant. However,
since that is not our goal here, we do not perform these pullbacks.
5.4. Connected-sum manifold. Let H be the four-dimensional division algebra of quaternions
and HP1 = S4 be right quaternionic projective space, with coordinate patches Un = {[p, q] ∈ H2 :
q 6= 0} = S4 \ {s} around the north pole n = [0, 1] and Us = {[p, q] ∈ H2 : p 6= 0} = S4 \ {n}
around the south pole s = [1, 0]. We identify H = R4 as inner product spaces and let ϕ−1n :
S4 \ {s} ∋ [p, q] 7→ pq−1 ∈ R4 and ϕ−1s : S4 \ {n} ∋ [p, q] 7→ qp−1 ∈ R4 denote the standard local
coordinate charts. Note that ϕ−1s ◦ ϕn(x) = ι(x) for all x \ H \ {0}, where the inversion map
ι : H \ {0} → H \ {0} is given by x 7→ x−1 = x¯/|x|2 and x¯ := (x1,−x2,−x3,−x4).
We first assume that g is flat near x0 and identify the geodesic ball Br(x0) ⊂ X with Br(0) ⊂
(TX)x0 and (TX)x0 with R
4 via a choice of oriented, orthonormal frame v0 for (TX)x0 . Following
the recipe in [24, Section 7.2.1], we construct a connected sum X#S4 as X ′0 ∪fx0,λ X ′1, where
X0 = X, and X1 = S
4, and X ′0 = X \ B√λ/2(x0), and X ′1 = S4 \ ϕs(B√λ/2). The orientation-
preserving diffeomorphism,
fx0,λ : Ω(x0;
√
λ/2, 2
√
λ) ∼= ϕs(Ω(
√
λ/2, 2
√
λ)),
is defined by composition of the map x 7→ c−1λ ◦ ι(x) = λ/x with the local coordinate charts,
where cλ(x) := x/λ for all λ ∈ (0,∞) and x ∈ R4. The inverse local coordinate charts are
ϕ0 = expv0 : (TX)x0 ⊃ B̺(0)→ B̺(x0) ⊂ X and ϕs : R4 → S4 \ {n}. Therefore
fx0,λ = ϕs ◦ c−1λ ◦ ι ◦ ϕ−10 : Br(x0) ∼= S4 \ ϕs(B¯λ/r),
for any r ∈ (0, Inj(X, g)). Using ϕ−1s ◦ ϕn(x) = x−1 = ι(x) and (c−1λ ◦ ι)(x) = λ/x = (ι ◦ cλ)(x),
for all x ∈ H \ {0}, we can also write
fx0,λ = ϕn ◦ cλ ◦ ϕ−10 : Br(x0) ∼= ϕn(Br/λ).
In particular, this gives an orientation-preserving diffeomorphism
fx0,λ = ϕn ◦ cλ ◦ ϕ−10 : B2√λ(x0) ∼= ϕn(B2/√λ)
or, equivalently,
fx0,λ = ϕs ◦ c−1λ ◦ ι ◦ ϕ−10 : B2√λ(x0) ∼= S4 \ ϕs(B¯√λ/2),
The preceding orientation-preserving diffeomorphism serves to define the oriented, smooth con-
nected sum X#S4.
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5.5. Cutoff functions. Given a point x0 ∈ X and a constant r ∈ (0, Inj(X, g)), we define a
smooth cutoff function χx0,r : X → [0, 1] by setting
(5.7) χx0,r(x) := κ(distg(x, x0)/r), ∀x ∈ X,
where κ : R → [0, 1] is a smooth function such that κ(t) = 1 for t ≥ 2 and κ(t) = 0 for t ≤ 1/2.
Thus, we have
χx0,r(x) =
{
1 for x ∈ X \B2r(x0),
0 for x ∈ Br/2(x0).
An elementary calculation yields (see [32, Lemma 5.8] for example),
(5.8) ‖dχx0,r‖L4(X) ≤ C,
where the constant C = C(g) ∈ [1,∞) is independent of x0 ∈ X and r ∈ (0, ̺), but rather depends
only on the fixed universal choice of κ via |dκ| ≤ 1, and the injectivity radius ̺ = Inj(X, g).
5.6. Riemannian metric on the connected sum of a four-manifold and four-sphere.
One can define a metric gλ on X#S
4 that is conformally equivalent to g using Peng [90, Equation
(2.6)] when g is flat near x0. In Feehan [30, Definition 3.11], irrespective of whether g is flat near
x0, we define a conformal structure on X#S
4, though not an actual metric, since we do not
interpolate between the almost round metric g˜round on S
4 near s and the possibly non-flat metric
g on X near x0. Recall that (see Jost [61, Equation (1.4.39)])
(5.9) ϕ∗nground(x) =
4δµν
1 + |x|2dx
µdxν , ∀x ∈ R4.
Following Peng [90, Equation (2.6)], we set
(5.10) gλ :=

g, on X \B2√λ(x0),
χx0,
√
λ g + (1− χx0,√λ) f∗x0,λground, on Ω(x0;
√
λ/2, 2
√
λ),
ground, on S
4 \ ϕs(B2√λ),
When λ ↓ 0, the connected sum X#S4 becomes a copy of X and S4 with x0 ∈ X identified with
s ∈ S4 and gλ becomes a copy of g on X and ground on S4. When g is non-flat, we set
(5.11) gλ :=

g, on X \B2√λ(x0),
χx0,
√
λ g + (1− χx0,√λ) f∗x0,λg˜round, on Ω(x0;
√
λ/2, 2
√
λ),
g˜round, on S
4 \ ϕs(B2√λ),
Here, the almost round metric on S4 depends on x0, g, and λ by writing ϕ
∗
0g(x) = gµν(x)dx
µdxν
on B̺(x0) and setting
(5.12) ϕ∗ng˜round(x) :=
4gµν(λx)
1 + |x|2 dx
µdxν , ∀x ∈ B̺/λ,
as in Feehan [30, Definition 3.11] or Peng [90, pp. 153–154]. Note that
c∗λϕ
∗
ng˜round(x) =
4λ−2gµν(x)
1 + |x/λ|2 dx
µdxν =
4gµν(x)
λ2 + |x|2 dx
µdxν , ∀x ∈ B̺.
Thus, f∗x0,λg˜round = (ϕn ◦ cλ ◦ ϕ−10 )∗g˜round = (ϕ−10 )∗c∗λϕ∗ng˜round is conformally equivalent, though
not equal, to g on B̺(x0). Recall from Aubin [10, Corollary 1.32] or Jost [61, Theorem 1.4.4]
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that gµν(0) = δµν and (∂gµν/∂x
α)(0) = 0 for all indices µ, ν, α, and so
|gµν(x)− δµν | = O(|x|2),(5.13a) ∣∣∣∣∂gµν∂xα (x)
∣∣∣∣ = O(|x|), ∀x ∈ B̺,(5.13b)
since ϕ−10 is a geodesic normal coordinate chart on B̺(x0) for the metric g.
5.7. Spliced principal G-bundle. We define a spliced principal G-bundle P over X by setting
(5.14) P :=
{
P0 over X \B√λ/2(x0),
P1 over S
4 \ ϕs(B√λ/2).
The bundles P0 and P1 are identified over the annulus Ω(x0,
√
λ/2, 2
√
λ) in X via the isomor-
phisms of principal G-bundles defined by the orientation-preserving diffeomorphism fx0,λ that
identifies the annulus Ω(x0,
√
λ/2, 2
√
λ) with the annulus ϕs(Ω(
√
λ/2, 2
√
λ)) in S4 and the G-
bundle map defined by the trivializations τ0 and τ1 determined by the sections σ0 and σ1.
5.8. Splicing map for connections. We define a cutoff connection on P0 by
(5.15) A′0 :=

A0, over X \B2√λ(x0),
Θ+ χx0,
√
λ σ
∗
0A0, over Ω(x0;
√
λ/2, 2
√
λ),
Θ, over B√λ/2(x0),
where Θ is the product connection on B̺(x0)×G. We define a cutoff connection on P1 by
(5.16) A′1 :=

A1, over S
4 \ ϕs(B2√λ(s)),
Θ+ (1− χs,√λ)σ∗1A1, over Ω(s;
√
λ/2, 2
√
λ),
Θ, over B√λ/2(s),
where Θ is the product connection on S4\{n}×G. Finally, we define a spliced principal G-bundle
P and a spliced connection A on P by
(5.17) A :=

A1, over S
4 \ ϕs(B2√λ(s)),
Θ+ χx0,
√
λ σ
∗
0A0 + (1− χx0,√λ)f∗x0,λσ∗1A1, over Ω(x0;
√
λ/2, 2
√
λ),
A0, over X \B√λ/2(x0),
where Θ is the product connection on B̺(x0) \ {x0} ×G.
5.9. Unsplicing map and surjectivity of the splicing map for connections. We shall
prove that the splicing map S in (5.6) is surjective by exhibiting an explicit (smooth) right
inverse U , called the unsplicing map. Since we shall need to refer to the parameters that we fix
once and for all in our definitions of splicing and unsplicing maps, we collect these choices in the
following data set:
Data 5.8 (Fixed auxiliary parameters for the definition of splicing and unsplicing maps). Let
(X, g) be a closed, connected, four-dimensional, oriented, smooth Riemannian manifold, G be a
compact Lie group, P0 be a smooth principal G-bundle over X, and P1 be a smooth principal
G-bundle over S4, where S4 = {x ∈ R5 : |x| = 1} is the four-dimensional sphere with its standard
round metric ground of radius one. Let x0 ∈ X be a point, v be an oriented, orthonormal frame
for TX|x0 , and p0 ∈ P0|x0 and p1 ∈ P1|s be fiber points (where s ∈ S4 denotes the south pole),
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and A0♭ on P0 and A1♭ on P1 be smooth connections, and ̺0 ∈ (0, 1] be a constant such that the
Riemannian metric g is flat on the geodesic ball B̺0(x0♭).
In applications to topology, as discussed for example by the authors in [33], one needs to allow
some of the parameters recorded in Data 5.8 to vary. For now, we note that given p0 ∈ P0|x0 , we
obtain different points ρ(p0) ∈ P1|s by varying ρ ∈ Glx0♭ ; conversely, given p1 ∈ P1|s, we obtain
different points ρ−1(p1) ∈ P0|x0 varying ρ ∈ Glx0♭ .
In our definition of the splicing map S in Section 5.8, we used the facts that P0 ↾ B̺(x0) ∼=
B̺(x0) × G and P1 ↾ S4 \ {n} ∼= S4 \ {n} × G, where the local trivializations of the principal
G-bundles are defined by the data (p0, p1, A0♭, A1♭). The choice of oriented, orthonormal frame v
and resulting geodesic normal coordinate chart and the standard coordinate chart for S4 yield the
principal G-bundle P over X#S4 by identifying P0 and P1 over annuli in X and S
4, respectively,
with Ω×G, where Ω ⊂ R4 is an open annulus.
Consider A ∈ A (P ). After suppressing notation for the local coordinate charts and local
trivializations, we may write
A = χx0,
√
λA+ (1− χx0,√λ)A on B̺(x0) \ {x0} ×G,
where χx0,
√
λA ∈ A (P0) and (1 − χx0,√λ)A ∈ A (P1). Now χx0,√λ/4 = 1 on X \ B√λ/2(x0)
(the support of χx0,
√
λ) and χx0,
√
λ/4 = 0 on B
√
λ/8(x0). On the other hand, 1 − χx0,4√λ = 1 on
B2
√
λ(x0) (the support of 1− χx0,√λ) and 1−χx0,4√λ = 0 on X \B8√λ(x0). Hence, we can write
A = χx0,
√
λ χx0,
√
λ/4A+ (1− χx0,√λ)(1− χx0,4√λ)A
= χx0,
√
λA0 + (1− χx0,√λ)A1,
where
A0 := χx0,
√
λ/4A and A1 := (1− χx0,4√λ)A.
In particular, A = S(A0, A1, ρ, x0, λ) and S is surjective by construction.
Since these pairs of cutoff functions arise frequently in this article, we abbreviate them as
(5.18) χ0 := χx0,
√
λ, χ1 := 1− χx0,√λ, ψ0 := χx0,√λ/4, and ψ1 := χx0,√λ/4.
Note that χ0 + χ1 = 1 on X while ψ0 = 1 on suppχ0 and ψ1 = 1 on suppχ1. The assertion that
(as a map of sets) S is surjective is equivalent to the assertion that it has a right inverse U :
S ◦ U = id on A (P )×Glx0♭ ×Bδ(x0♭)× (0, λ0).
We define a candidate for this right inverse by
(5.19) U : A (P )×Glx0♭ ×Bδ(x0♭)× (0, λ0) ∋ (A, ρ, x0, λ)
7→ (ψ0A,ψ1A, ρ, x0, λ) ∈ A (P0)×A (P1)×Glx0♭ ×Bδ(x0♭)× (0, λ0).
Plainly, U is smooth map. It is worth noting that the connection A1 = ψ1A ∈ A (P1) need not
be centered with respect to the north pole in S4. When we eventually apply the Inverse Function
Theorem for C1 maps of smooth Banach manifolds with boundary (in the form of Theorem 1),
however, we shall obtain a gluing embedding map whose domain contains a factor corresponding
to centered anti-self-dual connections on P1 over S
4.
Lemma 5.9 (Right inverse and surjectivity of the splicing map). The map U in (5.19) is a right
inverse for the splicing map S in (5.6) and thus S is surjective.
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Proof. We observe that
S ◦ U(A) = (ψ0A,ψ1A, ρ0, x0, λ0)
= χ0ψ0A+ χ1ψ1A
= χ0A+ χ1A = A,
and so U is a right inverse for S, as claimed. 
5.10. Splicing map is a smooth submersion. We have the
Proposition 5.10 (Ck submersion property of the splicing map). For any integer k ∈ N, the
splicing map S in (5.6) is a Ck submersion.
Proof. It suffices to consider partial derivatives of S with respect to the factors A0 and A1 for
any fixed triple (ρ, x0, λ) ∈ Glx0♭ ×Bδ(x0♭)× (0, λ0). Consider directions a0 ∈W 1,2(T ∗X ⊗ adP0)
and a1 ∈W 1,2(T ∗S4 ⊗ adP1) and compute the partial derivatives:
∂S
∂A0
(A0, A1, ρ, x0, λ)a0 = χ0a0 and
∂S
∂A1
(A0, A1, ρ, x0, λ)a1 = χ1a1.
Therefore,
∂S
∂A0
(A0, A1, ρ, x0, λ)a0 +
∂S
∂A1
(A0, A1, ρ, x0, λ)a1 = χ0a0 + χ1a1.
Observe that TAA (P ) = W
1,p(T ∗X ⊗ adP ), where A := S(A0, A1, ρ, x0, λ), while TA0A (P0) =
W 1,p(T ∗X ⊗ adP0) and TA1A (P1) =W 1,p(T ∗S4⊗ adP1). If a ∈W 1,p(T ∗X ⊗ adP ), then we may
write
a = χ0a0 + χ1a1,
for a0 := ψ0a ∈W 1,p(T ∗X ⊗ adP0) and a1 := ψ1a ∈W 1,p(T ∗S4 ⊗ adP1). Hence, the derivative
(5.20) dS : T(A0,A1,ρ,x0,λ)
(
A (P0)×A (P1)×Glx0♭ ×Bδ(x0♭)× (0, λ0)
)→ TAA (P )
is surjective and S is a C1 submersion at (A0, A1, ρ, x0, λ). Since the point (A0, A1, ρ, x0, λ) is
arbitrary and S is clearly Ck smooth for any k ∈ N, the conclusion follows. 
5.11. Restriction of the splicing map to the codimension-five submanifold defined by
centered connections. We have seen thus far that the splicing map S in (5.6) is a surjective sub-
mersion (Lemma 5.9 and Proposition 5.10). However, as we have chosen (X1, g1) = (S
4, ground),
readers familiar with the development by Donaldson and Kronheimer (see [24, Section 8.2]) will
recognize that there is a redundancy in the domain of S provided in (5.6): An arbitrary con-
nection A1 on P1 over S
4 has an intrinsic center of mass z1 ∈ R4 and intrinsic scale ν ∈ (0,∞)
in addition to the extrinsic center x0 ∈ Bδ(x0♭) and intrinsic scale λ ∈ (0, λ0) prescribed in the
domain for S in (5.6). In this subsection, we observe that if we replace the Banach affine space
A (P1) in (5.6) by the codimension-five Banach submanifold A
⋄(P1) of centered connections, then
the resulting restriction of S remains a surjective submersion. We first prove surjectivity.
Lemma 5.11 (Surjectivity of the centered splicing map). Continue the notation of this section.
Then the centered splicing map, given by composition of the splicing map S in (5.6), restricted
by replacing A (P1) with A
⋄(P1), and the conformal diffeomorphism of (S4, ground) defined by
translation and dilation of R4 and stereographic projection from the south pole of S4,
(5.21) S◦(R× id) : A (P0)×A ⋄(P1)×Glx0♭ ×Bδ(x0♭)×(0, λ0) ∋ (A0, A⋄1, ρ, x0, λ) 7→ A ∈ A (P ),
is a smooth surjective map, where
A := S(A0,R(A⋄1, x0, λ), ρ, x0, λ) = χ0A0 + χ1A1 ∈ A (P ),
GLUING VIA MAPS OF BANACH MANIFOLDS WITH CORNERS 49
and χ0, χ1 are determined by (x0, λ) as in (5.18), and
R : A ⋄(P1)× R4 × (0,∞) ∋ (A⋄1, x0, λ) 7→ A1 = h˜∗x0,λA⋄1 ∈ A (P1).
Proof. Let q = p∗ = 4p/(4 − p) ∈ [4,∞) when p ∈ [2, 4) or q ∈ [4,∞) when p ≥ 4 and A ∈ A (P )
be a connection that is Lq-close, in the sense of [24, Section 7.3.1], to a connection A0 over an
open subset X ′′(η) := X \ B¯η(x0♭) ⊂ X for a small positive constant η ∈ (0, δ]. Construct a cutoff
function ζ1 ∈ C∞(X; [0, 1]) such that ζ1 = 1 on Bη/2(x0♭) and ζ1 = 0 on X \ B2η(x0♭). Recall
that the smooth principal G-bundle P is constructed (up to an isomorphism of smooth principal
G-bundles) using the Data 5.8 and a triple (ρ, x0♭, η) ∈ Glx0♭ ×Bδ(x0♭) × (0, 1]. We obtain a
connection A1 := ζ1A on the principal G-bundle P1 over S
4 with the aid of the trivialization
P ↾ Ω(x0♭; η/2, 2η) × G and cutting off over A over the annulus Ω(x0♭; η/2, 2η) ⊂ X. We next
define
z := Center[A1] ∈ R4 and ν := Scale[A1] ∈ (0,∞)
and obtained a centered connection A⋄1 := (h˜
−1
z,ν)
∗A1 on P1 by pulling back A1 via the inverse of
the conformal diffeomorphism h˜z,ν of S
4 defined by hz,ν(y) = (y − z)/ν, for y ∈ R4. We may
assume without loss of generality that z ∈ Bδ and ν ∈ (0, 1] and, in particular that z is close
to the origin in Tx0♭X
∼= R4 (isometric isomorphism), which is in turn identified with the point
x0♭ ∈ X, and that
√
ν ≪ η. We now write x0 := expv(z) ∈ X and χ0 := χx0,ν ∈ C∞([0, 1];X) (as
in (5.18) but with λ replaced by ν) and χ1 := 1− χ0 ∈ C∞([0, 1];X) and unsplice A by writing
A = χ0A+ χ1A.
But suppχ1 ⊂ {ζ1 = 1} and so we have χ1A = χ1A1; similarly, we may choose ζ0 ∈ C∞([0, 1];X)
such that supp ζ0 ⋐ X \ {x0♭} but suppχ0 ⊂ {ζ0 = 1}, define A0 := ζ0A, and hence obtain
A = χ0A0 + χ1A1 = χ0A0 + χ1(h˜
−1
z,ν)
∗A⋄1,
as claimed. 
We next prove that the centered splicing map is a smooth submersion.
Proposition 5.12 (Ck submersion property of the centered splicing map). For any integer k ∈ N,
the centered splicing map S⋄ in (5.21) is a Ck submersion.
Proof. Let (A0, A
⋄
1, ρ, y0, ν) be a point in the domain of S⋄ in (5.21) and let A1 := h˜∗y0,νA⋄1. Recall
from the proof of Proposition 5.10 that in order to verify that the derivative map dS(A0, A1, ρ, x0, λ)
in (5.20) is surjective, it sufficed to consider partial derivatives of S with respect to
(1) A0 in directions a0 ∈ TA0A (P0) =W 1,p(T ∗X ⊗ adP0), and
(2) A1 in directions a1 ∈ TA1A (P1) =W 1,p(T ∗S4 ⊗ adP1).
Because the map
A
⋄(P1)× R4 × (0,∞) ∋ (A⋄1, z, ν) 7→ h˜∗z,νA⋄1 ∈ A (P1)
is a diffeomorphism, the conclusion follows from Proposition 5.10. 
5.12. Injectivity of restrictions of splicing maps to finite-dimensional submanifolds. It
is important to note that the splicing map S for connections in (5.6) cannot be injective, even after
restricting it to the smaller (but still infinite-dimensional) domain in (5.21). On the other hand,
we shall see below, the splicing maps do become injective when restricted to finite-dimensional
submanifolds their domains.
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Proposition 5.13 (Injectivity of restrictions of splicing maps to finite-dimensional submani-
folds). Let G be a compact Lie group, Pi be smooth principal G-bundles over admissible Rie-
mannian four-manifolds (Xi, gi), and Mi ⊂ A (Pi) be finite-dimensional smooth submanifolds.
Assume given the splicing data in Data 3.1 and that the metrics gi are conformally flat near the
points xi♭ ∈ Xi for i = 0, 1. Then the following hold.
(1) If λ0 is small enough and λ ∈ (0, λ0) is a fixed scale parameter and gλ is the smooth
Riemannian metric defined on the connected sum X = X0#X1 by λ and Data 3.1, then
the Donaldson splicing map
S : A (P0)×A (P1)×Glx0♭,x1♭ → A (P )
is not injective but its restriction to a finite-dimensional submanifold is injective:
S :M0 ×M1 ×Glx0♭,x1♭ → A (P ).
(2) If (X0, g0) = (X, g) and (X1, g1) = (S
4, ground) and x1♭ is the south pole in S
4 and
M⋄1 ⊂ A ⋄(P1) is a finite-dimensional smooth submanifold, then the Taubes’ splicing map
S : A (P0)×A ⋄(P1)×Glx0♭ ×Bδ(x0♭)× (0, λ0)→ A (P )
is not injective but its restriction to a finite-dimensional submanifold is injective:
S :M0 ×M⋄1 ×Glx0♭ ×Bδ(x0♭)× (0, λ0)→ A (P ).
Proof. When λ > 0, it is an immediate consequence of their construction that neither the Don-
aldson nor Taubes splicing maps S is injective. By the proof in Guillemin and Pollack [45, pp.
51–54] of the easy version of the Whitney Embedding Theorem (that a smooth submanifold in
R
N of dimension m ≥ 1 embeds into R2m+1 ⊂ RN ), there are finite-dimensional vector subspaces
Vi ⊂W 1,p(T ∗Xi ⊗ adPi) with Ai♭ + Vi ⊂ A (Pi), i = 0, 1,
with inclusions Mi ⊂ Ai♭ + Vi that are smooth embeddings for i = 0, 1.
Consider Item (1). If the following restriction of the Donaldson splicing map S is injective,
S : (A0♭ + V0)× (A1♭ + V1)×Glx0♭,x1♭ → A (P ),
then its further restriction M0 ×M1 ×Glx0♭,x1♭ will also be injective. When λ0 is a small enough
constant (depending on the subspaces Vi and the injectivity radii of (Xi, gi) for i = 0, 1) and
pi ∈ Pi|xi♭ are fixed fiber points, then the affine maps
(5.22) Ai♭ + Vi ∋ Ai 7→ χiAi ∈ A (Pi)
are injective for i = 0, 1. To see this, one shows that the kernel of the linear map obtained
from (5.22) by subtracting the reference connection Ai♭ is zero for small enough λ0 ∈ (0, 1]
and any λ ∈ (0, λ0]. An argument of this kind is provided by the authors in [32, Section 6.4].
Briefly, if {aik}vik=1 with dimVi = vi is an L2-orthonormal basis for Vi, then {χiaik}vik=1 will be an
approximately L2-orthonormal (hence linearly independent) set of vi vectors in A (P ) and thus
(5.22) must be injective for i = 0, 1.
It follows from the proof of [24, Proposition 7.2.9] that the splicing map
Glx0♭,x1♭ ∋ ρ 7→ S(A0, A1, ρ) = χ0A0 + χ1Aρ1 ∈ A (P )
is injective for any fixed pair of connections (A0, A1). Consequently, it follows that the map
A (P0)×A (P1)×Glx0♭,x1♭ ∋ (A0, A1, ρ) 7→ S(A0, A1, ρ) = χ0A0 + χ1Aρ1 ∈ A (P )
is injective.
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Consider Item (2). It is an immediate consequence of its construction that the map S cannot
be injective. However, when the Banach affine spaces A (Pi) are replaced by finite-dimensional
affine subspaces Mi, and λ0 is a small enough constant, then S is injective. 
Remark 5.14 (Injectivity for polyfold splicing maps). While the splicing map S is not injective,
when we restrict it to a finite-dimensional subdomain defined by choosing finite-dimensional
submanifolds M0 ⊂ A (P0) and M⋄1 ⊂ A ♮(P1 (for example, anti-self-dual or extended anti-self-
dual connections in Coulomb gauge with respect to reference anti-self-dual connections), as in
Proposition 5.13, then S becomes an embedding. In the theory of polyfolds [26], the definition of
the corresponding splicing map is augmented so that it becomes injective.
6. Smooth extension of splicing map for connections
In order to analyze the continuity and smoothness properties of the splicing map S in (5.6) up
to the boundary λ = 0 of the factor (0, λ0) of its domain, we enlarge the codomain A (P ). This
shift in perspective allows us to prove the
Theorem 6.1 (Smooth extension of the splicing map to the boundary of its domain). Let (X, g)
be a closed, connected, four-dimensional, oriented, smooth Riemannian manifold, G be a compact
Lie group, P0 be a smooth principal G-bundle over X, and P1 be a smooth principal G-bundle over
S4, and p ∈ [1,∞) be a constant. Let P ∼= P0#(ρ,x0,λ)P1 denote the smooth principal G-bundle
over the connected sum X#(x0,λ)S
4 ∼= X defined by the fixed parameters in Data 5.8 and the
parameters (ρ, x0, λ) ∈ Glx0♭ ×Bδ/2(x0♭) × (0, λ0). The splicing map S for connections in (5.6)
with codomain A (P ) can be equivalently viewed as a smooth section of a product affine bundle:
(6.1)
A (P0)×A (P1)×Glx0♭ ×Bδ(x0♭)× (0, λ0)×A (P )
A (P0)×A (P1)×Glx0♭ ×Bδ(x0♭)× (0, λ0)
π S
The preceding smooth section extends to a C1 section of a C1 affine bundle over a smooth Banach
manifold with boundary,
(6.2)
A 1,2(P0)×A 1,2(P1)×Glx0♭ ×Bδ(x0♭)× A
A 1,2(P0)×A 1,2(P1)×Glx0♭ ×Bδ(x0♭)× [0, λ0)
π S
where the fibers A|{λ} are isomorphic to one another as Hilbert affine spaces for each λ ∈ [0, λ0),
with
A|{0} := {0} ×
(
A0♭ +W
1,2
A0♭
(T ∗X ⊗ adP0)
)
×
(
A1♭ +W
1,2
A1♭
(T ∗S4 ⊗ adP1)
)
,
A|{λ} := {λ} ×
(
A♭ +W
1,2
A♭
(T ∗X ⊗ adP )
)
, ∀λ ∈ (0, λ0).
Moreover, we have
S(A0, A1, ρ, x0, 0) = ((A0, A1, ρ, x0, 0), (0, A0, A1))
upon restriction to the boundary face
A
1,2(P0)×A 1,2(P1)×Glx0♭ ×Bδ(x0♭)× {0}.
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Finally, the map S in (5.6) extends to a continuous map,
(6.3) S : A (P0)×A (P1)×Glx0♭ ×Bδ(x0♭)× [0, λ0)
→ A (P ) ⊔ (A (P0)×A (P1)×Glx0♭ ×Bδ(x0♭)) ,
when the codomain has the Uhlenbeck topology [24, Section 4.4.1].
In preparation for our proof of Theorem 6.1, we shall in the forthcoming Theorem 6.5 establish
a natural isomorphism between two Hilbert spaces.
Recall that the L2 norm on v ∈ Ω2(X; adP ) and the L4 norm on a ∈ Ω1(X; adP ) depend only
on the conformal class [g] of the Riemannian metric g on X and not on the actual metric. With
that in mind, we now consider the definition of Sobolev norms for sections of T ∗S4 ⊗ adP1 that
are equivalent to the standard norm, ‖ · ‖W 1,2A1,ground (S4), but have more easily described conformal
invariance properties.
Let A1 be a smooth connection on a principal G-bundle P1 over S
4 with its standard round
metric ground of radius one. Let δ = geuclid be the flat metric on S
4\{s} ∼= R4 obtained by pullback
of the standard Euclidean metric on R4 via the conformal diffeomorphism ϕ−1n : S4 \ {s} → R4.
Let ∇groundA1 denote the covariant derivative on T ∗S4 ⊗ adP1 defined by the connection A1 and
metric ground, while ∇δA1 denotes the covariant derivative on T ∗S4 ⊗ adP1 ↾ S4 \ {s} defined by
A1 and δ. We define the usual W
1,2 norm on C∞ sections a1 of T ∗S4 ⊗ adP1 by
‖a1‖W 1,2A1,ground (S4) := ‖∇
ground
A1
a1‖L2(S4,ground) + ‖a1‖L2(S4,ground).
Similarly, if a1 is a C
∞ section of T ∗S4 ⊗ adP1 and has compact support in S4 \ {s}, define
|a1|A1 := ‖∇δA1a1‖L2(S4,δ),
‖a1‖W 1,2A1,δ(S4) := ‖∇
δ
A1a1‖L2(S4,δ) + ‖a1‖L2(S4,δ).
For an integer d ≥ 2, let Conf(Sd) denote the group of conformal transformations of (Sd, ground).
For any λ ∈ (0,∞), recall that δλ is the dilation of Rd given by x 7→ x/λ and for any z ∈ Rd, recall
that τz is the translation of R
d defined by x 7→ x − z. If δλ and τz again denote the conformal
diffeomorphisms of Sd induced by the chart ϕ−1n : Sd\{s} ∼= Rd, then the group SO(d)×R+×Rd of
rotations, dilations, and translations of Rd is identified with the subgroup Confs(S
d) ⊂ Conf(Sd)
of diffeomorphisms which fix the south pole s ∈ Sd [97, p. 346]. Indeed, the finite generators
of Conf(Sd) are dilations, translations, rotations and special conformal transformations, where
the latter can be understood as an inversion, followed by a translation, and followed again by an
inversion [16, Section 2.1 and Table 2.1], [94, Theorem 1.9]. The conformal and quasi-conformal
invariance properties of | · |A1 and ‖ · ‖W 1,2A1,δ(S4) are described by two lemmata of Taubes [97, 99].
Lemma 6.2. (See Taubes [97, Proposition 2.4].) There is a universal constant z ∈ [1,∞) with
the following significance. If A is a smooth connection on a principal G-bundle P1 over S
4 with
its standard round metric of radius one, then the following hold:
(1) | · |A1 extends to a continuous norm on Ω1(S4; adP1) = C∞(S4;T ∗S4 ⊗ adP1).
(2) The norm | · |A1 is Confs(S4)-invariant:
|h∗a1|h∗A1 = |a|A1 , ∀h ∈ Confs(S4) and a1 ∈ Ω1(S4; adP1).
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(3) If a1 ∈ Ω1(S4; adP1), then
z−1‖a1‖W 1,2A1,ground (S4) ≤ |a1|A1 ≤ z‖a1‖W 1,2A1,ground (S4),
z−1‖a1‖W 1,2A1,ground (S4) ≤ ‖a1‖W 1,2A1,δ(S4) ≤ z‖a1‖W 1,2A1,ground(S4).
Lemma 6.3. (See Taubes [99, Lemma 3.1].) Assume the hypotheses and notation of Lemma 6.2.
If h ∈ Conf(S4) and a1 ∈ Ω1(S4; adP1), then
z−1‖a1‖W 1,2A1,ground (S4) ≤ ‖h
∗a1‖W 1,2
h∗A1,ground
(S4) ≤ z‖a1‖W 1,2A1,ground (S4).
Remark 6.4 (Variant of the W 1,2 norm on sections of T ∗S4 ⊗ adP1). A combination of the Kato
Inequality [38, Equation (6.20)] and the Sobolev embeddingW 1,2(S4;R) ⊂ L4(S4;R) given by [2,
Theorem 4.12] yields a universal constant z0 ∈ [1,∞) such that
‖a1‖L4(S4,ground) ≤ z0‖a1‖W 1,2A1,ground(S4),
and thus, since ‖a1‖L2(S4,ground) ≤ vol(S4)1/4‖a‖L4(S4,ground), the norm ‖a‖W 1,2A1,ground (S4) may be
replaced by the equivalent norm,
‖a1‖Ŵ 1,2A1,ground (S4) := ‖∇
ground
A1
a1‖L2(S4,ground) + ‖a1‖L4(S4,ground),
in the statements of Lemmata 6.2 and 6.3.
We say that two Hilbert spaces G and H are isomorphic if there exists a bounded linear
map T : G → H with bounded linear inverse T−1 : H → G and in addition that G and H
are isometrically isomorphic if T is also an isometry (and thus preserves inner products by the
parallelogram identity). Recall that a sequence {ak}k∈N ⊂ H is an orthonormal basis for H [92,
Section 2.3] if the sequence is H -orthonormal and the subspace of finite linear combinations of
basis elements is dense in H .
Theorem 6.5 (Isomorphisms of Hilbert spaces of bundle-valued one-forms for small scale pa-
rameters). Assume the hypotheses of Theorem 6.1 and, in particular, that g is conformally flat on
Bx0♭(2δ), so hypothesis (1.13) from Theorem 3 holds. Let gx0,λ be the smooth Riemannian metric
on the connected sum X ∼= X#x0,λS4 defined in Section 5.6 by the metric g on X and the metric
ground on S
4. Then the Hilbert spaces W 1,2A♭ (T
∗X ⊗ adP ) defined by gx0,λ are isomorphic to one
another, with uniformly equivalent norms for all λ ∈ (0, λ0], where A♭ := S(A0♭, A1♭, ρ♭, x0♭, λ)
on P . Moreover, there is an isometric isomorphism of Hilbert spaces (depending on λ ∈ (0, λ0]
and the preceding choices)
(6.4) Φ :W 1,2A0♭(T
∗X ⊗ adP0)⊕W 1,2A1♭(T
∗S4 ⊗ adP1) ∼=W 1,2A♭ (T
∗X ⊗ adP )
defined by choices of W 1,2-orthonormal bases for the three W 1,2 spaces appearing in (6.4). Let
{a0j}j∈N ⊂W 1,2A0♭(T
∗X ⊗ adP0) and {a1k}k∈N ⊂W 1,2A1♭(T
∗S4 ⊗ adP1)
be W 1,2-orthonormal bases defined by sequences of L2-orthonormal eigenvectors of the following
second-order elliptic partial differential operators for i = 0, 1:
∆1Ai♭ := d
∗
Ai♭
dAi♭ + dAi♭d
∗
Ai♭
on Ω1(adPi).
There are a non-increasing sequential scale function
(6.5) s : N×N× (0, λ0] ∋ (m,n, λ) 7→ λm,n := s(m,n, λ) ∈ (0, λ0]
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such that s(1, 1, λ) = λ and s(m,n, λ) → 0 as m or n→∞ and, for each λ ∈ (0, λ0], a sequence
of approximate eigenvectors for ∆1Ai♭ on Ω
1(adP ),
{aj,k(λjk)}j,k∈N ⊂W 1,2A♭ (T
∗X ⊗ adP ),
given by the splicing map for bundle-valued one-forms in Section 5:
a′j,k(λjk) := S(a0j , a1k, ρ♭, x0♭, λjk), ∀ (j, k) ∈ N× N.
Application of the Gram–Schmidt orthonormalization process to {a′j,k(λjk)}j,k∈N yields a W 1,2-
orthonormal basis {a¯j,k(λjk)}j,k∈N for W 1,2A♭ (T ∗X ⊗ adP ) and if
{aj,k(λjk)}j,k∈N ⊂W 1,2A♭ (T
∗X ⊗ adP )
is a suitably enumerated W 1,2-orthonormal basis for W 1,2A♭ (T
∗X ⊗ adP ) defined by a sequence of
L2-orthonormal eigenvectors of ∆1A♭ on Ω
1(adP ), then the assignment
a¯j,k(λjk) 7→ aj,k(λjk), ∀ (j, k) ∈ N× N
extends to an isometric isomorphism of the Hilbert space W 1,2A♭ (T
∗X ⊗ adP ) onto itself. Finally,
the assignment
(a0j , a1k) 7→ aj,k(λjk), ∀ (j, k) ∈ N× N
extends to an isometric isomorphism Φ(λ) in (6.4) of Hilbert spaces (depending on λ ∈ (0, λ0]
and the preceding choices). If {λn}n∈N ⊂ (0, λ0] is any sequence that converges to zero as n→∞,
then the corresponding sequence {Φ(λn)}n∈N of isomorphisms (6.4) is Cauchy with respect to the
operator norm.
Proof. The construction of the preceding isomorphisms and verification of their properties are
very similar to those in the proof of the forthcoming Theorem 8.2. Note that if {a0j}j∈N is an
L2-orthonormal basis for W 1,2A0♭(T
∗X ⊗ adP0) defined by the eigenvectors of ∆1A0♭ and we define
the norm on W 1,2A0♭(T
∗X ⊗ adP0) by
‖a‖W 1,2A0♭ (X) :=
∥∥∥(∆1A0♭ + 1)1/2 a∥∥∥L2(X) ,
then the basis {a0j}j∈N is also orthonormal with respect to the correspondingW 1,2 inner product,
(a, b)W 1,2A0♭ (X)
=
(
a,
(
∆1A0♭ + 1
)
b
)
L2(X)
for all a, b ∈W 1,2A0♭(T ∗X ⊗ adP0). 
In the inequalities that appear in the proofs of Theorem 6.1 and subsequent results, we write
a . b if a ≤ Cb for some constant C ∈ [1,∞) that is independent of the parameters. We write
a ∼ b if both a . b and b . a.
Proof of Theorem 6.1. We need to analyze the boundedness and uniform continuity properties of
the partial derivatives of S on its domain in (6.1) when p = 2:
(6.6)
∂S
∂A0
,
∂S
∂A1
,
∂S
∂ρ
,
∂S
∂x0
, and
∂S
∂λ
.
Calculations of this kind were previously done by Feehan [30, Theorem 3.33], Groisser [41, 42],
Groisser and Parker [44, Section 3], and Peng [90, 91]. The analysis by Feehan in [30, Section 3]
is closest to our needs here. Peng assumes initially that the Riemannian metric g is flat near x0♭
(in other words, that hypothesis (1.13) holds in Theorem 3) and then makes adjustments in [90,
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Section 5] to allow for non-flat Riemannian metrics. Moreover, in [90, 91], Peng only estimates
the L2 norms of the partial derivatives in (6.6), whereas in [30, Section 3], Feehan estimates their
Lp norms for any p ∈ [1,∞). The latter calculations extend to give estimates of their Lp∗ and
W 1,p norms when p ∈ [1, 4) and p∗ = 4p/(4 − p) ∈ [4/3,∞). We only need the case p = 2 and
p∗ = 4.
Step 1 (Derivatives with respect to the connections A0 and A1). See the proof by Feehan
of his [30, Proposition 3.30] for details and see the proof by Peng of his [90, Lemma 4.7] for
related calculations. Suppose that A0(t0) is a smooth curve in A (P0) parameterized by arclength
t0 ∈ (−ε, ε) for some ε ∈ (0, 1]. By [30, Proposition 3.30], we have∥∥∥∥ ∂S∂t0 − ∂A0∂t0
∥∥∥∥
Lp(X′′
0
)
. λ2/p and
∥∥∥∥ ∂S∂t0
∥∥∥∥
Lp(X)
. 1.
Similar calculations yield the estimates∥∥∥∥ ∂S∂t0 − ∂A0∂t0
∥∥∥∥
W 1,p(X′′
0
)
. λ2/p
∗
and
∥∥∥∥ ∂S∂t0
∥∥∥∥
W 1,p(X)
. 1.
Aside from obvious notational changes, the calculations and conclusions for ∂S/∂A1 are identical.
This completes our estimates of the partial derivatives of S(A0, A1, ρ, x0, λ) with respect to the
connections A0 and A1.
Step 2 (Derivative with respect to the gluing parameter ρ). See the proof by Feehan of his
[30, Proposition 3.28] for details and see the proof by Peng of his [90, Lemma 4.2] for related
calculations. Suppose that ρ(t) is a smooth curve in Glx0♭
∼= G parameterized by arclength
t ∈ (−ε, ε) for some ε ∈ (0, 1]. By [30, Proposition 3.28], we have∥∥∥∥∂S∂t
∥∥∥∥
Lp∗ (X)
∼ |t|λ2/p∗−1/2.
Similar calculations yield the estimates∥∥∥∥∂S∂t
∥∥∥∥
W 1,p(X)
∼ |t|λ2/p−1.
This completes our estimate of the partial derivative of S(A0, A1, ρ, x0, λ) with respect to the
gluing parameter ρ.
Step 3 (Derivative with respect to the center point x0). See the proof by Feehan of his [30,
Proposition 3.25] for details and see the proof by Peng of his [90, Lemma 4.10] for related cal-
culations. Suppose that x0(t) is a smooth curve in X parameterized by arclength t ∈ (−ε, ε) for
some ε ∈ (0, 1]. By [30, Proposition 3.25 (b)], we have∥∥∥∥∂S∂t
∥∥∥∥
Lp)
. λ2/p.
Similar calculations yield the estimate∥∥∥∥∂S∂t
∥∥∥∥
W 1,p(X)
. λ2/p
∗
.
This completes our estimate of the partial derivative of S(A0, A1, ρ, x0, λ) with respect to the
center point x0.
56 PAUL M. N. FEEHAN AND THOMAS G. LENESS
Step 4 (Derivative with respect to the scale λ). See the proof by Feehan of his [30, Proposition
3.25] for details and see the proof by Peng of his [90, Lemma 4.5] for related calculations. By [30,
Proposition 3.25 (a)], we have ∥∥∥∥∂S∂λ
∥∥∥∥
Lp)
. λ2/p−1/2.
Similar calculations yield the estimate∥∥∥∥∂S∂t
∥∥∥∥
W 1,p(X)
. λ2/p
∗−1/2.
This completes our estimate of the partial derivative of S(A0, A1, ρ, x0, λ) with respect to the
scale parameter λ.
By the preceding analysis, we conclude that the partial derivatives in (6.6) are bounded on the
domain of S in (6.1) when p = 2. Recall now that if S is a subset of metric space M and N
is complete metric space and f : S → N is a uniformly continuous map, then f has a unique
extension to a uniformly continuous map f : S¯ → N , where S¯ is the closure of S in M [95,
Theorem 13.D].
By employing further calculations provided by Feehan in [30, Sections 3.6–3.9] (see also Peng
[90, 91] for similar calculations), one finds moreover that the partial derivatives in (6.6) are
uniformly continuous on the domain of S in (6.1) when p = 2 and, in particular, uniformly
continuous with respect to λ ∈ (0, λ0). Hence, these partial derivatives have unique uniformly
continuous extensions to the domain of S in (6.2). Consequently, S is a C1 map of smooth Banach
manifolds with boundary, as claimed. 
7. Composition of self-dual curvature and splicing maps
We now consider the composition of the self-dual curvature map,
(7.1) F+ : A (P ) ∋ A 7→ F+A ∈ Lp(∧+(T ∗X)⊗ adP ),
and the splicing map S in (5.6). Observe that we cannot extend F+ ◦ S to the boundary {λ = 0}
of the domain of S without also replacing the codomain Lp(∧+(T ∗X)⊗adP ) by one that extends
from λ ∈ (0, λ0) to λ ∈ [0, λ0). We now consider a suitable choice of codomain.
We begin by explaining how to define adP -valued self-dual two-forms as splicings of adP0 and
adP1-valued self-dual two-forms. Given the auxiliary fixed splicing parameters in Data 5.8, let
(ρ, x0, λ) ∈ Glx0♭ ×Bδ(x0♭)× (0, λ0),
ω0 ∈ Lp(∧+(T ∗X)⊗ adP0), and ω1 ∈ Lp(∧+(T ∗S4)⊗ adP1).
Using the splicing data, we can construct the smooth principal G-bundle P = P0#P1 over the
connected sum X ∼= X#S4 (conformal diffeomorphism) and define
(7.2) ω := ψ0ω0 + ψ1ω1 ∈ Lp(∧+(T ∗X)⊗ adP ),
where we recall from (5.18) that ψ0, ψ1 ∈ C∞(X; [0, 1]) with suppψ0 ⊂ X \ {x0} and suppψ1 ⊂
B̺0(x0♭) and
ψ0 ≡ 1 on suppχ0 and ψ1 ≡ 1 on suppχ1.
The partition of unity χ0, χ1 ∈ C∞(X; [0, 1]) with χ0 + χ1 = 1 on X was also defined in (5.18).
The sum (7.2) is defined by using the trivializations of P0 and P1 implied by the fixed choices in
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Data 5.8. Hence, we obtain a splicing map for bundle-valued self-dual two-forms by analogy with
our definition (5.6) of the splicing map S for connections:
(7.3) S : Lp(∧+(T ∗X)⊗ adP0)× Lp(∧+(T ∗S4)⊗ adP1)×Glx0♭ ×Bδ(x0♭)× (0, λ0)
∋ (ω0, ω1, ρ, x, λ) 7→ ω ∈ Lp(∧+(T ∗X)⊗ adP ).
By analogy with our definition (5.19) of the unsplicing map U for connections, we may also define
an unsplicing map for bundle-valued self-dual two-forms:
(7.4) U : Lp(∧+(T ∗X)⊗ adP )×Glx0♭ ×Bδ(x0♭)× (0, λ0) ∋ (ω, ρ, x0, λ) 7→ (ω0, ω1, ρ, x0, λ)
∈ Lp(∧+(T ∗X)⊗ adP0)× Lp(∧+(T ∗S4)⊗ adP1)×Glx0♭ ×Bδ(x0♭)× (0, λ0),
via the assignments
ω0 = ψ0ω and ω1 = ψ1ω,
and choice of parameters (ρ, x0, λ), just as in the definition (5.19) of U . (Recall that the cutoff
functions χ0, χ1, ψ0, ψ1 depend on the choices of centers x0 ∈ Bδ(x0♭) and scales λ ∈ (0, λ0).)
Given A = S(A0, A1, ρ, x0, λ), the composition
F+(A) = (F+ ◦ S)(A0, A1, ρ, x0, λ) ∈ Lp(∧+(T ∗X)⊗ adP )
naturally factors to give
(7.5) F̂+(χ0A0, χ1A1) := (ω0, ω1) ∈ Lp(∧+(T ∗X)⊗ adP0)× Lp(∧+(T ∗S4)⊗ adP1)
by noting that
A = χ0A0 + χ1A1 over X.
Indeed, we have A = A0 over {χ0 = 1} and A = A1 over {χ1 = 1}, while over {0 < χ0 < 1} =
{0 < χ1 < 1}, where P = Ωx0♭,λ ×G, we have
F+(A) = (dχ0 ∧A0)+ + χ0d+A0 + (dχ1 ∧A1)+ + χ1d+A1
+
1
2
χ20[A0, A0] +
1
2
χ0χ1[A0, A1] +
1
2
χ21[A1, A1].
We can construct F̂+(χ0A0, χ1A1) = (ω0, ω1) in (7.5) by defining ω0 ∈ Lp(∧+(T ∗X)⊗ adP0) as
ω0 :=

F+(A0) over {χ = 1},
(dχ ∧A0)+ + χd+A0 + 12χ2[A0, A0] + 14χ(1− χ)[A0, A1] over {0 < χ < 1},
0 over {χ = 0},
and by defining ω1 ∈ Lp(∧+(T ∗S4)⊗ adP1) as
ω1 :=

F+(A1) over {χ = 0},
−(dχ ∧A1)+ + (1− χ)d+A1 + 14χ(1− χ)[A0, A1] + 12 (1− χ)2[A1, A1] over {0 < χ < 1},
0 over {χ = 1},
and observing that when λ ∈ (0, λ0) we have
F+A = ω0 + ω1 ∈ Lp(∧+(T ∗X)⊗ adP ).
Lastly, we prove that the splicing map S in (7.3) is surjective by observing that the unsplicing
map for bundle-valued self-dual two-forms U in (7.4) is an explicit (smooth) right inverse, just
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as we did in Section 5.9 for the splicing and unsplicing maps for connections. Indeed, for any
ω ∈ Lp(∧+(T ∗X)⊗ adP ), we have
S ◦U (ω, ρ, x0, λ) = S (ψ0ω,ψ1ω, ρ, x0, λ)
= χ0ψ0ω + χ1ψ1ω
= χ0ω + χ1ω = ω,
and so U is a right inverse for S ,
S ◦U = id on Lp(∧+(T ∗X)⊗ adP ),
and S is surjective, as we had claimed.
8. Smooth extension of composition of self-dual curvature and splicing maps
Our main goal in this section is to prove
Theorem 8.1 (Smooth extension of the composition of the self-dual curvature and splicing
maps to the boundary). Let (X, g) be a closed, connected, four-dimensional, oriented, smooth
Riemannian manifold, G be a compact Lie group, P0 be a smooth principal G-bundle over X, and
P1 be a smooth principal G-bundle over S
4, and p ∈ [2,∞) be a constant. Let P ∼= P0#(ρ,x0,λ)P1
denote the smooth principal G-bundle over the connected sum X#(x0,λ)S
4 ∼= X defined by the
fixed parameters in Data 5.8 and the parameters (ρ, x0, λ) ∈ Glx0♭ ×Bδ(x0♭)× (0, λ0). The smooth
composition F+ ◦ S of the splicing map for connections in (5.6) and the self-dual curvature map
in (7.1),
(8.1) F+ ◦ S : A (P0)×A (P1)×Glx0♭ ×Bδ(x0♭)× (0, λ0) ∋ (A0, A1, ρ, x0, λ)
7→ F+A ∈ Lp(∧+(T ∗X)⊗ adP ),
where A := S(A0, A1, ρ, x0, λ) ∈ A (P ), can be equivalently viewed as a smooth section of a product
vector bundle:
(8.2)
A (P0)×A (P1)×Glx0♭ ×Bδ(x0♭)× (0, λ0)× Lp(∧+(T ∗X)⊗ adP )
A (P0)×A (P1)×Glx0♭ ×Bδ(x0♭)× (0, λ0)
π F+◦ S
The preceding smooth section extends to a C1 section of a C1 vector bundle over a smooth Banach
manifold with boundary,
(8.3)
A 1,2(P0)×A 1,2(P1)×Glx0♭ ×Bδ(x0♭)× V
A 1,2(P0)×A 1,2(P1)×Glx0♭ ×Bδ(x0♭)× [0, λ0)
π F+◦ S
where the fibers V|{λ} are isometrically isomorphic to one another as Hilbert spaces for each
λ ∈ [0, λ0), with
V|{0} := {0} × L2(∧+(T ∗X)⊗ adP0)× L2(∧+(T ∗S4)⊗ adP1),
V|{λ} := {λ} × L2(∧+(T ∗X)⊗ adP ), ∀λ ∈ (0, λ0).
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Moreover, we have
F+ ◦ S(A0, A1, ρ, x0, 0) =
(
(A0, A1, ρ, x0, 0), (0, F
+
A0
, F+A1)
)
upon restriction to the boundary face
A
1,2(P0)×A 1,2(P1)×Glx0♭ ×Bδ(x0♭)× {0}.
In preparation for our proof of Theorem 8.1, we shall establish the following natural isomor-
phism between two Hilbert spaces.
Theorem 8.2 (Isomorphisms of Hilbert spaces of bundle-valued self-dual two-forms for small
scale parameters). Assume the hypotheses of Theorem 8.1 and, in particular, that g is confor-
mally flat on Bx0♭(2δ), so hypothesis (1.13) from Theorem 3 holds. Let gx0,λ be the smooth
Riemannian metric on the connected sum X ∼= X#x0,λS4 defined in Section 5.6 by the metric g
on X and the metric ground on S
4. Then the Hilbert spaces L2(∧+(T ∗X)⊗ adP ) defined by gx0,λ
are isometrically isomorphic to one another for all λ ∈ (0, λ0], that is, they are independent of
λ ∈ (0, λ0]. Moreover, there is an isometric isomorphism of Hilbert spaces
(8.4) Ψ : L2(∧+(T ∗X)⊗ adP0)⊕ L2(∧+(T ∗S4)⊗ adP1) ∼= L2(∧+(T ∗X)⊗ adP )
defined by choices of orthonormal bases for the three L2 spaces appearing in (8.4). Let
{v0j}j∈N ⊂ L2(∧+(T ∗X)⊗ adP0) and {v1k}k∈N ⊂ L2(∧+(T ∗S4)⊗ adP1)
be orthonormal bases defined by sequences of L2-orthonormal eigenvectors of the second-order
elliptic partial differential operators d+Ai♭d
+,∗
Ai♭
on Ω+(adPi) for i = 0, 1. There are a non-increasing
sequential scale function
(8.5) s : N×N× (0, λ0] ∋ (m,n, λ) 7→ λm,n := s(m,n, λ) ∈ (0, λ0]
such that s(1, 1, λ) = λ and s(m,n, λ) → 0 as m or n → ∞ and, for each λ ∈ (0, λ0], a smooth
connection A♭ := S(A0♭, A1♭, ρ♭, x0♭, λ) on P and a sequence of approximate eigenvectors for
d+A♭d
+,∗
A♭
on Ω+(adP ),
{v′j,k(λjk)}j,k∈N ⊂ L2(∧+(T ∗X)⊗ adP ),
given by the splicing map for bundle-valued, self-dual two-forms in Section 7:
v′j,k(λjk) := S (v0j , v1k, ρ♭, x0♭, λjk), ∀ (j, k) ∈ N× N.
Application of the Gram–Schmidt orthonormalization process to {v′j,k(λjk)}j,k∈N yields an or-
thonormal basis {v¯j,k(λjk)}j,k∈N for L2(∧+(T ∗X)⊗ adP ) and if
{vj,k(λjk)}j,k∈N ⊂ L2(∧+(T ∗X)⊗ adP )
is a suitably enumerated orthonormal basis for L2(∧+(T ∗X) ⊗ adP ) defined by a sequence of
L2-orthonormal eigenvectors of d+A♭d
+,∗
A♭
on Ω+(adP ), then the assignment
v¯j,k(λjk) 7→ vj,k(λjk), ∀ (j, k) ∈ N× N
extends to an isometric isomorphism of the Hilbert space L2(∧+(T ∗X)⊗adP ) onto itself. Finally,
the assignment
(v0j , v1k) 7→ vj,k(λjk), ∀ (j, k) ∈ N× N
extends to an isometric isomorphism (8.4) of Hilbert spaces for all λ ∈ (0, λ0].
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Proof. The construction of the preceding isomorphisms and verification of their properties are
obtained by extending proofs of related results in [31, 32], inspired in turn by constructions due
to Taubes [98, 99]. For comparison of finite-dimensional vector subspaces defined by the linear
spans of finitely many eigenvectors of the operators d+Ai♭d
+,∗
Ai♭
for i = 0, 1 and d+A♭d
+,∗
A♭
, then a choice
of one small-enough scale parameter λ is sufficient. However, in order to construct isomorphisms
of the full infinite-dimensional Hilbert spaces, we must consider sequences of scales as indicated
in the statement of the theorem. 
We now turn to the
Proof of Theorem 8.1. Our proof is similar to that of Theorem 6.1. We analyze the boundedness
and uniform continuity properties of the partial derivatives of F+ ◦ S on its domain in (8.1) when
p = 2:
(8.6)
∂(F+ ◦ S)
∂A0
,
∂(F+ ◦ S)
∂A1
,
∂(F+ ◦ S)
∂ρ
,
∂(F+ ◦ S)
∂x0
, and
∂(F+ ◦ S)
∂λ
.
As before, calculations of this kind were previously done by Feehan [30, Theorem 3.33] and Peng
[90, 91], with the analysis by Feehan in [30, Section 3] again being closest to our current needs.
Peng assumes initially that the Riemannian metric g is flat near x0♭ and makes adjustments in [90,
Section 5] to allow for non-flat Riemannian metrics and makes some corrections and adjustments
in [91, Section 2] to his earlier paper [90]. Moreover, in [90, 91], Peng only estimates the L4/3
norms of the partial derivatives in (8.6), whereas in [30, Section 3], Feehan estimates their Lp
norms for any p ∈ [1,∞); we only need the case p = 2.
Step 1 (Derivatives with respect to the connections A0 and A1). See the proof by Feehan of
his [30, Proposition 3.31] for details and see the proof by Peng of his estimate in [90, Equation
(4.48)] for related calculations. Suppose that A0(t0) is a smooth curve in A (P0) parameterized
by arclength t0 ∈ (−ε, ε) for some ε ∈ (0, 1]. By [30, Proposition 3.30], we have∥∥∥∥∂(F+ ◦ S)∂t0
∥∥∥∥
Lp(X)
. λ2/p−1/2
Aside from obvious notational changes, the calculations and conclusions for ∂S/∂A1 are identical.
This completes our estimates of the partial derivatives of F+ ◦ S(A0, A1, ρ, x0, λ) with respect to
the connections A0 and A1.
Step 2 (Derivative with respect to the gluing parameter ρ). See the proof by Feehan of his [30,
Proposition 3.28] for the derivation of the related estimate for ∂S/∂ρ and see the proof by Peng
of his [90, Lemma 4.1]. Suppose that ρ(t) is a smooth curve in Glx0♭
∼= G parameterized by
arclength t ∈ (−ε, ε) for some ε ∈ (0, 1]. By adapting the calculation by Peng in [90, Lemma 4.1]
for p = 4/3 to p ∈ [2,∞), we obtain∥∥∥∥∂(F+ ◦ S)∂t
∥∥∥∥
L4/3(X)
∼ |t|λ2/p+1/2.
This completes our estimates of the partial derivative of F+ ◦ S(A0, A1, ρ, x0, λ) with respect to
the gluing parameter ρ.
Step 3 (Derivative with respect to the center point x0). See the proof by Feehan of his [30,
Proposition 3.26 (b)] for details and see Peng [90, Section 4.4] for related calculations. Suppose
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that x0(t) is a smooth curve in X parameterized by arclength t ∈ (−ε, ε) for some ε ∈ (0, 1]. By
[30, Proposition 3.26 (b)], we have∥∥∥∥∂(F+ ◦ S)∂t
∥∥∥∥
Lp)
. λ2/p−1/2.
This completes our estimates of the partial derivative of F+ ◦ S(A0, A1, ρ, x0, λ) with respect to
the center point x0.
Step 4 (Derivative with respect to the scale λ). See the proof by Feehan of his [30, Proposition
3.26 (a)] for details and see the proof by Peng of his [90, Displayed equation prior to Equation
(4.48)]. By [30, Proposition 3.26 (a)], we have∥∥∥∥∂(F+ ◦ S)∂λ
∥∥∥∥
Lp)
. λ2/p−1.
This completes our estimate of the partial derivative of F+ ◦ S(A0, A1, ρ, x0, λ) with respect to
the scale parameter λ.
By the preceding analysis, we conclude that the partial derivatives in (8.6) are bounded on the
domain of F+ ◦ S in (8.1) when p = 2. By employing further calculations provided by Feehan
in [30, Sections 3.6–3.9] (see also Peng [90, 91] for similar calculations), one finds moreover
that the partial derivatives in (8.6) are uniformly continuous on the domain of F+ ◦ S in (8.1)
when p = 2 and, in particular, uniformly continuous with respect to λ ∈ (0, λ0). Hence, these
partial derivatives have unique uniformly continuous extensions to the domain of F+ ◦ S in (8.3).
Consequently, F+ ◦ S extends to a C1 section of a C1 vector bundle over a smooth Banach
manifold with boundary, as claimed. 
9. Completion of proof of main gluing theorem
We can give the relatively short
Proof of Theorem 3. We proceed by verifying that the hypotheses of Theorem 1 hold and hence
produce the desired gluing map, where we choose
X = A 1,2(P0)×A 1,2(P1)×Glx0♭ ×Bδ(x0♭)× [0, λ0),
x0 = (A0♭, A1♭, ρ0, x0♭, 0)
∈ ∂X = A 1,2(P0)×A 1,2(P1)×Glx0♭ ×Bδ(x0♭)× {0},
X
′ = L2(∧+(T ∗X)⊗ adP0)× L2(∧+(T ∗S4)⊗ adP1),
X
′′ = {0},
where ρ0 ∈ Glx0♭ is any fixed bundle gluing parameter, and as a candidate for the map f : X →
X ′ we consider
F̂+ ◦ Ŝ : A 1,2(P0)×A 1,2(P1)×Glx0♭ ×Bδ(x0♭)× [0, λ0)
→ L2(∧+(T ∗X)⊗ adP0)× L2(∧+(T ∗S4)⊗ adP1).
When we restrict to λ ∈ (0, λ0), we obtain the smooth map
F+ ◦ S : A 1,2(P0)×A 1,2(P1)×Glx0♭ ×Bδ(x0♭)× (0, λ0)→ L2(∧+(T ∗X)⊗ adP )
as the composition of F̂+ ◦ Ŝ and addition of pairs of sections in L2(∧+(T ∗X) ⊗ adP0) ×
L2(∧+(T ∗S4)⊗ adP1) over the annuli Ωx0,λ ⊂ X.
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We have already seen in Theorem 8.1 that F̂+ ◦ Ŝ is a C1 map of smooth Banach manifolds
with boundary. Since X ′ is without boundary and X ′′ is a point, the hypothesis on X ′′ being
a neat submanifold of X ′ is trivially obeyed.
We now check that the remaining hypothesis of Theorem 1 that F̂+ ◦ Ŝ is transverse to
zero at the boundary point (A0♭, A1♭, ρ0, x0♭, 0), in other words, that F̂
+ ◦ Ŝ is a submersion
at (A0♭, A1♭, ρ0, x0♭, 0). By hypothesis of Theorem 3, F
+(A0♭) = 0 and F
+(A1♭) = 0 and more-
over the smooth maps
F+ : A 1,2(P0)→ L2(∧+(T ∗X)⊗ adP0) and
F+ : A 1,2(P1)→ L2(∧+(T ∗S4)⊗ adP1)
vanish transversely at A0♭ and A1♭, respectively. Therefore, the boundary map
∂(F̂+ ◦ Ŝ) : A 1,2(P0)×A 1,2(P1)×Glx0♭ ×Bδ(x0♭)× {0}
→ L2(∧+(T ∗X)⊗ adP0)× L2(∧+(T ∗S4)⊗ adP1)
vanishes transversely at (A0♭, A1♭, ρ, x0, 0), for all (ρ, x0) ∈ Glx0♭ ×Bδ(x0♭).
We can thus apply Theorem 1, noting that Tf(x0)X
′′ = {0} and so (df(x0))−1(Tf(x0)X ′′) =
Ker df(x0). Observe that
Ker d(F̂+ ◦ Ŝ)(A0♭, A1♭, ρ0, x0♭, 0)
= Ker d+A0 ∩W 1,2(T ∗X ⊗ adP0)⊕Ker d+A1 ∩W 1,2(T ∗S4 ⊗ adP1)⊕ gx0♭ ⊕ Tx0♭X ⊕ R,
where gx0♭ = Tρ0 Glx0♭ is isomorphic to the Lie algebra g of G. 
10. Non-regular boundary points
We now allow for the possibility that H2A0♭(X; adP0) 6= 0 and prove Corollary 5. Following the
paradigm in Section 3.2, we extend our previous definition of the splicing map in (5.6) to read
(10.1) S : A 1,pδ (A0♭)×H2A0♭(X; adP0)×A
1,p
δ (A1♭)×Glx0♭ ×Bδ(x0♭)× (0, λ0)
→ A (P )×H2A0♭(X; adP0),
where, if we relabel our previous definition (5.6) of the splicing map as S0, then
S(A0, v, A1, ρ, x0, λ) = (S0(A0, A1, ρ, x0, λ), v),
so S restricts to the identity on the factor H2A0♭(X; adP0) of the domain. We stabilize the self-
dual curvature map (7.1) so that the pullback (F+ + LA0♭) ◦ S will be a submersion on an open
neighborhood of boundary points (A0♭, v, A1, ρ, x0, 0) in the domain (corresponding to λ = 0) by
defining
(10.2) F+ + LA0♭ : A (P )×H2A0♭(X; adP0) ∋ (A, v) 7→ F+A + v ∈ Lp(∧+(T ∗X)⊗ adP )
We can now give the
Proof. Corollary 5 follows from the proof of Theorem 3 by replacing the role of F+ in (7.1) by
that of F+ + LA0♭ in (10.2). 
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11. Splicing map for gauge transformations
11.1. Based gauge transformations, slice theorems, and connections with non-trivial
stabilizer. Given a point x0 ∈ X, consider the subgroup of Aut(P ) defined by the set of based
gauge transformations,
Aut0(P ) := {u ∈ Aut(P ) : u ↾ Px0 is the identity on Px0} .
See Atiyah and Bott [5, p. 605], Cohen and Milgram [20, p. 18], Marathe [77, p. 190] for a
discussion of topological and group-theoretic issues concerning Aut0(P ) and Groisser and Parker
[44, Section 1] for a discussion of analytical aspects of Aut0(P ), including the proof of a slice
theorem for the action of Aut0(P ) on A (P ). Recall from Marathe [77, Proposition 6.6] that
Aut0(P ) is a normal subgroup of Aut(P ) and that Aut(P )/Aut0(P ) ∼= G.
For brevity, denote ΓA = Stab(A) ⊂ G and HA = Hol(A) ⊂ G, as in [24, p. 132] for a
connected base manifold X. Then ΓA ∼= CG(HA) by [24, Lemma 4.2.8], where CG(HA) = {g ∈
G : gh = hg,∀h ∈ HA} is the centralizer of HA of G.
We first recall a well-known result concerning the existence of slice neighborhoods for a smooth
action of a compact Lie group on a smooth manifold. For background, we refer to Warner [103].
Let G be a Lie group with a smooth left action on a smooth manifold W (so W is a smooth G-
manifold) and, for each point x ∈W , let G ·x := {y ∈W : y = g ·x for some g ∈ G} ⊂W denote
the orbit of x in W under the action of G and Gx := {g ∈ G : g ·x = x} denote isotropy subgroup
(stabilizer) of G defined by the point x. If V is another smooth G-manifold and ϕ : V →W is a
smooth map, then ϕ is G-equivariant if ϕ(g · x) = g · ϕ(x) for all x ∈ V and g ∈ G. For x ∈ W ,
let
Nx := TxW/Tx(G · x)
denote the normal space at x with respect to the orbit G · x and N := ∪g∈GNg·x is the normal
bundle for the orbit G · x ⊂W . When G is compact, we recall from Meinrenken [86, Proposition
1.20] (in the case of Lie groups) or Montgomery and Zippin [88, Theorem 2.13] (in the case of
topological groups) that for each x ∈ W , the orbit G · x is an closed, embedded submanifold
of W . When W is a Riemannian manifold and G acts isometrically, then there is a canonical
isomorphism [18, p. 306],
Nx ∼= Tx(G · x)⊥,
where Tx(G · x)⊥ denotes the orthogonal complement of Tx(G · x) in TxW . When G is compact,
such an invariant metric always exists [71, Theorem 1.2]. For each g ∈ Gx, the derivative
dg(x) : TxW → Tg·xW = TxW of the diffeomorphism g : W → W defines an automorphism of
the vector space TxW . Moreover, the smooth map g : G · x→ G · x is a diffeomorphism and its
derivative dg(x) : Tx(G · x) → Tx(G · x) defines an automorphism of the vector space Tx(G · x)
and thus
dg(x) ∈ Aut(Nx).
Hence, the stabilizer Gx acts on G×Nx, by left multiplication on G and by the preceding linear
representation on Nx.
Theorem 11.1 (Existence of smooth slices for the action of a compact Lie group on a smooth
manifold). (See Audin [11, Theorem I.2.1], Bredon [18, Theorem 6.2.2], tom Dieck [100, Section
1.5], Groisser and Parker [44, p. 514], Kankaanrinta [65, Theorem 4.4], and [70], Koszul [71,
Lemma 2.4 and Theorem 2.1].) There exists a G-equivariant diffeomorphism ϕ from a G-invariant
open neighborhood of the zero section G/Gx in G×Gx Nx onto an open neighborhood of G · x in
W , which sends the zero section onto the orbit G · x by the natural map fx : G ∋ g 7→ g · x ∈W .
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When W is Riemannian and the G-equivariant diffeomorphism ϕ is the exponential map,
Theorem 11.1 can be used to describe the geometry of the quotient W/G near the point [x] and
this is how Groisser and Parker use this slice result in the context of the action of G on the
smooth Banach manifold B0(P ) = A (P )/Aut(P ) [44, Section 2], by virtue of their slice result
[44, Theorem 1.1] for the action of the Banach Lie group Aut0(P ) on the Banach affine space
A (P ). In particular, if G(A) is the stabilizer of (A) := Aut0(P ) · A in G, with respect to the
smooth action G×B0(P )→ B0(P ), and Stab(A) is the stabilizer of A in Aut(P ), with respect
to the smooth action Aut(P )×A (P )→ A (P ), then
Stab(A) ∼= G(A)
is a canonical isomorphism.
To apply Theorem 11.1, we choose W = B0(P ) and x = (A) ∈ B0(P ), so Gx = Stab(A) and
Nx = T(A)B0(P )/T(A)(G · (A)) = N(A). Observe that the quotient G/Stab(A) may be viewed as
the zero section of the vector bundle G×Stab(A) N(A). Theorem 11.1 yields a map
(11.1) ϕ : G×Stab(A) N(A) → B0(P )
that is a G-equivariant diffeomorphism onto an open neighborhood of G · (A) ⊂ B0(P ) such that
ϕ(G/Stab(A)) = G · (A).
The induced map obtained by taking quotients by G yields a homeomorphism onto an open
neighborhood of [A] := Aut(P ) ·A ∈ B(P ),
(11.2) ϕ¯ : N(A)/Stab(A)→ B(P ),
where B0(P )/G = B(P ) and [A] = G · (A). Compare [24, Proposition 4.2.29], which asserts (in
our notation) that there is a homeomorphism
φ : N(A)/Stab(A)→ B(P )
onto an open neighborhood of [A] in B(P ), where
NA := TAA (P )/TA(Aut(P ) · A) = TA(Aut(P ) ·A)⊥ = Ker d∗A ∩E(P )
and A (P ) = A+ E(P ) and we abbreviate E(P ) :=W 1,p(X;T ∗X ⊗ adP ).
11.2. Slice theorem for the action of based gauge transformations on the affine space
of Sobolev connections. As Groisser and Parker note, slice theorems for the action of (Sobolev
completions of) Aut(P ) on A (P ) are standard and can be found in [24, Proposition 4.2.9 and
discussion, pp. 132–133], [38, Theorem 3.2 and Corollary, p. 50] for the case of W 2,k+1 gauge
transformations acting on W 2,k connections over a four-dimensional base manifold X for integers
k ≥ 2. The first author and Maridakis prove sharper versions of these slice theorems in [36,
Section 1.5] that allow for W 2,p gauge transformations acting on W 1,p connections over a base
manifold X of arbitrary dimension d ≥ 2 and constant p ∈ (d/2,∞).
However, when analyzing neighborhoods of points [A] ∈ B(P ) defined by connections A with
non-trivial stabilizer in Aut(P ), it is convenient to first consider the quotient of A (P ) by B0(P )
and then consider B(P ) as the quotient of B0(P ) by the finite-dimensional Lie group G, as in
Austin and Braam [12, 13] or Groisser and Parker [44]. For this purpose, however, one needs a
slice theorem for the action of B0(P ) on A (P ). Groisser and Parker prove the following result
for W s+1,2 gauge transformations acting on W s,2 connections when X has dimension four and
fractional Sobolev exponent s > 1. A combination of their methods and those of the first author
and Maridakis [36] yields the following Lp analogues of [44, Theorem 1.1] due to Groisser and
Parker and [36, Theorem 14 and Corollary 18] due to the first author and Maridakis. A result
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similar to a combination of Theorem 11.2 and Corollary 11.3 is proved by Wilkins [107, Theorem
7.2].
Theorem 11.2 (Existence of W 2,p based Coulomb gauge transformations for W 1,p connections).
Let (X, g) be a closed, smooth Riemannian manifold of dimension d ≥ 2, and G be a compact
Lie group, P be a smooth principal G-bundle over X, and x0 ∈ X be a point. If A♭ is a C∞
connection on P , and A0 is a W
1,p connection on P with p ∈ (d/2,∞), then there exists a
constant ζ = ζ(A0, A♭, g,G, p) ∈ (0, 1] with the following significance. If A is a W 1,p connection
on P that obeys
(11.3) ‖A−A0‖W 1,pA♭ (X) < ζ,
then there exists a W 2,p based gauge transformation u ∈ Aut0(P ) such that
u(A)−A0 ⊥ Ran
(
dA0 : TidAut0(P )→W 1,p(T ∗X ⊗ adP )
)
,
where ⊥ denotes L2-orthogonal, TidAut0(P ) = {ξ ∈W 2,p(adP ) : ξ(x0) = 0}, and
‖u(A) −A0‖W 1,pA♭ (X) ≤ C‖A−A0‖W 1,pA♭ (X),
where C = C(A0, A♭, g,G, p) ∈ [1,∞) is a constant.
Corollary 11.3 (Real analytic Banach manifold structure on the based quotient space of W 1,p
connections). Let (X, g) be a closed, smooth Riemannian manifold of dimension d ≥ 2, and G
be a compact Lie group, P be a smooth principal G-bundle over X, and x0 ∈ X be a point, and
p ∈ (d/2,∞) be a constant. If A♭ is a C∞ connection on P and [A] ∈ B0(P ), then there is a
constant ε = ε(A♭, [A], g,G, p) ∈ (0, 1] with the following significance. If
BA(ε) :=
{
a ∈W 1,pA♭ (X;T
∗X ⊗ adP ) : d∗Aa = 0 and ‖a‖W 1,pA♭ (X) < ε
}
,
then the map,
πA : BA(ε) ∋ [a] 7→ [A+ a] ∈ B0(P ),
is a homeomorphism onto an open neighborhood of [A] ∈ B0(P ). In particular, the inverse
coordinate charts πA determine real analytic transition functions for B0(P ), giving it the structure
of a real analytic Banach manifold.
11.3. Splicing based gauge transformations. We construct a splicing map S for based gauge
transformations that is analogous to our previously constructed splicing maps S for connections
in (5.6) and S for bundle-valued self-dual two-forms in (7.3):
(11.4) S : Aut(P0)×Aut0(P1) ∋ (u0, u1) 7→ u ∈ Aut(P ).
Indeed, because u0(x) is close to idx ∈ Aut(P0|x) when x is close to x0 ∈ X (and equal to idx0
when x = x0), we may write
p0 · u0(x) = p0 · expG(ξ0(x)), ∀x ∈ Bδ(u0)(x0) and p0 ∈ P0|x,
where expG : g → G is the exponential map for the Lie group G and g is the Lie algebra of G
and ξ0 : Bδ0(x0) → g is a smooth map and δ0 = δ0(u0) ∈ (0, 1]. Similarly, because u1(x) is close
to idx ∈ Aut(P1|x) when x is close to s ∈ S4 (and equal to ids when x = s), we may also write
p1 · u1(x) = p1 · expG(ξ1(x)), ∀x ∈ Bδ1(s) and p1 ∈ P1|x,
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and ξ1 : Bδ1(s)→ g is a smooth map and δ1 = δ1(u1) ∈ (0, 1]. We can now construct u ∈ Aut0(P )
by setting
u :=

u0 on X \Bδ0(x0),
expG(χ0ξ0 + χ1ξ1) on Ω(x0; δ0, δ1),
u1 on S
4 \Bδ1(s).
Conversely, every u ∈ Aut0(P ) arises in this way, since such gauge transformations are close to
the identity map on fibers Px, for all x in an small open annulus Ω ⊂ X that is a neighborhood
of the copy of S3 joining X and S4. Because
u(x) = expG(ξ(x)), ∀x ∈ Ω,
we may define u0 = expG(ψ0ξ) near x0 ∈ X and u1 = expG(ψ1ξ) near s ∈ S4, while u0 = u on
X \ Bδ0(x0) and u1 = u on S4 \ Bδ1(s). Therefore, the splicing map S in (11.4) has a smooth
right inverse
(11.5) U : Aut0(P ) ∋ u 7→ (u0, u1) ∈ Aut0(P0)×Aut0(P1)
such that
S ◦ U = id on Aut0(P ).
11.4. Gauge equivariance. We now observe that the splicing map S for connections in (5.6) is
equivariant with respect to the map S and the action of Aut0(P0)×Aut0(P1) on the domain of
S and action of Aut0(P ) on the codomain of S:
S(u0(A0), u1(A1), ρ, x0, λ) = u(S(A0, A1, ρ, x0, λ)),
where u = S(u0, u1). The map S in (5.6) thus descends to a G-equivariant submersion on the
quotient spaces:
(11.6) S : B0(P0)×B0(P1)×Glx0♭ ×Bδ(x0♭)× (0, λ0)→ B0(P ).
The map (11.6) can be composed with G-equivariant smooth embeddings of the form (11.1) that
define equivariant tubular neighborhoods of orbits G · (A0) ⊂ B0(P0) and G · (A1) ⊂ B0(P1):
ϕ0 : G×Stab(A0) N(A0) → B0(P0) and ϕ1 : G×Stab(A1) N(A1) → B0(P1),
where
N(A0) := T(A0)B0(P0)/T(A0)(G · (A0)) and N(A1) := T(A1)B0(P1)/T(A1)(G · (A1)).
The resulting composition is a G-equivariant submersion onto an open subset of B0(P ):
S ◦ (ϕ0 × ϕ1) : G×Stab(A0) N(A0) ×G×Stab(A1) N(A1) ×Glx0♭ ×Bδ(x0♭)× (0, λ0)→ B0(P ).
By analogy with the definition of the topological embedding (11.2), the preceding G-equivariant
submersion descends to a topological submersion [74, p. 27] onto an open subset of B(P ):
S ◦ (ϕ¯0 × ϕ¯1) : N(A0)/Stab(A0)×N(A1)/Stab(A1)×Glx0♭ ×Bδ(x0♭)× (0, λ0)→ B(P ).
GLUING VIA MAPS OF BANACH MANIFOLDS WITH CORNERS 67
12. Boundary points with non-trivial isotropy groups
In this section, we complete the
Proof of Corollary 6. For the sake of clarity, we first consider the simpler case whereH2A0♭(X; adP )
is zero but allow the connections Ai♭ to have non-trivial isotropy groups in Aut(Pi) for i = 0, 1.
Recall that our splicing map S and the composition F+ ◦ S of the splicing and curvature maps
are equivariant with respect to the action of the Banach Lie groups
Aut0(P0)×Aut0(P1)⊳Aut(P0)×Aut(P1)
on the domain and the Banach Lie group Aut(P ) on the codomain, with the action of (u0, u1)
on the domain implying the action of u = S(u0, u1) on the codomain.
We must address the complication that when we consider the quotient of affine spaces of W 1,p
connections by the Banach Lie groups of W 2,p gauge transformations, we must choose p > 2,
whereas the derivatives of splicing maps and derivatives of compositions of splicing and curvature
maps only extend continuously from domains involving λ ∈ (0, λ0) to λ = 0 when p ≤ 2. For this
purpose, we first restrict S and F+ ◦ S to Coulomb-gauge slices in A (P0) and A (P1) provided
by the Groisser–Parker Slice Theorem 11.2 for based gauge transformations:
S : (A0♭ +Ker d∗A0♭ ∩W 1,p(T ∗X ⊗ adP0))
× (A1♭ +Ker d∗A1♭ ∩W 1,p(T ∗S4 ⊗ adP1)) ∩A ⋄(P1)
×Glx0♭ ×Bδ(x0♭)× (0, λ0)→ A (P )
where we choose A1♭ be a centered smooth anti-self-dual connection on P1, and
F+ ◦ S : (A0♭ +Ker d∗A0♭ ∩W 1,p(T ∗X ⊗ adP0))
× (A1♭ +Ker d∗A1♭ ∩W 1,p(T ∗S4 ⊗ adP1)) ∩A ⋄(P1)
×Glx0♭ ×Bδ(x0♭)× (0, λ0)→ Lp(∧+(T ∗X)⊗ adP ).
These maps are G-equivariant. We can now apply our proof of Theorem 3 mutatis mutandis to
yield Corollary 6 in the special case where H2A0♭(X; adP ) is zero.
Lastly, we can extend our argument to allow for non-zero H2A0♭(X; adP ) in almost exactly the
same way as we did in our proof of Corollary 5. 
13. Riemannian metrics that are not locally conformally flat
We have assumed that the Riemannian metric g on the four-dimensional manifold X is con-
formally flat near the point x0♭ ∈ X, in other words, that assumption (1.13) in Theorem 3 holds.
This assumption ensures that exponential map expv : Tx0♭X ⊃ B̺(x0♭)→ X is a smooth inverse
coordinate chart that is isometric, leading to simplifications implicit in our calculations thus far:
• The Riemannian metric gv,λ on the connected sum X#S4 defined by an oriented, or-
thonormal frame v for Tx0X (obtained by parallel transport of an oriented, orthonormal
frame v0 for Tx0♭X with respect to the Levi–Civita connection on TX along the geodesic
curve joining x0♭ to x0) and scale λ ∈ (0, λ0] is conformally equivalent to g on X and
(when near x0) to the standard round metric ground of radius one on S
4.
• The calculation and estimation of derivatives of the map F+◦S with respect to the center
and scale parameters (x0, λ) ∈ Bδ(x0♭)× [0, λ0) is as simple as possible.
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When g is not flat near x0♭, all of the preceding calculations can still be carried out, but they
become slightly more involved. Fortunately, calculations of this kind were performed by the first
author in [30, Section 3] and by Peng in [90, Section 5], with some additional corrections and
adjustments to [90] in [91, Section 2]. We summarize the main changes below:
• In order to ensure that the Riemannian metric gv,λ on the connected sum X#S4 remains
conformally equivalent to the fixed Riemannian metric g as the parameters (x0, λ) vary,
we must allow for smooth Riemannian metrics on S4 that are C1 close to ground but only
become equal to ground when λ = 0. Connected sum metrics with this property were
constructed by the first author in [30, Section 3.5] and [28, Section 6].
• The calculation of and estimation of derivatives of the map F+ ◦ S with respect to the
center and scale parameters (x0, λ) ∈ Bδ(x0♭) × [0, λ0) must be modified following the
calculations and estimates due to the first author in [30, Section 3.5] and Peng in [90,
Section 5] and [91, Section 2]. While Groisser and Parker exclusively use Donaldson’s
parameterization [21] of the collar neighborhood in M(P, g) (in the special case that
G = SU(2), c2(P ) = 1, π1(X) = {1}, and b+(X) = 0) in their articles [41, 42, 44],
their methods are also relevant here since their calculations rely heavily on estimates for
derivatives of the L2 metric on M(P, g) with respect to the center and scale parameters.
Given the preceding comments, we can conclude the
Proof of Corollary 7. The required adjustments to the proofs of Theorem 3 and Corollaries 4, 6,
and 6 follow from (and are considerably simpler than) the calculations in [30, Section 3.5], [90,
Section 5], and [91, Section 2]. 
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