Blind equalization by wavelet neural network with nonlinear memory gradient algorithm was proposed in this paper. 
Introduction
In the digital communication system, multi-path propagation and limited bandwidth are the two main causes of signal distortion leading to inter-symbol interference at the receiver [1] , Adaptive equalization is an effective technological to eliminate inter-symbol interference but needs regular known training sequence between sender and receiver. In many communication situations, no training sequence can be used, moreover, the frequent sending training sequence is bound to take up the limited communication bandwidth, affect the communication efficiency. Blind equalization technique was first proposed by Sato [2] , which is a technology to eliminate inter-symbol interference by receiving signals without any training sequence that can save on bandwidth and improve the quality of communication. Blind equalization by neural network is a hot research topic in this field for the actual communication channel is often non-minimum phase systems [3] and sometimes has nonlinear characteristics. Neural network is a nonlinear dynamic system with large-scale parallel processing ability, therefore, blind equalization by neural network can deal with both minimum phase channel and non-minimum phase channel, including the nonlinear channel, so blind equalization by neural network has unique advantage [4] . The basic idea of wavelet neural network [5] is to replace neurons with wavelet finite element, in other words, it use the target wavelet function instead of sigmoid function and the relationship of wavelet transform and network parameters is built through the affine transformation. Since the wavelet neural network is proposed, it has been widely studied and applied in many engineering fields [6] . However, traditional wavelet neural network is trained using stochastic gradient algorithm and has slow convergence rate and easy to fall into local minimum. Study the algorithm to improve the convergence rate of wavelet neural network has practical significance for improve the performance of blind equalization by wavelet neural network.
The memory gradient algorithm is introduced into blind equalization by wavelet neural network for weights and parameter updating. Compared with conjugate gradient algorithm, memory gradient algorithm can make full use of the gradient information of previous iteration and has more freedom for parameters choice, so more conducive to building a stable fast convergence algorithm [7] . Nevertheless, memory gradient algorithm is still a linear search strategy, as non-convex cost function of blind equalization and noise interference in the communication system, the gradient in terms of memory gradient algorithm obtained during the iterative process is difficult to guarantee monotonic descent direction. Therefore, non-linear transform of gradient function is adopted to ensure the stability of the algorithm and achieve a stable algorithm with rapid convergence rate for blind equalization by wavelet neural network with memory gradient. Finally, computer simulation and pool experience is done to test the effectiveness and feasibility of the algorithm.
Blind equalization by wavelet neural network management

Basic principles
Blind equalization by wavelet neural network is a blind equalization algorithm which takes wavelet neural network as equalizer. The basic principles block diagram of blind equalization by wavelet neural network as shown in Fig.1 [8] . x(n) is the input sequence of unknown channel, h(n) is the channel impulse response sequence, the output sequence of channel is y(n), n(n) is gauss white noise adds to y(n), then y(n) as the wavelet neural network equalizer input sequence is received, ) ( n x is the output sequence of equalizer. Blind equalization is technology which realize the lossless recovery of send signal x(n) only rely on observation sequence y(n) without any other information. According to signal transmission theory can known
The purpose of blind equalization is to recover the sending sequence ) (n x , ) ( n x can be obtained directly by observed sequence ) (n y [9] , and satisfy
where D is constant delay and f is constant phase shift. The sending sequence recovery quality is not affected by D , phase shift f can be get rid of by decision device.
2.2.Structure of wavelet neural network blind equalization
Blind Equalization by Wavelet Neural Network with Nonlinear Memory Gradient Algorithm XIAO Ying, DONG Yu-Hua Wavelet neural network is divided into loose type and compact type [10] . Compact wavelet neural network is chosen to be as blind equalizer in this paper. Wavelet neural network with three layer is as example as shown in Fig.2 , where ij w is the weights between input layer and hidden layer and j w is the weights between hidden layer and output layer of neural network,
, the wavelet neural network state equation can be gotten according to network transmission formula.
where (.) f indicated the transfer function between input signal and output signal of output layer.
(.)
,b a y denote the wavelet transform act as the input signal of hidden layer. The transfer function (.) f in this paper is [11] ) sin( ) (
Derivative function of transfer function is
According to the property of input and out put of transfer function and derivative function can be seen that the function has a smooth, gradual and monotonic features, which is beneficial to distinguish the input sequence. Parameter a determines the nonlinear characterize of the output of the network, if 0 = a , the output of network is linear characteristics, the nonlinear approximation ability of the network is stronger as a becomes larger. However, if a is too larger, the algorithm will be unstable for blind equalization, that is the network output is very sensitive to the nonlinear characteristics. Therefore, in practical applications, usually select For PSK or QAM, etc., and phase-related modulation system, the algorithm should be designed to meet the complex system. For complex system, we must design suitable complexes function as the network transfer function. Signal transmission in the network divide into two roads before entering the transfer function, which one is used to transmit signals of the real part, the other is used to transmit signals of the imaginary part, and the complex reconstruct through complex transfer function, model structure [12] can be shown as Fig.3 .The corresponding output layer transfer function can be written as As the derived process of algorithm of complex systems blind equalization by wavelet network is same as real system, for simplicity, here derives the algorithm based on real system.
2.3.Nonlinear memory gradient algorithm
The traditional blind equalization by wavelet neural network use stochastic gradient algorithm to update the parameters of the network. Stochastic gradient algorithm has simpler structure and lower computational complexity, however, it has slow convergence rate and easy to meet see-saw phenomenon which results in difficult to converge to the global optimal solution under the condition of non-convex cost function of blind equalization. For the stochastic gradient algorithm, iterative weights updating formula can be written as ) ( 
Then the stochastic gradient algorithm updating equation can be written as
The other improved method for stochastic gradient algorithm is conjugate gradient algorithm [13] which can remember previous gradient information to get next iterative information called conjugate gradient. The standard conjugate gradient algorithm can be shown as 
Conjugate gradient algorithm linear convergence at most if there is no restart in the iteration, so it can not ensure global convergence under the non-convex cost function of blind equalization. In order to meet the global convergence, memory gradient algorithm may be adopted. Memory gradient algorithm is similar to conjugate gradient algorithm which has no use for computing and storing matrix and reverse matrix, therefore, it adapts to solve the large-scale optimize problem. In the application of blind equalization, memory gradient algorithm is more suitable for real time implement [14] . The weights updating method can be shown as 
The step size ) (n m can be chosen according to Armijo-Goldstein rule or Wolfe-Powell rule [15] . Constant value for step size is used in this paper because of non-convex cost function of blind equalization and noise interference, meanwhile, step size set small enough for stability of the algorithm and the maximum is 
2.4.Blind equalization by wavelet neural network
Constant modulus algorithm [16] is the most robust algorithm for blind equalization. Therefore, the cost function of blind equalization by wavelet neural network is set according to constant modulus algorithm which can be written as
where CM R is a const value as 
For the output layer of network
In this way, the gradient function of output layer can be written as
And the updating formula of the weights between hidden layer and output layer can be gotten, written as
Combine Eq.32 and Eq.33 can get Eq.34
,b a y is wavelet transform function which is one of key factors that influence the performance of wavelet neural network. In this paper, we chose Morlet wavelet function [17] as mother function which can be written as 
Same as output layer, the weights between input layer and hidden layer can be updated by Eq.39. Similarly we can get the iterative formula on the shift factor. Then blind equalization by wavelet neural network with nonlinear memory gradient algorithm can be achieved using iterative formula above.
Compute simulation
In the simulations, equivalent probability binary sequence is adopted to act as sending signal and QPSK modulation is utilized. Adding noise is band-limited gauss white noise with zero mean. 
To prove the performance of blind equalization by wavelet neural network with nonlinear memory gradient algorithm (NMGA-WNN) proposed in this paper, here compare it to blind equalization by feedforward neural network with stochastic gradient algorithm (SGA-FNN) and blind equalization by wavelet neural network with stochastic gradient algorithm (SGA-WNN). the MSE curve is shown as Fig.4 can prove that blind equalization of NMGA-WNN has the fastest convergence rate and lowest steady-state residual error. 
Pool experiment
To validate the practicability of NMGA-WNN blind equalization algorithm, the experimentation has been made in channel pool in Harbin Engineering University. Length of channel pool is 25m and width is 2.5m, water depth is 1.8m. At the bottom of the pool has silver sand which thickness is 30cm, ceramic tile at both sides and armor plate at both ends reflect and refract the sonar, which leads the environment of the pool to a multi-path channel. Communication in the channel pool would be affected by severe inter symbol interfere.
In the experimentation, the wavelet neural network topological structure is (25,15,1) and step-size 001 . 0 = m and 4 . 0 = g . Distance between sending set and receiver is 6.5m. Image data modulate by BPSK was used and SNR=17.6dB. The result was that bit error rate is 0.3122 before equalization, BER=0.0215 and BER=0.00035 after blind equalization based on SGA-WNN and NMGA-WNN respectively. Fig.5a-Fig.5c has shown the image before and after blind equalization respectively. 
Conclusion
Blind equalization by wavelet neural network with nonlinear memory gradient algorithm was proposed in this paper. Through nonlinear transformation on the gradient function to obtain a robust memory gradient algorithm under the condition of noise interference. Furthermore, this method is applied to wavelet neural network blind equalization and get better performance compare with blind equalization by feedforward neural network and wavelet neural network with stochastic gradient algorithm. Computer simulation and pool experimental results proved the effectiveness of this approach. Algorithm derivation can be found that this method without adding computational complexity compared with stochastic gradient algorithm. Therefore, this method is more practical to implement. Blind Equalization by wavelet neural network is very sensitive to initialization of the network parameters, so initialization of the network parameters is worthy of further study.
