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1 Introduction
In [24] a particular class of one-default market models was presented, where the default times
were defined by stochastic differential equations. We learned from this study that random times
τ in this class might have their conditional distribution function u→ Q[τ ≤ u|Ft] differentiable
with respect to an F adapted non decreasing process A, and the derivatives were computed
in term of the stochastic flow associated with the stochastic differential equations. Various
consequences of these random times were discussed based on that differentiability with respect
to A. It then appeared quite clear that the class of the differentiable random times should
constitute itself an autonomous class possessing the major properties for the purpose of market
modeling. This paper is intended to supply a general analysis to this question.
The class is considered of all random times whose conditional distribution functions are dif-
ferentiable with respect to F adapted non decreasing processes. Actually this class has been
studied in [16]. The question raised from [24] compels us to review this study. Accordingly we
conclude that the central point for that class of random times is its relation with Cox models,
and the results about this class are better presented around this relationship. This idea is just
natural (cf. [11] for a first example), except Cox model can not exist everywhere (cf. for example
[4, 12]). It is a situation already encountered in [21] where a systematical use of auxiliary spaces
solved the problem. Consequently, the appropriate statement about the relationship between
the differentiable random times and the Cox models is that any such random time can be iso-
morphically implanted into an auxiliary model which is absolutely continuous with respect to
a Cox model.
Here are the mains points of this paper. The method of auxiliary space is essential in this
paper. We refer to [21, 23] for its general application in the theory of enlargement of filtration.
Section 3 presents specific properties necessary to make use of this method in this paper. In
this same section the notion of iM is recalled, which constitutes the very element upon what
the whole paper stands. In Section 4 the differentiability is defined and the first main result is
proved, which relates the differentiable random times to the Cox models. A major difference
here with respect to the definition in [16] is that a certain martingale property was included
as part of the definition of the differentiability in [16]. For the purpose of applications, we do
not assume this martingale property in the definition. Instead, we will establish this martingale
property as the consequence of the differentiability. By means of the relationship between the
differentiable random times and the Cox models, the easiest way to construct differentiable
random times is to make probability changes on Cox models. But such constructions are not
always helpful in the practice, because of the lack of means of computations (cf. [26]). In
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Section 5 we present the results in [24] about the constructions of differentiable random times
via stochastic differential equation. We recall that this construction method provides, besides
the differentiable models, various models such as Cox models, density hypothesis model (cf.
[8]), pseudo stopping time model (cf. [18]), etc. Section 6 gives a study on the order statistics
of differentiable random times via copulas. Starting from Section 7 the paper lists some main
consequences of the differentiability. Three formulas are established : the conditional expectation
formula, the optional splitting formula, and the enlargement of filtration formula. It is to note
that the use of Cox model in the auxiliary space enable us to have a quick and transparent
proofs of these formulas. At last we want to underline that behind the seemingly habitual
computations on a market model, there may be hidden measurability problems as indicated in
[22]. This paper tries to define precisely every items appearing in the formulas.
2 Preliminary
This section gathers some general results useful in the following sections.
2.1 Some properties on σ-algebras
We recall some facts on the σ-algebras. Let E a set and T a σ-algebra on E. For A ⊂ E, we
define
A ∩ T = {B ⊂ A : ∃C ∈ T , B = A ∩ C}.
The family A∩ T can be used as a family of subsets in E, or as a σ-algebra on A. Notice that,
if f and g are two maps on E such that f = g on A, we have A ∩ σ(f) = A ∩ σ(g). We need
another fact on the σ-algebras. Let Tn, n ∈ N∗, be a decreasing sequence of σ-algebras on E.
Let F be another space and η be a map from F into E. We have
η−1(∩n∈N∗Tn) = ∩n∈N∗η
−1(Tn).
Obviously the right hand side term contains the left hand side term. Let B be an element
in ∩n∈N∗η−1(Tn). For any n ∈ N∗, there exists a Cn ∈ Tn such that B = η−1(Cn). Let C =
lim supn→∞Cn ∈ ∩n∈N∗Tn. We check that
η−1(C) = η−1(∩n≥1 ∪m≥n Cm) = ∩n≥1 ∪m≥n η
−1(Cm) = B.
This proves the above identity. Consider a subset D of F . Applying the previous result with
the identity map from D into F , we can state the above identity in a general form :
Lemma 2.1 We have the identity
D ∩ η−1(∩n∈N∗Tn) = D ∩ (∩n∈N∗η
−1(Tn)) = ∩n∈N∗(D ∩ η
−1(Tn)).
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2.2 Negligible sets
We need the following lemma which describes the completion of a σ-algebra in term of the
σ-algebra itself. This description will be useful when we compare the completion of a σ-algebra
on the original space with the completion of a σ-algebra on the auxiliary space.
Lemma 2.2 Let T1, T2 be two σ-algebras on some common space Ω. Let ν be a probability
measure defined on the two σ-algebras. Let N be the family of the (ν, T2) negligible sets. Then,
T1 ∨ σ(N ) = {X ⊂ Ω : ∃B ∈ T1, A ∈ T2, ν[A] = 1, X ∩ A = B ∩ A}.
Proof. Denote the right hand side term of the above formula by J . Then, Ω ∈ J . If X ∈ J ,
let B ∈ T1 and A ∈ T2 such that ν[A] = 1 and X ∩ A = B ∩ A. Then, Xc ∩ A = Bc ∩ A,
which means Xc ∈ J . If Xn ∈ J for n ∈ N
∗, let Bn ∈ T1 and An ∈ T2 such that ν[An] = 1 and
X ∩An = Bn ∩An. Set A = ∩n∈N∗An. Then, ν[A] = 1− ν[Ac] = 1, while
(∪n∈N∗Xn) ∩ A = ∪n∈N∗(Xn ∩A) = ∪n∈N∗(Bn ∩ A) = (∪n∈N∗Bn) ∩ A),
i.e. ∪n∈N∗Xn ∈ J . The family J is a σ-algebra.
The σ-algebra J contains clearly T1. It also contains N . Actually, for any X ∈ N , there exists
a C ∈ T2 such that ν[C] = 0 and X ⊂ C. Let A = Cc, we have ν[A] = 1 and X∩A = ∅ = ∅∩A.
This means that X ∈ J .
On the other hand, for anyX ∈ J , let B ∈ T1 and A ∈ T2 such that ν[A] = 1 andX∩A = B∩A.
Then,
X = X ∩ A+X ∩ Ac = B ∩ A+X ∩Ac ∈ T1 ∨ σ(N ).
This means that J ⊂ T1 ∨ σ(N ).
2.3 The first zero of a non negative supermartingale
We need a lemma on the non negative super martingales.
Lemma 2.3 Let Y be a non negative supermartingale defined on some probability space with
filtration. Let X be a bounded martingale. Consider the predictable bracket 〈X, Y 〉. Then,∫ ∞
0
1 {Ys−=0}d〈X, Y 〉s = 0.
Let V be the drift part of Y in its canonical decomposition (V being decreasing). Let R = inf{t ∈
R+ : Yt = 0} and R′ = R1 {YR−=0} +∞1 {YR−>0}. Then, ∆R′V = 0 on {R
′ <∞}.
Proof. Let F = inf{0 < R < ∞, YR− = 0}. By [9, Theorem 2.62, Corollary 12.5] (also cf.[9,
Theorem 3.35]),
{Y− = 0} = F ∩ [R,∞) + F
c ∩ (R,∞).
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Hence,
[RF] = [0, R] ∩ {Y− = 0}
is a predictable set, i.e. RF is a predictable stopping time. We compute now∫∞
0
1 {Ys−=0}d〈X, Y 〉s =
∫∞
0
1 {0<s≤R}1 {Ys−=0}d〈X, Y 〉s
= ∆RF〈X, Y 〉 = E[∆RFX ∆RFY |FRF ] = 0.
This proves the first part of the lemma.
As for the second part of the lemma, we note that Y− =
p(Y ) −∆V (where the superscript p
denote the optional projection). So, Ys− > 0 for a 0 ≤ s < ∞, whenever ∆sV < 0. However,
YR′− = 0 on {R
′ <∞} so that ∆R′V = 0 on {R
′ <∞}.
2.4 Change of variable
Let a be a real non negative right continuous non deceasing function on R+. Following [9] we
introduce the right-inverse of a :
c(s) = inf{u ∈ R+ : a(u) > s}, s ∈ R+.
Then, c is a non negative right continuous non decreasing function. We have
{a(u) ≥ s} = {c(s−) ≤ u},
{a(u−) ≤ s} = {c(s) ≥ u},
a(c(s)−) ≤ s ≤ a(c(s−)),
a(u) = inf{s ∈ R+ : c(s) > u}.
For any non negative Borel function f , we have the identity :∫
[0,∞)
f(u)da(u) =
∫
[0,∞)
1 {c(s−)<∞}f(c(s−))ds.
In particular, for any t ∈ R+,∫
[0,t]
e−a(u)da(u) =
∫
[0,∞)
1 {c(s−)≤t}e
−a(c(s−))ds ≤
∫
[0,∞)
1 {s≤a(t)}e
−sds = 1− e−a(t) < 1.
3 Random time and the progressive enlargement of filtra-
tion
The basic setting of this work is a stochastic structure (Ω,A,F,P) equipped with a τ , where
(Ω,A) is a measurable space, and P is a probability measure on A, and F is a right continuous
filtration F = (Ft)t∈R+ (with F∞ = ∨t∈R+Ft ⊂ A) which contain the (Q,F∞) null sets, and
finally τ is a random variable taking values in [0,∞] (that will be called random time below).
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Let us denote by ∤ the map defined on [0,∞]2 into [0,∞] such that, for a, b ∈ [0,∞], a ∤ b = a
if a ≤ b and a ∤ b = ∞ if a > b. We introduce then G0 = (G0t )t∈R+ the filtration defined
by G0t = ∩s>t(Fs ∨ σ(τ ∤ s)), and its completion G = (Gt)t∈R+ where the σ-algebra Gt is the
σ-algebra G0t completed with the (Q,F∞ ∨ σ(τ)) null sets. The filtration G is the progressive
enlargement of the filtration F with the random time τ .
3.1 Product measurable space
The fundamental idea in [21] (see also [23] for a recent presentation) to deal with the enlarge-
ment of filtrations is the following two steps scheme, called algorithm in that thesis : firstly, to
introduce another probability measure Q′ on G∞ under which the random time is sufficiently
independent of the filtration F so that the problems in G has a solution ; and then, to link the
(Q,G) semimartingales with the (Q′,G) semimartingales through Girsanov’s theorem. But in
fact, generally this two steps scheme will not be applied directly on the original probability
space, because, for a general probability space, it may impossible to define a new probability
measure Q′ on G∞ which makes τ independent of F. Instead there is a third step in this me-
thodology, i.e. to introduce an auxiliary space on which we apply the two steps scheme, and
to apply the "invariance principle" to go back to the original space. The "invariance principle"
means that the enlargement of filtration problem is a problem in "law". The problem has a
solution whenever it has a solution on an isomorphic (in large sense) auxiliary space.
Concretely for the progressive enlargement of filtration, we consider the map φ(ω) = (ω, τ(ω))
from Ω into the product space Ω× [0,∞] and we define the auxiliary space as the product space
Ω × [0,∞] equipped with the product σ-algebra A ⊗ B[0,∞] and with the image probability
measure : Qˇ[B] = Q[φ−1(B)], B ∈ A ⊗ B[0,∞]. To have a representation of the probability
structure (Q,F) on the product space, we consider the maps π(ω, u) = ω, (ω, u) ∈ Ω × [0,∞].
With the map π we draw the filtration F onto the product space Ω× [0,∞] as follows :
Fˇ = (Fˇt : t ≥ 0) = π
−1(F) = (π−1(Ft) : t ≥ 0).
To have a representation of the random time τ , we introduce the map τˆ (ω, u) = u. We check
that, for any B ∈ F∞, for a ∈ [0,∞], we have π
−1(B) ∈ Fˇ∞ and
Q[B ∩ {τ ≤ a}] = Qˇ[π−1(B) ∩ {τˆ ≤ a}].
With the filtration Fˇ and the random time τˆ we define on the product space the primal enlar-
gement and the progressive enlargement, i.e. Gˇ0 = (Gˇ0t )t≥0 defined by Gˇ
0
t = ∩s>t(Fˇs ∨ σ(τˆ ∤ s)),
and Gˇ = (Gˇt)t≥0 where Gˇt is the completion of Gˇ0t by the Qˇ null sets with respect to Fˇ∞∨σ(τˆ ).
Now we have a representative (Qˇ, Fˇ, Gˇ, τˇ) on the product space which duplicates the original
quadruplet (Q,F,G, τ). For any map X defined on the space Ω, we define the map Xˇ = X(π)
on the product space.
Remark 3.1 We note that there exist two copies on the product space which duplicate the
random time τ , i.e. the maps τˇ and τˆ . These two representatives are indistinguishable under
the probability Qˇ. However, when one wants to construct a new probability in introducing some
independence into the progressive enlargement of filtration, we deal only with the representative
τˆ .
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Remark 3.2 Notice that in stochastic calculus, one usually omits to write the dependence on
ω of random variables. We adopt this convention. Therefore in this paper, a stochastic process
X(t, ω) is written as Xt, and a function f(ω, u) on the product space is written as f(u), so on.
3.2 Measurability relationship between the original and the auxiliary
spaces
Now we compare the different optional σ-algebra on the original and on the auxiliary spaces.
Lemma 3.3 Let Φ to be the map from R+×Ω into R+× (Ω× [0,∞]) with Φ(t, ω) = (t, φ(ω)).
We have the following inclusion relationship :
Φ−1(O(Gˇ0)) ⊂ O(G0) ⊂ Φ−1(O(Gˇ)) ⊂ O(G).
Proof. The following relationships hold :
φ−1
(
Fˇt ∨ σ(τˆ ∤ t)
)
= Ft ∨ σ(τ ∤ t), φ
−1(Gˇ0t ) = G
0
t ,
for every t ∈ R+, and hence by Lemma 2.2, φ−1(Gˇt) ⊂ Gt. Then, for any (everywhere) càdlàg
Gˇ0 (respectively Gˇ) adapted process X, X ◦Φ is a càdlàg G0 (respectively G) adapted process.
We have therefore
Φ−1(O(Gˇ0)) ⊂ O(G0), Φ−1(O(Gˇ)) ⊂ O(G).
For a (everywhere) càdlàg G0 adapted process X bounded by 0 and 1, for any t ∈ Q+, let ft
be a Gˇ0t measurable function bounded by 0 and 1, such that Xt = ft(φ) (cf. [9, Theorem 1.5]).
For every a ∈ R+, let W
′
a to be the set of (ω, u) in the product space such that, there exists a
ǫ = ǫ(ω, u) > 0, and (ft(ω, u) : t ∈ Q+ ∩ [0, a + ǫ)) is the restriction on Q+ ∩ [0, a + ǫ) of a
càdlàg function. Then, according to [7, Chapitre IV n◦18], W′a is in ∩ǫ>0Gˇ
0
a+ǫ = Gˇ
0
a . Since X is
càdlàg, Qˇ[W′a] = 1. Notice that W
′
a ⊃ W
′
b for any a ≤ b and ∪a<b<TW
′
b = W
′
a. We define
Xˆt = lim inf
s→t,s>t,s∈Q+
fs1 W′s, t ∈ R+.
There are two cases. Firstly, if (ω, u) belongs to no of the W′s for s > t, we have Xˆv(ω, u) = 0 for
all v ≥ t. Hence, Xˆ(ω, u) is right continuous at t. Secondly, if (ω, u) belongs to some W′s0 for a
s0 > t, then, (ω, u) belongs to all W
′
s for a t < s ≤ s0, and f(ω, u) on Q+∩[0, s0) is the restriction
of a càdlàg function g on Q+ ∩ [0, s0). This implies that Xˆv(ω, u) = g(v) for 0 ≤ v < s0. In
particular, Xˆ(ω, u) is right continuous at t. We just prove that Xˆ is a right continuous process.
Moreover, we check directly that φ(ω) ∈ W′s for all s ≥ 0, ω ∈ Ω, and therefore X = Xˆ(φ).
Notice that Xˆ ∈ O(Gˇ) (cf. [9, Theorem 4.32]). This being true for an (everywhere) càdlàg G0
adapted process X bounded by 0 and 1, we prove the last inclusion relation which was missing
in the above inclusion sequence.
Lemma 3.4 Let a ∈ R+. Let H be a non negative Gˇ optional process. Let A be a non decreasing
F optional process. Consider H as a function of three variables Ht(ω, u), t ∈ R+, (ω, u) ∈
Ω × [0,∞], and denote by Ht(u) the map ω → Ht(ω, u). Then, the process
∫
[0,a]
Ht(v)dAv,
t ∈ [a,∞), is F optional on the interval [a,∞).
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Proof. Consider H the set of bounded Gˇ optional processes H such that the statement of
the lemma is valid on H . It is clear that H is a functional monotone class in the sense of
[20, Theorem (3.2)]. H is therefore a vector space containing the constant functions and closed
under uniform convergence. Let H0 be the set of all bounded Gˇ adapted càdlàg processes. H0
is closed under multiplication. Let us show that any element H in H0 is an element in H.
Actually, for fixed t ∈ R+, by an argument by monotone class theorem, the random variable∫
[0,a]
Ht(v)dAv is Ft+ǫ measurable for any ǫ > 0, hence it is Ft measurable. In addition, the
process
∫
[0,a]
Ht(v)dAv, t ∈ R+, is càdlàg by dominated convergence theorem.
By [20] H contains all bounded Gˇ optional process. For a general non negative Gˇ optional
process, it is the increasing limit of a sequence of bounded Gˇ optional process. This proves the
lemma.
3.3 iM increasing family of martingales
In mathematical modeling of financial market through the progressive enlargement of filtration,
the most important characteristic of the random time τ should be its conditional distribution
function. This notion is formalized in [12] with the following definition.
Definition 3.5 An iM(Q,F) family (or simply iM family) is a family of processes (Mu : u ∈
[0,∞]) satisfying the following conditions :
1· For every u ∈ [0,∞], Mu is a (Q,F) martingale on [u,∞] taking values in [0, 1].
2· For every t ∈ [0,∞], the random map u ∈ [0, t]→ Mut is a right continuous non-decreasing
function.
3· M∞∞ = 1.
If the condition 1· and 2· are replaced by
1′· For every u ∈ [0,∞], Mu is a (Q,F) martingale on [0,∞] taking values in [0, 1].
2′· For every t ∈ [0,∞], the random map u ∈ [0,∞] → Mut is a right continuous non-
decreasing function.
we say that the iM is complete.
The following theorem is borrowed from [12].
Theorem 3.6 i· For any random time τ on the filtrationed probability space (Ω,F,Q), there
exists a complete iM family, denoted by (Mu : u ∈ [0,∞]), such that, for u, t ∈ [0,∞],
Mut = Q[τ ≤ u|Ft].
This family is unique in the sense that, if (M˜u : u ∈ [0,∞]) is another iM family satisfying
the above condition, there exists a Q null set A such that, for ω /∈ A, Mut (ω) = M˜
u
t (ω)
for all 0 ≤ u, t ≤ ∞. We say that (Mu : u ∈ [0,∞]) is associated with triplet (Q,F, τ).
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1. ii· Let (Mu : u ∈ [0,∞]) be an iM(Q,F). There is a unique probability measure Q′
on the product measurable space, which coincides with Qˇ on Aˇ = π−1(A) and satisfies
Q′[τˇ ≤ u|Fˇt] = Mut (π) for 0 ≤ u ≤ t ≤ ∞, and Q
′[τˇ ≤ u|Aˇ] = Mu∞(π). We call Q
′ the
measure on the product space associated with the triplet (Q,F, iM).
2. iii· As a consequence of ii·, for any iM family, it has a compete extension.
We also need the following technical lemmas to deal with the iM family. The first lemma is a
direct consequence of the definition and of the monotone class theorem.
Lemma 3.7 Let (Mu : u ∈ [0,∞]) be the iM family associated with the triplet (Q,F, τ). For
any t ∈ [0,∞], for any non negative Ft ⊗ B[0,∞] function f , we have
E[f(τ)] = E[
∫
[0,∞]
f(u)duM
u
t ].
Lemma 3.8 For any iM(Q,F) family (Mu : u ∈ [0,∞]), the maps (M tt )t∈R+ defines a F
optional process.
Proof. We take the complete extension of the iM family (Mu : u ∈ [0,∞]). Then the map
((t, ω), u) ∈ (R+ × Ω)× [0,∞]→ M
u
t (ω)
is O(F)×B[0,∞] measurable, because of the right continuity in u. Define a map ψ from R+×Ω
into (R+ × Ω)× [0,∞] by ψ(t, ω) = ((t, ω), t). Then,
ψ−1(O(F)× B[0,∞]) = O(F).
The lemma comes as a consequence.
Lemma 3.9 Let M = (Mu : u ∈ [0,∞]) be the iM family associated with (Q,F, τ). Let M˜ =
(Mˆu : u ∈ [0,∞]) be the iM family on the product space associated with (Qˇ, Fˇ, τˆ). Then, M(π)
is a version of M˜, and M˜(φ) is a version of M.
Proof. The lemma is the consequence of the right continuity of M˜ and M, and of the following
identity. For u, t ∈ [0,∞] with u ≤ t, for any B ∈ Ft, we have
Eˇ[1 B(π)M
u
t (π)] = E[1 BM
u
t ] = E[1 B1 {τ≤u}] = Eˇ[1 B(π)1 {τˆ≤u}] = Eˇ[1 B(π)M˜
u
t ] = E[1 BM˜
u
t (φ)].
4 Differentiable iM and Cox measure
From now on, we fix a constant T ∈ [0,∞]. Here is the definition of the differentiability of an
iM .
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Definition 4.1 Let (Mu : u ∈ [0,∞]) be an iM(Q,F) family. Let A be a non negative F adapted
increasing càdlàg process. For t ∈ [0,∞], (Mu : u ∈ [0,∞]) is said to be differentiable at t with
respect to A, if there exists a non negative Ft⊗B[0,∞] measurable function pt(ω, v) such that,
for almost all ω,
Mut =
∫
[0,u]
pt(v)dAv, ∀u ∈ [0, t].
(As usual we omit ω.) We call pt a density function at t. If (M
u : u ∈ [0,∞]) is differentiable
at every t ∈ [0, T ) with respect to the same increasing process A, we say that (Mu : u ∈ [0,∞])
is differentiable on [0, T ).
Remark 4.2 If we replace dAv by e
−AvdAv and pt(v) by pt(v)e
Av , we can assume in the above
definition that At < 1 for t ∈ R+ (cf. subsection 2.4).
The following lemma is the consequence of Lemma 3.9.
Lemma 4.3 Let M = (Mu : u ∈ [0,∞]) be the iM family associated with (Q,F, τ). Let M˜ =
(Mˆu : u ∈ [0,∞]) be the iM family on the product space associated with (Qˇ, Fˇ, τˆ). Let A be a
non negative F adapted increasing process. Define Aˇ = A(π).
If M is differentiable with respect to A on [0, T ) with a density function p, then M˜ is differen-
tiable with respect to Aˇ on [0, T ) with the density function pˇ defined by
pˇt((ω, u), v) = pt(π(ω, u), v), (ω, u) ∈ Ω× [0,∞], v ∈ [0,∞].
Conversely, if M˜ is differentiable with respect to Aˇ on [0, T ) with a density function pˇ, then M
is differentiable with respect to A on [0, T ) with the density function p defined by
pt(ω, v) = pˇt(φ(ω), v), ω ∈ Ω, v ∈ [0,∞].
We are going to display the various formulas in term of the density function p. However, to
really be able to do so, we need first of all a modified version of p. We introduce an additional
notion (cf. [5, Chapter 3] for the notion of Cox process).
Definition 4.4 We call a probability measure Q0 on F∞ ∨ σ(τ) a Cox measure with respect to
Q|F∞ (the restriction of Q on F∞), if there exists a non negative F adapted increasing càdlàg
process A such that
i. the two probability measures Q0 = Q on F∞ ;
ii. for all u, t ∈ [0,∞] with u ≤ t, we have Q0[τ ≤ u|Ft] = Au.
We also say that Q0 is the Cox measure associated with (Q|F∞ ,F, A, τ).
Remark 4.5 Note that the iM family associated with (Q0,F, τ) is given by Mut = Au for
0 ≤ u ≤ t ≤ ∞.
Lemma 4.6 For any non negative F adapted non decreasing càdlàg process A = (At, t ∈ R+)
such that A∞− ≤ 1, we extend A to the domain [0,∞] by defining A∞ = 1. Let Aˇ = A(π).
Then, there exists a Cox measure Qˇ0 associated with (Qˇ|Fˇ∞ , Fˇ, Aˇ, τˆ) on the product space.
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Proof. It is necessary and sufficient to define the Cox measure as follows :
Qˇ0[h] =
∫
w∈Ω×[0,∞]
dQ(ω)
∫
[0,∞]
h(ω, v)dAˇv(π(w)),
for non negative F∞ ⊗ B[0,∞] measurable function h.
The following theorem, in which a very precise version of the density function p is studied, is
essential for this paper. We consider this theorem as a specific version of the Follmer’s lemma
(cf. [9, Theorem 2.44]) adapted to the case of a progressively enlarged filtration.
Theorem 4.7 Let Z be the (Q,F) supermartingale Q[t < τ |Ft], t ∈ R+ (called the Azéma
supermartingale of τ). Let A be a non negative F adapted increasing càdlàg process such that
A∞ = 1 and At < 1 for t ∈ R+. Let (M
u : u ∈ [0,∞]) be an iM(Q,F) family which is
differentiable on [0, T ) with respect to A with a density function p. Let Qˇ0 be the Cox measure
on the product space associated with (Qˇ|Fˇ∞ , Fˇ, Aˇ, τˆ ).
Then, there exists a three variable function pt+(ω, u), (ω, u) ∈ Ω× [0,∞], t ∈ [0, T ) such that
1. the process pt+, t ∈ [0, T ), is Gˇ
0 adapted on the interval [0, T ), and, for all (ω, u) ∈
Ω× [0,∞], the map t→ pt+(ω, u) is everywhere càdlàg on [0, T ) ;
2. Qˇ is absolutely continuous with respect to Qˇ0 on Gˇt for every t ∈ [0, T ) and the process
Pt = 1 {t<u}
Zt(ω)
1−At(ω)
+ 1 {u≤t}pt+(ω, u), t ∈ [0, T ),
is the corresponding density process ;
3. Mat and
∫
[0,a]
pt+(v)dAv for 0 ≤ a ≤ t < T are Q distinguishable as two two-parameter
processes, where pt+(v) denotes the map ω → pt+(ω, v). In particular t→
∫
[0,a]
pt+(v)dAv
is càdlàg on [a, T ).
Remark 4.8 We will keep the notation p to denote the original version of the density function.
We will use p+ to denote the version of the density function established in this theorem. Later
we will have a third version of the density function.
Proof. We use the notations in Lemma 4.3. For every t ∈ [0, T ), for any non negative bounded
Borel functions h on [0,∞], for any B ∈ Ft, applying Lemma 3.7, we have
Eˇ0[1 B(π)h(τˆ ∤ t)1 {τˆ≤t}] = E[1 Bh(τ ∤ t)1 {τ≤t}] = E[1 B
∫
[0,t]
h(u)duM
u
t ]
= E[1 B
∫
[0,t]
h(u)pt(u)dAu] = Eˇ
0[1 B(π)h(τˆ ∤ t)1 {τˆ≤t}pt].
and
Eˇ0[1 B(π)h(τˆ ∤ t)1 {t<τˆ}] = E[1 Bh(τ ∤ t)1 {t<τ}] = E[1 Bh(∞)1 {t<τ}] = E[1 Bh(∞)Zt]
= E[1 Bh(∞)
Zt
1−At
(1−At)]
= Eˇ0[1 B(π)h(∞)
Zˇt
1−Aˇt
1 {t<τˆ}] = Eˇ
0[1 B(π)h(τˆ ∤ t)
Zˇt
1−Aˇt
1 {t<τˆ}].
Combining these two identities, we obtain
Eˇ[1 B(π)h(τˆ ∤ t)] = Eˇ
0[1 B(π)h(τˆ ∤ t)
(
1 {t<τˆ}
Zˇt
1− Aˇt
+ 1 {τˆ≤t}pt
)
].
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This means that Qˇ is absolutely continuous with respect to Qˇ0 on Fˇt ∨ σ(τˆ ∤ t) with density
1 {t<u}
Zt(ω)
1−At(ω)
+ 1 {u≤t}pt(ω, u).
The above process is a Qˇ0 martingale in the filtration Fˇt ∨ σ(τˆ ∤ t), t ∈ [0, T ) (in the primitive
sense of martingale). By martingale convergence theorem (cf. [9, Theorem 2.44 Follmer’s lemma]
or [7, Régularité des trajectoires p.142]), there exists an everywhere right continuous (Qˇ0, Gˇ0)
martingale P on the time interval [0, T ) such that, for Qˇ0 almost all (ω, u),
Pt(ω, u) = lim
s∈Q+:s↓t
(
1 {s<u}
Zs(ω)
1−As(ω)
+ 1 {u≤s}ps(ω, u)
)
, ∀t ∈ [0, T ).
Let pt+(ω, u) = 1 {u≤t}Pt(ω, u). Then, pt+ is everywhere right continuous in t ∈ [0, T ), and
Pt(ω, u) = 1 {t<u}
Zt(ω)
1− At(ω)
+ 1 {u≤t}pt+(ω, u)
is the density function of Qˇ with respect to Qˇ0 on Gˇ0t .
For a ∈ [0, T ), let S be a F stopping time S ∈ [a, T − ǫ] for some ǫ > 0. For B ∈ FS,
E[1 BM
a
S ] = E[1 B1 {τ≤a}] = Eˇ
0[1 B(π)1 {τˆ≤a}pSˇ+] = E[1 B
∫
[0,a]
pS+(v)dAv],
where the last equality comes from the definition of Cox measure Qˇ0. The process (
∫
[0,a]
pt+(v)dAv :
t ∈ [a,∞]) being F optional according to Lemma 3.4, by the section theorem (cf. [9]), we
conclude that the two processes Ma and (
∫
[0,a]
pt+(v)dAv : t ∈ [a,∞]) are Q indistinguishable
on [a, T ). In particular t →
∫
[0,a]
pt+(v)dAv is càdlàg on [a, T ). By the right continuity in the
variable a, Mat and
∫
[0,a]
pt+(v)dAv for 0 ≤ a ≤ t < T also are distinguishable as two two-
parameter processes.
Let us now find a version of p+ which has everywhere left limit on [0, T ). For b ∈ [0, T ) let W′b (cf.
the proof of Lemma 3.3) be the set of (ω, u) such that, there exists a 0 < ǫ = ǫ(ω, u) < T − b,
and the restriction of the process pt+(ω, u) on t ∈ Q+ ∩ [0, b+ ǫ] is equal to the restriction on
Q+ ∩ [0, b + ǫ] of a càdlàg function on [0, T ). According to [7, Chapitre IV, n
◦18] the set W′b is
in ∩ǫ>0Gˇ0b+ǫ = Gˇ
0
b and Qˇ
0[W′cb ] = 0. Rewrite this null equation in term of Q and of A, we obtain
E[
∫
[0,∞]
1 W′c
b
(v)dAv] = 0.
Notice that W′b ⊃ W
′
c for any pair 0 ≤ b ≤ c < T , and ∪b<c<TW
′
c = W
′
b. The process 1 W′bpb+, b ∈
[0, T ), has all its trajectories càdlàg and it is Gˇ0 adapted (i.e. Gˇ0 optional).
Notice that, when we replace p+ by 1 W′p+, all the computations in the previous paragraphs
remain valid. The theorem is proved with this function 1 W′p+.
Corollary 4.9 Assume the same condition as in Theorem 4.7. The process (pu+(ω, u) : u ∈
[0, T )) is F progressively measurable on [0, T ). The process
∫
[0,t]
pv+(v)dAv, t ∈ [0, T ), is equal
to the F optional dual projection of the increasing process 1 [τ,∞) on [0, T ).
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Proof. By the right continuity in t ∈ R+ of the process pt+, for any (ω, u) ∈ Ω× [0,∞], we can
write
pu+(ω, u) = lim
N↑∞
⌊2NT ⌋∑
k=1
pvN
k
+(ω, u)1 {vN
k−1≤u<v
N
k
}, t ∈ [0, T ),
where vk =
k
2N
. We notice that, for any k ≤ ⌊2NT ⌋, for any a ∈ R, for any t ∈ [0, T ), the set
{(ω, u) ∈ Ω× [0, t] : pvN
k
+(ω, u)1 {vN
k−1≤u<v
N
k
} ≤ a }
is in
{vNk−1 ≤ τˆ < v
N
k } ∩ {τˆ ≤ t} ∩ GˇvNk + {v
N
k−1 ≤ τˆ < v
N
k }
c ∩ {τˆ ≤ t} ∩ {∅,Ω× [0,∞]} ⊂ Ft+ 2
2N
⊗ B[0, t].
Consequently, for any a ∈ R, for any t ∈ [0, T ), the set
{(ω, u) ∈ Ω× [0, t] : pu+(ω, u) ≤ a } ∈ Ft+ǫ ⊗ B[0, t],
for any ǫ > 0. Now applying [7, Chapitre IV, n◦14], we prove that the process (pu+(ω, u) : u ∈
[0, T )) is F progressively measurable on [0, T ).
Let K be a bounded F optional process. Then the process Kˇt(ω, u) = Kt(π(ω, u)), for t ∈
R+, (ω, u) ∈ Ω× [0,∞], is Fˇ optional (which can be proved by a usual monotone class theorem
argument). Applying Theorem 4.7, for a ∈ [0, T ),
E[Kτ1 {τ≤a}] = E[Kτ∧a1 {τ≤τ∧a}] = Eˇ[Kˇτˆ∧a1 {τˆ≤τˆ∧a}]
= Eˇ0[Kˇτˆ∧a1 {τˆ≤τˆ∧a}p(τˆ∧a)+] = Eˇ
0[Kˇτˆ1 {τˆ≤a}pτˆ+] = E[
∫
[0,a]
Kvpv+(v)dAv].
The process
∫
[0,t]
pv+(v)dAv, t ∈ [0, T ), is finite càdlàg and F adapted. This proves the theorem.
Corollary 4.10 Assume the same condition as in Theorem 4.7. For any b ∈ [0, T ), for any
bounded Gˇb measurable function h, the process (
∫
[0,b]
h(u)pt+(u)dAu, t ∈ [b, T )) is a càdlàg ver-
sion of the (Q,F) uniformly integrable martingale E[h(τ)1 {τ≤b}|Ft], t ∈ [b, T ).
Remark 4.11 This lemma is much more precise than Lemma 3.7.
Proof. For any F stopping time S ∈ [b, T ), according to Theorem 4.7, we write
E[h(φ)1 {τ≤b}] = Eˇ[h1 {τˆ≤b}] = Eˇ
0[h1 {τˆ≤b}pSˇ+] = E[
∫
[0,b]
h(u)pS+(u)dAu].
Notice that the process 1 {τˆ≤b}h1 [b,T )p+ is Gˇ optional. According to Lemma 3.4, the process∫
[0,b]
h(u)pt+(u)dAu, t ∈ [b, T ), is F optional. The above identities together with [9, Theorem
4.40] implies that this process is a càdlàg (Q,F) uniformly integrable martingale on [b, T ). On
the other hand, by the monotone class theorem, using Theorem 4.7 property 3, it can be checked
that ∫
[0,b]
h(u)pt+(u)dAu = E[h(τ)1 {τ≤b}|Ft].
12
Lemma 4.12 Assume the same condition as in Theorem 4.7. Let b ∈ [0, T ). Then,∫
[0,b]
1 {pb+(u)=0}pt+(u)dAu = 0,
for any t ∈ (b, T ).
Proof. We note that, according to Corollary 4.10,
∫
[0,b]
1 {pb+(u)=0}pt+(u)dAu is a càdlàg non
negative (Q,F) martingale on [0, T ) and∫
[0,b]
1 {pb+(u)=0}pt+(u)dAu = E[1 {pb+(τ)=0}1 {τ≤b}|Ft].
Taking the expectation
E[1 {pb+(τ)=0}1 {τ≤b}] = Eˇ[1 {pb+=0}1 {τˆ≤b}] = Eˇ
0[1 {pb+=0}1 {τˆ≤b}pb+] = 0.
There is a last corollary.
Corollary 4.13 Let A be a non negative F adapted increasing càdlàg process such that A∞ = 1
and At < 1 for t ∈ R+. Let (Mu : u ∈ [0,∞]) be an iM(Q,F) family. Let Qˇ0 be the Cox measure
on the product space associated with (Qˇ|Fˇ∞ , Fˇ, Aˇ, τˆ). Then, (M
u : u ∈ [0,∞]) is differentiable
on [0, T ) with respect to A, if and only if Qˇ is absolutely continuous with respect to Qˇ0 on Gˇt
for all t ∈ [0, T ).
Proof. The condition is necessary by Theorem 4.7. Suppose that the "if" condition holds. For
t ∈ [0, T ) let ξ denote the density function dQˇ
dQˇ0
on Gˇt. There exists a Ft ⊗ B[0,∞] measurable
function p(ω, u) such that
p(τˆ ∤ t) = Eˇ0[ξ|Fˇt ∨ σ(τˆ ∤ t)].
Then, for B ∈ Ft, for 0 ≤ u ≤ t,
E[1 BM
u
t ] = E[1 B1 {τ≤u}] = Eˇ[1 B(π)1 {τˆ≤u}]
= Eˇ0[1 B(π)1 {τˆ≤u}ξ] = Eˇ
0[1 B(π)1 {τˆ≤u}p(τˆ ∤ t)] = E[1 B
∫
[0,u]
p(u)dAu],
where the last equality is obtained by the definition of Qˇ0.
5 Model defined by a stochastic differential equation
Theorem 4.7 says that a model with a differentiable iM is absolutely continuous with respect to
a Cox measure model. As Cox model can be easily computed, a model with differentiable iMZ
can easily be handled by Girsanov’s theorem. One may wonder if necessary to introduce the
notion of differentiable iMZ models. There are at least two reasons to introduce the differentiable
models. Firstly, a lot of model are defined directly with an iMZ . The notion of the differentiability
gives us an effective method to check if the model is absolutely continuous with respect to the
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Cox measure. Secondly, the theoretical approach by Girsanov’s theorem may fail to be helpful
for practice purpose (cf. [26]) for the lack of the computability of the density function. Variable
models are required to meet the needs in practice.
We present in this section a class of models which are defined through their dynamic equation
and which have differentiable iM . These results are established in [24].
5.1 iMZ
Let Z to be a (Q,F) supermartingale such that 0 ≤ Z ≤ 1. We call such a Z an Azéma
supermartingale. We notice that for any iM , the process (Muu )u∈R+ is an Azéma supermartingale.
On the other hand, in market modeling, data calibrated from the real market can be represented
by an Azéma’s supermartingale Z. An important question is, therefore, if there exists a model
such that (Muu )u∈R+ coincides with Z. We introduce the following definition (cf. [12]).
Definition 5.1 An increasing family of positive martingales issued from 1−Z (in short iMZ(P,F)
or simply iMZ) is an iM family (M
u : u ∈ [0,∞]) which satisfies the following conditions : for
any 0 ≤ u ≤ t <∞, Muu = 1− Zu and M
u
t ≤ 1− Zt.
The theorem below is an immediate consequence of the Theorem 3.6.
Theorem 5.2 Let (Mu : u ∈ [0,∞]) to be an iM(Q,F) family associated with the probability
measure Q. Let Z be an Azéma’s supermartingale. Then, (Mu : u ∈ [0,∞]) is an iMZ family if
and only if Q[t < τ |Ft] = Zt for t ≥ 0.
5.2 ♮-equation and ♮-pair
We suppose the condition :
Hy(Z) : 1− Zt < 0, 1− Zt− < 0 for t ∈ (0,∞).
Let Z = M − A be the (Q,F) canonical decomposition of Z with M a (Q,F) local martingale
and A a non-decreasing F predictable process. Notice that F·p(1−Z)t = 1−Zt− +∆tA > 0 for
any 0 < t <∞, where the superscript F·p denotes the (Q,F) predictable projection. We define,
for 0 < u <∞, m˜ut =
∫ t
u
−dMs
F·p(1−Z)s
. Since obviously dm˜ut = dm˜
v
t for 0 < u < v ≤ t <∞, we omit
the superscripts and we denote simply
dm˜t =
−dMt
F·p(1− Z)t
, t ∈ (0,∞).
Let D design the space of all càdlàg F adapted processes. Let m > 0 be an integer. Let Y =
(Y1, . . . , Ym) be an m-dimensional (P,F) local martingale, and F = (F1, . . . , Fm) be a Lipschitz
functional from D into the set of m-dimensional locally bounded F predictable processes in
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the sense of [19]. For 0 < u < ∞, for any Fu-measurable random variable x, we consider the
stochastic differential equation determined by the pair (F,Y) :
(♮u)
{
dXt = Xt−dm˜t + F(X)
⊤
t dYt, t ∈ [u,∞),
Xu = x.
We will call the pair (F,Y) a ♮-pair if it satisfies the following conditions, for any 1 ≤ j ≤ m,
for any u > 0 and for any X,X ′ ∈ D :
(i) The process t ∈ [u,∞) → Fj(X)tF·p(1−Z)t−Xt−1 {(1−Zt−)−Xt− 6=0} is integrable with respect to Yj,
and satisfies the inequality :
∆tm˜−
1
F·p(1− Z)t −Xt−
1 {F·p(1−Z)t−Xt− 6=0}F(X)
⊤
t ∆tY > −1, t ∈ [u,∞).
(ii) The process t ∈ [u,∞)→ Fj(X)t
Xt−
1 {Xt− 6=0} is integrable with respect to Yj, and satisfies the
inequality :
∆tm˜+
1
Xt−
1 {Xt− 6=0}F(X)
⊤
t ∆tY ≥ −1, t ∈ [u,∞).
(iii) If 0 ≤ X,X ′ ≤ 1, the process t ∈ [u,∞) → Fj(X)t−Fj(X
′)t
Xt−−X′t−
1 {Xt−−X′t− 6=0} is integrable with
respect to Yj, and satisfies the inequality :
∆tm˜+
1
Xt− −X ′t−
1 {Xt−−X′t− 6=0}(F(X)t − F(X
′)t)
⊤∆tY ≥ −1, t ∈ [u,∞).
The following theorem proves that the set of ♮-pairs is not empty.
Theorem 5.3 Let g(t, x) be any bounded continuously differentiable function defined on R+×R
taking values in Rm. Let ϕ be a C∞ increasing function on R+ such that |ϕ(x)| ≤ 2 and
|ϕ(x)
x
| ≤ 1. For t ∈ R+, we introduce the set Gt of z ∈ Rm satisfying the two conditions :
◦ : 2
∣∣g(t, x)⊤z∣∣ < 1 + ∆tm˜, for x ∈ R,
◦◦ :
[
−ϕ′(F·p(1− Zt−)− x)ϕ(x)g(t, x) + ϕ(F·p(1− Zt−)− x)ϕ′(x)g(t, x)
+ ϕ(F·p(1− Zt−)− x)ϕ(x)g′(t, x)
]⊤
z > −(1 + ∆tm˜), for x ∈ R.
(Here g′(t, x) denotes the derivative with respect to x.) Then, for any t ∈ R+, the random set
Gt is not empty, and the set-valued process G is F optional. There exists an m-dimensional F
local martingale Y = (Y1, . . . , Ym) whose jump at t ∈ R+, if it exists, is contained in Gt. Let
F(X)t = f(t, Xt−) = ϕ(
F·p(1− Z)t −Xt−)ϕ(Xt−)g(t, Xt−), X ∈ D.
Then, the above conditions (i), (ii) and (iii) with strict inequality > −1 instead of ≥ −1 are
satisfied for the pair (F,Y).
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5.3 Model defined by the ♮-equation
The ♮-equation defines an iMZ .
Theorem 5.4 Let (F,Y) be a ♮-pair. For 0 < u < ∞, consider the equation (♮u) associated
with (F,Y). Let (Lut : t ∈ [u,∞)) denote the solution of the equation (♮u) with the initial
condition Luu = 1− Zu. Set L
u
∞ = limt→∞ L
u
t . Set
Muu = (1− Zu),
Mut = infv∈Q,u<v≤t(L
v
t )
+ ∧ (1− Zt), t ∈ (u,∞].
Set finally
M0t = infu∈Q,0<u≤tM
u
t , t ∈ (0,∞],
M00 = limt↓0M
0
t (which exists),
M∞t = 1, for t ∈ [0,∞].
Then, for 0 < u <∞, Mu is P indistinguishable to Lu on [u,∞], and (Mu : 0 ≤ u ≤ ∞) is an
iMZ .
The above iMZ will be said to be associated with the ♮-equation as well as the probability
measure Q♮ constructed in Theorem 3.6 with this iMZ will be said to be associated with the
♮-equation.
5.4 The differentiability
Let g be a C∞ function on R with a compact support. Consider the ♮-equation associated with
the following ♮-pair (F,Y) of the type in Theorem 5.3 :
∆tY ∈ Gt,
F(X)t = ϕ(
F·p(1− Z)t −Xt−)ϕ(Xt−)g(Xt−), X ∈ D.
We suppose moreover that ϕ(x) = x, for x ∈ [0, 1]. Consider the iMZ = (M
u : 0 ≤ u ≤ ∞)
associated with (F,Y). Since 0 ≤ Mu ≤ 1− Z, we have
ϕ(F·p(1− Z)−Mu−)ϕ(M
u
−) = (
F·p(1− Z)−Mu−)M
u
−.
This means that Mu satisfies the following stochastic differential equation{
dXt = Xt−dm˜t + (
F·p(1− Z)t −Xt−)Xt−g(Xt−)⊤dYt, u ≤ t <∞,
Xu = x,
with Muu = 1 − Zu. Theorem 39 and Theorem 65 in [19, Chapter V Section 10] are applicable
to such an equation. Let x→ Ξut (x) be the associated stochastic differential flow.
Theorem 5.5 Let 0 < t <∞. Let
κv = (1 + ∆vm˜− (1− Zv−)g(1− Zv−)
⊤∆vY), for v ∈ (0, t].
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Then, when ∆vA > 0,
Mvt −M
v−
t = Ξ
v
t (1− Zv)− Ξ
v
t (1− Zv − κv∆vA), v ∈ (0, t].
When ∆vA = 0,
limu↑v
Mvt −M
u
t
Av−Au
=
dΞvt
dx
(1− Zv)κv, for v ∈ (0, t],
limu↓v
Mvt −M
u
t
Av−Au
=
dΞvt
dx
(1− Zv), for v ∈ (0, t).
Consequently, the iMZ is differentiable with respect to A on [0,∞) with the density function
pt(u) =
dΞut
dx
(1−Zu)1 {∆uA=0}+
Ξut (1− Zu)− Ξ
u
t (1− Zu − κu∆uA)
∆uA
1 {∆uA>0}, u ∈ (0, t], t ∈ R+.
6 Copulas and the ordering statistics of random times
In defaultable market modeling, we need to take the order statistics of a family of default times.
In this section we prove a sufficient condition which ensure that the order statistics satisfy the
differentiability property for their iMZ .
6.1 Ordering of functions on {1, . . . , k}
We begin with recalling the order statistics. Let a be a function defined on {1, . . . , k} (where
k > 0 is an integer) taking values in [0,∞]. Let {a1, . . . , ak} denote the values of a. Let
Ra(i) = R{a1,...,ak}(i) =
k∑
j=1
1 {aj<ai} +
k∑
j=1
1 {j<i,aj=ai} + 1.
The map i ∈ {1, . . . , k} → Ra(i) ∈ {1, . . . , k} is a bijection. Let ρa be its inverse. Define
↑a = a(ρa). We check that ↑a is a non decreasing function on {1, . . . , k} taking the same values
of a. ↑a(i) represents the ith smallest values among {a1, . . . , ak}.
Let k ∈ N∗ and τ1, . . . , τk be k random times. Consider the function t on {1, . . . , k} taking
respectively the values {τ1, . . . , τk}. We define σi =↑t(i), 1 ≤ i ≤ k. Note that, if the τi are
stopping times with respect to some filtration, the σi are stopping times with respect to the
same filtration, because
{σi ≤ t} = ∪I⊂{1,...,k},♯I=i{τj ≤ t, ∀j ∈ I}, t ≥ 0.
This same equation shows that there exists a Borel function si on [0,∞]
k such that σi =
si(τ1, . . . , τk).
Lemma 6.1 Let t ∈ [0,∞]. Let 1 ≤ i ≤ k. Denote Si = {I ⊂ {1, . . . , k} : ♯I = i}. Also, for
I ⊂ {1, . . . , k} denote BI = {τj ≤ u, ∀j ∈ I}. We have
Q[σi ≤ u|Ft] =
∑
S⊂Si:S 6=∅
(−1)1+|S|Q[∩I∈SBI |Ft].
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Proof. We have
Q[σi ≤ u|Ft] = Q[∪I⊂{1,...,k}:♯I=i{τj ≤ u, ∀j ∈ I}|Ft] = Q[∪I∈SiBI |Ft].
By the inclusion-exclusion formula, the last term becomes
Q[∪I∈SiBI |Ft] =
∑
S⊂Si:S 6=∅
(−1)1+|S|Q[∩I∈SBI |Ft].
6.2 Continuously differentiable copulas
We refer to [17] for the notion of the copulas.
Theorem 6.2 Let C(x1, . . . , xk) be a continuously differentiable copulas. Let M
i = (M i,u : u ∈
[0,∞]), 1 ≤ i ≤ k, be iMZ satisfying the differentiability condition at a point T ∈ [0,∞] with
respect to a same increasing process A. Let τi, 1 ≤ i ≤ k, be a family of random items such that
their conditional law given FT has the (multi-dimensional) distribution function (u1, . . . , uk)→
C(M1,u1T , . . . ,M
k,uk
T ) on 0 ≤ u1, . . . , uk ≤ T . Then, the order statistics of the τi, 1 ≤ i ≤ k,
satisfy the differentiability condition for their iM at every t ∈ [0, T ] with respect to A.
Proof. For any J ⊂ {1, . . . , k}, denote by CJ the J-marginal copulas of C, which is also
continuously differentiable. Let piT be a density function at T of M
i. For 0 ≤ u ≤ t ≤ T , we
compute
Q[τj ≤ u, j ∈ J |Ft] = Q[Q[τj ≤ u, j ∈ J |FT ]|Ft] = Q[CJ(M
1,u
T , . . . ,M
k,u
T )|Ft].
We write the Ito’s formula (cf. [10, (2.52)]) to the expression CJ(M
1,u
T , . . . ,M
k,u
T ) with respect
to variable u.
CJ(M
1,u
T , . . . ,M
k,u
T )
= CJ(M
1,0
T , . . . ,M
k,0
T ) +
∑
j∈J
∫ u
0
∂Cj
∂xj
(M1,u−T , . . . ,M
k,u−
T )p
j
T (s)dAs
+
∑
s∈(0,u] 1 {∆sA>0}
(
CJ (M
1,s
T
,...,M
k,s
T
)−CJ (M
1,s−
T
,...,M
k,s−
T
)
∆sA
−
∑
j∈J
∂Cj
∂xj
(M1,s−T , . . . ,M
k,s−
T )p
j
T (s)
)
∆sA
=
∑
j∈J
∫ u
0
∂Cj
∂xj
(M1,u−T , . . . ,M
k,u−
T )p
j
T (s)dA
c
s
+
∑
s∈(0,u] 1 {∆sA>0}
(
CJ (M
1,s
T
,...,M
k,s
T
)−CJ (M
1,s−
T
,...,M
k,s−
T
)
∆sA
)
∆sA,
where Ac denotes the continuous part of the process A. Hence, there exists a FT ⊗ B[0,∞]
measurable function ξJ(ω, u) such that
CJ(M
1,u
T , . . . ,M
k,u
T ) =
∫
[0,u]
ξJ(s)dA
c
s +
∑
s∈[0,u]
ξJ(s)∆sA =
∫
[0,u]
ξJ(s)dAs.
Consequently,
Q[τj ≤ u, j ∈ J |Ft] = Q[
∫
[0,u]
ξJ(s)dAs|Ft] =
∫
[0,u]
Q[ξJ(s)|Ft]dAs.
Now using the same notations in Lemma 6.1, we write
Q[σi ≤ u|Ft] = Q[∪I∈SiBI |Ft]
=
∑
S⊂Si:S 6=∅
(−1)1+|S|Q[∩I∈SBI |Ft]
=
∑
S⊂Si:S 6=∅
(−1)1+|S|Q[B∪I∈SI |Ft]
=
∑
S⊂Si:S 6=∅
(−1)1+|S|
∫
[0,u]
Q[ξ∪I∈SI(s)|Ft]dAs
=
∫
[0,u]
(∑
S⊂Si:S 6=∅
(−1)1+|S|Q[ξ∪I∈SI(s)|Ft]
)
dAs.
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Remark 6.3 The above theorem presents an invariant principle for the class of differentiable
iM . We point out here another obvious invariant principle, i.e. the class of differentiable iM is
invariant by absolutely continuous change of probability measures.
7 Conditional expectation
In this section we fix a random time τ whose Azéma’s supermartingale is Z = M − A as
in subsection 5.1. We suppose that its iM family is differentiable on [0, T ) with respect to A
(A∞ = 1) with a density function p. This section is devoted to the computation of conditional
expectations under this assumption.
7.1 parametered optional projection
Recall that in [25, Proposition 3.], for any non negative B(R+)⊗A⊗B[0,∞]measurable function
H(t, ω, u), there is constructed a non negative O(F)⊗B[0,∞] measurable function, denoted by
oH such that, for every u ∈ [0,∞], oH(u) is a version of the (Q,F) optional projection of the
process H(u). In the following, we will introduce a variant of [25]’s notion.
We introduce C the family of bounded F∞ ⊗B[0,∞] measurable functions such that, for each
member F of that family, there exists an O(F) ⊗ B[0,∞] measurable function, denoted by
(oF )t(ω, u), (t, ω, u) ∈ R+ × Ω× [0,∞], which satisfies the following conditions :
♭ The process (oF )t(t), t ∈ R+, is F optional.
♭♭ For any u ∈ [0,∞], (oF )t(u), t ∈ R+, is a version of the (Q,F) optional projection of F (u).
♭♭♭ For any F stopping times U , the process 1 {U≤t}(
oF )t(U), t ∈ R+, is F optional. For any
pair of F stopping times U, S such that U ≤ S, for any B ∈ FS,
E0[1 BF (U)] = E[1 B (
oF )S(U)].
Clearly, the family C is a linear space and it contains the function F ≡ 1. Notice that, if
F, F ′ are two members of the family C with 0 ≤ F ≤ F ′, by section theorem (cf. [9]), the
process 1 {U≤t}(
oF )t(U), t ∈ R+, is bounded from below by zero and is overestimated by the
process 1 {U≤t}(
oF ′)t(U), t ∈ R+. Let F be a bounded non negative F∞ ⊗ B[0,∞] measurable
function which is the increasing limit of a sequence (Fn)n∈N∗ in C. For any n ∈ N, let oFn be
a O(F)⊗ B[0,∞] measurable function satisfying the above conditions ♭ to ♭♭♭. with respect to
Fn. We set
oF = supn∈N∗
oFn. Then
oF is O(F)⊗B[0,∞] measurable function and it satisfies the
conditions ♭ to ♭♭♭ with respect to F . This observation shows that the family C is a functional
monotone class in the sense of [9, Theorem 1.4]. For any C ∈ F∞ and D ∈ B[0,∞], taking
(oF )t(u) = E[1 C |Ft]1D(u), we see that the family C contains equally all functions of the form
F = 1 C1D. By the monotone class theorem (cf. [9, Theorem 1.4]), the family C contains all
19
bounded F∞⊗B[0,∞] measurable function. By a usual limit procedure we extend the definition
of oF also to all non negative functions F .
We can now introduce the following definition.
Definition 7.1 For any bounded or non negative F∞ ⊗ B[0,∞] measurable function F , oF
denote any O(F)⊗ B[0,∞] measurable function satisfying the above conditions ♭ to ♭♭♭.
Remark 7.2 Notice that, if the measurable space (Ω,A) has nice topological property, the
function oF can be defined more explicitly with the prediction process in [3].
The next lemma is a direct consequence of the definition of oF .
Lemma 7.3 Let F be any bounded or non negative F∞⊗B[0,∞] measurable function and U be
a F stopping time. If F (U) is integrable, the maps oFt(U), t ∈ [U,∞), define a (Q,F) uniformly
integrable càdlàg martingale on [U,∞). Consequently, the F predictable projection of F (U) on
[U,∞) is given by oFt−(U), t ∈ [U,∞).
Lemma 7.4 For any non negative non decreasing F adapted càdlàg process A, for any bounded
or non negative F∞ ⊗ B[0,∞] function F , for any version of
oF , we have
E[
∫
[0,t]
f(u) F (u)dAu] = E[
∫
[0,t]
f(u) oFt(u)dAu],
for any t ∈ R+ and any bounded ∩s>t(Fs ⊗ B[0,∞]) measurable function f .
Proof. We give a proof when F ≥ 0. Let c(s) = inf{t ∈ R+ : At > s}. Using the results in
subsection 2.4, we write
E[
∫
[0,t]
f(u) F (u)dAu]
= E[
∫
[0,∞)
1 {c(s)≤t}f(c(s)) F (c(s))ds]
=
∫
[0,∞)
E[1 {c(s)≤t}f(c(s)) F (c(s))] ds, by Fubini’s theorem,
=
∫
[0,∞)
E[1 {c(s)≤t}f(c(s)) (
oF )t(c(s))] ds
because c(s) is a F stopping time and 1 {c(s)≤t}f(c(s)) is Ft measurable,
= E[
∫
[0,t]
f(u) oFt(u)dAu].
Lemma 7.5 In the same setting as in the previous lemma, we have
Eˇ0[F |Gˇ0t ]1 {τˆ≤t} =
oFt1 {τˆ≤t}.
Proof. We rewrite the computation in the above lemma in a different form :
Eˇ0[f1 {τˆ≤t}F ] = E[
∫
[0,t]
f(u) F (u)dAu]
= E[
∫
[0,t]
f(u) oFt(u)dAu] = E
0[f1 {τˆ≤t}
oFt].
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7.2 Formulas of conditional expectation
In this subsection we will show that the conditional expectation with respect to Gt can be
computed in term of the density function p and in term of the conditional expectation with
respect to Ft.
The following lemma has been called "key lemma" in the literature (cf. [4, Lemma 3.1.2]).
Recall Zt = E[1 {t<τ}|Ft].
Lemma 7.6 For any bounded H ∈ G∞,
E[H|Gt]1 {t<τ} =
E[H1 {t<τ}|Ft]
Zt
1 {t<τ}, t ∈ [0,∞).
Proof. Firstly, let h be a bounded Ft ⊗ B[0,∞] measurable function. We have
E[h(τ ∤ t)1 {t<τ}H] = E[h(∞)1 {t<τ}H] = E[h(∞)E[H1 {t<τ}|Ft]]
= E[h(∞)1 {t<τ}
E[H1 {t<τ}|Ft]
E[1 {t<τ}|Ft]
] = E[h(τ ∤ t)1 {t<τ}
E[H1 {t<τ}|Ft]
Zt
1 {t<τ}].
We note that every quantities in this formula are bounded. Hence, we can take the right limit
in t ∈ R+ and conclude that the same relationship remains valid when h(τ ∤ t) is replaced by
bounded Gt measurable functions.
Theorem 7.7 Let b ∈ [0, T ). For any non negative Gˇ0b measurable function f , for t ∈ [0, b],
E[f(φ)|Gt] =
E[f(φ)1 {t<τ}|Ft]
Zt
1 {t<τ} +
o(fpb+)t(τ)
pt+(τ)
1 {pt+(τ)>0}1 {τ≤t}.
Proof. The formula on {t < τ} is the consequence of Lemma 7.6. Consider the formula on
{τ ≤ t}. Notice
E[f(φ)|Gt]1 {τ≤t} =
(
Eˇ[f |Gˇt]1 {τˆ≤t}
)
(φ).
Apply Theorem 4.7.
Eˇ[f |Gˇt]1 {τˆ≤t} =
1
Pt
Eˇ0[f1 {τˆ≤b}Pb|Gˇt]1 {Pt>0}1 {τˆ≤t} =
1
pt+
Eˇ0[fpb+|Gˇt]1 {pt+>0}1 {τˆ≤t}
=
o(fpb+)t
pt+
1 {pt+>0}1 {τ≤t},
according to Lemma 7.5.
Corollary 7.8 Let b ∈ [0, T ) and t ∈ [0, b]. We have 1 {τ≤t}pt+(τ) = 1 {τ≤t}
o(pb+)t(τ), and
1 {pt+(τ)>0}1 {τ≤t} = 1 {τ≤t}, Q almost surely. Moreover,
o(pb+)t(ω, u) is another version of the
density function at t.
Proof. If we take f ≡ 1 in the formula of Theorem 7.7, we get
1 {τ≤t} =
o(1 [0,b]pb+)t(τ)
pt+(τ)
1 {pt+(τ)>0}1 {τ≤t}.
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This proves the first part of the lemma. The second part is the consequence of the identity
E[h(τ)1 {τ≤t}] = E[
∫
[0,t]
h(u) o(pb+)t(u)dAu].
for any bounded Gˇ0t measurable function h, consequence of Lemma 7.4.
Remark 7.9 Notice that the new version o(pb+)t(u) of the density function has a simpler
measurability than pt+. In fact,
o(pb+)t(u) is Ft⊗B[0,∞] measurable, for t ∈ [0, b]. An additional
remark is that, for every u ∈ [0,∞], t→ o(pb+)t(u) is a (Q,F) uniformly integrable martingale
on t ∈ [0, b].
8 The optional splitting formula
We assume the same assumption as in Section 7. In this section we consider the notion of the
optional splitting formula introduced in [22]. We have the following result.
Theorem 8.1 The optional splitting formula on [0, T ) holds in the filtration G under the proba-
bility measure Q. This means that, for any G optional process X, there exist a F optional process
X ′ and a O(F) ⊗ B[0,∞] measurable function X ′′ such that the following Q indistinguishable
identity holds :
X1 [0,T ) = X
′1 [0,τ)1 [0,T ) +X
′′(τ)1 [τ,∞)1 [0,T ).
Proof. Let X be a G optional process. By [22] we know that there exists always a F optional
process X ′ such that X1 [0,τ) = X
′1 [0,τ). We need only to prove the optional splitting formula
on the interval [τ,∞) ∩ [0, T ).
According to [9, Theorem 4.36] there exists a G0 optional process X0 which is Q indistingui-
shable from X. According to Lemma 3.3 and [9, Theorem 1.5], there exists a Gˇ optional process
Xˇ such that X0 = Xˇ(φ).
Let Qˇ0 be the Cox measure on the product space associated with the triplet (Qˇ|Aˇ, τˆ , Aˇ). Under
the Cox measure Qˇ0, the hypothesis(H) (cf. [6, Lemma 4.2.1]) is satisfied so that the optional
splitting formula holds (cf. [22]). Hence, the following Qˇ0 indistinguishable identity holds :
Xˇ = Xˇ ′1 [0,τˆ) + Xˇ
′′(τˆ)1 [τˆ ,∞),
for a Fˇ optional process Xˇ ′ and a O(Fˇ)⊗ B[0,∞] measurable function Xˇ ′′.
Notice that, according to Theorem 4.7, Qˇ is absolutely continuous with respect to Qˇ0 on the
set Gˇb for any b ∈ [0, T ). Hence,
Xˇ1 [τˆ ,T ) = Xˇ
′′(τˆ)1 [τˆ ,T )
also is a Qˇ indistinguishable identity. The map Xˇ ′′ is a function of four variables :
Xˇ ′′t ((ω, u), x), with (t, (ω, u)) ∈ R+ × (Ω× [0,∞]), x ∈ [0,∞].
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We define X ′′t (ω, x) = Xˇ
′′
t (φ(ω), x) which is a O(F) ⊗ B[0,∞] measurable function. Then, we
have the following Q indistinguishable identity :
X01 [τ,T ) = X
′′(τ)1 [τ,T ).
Corollary 8.2 For any t ∈ [0, T ), Ft ∨ σ(τ ∤ t) completed by (Q,G∞) null sets is equal to Gt.
Moreover, σ(Hτ : H a F optional process) completed by (Q,G∞) null sets is equal to Gτ .
Proof. It is the consequence of the preceding theorem and [22, Theorem 3.4 and 3.6].
Remark 8.3 The property proved in the above corollary is important in regard to [4] where
such a property under the name condition G.1 and G.2 is required to establish results.
9 Enlargement of filtration formula
It is essential, for a market model based on the progressive enlargement of filtration to be useful,
to know the hypothesis(H ′) holds, i.e. to know if all F martingale X remains G semimartingale
(otherwise there will exist arbitrage). If it is the case, it is important to know the semimartingale
decomposition of X in G. This section is devoted to that question.
We assume the same assumption as in Section 7. We recall that Z is the Azéma supermartingale
of τ and M is its martingale part (in F). We begin with a well-known result in [14, 15, 13].
Lemma 9.1 Let X be a bounded (Q,F) martingale. Let BX the (Q,F) predictable dual projec-
tion of the jump process t→ ∆Xτ1 {0<τ≤t}. Then,
X·∧τ −
∫ ·∧τ
0
1
Zs−
(d〈M,X〉s + dB
X
s )
is a (Q,G) local martingale.
Notation. Let P be the (Qˇ0, Gˇ) martingale on the time interval [0, T ) introduced in Theorem
4.7. Let X be a bounded (Q,F) martingale. Then the bounded process Xˇ (where Xˇ = X(π))
is a (Qˇ0, Fˇ) martingale. By [6] the hypothesis(H) is satisfied between Fˇ and Gˇ under the
Cox measure Qˇ0. It results that Xˇ is a (Qˇ0, Gˇ) martingale. We can therefore compute their
(Qˇ0, Gˇ) predictable bracket process on the time interval [0, T ), denoted by 〈Xˇ,P〉. Using the
predictable splitting formula (see [13, Lemme(4.4)]), there exist a P(Fˇ) measurable process Y ′
and a P(Fˇ)⊗ B[0,∞] measurable function Y ′′(u) such that
〈Xˇ,P〉1 [0,T ) = Y
′1 [0,τˆ ]1 [0,T ) + Y
′′(τˆ )1 (τˆ ,∞)1 [0,T ).
Recall that 1 [0,T )p+ = 1 [τˆ ,T )P. With an argument by the monotone class theorem we see that
there exists a P(F) ⊗ B[0,∞] measurable function 〈X, p+〉t(ω, s), (t, ω) ∈ R+ × Ω, s ∈ [0,∞],
such that Y ′′t ((ω, u), s) = 〈X, p+〉t(π(ω, u), s).
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Theorem 9.2 Under the assumption of this section, for any bounded (Q,F) martingale X, the
process
Xt −X0 −
∫ t
0
1 {s≤τ}
1
Zs−
(d〈M,X〉s + dBXs )−
∫ t
0
1 {τ<s}
1
ps−(τ)
d〈X, p+〉s(τ)
is a (Q,G) local martingale on the time interval t ∈ [0, T ), where p− denotes the left limit
process of p+.
Proof. According to Lemma 9.1, Xτ is a (Q,G) special semimartingale with the drift process∫ t∧τ
0
1
Zs−
(d〈M,X〉s + dB
X
s ), t ∈ R+.
We have already indicated that Xˇ is a bounded (Qˇ0, Fˇ) martingale. It is hence a (Qˇ0, Gˇ)
martingale. By Girsanov’s theorem,
Xˇ − Xˇ τˆ −
1
P−
1 (0,T )  〈Xˇ − Xˇ
τˆ ,P〉
is a (Qˇ, Gˇ) local martingale on [0, T ). Note that, using the notation fixed previously to the
theorem,
1
P−
1 (0,T )  〈Xˇ − Xˇ
τˆ ,P〉 = 1
P−
1 (τˆ ,T )  〈Xˇ,P〉 =
1
p−
1 (τˆ ,T )  Y
′′(τˆ).
Now we pull the above martingale property back to Ω by φ to conclude that
X −Xτ −
1
p−(τ)
1 (τ,T )  〈X, p+〉(τ)
is a (Q,G) local martingale on [0, T ). This proves the theorem because X = Xτ + (X −Xτ ).
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