This paper presents an automatic method to track soccer players in soccer video recorded from a single camera where the occurrence of pan-tilt-zoom can take place. The automatic object tracking is intended to support texture extraction in a free viewpoint video authoring application for soccer video. To ensure that the identity of the tracked object can be correctly obtained, background segmentation is performed and automatically removes commercial billboards whenever it overlaps with the soccer player. Next, object tracking is performed by an attribute matching algorithm for all objects in the temporal domain to find and maintain the correlation of the detected objects. The attribute matching process finds the best match between two objects in different frames according to their pre-determined attributes: position, size, dominant color and motion information. Utilizing these attributes, the experimental results show that the tracking process can handle occlusion problems such as occlusion involving more than three objects and occluded objects with similar color and moving direction, as well as correctly identify objects in the presence of camera movements. key words: free viewpoint, attribute matching, automatic object tracking, soccer video
Introduction
Free viewpoint applications provide an innovative user experience for enjoying a soccer match. The applications enable users to freely select which viewpoint has the most suitable angle for a certain event in a soccer match (e.g. soccer spectators tend to see a goal from as many different angles as possible) [1] . To create a video that enables such experience, a free viewpoint authoring application has been developed to render visual texture of the object of interest (i.e. the players, goalkeepers, and referee within the soccer field area) using a billboard model [2] - [4] . The authoring application extracts the texture of the soccer players from the original video and then merges the extracted pixels into a synthesized 3D environment that can be freely navigated by the users.
The authoring application utilizes the method proposed in [5] - [7] to perform texture extraction in order to reconstruct the billboard models. The texture extraction method comprises several steps, in which the most important parts are: projection of borders of the soccer field to determine precise positions of the objects and the area of the field; background segmentation to segment the objects from the field and acquire only the region of the objects; and object tracking to approximate the location and recognize the movement of the objects during the sequence. Dynamic camera calibration [6] is utilized in the application for projection of the soccer field and object position estimation from multiple cameras to extract the object textures. Background segmentation is performed by observing temporal color similarity to remove the field area and retain the pixels of the objects. And finally, automatic object tracking is performed by observing the correlations among the extracted silhouette regions in multiple cameras. As a result, robust texture extraction including occlusion problems, which frequently occur in soccer video, can be performed.
However, the automatic object tracking method proposed in [5] requires specific conditions for the input video. Firstly, the input shall be acquired from multiple cameras to ensure accurate object tracking. Secondly, those cameras must be static in order to achieve high performance in automatic object segmentation, which in turn significantly affects the object tracking result. In most cases, however, these two conditions cannot be met. For example, when the free viewpoint video needs to be generated from a soccer match acquired from TV broadcasting (such as game analysis of an Olympic or World Cup match), only one stream of video is available and it is most likely to have pan-tiltzoom occurrences. In this case, the method in [5] may not be sufficient, especially when handling dynamic background and changes in objects' texture due to camera movements. Therefore, we attempted to improve the method in [5] to be able to extract the texture of objects from a single, moving camera. Background segmentation from a dynamic scene is improved by further refinement using a watershed algorithm and Hough transform. Automatic object tracking is improved by evaluating the spatial and temporal correlation among detected moving objects in two frames. The evaluation is conducted by finding the similarities between two sets of object attributes. This paper is structured as follows: we first review related work in Sect. 2; Sect. 3 provides details of the proposed method; the experimental results are presented in Sect. 4 and Sect. 5 concludes this paper.
Related Work
There are some works similar to our method in automatic object detection and tracking for soccer video that has the capability to correctly and uniquely identify all objects of interest and to correctly track those objects when they are involved in occlusion. In [8] a rather simple method to idenCopyright c 2015 The Institute of Electronics, Information and Communication Engineers tify soccer players and the ball is proposed. In the proposed method, the Sobel gradient method is utilized to extract the players and ball from the field, followed by a line detection algorithm to remove the lines in the field. In [12] , Euclidean distance transform is utilized to extract players from the soccer field and refine the segmentation using skeleton pruning of the segmented objects. The localization method proposed in [13] can reduce the complexity of object detection and tracking by providing an individual tracking module specific to the character of each of the detected objects. While providing satisfactory segmentation and object detection, the methods proposed in [8] , [12] and [13] all lack unique identification for the detected objects.
Graph-based theory is also one technique that has been utilized in tracking soccer players as in [10] , [11] and [14] . In [10] a k-means clustering method based on the dominant color is utilized to segment the soccer players from the field and other regions. The segmentation process is then refined using a multilayer perceptron (MLP) neural network classifier and then the tracking is performed using the method proposed in [11] . The method proposed in [14] uses graph structure for a 3D particle filter likelihood detection that enabled unique identification of the detected object. However, the method has a problem with complex occlusion such as when there are two objects from the same team (i.e. similar color), or in crowded occlusion in the penalty area that involves more than two players.
Furthermore, the detection and tracking method based on the particle filter technique is also proposed in [15] , [16] and [17] . Using a particle filter, unique identification can also be produced as in [14] . However, not all player objects are detected and identified by those methods. The method in [17] utilizes a particle filter from a synthesized template image to provide more precise likelihood evaluation of the particles. Nevertheless, the identification in those proposed methods is only to distinguish different teams instead of individual players.
Considering the shape of a soccer field and the field lines, Hough transform is also noticeably utilized in soccer player detection and tracking. The methods proposed in [9] , [20] , [23] and [24] utilize Hough transform for field area detection and subtraction from the foreground (i.e. soccer players, the referee, and the ball) followed by different tracking approaches. A histogram of oriented gradient (HOG) descriptors and linear support vector machine (SVM) classification has been proposed in [9] to train the football player template to determine player and non-player objects. The tracking of the recognized player objects in [9] is then performed by evaluating each object's cost computed based on their position and size. A localized temporal spatio-velocity (VCT) transform based on Hough transform is proposed in [20] utilizing gray-scale and color features of the object's mass by computing velocity and position of the detected object. In [23] and [24] the data training method is utilized to enhance the accuracy of the segmentation and tracking. The methods focused on the soccer video taken from broadcast video, especially for a wide camera angle. The tracking algorithm is performed by observing the motion of the players during a specified time interval. To achieve optimal computation with less complexity, the observation time interval is limited. Therefore, a long term occlusion cannot be handled. Moreover, as mentioned by the authors, the method still leads to failure in the case of camera motion and video blur.
We also review soccer player detection and tracking methods that utilize the Bayesian classifier and Kalman filter. A template-based approach is proposed in [18] for localizing soccer players from multiple cameras. By acquiring more information from different camera positions, the high accuracy of player tracking is ensured in the method. Moreover, the utilization of hue and saturation information in classifying different teams provides a good clue in our method. A multiple object tracking (MOT) algorithm is proposed in [19] by using the dual-mode two-way Bayesian inference approach to handle individual object tracking as well as multiple occlusion events. However, only the identification to distinguish different teams is produced.
In [21] , a so-called tracklets constructed using a Kalman filter is defined as the representation of the trajectory of the detected object and is used to recognize each of the objects by utilizing player number recognition. Those aforementioned methods perform well in detection and uniquely identify objects. A sophisticated method has been developed in [22] for basketball video by utilizing MSER, SIFT, and RGB color histograms altogether that is more robust compared to the other reviewed methods. However, the detection of objects during occlusion is not fully obtained, especially in [20] possibly when the occlusion occurred for objects with the same color; and in [21] due to incorrect player number recognition.
Proposed Method
We proposed a novel method to enable automatic object tracking from a single, moving camera. The method assigns a set of attributes and adaptively updates its values to maintain the integrity of the attributes in the temporal domain. In addition, unsupervised region marking for commercial board removal is also introduced. By doing so, we can achieve satisfactory performance in object tracking and handle the issues that arose in the related work shown in Sect. 2.
Segmentation and Feature Extraction
To extract the objects of interest from a soccer video, a semiautomatic segmentation process is performed. The method was proposed in [6] and can be described briefly as follows. In the first stage, the green region of the soccer field needs to be manually marked at the first frame. Here, the level of intensity and saturation that matches the field and the field lines can be adjusted to ensure that the segmentation process can distinguish the color of the field and field lines by the color of the jersey (nevertheless, if their jersey color is also green, the segmentation method may fail). Next, an automatic process based on a graph-cut algorithm is performed to remove the field and lines area from all frames in the video sequences.
In the second stage, the area outside the field (the "outer area") needs to be removed, so that the remaining segmentation would result only in the pixels of the objects of interest. To determine the outer area, the points in a soccer field must be marked manually in the first frame. Employing the standardized measurement of a soccer field and utilizing a homographic matrix, at least only six points in the soccer field need to be marked to determine the area of the field [6] . Based on these predetermined points, the corresponding points in the next frames in the sequence can be acquired using SURF descriptors and the outer area to be removed can be automatically determined for all frames.
After removing the green area of the field, the white lines and the outer area, the remaining pixels would be the pixels of the objects of interest. Throughout this paper, such pixels are called "object masks." Figure 1 shows an example of the segmentation result of original image data into object masks.
Following background subtraction, feature extraction is performed to determine the initial ROI of each object mask that represents their initial positions and sizes as shown in Fig. 1 (c) . The ROI is determined as a rectangle that tightly encapsulated an object mask. Throughout this paper, an object mask is associated with an initial ROI. Note that when occlusion occurs, as shown by the ROI labeled as "12" in Fig. 1 (c) , an object mask may contain the pixels of the combined objects. The separation of ROIs for those occluded objects is performed by the occlusion handling process and is described in Sect. 3.4.
In the feature extraction process, each object mask is assigned a set of information called object attributes that are determined from the mask's pixels. The assigned attributes are: identity, position, size, dominant color, and motion in-
N be the set of all object masks resulted from the segmentation in frame f , where N is the number of object masks, for the i-th object we define the attributed object as
where the attributes are determined as follows. The identity of the object X = {0, . . . , n|n < N} denotes unique identi- fication, therefore duplicated identity is not allowed. The position of the object, relative to the top-left position of the frame, is denoted by L = {x, y|0 ≤ x ≤ W, 0 ≤ y ≤ H} where W and H are the width and the height of the frame, respectively. The size of the object is denoted by S = {w, h|0 ≤ w ≤ W, 0 ≤ h ≤ H} that represents the width and height of a rectangle that encapsulates the non-zero pixels of the object mask, hence its ROI is defined.
The color attribute of the object is denoted by Y = {hue, sat|0 ≤ hue ≤ 1, 0 ≤ sat ≤ 1} where it contains the values of hue and saturation components of the dominant color of the object. We acquired the dominant color of an object by constructing 30 bins and 32 bins color histograms for the hue and saturation channel, respectively. The usage of HSV color space was considered due to its advantage in distinguishing different colors as verified in [25] .
Finally, the motion attribute M = {mv x , mv y } denotes the motion vector of the object in the horizontal and vertical direction, respectively. The motion vector is obtained by calculating the optical flow of the hue channel of the centroid of the object mask using the KL method [26] .
Segmentation Refinement
The aforementioned segmentation method needs to be followed by manual operation to produce perfect object segmentation if the input data is produced by a single, moving camera. Due to the dynamic background produced by such camera, performing only the semi-automatic process may cause imperfect object segmentation from the field area and the field lines, especially for the objects that are located at the side of the field.
An example of imperfect segmentation for objects located at the side of the field is shown in Fig. 2 (a) . In this example, an object mask of the goalkeeper is overlapped with a commercial billboard and the billboard cannot be perfectly removed. This problem occurred due to the segmentation process removing only the pre-determined green color of the field area. Therefore, when the object masks are overlapped with the outer area, some parts of the outer area having color other than green cannot be subtracted.
We utilize the watershed algorithm [27] to remove the commercial board due to its good performance given that the regions to be segmented are already known. Here, two regions are determined: the object region that will be retained and the commercial billboard region that will be removed. To avoid time-consuming manual regions marking for all object masks, the marking should be performed automatically.
The initial marking for the object region is drawn as a vertical line located in the approximate position of the object shown as the B 0 line in Fig. 2 (b) . To approximate the position of an object within the object mask, the value of the sum of the square difference of RGB pixel values between an object template and all non-zero pixels of the object mask is calculated. An object template is the object mask of another object selected from the middle of the frame, where its possibility of overlapping with any commercial billboards is low. Let x min , y min be the position of the pixel in an object mask where the difference of pixel values between the object mask and the object template yields the smallest value, a vertical line is then drawn from position (x min + w temp /2, y min ) to position (x min +w temp /2, y min +h temp ). Here w temp and h temp denote the width and the height of the template object mask, respectively.
With an assumption that a commercial billboard is most likely to be located around the border of an object mask, setting the initial markings for the board can be made simpler. The markings can be made as straight lines drawn five pixels away from the left, top, and right borders of the object mask to be refined, shown as B 1 , B 2 , and B 3 lines, respectively in Fig. 2 (b) . The watershed algorithm segmentation is then performed for the marked object mask and the object region is saved as the segmented object mask. Figure 2 (c) shows the segmentation results.
An example of imperfect segmentation that cannot remove the field lines is shown in Fig. 3 (a) where three lines remain from the segmentation. The removal of those lines is performed automatically and the procedure is relatively simple. To remove a line, a simple line detection method based on Hough line transform is utilized. By observing neighboring pixels of the detected lines for non-zero pixels, the correct location of a true line can be found within an object mask. Let I d be the set of pixels representing the d-th line detected by Hough transform within the object mask, the line is removed by simply setting all pixels in I d as equal to zero. In Fig. 3 (b) lines I 1 , I 2 and I 3 are removed by setting their pixel values to zero.
Temporal Correlation via Attribute Matching
After object attributes are set, initial object tracking is per- Fig. 4 Occlusion event is confirmed when the ROI of the current object mask is overlapped with the ROIs from the previous frame's object masks.
formed by finding temporal correlation between two objects in two consecutive frames. An object in the current frame is said to be correlated to an object in the previous frame if the values of their attributes are similar. Hence we need to find
where C f i and C f t j are the i-th object in frame f and the jth object in frame f t < f , respectively. D LY denotes the similarity measurement of L and Y attributes between the jth object in frame f t and the i-th object in frame f , calculated as
where · denotes the Euclidean distance between the attributes of C In cases when any objects are missing or appearing in a frame, their temporal correlations are also calculated. When an object is missing from a frame (i.e. its object mask is available in the previous frame but cannot be found in the current frame), its attribute information will be retained in the memory. If the last known position of the missing object is just near the border of the frame, we assume that the object is leaving a frame and its information will be removed. To recognize whether a new object had just entered a frame, its position attribute most likely will not be correlated to another already matched object. In this case, the object will be assigned a new identity.
Occlusion Handling
When an occlusion occurs, an object mask contains actual pixels from the merged objects as illustrated in Fig. 4 . To validate the occlusion, the ROI of the object mask in the current frame (currROI) is correlated against the ROIs (prevROIs) of the object masks at the same position in the previous frame. To confirm that two objects or more are involved in an occlusion, we determine that the overlapping area between the currROI and prevROIs should be more than 60% of the total area of each of the prevROIs. If the threshold is satisfied, then an occlusion between the objects is confirmed.
When overlaps are observed in frame f -t, new objects are temporarily constructed in the current frame. These temporary objects are projected from the objects in frame f -t that overlap with each other. The set of temporary objects at a period of occlusion is defined asĊ f occ = Ċ 0 , . . . ,Ċ k , where k is the number of overlapping objects in frame f -t and f occ > f -t is a frame within a period of occlusion such thatĊ f occ ⊂ C f −t where C f −t is the set of all objects in frame f -t. To ensure accurate approximation of the ROIs of the overlapping object, the position of each object is updated with its motion information. Thus the position attribute of the i-th overlapping object at frame f occ is updated aṡ
To approximate the position and size of the ROI to match the actual object position during occlusion, the X and S attributes of the temporary objects are updated based on the corresponding X and S attributes of the objects in reference frame f -t. This can be accomplished by matching the identity of the temporary objects with the identity of the objects in frame f -t. In a similar approach to (2), finding the identity of the i-th object during occlusion based on the identity of the j-th object in frame f -t is to satisfy
At the end of the occlusion period, indicated when an object has no overlapping ROI with other objects, the similarity matching is performed once again between frame f -t and the current frame using (2) to find the corresponding match of the object after occlusion.
After all occlusions in a frame, if any, have been managed, the last step is to assign final ROI to the object masks. This means the position and size of initial ROI of an object mask are replaced with the position and size attribute of the object according to the identity of the object mask that were updated via attribute matching and occlusion handling. The information from final ROI is then used for temporal correlation and occlusion handling in the subsequent frames.
Finally, the actual texture of objects can be extracted from the original frame based on the position determined by the final identification process. These object textures will then be utilized for the synthesized free viewpoint video.
Experimental Results
We tested our method in several test sequences of soccer matches in 4K and HD resolutions with frame rates of 30fps. The test sequences are focused on the scenes near the goal, which are commonly used in the highlights of a soccer match video. Since such highlight videos usually have a short time period, our test sequences mostly last for around 170 to 200 frames. Thus, to evaluate the robustness of the proposed method, we use seven test sequences. For clear presentations, all screenshots from the test sequences are cropped from their original image to show only the area of the point of interest. Note that the results from test sequences 3 to 7 are shown in silhouette due to copyright issue with the original video. Figure 5 presents the result of the proposed method in handling complex occlusion that occurred in test sequence 1. As depicted by the initial ROIs shown in the first row of Fig. 5 , there are at least five to six players from both teams involved in more than two occlusion events. The final ROIs generated for the occluded objects are shown separately in the middle row and bottom row for clear presentation. While the ROIs of object 5 and object 8 are relatively easy to separate due to their prior information in frame 134, separating the ROIs of object 0 and object 1 is a challenge due to the closely located position of both objects. However, since the dominant color and the moving direction of both objects can be distinguished, their ROIs during occlusion can also be approximated separately.
The results shown in Fig. 6 present the capability of the proposed method to handle a blurred object mask due to very fast camera movement in test sequence 3. Figure 6 shows screen captures from two spatial observation windows that represent two main occurrences in the test sequence 3. Observation window A represents the occurrence when the camera moves fast toward the right side of the field and at the same time performs zooming in. The results in every two frames from frame 90 to frame 96 are shown at the bottom left side of Fig. 6 . Observation window B represents the occurrence just after the event that was shown in observation window A. At this point, the camera movement and zooming in are not as fast as before whilst enlarging the size of the ROIs of the objects. As shown at the bottom right side of Fig. 6 in every two frames from frame 102 to frame 108, despite the increment of ROI sizes, the objects can be correctly identified even in the presence of occlusion. In the events of camera pan, tilt and/or zoom, it is shown that the proposed method can reliably handle the camera movements. The main issue which usually occurs in intense camera movement is when the objects become blurred in horizontal direction (the camera would commonly moves in horizontal direction towards the location of goal whilst zoom-in into the area where the players with ball are present, when the attacking team is about to score a goal, for example). While it may change the size of the objects (especially the width of the objects), the dominant colors for different soccer teams and their relative positions from the previous frames can still be comprehended. Since the proposed method is taking into account the relations of objects attribute in temporal domain, the current tracking results can be achieved.
We compare the performance of the proposed occlusion handling method with the tracking method in [5] when only one camera is utilized and camera movement is presented. We also compare the proposed method with the Camshift algorithm [28] that sufficiently and efficiently tracks objects based on a color histogram even in the event of camera movement and occlusion. However, it does not perfectly track objects when the occlusion occurs for objects with a similar color. Figure 7 shows a case of simple occlusion in sequence 3 involving three objects. Figure 8 shows the results from the existing method and Camshift algorithm for the same sequence in Fig. 5 . In this case, Camshift algorithm performs relatively better compared to the existing method to generate accurate approximation of the ROIs of the occluded objects. Figure 9 shows a case of occlusion of two objects with similar color and moving direction. The figures show that the proposed method more accurately approximates the ROIs of the occluded objects compared to the existing method and Camshift method. The proposed occlusion handling method shows sufficient results to cope with the case when the occluded objects have similar color and similar moving direction in test sequence 2. Here, the occlusion handling takes advantage of the different motion speed of the two objects, which affects the calculation of Eq. (3). Therefore, the proposed method can correctly separate the ROIs of two similar objects better than the existing method. Figure 10 shows a further comparison of the proposed method with the methods in [5] and [27] for test sequences 4 to 7, in which each of them has an HD resolution. The captured area from test sequences 4 to 7 is shown from row 1 to row 4, respectively. Three sample frames of each test sequence for the existing method, Camshift method and the proposed method are shown in the left, middle, and right column, respectively. We select occlusion cases from the sequences to point out the main issues with the methods in [5] and [27] . While the accuracy of those methods is relatively high for detecting different objects with different colors, tracking two or more objects with similar color would fail.
The performance of the proposed method and the method in [5] is assessed using the F-measure score, calculated as
where Precision = T P T P + FP and Recall = T P T P + FN . Fig. 9 Comparison of managing occlusion of two objects with the same color and direction in test sequence 2 for frame 250, 264, and 278 between the existing method (above row), Camshift method (middle row), and the proposed method (bottom row) shows the robustness of the proposed method. Here, a true positive (TP) denotes the number of ROIs that match with the actual object (in terms of location and size), a false positive (FP) denotes the number of ROIs that do not match with the actual object (including misplaced ROIs), and the number of objects having no ROIs assigned as a false negative (FN), respectively. The comparison of performance between the proposed method with the existing method in [5] and Camshift method in [27] is shown in Table 1 . The proposed method performs comparably better than the other methods with up to 10% accuracy. The proposed method performs relatively well when the sizes of objects are small (relative to the frame size), such as in test sequences 1 and 2 where the sizes of the detected objects are roughly 10% of the height of the frame. The proposed method achieves better performance because it can correctly handle the occlusion occurrences that involve two objects with similar color as shown in Fig. 9 . For the sequence where camera fast movement and zooming are present, the proposed method performs better than the existing method and the Camshift method. In fact, the method in [5] can almost track the objects better than the Camshift method as shown by the recall values. However, the identification accuracy of both methods decreases when the camera movement is intense.
The drawback of the proposed method is that when two or more objects are occluded from the beginning of the frame, the objects cannot be separated automatically. Therefore, the objects will be assigned the same ROI until the objects are separated. At this separation point, each object can be successfully identified as individual objects.
Conclusions and Future Works
We have shown in this paper the performance of automatic object tracking in a single, moving camera based on an attribute matching algorithm that measures the similarity of the values of the attributes of the objects in the temporal domain. By computing the correlation of those attributes, the tracking process can be performed to correctly identify each object even during occlusion as presented in the experimental results. In addition, some improvements in the segmentation process have also been provided to ensure the accuracy of the tracking process for a dynamic background.
Some limitations are present in the proposed method. Firstly, the segmentation of the object from the commercial board solely depends on the watershed algorithm, which may fail when the regions to be segmented are similar in color. Secondly, the automatic tracking highly depends on the segmentation process, thus tracking performance will suffer from imperfect segmentation. Lastly, the occlusion handling cannot separate the pixels of two or more occluded objects. Therefore, when the objects are occluded at the first observed frame, the proposed method can only separate their ROIs after the objects are actually separated.
Our future work includes enhancing the segmentation process, especially to provide automatic segmentation for dynamic background (camera movement with pan-tilt-zoom occurrences), as well as a method to separate object textures during occlusion, to ensure more accurate and more reliable object tracking to produce better texture extraction for free viewpoint application.
