It is very difficult to define a programming language memory model for shared variables that both
Introduction
A programming language memory model specifies the values read when an object is accessed in a multithreaded program. Most recent programming languages have adopted memory models that at their core guarantee sequential consistency (cf. [11] ) for data-racefree programs. [1, 2, 5, 9, 10, 12, 19] Ordinary data variables should not be concurrently accessed by multiple threads, unless all of the accesses are read accesses. If that rule is followed, sequentially consistent (interleaving of thread operations) semantics are guaranteed. There is a way to declare special synchronization variables (e.g.
volatile variables in Java, atomic<T> variables in C++) that do support concurrent accesses, and which can be used, along with locks, to prevent concurrent accesses to data variables.
However, C, C++, and Java have all found it necessary to allow programmers to explicitly circumvent this core guarantee, so as to allow direct access to weakly ordered memory operations. Motivations for this have varied.
Java was designed to allow the inclusion of untrusted code in trusted applications. Since we have not found a practical way to detect data races in untrusted applications on current hardware, Java must provide reasonable semantics for code that includes data races, so that we can reason about the possible effects of untrusted code. These semantics provide very weak ordering guarantees in order to minimize performance costs.
C [9] and C++ [10] are perfectly happy to leave the semantics of programs with data races undefined, but found the cost of enforcing sequential consistency for atomic (synchronization) variables high enough to provide programmers an escape to more relaxed memory consistency for such synchronization variables. Programmers may, for example, annotate individual accesses to these synchronization variables with memory_order_relaxed to indicate that such accesses do not enforce sequentially consistent memory ordering, and cannot be used to order data accesses. Java is also moving in this direction.
Thus, in C++, if we declare int data; atomic<bool> sync; then the following two threads running concurrently do not have a data race, and we are guaranteed that r1 = 17 when thread 2 finishes:
Thread 1
Thread 2 data = 17; while (!sync) {} sync = true; r1 = data;
Here we have assumed the customary conventions for memory model examples: All variables are initially zero/false, the variables ri are local to a thread ("registers"), and all other variables are potentially shared.
However, if we change either or both of the references to sync to mention memory_order_relaxed, as in, for example
Thread 2 data = 17; while (!sync) {} sync.store(true, r1 = data; memory_order_relaxed); then that is no longer true. The stores to data and sync can become visible to Thread 2 out of order. Hence we now have a race on data, and the program may produce any result whatsoever. If data were declared as atomic<int> and all accesses to data used memory_order_relaxed then the program would no longer Thread 1 Thread 2 r1 = x; r2 = y; y = r1; x = 42; Figure 1 . "Real" example: r1 = r2 = 42 expected Thread 1 Thread 2 r1 = x; r2 = y; y = r1; x = r2; Figure 2 . "Ghostly" example: r1 = r2 = 42 unexpected produce undefined behavior, since there are no longer any data races. However, r1 may still be set to zero since, for example, the two stores in thread 1 may still become visible to thread 2 out of order.
For our purposes, though not in general, accesses to ordinary Java variables behave "close enough" to C++ (or C) memory_order_relaxed accesses that we will no longer distinguish between the two. From here on, we will generically use ordinary C/Java assignment notation to denote either ordinary Java assignments or C/C++ memory_order_relaxed operations.
Unfortunately, it is well-known that such hopefully-well-defined relaxed memory references are exceedingly difficult to specify correctly. The rest of this paper provides some new insights into the character and severity of the problem as well as the space of possible solutions.
Although this topic is one that requires careful formal treatment, our primary goal in this paper is to present an informal intuitive explanation for a problem that most people find highly counterintuitive.
The Out-of-thin-air problem
Consider the example in Figure 1 , recalling that all assignments are intended to have well-defined semantics with relaxed memory ordering.
In this example, we expect r1 = r2 = 42 to be a legal execution as the store to x in thread 2 may be reordered by either the compiler or the hardware to before the load into r2. Thus the store of 42 may immediately become visible to thread 1, which can then store 42 to y, and then finally thread 2 reads 42 from y.
In Figure 1 , two threads each execute a load followed by a store, and each load sees the other thread's store. If we apply the same reasoning to the similar example in Figure 2 , we can get r1 = r2 = 42 or for that matter, any value whatsoever:
An execution in which both stores store 42 is entirely consistent: both loads can see these stored values, indeed causing both stores to store a value of 42; the value 42 is essentially generated "out of thin air".
Both Java and C++ memory models are defined by specifying when a particular mapping of loads to corresponding stores ("seen by" the load) is allowed. The natural formulations of the memory model in both cases is to simply allow a load l to see any store s that is not ordered after it by synchronization or program order ("l does not happen-before s"), and is not hidden by an intervening store similarly ordered between them. This allows weakly ordered operations to either observe racing operations or not. This naturally allows both the expected result in Figure 1 , and the out-of-thin-air behavior in Figure 2 , since the loads in both examples race with the store in the other thread, and are thus allowed to see it.
One can conceive of wildly speculative (and correspondingly dubious) execution mechanisms that in fact generate such out-ofthin-air results: The language implementation might remember that the last time this code was executed, x and y both had a value of 42. It might speculatively assume that they will again this time, tentatively assigning 42 to both r1 and r2. The stores would go ahead and speculatively store the values of r1 and r2 (both 42) back to, say a shared cache. It would then confirm that the initial guesses for the loads were correct, which they now are, and thus conclude that it was safe to commit the speculative stores.
Such cross-thread speculation in fact does not occur in practice. As a result, out-of-thin-air results do not occur in practice. The problem is that it is exceedingly difficult to specify semantics that preclude them, while not precluding the analogous result in the "real" example in Figure 1 . In fact, it is extremely difficult to precisely define an "out-of-thin-air" result; if we could define what it is, we could explicitly disallow it.
Both Java and C++ (and C) have tried and failed to effectively prohibit out-of-thin-air results in their specifications. Java [12] introduced complicated causality rules, which turned out not to have the intended effect [21] . The C++11 standard includes rules intended to prohibit certain kinds of out-of-thin-air values, and informally discourages the rest. Those initial rules were again subsequently found not to specify what was intended, and were subsequently replaced, in the current C++14 draft, by vague encouragement to do the right thing. [4] We consider this unsatisfactory, since the current specification is too imprecise to support formal reasoning.
In the next sections we analyze these difficulties, and propose a solution, though at some performance cost.
Allowing out-of-thin-air results is disastrous
During the Java memory model effort that resulted in [12] , it was widely believed that the primary problems with allowing out-ofthin-air values were:
1. If the semantics allowed out-of-thin-air results, there is no way to prove that untrusted, potentially malicious, code will not be able to generate out-of-thin-air values that compromise security, e.g. secret passwords. The semantics would allow untrusted code to generate an out-of-thin-air value that happens to be the secret password. Such attacks are not entirely implausible: Implementation techniques that could result in out-of-thin-air values generally rely on speculating/guessing values, typically values that have arisen before when the code was last executed. By invoking a function that had previously been used for password computation in such a context, an attacker might be able to coax the implementation into generating that password again. Certainly there would be no way to prove that this couldn't happen, and hence it would be difficult to prove properties of applications including untrusted code.
2. Certain kinds of out-of-thin-air computations can induce racefree computations to produce non-sequentially consistent results. The canonical example (repeatedly pointed out by Sarita Adve) is
If each condition sees the assignment from the other thread, then (with x and y initially zero, as usual), this can result in both variables set to one, in spite of the fact that there is no sequentially consistent execution in which either assignment is executed, and hence, if we interpret x and y as ordinary data variables, there is no data race.
3. There was concern that out-of-thin-air pointers might violate type safety by pointing to objects of the wrong type. It seems at least plausible that the last two could be explicitly prohibited without addressing the general problem. And there was some debate about the importance of being able to run untrusted code as part of a Java application.
Perhaps more importantly, none of these are completely convincing in the context of C++ memory_order_relaxed atomic operations: It is never safe to allow untrusted code into a C++ application, for many reasons. Memory_order_relaxed operations are unlikely to be used in such non-racing contexts. Type-safety guarantees in C++ are already weak.
Thus the original C++11 specification took a somewhat cavalier attitude towards this problem, knowingly including only a partial solution. 1 Here we argue that the situation is in fact much worse: If we allow out-of-thin-air results, we break the most basic forms of reasoning about very ordinary code, be it C++ code using memory_order_relaxed or Java code.
We show this by assuming that out-of-thin-air results are allowed and looking at the surprising consequences for even tiny code examples.
Consider the example in Figure 3 in which a and b initially reference two disjoint lists. The two threads in this example then create a reference from the second objects in their respective disjoint lists to the first objects.
Surprisingly, out-of-thin-air behavior allows an execution of this example in which r1=b, r2=a. Assuming r1=b, the store r1->next = a in Thread 1 then justifies the load r2 = b->next in Thread 2 assigning r2=a. The same reasoning can be applied to r2=a to justify r1=b. The end result is that two independent threads spontaneously link disjoint data structures. Clearly, allowing such behavior is unacceptable as it makes it impossible to reason about the behavior of almost any code.
Like the first example in this section, this one produces a nonsequentially-consistent result for what is really a data-race-free program. But it even more profoundly violates our intuitions about parallel program behavior.
Out-of-thin-air behavior involving control dependences can also lead to similarly disastrous behavior. Consider the example in Figure 4 . If thread 2 speculates ok_to_write_a2, and writes a [2] (out of bounds, updating a_is_big), then thread 1 speculatively writes ok_to_write_a2 after seeing the speculative write to a_is_big, then thread 2's speculative hypothesis is satisfied.
This of course involves C++ undefined behavior, but this is likely to be the problem in practice; speculation can lead to undefined behavior, which can then satisfy the speculation.
In practice, we expect such issues to arise where a programmer calls a library function f() that expects a certain precondition to hold. The library implementer does not specify the behavior of f() when the precondition fails to hold. In order to prove this program correct without absence-of-out-of-thin-air guarantees, the programmer has to ensure that such a bad call to f() cannot result in bad behavior that sets a variable seen by another thread, and then indirectly justifies the bad call to f(). Without understanding the implementation of f(), we have no way to reason about whether or not this may yield such a self-satisfying misspeculation.
For a developer to reason about the correctness of code, the developer must postulate all of the different ways code might interact to generate out-of-thin-air behaviors. This is complicated by the fact that these interactions may not be localized and could easily cross API boundaries. In fact even supposedly dead code can potentially generate out-of-thin-air behaviors.
Many of the concurrent algorithms that stand to benefit from relaxed memory operations have complex enough bugs that they stand to benefit greatly from formal methods. Out-of-thin-air behaviors have been recognized by many experts [3, 14, 20] to make verifying code infeasible.
Out-of-thin-air results at hardware level
The fundamental difference between the "real" and "ghostly" examples above (Figures 1 and 2) is that the latter involves dependences between each load and the subsequent store. Informally, the out-of-thin-air results form a cycle of dependences: The thread 1 store depends on the thread 1 load, which depends on the thread 2 store, which depends on the thread 2 load, which depends on the thread 1 store.
If we can define a precise notion of "dependence", we can precisely define "out-of-thin-air" results, and simply state that they are disallowed. The difficulty is defining the notion of "dependence".
At the hardware level, it is entirely feasible, and common, to do so. Weakly-ordered architectures, including ARM, Power, and Itanium, specify when one instruction in an execution trace is dependent on another. This notion of dependence is defined essentially in terms of which instruction mentions the result produced by another. For example, these architectures view the xor instruction, and hence the subsequent store instruction, in
as depending on the prior load, in spite of the fact that r2 is always set to zero, independent of the contents or r1. Similarly, they generally consider all instructions as depending on any prior conditional branch, and transitively on any preceding instructions producing results that fed into the branch condition. 2 In doing so, hardware, in some sense, uses a conservative approximation to "actual dependences". The hardware notion is easy to define, but not all "hardware dependences" reflect cases in which the final outcome can actually be affected.
Thread 1
Thread 2 r3 = x; r2 = y; if (r3 != 42) x = r2; x = 42; r1 = x; y = r1; Figure 5 . Ghosts are real! Unfortunately, as we will see in the next section, this hardware approximation to "dependences" does not make sense at higher levels of the software stack. The core problem is that we have not been able to find one that does.
With such a hardware definition of dependence, the surprising results in Figure 2 are easily disallowed. The architecture specification disallows stores from being made visible before the loads on which they depend. This effectively disallows cyclic dependences as we saw in Figure 2 .
Out-of-thin-air results at language level
Standard compiler optimizations do not introduce the most problematic forms of out-of-thin-air behavior in programs. As precisely defining what constitutes out-of-thin-air behavior is the core problem, it is difficult to make a blanket statement that there are no issues.
Indeed, compilers can introduce behaviors that yield executions that arguably contain causal cycles. Figure 5 , a variation on the "ghostly" example, is taken from the JMM causality tests [15] . Compiler optimizations can actually transform this example to allow executions where r1 = r2 = r3 = 42. (The value of r3 is the most surprising one.) A compiler could determine that it must be legal for r1 = x; to see the value 42. (In the absence of interference from another thread x is always 42 at this point, and it is certainly allowable for no other thread to be scheduled while the first three lines of Thread 1 are executing.) It could then transform y = r1; to y = 42; and perform it earlier. At this point, the transformed program allows the behavior in question.
Compiler optimizations on vanilla sequential code routinely break dependences. And the ability to do so is often important.
Consider the following code excerpt:
Does the store to i depend on the load of x? Requiring compilers to preserve such dependences in vanilla code would prevent compilers from hoisting the expression i++ out of the conditional, since that would remove the dependence on x. There are numerous other examples of this. Optimizing a multiplication by zero potentially eliminates a dependence.
In general dependences between two shared variable operations may pass through arbitrary other functions. Even in C++, where memory_order_relaxed operations are easily identifiable, we can write:
y.store(f(x.load(memory_order_relaxed)), memory_order_relaxed);
If the language specification required dependence preservation, this would require f() to preserve dependences, even if f() involved no atomic accesses and was compiled separately. Even functions that appear entirely single-threaded, but might be called from a multithreaded program using memory_order_relaxed would be affected. In C++, this seems entirely indefensible. Even in Java, such constraints are extremely undesirable. In addition to the negative performance consequences, all the world's compilers would have to be substantially rewritten.
Since we can't easily preserve a naïve notion of dependence, can we define a more sophisticated one that respects compiler optimizations? So far, such definitions have been elusive, nor is it really clear what that should mean. Consider y = n * x;
Is the store of y dependent on the load of x? If n = 0, presumably yes. But what if the expression occurs inside a function with parameter n and the function was invoked with an argument of zero for n, and then inlined by the compiler? In that case again there are execution paths on which the load of x and store of y are not ordered.
Again, such transformations don't actually introduce anything that looks like an out-of-thin-air result. But this example demonstrates the difficulty of defining a reasonable notion of dependence.
The C++ and Java memory models essentially define when a particular "candidate" execution is valid, i.e. reflects correct crossthread visibility of updates. But there appears to be no reasonable way to define a notion of dependence on such candidate executions. Our goal is to prevent "dependence" cycles that involve multiple threads. Such cycles must be composed of intra-thread segments, each starting with a load and ending with a store dependent on that load. This is illustrated in Figure 6 , where the blue edges are intrathread dependences and the black edges represent the fact that a store is seen by a load in another thread, i.e. the cross-thread readsfrom relation.
Very informally speaking, we can always prevent such cycles if we make sure that the result of a store instruction seen by another thread never becomes visible to that thread before a load by the same thread on which it depends. One way to ensure this is to have both the compiler and hardware ensure that no store ever becomes visible to other threads before any prior load by that thread, dependence or not.
Prior work [7, 22] has observed that this can be achieved by requiring the hardware to enforce a TSO [17, 18] memory model, and having the compiler preserve it. However TSO is impractically expensive to enforce on common weakly ordered architectures like ARMv7 and Power. 4 But TSO is a much stronger memory model than we need for present purposes. We simply need to prohibit all reordering of load instructions with respect to later store instructions executed by the same thread. This property is enforced by TSO, but it can also be enforced on more weakly ordered architectures, at much less cost than TSO enforcement.
This property is easy to state as an addition to the existing C++ memory model (as a replacement for the current vague "no out-of-thin-air" wording) or within the framework of the current Java memory model (as a replacement for the current discussion of "Causality Requirements" in [8] ). We simply require that the existing happens-before relation is consistent with the "reads-from" relation, relating stores to the loads that retrieve the stored value. More formally:
(happens-before ∪ reads-from) * is irreflexive. This is a simple constraint on a single execution that fits well with the existing model.
However, it is still expensive enough to implement on some architectures to remain highly controversial. It prohibits the undesirable results from Figures 2, 3 and 4 . But it also disallows the r1 = r2 = 42 outcome in Figure 1 , which we previously argued should be expected, is commonly allowed by existing implementations, and is generally accepted as benign.
Implementation cost
The implementation cost requires much more careful empirical study before we could adopt such a solution for Java. Here we briefly outline our preliminary observations.
In general, the costs fall into two categories: prohibited compiler optimizations and the cost of additional instructions required to enforce ordering at the hardware level.
Prior research has shown that in many cases, even the cost of having the compiler preserve sequential consistency (i.e., ensure sequential consistency on sequentially consistent hardware) is modest. [13] Here we impose much weaker constraints. In particular, it remains acceptable to advance loads and to delay stores. Moving loop invariant loads out of loops is legal where it previously was. Heroic loop-nest optimizations for cache locality are a problem, but we do not believe that these are commonly performed for either Java loops, or for C++ loops containing memory_order_relaxed accesses.
For Java, the precise compiler costs warrant further study, but our expectation is that the added restriction adds only modest overhead. For C++, it is likely to be minuscule, since only memory_order_relaxed operations are affected. These are currently extremely rare, since compiler support for them is new. We expect them to remain reasonably rare.
We briefly outline the expected cost of adding hardware ordering instructions on some common architectures:
X86
X86 and other TSO memory models already forbid load-to-store reordering for normal loads and stores. Thus no additional instructions are needed and no additional cost is incurred.
Power
The Power architectural specification allows loads to be reordered with subsequent stores. There is some evidence that current implementations do not take advantage of this [16] .
If necessary, spec-compliant ordering can be enforced with a relatively light-weight fence between every shared and potentially racing load and the following such store, or probably preferably, by inserting a bogus conditional branch (e.g. to the next instruction), which "depends" (by the conservative hardware definition) on each load. The architecture guarantees that stores are not speculatively executed, so the branch is sufficient to preserve ordering.
The compiler has several opportunities to further reduce the cost of these branches. They can be delayed until the next store to a potentially shared location, or omitted if other constructs along the path (e.g. a branch on the load appearing in the code, or a fence inserted for other reasons) already enforce the ordering.
Thus the cost to enforce ordering either involves a conditional branch for a significant fraction of potentially shared loads, or possibly a change to the hardware specification, restricting future implementations.
ARMv7
The situation is similar to Power, except that current implementations are known to perform load-to-store reordering, and thus it is not an option to simply change the specification. A fence or conditional branch is required after shared loads. However, a fairly widespread processor erratum already appears to require this fence for C++. 5 Thus the cost of enforcing this ordering for C++ may actually be similar to the x86 case. However the cost of enforcing this ordering for Java, where the erratum is irrelevant, remains a major concern.
ARMv8
ARMv8 provides yet another option to enforce ordering: One could use the newly provided acquire and release load and store operations, most likely by replacing all affected stores by release stores. On the other hand, we expect that added overhead is required even for C++; there is presumably not a similar processor erratum to mitigate the restriction.
A variation on preserving load-to-store ordering
Preserving load-to-store ordering implicitly preserves all dependence ordering between such pairs of atomic operations. Alternatively, this requirement could be weakened to require that syntactic dependences be preserved, as for hardware, but to enforce it in many cases by again fully preserving load-to-store ordering. This is somewhat more complex to specify as it requires that the language memory model define a syntactic notion of dependence. However, this more complex approach has the potential to provide compiler writers with some more room to implement optimizations. The straightforward implementation strategy would then be to simply preserve load-to-store ordering as above. The dependence based specification approach opens up an alternative implementation strategy of preserving dependences in code that contains atomics and requiring that load-store fences be inserted at any point that carries a dependence on a relaxed load to code outside of the com-pilation unit. In some cases, it may be possible to avoid the fence altogether if existing operations already provide the necessary fence or if no dependence on a relaxed load can leave the compilation unit.
For small compilation units, the dependence preservation implementation approach is unlikely to yield improvements and thus the preferred implementation strategy is likely to be preserving loadto-store dependences as above. For larger compilation units, the freedom to avoid stronger atomics or fences within the compilation unit by preserving dependences may enable better code generation. Further investigation is necessary to see whether the potential performance benefits from this approach merit the additional specification and compiler complexity. Either variation of these approaches would benefit from better future hardware support for constraining load-to-store reordering.
Conclusions
Our inability to specify the absence of out-of-thin-air results for concurrent programming languages is a serious obstacle to reasoning about very conventional multi-threaded programs. After a decade of trying to address this problem in the context of current hardware, we believe it is time to consider solutions that incur modest performance costs on current hardware, and are likely to require long-term hardware changes. It appears more and more that a core contributor to the problem are hardware specifications, such as those involving dependences, that we do not know how to translate to the programming language level.
