Background
==========

Breast cancer is the second most common cancer in the world and is a serious threat to health. One out of 8 females have a high rate of having breast cancer at any age, especially after 40 years old. The best way to protect against breast cancer risk is an early diagnosis. New computer-assisted methods for breast cancer diagnosis make it possible to diagnose it faster and in a different way. Early detection of breast cancer can increase the patient's chances of survival. Breast cancer is a heterogeneous disease with different clinical outcomes. Moreover, tumor responses with different biological traits are followed by a long and challenging process \[[@b1-medscimonit-24-6537]--[@b6-medscimonit-24-6537]\]. Breast cancer is diagnosed by biopsy. A biopsy is a laboratory procedure to detect cancer and is performed by a pathologist. The pathologist collects tissue samples from breast regions. There are various techniques for collecting samples of breast tissue. These techniques include fine-needle aspiration, core-needle aspiration, core-needle biopsy, vacuum-assisted biopsy, and surgical biopsy. These cancer tissues are then analyzed by using a microscope. Images obtained from the microscope are also subjected to histopathological imaging. The pathologist analyzes the histopathological images and classifies them as cancerous or cancer-free images \[[@b7-medscimonit-24-6537]\].

Previous studies on this topic have been performed. Zehra et al. \[[@b5-medscimonit-24-6537]\] identified massed in mammograms and classified them as benign or malignant, showing that the surroundings of malignant tumors are more irregular and the size value is within certain limits. Wiliam et al. \[[@b6-medscimonit-24-6537]\] estimated the classification of breast mass diagnosis based on fine-needle aspirates (FNA) by using digital image analysis and machine learning method; the predicted diagnostic accuracy was 97% and the actual diagnostic accuracy was 100% in 118 new samples. Mu and Nandi \[[@b4-medscimonit-24-6537]\] used an automated classification methodology to analyze breast masses with a fine-needle aspirates (FNA) for diagnosis of malignancy and to characterize the features. Kowal et al. \[[@b11-medscimonit-24-6537]\] proposed an approach for an automatic classification of images based on determining the kernel regions in the images and then using these regions as classifiers. Two-stage segmentation was applied to the images. In the first step, foreground and background segmentation was performed on images using the adaptive threshold. These images included the nuclei, red blood cells, and other features. In the second stage, the nucleus regions were separated from the blood cells and other features. Finally, the kernel regions were represented by different properties, and these properties are used as inputs for the classifiers. Using 3 classifiers (K-nearest neighbors, Naive Bayes, and decision trees), they obtained classification accuracy of 96--100% in 500 sample images. Filipczuk et al. \[[@b12-medscimonit-24-6537]\] used computer-assisted breast cancer detection and proposed an approach to identify kernel areas and separate them into regions. The kernel areas were determined using the circular Hough transformation, as well as Kerbyson and Atherton methods. Then, the regions separated by the divisions were used as inputs to the classifiers. These classifiers (K-nearest neighbors, Naive Bayes, and Support Vector Machines) were found to have 98.51% classification accuracy in 737 microscopic images of fine-needle biopsies using these classifiers.

Since digital imaging has become an integral part of research, computer-aided assessment using advanced image analysis has become an important part of many research projects. Model recognition is a scientific research process used to determine the system design models by analyzing the data. The recognition system has emerged with a large accumulation of computer data \[[@b8-medscimonit-24-6537]\].

The purpose of image processing is to increase the accuracy of computer control and verification of the data by activating many perceptions with large categories under different conditions. In the detection and diagnosis of breast cancer, mammography, ultrasonography, and magnetic resonance (MR) images are image-processing-based methods used to provide information \[[@b9-medscimonit-24-6537]\]. Tumor recognition in the area examined with MR images is usually composed of 2 parts. The first part is the process of selecting the features required for recognition of the tumor or the sizes to be measured. This process is called feature extraction and it is the system feature extractor that performs this operation. Each feature used in tumor detection or the size to be measured is a real number that gives the measurement result. At the beginning of the determining the factors affecting the success of the classification, the selected features should represent all the tumor being sought. The second part of the tumor recognition is classified as benign and malignant, using the obtained feature vectors. In [Figure 1](#f1-medscimonit-24-6537){ref-type="fig"}, a diagram of tumor recognition system in breast cancer is presented.

In the present study, Extreme Learning Machine (ELM)-based on classification was performed on 9 features based on image segmentation in the Breast Cancer Wisconsin (Diagnostic) data set in the UC Irvine Machine Learning Repository database. The features and innovations of this study are the classification of tumors based on image segmentation, Extreme Learning Machine (ELM) classification, and regression methods. [Figure 2](#f2-medscimonit-24-6537){ref-type="fig"} shows images of benign and malignant cell forms \[[@b10-medscimonit-24-6537]\].

Material and Methods
====================

The database used in this research is the Breast Cancer database from the UCI Machine Learning Repository, created by Dr William H Wolberg at the University Hospital of Wisconsin, Madison, containing 699 data points belonging to 2 categories -- benign and malign (malignant) -- in which 458 of the samples belong to the malignant class of the benign class 241 and 9 features based on image segmentation were removed from the data set. Input and output for classification with properties and value ranges are shown in [Table 1](#t1-medscimonit-24-6537){ref-type="table"} \[[@b6-medscimonit-24-6537]\].

The approach for solving a problem using machine learning techniques are \[[@b13-medscimonit-24-6537]\]:

-   Definition of the problem

-   Data set

-   Modeling

-   Model performance evaluation

Definition of the problem
-------------------------

We3 tried to solve the problem of classification of benign and malignant cells based on image segmentation for breast cancer detection and classification using the machine learning method.

Data set
--------

The database used in this research is the Breast Cancer database from UCI Machine Learning Repository, created by Dr William H Wolberg at the University Hospital of Wisconsin, Madison.

Modeling
--------

Once the data are ready to be processed, the modeling phase starts for the learning algorithm. The model is basically the architecturalization of the need for output defined in accordance with the attributes of the task.

In this study, the ELM model was used as a new approach to evaluate data for the classification of benign and malignant cells based on image segmentation for the detection of breast cancer. Information on working algorithms of the models is presented in the subsections.

Extreme learning machine
------------------------

Extreme Learning Machine (ELM) is a single hidden-layer feed-forward neural network (SLFN). The performance of the SLFN should be appropriate for the system to be modeled for data such as threshold value, weight, and activation function so that higher learning can be performed. In gradient-based learning approaches, all of these parameters are iteratively changed for the appropriate value. Therefore, due to the possibility of being attached to the slow and local minimum, the performance can produce low results. Unlike FNN, which is renewed on the basis of the gradient in the ELM Learning process, the output weights are analytically calculated while the input weights are randomly selected. In an analytic learning process, the success rate increases because the resolution time and the error value can seriously reduce the possibility of being fitted to a local minimum. ELM can be used to select a linear function to activate cells in the hidden layer, as well as to use non-linear (sigmoid and sinusoidal), non-derivatized, or intermittent activation functions \[[@b14-medscimonit-24-6537]--[@b18-medscimonit-24-6537]\]. [Figure 3](#f3-medscimonit-24-6537){ref-type="fig"} shows the ELM architecture.
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β~i~ represents the weights between the input layer and the hidden layer and b~j~ represents the weights between the output layer and the hidden layer. β~j~ is the threshold value of the neurons in the hidden layer, g (.) activation function. Equal input layer weights (w~i,j~) and bias (b~j~) are randomly assigned. The activation function (g (.)) is assigned at the beginning of the input layer neuron number (n) and hidden-layer neuron number (m). Now, based on this information, if the parameters known in equilibrium are combined and rearranged, the output layer becomes as in [Equation 3](#fd3-medscimonit-24-6537){ref-type="disp-formula"}.
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In all training algorithm models, the goal is to minimize the error as much as possible. The error function of the output Y*~p~* obtained by the actual output ![](medscimonit-24-6537-g006.jpg) value in ELM is ![](medscimonit-24-6537-g007.jpg) (with "s": number of training data) ![](medscimonit-24-6537-g008.jpg) can be minimized. For both of these functions, the output Y~p~ obtained by the actual output value Y~o~ must be equal to Y~p~. When this equation is satisfied, the unknown parameter in Eq. The H matrix can be a matrix with a very low probability, meaning that the number of data in the training set is unlikely to be equal to the number of features that each data contains. Therefore, taking the inverse of \[*H*^−^\] and finding weights (β) will be a problem. To overcome this situation, Huang et al. \[[@b17-medscimonit-24-6537]\] proposed using the generalized inverse Moore-Penrose matrix, which was developed to calculate approximate inverses of matrices that cannot be reversed, as in this problem. ![](medscimonit-24-6537-g009.jpg) is the output weight and H^+^ is the generalized inverse Moore-Penrose matrix of H matrix. Accordingly, the output weights can be found by ![](medscimonit-24-6537-g010.jpg) \[[@b14-medscimonit-24-6537],[@b15-medscimonit-24-6537]\].

Model performance evaluation methods and criteria
-------------------------------------------------

It is important to compare the performance values of machine learning algorithms with a measurable expression and to compare its performances. In this section, we have divided the data set, which is the first criterion affecting the performance of the model and the algorithm used, divided into training and test data, and the second is the identification of performance evaluating expressions.

1.  ➢ *First criterion*: There are various data partition performance evaluation methods such as hold-out and K-fold cross-validation in the literature \[[@b13-medscimonit-24-6537], [@b19-medscimonit-24-6537]\]. The following items should be taken into consideration while distinguishing the data set as training and testing:

    -   The number of samples in the training dataset should be more than the samples in the tested dataset.

    -   It is necessary to randomly distribute samples at the distinction of training and test data set.

    -   During the division of the data set into training and test data sets, the target class must include the target data in the distribution of the training and test data sets.

In the K-fold method, the data set is divided into 3 parts -- training, verification, and test data -- by 3 steps -- separation, model selection, and performance status -- which are made at the same time. For the ELM used in this study, the K-fold cross-validation method was chosen as the data set divided into training and test data, as shown in [Figure 4](#f4-medscimonit-24-6537){ref-type="fig"}.

1.  ➢ *Second criterion*: It is necessary to express the performance of the proposed solution for a probing given in machine learning algorithms, or to express how well the algorithm learns. Different evaluation criteria have been developed for this.

In order to perform the performance evaluation of the classifier models to be applied to the dataset, we used criteria of accuracy, sensitivity, determinism, precision, and f-measure, which are explained below by creating an error matrix \[[@b20-medscimonit-24-6537]--[@b25-medscimonit-24-6537]\] ([Table 2](#t2-medscimonit-24-6537){ref-type="table"}).

Accuracy value is measured as the ratio of all data in the data set of the data correctly guessed by the algorithm with correct detection.
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Sensitivity value can be measured as the ratio of true real positive to all true and false real positive.
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Specificity value can be measured as the ratio of true real negative to all real negative.
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Precision is the rate of correct estimation and can be measured as the ratio to all real and predicted positives.
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The F-measure is a harmonized mean of the sensitivity and precision measures.
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The receiver operating characteristics (ROC) graph is a frequently used graph that summarizes the performance of the curve classifier over all possible thresholds. When you change the threshold of a particular class observation assignment, you plot the true positive rate or sensitivity value against the false positive rate or 1-value of determinism ([Figure 5](#f5-medscimonit-24-6537){ref-type="fig"}).

Results
=======

The results of benign and malign classification for the data set by ELM method are shown in [Table 3](#t3-medscimonit-24-6537){ref-type="table"}. The K-fold diagonal data segmentation method is used for data set partition. During the process, the ELM cell count and activation function in the hidden layer ([Table 4](#t4-medscimonit-24-6537){ref-type="table"}) were evaluated to be maximum (close to 1) from the results obtained using the Dene-Yanil method. When the value is determined by the object property found in the data set, the ELM can be said to be 98.99% or 98.99 in every 100 datasets based on these values. ELM showed 100% performance in network training and 98.99% performance in training. These results were obtained with MATLAB 2106a software and a laptop computer with an Intel I7-6500 CPU and 16 GB of RAM. This performance was recorded as 0.0078 s at the training time of the network and 0.0052 s at the testing time. When these results are obtained, the number of cells in the hidden layer for ELM is 1000 and the activation function is linear.

The performance of the ELM method and other machine learning methods -- Support Vector Machine (SVM) and Naive Bayes (NB) -- are given in [Table 5](#t5-medscimonit-24-6537){ref-type="table"}, showing that ELM is superior to other methods in performance and speed. The performance metric values obtained by applying other machine learning classifiers to the test data are shown in [Table 6](#t6-medscimonit-24-6537){ref-type="table"}.

Discussions
===========

In this study, input and output parameters for feature ELM classifier based on image segmentation of mammogram were determined. Benign and malignant classification was performed with ELM. Performance and speed were measured and a comparison with other methods of classification was performed. The performances of the ELM method and other machine learning methods -- Support Vector Machine (SVM) and Naive Bayes (NB) -- allowed showing not only the results of ELM method, but also comparing it with other methods, and this helps pathologist to use and choose the fastest method with the best performance. This study can be continued in the future by comparing this classification method with others but taking into account other parameters of comparison or other methods that were not explored here.

Conclusions
===========

We compared the results obtained with ELM with results obtained with other classifier (SVM and NB) methods, showing that accuracy and speed were good. We present a method that can be applied in cell morphology detection and classification in automated systems that classify by use of computer-aided mammogram image features. This gain in accuracy and speed for the classification of benign and malignant cells lead to more efficient breast cancer diagnosis.

**Source of support:** Departmental sources

![Tumor detection and classification system in breast cancer.](medscimonit-24-6537-g001){#f1-medscimonit-24-6537}

![Benign and malignant cell form. (**A**) Benign, adenomatous. (**B**) Benign, healthy. (**C**) Malignant, poorly differentiated. (**D**) Malignant, moderately differentiated.](medscimonit-24-6537-g002){#f2-medscimonit-24-6537}

![A single hidden-layer feed-forward neural network model.](medscimonit-24-6537-g003){#f3-medscimonit-24-6537}

![K-fold cross-validation performance evaluation method.](medscimonit-24-6537-g004){#f4-medscimonit-24-6537}

![Representation of ROC in space.](medscimonit-24-6537-g005){#f5-medscimonit-24-6537}

###### 

Table of properties.

  ----------------------------------------------------------
  Properties                    Value range   Category
  ----------------------------- ------------- --------------
  Clump thickness               1--10         2 -- Benign\
                                              4 -- Malign

  Uniformity of cell size       1--10         

  Uniformity of cell shape      1--10         

  Marginal adhesion             1--10         

  Single epithelial cell size   1--10         

  Bare nuclei                   1--10         

  Bland chromatin               1--10         

  Normal nucleoli               1--10         

  Mitoses                       1--10         
  ----------------------------------------------------------

###### 

Error matrix.

                                                        Real value (detection)                                 
  ------------------------- --------------------------- -------------------------- --------------------------- ------------
  Predicted value           Predicted positive (yes)    True positive *(T~pos~)*   False positive *(F~pos~)*   *Tot~pos~*
  Predicted negative (no)   False negative *(T~neg~)*   True negative *(F~neg~)*   *Tot~neg~*                  
  Predicted total           *pos*                       *neg*                      *Tot*                       

###### 

ELM classification results.

  Test performance/accuracy performance   Number of cells in hidden layer   Activation function
  --------------------------------------- --------------------------------- ---------------------
  98.99%                                  1000                              Linear (lin)

###### 

ELM parameters.

  ---------------------------------------------------------------------------------------------------------------------------------------------
  **Number of cells in hidden layer**
  100, 200, 300, 400, 500, 600, 700, 800, 900, 1000
  **Activation function:** sigmoid (sig), sinüs (sin), hard limit (hardlim), triangular basis (tribas), radial basis (radbas) ve linear (lin)
  ---------------------------------------------------------------------------------------------------------------------------------------------

###### 

Performance of different classification methods.

  Method   Training result   Test/ accuracy result   Test time
  -------- ----------------- ----------------------- -----------
  ELM      100%              100.00%                 0.0052 s
  SVM      100%              96.85%                  0.06 s
  NB       100%              95.99%                  0.04 s

###### 

Performance metric values of alternative method classifiers.

                   Performance metrics                 
  ---------------- --------------------- ------ ------ ------
  Support vector   0.98                  0.94   0.96   0.97
  Naive Bayes      0.98                  0.91   0.95   0.96
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