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Abstract
We survey some topics involving the Whitham equations, concentrating on
the role of ψψ∗ (or square eigenfunctions) in averaging and in producing Cauchy
kernels and differentials on Riemann surfaces.
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1 INTRODUCTION
The Whitham equations and averaging methods have become a very important part
of modern mathematical physics (see e.g. [1, 8, 20, 25, 26, 28, 29, 35, 36, 39, 41, 42,
43, 54, 47, 52, 55, 66, 67, 68, 60, 69, 70, 71, 72, 73, 82, 80, 83, 84, 88, 89, 90, 95,
99, 100]). Most of the necessary background and details are to be found somewhere
in these references but there are also a number of formulas and assertions which
need clarification or amendment. We will look at some of this here and attempt to
organize a subset of information in a coherent and more or less rigorous manner with
the aim of “understanding” the basic ideas. Connections to dispersionless theory are
indicated and it also seems desirable to indicate explicitly the main features that
emerge which are relevant to work in topological field theory (TFT) etc., so we will
display a lot of this. More recently there has also been a surge of activity connected to
N = 2 supersymmetric gauge theories and some of this is sketched briefly as well (but
certainly not explained). Thus the presentation was designed to be mainly expository
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but the development also leads to some new connections and results. In particular
we indicate various formulas for some Cauchy type kernels, give some connections
of classical inverse scattering to averaging of square eigenfunctions for KdV, and
provide some relations between averaged quantities for ψ∗ψ and various differentials
in general situations. In this spirit the classical Whitham theory can be phrased via
ψψ∗ which generates Cauchy type kernels as well and leads, in a sense indicated,
to the dispersionless limit situation in genus zero. Relations between averaging and
moduli spaces are developed following Dubrovin and Krichever and some Landau-
Ginzburg (LG) type examples are displayed. Many basic formulas involving theta
functions, differentials, etc. are also exhibited in order to make the text useful as
a launching pad for further investigation. We would like to acknowledge valuable
discussions with P. Grinevich, Y. Kodama, and A. Yaremchuk on related topics.
2 SOME BACKGROUND
We start from the viewpoint of Riemann surfaces. Thus (cf. [7, 9, 27, 28, 38, 40, 48,
58, 85] take an arbitrary Riemann surface Σ of genus g, pick a point Q and a local
variable 1/k near Q such that k(Q) =∞. Let D = P1+ · · ·+Pg be a positive divisor
of degree g and write ψ for the (unique up to a constant multiplier) Baker-Akhiezer
(BA) function characterized by the properties (A) ψ is meromorphic on Σ except for
Q where ψ(P )exp(−q(k)) is analytic (q(k) = kx+k2y+k3t will do for illustration and
(*) ψ ∼ exp(q(k))[1 +∑∞1 (ξj/kj)] near Q) (B) On Σ/Q, ψ has only a finite number
of poles. In fact ψ can be taken in the form (P ∈ Σ, P0 6= Q)
ψ(x, y, t, P ) = αexp[
∫ P
P0
(xΩ1 + yΩ2 + tΩ3)] · Θ(A(P ) + xU + yV + tW + z0)
Θ(A(P ) + z0) (2.1)
where Ω1 = dk + · · · , Ω2 = d(k2) + · · · , Ω3 = d(k3) + · · · , Uj = ∫bj Ω1, Vj =∫
bj
Ω2, Wj =
∫
bj
Ω3 (j = 1, · · · , g), z0 = −A(D) − K, and α is a normalizing fac-
tor (see below). The symbol ∼ will be used generally to mean “corresponds to” or
“is associated with”; occasionally it also denotes asymptotic behavior and this should
be clear from the context. Here the Ωj are meromorphic differentials of second kind
normalized via
∫
ak
Ωj = 0 (aj, bj are canonical homology cycles) and we note that
Ω = xΩ1 + uΩ2 + tΩ3 ∼ dq(k) normalized; A is the Abel-Jacobi map (A(P ) = ∫ P ωk
where the ωk are normalized holomorphic differentials, k = 1, · · · , g, ∫aj ωk = δjk),
and K = (Kj) ∼ Riemann constants (2K = −A(KΣ) where Kσ is the canonical
class of Σ ∼ equivalence class of meromorphic differentials) so Θ(A(P ) + z0) has ex-
actly g zeros (or vanishes identically). The paths of integration are to be the same
in computing
∫ P
P0
Ωi or A(P ) and it is shown in [9, 27] that ψ is well defined (i.e.
path independent). Then the ξj in (*) can be computed formally and one determines
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Lax operators L and A such that ∂yψ = Lψ with ∂tψ = Aψ. Indeed, given the ξj
write u = −2∂xξ1 with w = 3ξ1∂xξ1 − 3∂2xξ1 − 3∂xξ2. Then formally, near Q, one has
(−∂y + ∂2x + u)ψ = O(1/k)exp(q) and (−∂t + ∂3x + (3/2)u∂x + w)ψ = O(1/k)exp(q)
(i.e. this choice of u, w makes the coefficients of knexp(q) vanish for n = 0, 1, 2, 3
- note the similarity here to D-bar dressing techniques as in [10]). Now define
L = ∂2x + u and A = ∂
3
x + (3/2)u∂x + w so ∂yψ = Lψ and ∂tψ = Aψ. This fol-
lows from the uniqueness of BA functions with the same essential singularity and
pole divisors. Then we have, via compatibility Lt − Ay = [A,L], a KP-1 equation
(3/4)uyy = ∂x[ut − (1/4)(6uux+ uxxx)] and therefore KP equations are parametrized
by nonspecial divisors or equivalently by points in general position on the Jacobian
variety J(Σ). For more in this spirit we refer to work on the Schottky problem and
the Novikov conjecture in [9, 30, 87, 94]. The flow variables x, y, t arise in (A) via
q(k) and then miraculously reappear in the theta function via xU + yV + tW ; thus
the Riemann surface itself contributes to establish these as linear flow variables on
the Jacobian and in a certain sense defines the flow variables. The pole positions Pi
do not vary with x, y, t and (†) u = 2∂2xlogΘ(xU + yV + tW + z0) + c exhibits θ as a
tau function (see [30] for c).
Now a divisor D∗ of degree g is dual to D (relative to Q) if D + D∗ is the null
divisor of a meromorphic differential Ω = dk + (β/k2)dk + · · · with a double pole
at Q (look at ζ = 1/k to recognize the double pole). Thus D + D∗ − 2Q ∼ KΣ
so A(D∗) − A(Q) + K = −[A(D) − A(Q) + K]. One can define then a function
ψ∗(x, y, t, P ) = exp(−kx−k2y−k3t)[1+ ξ∗1/k)+ · · ·] based on D∗ (dual BA function,
6= ψ† - see Section 6.8), and a differential Ω with zero divisor D + D∗, such that
φ = ψψ∗Ω is meromorphic, having for poles only a double pole at Q (the zeros of Ω
cancel the poles of ψψ∗). Thus ψψ∗Ω ∼ ψψ∗(1+(β/k2+· · ·)dk is meromorphic with a
second order pole at∞, and no other poles. For L∗ = L and A∗ = −A+2w−(3/2)ux
one has then (∂y+L
∗)ψ∗ = 0 and (∂t+A
∗)ψ∗ = 0. Now the prescription above seems
to specify for ψ∗ (~U = xU + yV + tW, z∗0 = −A(D∗)−K)
ψ∗ ∼ e−
∫ P
Po
(xΩ1+yΩ2+tΩ3) · θ(A(P )−
~U + z∗0)
θ(A(P ) + z∗0)
(2.2)
Various further hypotheses on Σ lead to the traditional KP situations (KP-1 or
KP-2) or to various reductions (e.g. nKdV). We mention again especially [25, 26,
27, 28, 29, 66, 68, 69, 89] and also some recent work on 2-D periodic problems as
in [67, 70, 71, 72]. One is generally interested in real smooth solutions and in this
respect KP-1 (∼ x2j imaginary, x2 = y) presents problems - it is not even formally
integrable in general (cf. [67, 68] for details). We will not discuss general theory
here but always assume we have some integrable (finite zone) situation related to an
appropriate Riemann surface (and perhaps periodic potentials). The analysis relative
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to asymptotics and averaging will be cursory and formal at times, in keeping with
”tradition” here, but we have tried to be somewhat more precise (there are of course
some precise theorems in the literature but a discussion of these would often involve
more hypotheses and detail than appropriate for this exposition). In particular we
try to clarify some of Krichever’s work which can be difficult to understand at times.
Our interest is basically to sketch a framework, with formulas and results relative to
Riemann surfaces, which is sufficiently detailed to be believable, and in which some
meaningful subset of a full theory can be displayed.
3 THE WHITHAM EQUATIONS AND AVER-
AGING
Averaging can be rather mysterious at first due to some hasty treatments and bad
choices of notation - plus many inherent difficulties. Some of the clearest exposition
seems to be in [1, 8, 20, 39, 41, 82, 100] whereas the more extensive developments in
e.g. [25, 26, 28, 29, 35, 54, 66, 67, 60, 69, 89, 90] may be confusing at first, until one
realizes what is going on. We will try to be careful and distinguish situations with
periodic potentials from more general averaging situations involving ergodic ideas.
3.1 Remark on PDE connections
One choice of background situation involves an examination of dispersionless limits
with no concern for periodicity or Riemann surfaces (cf. here [6, 15, 16, 18, 97]). Thus
given e.g. a KdV equation ut + 6uux + uxxx = 0 set ǫx = X and ǫt = T leading to
uǫT + 6u
ǫuǫX + ǫ
2uǫXXX = 0. The study of u
ǫ → uˆ where uˆ satisfies the Euler equation
uˆT +6uˆuˆX = 0 is a very delicate matter, of great interest in applications and in PDE
but we do not discuss this here (cf. [79]). On the other hand the purely algebraic
passage of the background mathematics of KdV (involving Lax operators, the KdV
hierarchy, tau functions, vertex operators, etc.) to the corresponding background
mathematics of the dispersionless theory, is relatively easy and will be indicated
below. Moreover it is of great importance in an entirely different direction, namely
in the study of topological field theory, strings, and 2-D gravity (see e.g. [6, 15, 16,
18, 24, 31, 32, 33, 62, 63, 68, 74, 75, 97, 98]). We will insert such material later as
appropriate.
3.2 Preliminary ideas
Let us follow [68] (cf. also [67]) in order to have a suitably complicated example
leading directly to matters of interest here, so as background we consider the KP
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equation
3
4
σ2uyy = ∂x[ut − 3
2
uux +
1
4
uxxx] (3.1)
(σ2 = 1 ∼ KP-2; σ2 = −1 ∼ KP-1). Here σL ∼ ∂2x − u with σ∂yψ = (∂2x − u)ψ and
A ∼ ∂3x−(3/2)u∂x+w, which is slightly different than before (to connect notations let
u→ −u and insert σ). Then one has the compatibility equations [∂y−L, ∂t−A] = 0 as
before and it should be noted that for any function g(t), t ∼ x, y, t, t4, · · ·, operators
L˜ = gLg−1 + ∂yg g
−1 and A˜ = gAg−1 + ∂tg g
−1 could be used, corresponding to a
new wave function ψ˜ = gψ. The notation of [68] also involves differentials Ωi ∼ Ωi
where Ωi = dk
i(1 + O(1/k)] and
∫
ak
Ωj = 0 with U
k
j = (1/2πi)
∫
bk
Ωj (so U
k
1 ∼
Uk, U
k
2 ∼ Vk, and Uk3 ∼Wk, up to factors of 2πi). There will be solutions ψ as before
in (2.1) with potentials u given via (†). We recall that Riemann theta functions
are more precisely written as Θ(z|B) where B ∼ a certain matrix (cf. below), and
z ∼ (z1, · · · , zg) ∼ xU + yV + tW + z0 for example. One knows via [9, 30, 87, 94] that
u of the form (†) u = 2∂2xlogΘ(z|B) + c is a solution of KP if and only if the matrix
B defining Θ is the b-period matrix of a Riemann surface determined via
∫
bk
dωj
(with z as defined). Now consider the spectral theory of 2-D periodic operators (**)
(σ∂y− ∂2x+u(x, y))ψ = 0 where u(x, y) = u(x+ a1, y) = u(x, y+ a2). Bloch solutions
are defined via
ψ(x+ a1, y, w1, w2) = w1ψ(x, y, w1, w2); (3.2)
ψ(x, y + a2, w1, w2) = w2ψ(x, y, w1, w2)
and we assume ψ(0, 0, w1, w2) = 1. The pairs Q = (w1, w2) for which there exists
such solutions is called the Floquet set Γ and the multivalued functions p(Q) and
E(Q) such that w1 = exp(ipa1) with w2 = exp(iEa2) are called quasi-momentum
and quasi-energy respectively. By a gauge transformation ψ → exp(h(y))ψ, with
∂yh(y) periodic one obtains solutions of (**) with a new potential u˜ = u − σ∂yh so
we can assume
∫ a1
0 u(x, y)dx = 0.
3.3 Floquet theory
For M0 = σ∂y − ∂2x (with u = 0) the Floquet set is parametrized by k ∈ C such that
w01 = exp(ika1) and w
0
2 = exp(−k2a2/σ) and the Bloch solutions are ψ(x, y, k) =
exp(ikx − k2y/σ). The adjoint Bloch solutions are ψ+(x, y, k) = exp(−ikx + k2y/σ)
satisfying (σ∂y+∂
2
x)ψ
+ = 0. The image of the map k → (w01, w02) ∈ C2 is the Floquet
set for M0 corresponding to the Riemann surface with intersections corresponding to
pairs k 6= k′ such that w0i (k) = w0i (k′), i = 1, 2. This means k − k′ = (2πN/a1)
and k2 − (k′)2 = (2πiσM/a2) where N, M are integers, creating ”resonant” points
k = kN,M = (πN/a1) − (iσMa1/Na2), N 6= 0, k′ = k−N,−M . Then for k0 6= kN,M
and u sufficiently small one can construct a formal Bloch solution of (**) in the form
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of a convergent perturbation series (for any σ). Thus outside of some neighborhoods
of the resonant points one can obtain a Bloch solution ψ˜(x, y, k0) which is analytic
in k0, but the extension of ψ˜ to a resonant domain can be tricky. For ℜσ = 0 (as
in KP-1) the resonant points are dense on the real axis whereas for ℜσ 6= 0 (as in
KP-2) there are only a finite number of resonant points in any finite domain of C.
In the latter case one can glue handles between domains around resonant points and
create a Riemann surface Γ of Bloch solutions ψ(x, y, Q), Q ∈ Γ. Moreover, if the
potential u can be analytically extended into a domain |ℑx| < τ1, |ℑy| < τ2, then
the technique can also be adapted even when u is not small. Such Bloch solutions,
normalized by ψ(0, 0, Q) = 1, are meromorphic on Γ and in the case of a finite
number of handles a one point compactification of Γ is obtained so that ψ is in fact
the BA function for Γ. Generally speaking finite zone situations as in (2.1) with
potentials given by Riemann theta functions are quasi-periodic in nature. To single
out conditions for periodicity one asks for meromorphic differentials dp and dE on Γ
having their only singularities at Q ∼ point at ∞ of the form dp = dk(1 + O(k−2))
and dE = iσ−1dk2(1+O(k−3)), normalized so that all periods are real, and satisfying,
for any cycle C on Γ,
∮
C dp = (2πnC/a1) with
∮
C dE = (2πmC/a2) where nC , mC are
integers. Then the corresponding potentials u(x, y) will have periods a1 and a2 in x
and y, with multipliers w1(P ) = exp(ia1
∫ P dp) and w2(P ) = exp(ia2 ∫ P dE). We go
now to finite zone (or quasiperiodic) situations as in (2.1) with potentials as in (†),
where z ∼ xU+yV+tW+z0 can be written as (zk) = [x ∫bk Ω1+y ∫bk Ω2+t ∫bk Ω3+z0k] =
(ζk + z
0
k), k = 1, · · · , g. Since Θ(z + 2πiN) = Θ(z) we could set ζ = iθ so that as
a function of θ = (θk), u is periodic of period 2π in each variable θk. Now one
wants to consider modulated finite zone situations where solutions are of the form
u = u0(xU+yV + tW |I) = u0(θ1, · · · , θg|I1, · · · , In) where u0 is periodic in the θj with
U, V,W = U, V,W (I). One assumes there will be slow variables X = ǫx, Y = ǫy,
and T = ǫt with fast variables x, y, t so that ”asymptotic” solutions
u = u0(
1
ǫ
S(X, Y, T )|I(X, Y, T )) + ǫu1(x, y, t) + ǫ2u2(x, y, t) + · · · (3.3)
can be envisioned. In practice the parameters Ik depend on the moduli of our Riemann
surface, which are then allowed to change smoothly with the slow variables X, Y, T (so
U, V,W also can change), and one looks for solutions (3.3) with uniformly bounded
u1. We do not look for convergence of the series in (3.3) nor check any other features
of “asymptotic solution” or “asymptotic series”. Such procedures are standard in the
study of what are called weakly deformed soliton lattices.
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3.4 KdV averaging
We will motivate this study with examples from KdV, where one will see explicitly the
nature of things. First from [82], in a slightly different notation, write qt = 6qqx−qxxx
with Lax pair L = −∂2x + q, B = −4∂3x + 3(q∂x + ∂xq), Lt = [B,L], Lψ = λψ, and
ψt = Bψ. Let ψ and φ be two solutions of the Lax pair equations and set Ψ = ψφ;
these are the very important “square eigenfunctions” which arise in many ways with
interesting and varied meanings. Evidently Ψ satisfies
[−∂3x + 2(q∂x + ∂xq)]Ψ = 4λ∂xΨ; ∂tΨ = −2qxΨ+ 2(q + 2λ)∂xΨ (3.4)
From (3.4) one finds immediately the conservation law (C): ∂t[Ψ] + ∂x[6(q − 2λ)Ψ−
2∂2xΨ] = 0. If one looks for solutions of (3.4) of the form Ψ(x, t, λ) = 1+
∑∞
1 [Ψj(x, t)]λ
−j
as λ→∞ then one obtains a recursion relation for polynomial densities
∂xΨj+1 = [−1
2
∂3x + (q∂x + ∂xq)]Ψj (j = 1, 2, · · ·); Ψ0 = 1 (3.5)
Now consider the operator L = −∂2x + q in L2(−∞,∞) with spectrum consisting of
closed intervals separated by exactly N gaps in the spectrum. The 2N +1 endpoints
λk of these spectral bands are denoted by −∞ < λ0 < λ1 < · · · < λ2N < ∞ and
called the simple spectrum of L. They can be viewed as constants of motion for KdV
when L has this form. We are dealing here with the hyperelliptic Riemann surface
determined via R2(λ) =
∏2N
0 (λ−λk) and one can think of a manifoldM of N -phase
waves with fixed simple spectrum as an N -torus based on θj ∈ [0, 2π). Hamiltonians
in the KdV hierarchy generate flows on this torus and one writes q = qN(θ1, · · · , θN)
(the θ variables originate as in our previous discussion if we use theta functions for the
integration - cf. also below). Now there is no y variable so let us write θj = xκj + twj
(we will continue to use dωj for normalized holomorphic differentials) For details
concerning the Riemann surface we refer to [9, 39] and will summarize here as follows.
For any qN as indicated one can find functions µj(x, t) via Ψ(x, t, λ) =
∏N
1 (λ−µj(x, t))
where µj(x, t) ∈ [λ2j−1, λ2j] and satisfies
∂xµj = −2i(R(µj)/
∏
i 6=j
(µj − µi)); (3.6)
∂tµj = −2i[2(
2N∑
0
λk − 2
∑
i 6=j
µi)] · (R(µj)/
∏
i 6=j
(µj − µi)
In fact the µj live on the Riemann surface of R(λ) in the spectral gaps and as x
increases µj travels from λ2j−1 to λ2j on one sheet and then returns to λ2j−1 on
the other sheet; this path will be called the jth µ-cycle (∼ aj). In the present con-
text we will write the theta function used for integration purposes as Θ(z, τ) =
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∑
m∈ZN exp[πi(2(m, z) + (m, τm))] where z ∈ ZN and τ denotes the N × N period
matrix (τ is symmetric with ℑτ > 0). We take canonical cuts ai, bi (i = 1, · · · , N)
where aj ∼ (λ2j−2, λ2j−1) as in [39] (where a picture is drawn). Let dωj be holo-
morphic diffentials normalized via
∫
aj
dωk = δjk (the cycle aj corresponds to a loop
around the cut aj). Then qN can be represented in the form
qN(x, t) = Λ + Γ− 2∂2xlogΘ(z(x, t); τ); Λ =
2N∑
0
λj ; (3.7)
τ = (τij) = (
∮
bi
dωj); τ
∗
ij = −τij ; Γ = −2
N∑
1
∮
aj
λdωj
and z(x, t) = −2i[cN (x− x0) + 2(ΛcN + 2cN−1)t] + d where (cN)i = ciN arises from
the representation dωi = (
∑N
1 cijλ
j−1)[dλ/R(λ)] (d is a constant whose value is not
important here). Then the wave number and frequency vectors can be defined via
~κ = −4iπτ−1cN and ~w = −8iπτ−1[ΛcN+2cN−1] with θj(x, t) = κjx+wjt+θ0j (where
the θ0j represent initial phases).
To model the modulated wave now one writes now q = qN(θ1, · · · , θN ;~λ) where
λj ∼ λj(X, T ) and ~λ ∼ (λj). Then consider the first 2N + 1 polynomial conservation
laws arising from (3.4) - (3.5) and C for example (cf. below for KP) and write these as
∂tTj(q)+∂xXj(q) = 0 (explicit formulas are given in [39] roughly as follows). We note
that the adjoint linear KdV equation (governing the evolution of conserved densities)
is ∂tγj + ∂
3
xγj − 6q∂xγj = 0 (γj ∼ ∇Hj) and (3.5) has the form ∂γj+1 = (−(1/2)∂3 +
q∂+ ∂q)γj . One then rewrites this to show that 6q∂xγj = ∂x[6γj+1− 6qγj +3∂2γj] so
that the adjoint equation becomes
∂tγj + ∂[−2∂2γj + 6qγj − 6γj+1] = 0 (3.8)
which leads to (3.9) and (3.13) below (after simplification of (3.8)). Then comes the
crucial averaging step. Keep the slow variables X, T constant and average over the
fast variable x to obtain
∂T < Tj(qN) > +∂X < Xj(qN) >= 0 (3.9)
(note e.g. ∂t = ǫ∂T ). The procedure involves averages
< Tj(qN ) >= limL→∞ 1
2L
∫ L
−L
Tj(qN )dx (3.10)
for example (with a similar expression for < Xj(qN) >) and an argument based on
ergodicity is used. Thus if the wave numbers κj are incommensurate the trajectory
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{qN(x, t); x ∈ (−∞,∞)} will densely cover the torus M. Hence we can replace x
averages with
< Tj(qN) >= 1
(2π)N
∫ 2π
0
· · ·
∫ 2π
0
Tj(qN(~θ))
N∏
1
dθj (3.11)
For computational purposes one can change the θ integrals to µ integrals and obtain
simpler calculations. By this procedure one obtains a system of 2N + 1 first order
partial differential equations for the 2N + 1 points λj(X, T ), or equivalently for the
physical characteristics (~κ(X, T ), ~w(X, T )) (plus < qN >).
The above argument may or may not have sounded convincing but it was in
any case very loose. Let us be more precise following [39]. One looks at the KdV
Hamiltonians beginning with H = H(q) = limL→∞(1/2L)
∫ L
−L(q
2 + (1/2)q2x)dx (this
form is appropriate for quasi-periodic situations). Then qt = {q,H} where {f, g} =
limL→∞(1/2L)
∫ L
−L(δf/δq)∂x(δg/δq)dx (averaged Gardner bracket). The other Hamil-
tonians are found via
∂
δHm+1
δq
= (q∂ + ∂q − 1
2
∂3)
δHm
δq
(m ≥ 0); δH0
δq
= 1 (3.12)
where γj ∼ ∇Hj ∼ (δHj/δq) (cf. here [9, 39]). It is a general situation in the study
of symmetries and conserved gradients (cf. [11]) that symmetries will satisfy the
linearized KdV equation (∂t − 6∂xq + ∂3x)Q = 0 and conserved gradients will satisfy
the adjoint linearized KdV equation (∂t − 6q∂x + ∂3x)Q† = 0; the important thing to
notice here is that one is linearizing about a solution q of KdV. Thus in our averaging
processes the function q, presumed known, is inserted in the integrals. This leads
then to
Tj(q) = δHj
δq
; Xj(q) = −2∂2x
δHj
δq
− 6δHj+1
δq
+ 6q
δHj
δq
(3.13)
with (3.9) holding, where < ∂2φ >= 0 implies
< Xj >= limL→∞ 1
2L
∫ L
−L
(−6δHj+1
δqN
+ 6qN
δHj
δqN
)dx (3.14)
Note that ∂x appears in χj for example but in (3.9) ∂x → ǫ∂X . This is somewhat
confusing but apparently gives correct first order terms in ǫ, after which ǫ is cancelled
out and eventually allowed to approach 0. In [39] the integrals are then simplified in
terms of µ integrals and expressed in terms of abelian differentials. This is a beautiful
and important procedure linking the averaging process to the Riemann surface and
is summarized in [82] as follows (see also below for more details and a KP version).
One defines differentials
Ωˆ1 = −1
2
[λN −
N∑
1
cjλ
j−1]
dλ
R(λ)
(3.15)
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Ωˆ2 = [−1
2
λN+1 +
1
4
(
∑
λj)λ
N +
N∑
1
Ejλ
j−1]
dλ
R(λ)
where the cj , Ej are determined via
∮
bi
Ωˆ1 = 0 =
∮
bi
Ωˆ2 (i = 1, 2, · · · , N). Then it can
be shown that
< Ψ >∼< T >∼
∞∑
0
< Tj >
(2µ)j
; < X >∼
∞∑
0
< Xj >
(2µ)j
(3.16)
with Ωˆ1 ∼< T > (dξ/ξ2) and < X > (dξ/ξ2) ∼ 12[(dξ/ξ4) − Ωˆ2] where µ = ξ−2 →
∞ (µ ∼ (1/√ξ)1/2) so dµ = −2ξ−3dξ ⇒ (dξ/ξ2) ∼ −(ξ/2)dµ ∼ −(dµ/2√µ). Since
Ωˆ1 = O(µ
N/µN+(1/2))dµ = O(µ−(1/2)dµ, Ωˆ2 = O(µ
1/2)dµ (with lead term −(1/2)) we
obtain < Ψ >∼< T >= O(1) and < X >= O(1). Thus (3.4), (3.5), (C) generate all
conservation laws simultaneously with < Tj > (resp. < Xj >) giving rise to Ωˆ1 (resp.
Ωˆ2). It is then proved that all of the modulational equations are determined via the
equation
∂T Ωˆ1 = 12∂XΩˆ2 (3.17)
where the Riemann surface is thought of as depending on X, T through the points
λj(X, T ). In particular if the first 2N+1 averaged conservation laws are satisfied then
so are all higher averaged conservation laws. These equations can also be written di-
rectly in terms of the λj as Riemann invariants via ∂Tλj = Sj∂Xλj for j = 0, 1, · · · , 2N
where Sj is a computable characteristic speed. Thus we have displayed the prototyp-
ical model for the Whitham or modulational equations.
3.5 Extension to KP
Given some knowledge of symmetries as sketched in [11] for example one is tempted
to rush now to an immediate attempt at generalizing the preceeding results to finite
zone KP via the following facts. The KP flows can be written as ∂nu = Kn(u) where
the Kn are symmetries satisfying (in the notation of [11]) the linearized KP equation
∂3β = (1/4)∂
3β+3∂(uβ)+(3/4)∂−1∂22β = K
′[β]. The conserved densities or gradients
γ satisfy the adjoint linearized KP equation ∂3γ = (1/4)∂
3γ + 3u∂γ + (3/4)∂−1∂22γ.
Then, replacing the square eigenfunctions by ψψ∗ one has e.g. ψψ∗ =
∑∞
0 snλ
−n
where sn ∼ a γn. Further ∂nu = Kn+1 = ∂sn+1 = ∂ResLn = ∂∇Iˆn+1 where ∇f ∼
δf/δu (ResLn = nH1n−1 is generally used in the multipotential theory). We are
working here in a single potential theory where all potentials ui in L = ∂+
∑∞
1 ui+1∂
−i
are expressed in terms of u2 = u via operators with ∂ and ∂
−1. One uses here
the Poisson bracket {f, g} = ∫ ∫ (δf/δu)∂(δg/δu)dxdy (Gardner bracket). Let us
retrace the argument from [39] and see what applies for KP. Thus one has sn+1 ∼
γn+1 ∼ ∇Iˆn+1 as conserved gradients satisfying the adjoint linear KP equation (**)
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∂tγ = (1/4)∂
3γ+3u∂γ+(3/4)∂−1∂2yγ. The nonlocal term ∂
−1 here could conceivably
change some of the analysis. We need first a substitute for (3.5) or else a direct way
of rewriting the adjoint equation as ∂t[A] + ∂x[B] = 0 or perhaps we want rather
∂t[A] + ∂x[B] + ∂y[C] = 0. To get such a formula we can simply differentiate the
adjoint KP equation to get
∂t[∂γ] + ∂[
1
4
∂3γ + 3u∂γ] + ∂y[
3
4
∂yγ] = 0 (3.18)
This removes all of the nonlocal terms and one doesn’t have to deal with ∂[(3/4)∂−1∂2yγ]
for example. Thus imagine a finite zone situation and write (γj ∼ ∇Iˆj)
Dj = ∂γj ; Fj = 1
4
∂3γj + 3u∂γj; Gj = 3
4
∂yγj (3.19)
so (3.18) ∼ ∂t[Dj ] + ∂[Fj ] + ∂y[Gj ] = 0. One linearizes around a fixed finite zone
solution u in the adjoint linear KP equation and puts this u into the Iˆj etc. Then
average in (3.18) over the θi variables as before to obtain
∂T < Dj > +∂X < Fj > +∂Y < Gj >= 0 (3.20)
Then modeled on KdV one expects the terms in (3.20) to be expressible in terms
of differentials but there is remarkably little information in this direction. First we
expect < ∂γj >= 0 and < ∂yγj >= 0 if e.g. ∂yγj =
∑
Yi(∂γj/∂θi) and ∂γj =∑
Xi(∂γj/∂θi) (see the analysis below). Then ∂X < Fj >= 0 ensues which is not
very thrilling (and this would be the situation indicated by (3.25) - (3.26) below).
Let us try then
∂t[γ] + ∂[
1
4
∂2γ + 3∂−1u∂γ] + ∂y[
3
4
∂y∂
−1γ] = 0 (3.21)
Here we expect < ∂2γ >= 0 =< ∂y∂
−1γ > so set L = 3∂−1(u∂γ) with Lj =
3∂−1(u∂γj) and deduce that
∂T < γ > +∂X < L >= 0; ∂T < γj > +∂X < Lj >= 0 (3.22)
Then one wants to express < γ > (resp. < γj >) and < L > (resp. < Lj >)
in terms of differentials (and since < γ >=< ψ∗ψ > one has some connection to
Section 3.4). However order of magnitude considerations (see below) suggest that
< ∂2γ >= 0 =< ∂y∂
−1γ > must be false - due to growth or whatever - and we take
< Lˆ >=< 1
4
∂2γ + 3∂−1(u0∂γ) > (3.23)
with Gˆ = (3/4)∂y∂−1γ. Then
∂T < γ > +∂X < Lˆ > +∂Y < Gˆ >= 0 (3.24)
which conceivably might be useful. These matters will be covered after we develop
another approach.
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3.6 Averaging with ψ∗ψ a` la Krichever
Let us therefore look at [66] but in the spirit of [42] (cf. also [43]) which is more
carefully done at times. We will expand upon this with some modifications in order
to obtain a visibly rigorous procedure. Thus consider KP in the form (3.1): 3σ2uyy+
∂x(4ut−6uux+uxxx) = 0 via compatibility [∂y−L, ∂t−A] = 0 where L = σ−1(∂2−u)
and A = ∂3− (3/2)u∂+w (σ2 = 1 is used in [42] which we follow for convenience but
the procedure should work in general with minor modifications - note ∂ means ∂x). We
have then (∂y−L)ψ = 0 with (∂t−A)ψ = 0 and for the adjoint or dual wave function
ψ∗ one writes in [66] ψ∗L = −∂yψ∗ with ψ∗A = ∂tψ∗ where ψ∗(f∂j) ≡ (−∂)j(ψ∗f).
The explicit formulas used in [66] (and [42]) are
ψ = epx+Ey+Ωt+
∑2g
1
σiζi · φ(Ux+ V y +Wt+ ζ, P ) (3.25)
ψ∗ = e−px−Ey−Ωt−
∑2g
1
σiζi · φ∗(−Ux − V y −Wt− ζ, P ) (3.26)
where σi = σi(P ), p = p(P ), E = E(P ), Ω = Ω(P ), etc. (see below for more detail).
We will assume these to be correct although this is not really obvious since the proof
in [66] is rather “heuristic” and the form is not immediately compatible with (2.1).
However the arguments to follow are essentially independent of this choice of notation.
Now one sees immediately that
(ψ∗L)ψ = ψ∗Lψ + ∂x(ψ
∗L1ψ) + ∂2x(ψ
∗L2ψ) + · · · (3.27)
where e.g. Lr = (−1)r/r!)(drL/d(∂)r. In particular
ψ∗xxψ = ψ
∗ψxx − 2∂(ψ∗ψx) + ∂2(ψ∗ψ) (3.28)
− ψ∗xxxψ = ψ∗ψxxx − ∂3(ψ∗ψ) + 3[∂2(ψ∗ψx)− ∂(ψ∗ψxx)] (3.29)
This means (L∗ = L, ψ∗A ∼ A∗ψ∗ = −∂3ψ∗ + (3/2)∂(ψ∗u) + wψ∗)
(ψ∗L)ψ = [(∂2 − u)ψ∗]ψ = ψ∗xxψ − uψ∗ψ = ψ∗Lψ − 2∂(ψ∗ψx) + ∂2(ψ∗ψ) (3.30)
which implies L1 = −2∂ and L2 = 1. Next
(ψ∗A)ψ = −ψ∗xxxψ +
3
2
(ψ∗xu+ ψ
∗ux)ψ + wψ
∗ψ = ψ∗(Aψ) + (3.31)
+∂[ψ∗(
3
2
u− 3∂2)ψ] + 3∂2(ψ∗ψx)− ∂3(ψ∗ψ)
so that A1 = −3∂2+(3/2)u, A2 = 3∂, and A3 = −1. We think of a general Riemann
surface Σg. Here one picks holomorphic differentials dωk as before and quasi-momenta,
quasi-energies, etc. via dp ∼ Ω1, dE ∼ Ω2, dΩ ∼ Ω3, · · · where λ ∼ k, p = ∫ PP0 Ω1,
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etc.), and use Uk1 ∼ Uk, Uk2 ∼ Vk, and Uk3 ∼ Wk (general Ωk ∼ Ωk are discussed at
various places in the text). Normalize the Ωk now so that ℜ ∫ai Ωk = 0 = ℜ ∫bj Ωk
and take then e.g. U ∼ (Uk1 ,−(1/2πi)
∫
am Ω1) (k,m = 1, · · · , g) so that U, V, W are
real 2g period vectors (this is essentially equivalent to previous normalizations, e.g.∫
am Ωk = 0). Then one has BA functions ψ(x, y, t, P ) as in (3.25) or (3.26). As before
we look for approximations as in (3.3) based on u0(xU + yV + tW |I) = uo(θj , Ik).
For averaging θj ∼ xUj + yVj + tWj + ζj, 1 ≤ j ≤ 2g, with period 2π in the θj
seems natural (but note θj , θg+j ∼ Uj , etc. - cf. (6.99)). Then again by ergodicity
< φ >x= limL→∞(1/2L)
∫ L
−L φdx becomes < φ >= (1/(2π)
2g
∫ · · · ∫ φd2gθ and one
notes that < ∂xφ >= 0 automatically for φ bounded. In [42] one thinks of φ(xU+ · · ·)
with φx =
∑
Ui(∂φ/∂θi) and
∫ · · · ∫ (∂φ/∂θi)d2gθ = 0.
Now for averaging we think of u0 ∼ u0(1ǫS|I) as in (3.3) with S, I ∼ S, I(X, Y, T ),
∂XS = U, ∂Y S = V, and ∂TS = W . We think of expanding about u0 with ∂x →
∂x + ǫ∂X . This step will cover both x and X dependence for subsequent averaging.
Then look at the compatibility condition (‡) : ∂tL − ∂yA + [L,A] = 0. As before
we will want the term of first order in ǫ upon writing e.g. L = L0 + ǫL1 + · · · and
A = A0 + ǫA1 + · · · where L0, A0 are to depend on the slow variables X, Y, T . As
indicated in [66] the term [L,A]→ {L,A} where {L,A} arises upon replacing ∂x be
∂x + ǫ∂X in all the differential expressions and taking the terms of first order in ǫ.
However the formula in [66] is unclear so we compute some factors explicitly. In fact,
according to [42], one can write now, to make the coefficient of ǫ vanish
∂tL1−∂yA1+[L0, A1]+[L1, A0]+F = 0; F = ∂TL−∂Y A+(L1∂XA−A1∂XL) (3.32)
Thus F is the first order term involving derivatives in the slow variables. To clarify this
let us write (∂ˆ ∼ ∂/∂X) Lǫ = (∂+ǫ∂ˆ)2−(u0+ǫu1+· · ·) = ∂2−u0+ǫ(2∂∂ˆ−u1)+O(ǫ2)
and Aǫ = (∂+ ǫ∂ˆ)
3− (3/2)(u0+ ǫu1+ · · ·) · (∂+ ǫ∂ˆ)+w0+ ǫw1+ · · · = ∂3− (3/2)u0∂+
w0+ǫ(3∂
2∂ˆ−(3/2)u1∂−(3/2)u0∂ˆ+w1)+O(ǫ2). Write then Aǫ = A0+Aˆ1ǫ+O(ǫ2) and
Lǫ = L0+ Lˆ1ǫ+O(ǫ
2) with Aˆ1 = 3∂
2∂ˆ− (3/2)u1∂− (3/2)u0∂ˆ+w1 and Lˆ1 = 2∂∂ˆ−u1.
Note that L1 = −2∂ 6= Lˆ1 and A1 = −3∂2 + (3/2)u0 6= Aˆ1 but we can write
Aˆ1 = −A1∂ˆ − (3/2)u1∂ + w1 = −A1∂ˆ + A1; (3.33)
Lˆ1 = −L1∂ˆ − u1 = −L1∂ˆ + L1
with L1 and A1 as in [42]. Then (‡) becomes
∂tL0−∂yA0+[L0, A0]+ǫ{∂tL1−∂yA1+∂TL−∂YA+[L0, Aˆ1]+[Lˆ1, A0]}+O(ǫ2) (3.34)
But for u0, w0 functions of the slow variables only, the ∂tL0, ∂yA0, [L0, A0] terms
vanish and we note that
[L0, Aˆ1] + [Lˆ1, A0] = [L0,−A1∂ˆ] + [−L1∂ˆ, A0] + [L0, A1] + [L1, A0] = (3.35)
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= [L0, A1] + [L1, A0] + A
1∂ˆL0 − L1∂ˆA0 − L0A1∂ˆ + A0L1∂ˆ
Then one notes that ∂XL0 ∼ ∂XL and ∂XA0 ∼ ∂XA (∂X ∼ ∂ˆ) so dropping the terms
in (3.35) with an inoperative ∂ˆ on the right we obtain (3.32). Next one writes, using
(3.27)
∂t(ψ
∗L1ψ)− ∂y(ψ∗A1ψ) = ψ∗{L1t − A1y + [L1, A] + [L,A1]}ψ = (3.36)
= ψ∗(∂tL1 − ∂yA1 + [L0, A1] + [L1, A0])ψ + ∂x(· · ·)
and via ergodicity in x, y, or t flows, averaging of derivatives in x, y, or t gives zero so
from (3.32) and (3.36) we obtain the Whitham equations in the form < ψ∗Fψ >= 0
(this represents the first order term in ǫ - the slow variables are present in L0, A0, ψ,
and ψ∗). In order to spell this out in [42] one imagines X, Y, T as a parameter ξ and
considers L(ξ), A(ξ), etc. (in their perturbed form) with
ψ(ξ) = ep(ξ)x+E(ξ)y+Ω(ξ)t+σ·ζ(ξ) · φ(U(ξ)x+ V (ξ)y +W (ξ)t+ ζ(ξ)|I(ξ)) (3.37)
where
∑2g
1 σiζi ∼ σ · ζ and ψ∗ = exp(−px−Ey−Ωt−σ · ζ)φ∗(−Ux−V y−Wt− ζ |I)
(no ξ variation - i.e. assume p, E,Ω, U, V,W, I fixed). We recall that one expects
λk = λk(X, Y, T ) etc. so the Riemann surface varies with ξ. Also recall that x, y, t
and X, Y, T can be considered as independent variables. Now as above, using (3.27),
we can write
∂t(ψ
∗ψ(ξ)) = ψ∗(A(ξ)− A)ψ(ξ)− ∂x(ψ∗A1ψ(ξ)) + ∂2x(· · ·) (3.38)
Note also from (3.37) for P and ζ(ξ) fixed (θ ∼ xU + yV + yW + ζ)
∂ξψ
∗ψ(ξ)|ξ=0 = (p˙x+ E˙y + Ω˙t)ψ∗ψ + (3.39)
+(U˙x+ V˙ y + W˙ t) · ψ∗∂θψ + I˙ · ψ∗∂Iψ
where f˙ ∼ ∂f/∂ξ. In [42] one assumes (without discussion) that it is also permitted
to vary ξ and hold e.g. the Ik constant while allowing say the P to vary. Now
differentiate the left side ∂t(ψ
∗ψ(ξ)) of (3.38) in ξ and use (3.39) to obtain
∂ξ[∂t(ψ
∗ψ(ξ))]|ξ=0 = Ω˙ψ∗ψ + W˙ · ψ∗ψθ + (3.40)
+{(p˙x+ E˙y + Ω˙t)∂t(ψ∗ψ) + (U˙x+ V˙ y + W˙ t) · ∂t(φ∗φθ) + I˙ · ∂t(φ∗φI)}
Fixing x, y, t and averaging (3.40) in the θ variables yields
< ∂ξ[∂t(ψ
∗ψ(ξ))]|ξ=0 >= Ω˙ < ψ∗ψ > +W˙ < ψ∗ψθ > (3.41)
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Next one differentiates the right side of (3.38) in ξ, averages, and equates to (3.41)
to obtain
(3.41) =< ψ∗A˙ψ > − < ∂ξ[∂x(ψ∗A1ψ(ξ))]|ξ=0 >= (3.42)
< ψ∗A˙ψ > −p˙ < ψ∗A1ψ > −U˙ · < ψ∗A1ψθ >
We note here as in (3.39) - (3.40) (the result is unaltered if one disregards ξ dependence
in A1, as well as A1 action on the isolated x term, and assumes I fixed, since only
more terms ∂x(· · ·) would occur whose average vanishes)
∂x∂ξ(ψ
∗A1ψ)|ξ=0 = ∂x[ψ∗A1(p˙x+ E˙y + Ω˙t)ψ + (3.43)
+ψ∗A1(U˙x+ V˙ y + W˙ t) · ψθ] = p˙ψ∗A1ψ + U˙ · ψ∗A1ψθ+
+(p˙x+ E˙y + Ω˙y)∂x(ψ
∗A1ψ) + (U˙x+ V˙ y + W˙ t) · ∂x(ψ∗A1ψθ)
and (3.42) follows. Rewriting (3.42) with ξ ∼ Y we obtain (note ψ∗ψθ = φ∗φθ)
− < ψ∗∂YAψ >= −∂YΩ < ψ∗ψ > −∂YW < φ∗φθ > − (3.44)
−∂Y p < ψ∗A1ψ > −∂Y U · < ψ∗A1ψθ >
Similarly one uses (cf. (3.38))
∂y(ψ
∗ψ(ξ)) = ψ∗(L(ξ)− L)ψ(ξ)− ∂x(ψ∗L1ψ(ξ)) + ∂2x(· · ·) (3.45)
with ξ ∼ T to get
< ψ∗∂TLψ >= ∂TE < ψ
∗ψ > +∂TV · < φ∗φθ > + (3.46)
+∂T p < ψ
∗L1ψ > +∂TU · < ψ∗L1ψθ >
Finally note that
∂y(ψ
∗A1ψ(ξ))− ∂t(ψ∗L1ψ(ξ)) = (3.47)
= ψ∗[L1(A(ξ)−A)−A1(L(ξ)− L)]ψ(ξ) + ∂x(· · ·)
Using this with ξ ∼ X one gets then as above
< ψ∗(L1∂XA− A1∂XL)ψ >= ∂XΩ < ψ∗L1ψ > −∂XE < ψ∗A1ψ > +
+ ∂XW · < ψ∗L1ψθ > −∂XV · < ψ∗A1ψθ > (3.48)
We recall that ∂XS = U, ∂Y S = V, and ∂TS =W so there are compatibility relations
∂Y U = ∂XV ; ∂TU = ∂XW ; ∂TV = ∂YW (3.49)
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Now add up (3.44) and (3.46), and subtract (3.48) to get
< ψ∗[∂TL− ∂YA + L1∂XA−A1∂XL]ψ >=< ψ∗Fψ >= 0 = (3.50)
= (∂TE − ∂Y Ω) < ψ∗ψ > +(∂Tp− ∂XΩ) < ψ∗L1ψ > +(∂XE − ∂Y p) < ψ∗A1ψ >
We observe that if one lets the point P on Σ vary with ξ, while holding θk and Ij
fixed, then
∂ξ(ψ
∗ψ(ξ))|ξ=0 = (xdp+ ydE + tdΩ)φ∗φ (3.51)
which, together with (3.38) and (3.45), yields e.g.
dΩ < φ∗φ >= −dp < ψ∗A1ψ >; dE < φ∗φ >= −dp < ψ∗L1ψ > (3.52)
(cf. (3.42) - (3.43)). It follows then from (3.50) and (3.52) that
0 = (ΩY − ET )dp+ (pT − ΩX)dE + (EX − pY )dΩ (3.53)
Thus one arrives at a version of the Whitham equations in the form
pT = ΩX ; pY = EX ; ET = ΩY (3.54)
where the last equation establishes compatibility of the first two via pTY − pY T =
ΩXY −EXT = ∂X(ΩY −ET ) = 0. We feel that this derivation from [42] is important
since it again exhibits again the role of square eigenfunctions (now in the form ψ∗ψ)
in dealing with averaging processes. In view of the geometrical nature of such square
eigenfunctions (cf. [11, 13] for example) one might look for underlying geometrical
objects related to the results of averaging (cf. here [14]). Another (new) direction
we will discuss later involves the Cauchy kernels expressed via ψ∗ψ and their disper-
sionless limits (cf. [15, 49, 50, 51, 91]). Connections to Section 3.5 are also discussed
later.
3.7 Relations to moduli spaces
Now following [68, 74] let MgN be the moduli space of smooth algebraic curves
Γg of genus g with local coordinates k
−1
α (P ) in the neighborhoods of N punctures
Pα (k
−1
α (Pα) = 0) so MgN ∼ {Γg, Pα, k−1α , α = 1, · · · , N} (see Section 7.3 for a
discussion in the context of LG theory and Hurwitz spaces of the moduli spaceMgN 6=
MgN). First look at g = 0 (Γ0 ∼ P1) and for simplicity take N = 1, (P1 ∼ ∞) with
k1(P ) = P +
∑∞
1 vsP
−s, so M0,1 ∼ {vs, s = 1, · · ·}. Set A = {Ai = (1, i)} and define
meromorphic functions
Ωi(P ) = Ω1,i(P ) =
i∑
1
w1,i,sP
s = ki1(P ) +O(k
−1
1 ) (3.55)
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(P ∼ point or local coordinate here in a flagrant abuse of notation - see below).
If we keep g = 0 but allow more punctures with kα(P ) =
∑∞
−1 vα,s(P − Pα)s then
one defines A = {A = (α, i), α = 1, · · · , N, i = 1, 2, · · · ; for i = 0, α 6= 1} and
M0,N = {Pα, vα,s} with meromorphic functions (Ω1,i as in (3.55))
Ωα,i(P ) =
i∑
−1
wα,i,s(P − Pα)−s = kiα(P ) +O(1); Ωα,i(∞) = 0 (α 6= 1) (3.56)
One can write then in fact
Ωα,i(P ) =
1
2πi
∮
Cα
kiα(zα)dzα
P − zα ; Ωα,0(P ) = −log(P − Pα) (α 6= 1) (3.57)
where Cα is a small cycle around Pα.
More generally forMgN one thinks of meromorphic differentials dΩA on Γg of two
types: (A) dΩα,i is holomorphic outside Pα with dΩα,i = d(k
i
α+O(k
−1
α )) near Pα and
(B) Ωα,0 (α 6= 1) is a differential with simple poles at P1 and Pα having residues ±1
respectively so that
dΩα,0 = dkα(k
−1
α +O(k
−1
α )) = −dk1(k−11 +O(k−11 )) (3.58)
Here Ωα,i(P ) =
∫ P dΩα,i and for simplification of formulas later one complexifies
the Whitham hierarchy leading to the moduli space M∗gN = {Γg, Pα, k−1α , ai, bi ∈
H1(Γg,Z)} where ai, bi are a canonical homology basis. Then one normalizes the
ΩA via
∮
ai
dΩA = 0 and sets p(P ) = Ω1,1(P ) =
∫ P dΩ1,1. If one works on MgN
the normalization must be changed to ℑ ∮c dΩA = 0 for c ∈ H1(Γg,Z). Now the
multivalued function p(P ) can be used as a coordinate everywhere on Γg except
at points Πs where dp(Πs) = 0. One can accordingly change P to p in formulas
such as (3.55) - (3.57) and we will do this without additional fuss. Thus a full
system of local coordinates on M∗gN is given by {pα = p(Pα), vα,s, α = 1, · · · , N, s =
−1, 0, 1, · · · ; πs = p(Πs), s = 1, · · · , 2g, Upi =
∮
bi
dp, i = 1, · · · , g}. The associated
compatible system of evolution equations will be
∂Akα(p, T ) = {kα(p, T ),ΩA(p, T )} (3.59)
∂AU
p
i = ∂XU
A
i (U
A
i =
∮
bi
dΩA); ∂Aπs = ∂Ap(Πs) = ∂XΩA(Πs) (3.60)
and we will say more about this below.
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3.8 Zero curvature equations
Now we have seen in Section 3.4 and in Section 3.6 how differentials of the form
dp ∼ Ω1, dE ∼ Ω2, dΩ ∼ Ω3 arise in Whitham equations such as (3.54) (or (3.17)).
Evidently further variables Ti could be appended with say Ti ∼ Ωi ∼ ki1 (and one
expects Ωα,i will be associated to some Tα,i as indicated in (3.59) - (3.60) - all of
the relevant times are discussed below and the context of Hurwitz spaces is spelled
out following [31]). In any event one can expect to have a family of differentials
ΩA (A ∼ (α, i) for example), such that ∂AΩB = ∂BΩA when the ΩA are expressed in
suitable variables. In connection with equations such as (3.59) - (3.60) (and (3.17),
(3.54)) we make some observations on the possible forms of Whitham equations. In
dealing with dispersionless KP (= dKP) for example there are two natural algebraic
forms which emerge (cf. [6, 15, 68, 74, 97]) which will be displayed below; further
there are various geometrical developments in connection with Frobenius manifolds
etc. a` la [31, 32]. A (zero curvature) form which arises in this way is
∂AΩB − ∂BΩA + {ΩA,ΩB} = 0; {f, g} = fXgp − fpgX (3.61)
where p ∼ ΩA0 (TA0 ∼ X, A0 ∼ (1, 1), p = Ω1,1(P ) =
∫ P dΩ1,1). We note that {f, g}
here is {g, f} in [16, 97]. Such equations (3.61) can be regarded as compatibility
equations for
∂AE = {E,ΩA} (3.62)
where E is an arbitrary function of (p, T ) (easy exercise, using the Jacobi iden-
tity). When ∂pE 6= 0 one can write p = p(E, T ) and ∂Af(p, T ) = ∂AF (E, T ) +
(∂F/∂E)∂AE (F (E, T ) = f(p, T )). Then for such an E (3.61) becomes
∂AΩB(E, T ) = ∂BΩA(E, T ) (3.63)
Indeed we note that (Ω′A ∼ (∂ΩA/∂E), E ′ ∼ (∂E/∂p))
(3.61) = ∂AΩB + Ω
′
BEA − ∂BΩA − Ω′AEB + (∂XΩA + Ω′AEX)Ω′BE ′ − (3.64)
−Ω′AE ′(∂XΩB + Ω′BEX) = ∂AΩB − ∂BΩA+
+Ω′B(EA + E
′∂XΩA)− Ω′A(EB + E ′∂XΩB) = 0
But (3.62) implies for example that EA = EX∂pΩA(p, T )−E ′∂XΩA(p, T ) = EXΩ′AE ′−
E ′(∂XΩA(E, T ) + Ω
′
AEX) = −E ′∂XΩA ⇒ EA + E ′∂XΩA(E, T ) = 0. Similarly EB +
E ′∂XΩB(E, T ) = 0 and (3.64) implies (3.63). From this point, in coordinates E, T we
can introduce a “potential” S(E, T ) via (***) ΩA(E, T ) = ∂AS(E, T ) (S ∼ ∑ΩATA)
and write for Q = ∂S/∂E (δ ∼ full exterior derivative)
ω = δS(E, T )−QdE = ∂ESdE +
∑
∂ASdTA −QdE =
∑
ΩAdTA (3.65)
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We note also that p = ∂S/∂X = ΩA0 . It follows that δω =
∑
δΩA∧dTA formally and
from (3.65) one obtains δω = dE ∧ δQ ∼ δE ∧ δQ. This indicates a very special role
for E and Q = ∂S/∂E in the theory and this will be developed in a general way for
dKP later following [16, 97]. In fact, by writing out δω (with Ω1,1 = p), one will now
have a “classical” string equation {Q,E} = 1 when Q,E are considered as functions
of p,X (also then ∂AQ = {Q,ΩA}).
3.9 Times
It is appropriate here to make a few comments about times TA in a general sense (cf.
here [6, 15, 17, 31]. Thus we will often have situations where say
λ = p +
∞∑
1
anp
−n; p = λ+
∞∑
1
pmλ
−m (3.66)
describe inverse functions. Often this arises in polynomial Landau- Ginzburg (LG)
situations where e.g. pn+1+α1p
n−1+· · ·+αn ∼ λn+1 and one thinks of Puiseaux series
etc. but (3.66) can be more general. Then one notes that dp = dλ(1−∑∞1 mpmλ−m−1)
so
pm = − 1
m
Resp=∞λ
mdp = − 1
m
Resλ=∞λ
m dp
dλ
dλ (3.67)
These coefficients pm will turn out to be universal time coordinates in a sense to be
indicated below. •
Let us consider now some examples from [68, 74] before bringing in the dKP back-
ground. Thus one defines algebraic orbits of the Whitham hierarchy to be solutions
ΩA say obtained via a global solution of (3.62). For genus zero global means E is a
meromorphic solution of (3.62) such that {E(p, T ), kα(p, T )} = 0.
3.10 Lax reduction, N = 1, g = 0
Let P1 ∼ ∞ with local parameter k1(p) = k(p) = p +∑∞1 vsp−s (recall p ∼ P here).
Suppose some power kn(p) ∼ λn is a polynomial
E = kn(p) = pn + un−2p
n−2 + · · ·+ u0 (3.68)
We think here of k(p, T ), E(p, T ), etc. and it is convenient to take E =
∏n
1 (p − pk)
with distinct real roots pk leading to an n-sheeted Riemann surface ΣE of genus
0 associated with E (cf. Sections 4,5 and [15, 46]). This means that the vs are
(polynomial) functions of the ui. The dispersionless Lax equations corresponding to
this example will be, as in (3.62)
∂iE(p, T ) = {E(p, T ),Ωi(p, T )}; Ωi(p, T ) = [E in (p, T )]+ (3.69)
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(see also Section 4 for a more thorough development). We note here that from
∂ip(E) = ∂XΩi(E) as in (3.63) and (3.69) there results (using ∂XΩi(p) = ∂XΩi(E) +
∂EΩi(E)EX and ∂pΩi(p) = ∂EΩi(E)E
′)
∂iE = EX∂pΩi − E ′(∂XΩi(E) + ∂EΩi(E)EX) = −E ′∂ip(E) (3.70)
Such an equation is also used in [74, 75] but it’s origin there is not clear (whereas
here just its meaning is unclear - a shift X → −X seems indicated). One defines now
a generating function
S =
∞∑
1
TiΩi =
∞∑
1
Tik
i +O(k−1); Ωi = k
i
+ (3.71)
Let qs satisfy (dE/dp)(qs) = 0 (i.e. (dE/dp) = np
n−1 + (n − 2)un−2pn−3 + · · · +
u1 =
∏n
1 (p − qs); qn = −
∑n−1
1 qs) and consider qs, u0 as a new set of independent
coordinates. Now let the uj and Ti be related via (dS/dp)(qs) = 0 (this is a stipulation
which determines a dependence of the uj and Ti, leading to uj = uj(Ti)). Then one
shows that ∂iS(E, T ) = Ωi(E, T ) (the argument in [74, 75] is however somewhat
curious and matters will be clarified in Section 4). We note also in passing from
(3.69), namely ∂iE = ∂XE∂pΩi − ∂pE∂XΩi, that at qs one has
∂iE(qs, T ) = EX∂pΩi(qs, T ) (3.72)
and this (Riemann invariant) form of (3.69) will be important later in topological
field theory (cf. [6]). Another point of view (related to Section 3.9) involves looking
at any formal series Q(p) =
∑∞
1 bjp
j and defining “times” via
Tˆi =
1
i
Resp=∞k
−i(p)Q(p)dE(p) (3.73)
Thus for Q ∼ (dS/dE) one has
Tˆi =
1
i
Resk=∞k
−idS =
1
i
Resk=∞
∞∑
1
jTjk
j−i−1 = Ti (3.74)
Variations of this approach will appear in Section 4. It is clear however that one can
use (3.73) to define times Tˆi and as indicated in (3.74) Q ∼ dS/dE yields Tˆi = Ti.
This leads to the more general picture below. •
Take now the general situation with a “big phase space” as the moduli space
Ng = {Γg, dQ, dE, Pα, nα, k−1α , ai, bi ∈ H1(Γg)} where dE is a fixed normalized
meromorphic differential having poles of orders nα + 1 at Pα and dQ is a fixed nor-
malized differential holomorphic outside of the punctures. Here E will have the form
E = pn + un−2p
n−2 + · · ·+ u0 +
N∑
α=2
nα∑
1
να,s(p− pα)−s (3.75)
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Generally in the Hurwitz space context E determines the ramification (cf. Section
5.3). One also takes knαα (p) = E(p) and dS = QdE. Then times are defined via
Tα,i =
1
i
ResPα(k
−i
α (p)Q(p)dE(p)), (i > 0); Tα,0 = ResPαQdE (3.76)
and the formulas (i = 1, · · · , g)
Th,i =
∮
ai
dS; TQ,i = −
∮
bi
dE; TE,i =
∮
bi
dQ (3.77)
Now one associates differentials to the time variables TA. One should have as in (3.55)
- (3.56), ΩA corresponding to TA with
∮
ai
dΩA = 0, to which one adds holomorphic
differentials dΩh,k normalized via ∮
ai
dΩh,k = δik (3.78)
to give the correct number of TA (cf. [32, 74]). The differentials dΩE,i and dΩQ,i are
holomorphic on Γg except for the aj cycles where they have jumps
dΩ+E,i − dΩ−E,i = δijdE; dΩ+Q,i − dΩ−Q,i = δijdQ (3.79)
The normalization conditions are∮
ai
dΩE,j =
∮
ai
dΩQ,j = 0 (3.80)
Let then Dg ⊂ Ng be the subset of the big phase space where dE, dQ have no common
zeros on Γg. Then the system of times TA above defines a system of coordinates on
Dg and the corresponding dependence of Γg(T ) and dE(T ) on T represents a solution
of the universal Whitham hierarchy on M∗gN . This is equivalent to saying that the
Whitham hierarchy can be considered as a way to define the special coordinate system
on the moduli space of curves with punctures and jets of local coordinates in the
neighborhoods of the punctures. The nα jets are the equivalence classes of coordinates
where k′α(P ) ≡ kα(P ) means k′α(P ) = kα(P ) +O(kα(P )−nα−1).
3.11 The tau function
We will make various remarks about the tau function here in the moduli space context
and refer to Section 4 for other points of view. Generally the tau function of e.g.
KP theory does not itself tend to a limit in dKP, but writing (in a WKB spirit)
τ = exp[(1/ǫ2)F (T )] one can invoke limiting procedures and F (T ) = logτdKP is the
quantity of interest in the dispersionless theory (cf. [6, 9, 15, 16, 18, 97] for discussion).
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We follow here mainly [68, 74, 75] (cf. also [31, 32]). For genus zero and general E
one can express solutions of (3.62) implicitly via
dS
dp
(qs, T ) = 0; S(p, T ) =
∑
A
(TA − T 0A)ΩA(p, T ) (3.81)
where (dE/dp)(qs) = 0 and for B ∼ (β, i), ∂BS(p, T ) = ΩB(p, T ). One defines then
F =
1
2
N∑
1
(Resα[
∞∑
i=1
T˜α,ik
i
αdS(p, T )] + T˜α,0sα(T )) (3.82)
where T˜α,i ∼ Tα,i − T 0α,i and sα is defined via
S(p, T ) =
N∑
1
(
∞∑
i=1
T˜α,ik
i
α + Tα,0log kα + sα) +O(k
−1) (3.83)
(T1,0 = −∑N2 Tα,0). One makes cuts now connecting P1 ∼ ∞ with the Pα and chooses
a branch of S(p, T ). Then
sα =
1
2πi
∮
σα
log(p− pα)dS (3.84)
where σα is a contour surrounding the corresponding cut (we will be somewhat cav-
alier about interchanging pα and Pα). The function S has jumps on the cuts and is
holomorphic outside of the cuts and punctures. One can also write (3.82) in the form
F =
∫
d¯S ∧ dS (3.85)
which will be clarified as we go along (many details are missing in this first sketch a`
la Krichever).
Now note from (3.82) for A = (α, i > 0)
2∂AF = Resα(k
i
αdS) +
N∑
1
(
∞∑
j=1
Resβ(T˜β,ik
j
βdΩA) + T˜β,0ΩA(pβ)) (3.86)
where ∂Asβ = ΩA(pβ). Now
∑N
1 Resα(ΩAdΩB) = 0 implies that Resβ(k
j
βdΩα,i) =
Resα(k
i
αdΩβ,j) for j > 0. Further one obtains ΩA(pβ) = Resβ(ΩAd log(p − pβ)) =
Resα(k
i
αdΩβ,0). Putting these equations into (3.86) yields
∂α,iF (T ) = Res(k
i
αdS(p, T )) (i > 0) (3.87)
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and similarly one obtains (♠) ∂α,0F (T ) = sα. Hence the expansion of S(p, T ) at Pα
has the form
S =
N∑
1
(
∞∑
i=1
T˜α,ik
i
α + T˜α,0log kα + ∂α,0F +
∞∑
1
1
j
∂α,jF k
−j
α ) (3.88)
which implies
∂2A,BF = Resα(k
i
αdΩB) (A = (α, i > 0)); (3.89)
∂α,0∂β,0F = log(pα − pβ)
Next, from (3.87) and (♠), (3.82) becomes 2F = ∑ T˜A∂AF from which 2FB =∑
T˜AFAB + FB and hence we have
2F =
∑
T˜BFB =
∑∑
T˜AT˜BFAB (3.90)
The quantities FAB will play the role of two point (correlation) functions in TFT
and are in many respects the fundamental objects of the theory (see especially
[6, 15, 16, 18, 31, 32, 97])
We look next at genus g and Ng etc. as above. Then the moduli space Ng is foli-
ated via leaves determined by the periods of dE, namely Vk =
∮
bk
dE (corresponding
to −TQ,k in (3.77)). The discussion in [68, 75] is customarily mysterious here but
we write down the following formulas involving F (clarification is needed). Thus one
takes
F = F0 +
1
4πi
g∑
1
∮
a−
k
TE,kEdS −
∮
bk
Th,kdS + Th,kTE,kEk (3.91)
where F0 is given by (3.82) with T˜α,i replaced by Tα,i. The first integral in (3.91) is
taken over the left side of the ak cycle and Ek = E(Pk) where Pk is the intersection
point of the ak and bk cycles; the last term with Ek apparently makes F dependent
only on the homology class of cycles. A picture can be contrived of course but more
detail would be helpful here. For this F it is claimed that (3.87) and (♠) hold along
with
∂h,kF =
1
2πi
[TE,kEk −
∮
bk
dS]; (3.92)
∂E,kF =
1
2πi
∮
ak
EdS; ∂Q,kF =
1
4πi
[
∮
ak
QdS − 2TE,kTh,k]
Additional derivatives are given by
∂2(h,k),AF =
1
2πi
[Ekδ(E,k),A +Qkδ(Q,k),A −
∮
bk
dΩA]; (3.93)
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∂2(E,k),AF =
1
2πi
∮
ak
EdΩA; ∂
2
(Q,k),AF =
1
2πi
[
∮
ak
QdΩA − ∂A(TE,kTh,k)]
Further one obtains from (3.93) the b-period matrix of normalized holomorphic dif-
ferentials on Γg via
∂2(h,i),(h,j)F = −
∮
bi
dΩh,j (3.94)
(cf. also [33]).
3.12 Landau-Ginzburg (LG) theory
Let us go now to a Landau-Ginzburg (LG) situation with polynomial E(p) as in
(3.68). Thus work with N = 1, g = 0, and S+m(p, T1, · · · , Tm) =
∑m
1 TiΩi(p), Ωi =
E
i/n
+ , E = k
n = pn + · · ·+ u0, and think of dS = QdE = QE ′dp or dS/dE = Q (cf.
(3.74), etc.). For m = n+1 one will have a situation (cf. [75]) ∂pS
+
m = (b1p+ b0)E
′ or
∂ES
+
n+1 = b1p + b0 and one chooses b1 = 1/n, b0 = 0 for the standard An−1 type LG
theory (Bn+1 = p/n in [75] - note also ∂pS
+
m = 0 when E
′ = 0 as desired in (3.72) etc.
and see here also Sections 4 and 5). The LG theory here involves a superpotential
W and a ring of primary chiral fields φi isomorphic to R = C[p]/{W ′(p) = 0} where
nW (p, T0, · · · , Tn−2) ∼ E(p, T0, T1/2, · · · , Tn−2/(n − 1), 1/(n + 1)). Note the zeros of
W ′ correspond to zeros qs of E
′ so we are in the context of (3.72). With a change of
variables Ti → Ti−1/i then one asks for
φi =
1
i+ 1
∂p(nW )
i+1
n =
1
i+ 1
∂pΩi+1 = ±∂iW = ± 1
i+ 1
∂i+1E (3.95)
This is consistent with (3.72) again provided EX = ±1 (which is OK at least in certain
prototypical situations - cf. [6, 17, 24]) and indicates how the qs arise intrinsically,
since the ring R, as well as the time variables, are developed around the qs. Note
however that E(qs, T ) ∼ Riemann invariants and EX is a natural creature in the
Whitham equations (cf. (3.72) and (6.4)). In [24] one obtains a formula (cf. also
[17])
∂iF = Res∞(
(nW )
n+i+1
n
(i+ 1)(n+ i+ 1)
dp) (3.96)
and from this it can be shown that
F = −1
2
Res∞(S
−
n+1dS
+
n+1) (3.97)
where kn = nW and Sn+1 = (k
n+1/(n+1))+
∑n−2
0 (Tj/(j+1))k
j+1. After the change
of variables Tj → (Tj−1/j), S+n+1 agrees with the S+n+1 discussed at the beginning of
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Remark 3.7. Now from ∂ES
+
n+1(k) = p/n one can write (3.96) as
∂iF = Res∞(
kn+i+1
(i+ 1)(n+ i+ 1)
nd
dS+n+1
dkn
) = (3.98)
= −Res∞( k
i+1
i+ 1
dES
+
n+1) = −Res∞(
ki+1−
i+ 1
dES
+
n+1)
(note d(fg) = (df)g + fdg and Res d(fg) = 0). Let the right side of (3.98) be
called F1 and compute ∂iF1 as follows. Using k(p) as local parameter one knows that
∂iS
+
n+1(k) = k
i+1
+ /(i + 1) = Ωi/(i + 1) (since S
+
n+1 =
∑n+1
1 TiΩi and Ti → (Ti−1/i,
etc.). Hence ∂iSn+1 = k
i+1/(i+ 1) is natural with ∂iS
−
n+1 = k
i+1
− /(i+ 1). This gives
∂iF1 = − 1
2(i+ 1)
Res(ki+1− dS
+
n+1 − ki+1+ dS−n+1) (3.99)
But 0 = Res(ki+1dSn+1) since dESn+1 = dknSn+1 = (1/n)k
−n+1dkSn+1 ⇒ ki+1dESn+1 =
(1/n)ki−n+2dkSn+1 = d(
∑
αmk
m) and hence 0 = Res(ki+1+ dS
−
n+1 + k
i+1
− dS
+
n+1). This
gives then ∂iF1 = ∂iF from (3.98) and one will conclude that F = F1.
4 CLASSICAL KP AND dKP
We follow here [15] (cf. also [22, 62, 97]) and begin with two pseudodifferential
operators (∂ = ∂/∂x),
L = ∂ +
∞∑
1
un+1∂
−n; W = 1 +
∞∑
1
wn∂
−n , (4.1)
called the Lax operator and gauge operator respectively, where the generalized Leib-
nitz rule with ∂−1∂ = ∂∂−1 = 1 applies
∂if =
∞∑
j=0
(
i
j
)
(∂jf)∂i−j (4.2)
for any i ∈ Z, and L = W∂W−1. The KP hierarchy then is determined by the Lax
equations (∂n = ∂/∂tn),
∂nL = [Bn, L] = BnL− LBn , (4.3)
where Bn = L
n
+ is the differential part of L
n = Ln++L
n
− =
∑∞
0 ℓ
n
i ∂
i+
∑−1
−∞ ℓ
n
i ∂
i. One
can also express this via the Sato equation,
∂nW W
−1 = −Ln− (4.4)
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which is particularly well adapted to the dKP theory. Now define the wave function
via
ψ =W eξ = w(t, λ)eξ; ξ =
∞∑
1
tnλ
n; w(t, λ) = 1 +
∞∑
1
wn(t)λ
−n , (4.5)
where t1 = x. There is also an adjoint wave function ψ
∗ = W ∗−1 exp(−ξ) =
w∗(t, λ) exp(−ξ), w∗(t, λ) = 1 +∑∞1 w∗i (t)λ−i, and one has equations
Lψ = λψ; ∂nψ = Bnψ; L
∗ψ∗ = λψ∗; ∂nψ
∗ = −B∗nψ∗ . (4.6)
Note that the KP hierarchy (4.3) is then given by the compatibility conditions among
these equations, treating λ as a constant. Next one has the fundamental tau function
τ(t) and vertex operators X, X∗ satisfying
ψ(t, λ) =
X(λ)τ(t)
τ(t)
=
eξG−(λ)τ(t)
τ(t)
=
eξτ(t− [λ−1])
τ(t)
; (4.7)
ψ∗(t, λ) =
X∗(λ)τ(t)
τ(t)
=
e−ξG+(λ)τ(t)
τ(t)
=
e−ξτ(t + [λ−1])
τ(t)
where G±(λ) = exp(±ξ(∂˜, λ−1)) with ∂˜ = (∂1, (1/2)∂2, (1/3)∂3, · · ·) and t ± [λ−1] =
(t1 ± λ−1, t2 ± (1/2)λ−2, · · ·). One writes also
eξ = exp
(
∞∑
1
tnλ
n
)
=
∞∑
0
χj(t1, t2, · · · , tj)λj (4.8)
where the χj are the elementary Schur polynomials, which arise in many important
formulas (cf. below).
We mention now the famous bilinear identity which generates the entire KP hier-
archy. This has the form ∮
∞
ψ(t, λ)ψ∗(t′, λ)dλ = 0 (4.9)
where
∮
∞(·)dλ is the residue integral about ∞, which we also denote Resλ[(·)dλ].
Using (4.7) this can also be written in terms of tau functions as∮
∞
τ(t− [λ−1])τ(t′ + [λ−1])eξ(t,λ)−ξ(t′,λ)dλ = 0 (4.10)
This leads to the characterization of the tau function in bilinear form expressed via
(t→ t− y, t′ → t+ y)(
∞∑
0
χn(−2y)χn+1(∂˜)e
∑∞
1
yi∂i
)
τ · τ = 0 (4.11)
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where ∂mj a · b = (∂m/∂smj )a(tj + sj)b(tj − sj)|s=0 and ∂˜ = (∂1, (1/2)∂2, (1/3)∂3, · · ·).
In particular, we have from the coefficients of yn in (4.11),
∂1∂nτ · τ = 2χn+1(∂˜)τ · τ (4.12)
which are called the Hirota bilinear equations. One has also the Fay identity via (cf.
[2, 15] - c.p. means cyclic permutations)
∑
c.p.
(s0 − s1)(s2 − s3)τ(t+ [s0] + [s1])τ(t+ [s2] + [s3]) = 0 (4.13)
which can be derived from the bilinear identity (4.10). Differentiating this in s0, then
setting s0 = s3 = 0, then dividing by s1s2, and finally shifting t → t − [s2], leads to
the differential Fay identity,
τ(t)∂τ(t + [s1]− [s2])− τ(t + [s1]− [s2])∂τ(t)
= (s−11 − s−12 ) [τ(t + [s1]− [s2])τ(t)− τ(t + [s1])τ(t− [s2])] (4.14)
The Hirota equations (4.12) can be also derived from (4.14) by taking the limit
s1 → s2. The identity (4.14) will play an important role later.
Now for the dispersionless theory (dKP) one can think of fast and slow variables,
etc., or averaging procedures, but simply one takes tn → ǫtn = Tn (t1 = x→ ǫx = X)
in the KP equation ut = (1/4)uxxx + 3uux + (3/4)∂
−1uyy, (y = t2, t = t3), with
∂n → ǫ∂/∂Tn and u(tn) → U(Tn) to obtain ∂TU = 3UUX + (3/4)∂−1UY Y when
ǫ → 0 (∂ = ∂/∂X now). Thus the dispersion term uxxx is removed. In terms of
hierarchies we write
Lǫ = ǫ∂ +
∞∑
1
un+1(T/ǫ)(ǫ∂)
−n (4.15)
and think of un(T/ǫ) = Un(T )+O(ǫ), etc. One takes then a WKB form for the wave
function with the action S
ψ = exp
[
1
ǫ
S(T, λ)
]
(4.16)
Replacing now ∂n by ǫ∂n, where ∂n = ∂/∂Tn now, we define P = ∂S = SX . Then
ǫi∂iψ → P iψ as ǫ→ 0 and the equation Lψ = λψ becomes
λ = P +
∞∑
1
Un+1P
−n; P = λ−
∞∑
1
Pi+1λ
−i (4.17)
where the second equation is simply the inversion of the first. We also note from
∂nψ = Bnψ =
∑n
0 bnm(ǫ∂)
mψ that one obtains ∂nS = Bn(P ) = λn+ where the subscript
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(+) refers now to powers of P (note ǫ∂nψ/ψ → ∂nS). Thus Bn = Ln+ → Bn(P ) =
λn+ =
∑n
0 bnmP
m and the KP hierarchy goes to
∂nP = ∂Bn (4.18)
which is the dKP hierarchy (note ∂nS = Bn ⇒ ∂nP = ∂Bn). The action S in (3.13)
can be computed from (3.5) in the limit ǫ→ 0 as
S =
∞∑
1
Tnλ
n −
∞∑
1
∂mF
m
λ−m (4.19)
where the function F = F (T ) (free energy) is defined by
τ = exp
[
1
ǫ2
F (T )
]
(4.20)
The formula (4.19) then solves the dKP hierarchy (4.18), i.e. P = B1 = ∂S and
Bn = ∂nS = λn −
∞∑
1
Fnm
m
λ−m (4.21)
where Fnm = ∂n∂mF which play an important role in the theory of dKP.
Now following [97] one writes the differential Fay identity (4.14) with ǫ∂n replacing
∂n, looks at logarithms, and passes ǫ→ 0 (using (4.20)). Then only the second order
derivatives survive, and one gets the dispersionless differential Fay identity
∞∑
m,n=1
µ−mλ−n
Fmn
mn
= log
(
1−
∞∑
1
µ−n − λ−n
µ− λ
F1n
n
)
(4.22)
Although (4.22) only uses a subset of the Plu¨cker relations defining the KP hierarchy
it was shown in [97] that this subset is sufficient to determine KP; hence (4.22)
characterizes the function F for dKP. Following [15, 18], we now derive a dispersionless
limit of the Hirota bilinear equations (4.12), which we call the dispersionless Hirota
equations. We first note from (4.19) and (4.17) that F1n = nPn+1 so
∞∑
1
λ−n
F1n
n
=
∞∑
1
Pn+1λ
−n = λ− P (λ) (4.23)
Consequently the right side of (4.22) becomes log[P (µ)−P (λ)
µ−λ
] and for µ → λ with
P˙ = ∂λP we have
log P˙ (λ) =
∞∑
m,n=1
λ−m−n
Fmn
mn
=
∞∑
j=1

 ∑
n+m=j
Fmn
mn

λ−j (4.24)
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Then using the elementary Schur polynomial defined in (4.8) and (4.17), we obtain
P˙ (λ) =
∞∑
0
χj(Z2, · · · , Zj)λ−j = 1 +
∞∑
1
F1jλ
−j−1;
Zi =
∑
m+n=i
Fmn
mn
(Z1 = 0) (4.25)
Thus we obtain the dispersionless Hirota equations,
F1j = χj+1(Z1 = 0, Z2, · · · , Zj+1) (4.26)
These can be also derived directly from (4.12) with (4.20) in the limit ǫ → 0 or
by expanding (4.24) in powers of λ−n as in [15, 18]). The equations (4.26) then
characterize dKP.
It is also interesting to note that the dispersionless Hirota equations (4.26) can be
regarded as algebraic equations for “symbols” Fmn, which are defined via (4.21), i.e.
Bn := λn+ = λn −
∞∑
1
Fnm
m
λ−m (4.27)
and in fact
Fnm = Fmn = ResP [λ
mdλn+] (4.28)
Thus for λ, P given algebraically as in (4.17), with no a priori connection to dKP,
and for Bn defined as in (4.27) via a formal collection of symbols with two indices Fmn,
it follows that the dispersionless Hirota equations (4.26) are nothing but polynomial
identities among Fmn. In particular one has from [15]
THEOREM 4.1. (4.28) with (4.26) completely characterizes and solves the dKP
hierarchy.
Now one very natural way of developing dKP begins with (4.17) and (4.18) since
eventually the Pj+1 can serve as universal coordinates (cf. here [6] for a discussion
of this in connection with topological field theory = TFT). This point of view is also
natural in terms of developing a Hamilton-Jacobi theory involving ideas from the
hodograph − Riemann invariant approach (cf. [16, 46, 62, 64, 65] and in connecting
NKdV ideas to TFT, strings, and quantum gravity. It is natural here to work with
Qn := (1/n)Bn and note that ∂nS = Bn corresponds to ∂nP = ∂Bn = n∂Qn. In this
connection one often uses different time variables, say T ′n = nTn, so that ∂
′
nP = ∂Qn,
and Gmn = Fmn/mn is used in place of Fmn. Here however we will retain the Tn
notation with ∂nS = nQn and ∂nP = n∂Qn since one will be connecting a number
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of formulas to standard KP notation. Now given (4.17) and (4.18) the equation
∂nP = n∂Qn corresponds to Benney’s moment equations and is equivalent to a system
of Hamiltonian equations defining the dKP hierarchy (cf. [16, 62]); the Hamilton-
Jacobi equations are ∂nS = nQn with Hamiltonians nQn(X,P = ∂S)). There is now
an important formula involving the functions Qn from [62], namely the generating
function of ∂PQn(λ) is given by
1
P (µ)− P (λ) =
∞∑
1
∂PQn(λ)µ
−n (4.29)
In particular one notes
∮
∞
µn
P (µ)− P (λ)dµ = ∂PQn+1(λ) , (4.30)
which gives a key formula in the Hamilton-Jacobi method for the dKP [62]. Also note
here that the function P (λ) alone provides all the information necessary for the dKP
theory. It is proved in [15] that
THEOREM 4.2. The kernel formula (4.29) is equivalent to the dispersionless
differential Fay identity (4.22).
The proof uses
∂PQn = χn−1(Q1, · · · , Qn−1) (4.31)
where χn(Q1, · · · , Qn) can be expressed as a polynomial in Q1 = P with the coeffi-
cients given by polynomials in the Pj+1. Indeed
χn = det


P −1 0 0 0 · · · 0
P2 P −1 0 0 · · · 0
P3 P2 P −1 0 · · · 0
...
...
...
...
...
. . .
...
Pn Pn−1 · · · P4 P3 P2 P


= ∂PQn+1 (4.32)
and this leads to the observation that the Fmn can be expressed as polynomials
in Pj+1 = F1j/j. Thus the dispersionless Hirota equations can be solved totally
algebraically via Fmn = Φmn(P2, P3, · · · , Pm+n) where Φmn is a polynomial in the
Pj+1 so the F1n = nPn+1 are generating elements for the Fmn, and serve as universal
coordinates. Indeed formulas such as (4.32) and (4.31) indicate that in fact dKP
theory can be characterized using only elementary Schur polynomials since these
provide all the information necessary for the kernel (4.29) or equivalently for the
dispersionless differential Fay identity. This amounts also to observing that in the
passage from KP to dKP only certain Schur polynomials survive the limiting process
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ǫ → 0. Such terms involve second derivatives of F and these may be characterized
in terms of Young diagrams with only vertical or horizontal boxes. This is also
related to the explicit form of the hodograph transformation where one needs only
∂PQn = χn−1(Q1, · · · , Qn−1) and the Pj+1 in the expansion of P (cf. [15]). Given KP
and dKP theory we can now discuss nKdV or dnKdV easily although many special
aspects of nKdV for example are not visible in KP. In particular for the Fij one will
have Fnj = Fjn = 0 for dnKdV. We note also (cf. [63]) that from (4.31) one has
1
P (µ)− P (λ) =
∞∑
1
∂PQnµ
−n =
∞∑
0
χn(Q)µ
−n = exp(
∞∑
1
Qmµ
−m) (4.33)
5 HURWITZ SPACES
The preceeding development leads one to work in the framework of Hurwitz spaces and
Frobenius manifolds developed by Dubrovin (cf. [31]). In fact we could have started
here by hindsight but felt it desirable to pursue the more tortuous path traced in
order to illustrate various points of view, derivations, and techniques (in particular
the nature of averaging). We will extract here freely from [31].
Hurwitz spaces are defined to be moduli spaces of pairs (Σg, λ) where Σg is a
smooth algebraic curve of genus g and n + 1 sheets; λ is a meromorphic function on
Σg of degree n+1 (which can be used to realize Σg as an n-sheeted covering over CP
1).
One will assume here that the ramification over ∞ is fixed as indicated below. Thus
letM = Mg;n0,···,nm be a moduli space of dimension n = 2g+n0+ · · ·+nm+2m of sets
(Σg;∞0, · · · ,∞m;λ) where Σg is a Riemann surface with marked points ∞0, · · · ,∞m
and λ is a meromorphic function λ : Σg → CP 1 with λ−1(∞) =∞0 ∪ · · · ∪∞m and
having degree ni + 1 near ∞i. The critical values of λ, defined via
uj = λ(Pj); dλ|Pj = 0 (j = 1, · · · , n) (5.1)
are to be local coordinates in open domains Mˆ where uj 6= ui for i 6= j (here Mˆ is to
denote a covering of our eventual Hurwitz space in which λ is a variable). These are
the ramification points of the surface λ : Σ→ CP 1 and the Pj are branch points of
Σg. One asks also that the one dimensional affine group acts on Mˆ via
(Σg;∞0, · · · ,∞m;λ)→ (Σg;∞0, · · · ,∞m; aλ+ b); ui 7→ aui + b (5.2)
We note that λ(Pj) = u
j is a point in a moduli space while Pj refers to a particular
Riemann surface. There is a strong interaction between Σg and the function λ as
indicated in the examples to follow.
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5.1 Examples
(A) For g = 0, m = 0, n0 = n the Hurwitz space consists of all polynomials of
the form λ(p) = pn+1 + anp
n−1 + · · · + a1 (ai ∈ C) (here p denotes a point on Σg
and strictly one should use P - cf. below). The affine transformations λ 7→ aλ + b
act via p 7→ a1/(n+1)p, ai 7→ aia(n−i+1)/(n+2) (i > 1), a1 7→ aa1 + b. This corre-
sponds to An as in Section 5.3 and the extension to Mgn is displayed in Section
7.3. (B) For g = 0, m = n, n0 = · · · = nm = 0 the Hurwitz space is all ra-
tional functions of the form λ(p) = p +
∑n
1 [qi/(p − pi)] with affine group action
p 7→ ap + b, pi 7→ pi + (b/a), qi 7→ aqi. (C) For g > 0, m = 0, n0 = 1 the Hur-
witz space consists of all hyperelliptic curves µ2 =
∏2g+1
1 (λ− uj). The critical values
u1, · · · , u2g+1 of the projection (λ, µ) 7→ λ are the local coordinates on the moduli
space (note µ2 = Poly(λ, uj) = P (λ, uj)⇒ 2µ = ∂λP (dλ/dµ⇒ dλ/dµ = 0 for µ = 0
or λ = uj). Other examples are indicated below. •
Evidently example (C) is defined somewhat differently and we will try to clarify
this later. One notes here from [59] for example that if Σg is the Riemann surface of
an irreducible algebraic equation P (z, w) = 0 of degree n in w and if the branch points
have orders ni then the genus is g = 1− n+ (1/2)∑r1 ni (Riemann-Hurwitz formula).
Thus e.g. for λ(p) in the first example (A) (with p ∼ w) if one assumes λ′(p) =∏n
1 (p− ps) and distinct ps then ns = 1 and there is a branch point of order n at ∞.
Hence g = 1−(n+1)+(1/2)∑n1 1+(1/2)n = 0 as required here. This shows also how
an n-sheeted surface can have genus 0. For hyperelliptic situations we recall the fol-
lowing facts (cf. [102]). Consider R = µ2 =
∏2m
0 (λ−λk) as in the beginning of Section
5.1 with branch points λk and ∞. One makes cuts (λ1, λ2), (λ3, λ4), · · · , (λ2m−1, λ2m)
as spectral gaps with ai cycles corresponding to (λ2i−1, λ2i) around these cuts verti-
cally and bj cycles horizontal around (λ0, λ1), · · · , (λ2m,∞) for example (see [9, 102]).
This produces a surface with g = m visible holes. Note the Riemann-Hurwitz formula
gives also (w ∼ µ) g = 1 − 2 + (1/2)∑2m0 1 + (1/2) = m. The hyperelliptic situation
will be developed further below.
Now one constructs a covering Mˆ of M = Mg;n0,···,nm in order to describe multi-
valued quadratic differentials for which the one forms ΩQ =
∑n
1 du
iResPi(Q/dλ) will
define metrics on the Hurwitz space via Ω(a · b) =< a, b >Ω. Thus take Mˆ to con-
sist of sets (Σg;∞0, · · · ,∞m;λ; k0, · · · , km; a1, · · · , ag, b1, · · · , bg) ∈ M with the same
(Σg,∞0, · · · ,∞m, λ) as before and with a marked symplectic basis ai, bi ∈ H1(Σg,Z)
and marked branches of roots near ∞i of orders ni + 1 (i = 0, · · · , m), namely
kni+1i (P ) = λ(P ) near∞i. The admissable quadratic differentials will be constructed
as Q = φ2 for certain primary differentials φ on Σg or on a covering. The primary
differentials have the following forms. (D) Normalized Abelian differentials of the
second kind on Σg with poles only at∞0, · · · ,∞m of orders less than the correspond-
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ing orders of the differential dλ. Explicitly φ = φti;α (i = 0, · · · , m, α = 1, · · · , ni) is
the normalized Abelian differential of second kind with a pole at ∞i of the form
φti;α = − 1
α
dkαi + regular terms near ∞i;
∮
aj
φti;α = 0 (5.3)
(E) Next one considers
φ =
m∑
1
δiφvi (i = 1, · · · , m) (5.4)
with the δi independent of the point in Mˆ . Here φvi is one of the normalized Abelian
differentials of second kind on Σg with a pole only at ∞i with principal part of the
form
φvi = −dλ+ regular terms near ∞i;
∮
aj
φvi = 0 (5.5)
(F) Next take
φ =
m∑
1
αiφwi;
∮
aj
φ = 0 (5.6)
with α1, · · · , αm independent of the point on Mˆ and φwi is the normalized Abelian
differential of the third kind with simple poles at ∞0 and ∞i with residues −1 and
+1 respectively. (G) Next look at φ =
∑g
1 βiφri with βi independent of the point in
Mˆ and φri is the normalized multivalued differential with increments along the cycles
bj of the form
φri(P + bj)− φri(P ) = −δijdλ;
∮
aj
φri = 0 (5.7)
and without other singularities. (H) Finally φ =
∑g
1 γiφsi with γi independent of
the point on Mˆ and φsi denotes holomorphic differentials normalized by
∮
aj
φsi = δij .
Then one will pick a primary differential Q = φ2 to develop a Frobenius structure
on Mˆ . In constructing the superpotential one introduces a multivalued function p on
Σg via p(P ) = v.p.
∫ P
∞0
φ where divergent parts have been subtracted in the principal
value integral. Then φ = dp and λ = λ(p) can be used.
5.2 WDVV and Frobenius manifolds
We prepare the way by extracting some material on the WDVV equations and Frobe-
nius manifolds from [31, 32]. We will sketch (without proofs) only a brief selection
of this extensively developed material. The main creature is a quasihomogeneous
function F (t), t ∼ (t1, ..., tn) such that the third derivatives ∂α∂β∂γF = cαβγ(t) cor-
respond to correlation functions < φαφβφγ >0 and in the LG models exp(F ) is the
dispersionless tau function (we use tk and Tk interchangably here - Tk is correct in our
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notation but tk is used in [31, 32]). These functions cαβγ satisfy a system of partial
differential equations (PDE) called the WDVV (Witten- Dijkgraaf-Verlinde-Verlinde)
equations based on algebraic properties of TFT. Thus (cf. [31, 32]) one takes a 2-D
TFT with say n primary fields φi and < , >0∼ genus zero correlation function. The
two point functions < φαφβ >0= ηαβ = ηβα determine a nondegenerate scalar prod-
uct (see below) on the space of primaries and the cαβγ determine the structure of the
primary chiral algebra. More axiomatically one looks for F (t) with cαβγ = ∂α∂β∂γF
such that ηαβ = c1αβ is a constant nondegenerate matrix with η
αβ = (ηαβ)
−1. Then
one specifies cγαβ = η
γǫcǫαβ and such cαβγ(t) must define in the n-dimensional space
with basis ei (1 ≤ i ≤ n) an associative algebra At with
eα · eβ = cγαβ(t)eγ ; cβ1α(t) = δβα (5.8)
Here F should be quasihomogeneous in the sense F (cd1t1, ..., c
dntn) = c
dFF (t1, ..., tn)
(we also use ti and t
i interchangably) and this can be expressed infinitesimally via
E = Eα(t)∂α and (L ∼ Lie derivative)
LEF = Eα(t)∂αF (t) = dF · F (t); Eα = dαtα (5.9)
Note for e = ∂1 (∼ unity vector field) LEe = −d1e. One can modify quasihomogeneity
by requiring
LEF = dFF + Aαβtαtβ +Bαtα + C (5.10)
since the third derivatives are not affected. Further if dF 6= 0, dF − dα 6= 0, dF −
dα − dβ 6= 0 for any α, β then the extra terms in (5.10) could be killed by adding a
quadratic function to F . The degrees d1, ..., dn, dF are well defined up to a nonzero
factor and we consider here only the case d1 6= 0 with normalization so that d1 = 1.
Often one writes dα = 1 − qα (q1 = 0), dF = 3 − d, so qn = d and qα + qn−α+1 = d.
Then associativity implies the WDVV equations
∂α∂β∂λFη
λµ∂γ∂δ∂µF = ∂γ∂β∂λFη
λµ∂α∂δ∂µF (5.11)
for 1 ≤ α, β, γ, δ ≤ n. A solution F of (5.11) is called a primary free energy.
Now one says A is a (commutative) Frobenius algebra if (1) A is a commutative
associative algebra with unity e (2) (a, b) 7→< a, b >: A × A → C is C bilinear
symmetric nondegenerate with < ab, c >=< a, bc >. Then < a, b >=< e, ab >
(e ∼ e1) will be a suitable scalar product and for ei a basis in A one can specify
< ei, ej >= ηij, eiej = c
k
ijek to obtain a structure of Frobenius algebra on A (cijk =
ηisc
s
jk = cjik = cikj). A theory of Frobenius manifolds can now be developed as follows.
M is a Frobenius manifold if a structure of Frobenius algebra is specified on every
tangent space TtM depending smoothly on t such that (1) < , > is a flat metric (2)
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∇e = 0 for the Levi-Civita connection ∇ of < , > (3) For c(u, v, w) =< u · v, w > one
requires (∇zc)(u, v, w) to be symmetric in u, v, w, z and (4) ∇(∇E) = 0 for a vector
field E = Euler vector field (cf. (5.10)) such that the corresponding one parameter
diffeomorphism group acts via conformal transformations on the metric < , > and by
rescalings on the F-algebra TtM . The infinitesimal form of (4) is
∇γ(∇βEα) = 0; LEcγαβ = cγαβ; LEe = −e; LEηαβ = Dηαβ (D = 2− d) (5.12)
One proves that any solution of WDVV with d1 6= 0 defined in a domain of t deter-
mines a structure of F-manifold via
∂α · ∂β = cγαβ∂γ ; < ∂α, ∂β >= ηαβ ; ∂α =
∂
∂tα
; e = ∂1 (5.13)
with E of (5.10). An example of particular interest arises from M = {λ(p) = pn+1 +
anp
n−1 + · · · + a1} with TλM ∼ polynomials of degree < n. Then the Frobenius
algebra Aλ on TλM is C[p]/(λ
′(p)) with < f, g >λ= Resp=∞[f(p)g(p)/λ
′(p)]. Here
e = ∂/∂a1 and E = (1/n+ 1)
∑
(n− i+ 1)ai∂i.
5.3 An−1
We will write out first the situation for the An−1 topological minimal model following
[32] since it is more detailed than [31] and will give a more complete picture. There
is a lot of duplication with previous formulas but we will stay here with the notation
of [32]. The dispersionless theory will also be presented again in this notation. Thus
one considers the coupling space M of all polynomials of degree n of the form M =
{λ(p) = pn+an−2pn−2+· · ·+a0} and the associated F-algebra is Aλ = C[p]/(λ′(p) = 0)
with scalar product < f(p), g(p) >= −(1/n)Resp=∞[f(p)g(p)/λ′(p)] (p ∼ P ). There
is an affine structure on M defined as follows. Let φα(p, λ), α = 1, ..., n − 1, be an
orthogonal basis of Aλ satisfying
< φα, φβ >= ηαβ = δα+β,n; deg φα = α− 1 (5.14)
Generally fields can be defined via
φα(p, λ) =
n
α
∂pλ
α
n
+ (5.15)
The dependence of λ(p) (i.e. of its coefficients) on the flat coordinates tα (better Tα)
is determined via
∂αλ(p) = −φα(p, λ); α = 1, · · · , n− 1 (5.16)
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We recall the Gelfand-Dickey hierarchies now via ∂qL = [L, L
q
n
+ ] for L = ∂
n +
an−2∂
n−2+· · ·+a0. The dispersionless hierarchy is formed as before via X = ǫx, Tq =
ǫtq, ǫ→ 0 and one obtains in the spirit of [39] (∂q ∼ ∂/∂Tq now and ∂ ∼ ∂/∂X)
∂αdp|λ=c = ∂XdΦα|λ=c; Φα = λ
α
n
+ (5.17)
This can be rewritten via Wronskians as
∂αλ(p) = ∂pλ(∂XΦα)|p=k − ∂pΦα(∂Xλ)|p=k (5.18)
(these are all standard calculations in the dispersionless theory (cf. [97]). Now one
has diagonal coordinates (Riemann invariants) for our dispersionless hierarchy as the
critical values u1, · · · , un−1 of λ(p), i.e.
ui = λ(pi); λ
′(pi) = 0 (5.19)
and the characteristic speeds are (cf. also [32], equation (5.58), where ∂pΦq ∼
−(Ωq/Ω1), Ω1 ∼ dp in the small phase space)
vq,i(u) = −∂pΦq|p=pi; ∂qui = vq,i∂Xui (i = 1, · · · , N = n− 1) (5.20)
We assume here that λ′(p) = 0 has simple zeros so the algebra Aλ will be decompos-
able by definition and the corresponding metric ds2 in these coordinates is
ds2 =
N∑
1
(dui)
2
λ′′(pi)
(5.21)
Now one knows that the functions on M
hα,q = − 1
(α/n)q
Resp=∞λ
(α/n)+qdp; α = 1, · · · , n− 1, q ≥ 0 (5.22)
where (a)q = a(a + 1) · · · (a+ q − 1), are basic conservation densities and
∂hα,q = hα,q−1 (q ≥ 1); ∂hα,0 = c (∂ =
N∑
1
∂i, ∂i =
∂
∂ui
) (5.23)
(recall sn ∼ ResLn ∼ nH1n−1 and ResLn → ResPλn so (5.22) is natural enough).
This follows from noting that a translation λ 7→ λ+ ǫ, p 7→ p, ai 7→ ai (i 6= 0), a0 7→
a0 + ǫ is equivalent to translation along u1 + · · ·+ uN so that
∂hα,q = Dǫhα,q(ui + ǫ)|ǫ=0 = (5.24)
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1(α/n)q
RespDǫ[(λ+ ǫ)
(α/n)+qdp(λ+ ǫ)]ǫ=0 =
1
(α/n)q−1
Respλ
(α/n)+q−1dp
This gives (5.23) for q ≥ 1 and ∂hα,0 = Respλ(α/n)−1dp = −δα,n−1. In particular for
the flat coordinates we have
Tα = −nRespλ
(n−α)/n
n− α dp; α = 1, · · · , N = n− 1 (5.25)
(cf. Remark 3.5 and Example 3.6). One has in fact a generating function for the hα,q
in the form
xα(t, z) = −n
α
Resp 1F1(1; 1 +
α
n
; zλ)dp; α = 1, · · · , N (5.26)
where 1F1(a; c; z) =
∑∞
0
(a)mzm
(c)mm!
is the Kummer hypergeometric function.
Now returning to [31] let φ be one of our primary differentials and let Mˆφ be
the open domain in Mˆ specified by the condition φ(Pi) 6= 0 (i = 1, · · · , n). The
main result says that for any primary differential φ of the types (D) to (H) the
multiplication ∂i ·∂j = δij∂i for ∂i = ∂/∂ui, the unity and Euler vector field e = ∑n1 ∂i
and E =
∑n
1 u
i∂i, and the one form Ωφ2 determine on Mˆφ a structure of Frobenius
manifold. The flat coordinates TA, A = 1, · · · , n, consist of the five parts
TA = (T i;α, 0 ≤ i ≤ m, 1 ≤ α ≤ n; pj , qj, 1 ≤ j ≤ m; rj, sj , 1 ≤ j ≤ g) (5.27)
where
T i;α = Res∞ik
−α
i pdλ, i = 0, · · · , m, α = 1, · · · , ni; (5.28)
pi = v.p.
∫ ∞i
∞0
dp, qi = −Res∞iλdp, i = 1, · · · , m;
ri =
∮
bi
dp, si = − 1
2πi
∮
ai
λdp, i = 1, · · · , g
The metric will have the form
ηT i;αT j,β =
1
ni + 1
δijδα+β,ni+1; (5.29)
ηviwj =
1
ni + 1
δij ; ηrksj =
1
2πi
δkj
The function λ = λ(p) will be the superpotential of this Frobenius manifold in the
sense that ui(T ) = λ(qi(T ), T ) where (dλ/dp)(qi(T )) = 0 (i = 1, · · · , n), plus other
stipulations which will be indicated as needed. Finally for any other primary differ-
ential φ the one form Ωφ is an admissable one form on the Frobenius manifold in a
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sense to be indicated.
We check some of this following [31]. First one declares that the ui (1 ≤ i ≤ n)
are the canonical coordinates for a multiplication ∂i · ∂j = δij∂i (∂i = ∂/∂ui) and
defines the metric corresponding to Ωφ2 via < ∂
′, ∂′′ >φ= Ωφ(∂
′ · ∂′′) for any two
tangent vector fields ∂′, ∂′′ on Mˆ . This metric will also be diagonal in these canonical
coordinates and one writes
ds2φ =
n∑
1
ηii(du
i)2; ηii = ResPi
φ2
dλ
(5.30)
One can show now that, for any primary differential, this is a flat Darboux-Egoroff
metric in an open domain Mˆφ leading to a Frobenius structure on Mˆφ. This holds for
any φ and ∪Mˆφ provides a Frobenius structure on Mˆ . The proof is nontrivial and we
refer to [31]. Next one shows
∂T i;αλ(p)dp = −φT i;α; (5.31)
∂viλ(p)dp = −φvi ; ∂wiλ(p)dp = −φwi;
∂riλ(p)dp = −φri ; ∂siλ(p)dp = −φsi
This is achieved via the thermodynamic identity
∂α(λdp)|p=c = −∂α(pdλ)|λ=c′ (5.32)
For (5.32) note that λ = λ(p(λ, T ), T ) implies 0 = ∂αλ|p=c + (dp/dλ)∂αp|λ=c′ which
says ∂αλ|p=cdp = −∂αp|λ=c′dλ which is what (5.32) means. Now for example deriva-
tives (∂p(λ)/∂TA)|λ=c′ are holomorphic on Σg/∞ away from the Pj where they have
simple poles, and dλ vanishes precisely at such Pj so (5.32) is holomorphic on Σg/∞.
A calculation of singularities gives (5.31). Finally let TA be one of the coordinates
(5.28). Then to prove (5.29) look at φA = −∂TAλdp. Some calculation (not shown
here) shows that
< ∂TA , ∂TB >φ=
∑
|λ|<∞
Resdλ=0
φAφB
dλ
= ∂e < φAφB > (5.33)
where < > is a complicated explicit bilinear pairing of suitable differentials. fur-
ther nontrivial calculation yields (5.29). The structure constants for the Frobenius
structure will now be
cABC =
n∑
1
ResPi
φTAφTBφTC
dλdp
(5.34)
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and the Frobenius structure can be extended to the entire moduli space Mˆ via the
condition that (φTAφTB − cCABφTCdp)/dλ be holomorphic for |w| < ∞. It turns out
also that
F = −1
2
< pdλ pdλ >; ∂TA∂TBF = − < φAφB > (5.35)
In particular
∂sα∂sβF = −ταβ =
∮
bβ
φsα (5.36)
This means that the Jacobians J(Σg) = C
g/m+ τn, m, n ∈ Zg are Lagrangian mani-
folds for the symplectic structure
∑g
1 ds
α∧dzα where z1, · · · , zg are natural coordinates
on J(Σg) coming from the linear coordinates in C
g. Thus the Jacobians are complex
Liouville tori and the coordinates zα, s
α are complex action-angle variables on the
tori.
6 CAUCHY TYPE KERNELS
6.1 Review of KdV
For convenience we begin with a hyperelliptic Riemann surface (corresponding to the
KdV situation) in the form R2(λ) =
∏2g
0 (λ − λk) as in Remark 3.3. Then there are
normalized holomorphic differentials
ωi ∼
∑g
1 αijλ
j−1dλ
R(λ)
;
∮
ak
ωi = δik (6.1)
(again ωi is used instead of dωi). We refer here to [6, 8, 7, 9, 17, 39, 51, 45, 63, 62]
for hyperelliptic surfaces. There is often some difference in notation or normalization
in the literature and we will try to specify explicitly our selection here (to follow
[102]). Thus with R2 as above one has branch points λ0, · · · , λ2g,∞ (whereas for
R2 =
∏2g−1
0 (λ−λk) there are branch points λ0, · · · , λ2g−1). Again ai ∼ (λ2i−1, λ2i), i =
1, · · · , g, and we will typically take λi real and finite with λ0 < λ1 < · · · < λ2g. The
period matrix is Bij =
∮
bj
ωi. We note that in [51, 45] for example one uses cuts
(−∞, λ0), · · · , (λ2g−1, λ2g) instead of (λ0, λ1), · · · , (λ2g,∞) as is indicated here; such
choices are obviously equivalent. The bi cycles can be drawn e.g. from a common
vertex P0 passing through (λ2j−1, λ2j). We recall that hyperelliptic Riemann surfaces
have a number of very special properties (cf. [9, 40, 48, 53, 84]) so some statements
to follow have correspondingly limited applicability. We keep our standard local
coordinate k(P ) or k−1(P ) at the single point P1 ∼ ∞. We use differentials Ωk ∼ Ω1,k
as in Remark 3.4 with dΩk ∼ d(ki+O(k−1)) near∞, ∮aj dΩk = 0, and p(P ) = ∫ P dΩ1.
Set then Ukj =
∮
bk
dΩj as at the beginning of Section 3.1 (mod 2πi - U
k
1 ∼ Uk, Uk2 ∼
40
Vk, U
k
3 ∼ Wk). Recall also UAi =
∮
bi
dΩA and A ∼ (1, k) here with dp = Ω1, dE =
Ω2, dΩ = Ω3.
Now in the hyperelliptic case the ωk have the form (6.1) as indicated earlier. We
observe that the Riemann surface is generated e.g. via the spectral bands of Bloch
eigenfunctions as in Remark 3.3 and has nothing to do a priori with a putative LG
potential as in (3.68) (cf. however (C) in Section 5.1). For g 6= 0 one expects ωi as in
(6.1) with αij determined by the normalization conditions
∮
ak
ωi = δik (g equations
in g unknowns for each i). Note also as λ→∞, ωi ∼ (λg−1/λg+ 12 )dλ ∼ λ−3/2dλ. For
the Ωs we write
Ω2n+1 =
λg+n +
∑g
1 βnjλ
j−1
R(λ)
dλ (6.2)
with the βij determined via
∮
ak
Ω2n+1 = 0 (again g equations in g unknowns for each
n). Note here as λ → ∞, Ω2n+1 ∼ λn− 12dλ so for s = 2n + 1 and k2 ∼ λ, Ωs ∼
λn−
1
2dλ ∼ dλn+ 12 ∼ dk2n+1 ∼ dks. Also note that the lower order terms in (6.2) are
led by (λg−1/λg+
1
2 )dλ ∼ λ− 32 ∼ d(1/k) so the asymptotic behavior is correct. Then
one determines Ωs by normalization instead of using a pseudodifferential operator
(ks1)+ = k
s
1 + O(1/k1) to produce correct negative powers when g = 0. In particular
p =
∫ P Ω1 with dp/dP ∼ Ω1 formally in some appropriate sense and a choice Qs ∼
Q2n+1 =
∫ P Ω2n+1 will yield for s odd, ∂Qs/∂P ∼ Ωs, with
∂Qs
∂p
= ∂pQs =
∂Qs
∂P
∂p
∂P
=
Ωs
Ω1
(6.3)
formally (which corresponds to the result suggested in [46, 63] where Qs ∼ ks+). We
note also that the branch points λk correspond to integrals of motion (cf. [102]) and
one has Riemann invariants λk satisfying (cf. [25, 39, 46, 51, 60], Sections 5.1 and
5.3, and Section 6.2 to follow)
∂λk
∂Ts
= −Ωs
Ω1
(λk)
∂λk
∂X
(6.4)
The Hurwitz space here is indicated in the Examples 5.1 (cf. also Section 7.3).
6.2 Another look at KdV averaging
In order to better understand these matters regarding equations such as (6.4) we will
go over some averaging procedures from [25] with attention to [33, 60, 66, 73, 74].
We think first of KdV with R(λ) = µ2 =
∏2m+1
1 (λ− λk) and recall (cf. Section 3.1)
that for periodic situations with wave functions satisfying (3.2) (i.e. Lψ = λψ; L =
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−∂2 + φ; ∂tψ = Aψ; A = 4∂3 − 6φ∂ − 3φx) one defines the quasi-momentum and
quasi-energy via
p(λ) = −i(logψ)x; E(λ) = −i(logψ)t (6.5)
Recall that the notation < , >x simply means x-averaging (or ergodic averaging) and
(logψ)x ∼< (logψ)x >x 6= 0 here since e.g. (logψ)x is not bounded. Observe that
(6.5) applies to any finite zone quasi-periodic situation. Now in the notation of [25]
one takes λ1 > · · · > λ2m+1 with spectral bands [λ2m+1, λ2m], · · · , [λ1,∞) on the real
axis or m gaps (λ2m, λ2m−1), · · · , (λ2, λ1) in the spectrum (see e.g. [9, 39] for pictures).
Thus (cf. (6.2))
p(λ) =
∫
dp(λ) =
∫ P(λ)dλ
2
√
R(λ)
; P = λm +
m∑
1
ajλ
m−j ; (6.6)
E(λ) =
∫
dE(λ) =
∫
6λm+1 + E(λ)√
R(λ
dλ; E =
m∑
0
bjλ
m−j ; b0 = −3
2m+1∑
1
λi
and the normalizations are
∫ λ2i−1
λ2i
dp(λ) =
∫ λ2i−1
λ2i
dE(λ) = 0; i = 1, · · · , m (6.7)
Note as indicated in Remark 3.4 that one will often require normalizations ℑ ∫c dΩA =
0 for c ∈ H1(Γg,Z). Here the aj cycles can be drawn above or around the gaps
(λ2m, λ2m−1), · · · , (λ2, λ1) and for ωj a basis of holomorphic differentials (j = 1, · · · , m =
g) one has (cf. (6.1))
∮
ak
ωj = 2πδjk (j, k = 1, · · · , m); ωj =
m∑
1
cjqλ
q−1dλ√
R(λ)
(6.8)
with iBjk =
∮
bk
ωj (j, k = 1, · · · , m) (the notation changes slightly from time to time in
this paper but subsections are consistent). The matrix of periods (Bjk) is symmetric,
real, and positive definite and the Riemann theta function is defined by
θ(τ |B) = ∑
−∞<n1<···<nm<∞
exp(−1
2
∑
j,k
Bjknjnk + i
∑
j
njτj) (6.9)
and finite zone solutions φ(x, t) of the KdV equation φt = 6φφx − φxxx determined
by λ1, · · · , λ2m+1 have the form
φ(x, t) = −2∂2xlogθ(kx+ ωt+ τ |B) + c (6.10)
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where τ = (τ1, · · · , τm) and
kj =
∮
bj
dp; ωj =
∮
bj
dE (j = 1, · · · , m); c =∑λi − 2 m∑
1
∮
aq
λωq (6.11)
so the branch points λi of Γm parametrize the invariant tori (6.10) of KdV (note
kix+ ωit + τi ∼ θi in Remark 3.3 and note that ωj is bad notation here).
Another set of parameters is provided by the Kruskal integrals I0, · · · , I2m which
arise via a generating function
p(λ) = −i < (logψ)x >x=
√
λ+
∞∑
0
Is
(2
√
λ)2s+1
(6.12)
where Is =< Ps >x= Ps (s = 0, 1, · · ·) with −i(logψ)x =
√
λ +
∑∞
0 [Ps/(2
√
λ)2s+1].
Similarly
− i(logψ)t = −iAψ
ψ
= 4(
√
λ)3 +
∞∑
0
Es
(2
√
λ)2s+1
(6.13)
and one knows ∂tPs = ∂xEs since (♣) [(logψ)x]t = [(logψ)t]x. The expansions are
standard (cf. [9, 12, 15, 18]). For completeness we recall from [25] that (modulo total
derivatives)
P0 = φ; P1 =
φ2
2
; P2 =
φ2x
2
− φ2; · · · ; E0 = 3φ2; (6.14)
E1 = 2φ
3 +
3
2
φ2x; E2 =
9
2
φ4 − φxφxxx + 1
2
φ2xx − 3φ2φxx + 6φφ2x; · · ·
Now consider a “weakly deformed” soliton lattice of the form (6.9) with the λi (i =
1, · · · , 2m+1) (or equivalently the parameters ui = Ii; i = 0, · · · , 2m) slowly varying
functions of x, t (e.g. ui = ui(X, T ), X = ǫx, T = ǫt, i = 0, 1, · · · , 2m). Now one
wants to obtain a version of (3.17) directly via (♣). Thus insert the slow variables in
(♣) and average, using ǫ∂X or ǫ∂T in the external derivatives, to obtain
∂T (logψ)x = ∂X(logψ)t (6.15)
or ∂T p(λ) = ∂XE(λ). Then from (6.6) differentiating in λ one gets
∂Tdp = ∂XdE (6.16)
which is equivalent to (3.17). Now (recall ∂tPs = ∂xEs) expanding (6.16) in powers
of (
√
λ)−1 one obtains the slow modulation equations in the form
∂Tu
s = ∂XEs (s = 0, · · · , 2m) (6.17)
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where Es is a function of the u
i (0 ≤ i ≤ 2m). This leads to equations
∂Tλi = vi(λ1, · · · , λ2m+1)∂Xλi (i = 1, · · · , 2m+ 1) (6.18)
for the branch points λk as Riemann invariants. The characteristic “velocities” have
the form
vi =
dE
dp
∣∣∣
λ=λi
= 2
6λm+1i + E(λi)
P (λi)
(1 ≤ i ≤ 2m+ 1) (6.19)
To see this simply multiply (6.16) by (λ− λi)3/2 and pass to limits as λ→ λi. These
equations (6.18) - (6.19) correspond to (6.4).
6.3 Formulas for kernels
We will begin by listing various formulas involving Cauchy type kernels on a Riemann
surface. Properties and origins will be indicated along with a sketch of proofs and
references. Then we want to examine relations between some of these kernels. One
motivation for this investigation is the result of [15] which shows that the dispersion-
less differential Fay identity is equivalent to the kernel expansion in dKP theory
K(λ, µ) = 1
P (µ)− P (λ) =
∞∑
1
∂PQn(λ)µ
−n (6.20)
(cf. Section 4). To recapitulate one can begin with a Lax operator L = ∂ +∑∞
1 un+1∂
−n, and pass to dispersionless limits via formulas ψ = exp[(1/ǫ)S(T, λ)], T =
(Tn), Tn = ǫtn) to obtain
λ = P +
∞∑
1
Un+1P
−n; P = λ−
∞∑
1
Pi+1λ
−i (6.21)
The KP hierarchy then becomes the dKP hierarchy in the form ∂nP = ∂Bn where
Bn = λn+ and P = ∂XS. Setting Qn = (1/n)Bn one arrives at (6.20), whose impor-
tance was first indicated in [62] (see Section 4 and cf. also [15, 16]). In the reduction to
NKdV the dispersionless situation involves λN+ = λ
N ∼ E in (3.75) (with P replacing
p). In particular the action of K(λ, µ) at µ =∞ is expressed via
1
2πi
∮
∞
µn
P (µ)− P (λ)dµ = ∂PQn+1(λ) (6.22)
It was stated in [15] that K represents a dispersionless limit of the Fay prime form
which we want to clarify and make more precise here.
First we refer to [49, 50, 51] where some interesting kernel results appear. To
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begin with we consider mainly hyperelliptic situations for illustration and think
of µ2 =
∏2g+1
1 (λ − λi) with branch points λ1, · · · , λ2g+1,∞. Thus, following [51],
take λ1 < · · · < λ2g+1 < ∞ with spectral bands [λ1, λ2], · · · , [λ2g+1,∞) and gaps
(λ2, λ3), · · · , (λ2g, λ2g+1). We will write −λ = k2 here (cf. (6.2) where k2 ∼ λ) with
Ωs = d(k
s) +
∑
m≥1
Qsmk
−m−1dk (6.23)
where Ω2s = d((−λ)s) for Γg hyperelliptic. Further set∮
bj
Ωs = (Us)j; ωj =
∑
m≥1
qHjmk
−m−1dk (6.24)
(cf. (6.1)) and the Riemann bilinear relations imply
Qij = Qji; (Uj)k = −2πiqHkj (6.25)
Also Qkl = 0 if either k of l is even and in the present situation ℑ(Bij) is positive
definite (Bij =
∮
bj
ωi). Note here λ belongs to a two sheeted covering of the k plane.
• The above constructions are the same as before modulo notation but it is ap-
proptiate now to write the quasi-momentum dp via
dp ∼ −idk; ℑ
∮
aj
dp = ℑ
∮
bj
dp = 0 (6.26)
This corresponds to the real Whitham normalization discussed in Remark 3.4. Thus
Ω1 ∼ dk and dp ∼ −idk here. •
Now we recall the (Fay or Klein) prime form (cf. [57, 38, 85, 92]), which as used in
[49, 50, 51], has the properties: E(P,Q), P, Q ∈ Γg, is a holomorphic (−1/2)-form in
P,Q with the properties: (G) E(P,Q) = 0 if and only if P = Q (H) Given t a local
coordinate on Γg near Q, if P → Q one has (cf. [9, 23, 56, 85] for half differentials)
E(P,Q) =
(t(P )− t(Q))[1 +O((t(P )− t(Q))2)]√
dt(P )dt(Q)
(6.27)
(I)E(P,Q) is multivalued with periodicity conditions: E(P+ak, Q) = E(P,Q), E(P+
bk, Q) = ±E(P,Q)exp(−iBkk+2πi ∫QP ωk) where ak, bk are the basic cycles (J) Using
local coordinates k−1 at ∞ one takes Ωs as usual with ∮ai Ωs = 0. Further (shifting
to local coordinates)
dζdzlog E(ζ, z) = −
∞∑
1
Ωs(ζ)z
s−1dz (6.28)
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which implies
dζ log E(ζ, z) = −
∞∑
1
Ωs(ζ)
zs
s
+ f(ζ) (6.29)
(K) In the neighborhood of ∞ one has (z ∼ 1/k etc.)
log
E(z, z′)
z − z′ =
∑
m≥2
(zm + z′m)
Qm0
m
+
∑
m,n≥1
zmz′n
Qmn
mn
(Qmn = Qnm) (6.30)
Ωs = d(
1
zs
)− ∑
m≥1
Qsmz
m−1dz (s ≥ 1); (6.31)
~ω = −∑
s≥1
~Usz
s−1dz; (~Us)m =
1
2πi
∮
bm
Ωs
where the terms with Qm0 correspond to some normalization and ~ω ∼ (ω1, · · · , ωg)
represents the standard holomorphic differentials (cf. [50]). Note that the first equa-
tion in (6.31) is equivalent to (6.23) since d(1/k) = −(1/k2)dk but in the second
equation the (Us)m differ from (6.24) by a factor of 2πi. The Qm0 terms are some-
times omitted in (6.30) (cf. below and [4], p. 181). Equation (6.30) implies now
dzlog E(z, z
′)− dz
z − z′ =
∑
m≥2
Qm0z
m−1dz + (6.32)
+
∞∑
m,n=1
z′n
n
Qmnz
m−1dz =
∑
m≥2
Qm0z
m−1dz +
∞∑
1
z′n
n
[d(
1
zn
)− Ωn(z)]
and consequently
dzlog E(z, z
′) =
∑
m≥2
Qm0z
m−1dz +
dz
z
−
∞∑
1
z′n
n
Ωn(z) (6.33)
Then with such terms one has f(ζ) = (dζ/ζ) +
∑
m≥2Qm0ζ
m−1dζ in (6.29). We refer
here also to (6.74) where it is shown that Zp(x) = dxlog E(x, p) has a pole of residue
one at x = p and f(p) = (1/2πi)
∫
∂U f(x)Zp(x) for f holomorphic in a neighborhood
U of p (i.e. Zp(x) is a local Cauchy kernel).
Now we recall that (6.31) ≡ (6.23) (up to a factor of 2πi in the (Us)m) and in (6.7)
one sees that Qj =
∫ P Ωj (with p = ∫ P Ω1) leads formally to ∂PQj = (Ωj/Ω1) with
(6.4) in the form ∂jλk = −(Ωj/Ω1)∂Xλk = −∂PQj∂Xλk. On the other hand in the
LG theory for genus 0 as in Section 3.10 one has (using Ω˜j now for Ωj in Section 3.10)
Ω˜j ∼ kj+ ∼ ∂jS and via (3.72), ∂jE = −EX∂pΩ˜j at p = qs (E(qs, T ) = Es corresponds
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to Riemann invariants as do the branch points λj in (6.4) and we shift back X → −X
now) Now E ∼ kn so ∂jE = nkn−1∂jk and ∂XE = nkn−1∂Xk implying also
∂jk(qs) = −∂pΩ˜j∂Xk(qs) (6.34)
(with complex Riemann invariants ks = k(qs)) and Ω˜j ∼ jQ˜j where Q˜j corresponds
to the Qj of dKP theory in Section 4 (cf. also (6.20) and (6.22)). We recall the time
variable changes in Section 3.12 and in Section 4, so one can simply ignore or adjust
the factor of j arising in ∂j for the moment. Then (6.34) or (3.72) compares with (6.4)
using the the analogy Ωj/Ω1 ∼ ∂pQ˜j ∼ ∂PQj in a suitable time scale. This says that
the finite zone (hyperelliptic) Riemann surface theory with averaging yields branch
point equations (6.4) for λk whereas the LG theory for E of Section 3.10 in genus
zero yields corresponding equations (3.72) for Riemann invariants Es or ks relative to
the n-sheeted Riemann surface ΣE of E (the number of branch points may differ of
course). We refer to Section 5 for clarification of roles and will discuss this all later at
some length. The formula analogous to the kernel expansion (6.20) is then (cf. [63]
where such formulas were first suggested)
Kˆ(λ, µ) ∼
∞∑
1
Ωj
Ω1
(λ)µ−j or K˜(λ, µ) ∼
∞∑
1
Ωj
Ω1
(λ)
µ−j
j
(6.35)
depending on how we scale the Tj. Now from (6.28) we have dζdzlog E(ζ, z) =
Ξ = −∑∞1 Ωj(ζ)zj−1dz and we could also take dζ log E(ζ, z) ∼ −∑∞1 Ωs(ζ)zs/s +
(dζ/ζ). Note here ζ ∼ 1/λ and z ∼ 1/µ with say λ, µ → ∞ so from (6.31), with
abuse of notation, Ωs(ζ) = d(1/ζ
s)−∑∞1 Qsmζm−1dζ ∼ d(λs) +∑∞1 Qsmλ−m−1dλ =
Ωs(λ) (the latter form for Ωs corresponds to λ → ∞). Hence via dζlog E(ζ, z) =
dλlog E(1/λ, 1/µ), etc. we get
dζdzlog E(ζ, z) ∼ dλdµlog E( 1
λ
,
1
µ
) =
∞∑
1
Ωj(λ)µ
−j−1dµ (6.36)
dζ log E(ζ, z) ∼ dλlog E( 1
λ
,
1
µ
) = −
∞∑
1
Ωs(λ)
µ−s
s
− dλ
λ
(6.37)
Now (6.35) gives two analogues of (6.20) corresponding to (6.36) and (6.37). Since
dζdzlog E(ζ, z) has a second order pole at ζ = z (or λ = µ) we are led reject it and
to suggest as an analogue of K the formula (λ ∼ 1/ζ, µ ∼ 1/z)
K(λ, µ) = 1
P (µ)− P (λ) ∼ K˜(λ, µ) ∼
∞∑
1
Ωj
Ω1
(λ)
µ−j
j
∼ (6.38)
∼
∞∑
1
Ωj
Ω1
(ζ)
zj
j
=
dζ
ζ
− dζ log E(ζ, z)
Ω1(ζ)
=
dζ
ζ
− Zz(ζ)
Ω1(ζ)
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As mentioned above in [4] one writes
log
E(ζ, z)
ζ − z =
∞∑
m,n=1
ζmzn
Qmn
mn
(6.39)
dζlog E(ζ, z) ∼ dζ
ζ − z +
∞∑
m,n=1
ζm−1
zn
n
Qmndζ ∼ Zz(ζ) (6.40)
so Zz(ζ) has the appropriate singularity at z = ζ (cf. also (6.74)) Let us summarize
heuristically in
THEOREM 6.1. For λ ∼ (1/ζ), µ ∼ (1/z) one has an argument as in (6.4)
or (6.34) relating K = 1/(P (µ) − P (λ)) to a Riemann surface object K˜ in (6.35)
for general Riemann surfaces (with suitable scaling of time variables), which in turn
can be expressed via Zz(ζ) as indicated. The Ωj will be differentials normalized
via
∮
ak
Ωj = 0 when g 6= 0 (depending on slow variables Tj), or represented by
suitable powers of a LG polynomial for the dispersionless situation where g = 0
(or in other LG situations with g = 0 by suitable powers of a LG function). Thus
formally (dζ/ζ)− Zz(ζ) ∼ Ω1(λ)Kˆ(λ, µ) ∼ [dP (λ)/(P (µ)− P (λ))] and we note that
(dζ/ζ)−Zz(ζ) ∼ (dζ/ζ)− (dζ/(ζ− z)) ∼ −(dλ/(λ−µ)). Below we will also indicate
a somewhat different kind of connection of K to the kernel ω based on ψψ∗. •
Generally one appears to have a theory here involving Riemann surfaces alone.
Averaging procedures have nothing to do a` priori with the construction of differentials
(but see here Theorem 7.3). Thus start with a Riemann surface Σg and form a KP
equation as at the beginning of Section 2 via a BA function, which defines flow
variables x, y, t, · · · ∼ tn. Then average as in Section 3.6 to get equations (3.54), and
proceed to general ΩA as in Section 3.7 for say Mg,1. No LG function is needed a
priori (branch points are determined for Mg,1 via p and additional times arise via
TA, A ∼ (α, i) for MgN). Suppose first, for illustration, that Σg is hyperelliptic as
in Section 6.1, leading to (6.18) - (6.19) or equivalently to (6.4). This means that
the modulation equations determine deformations of the Riemann surface via branch
point equations using natural flow parameters determined from the Riemann surface.
However KP or KdV has only been used as an intermediate step and disappears at the
end except for the slow variables. The modulation equations only involve differentials
based on k1 and slow variables (other intrinsic time variables and differentials arise
for additional punctures). Thus (for one puncture) one creates a “generic” point
P1 ∼ ∞ and builds the ΩA and TA leading to (6.4). If one starts with a LG potential
E as in (3.68) to generate an n-sheeted Riemann surface of genus 0 the matter seems
somewhat contrived but in fact here, and especially in the case of general E as in
(3.75), many interesting things occur. A more detailed study of this situation (3.75)
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is indicated, going beyond the description of Hurwitz spaces and Frobenius manifolds
in Section 5. One desideratum here is to make more explicit the relations between
the LG potential and the Riemann surface in the Hurwitz space approach. Other
questions also arise. For example let Σg be given, say hyperelliptic. If Σg arises from
the Bloch spectrum of a KdV situation then one has developments as in Section 6.2;
the wave function for KdV will apparently be the BA function for Σg. However if we
choose a BA function ψ for Σg as indicated in Section 2, it will correspond in general
to a KP situation. It seems clear that for some divisor D, ψ will be a KdV wave
function corresponding to a potential u whose Bloch spectrum gives rise to Σg. It
might be worthwhile to make such matters precise and explicit.
6.4 The kernel ω
Now go back to the BA function for KP as in (2.1) so that ψ(~t, k) is meromorphic
in Γg/∞ with simple poles at P1, · · · , Pg and no other singularities in Γg/∞ (here
~t = (ti) with t1 = x, t2 = y, t3 = t, etc.). We use k
−1 as the local coordinate at
∞ so ψ ∼ exp[ξ(~t, k)] · (1 + ∑∞1 χik−i) for |k| large where ξ(~t, k) = ∑∞1 tiki. For
t2i = 0 this is a KdV situation. The BA conjugate differential ψ
†(~t, µ) is apparently
defined in [49, 50, 51] to have simple zeros at P1, · · · , Pg, to be a holomorphic 1-
differential in Γg/∞, and to have an essential singularity at ∞ of the form ψ† ∼
exp[−ξ(~t, k)](1+∑∞1 χ†ik−i)dk (this definition is discussed later in more detail). Then
it is “known” that ∮
C
ψ(k,~t)ψ†(k, ~t′)dk = 0 (6.41)
for C a small contour around ∞ (Hirota bilinear identity) and∫ ∞
−∞
ψ(k,~t)ψ†(k′,~t)dx = 2πiδ(k − k′) (6.42)
for ℑp(k) = ℑp(k′). In (6.42) the contour could apparently be a closed curve through
∞ for example (which would become a straight line in the - degenerate - scatter-
ing situation). This point is however consistently overlooked and should be further
examined (cf. also [10] for KP-1 and the scattering situation). Next the Cauchy-
Baker-Akhiezer (CBA) kernel ω(k, k′,~t) is defined via (we give an expanded form in
(6.96))
ω(k, k′, x, y, t, · · ·) = 1
2πi
∫ x
±∞
ψ(k, x′, y, t, · · ·)ψ†(k′, x′, y, t, · · ·)dx′ (6.43)
According to [49, 50, 51] this kernel is to have the following properties: (A) ω(k, k′,~t)
is a function in k and a one form in k′ (B) ω(k, k′,~t) is meromorphic in k in Γg/∞
with simple poles at P1, · · · , Pg, k′ (C) As a function of k′, ω is meromorphic in Γ/∞
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with one pole k and zeros at P1, · · · , Pg (D) ω(k, k′,~t) = O(exp[ξ(k,~t)]) as k → ∞
(E) ω(k, k′,~t) = O(exp[−ξ(k′,~t)]) as k′ → ∞ (F) ω(k, k′,~t) ∼ (dk′/2πi(k′ − k)) as
k → k′. We will express ψ† below as a suitable multiple of ψ∗
The material on the prime form is well discussed in [38, 85] for example (cf.
also [57] and Section 6.5 below) but the proofs in [49, 50, 51] of (6.42), (6.43), and
properties (A) - (F) of the CBA kernel are somewhat unclear so we will give some
discussion in various contexts. Formula (6.41) with ψ∗ in place of ψ† (Hirota bilinear
identity) can be proved in various traditional manners (cf. [9, 10, 22]) so we omit
comment. Now look at the integrands in (6.42) and (6.43) for large k, k′ and ℑp(k) =
ℑp(k′), namely, ψ(k,~t)ψ†(k′,~t) ∼ exp[∑ tn(kn−k′n)](1+∑χik−i)(1+∑χ†jk′−j)dk′. As
x = t1 varies one has a multiplier exp[x(k−k′)] with |exp[x(k−k′)]| = exp[xℜ(k−k′)]
(note dp ∼ −idk so for large k, k′,ℑp(k′) = ℑp(k) ∼ ℜk = ℜk′). Thus exp[x(k −
k′)] ∼ exp[ix(ℑk − ℑk′)] and (6.42) has a Fourier intergal flavor. On the other
hand from ∂nψ = Bnψ and ∂nψ
† = −B∗nψ† (true at least for ψ† ∼ ψ∗) one obtains
(ℑp(k′) = ℑp(k))
∂n
∫ ∞
−∞
ψψ†dx =
∫ ∞
−∞
[(Bnψ)ψ
† − ψ(B∗nψ†)]dx = 0 (6.44)
provided integration by parts is permitted. This is not obviously true but one can
assume it under reasonable circumstances. Further for large tn and k
′ 6= k, |ψψ∗| ∼
O(|exp[tn(kn − k′n)]|) = exp[tnℜ(kn − k′n)] → 0 for some n when tn → ∞ or −∞
(with ℑp(k′) = ℑp(k) or not). This (with (6.44)) implies that the integral in (6.42)
is 0 for k′ 6= k and ℑp(k′) = ℑp(k). To show that (6.42) actually gives a delta
function for ℑp(k′) = ℑp(k) one is referred in [50] to [67] for a discrete version whose
proof is said to be extendible. This is not clear but see also [76, 77] which don’t
seem to explain much either. Finally it is clear that the ±∞ limit of the integral
in (6.43) may change when k crosses the path ℑp(k) = ℑp(k′). In this regard recall
|exp[x(k′ − k)]| = exp[x(ℜk′ −ℜk)] and ℑp(k) ∼ −ℜk for k large. Hence ω in (6.43)
can have a jump discontinuity across the curve C : ℑp(k) = ℑp(k′). To see this and
to show that ω(k, k′) is nevertheless continuous for k 6= k′ let I ⊂ C be a small arc
seqment and D ⊃ I a small open set with boundary ∂D. Then ∫D ∂¯ωdkdk¯ = ∫∂D ωdk
by Stoke’s theorem. Think of I as a small straight line segment with D shrunken
down around I to be lines above and below with little end curves. One obtains in an
obvious notation ∫
D
∂¯ωdkdk¯ =
∫
I
(ω+ − ω−)dk = (6.45)
=
1
2π
∫
I
∫ ∞
−∞
ψ(k)ψ†(k′)dxdk =
{
0 for k′ 6∈ I
1 for k′ ∈ I
via (6.42) and (6.43) (using the change in integration limit in (6.43)). The other prop-
erties in (A) - (E) are more or less natural for suitable ψ† as indicated below. Property
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(F) is suggested by e.g. (1/2πi)
∫ x
−∞ ψψ
†dx′dk′ ∼ [1/2πi(k− k′)] · ∫ x−∞ exp[x′(k− k′)] ·
O(1)dx′dk′ when say ℜk > ℜk′, k′ → k and x > 0 with the expectation here that
1/(k − k′) will emerge from the integration (cf. also Theorem 6.3). We will suggest
formulas for ω and ψ† below which accord with (6.41), (6.42), and (A) - (F), but a
further infusion of rigor would be welcome.
6.5 Remarks on general kernels
We refer here to [103] for some general information on Cauchy type kernels on a
Riemann surface Σg (cf. also [93]). Take a Riemann surface Σg with a canonical
homology basis (ai, bi) 1 ≤ i ≤ g, and abelian differentials ωk, 1 ≤ k ≤ g, with∮
ak
ωi = δik. The B periods are Bkj =
∮
bk
ωj as usual. Let ωqs(p) (or dωqs)(p)) be a
normalized (i.e.
∮
ak
ωqs = 0) differential with simple poles at q and s with residues
±1 respectively. One knows that ωqs(p)−ωqs(r) = ωpr(q)−ωpr(s) so ωqs(p) is a many
valued function of q with a single pole at q = p. Further∮
bk
ωqs(p) = 2πi
∫ s
q
ωk (6.46)
(cf. (6.76)). Consequently
∮
ak
dqωqs(p) = 0;
∮
bk
dqωqs(p) = 2πiωk (6.47)
Choose a brance ωˆqs(p) now which is a single valued function on Σg and satisfies the
condition dωˆss(p) ≡ 0. This branch can be defined via
ωˆqs(p) =
∫ q
s
dtωts(p) (6.48)
where the path of integration does not intersect a1, · · · , ag. One uses + (resp. −) to
destinguish objects associated with the left (resp. right) bank of the oriented curves
ak. Thus a
+
k (resp. a
−
k ) denotes ak described in the + (resp. −) sense. The surface
Σg is on the left of the curves a
+
1 b
+
1 a
−
1 b
−
1 · · · a+g b+g a−g b−g ∼ ∂Σg in the standard cutting.
Then from (6.47) - (6.48) one has for t ∈ ak
ωˆ+ts(p)− ωˆ−ts(p) = −2πiωk(p); ωˆ+qs(t)− ωˆ−qs(t) = −2πi
∫ q
s
ωk (6.49)
(± over t would be slightly better notation).
Consider now a Cauchy kernel K = (dτ/(τ − z)) in the complex plane, which
has the properties: (1) As a function of z, K is a meromorphic function with a
single pole at z = τ and a single zero at z = ∞. (2) As a function of τ, K is a
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meromorphic differential with two simple poles at τ = z and τ = ∞, with residues
±1 respectively. We denote analogues of Cauchy kernels on Σg by A(p, q)dp where
(3) A(p, q)dp = (dp/(p − q)) + regular terms as p → q. Generally for g > 0 a
meromorphic function cannot have one simple pole so there is no analogue of (1).
Hence, abandoning (1), there exist infinitely many analogues of a Cauchy kernel and
two especially are constructed in [103]. The first is a discontinuous analogue which is
fulfilled by ωˆ above where ωˆ is discontinuous in q along the ak. Thus
A(p, q)dp = ωˆqs(p) (6.50)
(s can be fixed arbitrarily and τ, z, ∞ ∼ p, q, s). Except for the discontinuity (1)
and (2) are satisfied.
The second type is a meromorphic analogue. For this one says first that a divisor
D is minimal if ord(D) = g − 1 and r(D−1) = i(D) = 0 where the meaning of r, i is
visible from the Riemann-Roch theorem r(D−1) = ord(D) + i(D)− g + 1. However
note here that this is in multiplicative notation for divisors, D = pn11 · · · pnkk instead
of
∑
nipi so one knows (cf. [37]) R(1) = 1, i(1) = g, and ord(D) = 0 ∼ D = 1.
We recall also for ni ≥ 0 with D ≥ 1 one has C ⊂ L(D−1) (C = L(1)) where L
is standard notation. Thus if ord(D) = g − 1 with r(D−1) = 0 then D must have
poles. Now (given a minimal divisor D) one constructs a Cauchy kernel A(p, q)dp
having property (3) which as a function of p is a differential with divisor a multiple
of q−1D (∼ D− q additively) and as a function of Q the kernel is meromorphic with
divisor a multiple of p−1D−1. Thus pick e.g.
D =
k∏
1
p
nj
j ·
i∏
0
q−ml−1l (i > 0, k > 0, nj ≥ 0, ml ≥ −1) (6.51)
with ord(D) =
∑k
1 nj −
∑i
0ml − i − 1 = g − 1. By remarks above there is at least
one q, say q0, with a positive multiplicity m0 + 1 > 0. Then one can write down a
formula in determinants for A(p, q)dp (cf. [103]) with entries
ωλµq1q2(p) =
∂λ+µωˆq1q2(p)
∂pλ∂qµ1
dpλdqµ1 ; ω
1,0
q0q
(p) = −dωˆqq0(p) (6.52)
This kernel will be unique via minimality of its characteristic divisor. However there
exist other meromorphic analogues having different properties (cf. below). Exam-
ples of various sorts are indicated in [103]. Discontinuous Cauchy type kernels are
connected to Plemlj-Sokhotskij type formulas (with eventual application to Riemann-
Hilbert problems possible) and meromorphic Cauchy kernel analogues are related to
kernels of Chibrikova, Gusman-Rodin, Koppelman, Tietze, Vaccaro, and Weierstrass
for example.
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Some other analogues of Cauchy kernels arise from the differential
Ξ =
w + ζ
2ζ
· dτ
τ − z (6.53)
where (z, w) ∈ Σg, (τ, ζ) ∈ Σg when Σg is the hyperelliptic Riemann surface of w2 −
f(z) = 0 for f(z) =
∏2g+1
1 (z−zk). One thinks here of ak cycles surrounding r2k−1, r2k)
with (z,
√
f) the upper sheet. One can take as usual (dz/w), · · · , (zg−1dz/w) for the
ωk (unnormalized). Then the discontinuous analogue of the Cauchy kernel is
dωˆ(z,w),(z0,w0)(τ, ζ) = dωˆ(z,w)(τ, ζ)− dωˆ(z0,w0)(τ, ζ) (6.54)
where
dωˆ(z, w)(τ, ζ) =
Num
Den
; Den =
∣∣∣∣∣∣∣∣
∮
a1
dτ
ζ
· · · ∮a1 τg−1dτζ
· · · · · · · · ·∮
ag
dτ
ζ
· · · ∮ag τg−1dτζ
∣∣∣∣∣∣∣∣ (6.55)
Num =
∣∣∣∣∣∣∣∣∣∣∣
w+ζ
2ζ
· dτ
τ−z
dτ
ζ
· · · τg−1dτ
ζ∮
a1
w+ζ
2ζ
· dτ
τ−z
∮
a1
dτ
ζ
· · · ∮a1 τg−1dτζ
· · · · · · · · · · · ·∮
ag
w+ζ
2ζ
· dτ
τ−z
∮
ag
dτ
ζ
· · · ∮ag τg−1dτζ
∣∣∣∣∣∣∣∣∣∣∣
One could also phrase this in terms of normalized ωj. On the other hand a meromor-
phic analogue (elementary Weierstrass function) with characteristic divisor (z0, w0)
−1(τ1, ζ1) · · · (τg, ζg)
has the form
A[(z, w), (τ, ζ)]dτ = A0[(z, w), (τ, ζ)]dτ −A0[(z0, w0), (τ, ζ)]dτ (6.56)
where A0[(z, w), (τ, ζ)]dτ = (Num/Den)(dτ/2ζ) with
Den =
∣∣∣∣∣∣∣
1 τ1 · · · τ g−11
· · · · · · · · · · · ·
1 τg · · · τ g−1g
∣∣∣∣∣∣∣ (6.57)
Num =
∣∣∣∣∣∣∣∣∣∣
w+ζ
τ−z
1 τ · · · τ g−1
w+ζ1
τ1−z
1 τ1 · · · τ g−11
· · · · · · · · · · · · · · ·
w+ζg
τg−z
1 τg · · · τ g−1g
∣∣∣∣∣∣∣∣∣∣
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6.6 The prime form
We will collect first further information and some calculations involving the prime
form (cf. [3, 4, 5, 27, 34, 57, 85, 86, 98]). In particular we want to confirm (6.27) -
(6.31). Thus work with a lattice LB = Z
g +BZg and a torus Cg/LB (we think here
of B with positive imaginary part as period matrix, so some factors of i may need
adjustment relative to previous notations). The theta function with characteristic
α, β is defined via
θ[α, β](z|B) =∑ eiπ(n+α)B(n+α)+2πi(z+β) (6.58)
where the periodicity condition θ[α, β](z + Bn + m|B) = exp(−iπnBn − 2πn(z +
β) + 2πiα ·m)θ(z|B) determines θ up to a constant. For some arbitrary base point
P0 define now the Abel-Jacobi map I(D) =
∑
ηi
∫ Pi
P0
~ω for a divisor D =
∑
ηiPi.
Then f(P ) = θ(z + I(P )|B) either vanishes identically or it has exactly g zeros
P1, · · · , Pg. In the latter case there exists a vector ∆ ∼ Riemann divisor class, ∼ −K
in Section 2, depending only on P0 and the canonical homology basis, such that
z + I(
∑
Pi) = ∆. The set of z ∈ J(Σg) = Jacobian variety where θ vanishes is a
subset of complex codimension one called the θ divisor. Then θ(z|B) = 0 if and
only if there exist g − 1 points P1, · · · , Pg−1 in Σg such that z = ∆ − I(P1 + · · · +
Pg−1). The bundle of holomorphic one forms is called K and this is the canonical
line bundle of degree 2g − 2; spinor bundles L satisfy L2 = K. We note that to any
holomorphic line bundle L on Σg, with s a meromorphic section, one associates a
bundle Ls with the equivalence class Ds of divisor s. Similarly for any divisor D we
can associate a line bundle (locally build transition functions via divisors restricted to
open sets). The relation between spin structures and theta functions is summarized
well in recalling that the Riemann class ∆ satisfies 2∆ = K. Hence ∆ is the divisor
class of a spin structure S0 and the divisor classes of other spin structures Sα,β are
given byDα = ∆−Bα−β, (α, β) ∈ (12Z/Z)2g to which one associates a theta function
θ[α, β](z|B). For such theta functions one has θ[α, β](−z|B) = (−1)4α·βθ[α, β](z|B)
leading to a classification of spin structures as even or odd depending on whether
the corresponding theta function is even or odd. For odd characteristics α, β we have
θ[α, β](0|B) = 0 so by Riemann’s vanishing theorem there are g−1 points Pi such that
Dα,β = [
∑
Pi] ([D] denotes divisor class). This suggests that Sα,β has a holomorphic
section hα,β(z) having g − 1 zeros for s = Pi and indeed this section can be written
as follows. Define
fα,β(z, w) = θ[α, β](
∫ z
w
ω|B) (6.59)
Then by the vanishing theorem fα,β has single zeros for z = w, z = Pi, or w = Pi
(obvious with a moment’s thought) so for both z and w in the neighborhood of one of
the Pi, fα,β(z, w) looks like constant·(z−w)(z−Pi)(w−Pi). Differentiating this with
respect to w at w = z one finds that the one form gα,β(z) =
∑
∂iθ[α, β](0|B)ωi(z)
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has g − 1 double zeros for z = Pi. Note that since the divisor of gα,β is in K we
have indeed 2Dα,β = K and there exists a holomorphic 12 -differential hα,β such that
gα,β = h
2
α,β which is the holomorphic section of Sα,β desired. Now one can define a
holomorphic differential form of weight (−1
2
, 0)× (−1
2
, 0) via
E(z, w) =
fα,β(z, w)
hα,β(z)hα,β(w)
; (α, β) odd) (6.60)
Let us note also that one can construct arbitrary meromorphic functions or differen-
tials via E. Thus given that D = P1 + · · · + Pn − Q1 − · · · − Qn is the divisor of a
meromorphic function one can express this function via (cf. [85])
f(z) =
∏n
1 E(z, Pi)∏n
1 E(z, Qi)
(6.61)
On the other hand for example a differential of third kind with first order poles at P
and Q with residues ±1 respectively is given by
ω(z;P,Q) = ∂z log
E(z, P )
E(z, Q)
dz (6.62)
For the prime form (6.27) we note also the following representation from [85], Vol. 1,
p. 160 (E is treated as a function here).
E(x, y) ∼ Ee(x, y) = θ(e +
∫ y
x
~ω); θ(e) = 0 (6.63)
Here ~ω ∼ (ωj) and we note that θ(e) = 0 if and only if there exist points P1, · · · , Pg−1
such that e = K −∑g−11 ∫ PiP0 ~ω.
6.7 Remarks on theta functions
Let us now extract some information from [38] regarding various kernel formulas and
theta functions. We recall the prime form as in (6.60) rewritten here as ((α, β) ∼ δ)
E(x, y) =
θ[δ](y − x)
hδ(x)hδ(y)
; h2δ(x) =
g∑
1
∂θ[δ](0)
∂zi
ωi(x) (6.64)
θ(z) = θ[0](z) =
∑
e
1
2
mBmT+mzT ; θ
[
x
y
]
(z) = (6.65)
∑
e
1
2
(m+α)B(m+α)T +(z+2πiβ)(m+α)T = e
1
2
αBαT+(z+2πiβ)αT θ(z + e)
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Note that θ(−z) = ∑ exp[(1/2)mBmT − mzT ] = θ(z) via m → −m. Here e =
2πiβ + αB = (β, α)
(
2πi
B
)
and the period matrix B is symmetric with ℜB < 0 (Siegel
left half plane). E(x, y) will have the following properties (cf. also Section 6.4 for a
physics approach). (A) E(x, y) = −E(y, x) (recorded earlier) (B) If A = ∑n1 ai and
B = ∑n1 bi are divisors then (cf. (6.62))
d log
n∏
1
E(x, bi)
E(x, ai)
= ωB−A(x) (6.66)
where ωB−A is a differential of third kind having poles at bi and ai with residues ±1
respectively. One will have also for X, Y divisors of degree n
∫ Y
X
ωB−A =
∫ B
A
ωY−X (6.67)
(C) If Σg is realized as a covering of P
1 via z : Σg → P1 then
E2(x, y) =
(z(y)− z(x))2
dz(x) dz(y)
exp{
∫ −y+z−1z(y)
−x+z−1z(x)
ωy−x +
g∑
1
∫ y
x
miωi} (6.68)
where mj = (1/2π)
∫
aj
d arg[(z − z(y))/z − z(x))] and paths of integration are taken
within Σg cut along its homology basis in a standard manner. Note here also that
from (6.66)
exp{
∫ q
p
ωy−x} = E(y, q)E(x, p)
E(x, q)E(y, p)
(6.69)
(D) For any nonsingular f ∈ (θ) (i.e. θ(f) = 0 and (∂θ/∂zi)(f) 6= 0 for some i) define
Hf(x) =
g∑
1
∂θ
∂zi
(f)ωi(x); Qf (x) =
g∑
i,j=1
∂2θ
∂zi∂zj
(f)ωi(x)ωj(x) (6.70)
Then one has holomorphic Prym differentials with g − 1 double zeros
(
θ(y − x− f)
E(x, y)
)2
= Hf(x)Hf (y)exp(
∫ x
y
Qf
Hf
) (6.71)
It follows that for f ∈ (θ) nonsingular
θ(y − x− f)θ(y − x+ f)
Hf(x)Hf(y)
= E(x, y)E(y, x) = −E(x, y)2 (6.72)
(E) For Ξ = dxdy log E(x, y) (cf. (6.28))
Ξ(x, y) = dxdy log E(x, y)dxdy = dxdy logθ(y − x− f)dxdy (6.73)
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is a well defined bilinear meromorphic differential independent of the nonsingular
f ∈ (θ). (F) Zp(x) = (d/dx)log E(x, p) (cf. (6.62)) has a pole of residue 1 at x = p
and Zb(x) − Za(x) = ωb−a(x) = ∫ ba Ξ(x, y)dy. For f holomorphic in a neighborhood
U of p one has
f(p) =
1
2πi
∫
∂U
f(x)Zp(x) (6.74)
so Zp is a local Cauchy kernel.
6.8 Expressions for ω
First note that (6.31) is the same as (6.23) for z = 1/k and the expression (6.28) is
a standard way of obtaining a differential with a second order pole (cf. [4]). Thus
ωˆ2(z, ζ) = ∂ζ∂zlogE(z, ζ) = ∂ζ(Ez/E) = (Ezζ/E)− (EzEζ/E2) and via Ez 6= 0, Eζ 6=
0 at z = ζ the last term looks like 1/(z − ζ)2 (note also ωˆ2dz has zero ai periods -
cf. [85]). From this one picks up differentials of the second kind with poles of order
n + 1 at z = ζ via ωˆn+1 = ∂
n−1
ζ ωˆ2(z, ζ)/n! (n = 2, · · ·) for example and we note that
(cf. [4, 96]) ∮
bi
ωˆn+1(z, ζ)dz =
2πi
n!
Dn−1ζ fi(ζ) (6.75)
where ωi = fidζ . Further (cf. (6.62))∮
~b
ω(z, P,Q) = 2πi
∫ P
Q
ω (6.76)
where ~b ∼ (b1, · · · , bg) and ω ∼ (ω1, · · · , ωg) represents the standard holomorphic
differentials. Here the relation (6.76) follows from standard bilinear identities as does∮
bk
ωˆ2dz = 2πi
ωk
dζ
(6.77)
and (6.75) follows from (6.77).
We can make further comments now relative to (6.28) - (6.31) by writing (z ∼ 1/k)
ωˆ2(z, ζ) = dzdζ log E(z, ζ) = −
∞∑
1
Ωs(z)ζ
s−1dζ ; ωˆn+1(z, ζ) = (6.78)
= ∂n−1ζ
ωˆ2(z, ζ)
n!
= −[ (n− 1)!
n!
Ωn +
∞∑
n+1
(
s− 1
n
)
Ωs(z)ζ
s−n]dζ
(the latter for n ≥ 2). This leads to
Ωn(z)dζ = −nωˆn+1(z, 0) = − 1
(n− 1)!∂
n−1
ζ ωˆ2(x, ζ)|ζ=0 (n ≥ 1) (6.79)
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2πi(Us)m ∼
∮
bm
Ωs ∼
∮
bm
ωˆs+1dz|ζ=0 = (6.80)
=
1
s!
Ds−1ζ
∮
bm
ωˆ2dz|ζ=0 = 2πi
s!
Ds−1ζ fm(ζ)|ζ=0
This implies in particular that (1/s!)(Us)m ∼ Ds−1ζ fm(ζ)|ζ=0. We note also that
differentiating (6.30) one obtains
dζdz(log
E(ζ, z)
ζ − z ) = dζdzlogE(ζ, z)− dz(
dζ
ζ − z ) = (6.81)
= dζdzlog E −
∞∑
1
nzn−1
ζn+1
dzdζ =
∞∑
1
∞∑
1
ζm−1zn−1Qmndzdζ
while (6.28) and (6.31) imply
dζdzlog E = −
∞∑
1
zs−1dz[d(
1
ζs
)−
∞∑
1
Qsmζ
m−1dζ ] = (6.82)
= [
∞∑
1
szs−1ζ−s−1 +
∞∑
1
∞∑
1
Qsmz
s−1ζm−1]dzdζ
One sees that these equations are consistent and the terms involving Qm0 in (6.30)
play the role of integration “constants” used for normalization in [50] (they are absent
in [4]).
Now consider from (6.43) ∂xω(k, k
′,~t) = (1/2πi)ψ(k,~t)ψ†(k′,~t) (see below for re-
lations between ψ∗ and ψ† and further discussion relative to the definition of ω).
Thus first let us go carefully over the construction of BA functions etc. in Section
2. In (2.1) for example we pick Ω1 ∼ Ω1 = dk + · · · , Ωj ∼ Ωj = d(kj) + · · · with∮
ai
Ωj = 0 (or sometimes ℜ ∮ai Ωj = 0 = ℜ ∮bi Ωj as in Section 3.2 for example). Set
Uj =
∮
bj
Ω1, Vj =
∮
bj
Ω2, · · · up to factors of 2πi and recall dp ∼ Ω1, dE ∼ Ω2 (or
Ω3 for KdV). The flow variables arise via q(k) in Section 2 but the Riemann surface
contributes via the argument xU + yV + yW in the theta function to establish linear
flows on the Jacobian J(Σg). We recall a few additional facts about BA functions
etc. from [27, 34]. First from (2.1) we have
ψ = exp(
∫ P
P0
Ω) · θ(A(P ) +
~U + z0)
θ(A(P ) + z0) (6.83)
for z0 = −A(D)−K (Ω ∼ xΩ1+· · · , ~U ∼ xU+yV +· · ·). We recall also that F (P ) =
θ(A(P )−e) is either identically zero or F (P ) has exactly g zeros including multiplici-
ties on the cut surface Σ˜g. Note here e = (e1, · · · , eg) and A(P ) = (∫ PP0 ω1, · · · , ∫ PP0 ωg).
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Then if F (P ) 6≡ 0 and P1, · · · , Pg are its zeros one has A(P1, · · · , Pg) = A(P1) +
· · · + A(Pg) ≡ e − K on J(Σg) where A(P1, · · · , Pg) = ∑g1(∫ PiP0 ω1, · · · , ∫ PiP0 ωg) =
(
∑g
1
∫ Pi
P0
ω1, · · · ,∑g1 ∫ PiP0 ωg). Recall here that K is the vector of Riemann constants
and 2K = −A(KΣ) where KΣ ∼ equivalence class of meromorphic differentials.
Hence the function θ(A(P )− e) is identically zero if and only if e can be written as
e =
∑g
1A(Qi) +K where Q =
∑g
1Qi is a special divisor (i.e. there exists a noncon-
stant meromorphic function with poles only at the Qi); then for D =
∑
Pi, A(D) =
e − K ∼ A(D) = A(∑Qi) = 0 for any D. A divisor in general position is not
special. The above leads to (e = ζ +K, ζ arbitrary) A(P1, · · · , Pg) = ζ and further
the zeros e of θ(e) = 0 have a representation e = A(P1) + · · ·+A(Pg−1) +K where
P1, · · · , Pg−1 are arbitrary (cf. [27]). In particular one sees that the poles of the BA
function (6.83) arising from zeros of the denominator lie at the points Pi (i.e. for D
nonspecial, D =
∑
Pi, θ(A(P )−A(D)−K) has exactly g zeros P1, · · · , Pg).
For completeness let us also include here some of the formulation of [61] (cf.
also [9]) but omitting any conformal field theory. One writes ξ(~t, z) =
∑∞
1 tnz
n with
Ψ(~t, z) ∼ exp(−ξ)(1+∑∞1 wkz−k) ∼ exp(−ξ)τ(~t+[z])/τ(~t ) where ~t+[z] ∼ (tj+1/jzj).
Similarly Ψ˜(~t, z) ∼ exp(ξ)(1 +∑∞1 w˜kz−k) ∼ exp(ξ)τ(~t− [z])/τ(~t) (Ψ¯ is used in [61]).
Thus Ψ˜ ∼ our normal ψ and Ψ ∼ our normal ψ∗ but poles and zeros must be ex-
amined. Then on a Riemann surface Σg one takes holomorphic differentials (Abelian
differentials of the first kind) in the form ωj = ωjdz with
∮
ai
ωj = δij ,
∮
bi
ωj =
Bij , ωj(z)dz = d(
∑
n>0 I
j
nz
−n/n) = −∑ Ijnz−n−1dz (we inserted a plus sign in ωj).
For differentials of the second kind one writes (Q ∈ Σ, z(Q) =∞)
ωnQ = ω
n
Qdz;
∮
ai
ωnQ = 0;
∮
bj
ωnQ = 2πiI
j
n; (6.84)
ωnQ ∼ d(zn −
∑
m>0
qnm
m
z−m)
If we write z = 1/ζ this becomes ωnQ ∼ d(1/ζn)−
∑
qnmζ
m−1dζ which agrees with Ωn
in (6.31) for qnm = Qnm. Further
dzdw log E(z, w) = [
1
(z − w)2 +
∑
m,n>0
qnmz
−n−1w−m−1]dzdw (6.85)
which agrees with (6.82) (since 1/(z−w)2 = (d/dz)(1/(w−z) = (d/dz)∑∞0 znw−n−1 =∑∞
1 nz
n−1w−n−1). The Szego¨ kernel is written now as
Sc(z, w) =
θ(I(z)− I(w) + c|B)
θ(c|B)E(z, w) =
1
z − w +
∑
µ,ν>0
cµνz
−µ− 1
2w−ν−
1
2 (6.86)
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where c ∈ Cg with θ(c|B) 6= 0 (note the similarity to (6.40) which however is not
equivalent). We will not consider Szego¨ kernels further (nor deal with Krichever-
Novikov kernels as in [49, 77]). Here the Abel- Jacobi map is written as
I(z) = (
∫ z
Q
ωj) = (
∑
n
Ijn
n
z−n) (6.87)
Here we have inserted a factor of 1/n in (6.87), apparently forgotten in [61]. Note
our ωj ∼ z−2dz whereas in (6.1) or (6.8) for hyperelliptic situations ωj ∼ λ−3/2dλ ∼
2k−2dk for λ = k2 so the growth condition matches. Finally set φ0(z) = 1 with
φn(z) = zn −
∞∑
1
qnm
m
z−m =
∫ z
ωnQ (ω
n
Q ∼ Ωn); (6.88)
φn(z + ai) = φ
n(z); φn(z + bj) = φ
n(z) + 2πiIjn
We record now the tau function via
τc(~t,Σg) = e
1
2
q(~t )θ(I(~t ) + c|B); (6.89)
q(~t ) =
∑
m,n>0
qnmtntm; I(~t ) = (I
j(~t ) = (
∞∑
1
Ijntn)
and the BA functions have the form indicated above, or more generally, in the form
required here
Ψ ∼ f(z)e−
∑∞
1
tnφn(z)
θ(I(~t ) + I(z) + c|B)
θ(I(~t ) + c|B) ; (6.90)
Ψ˜ ∼ f(z)e
∑∞
1
tnφn(z)
θ(I(~t )− I(z) + c|B)
θ(I(~t ) + c|B)
where f(z)
√
dz = (
√
dzw/E(z, w))|w→∞ = [1 + o(z−1)]
√
dz. Poles and zeros of Ψ, Ψ˜
should however be examined. For comparison to ψ, ψ∗ evidently I(~t) must correspond
to ~U = xU + yV + · · ·, and I(z) ∼ −A(P ) (i.e. z ∼ P and perhaps we should restore
the minus sign here in ωj). In this spirit (6.83) corresponds to Ψ˜ via
ψ = e
∑∞
1
tn
∫ z
∞
Ωn · θ(
~U − I(z) + z0)
θ(z0 − I(z)) ∼
Ψ˜
f
· θ(I(~t + c|B)
θ(z0 − I(z)) (6.91)
and as P → P0 (z →∞) one has ψ ∼ Ψ˜/f as required. We will not pursue this.
Now look at ω in (6.43). One can take ψ as in (6.83) and for ψ∗ we know it is
determined via a dual divisor D∗ (cf. [19, 29]) such that D + D∗ is the null divisor
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of some meromorphic differential Ω = dk + α(dk/k2) + · · ·. Thus D + D∗ − 2Q ∼
KΣ (Q ∼ ∞, 2K ∼ −A(KΣ) so A(D∗) − A(Q) +K = −[A(D) − A(Q) +K]. The
prescription of ψ† in (A) - (F) seems to require for example via (2.2) (P ∼ k, P ′ ∼ k′)
ψ†(k′,~t ) ∼ θ(A(P ′) + z0)θ(A(P ′) + z∗0)ψ∗(k′,~t )dk′ (6.92)
(modulo some normalization and adjustment for path independence). We recall now
that by definition of ψ∗, ψ(k′,~t )ψ∗(k′,~t )Ω(k′) = Φ(k′,~t ) is a meromorphic differential
in k′ having its only (double) pole at∞. Given ψ and ψ∗ as in (2.1) - (2.2) this means
we could take Ω in the form θ(A(P ′)+z0)θ(A(P ′)+z∗0)Ω˜ where Ω˜ is any meromorphic
differential with its only pole at∞ of the type indicated. But this is exactly what we
achieve via (6.92) except for the pole at ∞ and the question of global definition. We
recall from (2.1) and remarks after Theorem 6.2 the changes induced by a path change
γ =
∑g
1 nkak +
∑g
1mjbj . Thus (cf. [9], p. 56) one has
∫ P
P0
Ω → ∫ PP0 Ω+ < M,U >
and A(P ) → A(P ) + 2πiN + BM with θ(z + 2πiN + BM) = θ(z)exp(−(1/2) <
BM,M > − < M, z >). Thus introducing theta functions to cancel poles etc. leads
to problems of global definition and we are better advised to use the prime form E.
If we take E in the form E(x, y) = θ(e +
∫ y
x ~ω) for example (cf. (6.63)) then one
has, generically, for suitable paths, upon cutting the Riemann surface in a standard
manner, θ(e +
∫ P
Pi
~ω) = θ(e + A(P ) − A(Pi)) and this is unchanged with a path γ
(which affects both A(P ) and A(Pi)). However E is multivalued as indicated after
(6.27). Then instead of (6.92), one can think of
ψ†(k′,~t ) = ψ∗(k′,~t )
g∏
1
E(P ′, Pi)
g∏
1
E(P ′, P ∗i )dk
′ (6.93)
(recall E is treated as a function here). Thus we think of defining ω in (6.43) as
ω(P, P ′, x, y, t, · · ·) = 1
2πi
∫ x
±∞
ψ(k, x′, y, t, · · ·)ψ∗(k′, x′, y, t, · · ·)Ωˇ(k′)dx′ (6.94)
(up to some factors for normalization and global definition indicated below) where ψ
and ψ∗ are given in (2.1) - (2.2) and
Ωˇ(k′) =
g∏
1
E(P ′, Pi)
g∏
1
E(P ′, P ∗i )dk
′ (6.95)
Then ω will coincide with (6.43) when ψ† is given by (6.93) and properties (A) - (F)
will hold. Thus the kernel in (6.43) can be written tentatively via
ωx(P, P
′,~t ) =
1
2πi
ψ(x′, k, y, t, · · ·)ψ∗(x′, k′, y, t, · · ·)Ωˇ(k′) = (6.96)
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e
(
∫ P
P0
−
∫ P ′
P0
)[xΩ1+···]
2πi
· θ(A(P ) +
~U + z0)θ(A(P ′)− ~U + z∗0)
∏g
1E(P
′, Pi)E(P
′, P ∗i )
θ(A(P ) + z0)θ(A(P ′) + z∗0)
dk′
Now to determine global definition we are concerned only with separate path changes
for P or P ′ integrals. Thus for P the exponential term contributes a multiplier
exp(< M,U >) and the theta functions give exp(− < M,U >) which cancels. For P ′
we get exp(− < M,U >) from the exponential and exp(< M,U >) from the theta
functions which again cancels. Hence (6.96) is globally well defined (but multivalued)
and we have tentatively
THEOREM 6.2. A path independent expression for ωx having the essential
poles and singularities stipulated in (A) - (F) can be written as in (6.96). •
A definition of ω via ψψ∗ (instead of ψψ†) seems more appropriate in dealing with
dispersionless limits (as seen in Section 6.9) but in order to have a Cauchy kernel the
poles from ψψ∗ should be eliminated (hence ψ†). This leads to ψ† as in (6.93) and ωx
as in (6.96). The pole in ω at k = k′ will emerge from the integration as indicated
before (cf. also Theorem 6.3) and we will have a discontinuous Cauchy kernel analogue
in the spirit of Section 6.5. We have to rethink (6.41), (6.42), and ∂nψ
† = −B∗nψ† now
but, since no x, y, t dependence has been introduced, it seems that ∂nψ
† = −B∗nψ†
will still hold, (6.41) should be OK, and (6.42) should be preserved up to a multiplier
(which we don’t compute here).
6.9 Averaging for theta functions
In terms of averaging one has (
∫ P
P0
Ω1 ∼ p)
∂x logωx =
ωxx
ωx
= [p(k)− p(k′)] + ∂x logθ(A(P ) + ~U + z0) + (6.97)
+∂x logθ(A(P ′)− ~U + z∗0)
The averaging process should now evidently revert to integrals (1/2π)2g
∫ · · · ∫ ∂xlogθ
∼ (1/2π)2g ∫ · · · ∫ ∑Ui(∂/∂θi)logθd2gθi and we recall that θ(~z + 2πiek) = θ(~z) and
θ(~z + Bek) = exp(−(1/2)Bkk − zk)θ(~z) (cf. [27]). This would imply for the fourth
term in (6.97) (note (θi, θg+i) ∼ zi), running θj between 0 and 2π,
∫
· · ·
∫
∂x logθ = −
g∑
1
Ui(−1
2
Bii) (6.98)
(here θj ∼ A(P ) + ~Uj + (z0)j and running this in (0, 2π) eliminates the zj terms
from −(1/2)Bjj − zj above). But from the fifth term in (6.97) we would obtain
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correspondingly −∑g1 Ui(−(1/2)Bii) yielding formally
(4) + (5) = −
g∑
1
Ui(−1
2
Bii) +
g∑
1
Ui(−1
2
Bii)] = 0 (6.99)
Note here ~Ui 6= Ui since ~U = xU + yV + · · · and ~Ui = xUi + yVi + · · · (althought
this is not used here). The quantities Bii, Ui are then thought of as functions of
slow variables X, Y, T, · · ·. This is perhaps somewhat cavalier but starting a period
at some zi 6= 0 will leave terms in (6.99) depending on x, y, t, · · ·; recall also that (up
to possible factors of 2πi)
Ui =
∮
bi
Ω1; U
′
i =
∮
bi
Ω′1; Bii =
∮
bi
ωi; B
′
ii =
∮
bi
ω′i; (6.100)
Consequently one obtains
< ∂x logωx >= p(k)− p(k′) (6.101)
which agrees with (6.5) and (6.12) for example in the hyperelliptic case where k ∼
i
√
λ.
6.10 Connections to differential Fay identity
We recall from [2] that the differential Fay identity leads to
ψ∗(~t, λ)ψ(~t, µ) =
1
µ− λ∂{
X(~t, λ, µ)τ(~t )
τ(~t )
} = (6.102)
=
1
µ− λ∂{e
∑
tj(µj−λj)
τ(~t + [λ−1]− [µ−1])
τ(~t )
}
Given the equivalence of the dispersionless differential Fay identity with the kernel
expansion (6.20) (cf. [15]) one expects (6.102) to be at least formally useful in studying
ω in (6.43) since (6.102) implies (modulo adjustment for ψ†)
ω ∼ 1
2πi
∂−1x′ [ψ
∗(x′, tn, λ)ψ(x
′, tn, µ)] ∼ 1
2πi
1
µ− λ
X(~t, λ, µ)τ(~t )
τ(~t )
(6.103)
modulo integration or normalization factors (note (6.103) implies ω ∼ 1/2πi(µ − λ)
as µ→ λ). Hence one should be able to determine easily a dispersionless limit for ω.
Thus as in [15, 97] express τ via τ ∼ exp(F (T )/ǫ2) and write
ωǫ ∼ 1
2πi
1
µ− λe
1
ǫ
∑
Ti(µi−λi) · τ(
~T + ǫ[λ−1]− ǫ[µ−1])
τ(~T )
(6.104)
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Take logarithms to obtain then
logωǫ ∼ log 1
2πi
− log(µ− λ) + 1
ǫ
∑
Ti(µ
i − λi) + (6.105)
+
1
ǫ2
{F (~T + ǫ[λ−1]− ǫ[µ−1])− F (~T )}
The last term can be written as (χn ∼ elementary Schur functions)
1
ǫ2
{e
∑
λ−i
ǫ∂i
i · e−
∑
µ−1
ǫ∂i
i F − F} = (6.106)
=
1
ǫ2
{
∞∑
0
χn(ǫ∂˜)λ
−n ·
∞∑
0
χm(−ǫ∂˜)µ−mF − F} =
=
1
ǫ2
{
∞∑
1
( )n +
∞∑
1
( )m +
∞∑
1
∞∑
1
( )n( )m}
Now we have (cf. (cf. [15, 97])
1
ǫ2
∞∑
1
∞∑
1
( )n( )m → −
∞∑
1
∞∑
1
Fnm
nm
λ−nµ−m (6.107)
and we recall here from [15]
∞∑
1
∞∑
1
Fnm
nm
λ−nµ−m = −log(1− µ
λ
)−
∞∑
1
Qn(µ)
λn
= (6.108)
= −log(λ− µ) + logλ−
∞∑
1
Qn(µ)λ
−n = log[
P (λ)− P (µ)
λ− µ ]
(cf. also Section 4). Now try an expression ωǫ = f(λ, µ)exp(R/ǫ) which will entrain
R
ǫ
+ log f ∼ log( 1
2πi
)− log(µ− λ) + 1
ǫ
∑
Ti(µ
i − λi) + (6.109)
+
1
ǫ2
{
∞∑
1
( )n +
∞∑
1
( )m −
∞∑
1
∞∑
1
( )n( )m}
Multiply by ǫ and let ǫ→ 0 to obtain
R ∼∑Ti(µi − λi) + ∞∑
1
Fn
n
λ−n −
∞∑
1
Fm
m
µ−m (6.110)
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which leads to
log f ∼ log( 1
2πi
)− log(µ− λ)− log(P (µ)− P (λ)
µ− λ ) (6.111)
This implies via [15] and Section 4
∂XR = (µ− λ) +
∞∑
1
F1n
n
(λ−n − µ−n) = P (µ)− P (λ) (6.112)
and
log f = −log[P (µ)− P (λ)] + log( 1
2πi
) (6.113)
Thus ωǫ ∼ (1/2πi)[1/(P (µ)− P (λ))]exp{1/ǫ)[S(µ) − S(λ)]} and ∂x logωǫ ∼ P (µ) −
P (λ) (∂x = ǫ∂X). Note ∂XS = P in the notation of [15] implies
∂XR = ∂X [S(µ)− S(λ)]⇒ R ∼ S(µ)− S(λ) (6.114)
One can therefore state
THEOREM 6.3. A dispersionless kernel analogous to ω can be modeled on
(6.103) to be extracted from
2πiωǫ ∼ 1
P (µ)− P (λ)e
1
ǫ
[S(µ)−S(λ)] (6.115)
(recall also ψ ∼ exp(S/ǫ) and ψ∗ ∼ exp(−1/ǫ) in the dispersionless theory). We see
here how K ∼ (1/[P (µ) − P (λ)]) arises in looking for a dispersionless form of ω in
the genus zero situation. •
We note that 2πiωx ∼ ψψ∗ corresponds to
∂x(log Wx)ǫ ∼ ∂x1
ǫ
[S(µ)− S(λ)] ∼ P (µ)− P (λ) (6.116)
so results like (6.5) seem natural - i.e. the dispersionless limit agrees with averaging
upon identification of the differently defined quantities p(λ). We do not bother here
with the factor of i which arises from a particular normalization (our λ, µ above
correspond to k′, k).
7 FURTHER PERSPECTIVES AND CONCLU-
SIONS
We begin with some remarks related to results in [15, 18].
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7.1 Connections to inverse scattering
Now referring to KdV situations and we recall the classical KdV picture a` la [9, 12,
15, 21, 102]. Thus for ut = u
′′′ − 6uu′ with ψ′′ − uψ = −k2ψ and ψ± ∼ exp(±ikx)
as x→ ±∞ one has T (k)ψ−(k, x) = R(k)ψ+(k, x) +ψ+(−k, x) where R, T represent
reflection and transmission coefficients respectively. For ψ− = exp(−ikx + φ(k, x))
this leads to
v = −∂ log(ψ−) = ik − φ′; φ′′ − 2ikφ′ + φ′2 = u (7.1)
φ′ =
∞∑
1
φn
(ik)n
; v = ik +
∞∑
1
vn
(ik)n
; − log(T ) =
∞∑
1
1
(ik)n
∫ ∞
−∞
φndx (7.2)
involving φn = −vn, where these φn are a` priori unrelated to the φn of (6.14). In the
dKdV context with ψ+ ∼ ψ = exp(S/ǫ) and ψ− ∼ ψ∗ = exp(−S/ǫ) one obtains (cf.
[15])
1
T
=
P
ik
= 1−
∞∑
1
P˜n+1
(ik)n+1
(7.3)
(we have written P˜n ∼ P˜n(X, · · ·) here to distinguish these coefficients a` priori from
the Pn in (??)). One also obtains P =
∂S
∂X
= ik − φ′ = v; P 2 − U = −k2 where
ψ− ∼ exp(−S/ǫ), φ′(x, t) ∼ φ˜′(X, T )+O(ǫ), P = ∂XS, etc. These relations are quite
interesting as pointed out in [15]. The scattering data T determined by asymptotics,
has meaning in some sense related to Whitham averaging on a degenerate Riemann
surface, or to dispersionless limits, and e.g. the classical action variable log|T | can be
thought of as depending on the slow variables X , etc. Further, formally, from (7.2)
and (7.3) we get
P = ik − φ˜′ ∼ ik −
∞∑
1
φ˜n
(ik)n
= (7.4)
= ik −
∞∑
1
P˜n+1(X, · · ·)
(ik)n
⇒ φ˜n = P˜n+1
which indicates how the classical φn are related to slow variables via P˜n+1 Also from
(7.3)
− log(T ) = log
(
1−
∞∑
1
P˜n+1
(ik)n+1
)
(7.5)
Because of the first order term in (7.2) for this to be correct we must have
∫∞
−∞ φ1dx =
0 in (7.2), which corresponds to H0 = 0 or
∫∞
−∞ udx = 0 (cf. [21]). With this
assumption we can expand the logarithm in (7.5) to obtain via log(1 − x) = x −
(1/2)x2 + (1/3)x3 + · · ·
− log(T ) =
∞∑
1
P˜n+1
(ik)n+1
− 1
2
(
∞∑
1
P˜n+1
(ik)n+1
)2
+ · · · = (7.6)
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=
P˜2
(ik)2
+
P˜3
(ik)3
+ · · · − 1
2
(
P˜ 22
(ik)4
+
2P˜2P˜3
(ik)5
+ · · ·
)
+ · · ·
Hence from (7.2) one obtains
0 =
∫ ∞
−∞
φ2dx ∼ P˜2;
∫ ∞
−∞
φ3dx ∼
∫ ∞
−∞
P1dx ∼ P˜3; (7.7)
0 =
∫ ∞
−∞
φ4dx ∼ P˜4 − 1
2
P˜ 22 ; · · ·
This gives connections of the universal coordinates P˜s from dKdV with classical scat-
tering data. In [12] one uses ut − uux + uxxx = 0 with ψ+ ∼ exp(ikx + φˆ(k, x)) to
obtain (modulo ± signs)
φˆ′ ∼
∞∑
1
φˆn
(ik)n
; Hn ∼ 2n · 18
∫ ∞
−∞
φˆ2n+1dx; (7.8)
E
δHn
δu
= ∂
δHn+1
δu
; E = ∂3 +
1
3
(∂u+ u∂); H1 ∼ 1
2
∫ ∞
−∞
u2dx; H2 ∼
∫ ∞
−∞
(
u2
6
− u
2
x
2
)dx
We note a few obvious comparisons. First one is dealing with Lψ = λψ in Remark
6.2, where L = −∂2 + u say, so that λ ∼ k2 with √λ ∼ k. Hence (6.12) corresponds
to −i(logψ)x ∼ k +∑∞1 (Ps/(2k)2s+1. Compare this to (7.1) for example to get (for
ψ ∼ ψ−)
− i[log(ψ−)]x = k + φ′; φ ∼
∞∑
1
∫∞
−∞ φn
(ik)n
= −i
∞∑
0
(−1)m
∫∞
−∞ φ2m+1dx
k2m+1
(7.9)
since
∫∞
−∞ φ2mdx = 0 for KdV (cf. [21]). Hence one thinks of φ ∼
∑∞
0 (
∫∞
−∞ Psdx/(2k)
2s+1)
yielding (1/22s+1)
∫
Psdx ∼ −i(−1)s ∫ φ2s+1dx or
Ps ∼ −i(−1)s22s+1φ2s+1 = αsφ2s+1 ⇒ Hs ∼
∫
Psdx ∼ αs
∫
φ2s+1 (7.10)
(the latter from [12, 21]). We also see from (7.2) that in some sense −log(T ) =
−i∑∞0 (−1)s[∫∞−∞ φ2s+1dx/k2s+1) so that
− log(T ) ∼
∞∑
0
∫∞
−∞ Psdx
(2k)2s+1
(7.11)
which it is tempting to compare with (6.12) for
√
λ = k, i.e. p(λ) ∼ p˜(k) ∼ k +∑∞
0 (Is/(2k)
2s+1). Such a comparison would involve
k − log(T ) ∼ p˜(k); Is =< Ps >x∼
∫ ∞
−∞
Psdx (7.12)
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This suggests an heuristic theorem of the form
THEOREM 7.1. Inverse scattering data k − log(T ) for classical KdV on R
corresponds to p(λ) ∼ p˜(k) in the finite zone situation where the quasi-momentum
p(λ) ∼ ∫ P∞Ω1 as in (6.6) (with general Ω1 ∼ Ω1 as in (6.23), (6.79), etc.). Relations
to averaging of square eigenfunctions arise via formulas of the form (3.15) (where
a different normalization is used) or simply via (3.13) and (7.10), i.e. one relates
the Tj , Xj arising from square eigenfunction expansions to the Hs and the Hs can
be defined via inverse scattering or via differentials. Further, a direct connection of
classical scattering ideas to slow variables is expressed via (7.3) and φ˜n ∼ P˜n+1 in
(7.4) when φ′(x) ∼ φ˜′(X) +O(ǫ). Other formulas hold as indicated above.
7.2 Relations between differentials and averaged quantities
We recall that averaging in Section 3.5 involved γ = ψψ∗ directly, whereas in Section
3.6 expansions were used involving terms like < ψ∗L1ψ >, < ψ∗A1ψ >, etc. In
the dispersionless limit situation one could also conceivably adapt Section 6.9 to
the latter developments but this is not immediate. Let us write from Section 3.6
(Υ ∼ px+ Ey + Ωt+ σ · ζ and Ξ = xU + yV + tW + ζ)
< ψ∗L1ψ >=< ψ∗(−2∂)ψ >= −2 < e−Υφ∗[peΥφ+ UeΥφθ] >=
− 2[p < φ∗φ > +U < φ∗φθ >] (7.13)
Similarly from A1 = −3∂2 + (3/2)u0 we have
< ψ∗A1ψ >= −3 < ψ∗[p2eΥφ+ 2pUeΥφθ + U2eΥφθθ] > + (7.14)
+
3
2
< ψ∗u0ψ >= −3[p2 < φ∗φ > +2pU < φ∗φθ > +U2 < φ∗φθθ >] + 3
2
< φ∗u0φ >
We note also a natural comparison with (3.16) for the formula
< ψψ∗ >=
∞∑
1
< sn >
λn
(7.15)
We remark here that such a series is natural from asymptotic expansions but when
ψ, ψ∗ are written in terms of theta functions it requires expansion of the theta func-
tions in 1/λ (such expansions are documented in [27], p. 49 for example). It is now
natural to ask whether one can express dp, dE, dΩ from (3.52) in more detail. Thus
note first from (3.52)
dE < φ∗φ >= 2dp[p < φ∗φ > +U < φ∗φθ >]; dΩ < φ
∗φ >= (7.16)
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3dp[p2 < φ∗φ > +2pU < φ∗φθ > +U
2 < φ∗φθθ >]− 3
2
dp < φ∗u0φ >
which says e.g.
dE = 2pdp+
2U < φ∗φθ >
< φ∗φ >
dp; dΩ = (7.17)
= 3p2dp+
[
6pU
< φ∗φθ >
< φ∗φ >
+ 3U2
< φ∗φθθ >
< φ∗φ >
− 3
2
< φ∗u0φ >
< φ∗φ >
]
dp
Given p ∼ λ + · · · , E ∼ λ2 + · · · , Ω ∼ λ3 + · · · this is reasonable. One would
also like to compare (3.24) and the equation ∂Tdp + ∂XdΩ + ∂Y dE = 0 (recall
Lˆ = (1/4)∂2γ+3∂−1(u0∂γ) and Gˆ = (3/4)∂y∂−1γ). One expects dp = dλ+ · · · , dE =
2λdλ+ · · · , and dΩ = 3λ2dλ+ · · · so a formula like (7.15) has an order of magnitude
compatibility with a possible identification dp ∼< γ > dλ. Note here the analogy
with (3.16) etc. where < Ψ >∼< T > with Ωˆ1 ∼ − < T > (dµ/2√µ) (the 1/√µ
weight factor arises from KdV notation here, linked to a hyperelliptic Riemann sur-
face); recall also < X > is similarly connected to Ωˆ2. Let us assume the “ansatz” (♦):
For some choice of standard homology basis and local coordinate dp ∼< ψψ∗ > dλ.
We have seen that a variation on this is valid for KdV situations and via changes in
homology and local coordinate is reasonable in general. In fact it generally true via
LEMMA 7.2. The ansatz (♦) is valid for KP situations.
Proof: We refer here to [11] for background and notation (cf. also [16] for dis-
persionless genus zero situations). We write ∂ = L+
∑∞
1 σ
1
jL
−j which implies ∂ψ
ψ
=
λ+
∑∞
1 σ
1
jλ
−j. (this is motivated by the proof of Lemma 2.1 in [8]). Then (logψ)x =
λ+
∑∞
1 σ
1
jλ
−j and (logψ)x = p = λ+
∑∞
1 < σ
1
j > λ
−j. But sn+1 = −nσ1n−
∑n−1
1 ∂jσ
1
n−j
and one obtains < sn+1 >= −n < σ1n > −
∑n−1
1 < ∂jσ
1
n−j >= −n < σ1n >. Thus
dp = dλ − ∑∞1 j < σ1j > λ−j−1dλ = dλ +∑∞1 < sj+1 > λ−j−1dλ =< ψψ∗ > since
ψψ∗ =
∑∞
0 snλ
−n. QED
Consequently from (3.52) we obtain
dΩ ∼ − < ψ∗A1ψ > dλ; dE ∼ − < ψ∗L1ψ > dλ (7.18)
This would require < ψ∗L1ψ >= O(2λ) which by (7.13) is correct while < ψ∗A1ψ >
should be O(3λ2) which is also correct. Therefore one has
THEOREM 7.3. With the notations as above dp =< ψψ∗ > dλ, dE ∼ − <
ψ∗L1ψ >, and dΩ ∼ − < ψ∗A1ψ > dλ.
It follows then from (3.24) (holding Y or T constant) that
COROLLARY 7.4. From Theorem 7.3 results < Lˆ > dλ ∼ dΩ and < Gˆ >
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dλ ∼ dE; consequently − < ψ∗L1ψ >∼< Gˆ > with − < ψ∗A1ψ >∼< Lˆ >.
In summary we can also state
THEOREM 7.5. The quantity ψψ∗ is seen to determine the Whitham hierarchy,
the differentials dE, dΩ, etc., and via ω ∼ K as in Theorem 6.4 the theory is connected
to the dispersionless Whitham theory.
REMARK 7.6. Since D +D∗ − 2∞ ∼ KΣ, ψψ∗ is determined by a section of
KΣ (global point of view) but it is relations based on < ψ
∗L1ψ >, < ψ∗A1ψ >, etc.
(based on the Krichever averaging process) which reveal the “guts” of ψψ∗ needed
for averaging.
7.3 The moduli space Mgn
One can formulate the LG theory modeled on An−1 (or An) in a genus g situation
as follows (cf. [32, 33]). One considers (*) ∂αL = [L, L
α/n
+ ], α 6= kn, for L = ∂n +
qn−2∂
n−2+ · · ·+ q0 (nKdV). Then one averages (*) over the family of g gap solutions,
with averaged Poisson brackets, Hamiltonian structures, etc. The space M = Mgn ∼
{parameters of g gap solutions} is the moduli space of Riemann surfaces Σg with
genus g, a marked pointQ ∼ ∞, and λ(P ) a function with a pole at∞ of order n (note
this is not the same asMgn of Section 3.7). The dimension of Mgn is N = 2g+n− 1
as in Section 5 (2g + n0 + · · · + nm + 2m = 2g + n − 1, n0 = n − 1, m = 0). One
takes uj = λ(Pj), j = 1, · · · , N where dλ|Pj = 0. Evidently the number of critical
points is greater than n− 1 in general so λ cannot simply be a polynomial of degree
n as in the An−1 situation. The exact form of λ can vary (note e.g. even a function
like pn + qn−2p
n−2 + · · ·+ q0 + (α/p) + · · ·+ (β/ps) could generate more than n − 1
critical points). In fact λ will have various natural forms illustrated by the case M11
where λ(p) = P(2ωp, ω, ω′) where P is the Weierstrass function (cf. [31]). One takes
now a covering Mˆgn of Mgn by fixing a homology basis (ai, bi) and choosing a local
coordinate k−1 near ∞ such that kn = λ. Then one fixes an abelian differential dp
such that dp = d(k +O(1)) as λ→∞ with ∮ai dp = 0. The flat Egoroff metric on M
in local coordinates uj has the form
ds2 =
N∑
1
gii(u)(du
i)2; gii(u) = −1
n
ResPi
(dp)2
dλ
(7.19)
and the flat coordinates T 1, · · · , TN for ds2 are
T α = −nRes λ
n−α
n
n− αdp (α = 1, · · · , n− 1); (7.20)
T n−1+α =
1
2πi
∮
aα
pdλ (α = 1, · · · , g); T g+n−1+α =
∮
bα
dp (α = 1, · · · , g)
Note that this is a global definition of the flat coordinates so M is unramified over
some domain in CN . Further the metric ds2 in the flat coordinates has the form
< dT α, dT β >= δα+β,n (1 ≤ α, β ≤ n− 1); (7.21)
< dT n−1+α, dT g+n−1+β >= δα,β (1 ≤ α, β ≤ g)
and is otherwise zero.
Let us continue this example following [32, 33]. Thus p =
∫ P
P0
dp is a multivalued
function on Σg with P0 chosen so that λ(P0) = 0 in some domain on Mgn. Then the
multivalued differential pdλ has the form (as k ∼ λ1/n →∞)
pdλ = kdλ−
(
n−1∑
1
T αkα−1 +O(k−1)
)
dk; (7.22)
∮
as
pdλ = 2πiT n+s−1; ∆as(pdλ) = 0; ∆bs(pdλ) = T
g+n−1+sdλ (s = 1, · · · , g)
where ∆as(f(P )) = f(P +as)−f(P ), ∆bs(f(P )) = f(P +bs)−f(P ) for any function
or differential. The primary differentials (perhaps multivalued) are defined via
φα = ∂α(pdλ)|λ=c = −∂α(λdp)|p=cˆ (α = 1, · · · , N) (7.23)
so that λ = λ(p) is the LG potential of the model. Explicitly (for k →∞)
φα = dp
α = (−kα +O(k−2)dk;
∮
as
dpα = 0 (s = 1, · · · , g) (7.24)
are normalized differentials of the second kind with φ1 = dp
1 = −dp. Next
φn−1+α ≡ ωα (α = 1, · · · , g) (7.25)
are the normalized holomorphic differentials (
∮
as ωα = 2πiδα,s) and
φg+n−1+α ≡ σα (α = 1, · · · , g) (7.26)
are holomorphic (modulo dλ) multivalued differential with increments
∆aβσα = 0; ∆bβ = δα,βdλ (7.27)
Then the primary part of the associated hierarchy for the solution where T α,0 ≡ T α
and ∂Xu
j = 1 (j = 1, c · · · , N) has the FFM form (from [39])
∂Tαdp = −∂Xφα (7.28)
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or equivalently in the diagonal variables u1, · · · , uN
∂Tαu
j = −(φα
dp
)|Pj∂Xuj = −(
φα
dp
)|Pj (j = 1, · · · , N) (7.29)
(we omit discussion of the theory involving T α,0 - cf. [32]). Equations (7.28) for
α = 1, · · · , n − 1 correspond to the averaged Gelfand-Dickey hierarchy over g gap
solutions. The extension for α = n, · · · , N is necessary to construct a closed primary
operator algebra. One has
ηα,β =
N∑
1
ResPi
φαφβ
dλ
; cαβγ(T ) = −
N∑
1
ResPi
φαφβφγ
dλdp
(7.30)
and this primary operator algebra can be represented via relations
φαφβ = c
γ
αβφγdp (modulo dλ) (7.31)
This is the Mgn model. There are evident connections of this approach to develop-
ments in [74, 75], some of which we indicated earlier. The relation to Hurwitz spaces
as in Section 5 is clear and one can easily fill in the correspondences.
7.4 Whitham and Toda
We would be remiss not to mention some recent work ([36, 47, 55, 80, 83, 84, 88, 95]
for example) on Whitham and Toda related to N = 2 supersymmetric gauge theories.
We sketch the development in [88] dealing with N = 2 supersymmetric SU(N) Yang-
Mills theory but will not discuss the physics here and will omit proofs. Of concern is
the differential
dS =
xdP (x)
dx
y
dx (7.32)
on the family of hyperelliptic curves
y2 = P (x)2 − Λ2N ; P (x) = xN +
N−2∑
0
uN−kx
k (7.33)
Here u = (u2, · · · , uN) are parameters for flat moduli and Λ is fixed. The spectrum
of excitations in the theory is measured by the units
ai =
∮
αi
dS; aD,i =
∮
βi
dS (1 ≤ i ≤ N − 1) (7.34)
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where (αi, βi), 1 ≤ i ≤ N − 1, is a standard homology basis and the αi circles
counterclockwise the cut between two neighboring branch points in the x plane. Let
p∞, p˜∞ be the two points at ∞ (i.e. x(p∞) = x(p˜∞) =∞). One can write
dS = dX∞,1 +
N−1∑
1
aiωi (7.35)
where ωi (1 ≤ i ≤ N − 1) correspond to standard normalized holomorphic differen-
tials (
∮
αi
ωj = δij). Here dX∞,1 is a normalized meromorphic differential of second
kind with second order poles at p∞ and p˜∞ and
∮
αi
dX∞,1 = 0.
Now define h = y + P (x) and h¯ = −y + P (x) and consider infinitesimal deforma-
tions of the moduli parameters u with h or h¯ being fixed so e.g. (∂/∂uN−k)dS|h=c =
−(xk/y)dx. Changing the u → a = (a1, · · · , aN−1) this becomes (∂/∂ai)dS|h=c = ωi
which implies
∂
∂ai
ωj =
∂
∂aj
ωi (1 ≤ i, j ≤ N − 1) (7.36)
where (∂/∂ai) fixes aj (j 6= i) and h. These correspond to a subset of classical
Whitham equations
∂
∂ai
ωj =
∂
∂aj
ωi;
∂
∂TA
ωi =
∂
∂ai
ΩA;
∂
∂TA
ΩB =
∂
∂TB
ΩA (7.37)
Then one specifies the ΩA to be meromorphic differentials Ω∞,n and Ω˜∞,n of second
kind (n ≥ 1) where Ω∞,n (resp. Ω˜∞,n) has a pole of order n + 1 at p∞ (resp. p˜∞)
and is holomorphic elsewhere. Let also Ω∞,0 (≡ Ω˜∞,0) be a differential of third kind
with simple poles at p∞ and p˜∞ of residues ±1 respectively. All differentials are
normalized via
∮
αi
Ω∞,n =
∮
αi
Ω˜∞,n = 0 (n ≥ 0) and they are determined by h (h¯) as
follows. Define local coordinates z∞ (z¯∞) via z
N
∞ = h
−1 (z¯N∞ = h¯
−1) and near p∞ for
example
Ω∞,n = [−nz−n−1∞ −
∑
m≥1
qmnz
m−1
∞ ]dz∞ (n ≥ 1); (7.38)
Ω˜∞,n = [δn,0z
−1
∞ −
∑
m≥1
rmnz
m−1
∞ dz∞] (n ≥ 0)
with analogous expressions near p˜∞. The integrability condition (7.37) implies there
exists dS such that
∂
∂ai
dS = ωi;
∂
∂Tn
dS = Ω∞,n;
∂
∂T¯n
dS = Ω˜∞,n;
∂
∂T0
dS = Ω∞,0 (7.39)
where 1 ≤ i ≤ N − 1 and n ≥ 1. One then constructs a function F (a, T, T¯ ) from dS
via
∂F
∂ai
=
1
2πi
∮
βi
dS (≡ aD,i
2πi
); (7.40)
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∂F
∂Tn
= −Resp∞z−n∞ dS;
∂F
∂T¯n
= −Resp˜∞ z¯−n∞ dS;
∂F
∂T0
= −Resp∞log z∞dS +Resp˜∞log z˜∞dS
Consistency of this definition follows from (7.37) and the Riemann bilinear relations.
The local behavior of dS can be described by F as
dS =

−∑
n≥1
nTnz
−n−1
∞ + T0z
−1
∞ −
∑
n≥1
∂F
∂Tn
zn−1∞

 dz∞ (near p∞); (7.41)
dS =

−∑
n≥1
nT¯nz˜
−1
∞ − T0z˜−1∞ −
∑
n≥1
∂F
∂T¯n
z˜n−1∞

 dz˜∞ (near p˜∞)
An interesting class of solutions of the Whitham hierarchy are solutions such that∑N−1
1 ai(∂F/∂ai)+
∑
n≥0 Tn(∂F/∂Tn)+
∑
n≥1 T¯n(∂F/∂T¯n) = 2F in which case the dS
of (7.39) satisfies
dS =
N−1∑
1
aiωi +
∑
n≥0
TnΩ∞,n +
∑
n≥1
T¯nΩ˜∞,n (7.42)
which is consistent with (7.41). Therefore one can reproduce the dS of (7.32) by
setting T1 = −T¯1 = 1 with the other TA = 0. The pre-potential F of N = 2
supersymmetric SU(N) Yang-Mills theory is then given by F = 2πiF . For this F
one can write after some calculation (ωi = −∑m≥1 σimzm−1∞ dz∞ near p∞, with σ¯im
defined analogously near p˜∞)
F =
1
4πi
N−1∑
i,j=1
τijaiaj +
N−1∑
1
ai

∑
k≥1
(σikTk + σ¯ikT¯k) + σ¯i,0T0

 (7.43)
+
1
2
∑
k,l≥1
qklTkTl +
∑
k,l≥1
rklTkT¯l +
1
2
∑
k,l≥1
q¯klT¯kT¯l
+
1
2
r¯0,0T
2
0 + T0
∑
k≥0
(rk,0Tk + r¯0,kT¯k)
τij =
∮
βi
ωj ; σ¯i,0 =
1
2πi
∮
βi
Ω∞,0; (7.44)
r¯0,0 = −Resp∞log z∞Ω∞,0 +Resp˜∞log z˜∞Ω∞,0
To connect this with Toda let t = (t1, · · ·), t¯ = (t¯1, · · ·), and n be Toda lattice
times where n ∈ Z. One knows from [78] that the Toda lattice hierarchy has a
quasi periodic solution corresponding to a hyperelliptic curve as above, giving an N
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periodic solution of the Toda chain. The moduli parameters are invariants (integrals
of motion) of such solutions. One introduces new time variables θ = (θ1, · · · , θN−1)
into the associated BA function as
Ψ(p, t, t¯, n, θ) = e
[−n
∫ p
Ω∞,0+
∑
n≥1
tn
∫ p
Ω∞,n+
∑
n≥1
t¯n
∫ p
Ω˜∞,n+i
∑N−1
1
θi
∫ p
ωi]·
·θ(z(p)− z(D) +K − n(z(p∞)− z(p˜∞)) +
∑
n≥1 tnσn +
∑
n≥1 t¯nσ¯n +
1
2π
∑N−1
1 θiτi)
θ(z(p∞ − z(D) +K − n(z(p∞)− z(p˜∞)) +∑n≥1 tnσn +∑n≥1 t¯nσ¯n + 12 ∑N−11 θiτi)
· θ(z(p∞)− z(D) +K)
θ(z(p)− z(D) +K) (7.45)
Here z is the Abel map (∼ A), D is a positive divisor of degree N − 1, K is the
Riemann constant, and σi, σ¯i (i ≥ 1) and τi (1 ≤ i ≤ N − 1) are N − 1 dimensional
vectors (e.g. σi =
T (σi1, · · · , σi,N−1)). As θ → 0, Ψ → BA function of the ordinary
Toda lattice. A tau function can be now introduced near p∞ via
Ψ(p, t, t¯, n, θ) = z−n∞ e
∑
k≥1
tkz
−k
∞ · τ(t− [z∞], t¯, n, θ)
τ(t, t¯, n, θ)
(7.46)
and near p˜∞ by
Ψ(p, t, t¯, n, θ) = z˜n∞e
∑
k≥1
t¯k z˜
−k
∞ · τ(t, t¯− [z˜∞], n + 1, θ)
τ(t, t¯, n, θ)
(we recall that e.g. [z] ∼ (z1, (1/2)z2, (1/3)z3, · · ·)). By matching this with (7.45) one
obtains
τ(t, t¯, n, θ) = eFˆ (t,t¯,n,θ) · (7.47)
θ(−(n− 1)z(p∞) + nz(p˜∞)− z(D) +K +
∑
n≥1
tnσn +
∑
n≥1
t¯nσ¯n +
1
2π
N−1∑
1
θiτi)
where Fˆ is a polyomial given by
Fˆ (t, t¯, n, θ) =
1
2
∑
k,l≥1
qkltktl +
∑
k,l≥1
rkltk t¯l +
1
2
∑
k,l≥1
q¯klt¯k t¯l (7.48)
− 1
4πi
N−1∑
1
τijθiθj +
n(n− 1)
2
r¯0,0 + i
N−1∑
1
θi

∑
k≥1
(σiktk + σ¯ik t¯k)− nσ¯i,0


−n∑
k≥1
rk,0tk − (n− 1)r¯0,k t¯k +
∑
k≥1
dktk +
∑
k≥1
d¯kt¯k + d¯0n
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Then following [8] one introduces slow time variables via Ti = ǫti, T¯i = ǫt¯i, T0 = −ǫn,
and ai = iǫθi. Then from the asymptotics of (7.45) and (7.47) one obtains
d logΨ(p,
T
ǫ
,
T¯
ǫ
,−T0
ǫ
,
a
iǫ
) = ǫ−1
∑
n≥0
ǫndS(n)(p, T, T¯ , T0, a) (7.49)
logτ(
T
ǫ
,
T¯
ǫ
,−T0
ǫ
,
a
iǫ
) = ǫ−2
∑
n≥0
ǫnF (n)(T, T¯ , T0, a)
The leading order terms dS(0) and F (0) are the same as dS and F in (7.43) and
one thinks now of the moduli parameters u as functions of the slow variables (uk =
uk(T, T¯ , T0, a). One obtains a system of modulation equations for the moduli param-
eters and these represent the Whitham hierarchy (7.37).
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