Dimensionality reduction, spectral classification and segmentation are the three main problems in hyperspectral image analysis. In this paper we propose a Bayesian estimation approach which gives a solution for these three problems jointly.
INTRODUCTION
Hyperspectral images data can be represented either as a set of images x,(r) or as a set of spectra x,( ) where o C Q = [,, ,x] indexes the wavelength (M channels) and r C R a pixel position [1, 2, 3] . In both representations, the data are dependent in both spatial positions and in spectral bands. Classical methods of hyperspectral image analysis try either to classify the spectra x, (r) in N classes {aj(Ko),j = 1, },N or to classify the images x,(r) in N classes {sj(r), j = 1, ,N}, using the classical classification methods such as distance based methods (like Ameans) or probabilistic methods using the mixture of Gaus sian (MoG) modeling of the data [4] These methods thus either neglect the spatial structure of the spectra or the spectral natures of the pixels along the wavelength bands.
When the data are considered as a set of spectra the dimensionality reduction or the data decomposition problem can be written as:
£r(Wa) = Esj(r) aj(w) j=l Er (G) (1) or equivalently as x(w) = Sa (w)+ (w), where aj ( s) are the N spectral source components and each column of the matrix S is in fact an image sj (r).
When the data are considered as a set of images, the dimensionality reduction or the data decomposition problem can be written as:
or as x (r) = As(r) + c (r), where the sources s (r) are the N source images and each column of the matrix A in this case correspond to the spectrum aj (w).
In both cases, in a non supervised method, we want to estimate both the spectra aj (w) and the images sj (r). In the first case, the spectra aj (w) are the sources and the images sj (r) are the columns of the mixing matrix and in the second case, sj (r) 
Sources model
As we mentioned in the introduction, we want to impose to all these sources s(r) to be piecewise homogeneous and share the same segmentation, where the pixels in each region are considered to be homogeneous and associated to a particular spectrum representing the type of the material in that region. We also want that those spectra be classified in K distinct classes, thus all the pixels in regions associated with a particular spectrum share some common statistical parameters. This can be achieved through the introduction of a discrete valued hidden variable z(r) representing the labels associated to each type of material and thus assuming the following:
with the following Potts-Markov field model:
z (r) then will represents the common segmentation of the sources and the data. The parameter 3 controls the mean size of those regions We may note that assuming a priori that the sources are mutually independent and that pixels in each class k are idcpendent form those of class k' we have where mk(r) is a vector of size N with all elements equal to zero except the k-th element k = z(r) and Ek(r) is a diagonal matrix of size N x N with all elements equal to zero except the k-th main diagonal element where k = z(r).
Combining the observed data model (3) and the sources model (6) of the previous section, we obtain an hierarchical model the sources sj(r) are hidden variables for the data xi(r) and the common classification and segmentation variables z(r) is a hidden variable for the sources.
Bayesian estimation framework
Using the prior data model (5), the prior source model (6) and the prior Potts-Markov model (7) 
MEAN FIELD APPROXIMATION
As we can see, the expression of the conditional posterior of the sources is separable in r but this is not the case for the conditional posterior of the hidden variable z(r). So, even if it is possible to generate samples from this posterior using a Gibbs sampling scheme, the cost of the computation is very high for real applications. The Mean Field Approximation (MFA) then becomes a natural tool for obtaining approximate solutions with lower computational cost.
The mean field approximation is a general method for approximating the expectation of a Markov random variable. The idea consists in, when considering a pixel, to neglect the fluctuation of its neighbor pixels by fixing them to their mean values. Another interpretation of the MFA is to approximate a non separable p(z) .x exp r Z 6(z(r) -z(r'))] DC fJP(z z(hr'), r' c V(O) with the following separable one:
where z(r') is the expected value of z(r') computed using q(zb). This approximate separable expression is obtained in such a way to minimize KL(p, q) for a given class of separable distributions q C Q.
Using now this approximation in the expression of the conditional posterior law p(z A, 0, x) gives the separable MFA q(z IA, 0n,xse)oc flp(x(r) z(r), A, 0) q(z(r) (r'), r' V(r))°' q (z(r)rz(r'), r C V(r), A, 0, x(r)) where z(r) can be computed by z (r) q(z(r) z(r'), r' c V(r), A, 0, x(r)) I(r) r) E q(z(r) z(r'), r' c V(r), A, 0, (r)) z(r) 4 . RESULTS To show the performances of the proposed method, we used the Washington DC dataset provided and studied by [4, 6, 7] . The the student CD-ROM of [8] was used to select training samples in our experiments. To evaluate the Gaussian ML classification, we used a subset of data channels (38 channels obtained by down sampling of one over five channels of the original data) as used by [6] . This method is a supervised method, so 40 training vectors are chosen for representing each class.
To evaluate the training samples we begin by apply the algorithm on only the training samples. Our choice is fixed when we obtain 100 % of accuracy for training vector classification. There are seven distinct classes in the Washington DC data (see table 4 ), for each class test data are provided.
In the proposed approach a joint reduction of channels and classification is accomplished in an unsupervised way. Only the number of classes is fixed to 7 and the classes are named after obtaining results. We applied our methods on 81 bands over the 244 after eliminating the absorption bands.
The test accuracies for Gaussian ML classifier give only 45 % of accuracy. From (table 4) we see that the mean field approximation method gave the best results with 82 % accuracy. This method has reduced the number of images to seven and we obtain an estimate of the spectra for each type of material existent in the dataset. The mean spectra estimated have the same shapes as the test spectra obtained in the supervised approach.
CONCLUSION
Classical methods of dimensionality reduction in hyperspectral imaging use classification methods either to classify the spectra or to classify the images in N classes where N is, in general, much less than the numher of spectra or the numher of observed images. However, these methods neglect either the spatial organization of the spectra or the spectral prop erty of the pixels along the spectral hands. In this paper, we considered the dimensionality reduction problem in hyperspectral images as a blind source separation and presented a Bayesian estimation approach with a particular hierarchical prior model for the observations and sources which accounts for both spectral and spatial structure of the data, and thus, gives the possibility to jointly do dimensionality reduction, classification of spectra and segmentation of the images 
