We present estimates of spectral resolution power for under-resolved turbulent Euler flows obtained with high-order discontinuous Galerkin (DG) methods. The '1% rule' based on linear dispersion-diffusion analysis introduced by [10] is here adapted for 3D energy spectra and validated through the inviscid Taylor-Green vortex problem. The 1% rule estimates the wavenumber beyond which numerical diffusion induces an artificial dissipation range on measured energy spectra. As the original rule relies on standard upwinding, different Riemann solvers are tested. Very good agreement is found for solvers which treat the different physical waves in a consistent manner. Relatively good agreement is still found for simpler solvers. The latter however displayed spurious features attributed to the inconsistent treatment of different physical waves. It is argued that, in the limit of vanishing viscosity, such features might have a significant impact on robustness and solution quality. The estimates proposed are regarded as useful guidelines for no-model DG-based simulations of free turbulence at very high Reynolds numbers.
Introduction
DG (and other discontinuous spectral element) methods have been successfully employed in eddy-resolving computations of turbulence through the so-called implicit LES approach [1] [2] [3] [4] [5] , where, broadly speaking, numerical errors are expected to play the role of turbulence models. The term implicit LES has however been more traditionally connected to numerical methods whose truncation errors resemble subgrid-scale models of classical LES approaches [6, 7] . As this property has not yet been formally demonstrated for DG [8, 9] , the term under-resolved DNS (uDNS) is here preferred to describe DG-based eddy-resolving simulations without added subgrid models. Linear dispersion-diffusion analysis has suggested that DG's suitability for uDNS is due to its convenient spectral dissipation [10] , which does not affect the large scales directly and is only significant at high wavenumbers/frequencies. Still, the suitability of DG-uDNS for general flows at very high Reynolds numbers is not yet fully understood (especially for wall-bounded flows). More research is therefore necessary to assess whether no-model DG (and related) approaches are capable of providing usefully accurate solutions for different types of flows when molecular viscosity is negligible.
One of the fundamental questions regarding uDNS approaches concerns their resolution power or eddy-resolving capability. A natural candidate for the effective grid size of a spectral element setting is h/(p + 1), h and p being the mesh spacing and the polynomial order employed. This measure relates to the number of degrees of freedom (DOFs) since m = p + 1 is the number of polynomial modes per element (and per dimension). However, for example when DG-based uDNS test cases of the same DOFs are compared, higher-order solutions (on coarser meshes), can outperform low-order ones (on finer grids) and follow much more closely reference DNS results [11] . The effects of h and p in terms of eddy-resolving capability have been further assessed in [10] , where a simple criterion was proposed to estimate DG's effective resolution power for under-resolved computations. In [10] , this criterion was named 'the 1% rule' and validated against one-dimensional Burgers turbulence. Here, the 1% rule is adapted for three-dimensional energy spectra and tested for the first time in a transitional/turbulent flow obtained through the Euler equations. Euler (or inviscid) turbulence is often regarded as representative of real (Navier-Stokes) turbulence in the limit of very high Reynolds numbers [12, 13] . There are however two conditions for this to hold in any given simulation. First, vorticity has to be introduced via boundary and/or initial conditions, since the Euler equations can not generate vorticity from irrotational flows. Secondly, some artificial mechanism (e.g. numerical viscosity) is required in Euler simulations to ensure the dissipative character maintained by Navier-Stokes turbulence in the limit of vanishing viscosity [14] . For the inviscid Taylor-Green vortex [15] problem considered in the present study, vorticity is prescribed at the initial condition and upwind dissipation is relied upon for the enforcement of the entropy-consistent dissipative behaviour of the flow. We expect that the results discussed here are representative of DG-based uDNS of more general free flows (away from walls) at very high Reynolds numbers. Also, the results here shown for DG might be directly extendable to other discontinuous spectral element methods, in particular to certain variants of the flux reconstruction (FR) scheme, given the well established connections between DG and FR methods [16] [17] [18] .
The 1% rule and its validation
The 1% rule had its origin in linear dispersion-diffusion analyses of the DG scheme [10] , which showed that DG is able to resolve wave-like solution components accurately up to a certain wavenumber, beyond which numerical dissipation becomes significant. In this sense, an effective resolution power can be defined from the extent of the wavenumber region where numerical dissipation is negligible. More specifically, the 1% rule yields the wavenumber k 1% at which propagating waves have their amplitude scaled by 0.99 per DOF crossed, regardless of their speed -where the DOF measure is = h/(p + 1) = h/m. Although seemingly arbitrary, this value has been tested against one-dimensional Burgers turbulence and proven to be a good measure of propagation accuracy for DG. In particular, this criterion was verified to accurately pinpoint the beginning of the (numerically induced) dissipation range on measured energy spectra. The interested reader is referred to [10] for a detailed discussion. Table 1 provides the values of (kh) 1% given by the 1% rule for different discretization orders, both for 1D and 3D Cartesian settings. The associated number of required DOFs per wavelength, 2π /(k ) 1% , is also provided. The 1D values are the same as given in [10] , whereas the 3D ones are derived in the present study (Sec. 4). In addition, Table 1 also provides measures of filter width = π/k 1% of an equivalent Gaussian filter of cutoff wavenumber k 1% , see e.g. [19] . We stress however that DG's 'implicit filter' is not exactly Gaussian as it is not isotropic in three dimensions, cf. Sec. 4. The estimates presented are expected to hold for full tensor-product basis functions in either modal or nodal form. In fact, while modal basis has been used in [10] , nodal basis is employed in this study. Moreover, the values provided assume consistent integration of non-linear terms, as it seems that some resolution power may be lost otherwise [20] . Finally, we note that the values in Table 1 are based on standard upwinding, see [10] , and therefore regarded as a baseline for practical stabilized computations.
In this study, the 1% rule is validated through the Taylor-Green vortex (TGV) flow, introduced in [21] as a model problem for the analysis of transition and turbulence decay. The test case was originally proposed for the incompressible NavierStokes equations in a cubic domain with triply-periodic boundary conditions. As in [22] , we adopt a modified version of the initial conditions that is suited for compressible flow solvers. In addition, we focus on the inviscid and nearly incompressible TGV flow [15] , adopting a Mach number of 0.1. The inviscid problem has been chosen so that the effects of upwind dissipation could be directly assessed, but it also allowed for a comparison of the performance of different Riemann fluxes in the limit of vanishing viscosity. We note that the inviscid TGV flow can be extremely demanding in terms numerical stability and may allow for the formation of singularities [23] [24] [25] if the entropy-consistent dissipative character of the flow is not enforced appropriately. As discussed in Sec. 3, some of the considered discretizations lacked stability/robustness.
The three phases of the TGV flow [26] , namely, transition, strong dissipation and nearly-homogeneous decay are shown in Fig. 1 . Kolmogorov's −5/3 slope is followed at t ≈ 9, when a peak in overall dissipation is achieved [27] . Estimates for the start of the dissipation range (via k 3d 1% ) are shown as vertical lines, cf. Sec. 4. Two Riemann solvers are compared in Fig. 1 , which exhibits clear differences between their behaviour at later flow phases, as discussed in the next section. These (inviscid) results have also been reproduced by including the viscous terms at a Reynolds number of 10 6 , but the energy spectra were practically indistinguishable. Only upon closer inspection one could see that the smaller scales were slightly less energetic in the viscous cases, thus supporting the claim that the inviscid solutions obtained are representative of under-resolved simulations conducted at very high Reynolds numbers. 
Test cases and Riemann flux performance
The base set of inviscid test cases considered relied on the Roe and Lax-Friedrichs (Rusanov) solvers, cf. e.g. [28] . This base set is given in Table 2 , where each column is associated to a number of polynomial modes m = p + 1 and each row represents a given number of DOFs, N dof = (n el m) elements per direction is represented by n el , whose values for each test case constitute the body of Table 2 . We note that N dof grows by a factor of 2 3/2 between two adjacent rows, corresponding to a factor of 2 1/2 in the number of DOFs per direction (n el m). Crossed out cases represent unstable simulations which collapsed prior to the third flow phase (nearlyhomogeneous decay). Some specific cases have also been carried out with HLL, HLLC and the exact Riemann solver [28] . The energy spectra yielded by each of these solvers practically matched one of the two behaviours shown in Fig. 1 . The latter two solvers followed Roe very closely, while the former one yielded results very similar to Lax-Friedrichs, see Fig. 4 . This is indicated on the top row of Table 2 and further discussed below. All simulations have been conducted through the spectral/hp element code Nektar++ [29] . Table 2 shows that, at least for the problem considered, the Roe solver yields a more robust discretization than LaxFriedrichs. This is counter-intuitive since Lax-Friedrichs is traditionally regarded as more dissipative (and thus more robust) than Roe. We highlight that such differences are possibly peculiar to high-order DG at extremely high Reynolds numbers. In this limit, different fluxes can exhibit significant differences, see Fig. 1 , first at the smallest resolved scales where numerical errors become noticeable (beyond k 1% in particular) and subsequently at larger scales owing to non-linear (triadic) interactions. We note that energy spectrum differences consistent with those found here have also been reported in recent studies involving high-Reynolds DG-based uDNS [30, 31] .
All the unstable cases provided reasonable results up to the time of crash (without prior signs of instabilities), which consistently took place within the transitional phase of the TGV flow. The lack of robustness for the higher-order discretizations has been cautiously verified not to be related with time-step restrictions or polynomial aliasing errors. Typical CFL numbers (based on the acoustic wave speed) were of the order of 10 −1 and an increased number of quadrature points (q = 2m per dimension) has been employed in all the cases to ensure consistent integration of the cubic non-linearities of the compressible Euler equations. Tests conducted with particular cases to rule out these factors consistently showed the time of crash to be insensitive to time-step reductions (down to CFL ≈ 10 −2 ) or to a further increase in the number of integration points (up to q = 4m). The 'global dealiasing' approach described in [32] has been employed for the interior and boundary quadratures, where over-integration is performed simply through a larger number of (Gauss-Lobatto-Legendre) quadrature points. The unstable simulations obtained highlight that DG-based uDNS approaches, even with consistent/overintegration, might in fact require additional stabilization techniques at very high Reynolds numbers so as to more strongly enforce the entropy-consistent dissipative behaviour of Navier-Stokes turbulence in the limit of zero viscosity.
Although the instabilities observed are not entirely understood at this point, one possible explanation stems from the sharper dissipative behaviour (in Fourier space) of higher-order DG discretizations [10] . We believe that a sharp dissipation might induce the energy-conserving character of the inviscid TGV flow to overcome the fully dissipative behaviour expected from LES-like results in the limit of vanishing viscosity. A sharper dissipation is known to induce a stronger bottleneck effect [33, 34] , promoting a pile-up of energy prior to the dissipation range. DNS experiments using hyperviscosity in place of regular viscosity have demonstrated that such 'energy bumps' grow as the hyperviscous exponent increases [35] . Complementary studies [36, 37] showed that energy bumps emerge as the solution begins to follow an energy-conserving dynamics when only a finite number of Fourier modes are retained (consistent with the limit of increasingly sharp dissipation). While following this energy-conserving behaviour, the exact inviscid (Euler-based) evolution of the TGV flow may well develop singularities leading to the actual collapse of the solution, although this is still an open issue [23] [24] [25] . We stress that the Lax-Friedrichs flux is expected to yield an even sharper spectral dissipation, see [9] , due to its over-upwind bias for the momentum equations, especially at low Mach numbers, owing to the disparity between acoustic and convective speeds. A complete assessment of solution quality is difficult since a DNS solution is simply out of reach for the inviscid TGV flow. Nevertheless, the energy spectra in Fig. 1 clearly show that the Lax-Friedrichs flux allows for an excessive accumulation of energy at the smallest captured scales, invariably connected to small non-physical structures highly contaminated by numerical errors (e.g. dispersion). This is illustrated in Fig. 2 , where eddies of Roe-based computations are shown to be cleaner and better defined when compared to those obtained with Lax-Friedrichs. These eddies are visualized either via isosurfaces of pressure or by the Q-criterion [38] . Another feature observed at later times in the spectra of Fig. 1 is that the intermediate scales of Lax-Friedrichs computations are less energetic. We believe this results from a spurious energy drain caused by the over-energetic small scales through an intense eddy viscosity-like mixing effect (as discussed in [36, 39] ). On the other hand, Roe-based simulations yielded spectra which, at the nearly-homogeneous decay phase, look very similar to those obtained via classical LES approaches for homogeneous isotropic turbulence at infinite Reynolds number [40] . In addition, near the dissipation peak, Roe-based spectra follow Kolmogorov's −5/3 law over a larger wavenumber range, see also Fig. 4 . Although a complete assessment of solution quality has not been made, the results discussed do not encourage the use of more simplistic Riemann solvers (such as HLL and Lax-Friedrichs) in DG-based uDNS, especially at high Reynolds and low Mach numbers.
One-dimensional and three-dimensional energy spectra
The energy spectra here considered are based on equispaced grids of (n el m) 3 points, so that the number of Fourier modes extracted from a given case is consistent with its DOFs. The points inside each element are centred in order to avoid probing data at elemental interfaces. For example, element [0, h] 3 contains the set of points defined by the (triple) Cartesian product of coordinates ( j − 1/2) h/m, for j = 1, . . . , m. The grid points in the remaining elements are defined analogously. From this grid, a discrete 3D Fourier transform can directly provide the standard 'three-dimensional energy spectrum'. We recall that the standard spectrum represents the density of kinetic energy in spectral space as distributed over spherical shells of radius k = (κ
1/2 , where κ η is the wavevector component along axis η. Alternatively, a 'one-dimensional energy spectrum' can be defined as follows. A discrete 1D Fourier transform can be applied over each set of (n el m) points aligned with direction η to provide a single 1D energy spectrum. If an average is performed with all the (n el m) 2 single 1D energy spectra aligned with η, one ends up with an averaged 1D energy spectrum for this direction.
Finally, if averaged 1D spectra are obtained for the two remaining directions and averaged again, a 'one-dimensional energy spectrum' of the TGV flow is obtained. This spectrum is shown in the Appendix to represent the distribution of energy over cubic surfaces in Fourier space, where k = |κ x | = |κ y | = |κ z |.
Since the 1% rule was originally devised for 1D settings [10] , the validation tests regarding its application to the TGV flow initially considered the one-dimensional energy spectrum defined above. These tests showed that the values of k 1d 1% accurately pinpoint the beginning of the dissipation range for all the test cases addressed. The left plot in Fig. 3 compares (compensated) one-dimensional energy spectra at peak dissipation against the respective values of k 1d 1% for Roe-based cases with same DOFs and different polynomial orders (first row of cases in Table 2 ). We note that the horizontal axes in Fig. 3 have been normalized by the grid's Nyquist wavenumber k NY = πm/h, which is approximately constant for the cases shown. The considered (left-hand side) plot indicates that, in Fourier space, dissipation is only significant outside the region |κ x | = |κ y | = |κ z | < k 1d 1% and that DG's iso-dissipation surfaces seem to be cube-shaped (or nearly so) in Fourier space. This behaviour is however likely to depend on the mesh topology. These results have also been verified to be consistent with DG's dissipation characteristics for the wave equation in two dimensions [41] , in that, at a given (large) wavenumber k, waves aligned with the (Cartesian) mesh suffer more dissipation than 'diagonal' waves. The one-dimensional spectra previously obtained allow us to anticipate the shape of standard three-dimensional spectra as follows. When the radius k of the spherical shell in Fourier space is k k 1d 1% , some of the surface wavevectors will begin to suffer dissipation, but the majority of them will still be within the dissipation-free cubic region delimited by
1% that all the surface wavevectors will perceive significant dissipation, as the shell's diameter begins to surpass the diagonal of the dissipation-free cube. Hence, in practice, the dissipation zone of three-dimensional spectra should start somewhere between k 1d 1% and
. This was indeed verified to be true for all the test cases addressed. For simplicity, the 1% rule threshold for three-dimensional spectra is defined as the averaged estimate k
, whose values are those given in Table 2 . The right-hand side plot of Fig. 3 shows how good this averaged estimate is for three-dimensional spectra of Roe-based computations.
An assessment of the 1% rule for different Riemann solvers is shown in Fig. 4 , which compares Roe, HLLC and the exact solver (left plot) against HLL and Lax-Friedrichs (right plot). Fig. 4 shows three-dimensional spectra obtained with m = 5, n el = 23, at t = 9 and t = 18. Within each of the two graphs, different fluxes provide practically the same spectra. It is clear from the plots that dissipation begins to take place in between k 1d 1% and
. Although the fluxes on the right-hand side graph seem to favour the latter threshold, we remark that the presence of the energy bump can somewhat conceal the position where dissipation effectively begins in wavenumber space, see also Fig. 1 . Overall, the averaged estimate proposed seems a good choice regardless of the flux employed. We stress that these estimates should only be used in connection to three-dimensional energy spectra, and that k 1d 1% is expected to be valid for 1D transforms even in 3D settings, e.g. in spanwise or streamwise spectra of turbulent channel flows. The actual dissipation threshold should however be sensitive to mesh topology as suggested in e.g. [42] and, strictly speaking, the values in Table 1 have only been tested in Cartesian hexahedral meshes. The application of the 1% rule to transitional and turbulent flows in complex geometries and general types of elements has yet to be addressed.
Finally, for finite Reynolds-number flows, the dissipation range of the energy spectrum might begin before k 1% owing to the presence of molecular viscosity. Nevertheless, the 1% rule is still expected to mark the beginning of the numerically induced dissipation range. While in classic LES approaches an explicit subgrid-scale model begins to act (ideally) on scales smaller than the filter width, DG's upwind dissipation in uDNS induces a truncation in the energy cascade beyond k 1% . It is hoped therefore that the concept of eddy-resolving capability or resolution power as defined by the 1% rule can be regarded as an effective measure of filter width for more general DG-based uDNS. This work also highlighted the need for stabilization techniques to improve DG's robustness while helping to enforce the entropy-consistent dissipative behaviour of turbulent flows at very high Reynolds numbers. Spectral vanishing viscosity (SVV), see e.g. [43, 44] , might be a viable strategy as it can be tuned to introduce viscous dissipation without compromising DG's effective resolution significantly [45] . Skew-symmetric (or split form) discretizations [46, 47] are also worth pursuing as they can improve robustness while preserving the correct evolution of certain flow properties, entropy in particular.
in which S(k) represents the set of Fourier components within the spherical shell of radius k and thickness k such that
The (volume-averaged) kinetic energy of the TGV flow is defined from Eq. (2) as
, whose spectrum can be obtained by probing the velocity fields independently since
We stress that Eq. (4) corresponds to the standard three-dimensional energy spectrum, which represents the density of kinetic energy in wavenumber space and whose integral over the range k ≥ 0 returns the (volume-averaged) kinetic energy of the flow [19] . In what follows, we show that the 'averaged one-dimensional energy spectrum' defined in Sec. 4 can be understood as an alternative spectrum, where energy is distributed over cubic shells in Fourier space. We start by considering the one-dimensional spectrum aligned with the z direction and averaged in the x-y plane. By probing the TGV flow field at a set of points equispaced in the z direction with fixed X and Y coordinates, one can write
whose coefficients Q r (X, Y ) are obtained from a 1D Fourier transform. These coefficients can be related to the ones of the complete 3D Fourier transform by comparing Eq. (5) 
where, for a one-dimensional spectrum, the relevant set L(k) of Fourier components is simply formed by the wavenumbers r such that k − k/2 < |r| < k + k/2. Now using Eq. 
which, since 
This can be interpreted as a summation over the set of Fourier components distributed within the two planar shells of thickness k which are parallel to the p-q plane and centred at r = ±k.
At last, averaging the contributions of each direction yields the 'averaged one-dimensional energy spectrum' of Q as
which, by taking into account the three pairs of planar shells associated to each direction, approximately represents the distribution of energy over the cubic shell of thickness k supported by |p| = |q| = |r| = k. For the kinetic energy, the averaged one-dimensional spectrum can be obtained directly from the averaged one-dimensional spectra of the velocity fields via Eq. (12) , so that 
