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Abstract
It is possible to introduce external time dependent back ground fields in the
formulation of a system as fields whose dynamics can not be deduced from Euler
Lagrange equations of motion. This method leads to singular Lagrangians for real
systems. We discuss quantization of constraint systems in these cases and introduce
generalized Gupta-Bleuler quantization. In two examples we show explicitly that
this method of quantization leads to true Schro¨dinger equations.
1 Introduction
Obtaining Euler Lagrange equations of motion for a system given by a Lagrangian,
L = L(xi, x˙i; t), it may happen that some of the accelerations x¨is remain unsolved. In these
cases the corresponding coordinates become arbitrary functions of time. These systems
are called constraint systems [1, 2]. In general, constraint systems possess gauge degrees
of freedom. It is believed that gauge degrees of freedom are not physical. They should be
eliminated for example by imposing gauge fixing conditions and defining reduced phase
space. Gauge invariance should be completely eliminated because one deals only with
gauge invariant objects [3]. In other words, observables are independent of gauges. Al-
though eliminating gauge degrees of freedom is sufficient to fulfill the above considerations
but it is not a necessary condition and causes some ambiguities in the general formulation
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of constraint systems. Part of these ambiguities are due to the fact that in principle it is
possible to introduce external time dependent back ground fields in the formulation of a
system as fields (coordinates) whose dynamics can not be determined by Euler Lagrange
equations of motion (EL). Obviously such formulation leads to singular Lagrangians and
physical degrees of freedom (may) become gauged. Consequently it is not reasonable to
eliminate them. In this article we introduce a consistent approach for quantization by
generalizing Gupta-Bleuler quantization [4]. The paper is organized as follows. Section
2 is a brief review of the reduced phase space quantization. In Section 3 we introduce
generalized Gupta-Bleuler quantization and show that it is equivalent to Schro¨dinger ap-
proach when applied to unconstrained systems given by regular Lagrangians. In Section 4
we define reduced Hilbert space and examine the generalized Gupta-Bleuler quantization
in two examples. Finally in section 5 we summarize our results.
2 Reduced Phase Space Quantization
Euler Lagrange equations of motion are not sufficient to determine dynamic of a constraint
system. In other words, given a Lagrangian L(xi, x˙i) of a constrained system, the Hessian
matrix Wij =
∂2L
∂x˙i∂x˙j
is singular, detW = 0. The direct consequence of this singularity is
that, momenta conjugate to coordinates are not independent and satisfy some relations
called primary constraints (PC). The dynamic of the system should be consistent with
PCs. Here, consistency means that these constraints should be preserved in time. This
may generate some new constraints called secondary constraints (SC). If the system pos-
sesses gauge degrees of freedom, one fixes the gauges by imposing new constraints known
as gauge fixing conditions. The classical trajectory of the system lies on a subspace of the
phase space, the reduced phase space (RPS), which is the intersection of the subspaces
defined by PCs, SCs and gauge fixing conditions. In principle one can reparameterize
the phase space by new coordinates (Xi, Xα), where Xi’s are coordinates of the RPS and
Xα’s are the remaining. These new coordinates satisfy the following algebra,
{Xi, Xj}
∗ = σij , {Xi, Xα}
∗ = 0, {Xα, Xβ}
∗ = 0, (1)
where { , }∗ is the Dirac bracket and σij is a nontrivial two form. The classical equations of
motion are given by the Hamilton equation, F˙ (Xi) = {F (Xi), H}
∗, in which H = H(Xi)
is the well defined Hamiltonian on the RPS. For quantization one replaces Dirac brackets
with commutators,
{Xi, Xj}
∗ = σij → [Xˆi, Xˆj] = ih¯σi,j , (2)
where Xˆi are operators corresponding to coordinates Xi and dynamic is given by the
Hamiltonian Hˆ = H(Xˆi). This is the well known Dirac quantiztion. In this article we call
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it RPS quantization to remind its structure. Most of the other methods for quantization
of constrained systems follow the same ideas as those in the RPS method [3, 5, 6, 7].
For example in the Faddeev-Popov method the measure of path integral is written such
that the path integral formulation of constrained systems turns out to be similar to the
formulation of unconstrained systems on the RPS.
3 Generalized Gupta-Bleuler Quantization
Although PCs are generated by definition of momenta but SCs have their roots in dy-
namic. They can be (partly) obtained from Eular Lagrange equations of motion [8]. It
is natural to ask why these classical equations of motion should be satisfied in quantum
level. Why do one allow a semi-classical object to fluctuate around its classical trajectory
on the surface of SCs but not perpendicular to it? Consequently, it seems more reason-
able to relax the restrictive conditions of the RPS quantization and only demand that
in the classical limit the trajectory of the quantized system coincides with the classical
trajectory.
One identifies a system classically with a number of coordinates qi(t)s where t is
the parameter of the evolution, the time. In principle if qi(t)’s are known we know
every thing about the system. Dynamic of the system is given by the principle of least
action or equivalently by Euler Lagrange equations of motion. In quantum mechanics
one deals with coordinate operators qˆ(t)s which act on a definite Hilbert space. Dynamic
is given by a time evolution operator. Given a system with classical trajectory q(t), we
say it is quantum mechanically described by operators qˆ(t)s if and only if in the classical
limit, 〈qˆ(t)〉 = q(t), where 〈qˆ(t)〉 is the expectation value of qˆ(t). We call this method,
generalized Gupta-Bleuler (GGB) quantization. In the GGB method one deals with
operators qˆ(t)s which are quantum versions of coordinates q(t)s. Conjugate to each qˆ one
defines an operator pˆ which is the generator of translation in the q representation of the
Hilbert space, i.e. 〈q|pˆ|ψ〉 = −ih¯ ∂
∂q
〈q|ψ〉 or equivalently [qˆ, pˆ] = ih¯. The operator pˆ is
not considered to be a quantum version of the momentum p = ∂
∂q˙
L. One constructs a
Hamiltonian Hˆ = Hˆ(qˆ, pˆ) and gives the dynamic by Schro¨dinger equation or by Heisenberg
equation. In general there is no relation between operators pˆ and Hˆ and classical quantities
p = ∂
∂q˙
L and H = pq˙−L. Quantum mechanics gives 〈qˆ(t)〉 and Euler Lagrange equations
give q(t). One only demands that the equality 〈qˆ(t)〉 = q(t) be satisfied in the classical
limit. The following example exhibits the equivalence between the GGB quantization and
Schro¨dinger approach in the case of nonsingular Lagrangians. In fact this is the Ehrenfest
theorem reversed.
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Consider a system given by the Lagrangian,
L(q, q˙) =
1
2
q˙2 − V (q). (3)
The Euler Lagrange equation of motion is
q¨ +
∂
∂q
V (q) = 0. (4)
In the GGB quantization one says this system is quantum mechanically described by the
operator qˆ(t) if in the Heisenberg picture qˆ satisfies the same equation of motion
¨ˆq +
∂
∂qˆ
V (qˆ) = 0. (5)
This can be achieved if one defines the Hamiltonian Hˆ = 1
2
pˆ2 + V (qˆ), where pˆ is the
generator of translation in the q-representation of the Hilbert space i.e. [qˆ, pˆ] = ih¯. In the
next section we show that this Hamiltonian could be uniquely determined by considering
two conditions. The equations of motion are given by the Heisenberg equations,
˙ˆq = −i
h¯
[qˆ, Hˆ], ˙ˆp = −i
h¯
[pˆ, Hˆ]. (6)
It is very important to note that pˆ is not the operator version of the momentum p = ∂
∂q˙
L.
The operator pˆ is only the generator of translation in the q-representation of the Hilbert
space, 〈q|p|ψ〉 = −ih¯ ∂
∂q
〈q|ψ〉. The above observed similarities between the operators pˆ
and Hˆ and the classical quantities p = ∂
∂q˙
L and H = pq˙−L are only due to the particular
form of the Lagrangian (3) which is quadratic with respect to the velocity. Most of the
Lagrangians used to formulate ordinary classical models are in this form.
4 Reduced Hilbert Space in the GGB Quantization
Although the GGB quantization is equivalent to the RPS quantization (Schro¨dinger ap-
proach) when it is applied to unconstrained systems given by regular Lagrangian but
results could be completely different for constraint systems. As an example consider the
Lagrangian
L = x˙y˙ + yz, (7)
which leads to the following ELs
x¨− z = 0, y = 0. (8)
Since z remains undetermined, given z = E(t) one can interpret these equations to be
equations of motion for a one dimensional charged particle subjected to an external electric
field, E = E(t)e
x
. One can easily verify that the RPS quantization leads to no dynamic
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for this system because it is given by a singular Lagrangian and the corresponding reduced
phase space is null. In the GGB quantization one gives dynamic by the Hamitonian
Hˆ =
1
2
pˆ2x − xz + E˙(t)pˆ(z). (9)
where pˆx and pˆz are generators of translation in the corresponding directions. The Hamil-
tonian (9) is uniquely determined regarding two conditions:
i) Considering Els (8), the Hamiltonian should be quadratic in pˆx and linear in all
other momenta. It should contain kinetic terms corresponding to coordinates which their
accelerations appear in ELs. No kinetic term corresponding to other coordinates that
their accelerations are not appeared in ELs should be included in the Hamiltonian.
ii) This Hamiltonian leads to Heisenberg equations equivalent to ELs in which coor-
dinates xi are replaced by operators xˆi.
We do not consider the coordinate y in quantization similar to the RPS quantization.
Consequently the GGB quantization leads to a dynamic that coincides with the classical
dynamic in the classical limit. This is an important result but it is not sufficient yet. The
Hamiltonian (9) is defined on a two dimensional Hilbert space expanded for example by
|x〉 |z〉. Since we are studying a one dimensional system, the Hilbert space should be one
dimensional. Considering Eq.(8), x is the spatial coordinate and z is only an auxiliary
coordinate playing role of external electric field. Consequently, physical Hilbert space is
the subspace expanded by |x〉. How can one reduce the Hilbert space |x〉 |z〉 to realize the
true subspace |x〉? Quantum invariants [9, 10] provide a suitable answer. A Hermitian
operator Iˆ(t) is called an invariant if it satisfies
∂Iˆ
∂t
−
i
h¯
[
Iˆ , Hˆ
]
= 0. (10)
Considering the eigen value equation of Iˆ(t)
Iˆ(t) |λn, t〉 = λn |λn, t〉 , (11)
one can show that the eigen values λn are independent of time and the particular solution
|λn, t〉S of the Schro¨dinger equation Hˆ |ψ〉S = ih¯
∂
∂t
|ψ〉S is different from the eigen state
|λn, t〉 of Iˆ(t) only by a phase factor, |λn, t〉S = exp(iφn(t)) |λn, t〉. Given the Hamiltonian
(9), an invariant is
Iˆ(t) = zˆ − E(t). (12)
The null eigen function of this invariant is
ψ(x, Pz) = exp
[
−
i
h¯
E(t)pz
]
φ(x). (13)
Since
Hˆψ(x, pz) = exp
[
−
i
h¯
E(t)pz
] (
1
2
pˆ2x − E(t)xˆ+ E˙(t)pz
)
φ(x) (14)
5
and
ih¯
∂
∂t
ψ(x, pz) = exp
[
−
i
h¯
E(t)pz
] (
E˙(t)pz + ih¯
∂
∂t
)
φ(x), (15)
the Schro¨dinger equation becomes effectively
Hˆeφ(x) = ih¯
∂
∂t
φ(x), (16)
where Hˆe is the effective Hamiltonian
Hˆ =
1
2
pˆ2x −E(t)xˆ. (17)
It is interesting to note that if one gives the classical dynamic of the charged particle by the
regular Lagrangian L = 1
2
x˙2 + E(t)x instead of the singular Lagrangian (7), Schro¨dinger
approah leads to the same Schro¨dinger equation Eq.(16).
Quantum invariants provide a suitable framework for reducing Hilbert space. Physical
states are (null) eigen states of the quantum invariant Iˆ(t). This is a familiar statement.
In the Dirac quantization, one defines physical states as null eigen states of the generator
of gauge transformation G [3],
Gˆ |Phys〉 = 0. (18)
It is shown that G satisfies the following condition [11, 12],
∂
∂t
G+ {G,H} = PC, (19)
where PC stands for any linear combination of primary constraints and H is the classical
Hamiltonian. Comparing Eq.(19) with Eq.(10), one verifies that on the surface of primary
constraints, G is an invariant.
As one further example, we study briefly the formulation of a charged time dependent
one dimensional oscillator coupled to an external electric field. Consider the Lagrangian
L = q˙y˙ − qzy˙ − q˙zy + qz2y + xy, (20)
that leads to the following equations of motion
q¨ − q(z˙ + z2)− x = 0, (21)
y = 0. (22)
The coordinates x and z remain arbitrary functions of time. Given x = E(t) and z = A(t)
one verifies that Eq.(21) can be equivalently obtained from the regular Lagrangian
L =
1
2
(q˙ − A(t)q)2 + E(t)q. (23)
For quantization we introduce operators qˆ, xˆ, zˆ and the corresponding generators of
translation pˆ, pˆx and pˆz. Again we do not consider y in quantization. Considering Eq.(21)
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the Hamiltonian should be a sum of the kinetic term 1
2
pˆ2 and a linear combination of other
momenta. In addition, Heisenberg equations of motion should be equivalent to Eq.(21)
written for operators. A Hamiltonian (maybe our unique choice) is
Hˆ =
1
2
pˆ2 − qˆxˆ+
1
2
(qˆpˆ + pˆqˆ)zˆ + A˙(t)pˆx + E˙(t)pˆz. (24)
Quantum invariants are
Iˆ1 = xˆ− E(t), Iˆ2(t) = zˆ −A(t). (25)
Physical states are simultaneous (null) eigen states of these invariants,
ψ(q, px, pz) = exp
[
−
i
h¯
E(t)px
]
exp
[
−
i
h¯
A(t)pz
]
φ(q). (26)
Consequently Schro¨dinger equation could be effectively given as follows,
Hˆeφ(q) = ih¯
∂
∂t
φ(q), (27)
where
Hˆe =
1
2
(pˆ+ qˆA(t))2 − qˆE(t)−
1
2
qˆ2A2(t). (28)
This is what we expected from Eq.(23).
Although the above two models are very simple, but they reflect the main aspects
of the method. One can show that for familiar gauge field theories like QED, the GGB
quantization is completely equivalent to the RPS quantization. This result is a direct
consequence of simple constraint-structures in these models. In general, classification of
Lagrangians for which the GGB quantization and the RPS quantization are equivalent is
not trivial and should be studied.
5 Conclusions
A system is identified by its dynamic given classically by Euler Lagrange equations of
motion. Given a Lagrangian, there may exist other Lagrangians, particularly singular
Lagrangians, that lead to equivalent dynamic. Consequently, quantization should be
independent of the particular form of the Lagrangian. Quantization approach should be
formulated such that in the classical limit quantum mechanic lead to classical dynamic
given by Euler Lagrange equations of motion. The generalized Gupta-Bleuler quantization
is based on these considerations. We showed that this method is equivalent to Schro¨dinger
method for unconstrained Lagrangians. In the case of constraint systems we defined the
reduced Hilbert space which is the true physical subspace of the Hilbert space by using
the concept of quantum invariants. We studied two simple systems given by singular
7
Lagrangians and showed that the generalized Gupta-Bleuler quantization leads to true
Schro¨dinger equations.
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