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Le théorème de probabilité de Poincaré, 
généralisé au cas de plusieurs variables indé-
pendantes. 
Par C H . JORDAN à Budapest. 
1. La définition de la Probabilité Mathématique est basée 
sur la théorie des ensembles.1) Résumons les notions de cette 
discipline. Nous désignerons un ensemble par une ou par plusieurs 
lettres par exemple: E, AB, Ap, etc. Le nombre des éléments 
appartenant à un ensemble, supposé fini, sera noté par les mêmes 
lettres que l'ensemble correspondant, mais mise en parenthèse; 
exemples: (£), (AB), (Afi). 
Le signe = signifiera identité. E—A veut dire que l'en-
semble E est identique à l'ensemble A, c.-à-d. possède les mêmes 
éléments. 
On définit, par le produit AB de deux ensembles A et B, 
l'ensemble formé par les éléments communs aux deux ensembles. 
Comme l'ensemble zéro est un ensemble qui n'a point d'éléments, 
l'égalité AB = 0 signifie que l'ensemble AB, étant identique à 
l'ensemble zéro, n'a pas d'éléments: c.-à-d. que les ensembles 
A et B n'ont pas d'éléments communs. AB — A signifie que les 
éléments communs aux ensembles A et B sont identiques aux 
éléments de l'ensemble A ; c.-à-d. que tous les éléments de l'en-
semble A appartiennent à l'ensemble B. 
On définit par la somme A + B de deux ensembles A et B 
l'ensemble formé par les éléments des deux ensembles réunis. 
9 C H . JORDAN, aJStatistique Mathématique (Paris, 1927); b) A valószínűség-
számítás alapfogalmai (Les fondements du Calcul des probabilités), Maihema-
tikai és Physikai Lapok, 34 (1927), p. 101—136; c) Inversione délia formula di 
Bernoulli relativa al probléma delle prove ripetute a più variabili, Giornale 
dell'lstituto Italiano degli Attuari, Roma, 4 (1933), p. 505-513. 
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A + B = C veut dire que chaque élément de l'ensemble A ou de 
l'ensemble B appartient aussi à l'ensemble C. De plus qu'un 
élément de C appartient ou à l'ensemble A ou à B, ou encore à 
ces deux ensembles. 
2. Classement dichptome. Dans ce classement, l'ensemble E 
est partagé en deux classes A et a de manière qu'il n'y ait pas 
d'éléments communs aux deux ensembles A et a. Donc d'après 
ce qui précède on a 
A + a = E et Aa = 0. 
On peut partager l'ensemble E eu deux classes de diffé-
rentes maniérés : 
E^Ay + a^Az + ct^. ..=A„ + an 
tout en ayant 
Aai = 0, j42a2 = 0,. . ., A„a„ — Q. 
Ces classements sont des classements dichotomes de premier ordre. 
On peut définir la probabilité de deux ensembles A et B 
par une fraction dont le numérateur est égal au nombre des élé-
ments du produit des deux ensembles et le dénominateur au 
nombre des éléments de la somme des deux ensembles : 
P (AB) 
(A + B)• 
Cette définition est un peu plus générale que celle employée or-
dinairement où l'on suppose que les éléments de l'ensemble B 
appartiennent tous à l'ensemble A c.:à-d. que l'on a 
AB = B et A + B = A. 
Dans ce cas on peut interpréter un problème de probabilité 
en définissant l'ensemble A de maniéré que ces éléments soient : 
les Cas, considérés comme également possibles; et les éléments 
de B : les cas favorables à un événement déterminé. Là probabilité 
de l'événement sera alors P=(B)/(A) 
On obtient un classement dichotome du second ordre lorsque 
l'on partage l'ensemble E simultanément en /4i + «i et en i42 + «2 ; 
on obtient alors quatre classes : 
E = AiAo-\-A-i(t2-\-axAi-\- aiai. 
Cette décomposition peut être représentée par la multiplication 
symbolique : 
(i4, + a,) (Ao + «2) = EE = E 
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en effet la partie commune aux ensembles E et E est E (De 
même on aurait Em = E.) 
D'une manière semblable on obtient un classement dichotome 
d'ordre n en partant de 
04, + «0 042 + «, )... (A„ + «„) = £• 
et en effectuant les multiplications. On a, comme il a était dit 
Atat = 0. 
Dans la théorie des classes on a été amené à appeler classes 
positives celles dont le symbole ne contient que des lettres 
latines, et de nommer les autres classes négatives. On peut ex-
primer les classes négatives par les classes positives en résolvant 
des équations du premier degré; mais on arrive plus rapidement 
au résultat par le procédé symbolique suivant : on remplace les 
a, par E—A i y on effectue les multiplications, puis on remplace 
dans le résultat, conformément à ce qui précède, E" par E, et 
EvAt par A{. Par exemple 
alat = (E—Al) (E—At) = E—Al—A, + AiAi 
de cette équation symbolique on déduit 
(«x«,) = (£) —(4i)—042) + (AA2). 
Comme il a était dit, ce résultat pourrait être vérifié à l'aide des 
équations 
(A, A,) + CAx«,) + (a, A>) + («,«,) = (E) 
(A,A2) + (A«2) = (A) ; 04,A,) + (M*) = (Ai-
Dans un classement dichotome d'ordre n, la somme des 
classes dans lesquelles il y a m symboles positifs et n — m néga-
tifs est 
( i ) 2 ^ M - ' A • • • A>ma>m+i - ; 
dans cette somme, les indices /,, /„ . . . , /',„ prennent les valeurs 
correspondant à toutes les combinaison m h m des nombres 
1, 2 , . . . , n et in représente la combinaison complémentaire. 
3. Probabilité des épreuves répétées. On peut interpréter la 
probabilité des épreuves répétées de la manière suivante : soit E 
l'ensemble des cas également possibles; de plus, soient A,- l'en-
semble des cas favorables à l'événement G qui peuvent se pré-
senter à l'épreuve i et a{ l'ensemble des cas défavorables à 
l'événement €l à l'épreuve i. 
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On en conclut que la somme (1) représente l'ensemble des 
suites de n épreuves dans lesquelles il y a m épreuves favorables 
et n—m épreuves défavorables. 
Par suite la probabilité pour avoir m épreuves favorables 
et n—m épreuves défavorables en n épreuves sera 
- y ( A j ^ . . . Aimaim^ ...ain) 
^ ( £ ) 
où (E) est le nombre des suites possibles en n épreuves. 
Cette formule est tout à fait générale. En employant la 
méthode symbolique précédente pour exprimer la somme qui figure 
dans la probabilité précédente par des sommes de classes posi-
tives, on trouve 
Ail...Aim(E-Aim+l)...(E-Ain); 
après avoir effectué les multiplications, on simplifie en écrivant 
A• A- Fn'm—A• A-
ensuite 
Z • • • ^ ' m Z , = ~~ ( m ) Z ^«l • • • -^»'m+l v = m+1 ^ ' 
en effet dans la somme du premier membre chaque terme arrive 
(mm ') a encore 
2 . . . Aim Z AivAiv+i = | m j Z i4 j , . . . Ain "m+2 
car dans la somme du premier membre chaque terme arrive 
m (m-f2j p j n a i e m e n t o n trouve 
(AitAk ... AiJ (m + l] ^(A-, • • • ¿ ¡ ^ ^ f f f t + n -yVh 
^ (E) { m )<£* (£•) 
+ ( - 1 ) — ( 5 ) 
(A A2...A„) 
(E) 
La première somme est la probabilité pour qu'en n épreuves 
il y ait m cas favorables (les autres étant favorables ou non). Là 
seconde somme est la probabilité pour que m -f 1 cas soient fa-
vorables (les autres quelconques), et ainsi de suite; le dernier 
terme est la probabilité pour que tous les n cas soient favorables. 
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Ce théoreme très général de probabilité des épreuves répétées 
embrasse les théorèmes de BERNOULLI, de POISSON et de POINCARÉ 
[loc. cit. ») b), p. 118]. t 
La formule (2) se simplifie considérablement lorsque là 
probabilité de l'événement <9! à l'épreuve i est indépendante du 
résultat des épreuves antérieures. Alors elle est égale à la proba-
bilité de © lorsque la première épreuve était favorable, puis égale 
à cette probabilité lorsque les deux premières épreuves étaient 
favorables et ainsi de suite. C.-à-d. 
(AA) (AiA1AJ) _ 
W (E) (40 (A MO 
Lorsque la formule (3) est vraie pour toutes les valeurs de /, on 
tire de cette formule successivement 
(AA) = (A)(A)/ (£) 
(AiA1Aî) = (Ai)(A1)(A3)/{E)(E) 
et ainsi de suite.2) 
A l'aide de ces valeurs la formule (2) devient 
V ( A ) (Aim) 
(£) (E) " ' (E) 
{ m (E) •• (E) 
w { m + v\ v i ^ , i + 1 l ) { m ( E ) ( E ) + 
(4) 
( £ ) - (E) 
j_(_Un-m(n\(A0 ( A J 
u ImJ (E) (E) " 
Cas particulier. Lorsque les probabilités 
(A) 
(E) 
ont toutes la même valeur p, c.-à-d. indépendantes de i, la 
probabilité devient constante à chaque épreuve et la formule (4) 
devient identique à la formule de BERNOULLI 
••• + ( - » — ( m ) ? — ( m ) r O - r t — • 
2) La condition d'indépendence donnée par E . CZUBER, Wahrschein-
lichkeitsrechnung (Leipzig, 1924), Band I, p. 48, est insuffisante pour déduire 
les formules suivantes. 
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4. Formule de Poincaré. En posant dans (4) m — 0 on ob-
tient la probabilité pour que les n épreuves soient toutes défa-
vorables. En retranchant cette probabilité de l'unité, on obtient la 
probabilité pour qu'en n épreuves au moins une épreuve soit 
favorable. C'est la formule de POINCARÉ 
p_ y M y ( ^ A ) i y 
(g) ^ (E) ^ (E) (E) 
I ^ 1)" ~ ' (A^A^AS ...i4„) (E) 
Lorsqu'en plus la probabilité pour que l'événement soit fa-
(A ) 
vorable est la même à chaque épreuve - r È h = P , la formule (3) 
( w 
se réduit à 
5. Classement polytome. Dans ces classement, l'ensemble E 
est partagé en plusieurs classes, sans éléments commun deux à 
deux : 
E = An + Ai2+... +Aim avec AiVAitt=0 pour v ^ p 
pour i= 1,2,.. m. 
Ce classement peut servir pour interpréter la probabilité des 
épreuves répétées à plusieurs variables indépendantes. Supposons 
par exemple qu'à chaque épreuve un des événements €LX, é^,..., Stm 
puisse arriver et un seul. L'ensemble E est celui de tous les cas 
possibles. L'ensemble AVi est l'ensemble des cas favorables à 
l'arrivée de l'événement ®v à l'épreuve i. 
Nous allons supposer dans ce qui suit que la probabilité de 
l'événement est la même à chaque épreuve 
• M . « 
(E) Pv 
alors la probabilité pour que chaque événement ®v arrive rv fois 
en n épreuves (v= 1, 2 , . . . , m) est donnée p a r l a formule de 
BERNOULLI à m—1 variables indépendantes:3) 
6. Le théorème de Poincaré généralisé. Nous allons généra-
liser la formule de POINCARÉ en déterminant la probabilité pour 
3) CH. JORDAN, Problema délia prove ripetute a piu variabili indipen-
denti, Giornale dell'lstituto degli Altuari, Roma, 4 (1933), p. 351-368. 
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que dans une suite de n épreuves tous les événements 
se présentent au moins une fois, en supposant que la probabilité 
de l'arrivée de l'événement ®v est égale à pv à chaque épreuve. 
Pour obtenir cette probabilité nous allons retrancher de 
l'unité la probabilité des suites dans lesquelles au moins un de 
ces événements ne se présente pas. Pour y arriver retranchons 
d'abord 
w 
(8)' I 0 - P . ) " 
V = 1 
c.-à-d. la somme des probabilités des suites dans lesquelles l'événe-
ment ne se présente pas, (pour v — \ , 2 , 3 , . . . , m ) . 
Mais en procédant de cette manière, nous avons retranché 
deux fois la probabilité correspondant aux suites dans lesquelles 
deux des événements ne se sont pas produits ; il faut donc rajouter 
une fois la probabilité correspondant à ces suites, donc 
(S) I 0 - P ^ - P v f 
cette somme étant étendue à toutes les combinaisons des événe-
ments deux à deux. 
En retranchant (8), on a rentranché fois la probabilité 
des suites dans lesquelles trois des événements ne se sont pas 
produits, puis en rajoutant (9), on a rajouté cette probabilité U 
fois. Il faut donc retrancher encore une fois la probabilité 
(10) 2 0 -P'-Pn-P^T 
et ainsi de suite. 
Enfin la probabilité des suites dans lesquelles i des événe-
ment ne se produisent pas, est rajouté (— 1)* fois. En effet cette 
probabilité ayant été ajoutée 
-(¡)+M+-+<- 'H-i) 
fois, il faut l'ajouter encore (— 1)* fois pour qu'elle soit en fin 
de compte retranchée une fois. 
On obtient finalement la probabilité cherchée 
- P ' - X + Z ( 1 - P N - P R T Y -
(11) ' - Z ( \ - P . - P R - P J ' + - + 
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C'est le théorème de POINCARÉ, généralisé pour le cas des épreuves 
répétés k m — 1 variables indépendantes, donnant la probabilité 
pour qu'en n épreuves chaque événement se produise au moins 
une fois,, la probabilité pv de l'événement <3V restant la même 
à chaque épreuve. 
Cas particulier. Lorsque les probabilités pv sont toutes égales, 
on a p„ = ym car . . + p m = 1 ; et il en résultai 
+ ( - > r ' ( . Î L , ) ( 
•s? 
j m — 1 
m 
ou encore 
( - D - ( ; ) * • . 
Dans le Calcul des différences finies, on montre que la somme 
du second membre est égale à la différence m-ième de x" pour 
x = 0. De plus on y dénote 
["¿Tx"! = ( 
L M ! JX= 
© r ' 
0 
où est nommé nombre de STIRLING de second expèce,4) on 
a donc 
02) P = 
On peut obtenir ce résultat en partant de la formule (7) 
en y posant Pv = jJl- O" trouve 
Il 
La somme du second membre doit être étendue à toutes les valeurs 
/ , = 1 , 2 , 3 , . . . , telles que rx + r3 +... + r m = n. Mais on sait 
que dans ce cas cette somme est égale à m ¡©¡T. [Voirloc. cit.4), 
p. 268.] On obtient donc la formule (12). 
Lorsqu'à chaque épreuve m événements différents peuvent 
se produire avec la même probabilité ' ^ - j , alors la probabilité 
4) C. JORDAN, On Stirling's Numbers, Tôhoku Mathematical Journal, 37 
(1933), p. 254-278. 
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pour qu'en n épreuves chaque événement se produise au moins 
une fois est donnée par 
De la même manière on déduit de (7) lorsque pv = 1/m, la 
probabilité qu'en n épreuves des m événements, fi quelconques 
se produisent seulement ; elle est égale à 
La somme du premier membre . étant étendue aux valeurs 
r{ = 1, 2, 3 , . . . telle que rx + ra + ...+/>» = n 
m{m—l)(m — 2)...(m-n+\) 
mn <SÏ. 
(Reçu le 4 séptembre 1934.) 
