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GRADED LIMITS OF SIMPLE TENSOR PRODUCT OF
KIRILLOV-RESHETIKHIN MODULES FOR Uq(s˜ln+1)
MATHEUS BRITO AND FERNANDA PEREIRA
Abstract. We study graded limits of simple Uq(s˜ln+1)-modules which are isomorphic to
tensor products of Kirillov-Reshetikhin modules associated to a fixed fundamental weight.
We prove that every such module admits a graded limit which is isomorphic to the fusion
product of the graded limits of its tensor factors. Moreover, using recent results of Naoi, we
exhibit a set of defining relations for these graded limits.
Introduction
Let g be a finite-dimensional complex simple Lie algebra, g˜ = g⊗C[t, t−1] the corresponding
loop algebra, and Uq(g), Uq(g˜) their Drinfeld–Jimbo quantum groups over C(q), where q is an
indeterminate. Despite the classification of the simple Uq(g˜)-modules being known since [9]
and the great development of the theory ever since, several other basic questions about the
structure of these representations remain essentially unanswered. One of the methods which
have been used to study the structure of simple Uq(g˜)-modules is to understand the classical
limit of these representations, i.e., their specialization at 1 of the quantum parameter q, and
regard it as a representation for the current algebra g[t] = g ⊗ C[t]. This approach was first
considered in [14], where the authors proved necessary and sufficient condition of the existence
of the limit. The notion of the graded limit of a Uq(g˜)-module was then further developed in
[3, 8].
In [2], Chari introduced an important class of finite–dimensional Uq(g˜)-modules called min-
imal affinizations. The Kirillov–Reshetikhin modules are the minimal affinizations of simple
modules whose highest weights are multiples of a fundamental weight. In [3, 8], the authors
proved that the Kirillov–Reshetikhin modules admit graded limits, described a set of defining
relations for them and computed their graded characters. The graded limits of general minimal
affinizations were first studied in [26] where it was conjectured a set of defining relations for
them. Using the theory of Demazure modules, the conjecture was established in [30, 31] for g
of classical type and in [24] for type G2. It was also partially established for type E6 in [27].
It is not hard to see that if V and W are simple Uq(g˜)-modules, then the classical limit of
V ⊗W is not isomorphic to the tensor product of the classical limits of V and W . In [18],
Feigin and Loktev introduced the notion of the fusion product of graded representations of the
current algebra. It was proved in [6, 19, 28] that a local Weyl module for g[t] is isomorphic to
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a fusion product of fundamental local Weyl modules. On the other hand, it was known that
the quantum local Weyl modules are isomorphic to tensor products of fundamental local Weyl
modules (see [7, Section 7.4]). Therefore, it follows that the graded limit of a tensor product
of quantum local Weyl modules is isomorphic to the fusion product of the graded limits of the
corresponding factors. This result motivates the following question: Is it true that if a module
V for Uq(g˜) is isomorphic to a tensor product V1 ⊗ V2 and all three modules admit graded
limits, then the graded limit of V is isomorphic to the fusion product of the graded limits
of V1 and V2? There are a few positive answers for this question in the case that V belongs
to certain subclasses of simple modules. See for instance [16, Section 4 and 5] where V is
isomorphic to particular tensor products of Kirillov–Reshetikhin modules and [1] for modules
whose prime factors belong to a special subcategory of modules considered by Hernandez and
Leclerc in [20, 21].
In this paper we prove that the answer to the above question is positive in the case that
g is of type A and V is a tensor product of Kirillov–Reshetikhin modules associated to an
arbitrary fixed fundamental weight (Theorem 3.1). Moreover, as consequence of the results of
[32], this g[t]-module is isomorphic to a generalized Demazure module and a g[t]-module given
by generators and relations (Corollary 3.3).
The paper is organized as follows. In Section 1 we give some background information about
Lie algebras and their representations. In Section 2 we briefly recall some relevant facts about
the finite-dimensional representations of quantum loop algebras. In Section 3 we state and
prove our main results.
Acknowledgements: The authors would like to express their gratitude to V. Chari and
A. Moura for helpful discussions.
1. Lie algebras
Throughout the paper, let C,Z,Z≥m denote the sets of complex numbers, integers and
integers bigger than or equal to m, respectively. Given a ring R, the underlying multiplicative
group of units is denoted by R×. Given any complex Lie algebra a we let U(a) be the universal
enveloping algebra of a.
1.1. Basics and notation. Let g be a complex simple Lie algebra of rank n and h a Cartan
subalgebra. We identify h and h∗ by means of the invariant inner product (·, ·) on g normalized
such that the square length of the maximal root equals 2. Let I = {1, . . . , n} and R+ be
the set of positive roots of g. We denote by {αi}i∈I and {ωi}i∈I , the sets of simple roots
and fundamental weights, respectively, while Q,P,Q+, P+ the root and weight lattices with
corresponding positive cones.
We fix a Chevalley basis of g consisting of x±α ∈ g±α, for each α ∈ R
+, and hi ∈ h, i ∈ I.
We also define hα ∈ h, α ∈ R
+, by hα = [x
+
α , x
−
α ]. We often simplify notation and write x
±
i
in place of x±αi , i ∈ I. Let r
∨ be the maximal number of edges connecting two vertices of the
Dynkin diagram of g and let also
dα =
r∨
2
(α,α), dˇα =
r∨
dα
, di = dαi , α ∈ R
+, i ∈ I.
GRADED LIMITS OF TENSOR PRODUCT OF KR-MODULES 3
Recall that, if C = (cij)i,j∈I is the Cartan matrix of g, i.e., cij = αj(hi), then dicij = djcji.
Define the loop algebra of g by g˜ = g ⊗C C[t, t
−1] with bracket given by [x ⊗ tr, y ⊗ ts] =
[x, y] ⊗ tr+s. We identify g with the subalgebra g ⊗ 1 of g˜, hence, we will continue denoting
its elements by x instead of x⊗ 1. The subalgebra g[t] = g ⊗ C[t] of g˜ is the current algebra
associated to g.
If a is a subalgebra of g, let a[t] = a⊗C[t] and its ideal a[t]+ = a⊗ tC[t]. The degree grading
on C[t] defines a natural Z≥0-grading on a[t] and thus, also on U(a[t]). An element of the form
(a1⊗ t
r1) · · · (as⊗ t
rs) has grade r1+ · · ·+ rs and we denote by U(a[t])[r] the subspace of grade
r.
The affine Kac-Moody algebra ĝ is the Lie algebra with underlying vector space g˜⊕Cc⊕Cd
equipped with the Lie bracket given by
[x⊗ tr, y ⊗ ts] = [x, y]⊗ tr+s + rδr,−s(x, y)c, [c, ĝ] = 0 and [d, x⊗ t
r] = rx⊗ tr,
for any x, y ∈ g, r, s ∈ Z. A Cartan subalgebra ĥ and a Borel subalgebra b̂ are defined as
follows:
ĥ = h⊕ Cc⊕ Cd, b̂ = ĥ⊕ n+ ⊕ g⊗ tC[t].
Set n̂+ = n+ ⊕ g⊗ tC[t].
We often consider h∗ as a subspace of ĥ∗ by setting λ(c) = λ(d) = 0 for λ ∈ h∗. The root
system and positive root associated to the triangular decomposition ĝ = n̂− ⊕ ĥ ⊕ n̂+ will be
denoted by R̂, R̂+, respectively. Let θ ∈ R+ be the highest root, δ ∈ ĥ∗ be such that δ(d) = 1,
δ(c) = δ(h) = 0, h ∈ h, and α0 = −θ+δ. Then, if we set Î = I⊔{0}, we have that ∆̂ = {αi}i∈Î
is the set of simple roots of ĝ, and
R̂+ = (R+ Z≥1δ) ∪R
+ ∪ Z≥1δ.
The elements x±α ⊗ t
r, x±i ⊗ t
r, and hi⊗ t
r will be denoted by x±α,r, x
±
i,r, and hi,r, respectively.
Set also, x±0 = x
∓
θ,±1. Then
h0 := [x
+
0 , x
−
0 ] = c− hθ.
Let Q̂ = ⊕
i∈Î
Zαi and Q̂
+ = ⊕
i∈Î
Z≥0αi. Let also Λ0 ∈ ĥ
∗ be the unique element satisfying
Λ0(c) = 1 and Λ0(h) = Λ0(d) = 0. Then ĥ
∗ = h ⊕ Cδ ⊕ CΛ0. Define Λi ∈ ĥ
∗, i ∈ I, by the
requirement Λi(d) = 0, Λi(hi) = δi,j, j ∈ Î, and note that Λi = ωi + ωi(hθ)Λ0, for i ∈ I. Let
P̂ = ⊕ni=0ZΛi ⊕ Zδ and P̂
+ = ⊕ni=0Z≥0Λi ⊕ Zδ. Equip ĥ
∗ with the partial order λ ≤ µ if and
only if µ − λ ∈ Q̂+. Let Ŵ denote the affine Weyl group, which is generated by the simple
reflections si, i ∈ Î, where
si(µ) = µ− µ(hi)αi, µ ∈ ĥ
∗.
The length of w ∈ Ŵ will be denoted by ℓ(w). Recall that the subgroup of Ŵ generated by
si, i ∈ I, is the Weyl groupW of g and we denote its longest element by w0. Let L = ⊕i∈I dˇαiωi
be the co-weight lattice and M = ⊕i∈I dˇαiαi the co–root lattice. Given µ ∈ h
∗, we define
tα ∈ GL(ĥ
∗) by
tµ(λ) = λ− (λ, µ)δ, λ ∈ h
∗ ⊕ Cδ, tµ(Λ0) = Λ0 + µ−
1
2
(µ, µ)δ. (1.1)
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Defining TM = {tµ ∈ GL(ĥ
∗)|µ ∈ M} we have Ŵ = W ⋉ TM . The extended affine Weyl
group W˜ is the semi–direct product W ⋉ TL, where TL = {tµ ∈ GL(ĥ
∗)|µ ∈ L}. We also have
W˜ = Ŵ ⋉ T , where T is the group of diagram automorphisms of ĝ. The length function ℓ is
extended to W˜ by setting ℓ(wτ) = ℓ(w), for all w ∈ Ŵ and τ ∈ T . The following lemma was
proved in [15].
Lemma 1.1. Given λ, µ ∈ P+ and w ∈ W, we have
ℓ(t−λt−µw) = ℓ(t−λ) + ℓ(t−µw).
1.2. Graded g[t]-modules. A graded representation of g[t] is a Z-graded vector space which
admits a compatible Lie algebra action of g[t], i.e.,
V =
⊕
r∈Z
V [r], (g ⊗ tr)V [s] ⊆ V [s+ r], s ∈ Z, r ∈ Z≥0.
A graded morphism of g[t]-modules is a degree zero morphism of g[t]-graded modules. For
r ∈ Z, we let τrV be the r-th graded shift of V . Given a ∈ C, let eva : g[t] → g be the
evaluation map x⊗ f(t) 7→ f(a)x. Therefore, if W is a g-module we can define a g[t]-module
structure on W by taking the pull–back by eva. This g[t]-module is denoted by evaW and it
is clearly irreducible if and only if W is an irreducible g-module. Moreover, ev0W is a graded
g[t]-module such that
(ev0W )[0] =W and U(g ⊗ tC[t])(ev0W ) = 0.
1.3. Demazure modules. Recall that a weight module for ĥ is one where ĥ acts diagonally.
For Λ ∈ P̂+, let V̂ (Λ) be the irreducible highest weight integrable ĝ-module generated by an
element vΛ with defining relations
n̂+vΛ = 0, hivΛ = Λ(hi)vΛ, (x
−
αi
)Λ(hi)+1vΛ = 0, i ∈ Î .
Then
V̂ (Λ)µ 6= {0} only if µ ∈ Λ− Q̂
+.
The following proposition is well–known (see [22, Chapters 10,11] for instance).
Proposition 1.2. (i) Let Λ ∈ P̂+. Then
dimV (Λ)wΛ = 1, for all w ∈ Ŵ .
(ii) Given Λ′,Λ′′ ∈ P̂+, let Λ = Λ′ + Λ′′. Then
dimHomĝ
(
V (Λ), V (Λ′)⊗ V (Λ′′)
)
=
{
1, Λ = Λ′ + Λ′′,
0, Λ /∈ Λ′ + Λ′′ − Q̂+.
Moreover, for all w ∈ Ŵ , we have(
V̂ (Λ′)⊗ V̂ (Λ′′)
)
wΛ
= V̂ (Λ)wΛ,
where we have identified V̂ (Λ) with its image in V̂ (Λ′)⊗ V̂ (Λ′′).
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Given Λ ∈ P̂+ and wτ ∈ W˜, with w ∈ Ŵ and τ ∈ T , the subspace V̂ (τΛ)wτΛ is one-
dimensional and we fix a non-zero vector vwτΛ of this weight space. The Demazure module
D(wτΛ) is the b̂-module of V̂ (τΛ) defined by
D(wτΛ) = U(b̂)vwτΛ.
In this paper we consider the following generalization of Demazure modules introduced in
[30]. Given m ∈ Z≥1 and pairs (wr,Λ
r) ∈ W˜ × P̂+, 1 ≤ r ≤ m, set
D(w1Λ
1, . . . , wmΛ
m) = U(b̂)(vw1Λ1 ⊗ · · · ⊗ vwmΛm) ⊆ D(w1Λ
1)⊗ · · · ⊗D(wmΛ
m).
Our primary focus in this paper are Demazure modules and its generalizations such that
wrΛ
r(hi) ≤ 0, for all i ∈ I, 1 ≤ r ≤ m. In this case we have n
−vwrΛr = 0, 1 ≤ r ≤ m, and
then D(w1Λ
1, . . . , wmΛ
m) is a module for the parabolic subalgebra b̂⊕ n−, i.e.,
D(w1Λ
1, . . . , wmΛ
m) = U(g[t])(vw0w1Λ1 ⊗ · · · ⊗ vw0wmΛm), (1.2)
c.f. [34, Proposition 16]. Given (ℓ, λ) ∈ Z≥1 × P
+, there exists unique Λ ∈ P̂+ and w ∈ W˜
such that
wΛ = w0λ+ ℓΛ0
and we shall denote the g[t]-module D(wΛ) by D(ℓ, λ). In [16], it is given a finite presentation
for the g[t]-modules D(ℓ, λ) which we recall now for the simply laced case (see [16, Theorem
2] for complete generality).
Proposition 1.3. Assume that g is simply laced and let (ℓ, λ) ∈ Z≥1 × P
+. The g[t]-module
D(ℓ, λ) is generated by an element vℓ,λ satisfying the following defining relation:
(x+i ⊗ 1)vℓ,λ = 0, (hi ⊗ t
r)vℓ,λ = λ(hi)δr,0vℓ,λ, (x
−
i )
λ(hi)+1vℓ,λ = 0, (1.3)
(x−α ⊗ t
sα)vℓ,λ = 0, α ∈ R
+, (1.4)
(x−α ⊗ t
sα−1)mα+1vℓ,λ = 0, α ∈ R
+, (1.5)
where λ(hα) = (sα − 1)ℓ+mα, with 0 < mα ≤ ℓ. Moreover, if mα = ℓ, (1.5) is a consequence
of (1.3) and (1.4). In the particular case when ℓ = 1, the relations (1.4) and (1.5) follow from
(1.3).
We declare the grade of vℓ,λ to be zero and, since the defining relations of D(ℓ, λ) are graded,
it follows that D(ℓ, λ) is a graded g[t]-module. The following is a consequence of Proposition
1.2 (ii).
Lemma 1.4. Let λ ∈ P+ and ℓ ∈ Z≥1. Then
D(ℓ, ℓλ) ∼=g[t] U(g[t])v
⊗ℓ
1,λ ⊆ D(1, λ)
⊗ℓ.

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1.4. Fusion product. We recall the notion of fusion product of finite dimensional cyclic
graded g[t]–modules introduced in [18]. Let V be a finite–dimensional cyclic g[t]–module
generated by an element v. We define a filtration F rV , r ∈ Z≥0, on V by
F rV =
 ⊕
0≤s≤r
U(g[t])[s]
 · v.
The associated graded vector space grV acquires a graded g[t]–module structure in a natural
way and is generated by the image of v in grV .
Let p ∈ Z≥1. Let λ1, . . . , λp be a sequence of elements of P
+ and z1, . . . , zp pairwise distinct
complex numbers. Then
V(z) := evz1 V (λ1)⊗ · · · ⊗ evzp V (λp),
is a finite dimensional cyclic g[t]-module, where V (λs) is the finite–dimensional irreducible
g-module of highest weight λs, 1 ≤ s ≤ p. Then, the g[t]-module grV(z) is called the fusion
product of V (λ1), . . . , V (λp) and denote by
V (λ1) ∗ · · · ∗ V (λp).
Clearly the definition of the fusion product depends on the parameters zs, 1 ≤ s ≤ p. However
it is conjectured in [18] and (proved in certain cases by various people, [6], [17], [18] [19], [23]
for instance) that the fusion product is independent of the choice of the complex numbers,
hence we suppress this dependence in our notation. Note that, by definition we have
V (λ1) ∗ · · · ∗ V (λp) ∼=g V (λ1)⊗ · · · ⊗ V (λp). (1.6)
2. Quantum algebras and graded limits
2.1. Basics and notation. We give a brief reminder on quantum loops algebras and their
finite-dimensional representations. We refer the reader to [11] for the basic definitions.
Let C(q) be the field of rational functions in an indeterminate q and A = Z[q, q−1]. Let Uq(g)
and Uq(g˜) be the quantized enveloping algebras over C(q) associated to g and g˜, respectively.
The algebra Uq(g) is isomorphic to a subalgebra of Uq(g˜). Let UA(g) and UA(g˜) be the A-form
of Uq(g) and Uq(g˜) defined in [25]. These are free subalgebras such that
Uq(g) ∼= UA(g)⊗A C(q) Uq(g˜) ∼= UA(g˜)⊗A C(q).
Regarding C to be the A-module by letting q act as 1, the algebras UA(g)⊗AC and UA(g˜)⊗AC
over C have U(g) and U(g˜) as canonical quotients. We also recall that Uq(g˜) is a Hopf algebra
and that UA(g˜), Uq(g) and UA(g) are Hopf subalgebras.
It is well known that the isomorphism classes of irreducible finite-dimensional represen-
tations of Uq(g) are indexed by elements of P
+. Given λ ∈ P+, we denote by Vq(λ) an
element of the corresponding isomorphism class. Moreover, the category of finite-dimensional
Uq(g)-modules is semisimple.
Let P+q be the multiplicative monoid of n-tuples of polynomials π = (π1(u), . . . , πn(u)),
πi(u) ∈ C(q)[u], for an indeterminate u, such that πi(0) = 1 for all i ∈ I. We shall only be
interested in the submonoid P+ of elements π ∈ P+q such that πi(u) splits into linear factors
in C(q), for all i ∈ I.
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Given a ∈ C(q)× and i ∈ I, let ωi,a ∈ P
+ be the fundamental ℓ-weights, defined by
(ωi,a)j(u) = 1− δi,jau.
Observe that P+ is the free abelian monoid generated by {ωi,a : i ∈ I, a ∈ C(q)
×}, and denote
by P the corresponding free abelian group. Let also P+
Z
be the submonoid of P+ of elements
π ∈ P+ where πi(u) has its roots in q
Z, for all i ∈ I.
Consider the group homomorphism (weight map) wt : P → P by setting wt(ωi,a) = ωi.
It was proved in [9, 12, 13] that the isomorphism classes of irreducible finite-dimensional
representations of Uq(g˜) is indexed by P
+
q . Given π ∈ P
+
q , we let Lq(π) be an irreducible
representation in the corresponding isomorphism class. The module Lq(π) is said to be an
affinization of Vq(λ) if wt(π) = λ. Two simple Uq(g˜)-modules are said to be equivalent if they
are isomorphic as Uq(g)-modules.
It will be convenient to introduce the following notation. Given i ∈ I, a ∈ C×,m ∈ Z≥1,
define
ωi,a,m =
m−1∏
j=0
ωi,aqdi(m−1−2j) .
The modules Lq(ωi,a,m) are called Kirillov-Reshetikhin modules. Given π ∈ P
+, there exist
unique mi ∈ Z≥0, aik ∈ C(q)
× and rik ∈ Z≥1 such that
π =
∏
i∈I
mi∏
k=1
ωi,aik,rik
with
aij
ail
6= q±di(rij+ril−2p) and
mi∑
k=1
rik = wt(ω)(hi)
for all i ∈ I, j 6= l and 0 ≤ p < min{rij , ril}. This decomposition is called q-factorization of π.
In the next theorem we collect important results of Uq(s˜ln+1)-modules. The first item is
[10, Theorem 3.5], and the second item is the dual of [4, Theorem 6.1, Corollary 6.2], for our
case of interest.
Theorem 2.1. Assume g = sln+1.
(i) For all i ∈ I, a ∈ C(q)× and m ∈ Z≥0 we have Lq(ωi,a,m) ∼=Uq(g) Vq(mωi).
(ii) Let m ∈ Z≥1, ij ∈ I, aj ∈ C(q)
×, nj ∈ Z≥1, 1 ≤ j ≤ m, be such that
r > s =⇒
as
ar
6= qns+nr+2−2p+2k−ir−is , (2.1)
for all 1 ≤ p ≤ min{ns, nr} and min{ir, is} < k + 1 ≤ min{ir + is, n + 1}. Then
Lq(
∏m
j=1ωij ,aj ,nj) is the unique irreducible submodule of
Lq(ωi1,a1,n1)⊗ . . . ⊗ Lq(ωim,am,nm). (2.2)
Moreover, if (2.1) holds for all 1 ≤ r, s ≤ m, then the module described in (2.2) is
irreducible.
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In particular, if π =
∏m
j=1ωi,aj ,nj is its q-factorization, then
Lq(π) ∼=Uq(g˜) Lq(ωi,a1,n1)⊗ · · · ⊗ Lq(ωi,am,nm).

2.2. The modules L(π), π ∈ P+
Z
. In this section we assume that g is of classical type. We
recall the definition of the g[t]–modules L(π),π ∈ P+
Z
. We refer the reader to [1, Section 2.1]
and references therein for a detailed exposition.
It was shown in [14, Section 4] that, given π ∈ P+
Z
, the module Lq(π) admits an A-form
LA(π) and there is an action of g˜ on Lq(π) := LA(π)⊗A C. Moreover, as g˜-module, Lq(π) is
generated by a vector vpi which satisfies the relations:
x+i,svpi = 0, hi,rvpi = wt(π)(hi)vpi, (x
−
i,0)
wt(pi)(hi)+1vpi = 0.
By restricting the action of g˜ to the subalgebra g[t] one can regard Lq(π) as a module of
g[t] generated by vpi. The g[t]-module L(π) is then defined by the pullback of Lq(π) by the
g[t]-automorphism x⊗ f(t)→ x⊗ f(t− 1).
In sum, the following is a consequence of [14, Section 4] and the main result of [6].
Theorem 2.2. For π ∈ P+
Z
, the g[t]-module L(π) is generating by an element vpi satisfying
(x+i ⊗ C[t])vpi = 0, (hi ⊗ t
r)vpi = δr,0wt(π)(hi)vpi, (x
−
i ⊗ 1)
wt(pi)(hi)+1vpi = 0. (2.3)
Moreover,
(i) dimLq(π) = dimL(π),
(ii) if Lq(π) ∼= Vq(wt(π)), then L(π) ∼=g[t] ev0 V (wt(π)), and
(iii) if
Lq(π) ∼=Uq(g˜) Lq(ωi1,a1)⊗ · · · ⊗ Lq(ωip,ap),
for some p ∈ Z≥1 and (ij , aj) ∈ I×q
Z, 1 ≤ j ≤ p, then the relations (2.3) are defining
relations of L(π).

The next result will be very useful in the proof of our main result (see [26, Lemma 2.20 and
proof of Proposition 3.21]).
Lemma 2.3. Let r ∈ Z≥1. Let πj ∈ P
+
Z
, for all 1 ≤ j ≤ r, and set π =
∏r
j=1 πj . Assume
also that there exists a map of Uq(g˜)–modules
Lq(π)→ Lq(π1)⊗ · · · ⊗ Lq(πr).
Then there exists a map of g[t]–modules
L(π)→ L(π1)⊗ · · · ⊗ L(πr),
mapping vpi → vpi1 ⊗ · · · ⊗ vpir . 
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3. Main theorem and proof
For the remainder of the paper let g be of type An. Let i ∈ I and m ∈ Z≥1. Given
ξ = (ξ1 ≥ ξ2 ≥ . . . ≥ ξℓ) a partition of m, define
πi,ξ =
ℓ∏
j=1
ω
i,q
ξj−1,ξj
∈ P+
Z
.
One easily checks that the above presentation of πi,ξ is its q-factorization. In particular, by
Theorem 2.1, we have
Lq(πi,ξ) ∼=Uq(g˜) Lq(ωi,qξ1−1,ξ1)⊗ · · · ⊗ Lq(ωi,qξℓ−1,ξℓ)
∼=Uq(g) Vq(ξ1ωi)⊗ · · · ⊗ Vq(ξℓωi). (3.1)
We state the main result of the paper.
Theorem 3.1. Let i ∈ I, m ∈ Z≥1 and ξ = (ξ1 ≥ · · · ≥ ξℓ) be a partition of m. Then
L(πi,ξ) ∼=g[t] V (ξ1ωi) ∗ · · · ∗ V (ξℓωi).
Remark 3.2. By the definition of Kirillov-Reshetikhin modules and Theorem 2.1(i), if
V = Lq(ωi,a1,r1)⊗ · · · ⊗ Lq(ωi,aℓ,rℓ),
for some (aj, rj) ∈ C(q)
× × Z≥1, then
V ∼=Uq(g) Vq(r1ωi)⊗ · · · ⊗ Vq(rℓωi).
Therefore, setting ξ to be the partition of r1 + · · · + rℓ whose parts are rj, 1 ≤ j ≤ ℓ, (3.1)
implies that Lq(πi,ξ) is a representative of the equivalence class of V which admits graded
limit.
The following is a straightforward consequence of Theorem 3.1 and [32, Theorem 3.1].
Corollary 3.3. Let π ∈ P+
Z
satisfying the hypothesis of Theorem 3.1 and set Lj = ξj+· · ·+ξℓ,
1 ≤ j ≤ ℓ. Then L(π) is isomorphic to the g[t]-module generated by a vector v with relations
n+[t]v = 0, (h⊗ ts)v = δs0L1ωi(h)v, for h ∈ h, s ∈ Z≥0
x−α ⊗ C[t]v = 0 for α ∈ R
+ with ωi(hα) = 0,
(x−α )
L1+1v = 0 for α ∈ R+ with ωi(hα) = 1,
(x+α ⊗ t)
s(x−α )
r+sv = 0 for α ∈ R+, r, s ∈ Z≥1, with ωi(hα) = 1,
such that r + s ≥ 1 + kr + Lk+1, for some k ∈ Z≥1. 
Before proving Theorem 3.1 we need to set up some notation. We shall also write ξ as the
sequence mb11 m
b2
2 . . . m
bs
s , such that mj ∈ {ξ1, . . . , ξℓ}, 1 ≤ j ≤ s, 0 < m1 < m2 < . . . < ms,
and bj > 0 is the number of times that the integer mj occurs in ξ.
Associated to the pair (i, ξ) we can also consider a generalized Demazure module, which we
denote by Di(ξ), defined by
Di(ξ) = D(t−m1ωi∗ (b1Λ0), t−m2ωi∗ (b2Λ0), . . . , t−msωi∗ (bsΛ0)),
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where i∗ = n + 1− i, for all i ∈ I. We recall that w0ωi = −ωi∗, for all i ∈ I. Using (1.1), we
have
t−mjωi∗ (bjΛ0) ≡ −mjbjωi∗ + bjΛ0 mod Cδ, j = 1, . . . , s,
and then, by (1.2), we have
Di(ξ) = U(g[t])(v1 ⊗ · · · ⊗ vs) ⊆ D(b1, b1m1ωi)⊗ · · · ⊗D(bs, bsmsωi),
where we write for short vj instead vbj ,bjmjωi , for all 1 ≤ j ≤ s.
Let ξ′ denote the conjugate partition of ξ, i.e., ξ′ = nℓ11 n
ℓ2
2 . . . n
ℓs
s is such that
nj =
s∑
k=s−j+1
bk and ℓj = ms−j+1 −ms−j, for all j = 1, . . . , s, (3.2)
where m0 = 0.
Since n1 < · · · < ns, Lemma 1.1 implies that ℓ(t−njωi∗ ) =
∑j
k=1 ℓ(t−(nk−nk−1)ωi∗ ), for all
1 ≤ j ≤ s, where n0 = 0. Therefore, the following theorem is straightforward from [30,
Proposition 2.7], [32, Theorem 2.1] and [32, Remark 3.2].
Theorem 3.4. Let i ∈ I, m ∈ Z≥0 and ξ = (ξ1 ≥ · · · ≥ ξℓ) be a partition of m. Then
Di(ξ
′) ∼=g[t] V (ξ1ωi) ∗ · · · ∗ V (ξℓωi).

Note that
dim(L(πi,ξ)) = dim(V (ξ1) ∗ · · · ∗ V (ξℓ)),
by (1.6), (3.1) and Theorem 2.2(ii). Therefore, using Theorem 3.4, to prove Theorem 3.1 it
suffices to prove the following:
Proposition 3.5. Let i ∈ I, m ∈ Z≥1 and ξ be a partition of m. There exists a surjective
g[t]-module homomorphism
L(πi,ξ)։ Di(ξ
′).
We devote the remainder of this section to prove Proposition 3.5. Write ξ = mb11 m
b2
2 . . . m
bs
s ,
s ∈ Z≥1, and its dual ξ
′ = nℓ11 n
ℓ2
2 . . . n
ℓs
s . Set
πj = ω
nj
i,aj ,ℓj
, where aj = q
ℓj−1+2
∑
k>j ℓk , j = 1, . . . , s, (3.3)
and observe that
πi,ξ =
s∏
j=1
πj.
Proposition 3.6. Let πj , 1 ≤ j ≤ s, as in (3.3). Then Lq(πi,ξ) is the unique irreducible
submodule of Lq(πs)⊗ · · · ⊗ Lq(π2)⊗ Lq(π1).
Proof. By Theorem 2.1(ii), it suffices to show that
ℓk − 1 + 2
∑
t>k
ℓt − (ℓj − 1 + 2
∑
t>j
ℓt) 6= ℓj + ℓk + 2− 2p + 2g − 2i, (3.4)
GRADED LIMITS OF TENSOR PRODUCT OF KR-MODULES 11
for all 1 ≤ j < k ≤ s, 1 ≤ p ≤ min{ℓj , ℓk}, i < g + 1 ≤ min{2i, n + 1}. This is clear, since
the left hand side of (3.4) is a negative integer and the right hand side of (3.4) is always a
non-negative integer. 
Proof of Proposition 3.5. By Proposition 3.6 and Lemma 2.3, there exists a map
L(πi,ξ)→
s⊗
j=1
L(πj), (3.5)
mapping vpii,ξ to vpis ⊗ · · · ⊗ vpi1 . We claim that
L(πj) ∼=g[t] D(ℓj, ℓjnjωi), for all 1 ≤ j ≤ s.
Assuming the claim, by (3.5), we have a g[t]-module homomorphism
L(πi,ξ)→ D(ℓ1, ℓ1n1ωi)⊗ · · · ⊗D(ℓs, ℓsnsωi),
whose image is Di(ξ
′), as required.
For the claim, let 1 ≤ j ≤ s and set
W = Lq(̟ℓj−1)⊗ · · · ⊗ Lq(̟0), where ̟k = (ωi,ajqℓj−1−2k
)nj , 0 ≤ k ≤ ℓj − 1.
Observe that πj =
∏ℓj−1
k=0 ̟k and, by Theorem 2.1(ii),
Lq(̟k) ∼= Lq(ωi,ajqℓj−1−2k
)⊗nj , for all 0 ≤ j ≤ ℓj − 1.
Therefore, by Theorem 2.2 and Proposition 1.3, we have
L(̟k) ∼=g[t] D(1, njωi), for all 0 ≤ k ≤ ℓj − 1.
Moreover, arguing as in the proof of Proposition 3.6, we obtain that Lq(πj) is the unique
irreducible submodule of W and, hence, there exists a g[t]-module homomorphism
L(πj)→ D(1, njωi)
⊗ℓj ,
whose image is D(ℓj , ℓjnjωi), by Lemma 1.4. To conclude that such surjective homomorphism
is also injective, it suffices to show that
dimL(πj) = dimD(ℓj, ℓjnjωi). (3.6)
Setting the partition ψ = ℓ
nj
j , we have ψ
′ = n
ℓj
j and, by Theorem 3.4, it follows that
Di(ψ
′) = D(ℓj, ℓjnjωi) ∼= V (ℓjωi) ∗ · · · ∗ V (ℓjωi).
On the other hand, by Theorem 2.1,
Lq(πj) ∼=Uq(g˜) Lq(ωi,aj ,ℓj)
⊗nj ∼=Uq(g) Vq(ℓjωi)
⊗nj .
By Theorem 2.2(i) and (ii), and using (1.6) we conclude that (3.6) holds, which finishes the
proof. 
Remark 3.7. Assume g = sl2 and let I = {1}. It is well known that if π =
∏m
j=1ω1,aj ,rj is
the q-factorization of π, then
Lq(π) ∼=Uq(g˜) ⊗
m
j=1Lq(ω1,aj ,rj).
In particular, given m ∈ Z≥0, each affinization of Vq(mω1) must be of this form (see [5, Lemma
6.5]). Therefore, the equivalence classes of affinizations of Vq(mω1) are in bijection with the
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set of all partitions ξ of m, and each of these classes has Lq(π1,ξ) as its representative. In
particular, Theorem 3.1 implies that the graded limit of each class of affinization of Vq(mω1)
is isomorphic to a fusion product.
It is also known that this statement does not hold in general. For instance, if g = sl4
it can easily be proved that we have three different classes of affinizations of Vq(2ω2), with
representatives Lq(ω2,q,2), Lq(ω2,1ω2,q4) and Lq(ω2,1ω2,q6), for example. By Theorems 3.1
and 3.4, we have
L(ω2,q,2) ∼=g[t] V (2ω2) ∼=g[t] D(2, 2ω1) and L(ω2,1ω2,q6) ∼=g[t] V (ω2) ∗ V (ω2) ∼=g[t] D(1, 2ω2).
Using the results of [33] we have that Lq(ω2,1ω2,q4) is a module corresponding to a skew Young
diagram and
Lq(ω2,1ω2,q4) ∼=Uq(g) Vq(2ω2)⊕ Vq(ω1 + ω3).
Moreover, since D(2, 2ω2) ∼=g[t] U(g[t])(v1,ω2 ⊗ v1,ω2) ⊆ D(1, ω2)⊗D(1, ω2), by Lemma 1.4, we
cannot have L(ω2,1ω2,q4) being isomorphic to a fusion product and nor a generalized Demazure
module, but rather a proper quotient of D(1, 2ω2).
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