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Abstract
In this paper, we derive equivalent conditions for reverse order laws of least squares g-
inverses and minimum norm g-inverses of product of two matrices A and B, by applying
the product singular value decomposition (P-SVD). © 2002 Elsevier Science Inc. All rights
reserved.
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1. Introduction
In this paper, we use the following notation. Let Cm×n be the set of m× n matri-
ces with complex entries and Cm be the set of m-dimensional vectors. Ik denotes the
identity matrix of order k, 0l×m the l ×m matrix of all zero entries, 0l = 0l×l (if no
confusion occurs, we will drop the subindex). For a matrix A ∈ Cm×n, AH ∈ Cn×m
is the conjugate transpose of A,R(A) denotes the range space of A,N(A) the null
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space of A, dim(R(A)) the dimensions of R(A), dim(N(A)) the dimensions of
N(A), and rank(A) denotes the rank of A. To simplify the notation, if A is naught,
we also denote A = 0, rank(A) = 0, dim(R(A)) = 0 and dim(N(A)) = 0.
For a given matrix L, a generalized inverse G of L is a matrix which satisfies some
of the following four equations, as described by Penrose [8] and now is known as the
Moore–Penrose conditions:
(1) LGL = L, (2) GLG = G,
(3) (LG)H = LG, (4) (GL)H = GL. (1)
Let ∅ = η ⊆ {1, 2, 3, 4}. Then Aη denotes the set of all matrices G which satisfy
(i) for all i ∈ η. AnyG ∈ Aη is called an η-inverse of A. One usually denotes any {1}-
inverse of A as A(1) or A− which is also called a g-inverse of A. Any {1, 3}-inverse
of A is denoted by A(1,3) or A−l which is also called a least squares g-inverse of A.
Any {1, 4}-inverse of A is denoted by A(1,4) or A−m which is also called a minimum
norm g-inverse of A. The unique {1, 2, 3, 4}-inverse of A is denoted by A† which is
also called the pseudoinverse of A.
It is well known that for nonsingular matricesA,B ∈ Cn×n, (AB)−1 = B−1A−1.
However, this so-called reverse order law is not necessarily true for other kind gen-
eralized inverses. An interesting problem in the theory of generalized inverse is, for
a given η and two matrices A,B with AB meaningful, when BηAη ⊆ (AB)η and
(AB)η ⊆ BηAη? Another related problem is, when BηAη = (AB)η? Greville [5]
first gave a necessary and sufficient condition for the reverse order law (AB)† =
B†A†. Since then, the problem of the reverse order law for generalized inverse was
studied widely. Hartwig [6] derived the necessary and sufficient conditions for the re-
verse law of pseudoinverses of product of three matrices, and Tian [12] obtained the
reverse order law for the pseudoinverses of products of multiple matrices. Shinozaki
and Sibuya [10,11] studied reverse order laws for g-inverses and reflexive g-invers-
es. Werner [15,16] obtained equivalent conditions for one side inclusion relation
B{1}A{1} ⊆ (AB){1}. Wei [13] and De Pierro and Wei [4], respectively, derived
necessary and sufficient conditions for the reverse order laws B{1}A{1} = (AB){1}
and B{1, 2}A{1, 2} = (AB){1, 2}. Wei [14] then deduced necessary and sufficient
conditions for reverse order laws for the reflexive g-inverses An{1, 2} · · ·A1{1, 2} =
(A1 · · ·An){1, 2} and one side inclusion relation An{1} · · ·A1{1} ⊆ (A1 · · ·An){1}.
Reverse order laws for least squares g-inverses and minimum norm g-inverses are
also important as well. The least squares technique (LS)
min
x∈Cn ‖Ax − b‖2
is used in many practical scientific problems. Any solution x of the above LS problem
can be expressed as x = A(1,3)b. If the LS problem is consistent, then the minimum
norm solution x has the form x = A(1,4)b. So reverse order laws for least squares
g-inverses and minimum norm g-inverses are useful in both theoretical study and
practical scientific computing. To our knowledge, there is no article yet discussing
reverse order laws for these generalized inverses in the literature [1,2,9].
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In this paper, we will derive the equivalent conditions for B{1, 3}A{1, 3} ⊆
(AB){1, 3}, (AB){1, 3} ⊆ B{1, 3}A{1, 3} and (AB){1, 3} = B{1, 3}A{1, 3} by
applying P-SVD. Then from these results we also derive the equivalent conditions
for B{1, 4}A{1, 4} ⊆ (AB){1, 4}, (AB){1, 4} ⊆ B{1, 4}A{1, 4} and (AB){1, 4} =
B{1, 4}A{1, 4}.
This paper is organized as follows. Section 2 will give the structures of A(1,3),
B(1,3) and (AB)(1,3) for A ∈ Cm×n, B ∈ Cn×p. Section 3 will discuss the prob-
lem B{1, 3}A{1, 3} ⊆ (AB){1, 3}. Section 4 will discuss the problem (AB){1, 3}
⊆ B{1, 3}A{1, 3}. Section 5 will derive the equivalent conditions for (AB){1, 3} =
B{1, 3}A{1, 3}. Section 6 will give the reverse order laws for minimum norm
g-inverse of two matrices. Section 7 will conclude the paper with some remarks.
For our further discussion, in the following we briefly describe the product singu-
lar value decomposition (P-SVD), which was first studied in [7], and then generalized
in [3] to include products of n matrices. First result is the block factorization lemma.
Lemma 1.1 [3,7]. Suppose that B ∈ Cn×p has two block rows:
B =
(
B1
B2
)
r1
n− r1.
Then B can be factorized as B = T SRH, where:
(a) T is an n× n block lower triangular matrix
T =
(
T11 T12 0 0
T21 0 T23 T24
)
r1
n− r1
r12 , r1 − r12 , r22 , n− r1 − r22
in which (T11 T12), (T23 T24) are unitary matrices, and rank(B1) = r12 ,
rank(B) = r12 + r22 .
(b) S is an n× p quasidiagonal matrix with the following block structure:
S =


S1 0 0
0 0 0
0 S2 0
0 0 0


r12
r1 − r12
r22
n− r1 − r22
r12 , r
2
2 , p − r2
and Si is a diagonal matrix with positive diagonal elements.
(c) R is an p × p unitary matrix.
The second result is the P-SVD of two matrices A and B. Heath et al. [7] and
De Moor and Zha [3] gave the P-SVD, in which the nonsingular matrix X ∈ Cn×n
has many possible choices. The structure of the matrix X plays an important role
in studying reverse order laws of least squares g-inverses and minimum norm g-
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inverses. In the following we will reprove the P-SVD of two matrices A and B in
which X has some specific structure.
Theorem 1.1 [3,7](P -SVD). Suppose that A ∈ Cm×nandB ∈ Cn×p. Then there ex-
ist unitary matrix U and nonsingular matrices X,W 3 such that
A = UDAX−1, B = XDBW (2)
in which
DA=
(
I 0
0 0
)
r1
m− r1
r1, n− r1
=


I 0 0 0
0 I 0 0
0 0 0 0


r12
r1 − r12
m− r1
r12 , r1 − r12 , r22 , n− r1 − r22
, (3)
DB =


I 0 0
0 0 0
0 I 0
0 0 0


r12
r1 − r12
r22
n− r1 − r22
r12 , r
2
2 , p − r2
, (4)
where r1 = rank(A) and r12 + r22 = r2 = rank(B),
X =
(
X1 X2 X3 X4
)
r12 , r1 − r12 , r22 , n− r1 − r22
, (5)
where the submatrices Xi of X satisfy
XH2 X3 = 0, XH2 X4 = 0, XH3 X4 = 0,
XH3 X3 = I, XH4 X4 = I.
(6)
Proof. Let SVD of A be as
A = U1
(
 0
0 0
)
r1, n− r1
V H,
3 In [3,7] DB is a block diagonal matrix which has the form different from Eq. (4) and W is a unitary
matrix. Here we rewrite DB and W to simplify our further discussion.
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where U1 and
V =
(
V1 V2
)
r1, sn− r1
are unitary matrices,  = diag(σ1, . . . , σr1) with σ1  · · ·  σr1 > 0 the nonzero
singular values of A. Let
Y =
(
(V1)H
(V2)
H
)
.
Then
A = U1
(
Ir1 0
0 0
)
Y
and Y is nonsingular. Denote X−11 = Y . Then X1 = (V1−1 V2).
According to Lemma 1.1, X−11 B can be factorized as X
−1
1 B = T SRH, in which
T =
(
T11 T12 0 0
T21 0 T23 T24
)
r1
n− r1
r12 , r1 − r12 , r22 , n− r1 − r22
,
so B = X1T SRH. Set
P =
(
(T11 T12) 0
(0 0) In−r1
)
.
Then
P
(
Ir1 0
0 0
)
T −1 =
(
Ir1 0
0 0
)
,
so
A = U1P
(
Ir1 0
0 0
)
T −1X−11 = U
(
Ir1 0
0 0
)
X−1,
where U = U1P, X = X1T . Then U is unitary and X is nonsingular.
So we obtain A = UDAX−1, B = XSRH. Let W = diag(S1, S2, Ip−r2)RH.
Then W is nonsingular and B = XDBW .
In the following we prove Eq. (6). From the structure of the matrix T, we obtain
X = X1T =
(
V1−1 V2
) ((T11 T12) (0 0)
(T21 0) (T23 T24)
)
=
(
V1−1T11 + V2T21 V1−1T12 V2T23 V2T24
)
r12 , r1 − r12 , r22 , n− r1 − r22
=
(
X1 X2 X3 X4
)
r12 , r1 − r12 , r22 , n− r1 − r22
,
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so we have
XH2 X3=T H12−H(V1)H(V2T23) = 0,
XH2 X4=T H12−H(V1)H(V2T24) = 0,
XH3 X4=T H23(V2)H(V2T24) = 0,
XH3 X3=T H23(V2)H(V2T23) = Ir22 ,
XH4 X4=T H24(V2)H(V2T24) = In−r1−r22 .
We then complete the proof of the theorem. 
From Theorem 1.1, we can obtain some interesting relations that will be used in
our later discussion.
Corollary 1.1. Let X ∈ Cn×n be obtained in Theorem 1.1. Then
Z = XHX =


Z11 Z12 Z13 Z14
Z21 Z22 0 0
Z31 0 I 0
Z41 0 0 I


r12
r1 − r12
r22
n− r1 − r22
r12 , r1 − r12 , r22 , n− r1 − r22
, (7)
where Zij = XHi Xj and Z is a Hermitian positive definite matrix.
Corollary 1.2. Suppose that the P-SVD ofA ∈ Cm×n, B ∈ Cn×p are as in Theorem
1.1. Then
(i) rank(AB) = r12 , dim(N(A) ∩R(B)) = r22 ,
(ii) dim(N(A) ∩N(BH)) = n− r1 − r22 − rank(Z14),
dim(R(AH) ∩R(B)) = r12 − rank(Z14),
(iii) dim(N(AHAB) ∩N(B)) = dim(N(B)) = p − r2, (8)
dim(N(BBHAH) ∩N(AH)) = dim(N(AH)) = m− r1,
(iv) dim(R(AHAB) ∩R(B)) = r12 − rank
(
Z21
Z41
)
,
dim(R(BBHAH) ∩R(AH)) = r12 − rank
(
Z31
Z41
)
.
Proof. From the P-SVD of A and B described in Theorem 1.1, the equalities in (8)-
(i) and (8)-(iii) can be easily obtained. We first prove that dim(N(A) ∩N(BH)) =
n− r1 − r22 − rank(Z14). Notice that
N(A) =N(UDAX−1) =N(DAX−1) = XN(DA),
N(BH) =N(V HDHBXH) =N(DHBXH) = X−HN(DHB).
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So we can easily verify from the structures of DA and DB in Theorem 1.1 that
N(DA) =

x =


0
0
x3
x4


∣∣∣∣ x3 ∈ Cr22 , x4 ∈ Cn−r1−r22

 ,
N(DHB) =

y =


0
y2
0
y4


∣∣∣∣ y2 ∈ Cr1−r12 , y4 ∈ Cn−r1−r22

 ,
where x and y should be conformably partitioned as the partitions of DA and DHB ,
respectively.
For any z ∈N(A) ∩N(BH), we get
z = X


0
0
x3
x4

 = X−H


0
y2
0
y4

 ,
so
XHX


0
0
x3
x4

 =


0
y2
0
y4


for some x3 ∈ Cr22 , x4 ∈ Cn−r1−r22 , y2 ∈ Cr1−r12 , y4 ∈ Cn−r1−r22 . From Corollary
1.1, we obtain

Z11 Z12 Z13 Z14
Z21 Z22 0 0
Z31 0 I 0
Z41 0 0 I




0
0
x3
x4

 =


0
y2
0
y4

 ,
so y2 = 0, x3 = 0, x4 = y4, Z14x4 = 0. Thus dim(N(A) ∩N(BH)) = n− r1 −
r22 − rank(Z14).
We now prove that
dim(R(AHAB) ∩R(B)) = r12 − rank
(
Z21
Z41
)
.
From Theorem 1.1, then we have
R(AHAB)=R(X−HDHADADB)
=X−HR


I 0 0
0 0 0
0 0 0
0 0 0

 = X−H




x1
0
0
0


∣∣∣∣x1 ∈ Cr12


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R(B) = R(XDB) = X




y1
0
y3
0


∣∣∣∣y1 ∈ Cr12 , y3 ∈ Cr22

 .
For any w ∈ R(AHAB) ∩R(B) we get
w = X−H


x1
0
0
0

 = X


y1
0
y3
0

 ,
i.e., 

x1
0
0
0

 = XHX


y1
0
y3
0


for some x1 ∈ Cr12 , y1 ∈ Cr12 , y3 ∈ Cr22 . From Corollary 1.1, we have

Z11 Z12 Z13 Z14
Z21 Z22 0 0
Z31 0 I 0
Z41 0 0 I




y1
0
y3
0

 =


x1
0
0
0

 .
So y3 = −Z31y1, x1 = (Z11 − Z13Z31)y1, Z21y1 = 0, Z41y1 = 0. Obviously, x1
and y3 are determined by y1, and y1 must satisfy the equation
(
Z21
Z41
)
y1 = 0. So
dim(R(AHAB) ∩R(B)) = r12 − rank
(
Z21
Z41
)
.
In a similar manner we can prove that dim(R(AH)∩R(B)) = r12 − rank(Z14) and
dim(R(BBHAH) ∩R(AH)) = r12 − rank
(
Z31
Z41
)
, thus complete the proof of the theo-
rem. 
2. The forms of A(1,3), B(1,3) and (AB)(1,3)
In this section, we will give the forms of A(1,3), B(1,3), (AB)(1,3) from Eq. (1)
and Theorem 1.1. Then we have:
Theorem 2.1. Suppose that A ∈ Cm×n, B ∈ Cn×p. Let the P-SVD of A,B be
given as in Theorem 1.1. Then any least squares g-inverses of A,B and AB have
the following forms:
A(1,3) = XD(1,3)A UH, (AB)(1,3) = W−1D(1,3)AB UH,
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in which
D
(1,3)
A =


I 0 0
0 I 0
A31 A32 A33
A41 A42 A43


r12
r1 − r12
r22
n− r1 − r22
r12 , r1 − r12 , m− r1
, (9)
D
(1,3)
AB =


I 0 0
Y21 Y22 Y23
Y31 Y32 Y33


r12
r22
p − r2
r12 , r1 − r12 , m− r1
, (10)
and B(1,3) = W−1D(1,3)B X−1, in which
D
(1,3)
B =


I B12 0 B14
0 B22 I B24
B31 B32 B33 B34


r12
r22
p − r2
r12 , r1 − r12 , r22 , n− r1 − r22
(11)
with
B12 = (Z11 − Z13Z31)−1Z12, B22 = −Z31(Z11 − Z13Z31)−1Z12,
B14 = (Z11 − Z13Z31)−1Z14, B24 = −Z31(Z11 − Z13Z31)−1Z14, (12)
and each Aij , Yij , B3j is an arbitrary matrix with denoted dimension, and Zij is a
submatrix of the matrix Z, as defined in Corollary 1.1.
Proof. From Theorem 1.1 and Eq. (1), Eqs. (9) and (10) can be easily derived. In the
following, we prove Eqs. (11) and (12). From Theorem 1.1, and the fact that B(1,3)
should satisfy the first equation of Eq. (1), BB(1,3)B = B, we obtain
B(1,3) = W−1

 I B12 0 B140 B22 I B24
B31 B32 B33 B34

X−1.
So
BB(1,3) = X


I B12 0 B14
0 0 0 0
0 B22 I B24
0 0 0 0

X−1,
(BB(1,3))H = X−H


I 0 0 0
BH12 0 B
H
22 0
0 0 I 0
BH14 0 B
H
24 0

XH .
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Because B(1,3) should also satisfy the equality BB(1,3) = (BB(1,3))H, so we obtain
from the above formulas,

Z11 Z12 Z13 Z14
Z21 Z22 0 0
Z31 0 I 0
Z41 0 0 I




I B12 0 B14
0 0 0 0
0 B22 I B24
0 0 0 0


=


I 0 0 0
BH12 0 B
H
22 0
0 0 I 0
BH14 0 B
H
24 0




Z11 Z12 Z13 Z14
Z21 Z22 0 0
Z31 0 I 0
Z41 0 0 I

 , (13)
which is equivalent to the following equations:{
Z11B12 + Z13B22 = Z12,
Z31B12 + B22 = 0, (14)
{
Z11B14 + Z13B24 = Z14,
Z31B14 + B24 = 0, (15)


Z21B12 = BH12Z12,
Z41B12 = BH14Z12,
Z41B14 = BH14Z14.
(16)
Because(
Z11 Z13
Z31 I
)
is a principal submatrix of the Hermitian positive definite matrix Z, so is nonsingular
and so we have from Eqs. (14) and (15),(
B12
B22
)
=
(
Z11 Z13
Z31 I
)−1 (
Z12
0
)
=
(
(Z11 − Z13Z31)−1Z12
−Z31(Z11 − Z13Z31)−1Z12
)
,
(
B14
B24
)
=
(
Z11 Z13
Z31 I
)−1 (
Z14
0
)
=
(
(Z11 − Z13Z31)−1Z14
−Z31(Z11 − Z13Z31)−1Z14
)
,
proving Eq. (12). It is straightforward to verify that B12, B14, B22 and B24 automati-
cally satisfy Eq. (16). We then finish the proof of the theorem. 
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3. Necessary and sufficient conditions for B{1, 3}A{1, 3} ⊆ (AB){1, 3}
In this section, we will derive the equivalent conditions for B{1, 3}A{1, 3} ⊆
(AB){1, 3}. Then we have:
Theorem 3.1. Suppose that A ∈ Cm×n, B ∈ Cn×p and the P-SVD of A,B are
given as in Theorem 1.1. Then B{1, 3}A{1, 3} ⊆ (AB){1, 3} if and only if the
following two conditions hold:
Z12 = 0 and Z14 = 0. (17)
Proof. Necessity. Suppose that B{1, 3}A{1, 3} ⊆ (AB){1, 3}. Then for any B(1,3) ∈
B{1, 3}, A(1,3) ∈ A{1, 3}, there exists (AB)(1,3) ∈ AB{1, 3} such thatB(1,3)A(1,3) =
(AB)(1,3) . Let B(1,3), A(1,3) and (AB)(1,3) have the forms as in Theorem 2.1. Then
we get
B(1,3)A(1,3) = W−1

I + B14A41 B12 + B14A42 B14A43C21 C22 C23
C31 C32 C33

UH (18)
in which
C21 = A31 + B24A41, C22 = B22 + A32 + B24A42,
C23 = A33 + B24A43, C31 = B31 + B33A31 + B34A41,
C32 = B32 + B33A32 + B34A42, C33 = B33A33 + B34A43.
Then the equation B(1,3)A(1,3) = (AB)(1,3) is equivalent to the following matrix
equations:

B14A41 = 0, (a)
B12 + B14A42 = 0, (b)
B14A43 = 0, (c)
(19)


A31 + B24A41 = Y21, (d)
B22 + A32 + B24A42 = Y22, (e)
A33 + B24A43 = Y23, (f)
(20)


B31 + B33A31 + B34A41 = Y31, (g)
B32 + B33A32 + B34A42 = Y32, (h)
B33A33 + B34A43 = Y33. (i)
(21)
From the structures of B12, B14 obtained in Theorem 2.1, the equations in Eq. (19)
are equivalent to
Z14A41 = 0, Z12 + Z14A42 = 0, Z14A43 = 0. (22)
Notice that Z12, Z14 are fixed and A41, A42, A43 can be arbitrary chosen. Because
the equation Z14A41 = 0 can be solvable for any chosen A41, so we must have that
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Z14 = 0. Therefore from the equation Z12 + Z14A42 = 0, we obtain Z12 = 0 and
finish the necessity part.
Sufficiency. From the above discussion it is obvious that, if the conditions in Eq.
(17) hold, then each equation in Eq. (22) is the identity 0 = 0 and for any A(1,3) and
B(1,3), B(1,3)A(1,3) ∈ (AB){1, 3}. We then complete the proof of the theorem. 
Combining Corollaries 1.1, 1.2 and Theorem 3.1, we have the following result:
Theorem 3.2. Suppose that A ∈ Cm×n, B ∈ Cn×p and the P-SVD of A,B are
given in Theorem 1.1. Then the following conditions are equivalent:
(i) B{1, 3}A{1, 3} ⊆ (AB){1, 3},
(ii) dim(R(AHAB) ∩R(B)) = r12 .
(23)
Proof. From Corollary 1.2, we have
dim(R(AHAB) ∩R(B)) = r12 − rank
(
Z21
Z41
)
.
From Theorem 3.1, we know that B{1, 3}A{1, 3} ⊆ (AB){1, 3} is equivalent to the
conditions that Z12 = 0 and Z14 = 0. Because the matrix Z is positive definite and
Hermitian, Z12 = ZH21, Z14 = ZH41. So in any case, B{1, 3}A{1, 3} ⊆ (AB){1, 3} is
equivalent to the condition that
dim(R(AHAB) ∩R(B) = r12 ,
proving the assertion of the theorem. 
4. Necessary and sufficient conditions for (AB){1, 3} ⊆ B{1, 3}A{1, 3}
In this section, we will derive the equivalent conditions for (AB){1, 3} ⊆
B{1, 3}A{1, 3}. By applying Eq. (1) and Theorem 2.1 we have:
Theorem 4.1. Suppose that A ∈ Cm×n, B ∈ Cn×p and the P-SVD of A,B are
given as in Theorem 1.1. Then (AB){1, 3} ⊆ B{1, 3}A{1, 3} if and only if the
following conditions hold:
dim(R(Z14)) = dim(R(Z12, Z14)), and
0  min{p − r2, m− r1}  n− r1 − r22 − rank(Z14).
(24)
Proof. Necessity. If (AB){1, 3} ⊆ B{1, 3}A{1, 3}, then for any given (AB)(1,3) ∈
(AB){1, 3}, there exist B(1,3) ∈ B{1, 3} and A(1,3) ∈ A{1, 3} such that (AB)(1,3) =
B(1,3)A(1,3). That means each equation of (19)-(b) and (21)-(i) is solvable.
From the discussion in Section 3, Eq. (19)-(b) is equivalent to the equation Z12 +
Z14A42 = 0, which is equivalent to the condition dim(R(Z14)) = dim(R(Z12, Z14)).
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From Eqs. (22) and (20)-(f), we have
A43 = (I − Z†14Z14)E43,
A33 = Y23 − B24A43, (25)
where E43 ∈ C(n−r1−r22 )×(m−r1) can be arbitrarily chosen. By substituting Eq. (25)
into Eq. (21)-(i) we obtain
Y33 = (B34 − B33B24)(I − Z†14Z14)E43 + B33Y23.
We choose Y33 having full rank min{p − r2, m− r1} and Y23 = 0. Then from the
above equation we should have
rank(Y33)=min{p − r2, m− r1}  rank(I − Z†14Z14)
=n− r1 − r22 − rank(Z14),
proving the second condition of Eq. (24).
Sufficiency. Suppose that the equalities in Eq. (24) hold. Let r ≡ n− r1 − r22 −
rank(Z14) and the full rank decomposition of I − Z†14Z14 be I − Z†14Z14 = FG,
where F ∈ C(n−r1−r22 )×rr and G ∈ Cr×(n−r1−r
2
2 )
r , so F
†F = Ir and GG† = Ir .
Then for any matrix D(1,3)AB of the form in Eq. (10), we can choose
D
(1,3)
A =


I 0 0
0 I 0
Y21 Y22 − B22 − B24A42 Y23 − B24A43
0 A42 A43

 ,
D
(1,3)
B =

 I B12 0 B140 B22 I B24
Y31 Y32 − B34A42 0 B34

 ,
in which A42 = −Z†14Z12, and when m− r1  p − r2 we choose
B34 =
(
Y33 0
)
F †, A43 = FGE43 = FGG†
(
I
0
)
= F
(
I
0
)
,
otherwise we choose
B34 =
(
I 0
)
F †, A43 = FGE43 = FGG†
(
Y33
0
)
= F
(
Y33
0
)
.
Notice that B12, B22, B14, B24 are fixed having forms as in Theorem 2.1. Then one
can verify that D(1,3)AB ∈ DB{1, 3}DA{1, 3}, i.e., (AB)(1,3) ∈ B{1, 3}A{1, 3}. So we
complete the proof of the theorem. 
Combining Corollary 1.2 and Theorem 4.1, we also have the following result.
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Theorem 4.2. Suppose that A ∈ Cm×n, B ∈ Cn×p and the P-SVD of A,B are
given as in Theorem 1.1. Then the following conditions are equivalent:
(i) (AB){1, 3} ⊆ B{1, 3}A{1, 3},
(ii) dim(R(Z14)) = dim(R(Z12, Z14)) and (26)
0  q  dim(N(A) ∩N(BH)),
in which q = min{dim(N(AHAB) ∩N(B)), dim(N(BBHAH) ∩N(AH))}.
5. Necessary and sufficient conditions for (AB){1, 3} = B{1, 3}A{1, 3}
Notice that (AB){1, 3} = B{1, 3}A{1, 3} is equivalent to (AB){1, 3} ⊆
B{1, 3}A{1, 3} and B{1, 3}A{1, 3} ⊆ (AB){1, 3}, so combining Theorems 3.2, 4.2
and Corollary 1.2, we obtain the equivalent conditions for (AB){1, 3} = B{1, 3}
A{1, 3} as follows.
Theorem 5.1. Suppose that A ∈ Cm×n, B ∈ Cn×p and the P-SVD of A,B are
given in Theorem 1.1. Then the following conditions are equivalent:
(i) (AB){1, 3} = B{1, 3}A{1, 3},
(ii) dim(R(AHAB) ∩R(B)) = r12 , and
0  min{p − r2, m− r1}  n− r1 − r22 , (27)
(iii) dim(R(AHAB) ∩R(B)) = dim(R(AB)), and
0  q  dim(N(A) ∩N(BH)),
in which q is given as in Theorem 4.2.
Proof. (i) ⇒ (ii). Theorem 3.1 shows that when B{1, 3}A{1, 3} ⊆ (AB){1, 3},
then rank
(
Z21
Z41
)
= 0. Because Z is Hermitian, so rank(Z12, Z14) = 0. So when (i)
holds, then from Theorems 3.2 and 4.1, (ii) also holds .
(ii) ⇒ (iii). From Corollary 1.2, when dim(R(AHAB) ∩R(B)) = r12 , then
rank(Z14) = 0. So from Corollary 1.2, if (ii) holds, then (iii) holds.
(iii) ⇒ (i). From Corollary 1.2, we know that when dim(R(AHAB) ∩R(B)) =
dim(R(AB)), then rank(Z12, Z14) = 0 and so from Theorem 3.2, B{1, 3}A{1, 3} ⊆
(AB){1, 3}. So if furthermore, 0  q  dim(N(A) ∩N(BH)), then from Theorem
4.2, (AB){1, 3} ⊆ B{1, 3}A{1, 3}. We then complete the proof of Theorem 5.1. 
6. Necessary and sufficient conditions for (AB){1, 4} = B{1, 4}A{1, 4}
In this section, we will discuss the relationships between B{1, 4}A{1, 4} and
(AB){1, 4}. Notice that whenG ∈ AH{1, 3}, thenAHGAH = AH, (AHG)H = AHG,
so AGHA = A, GHA = (GHA)H and so GH ∈ A{1, 4}. On the contrary, if G ∈
AH{1, 4}, then GH ∈ A{1, 3}. So from the results obtained in the previous sections
we obtain the relations between B{1, 4}A{1, 4} and (AB){1, 4}. We provide the
following results and omit the proofs.
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Theorem 6.1. Suppose that A ∈ Cm×n, B ∈ Cn×p and the P-SVD of A,B are
given as in Theorem 1.1. Then the following statements are equivalent:
(i) B{1, 4}A{1, 4} ⊆ (AB){1, 4},
(ii) Z41 = 0 and Z31 = 0, (28)
(iii) dim(R(BBHAH) ∩R(AH)) = dim(R(AB)).
Theorem 6.2. Suppose that A ∈ Cm×n, B ∈ Cn×p and the P-SVD of A,B are
given as in Theorem 1.1. Then the following statements are equivalent:
(i) (AB){1, 4} ⊆ B{1, 4}A{1, 4},
(ii) dim(R(Z14)) = dim(R(Z13, Z14)) and (29)
0  dim{p − r2, m− r1}  dim(N(A) ∩N(BH)).
Theorem 6.3. Suppose that A ∈ Cm×n, B ∈ Cn×p and the P-SVD of A,B are
given as in Theorem 1.1. Then the following statements are equivalent:
(i) (AB){1, 4} = B{1, 4}A{1, 4},
(ii) dim(R(BBHAH) ∩R(AH)) = r12 , and
0  dim{p − r2, m− r1}  n− r1 − r22 , (30)
(iii) dim(R(BBHAH) ∩R(AH)) = dim(R(AB)), and
0  dim{p − r2, m− r1}  dim(N(A) ∩N(BH)).
7. Conclusion remarks
In this paper we have studied reverses laws for least squares g-inverses and
minimum norm g-inverses of product of two matrices. By applying the P-SVD of
two matrices A and B in which we choose a specific nonsingular matrix X, we obtain
necessary and sufficient conditions for
B{1, 3}A{1, 3} ⊆ (AB){1, 3},
(AB){1, 3} ⊆ B{1, 3}A{1, 3},
(AB){1, 3} = B{1, 3}A{1, 3}.
With a similar argument, we also obtain necessary and sufficient conditions for
B{1, 4}A{1, 4} ⊆ (AB){1, 4},
(AB){1, 4} ⊆ B{1, 4}A{1, 4},
(AB){1, 4} = B{1, 4}A{1, 4}.
In the near future, we will study more challenging problems of reverse order laws
for g-inverses, least squares g-inverses and minimum norm g-inverses of multiple
matrix products.
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