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Abstract
The production of hard di-jet events in photoproduction at HERA is dominated by
resolved photon processes in which a parton in the photon with momentum frac-
tion xγ is scattered from a parton in the proton. These processes are sensitive to
the quark and gluon content of the photon. The differential di-jet cross-section
dσ/d log(xγ) is presented here, measured in tagged photoproduction at HERA us-
ing data taken with the H1 detector, corresponding to an integrated luminosity of
7.2 pb−1. Using a restricted data sample at high transverse jet energy, ET,jet > 6
GeV, the effective parton density fγ,eff (xγ) = [q(xγ) + q¯(xγ) + 9/4 g(xγ)] in the
photon in leading order QCD is measured down to xγ= 0.05 from which the gluon
density in the photon is derived.
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1 Introduction
The interaction of electrons and protons at the HERA collider is dominated by photoproduction
processes in which quasireal photons emitted by the electrons interact with the protons. The
center of mass energies in the γp system extend to 300 GeV. A fraction of these events has large
transverse energy in the final state and contains jets. Previous studies of hard γp scattering
processes by H1 [1, 2, 3] and ZEUS [4] have shown that the photoproduction of jets can be
described in perturbative QCD. The photon interacts either directly with a parton from the
proton, or it develops hadronic structure and one of its own partons interacts with one of those
from the proton. The former are referred to as direct interactions, whereas the latter are referred
to as resolved interactions.
Jet cross-section predictions are obtained to leading order (LO) in the strong coupling con-
stant as a convolution of the hard scattering cross-sections calculated at the tree level with the
parton densities in the photon and the proton. The partons leaving the hard scattering reaction
are identified with jets. In the kinematic range of the present analysis the parton densities in
the proton are rather well known and the quark densities of the photon have been determined
from two-photon processes at e+e− colliders. The measurement of the di-jet cross-section can
therefore be used to determine the gluon distribution in the photon.
From previous studies [2, 5] it is known that the energy flow in the events of interest here
is complicated by a large “underlying event” energy, which can be described as arising from
multiple interactions. That is, in addition to the primary hard interaction, further interactions
occur between partons in the proton and photon remnants. Modelling of higher order QCD
effects using parton showers is also important if an accurate description of the energy flow in
and around the jets is to be obtained. Current Monte Carlo (MC) models including such effects
are based on LO QCD matrix element calculations; NLO predictions are available at the parton
level only.
The analysis described in this paper is similar to that presented in an earlier publication [2].
However, the data used now correspond to an integrated luminosity of 7.2 pb−1 as opposed to
0.29 pb−1. Its main emphasis is on the study of di-jet production at small xγ where gluons in
the photon are expected to make the largest contribution to the cross-section. The data in this
kinematic region are strongly affected by non-perturbative effects as discussed in detail below.
We therefore limit ourselves here to a LO QCD analysis of the parton distributions in the photon.
A NLO analysis of di-jet events in photoproduction has been published recently by the ZEUS
collaboration [6] for a high cut in transverse jet energy ET > 11 GeV. In this kinematic region
of large xγ , where the influence of the underlying event energy is reduced, the quark rather than
the gluon content of the photon is expected to dominate the cross-section.
2 The H1 Detector
A detailed description of the H1 detector can be found elsewhere [7]. Here we describe only
those components which are important for this analysis.
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The H1 central tracking system is mounted coaxially around the beam-line and covers polar
angles θ, measured with respect to the proton beam direction, in the range 20◦ < θ < 160◦.
Momentum measurements of charged particles are provided by two cylindrical drift chambers.
The central tracking system is complemented at two radii by z- drift chambers, which provide
accurate measurements of the z coordinate along the beam line of charged particle tracks, and
multiwire proportional chambers (MWPCs), which allow triggering on central tracks. In the
present analysis the tracking detectors are used to define the vertex position along the beam axis
and to improve the measurement of the hadronic energy flow at low hadron energies.
The tracking system is surrounded by a highly segmented liquid argon (LAr) sampling
calorimeter with an inner electromagnetic section consisting of lead absorber plates with a total
depth of 20 to 30 radiation lengths and an outer hadronic section with steel absorber plates. The
LAr calorimeter covers polar angles between 4◦ and 154◦ with full azimuthal acceptance. The
total depth of the calorimeter varies between 4.5 and 8 hadronic interaction lengths. The energy
resolution was measured to be σ(E)/E ≈ 0.12/√E for electrons and σ(E)/E ∼ 0.5/√E
for hadrons (E in GeV) in test beam experiments. The absolute energy scale is known for the
present data sample to a precision of 1 to 3% for positrons and 4% for hadrons. The region
153◦ < θ < 177.8◦ is covered by a lead/scintillating-fibre calorimeter.
The luminosity determination is based on the measurement of the bremsstrahlung process,
ep→ epγ, using the small angle photon detector (z = −103 m), and by detecting the scattered
positron in the small angle electron detector ( z = −33 m) where z is the coordinate along the
beam line with the nominal vertex at the origin. Both detectors are crystal ˇCerenkov calorime-
ters with an energy resolution of σ(E)/E ≈ 0.22/√E. The small angle electron detector is
used in the present analysis also to tag photoproduction events.
3 Event Selection and Kinematic Reconstruction
The events used in this analysis were taken during the 1996 running period, in which HERA
collided 820 GeV protons with 27.5 GeV positrons.
The transverse jet energies required in this analysis are as low as 4 GeV. In order to improve
the jet energy resolution at low jet energies the energy flow is reconstructed by combining the
energy measurements made in the LAr calorimeter with the measured momenta of spatially as-
sociated charged tracks with transverse momenta smaller than 1.5 GeV, avoiding double count-
ing. More details are given in [8].
Events were selected according to the following requirements:
1. The event is triggered by a combination of trigger signals from the small angle electron
detector and from charged tracks in the central detectors with a minimum requirement on
their transverse momentum of about 300 MeV.
2. The scattered positron is detected and measured in the small angle electron detector in
order to ensure a low photon virtuality (Q2 < 0.01 GeV2). The energy fraction ye
carried by the radiated photon is restricted to the range 0.5 < ye < 0.7, where ye is
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reconstructed from the energy of the scattered positron. The lower cut on ye ensures
that a high momentum photon enters the hard scattering process such that the detector
acceptance for the two hard jets is large; the upper cut is required by the acceptance of
the small angle electron detector.
3. At least two jets with transverse energy ET,jet > 4 GeV and an invariant jet-jet mass
M1,2 > 12 GeV have to be found using a cone algorithm [9] in the region −0.5 < ηjet <
2.5. Here ηjet is the pseudorapidity in the laboratory and positive η corresponds to the
direction of the outgoing proton. A small cone radius of R = 0.7 in the η − φ plane is
used to reduce the effects of the underlying event energy on the jet energy measurement.
The two jets with highest transverse energy are associated to the hard scattering process.
4. The difference in pseudorapidity between the jets is restricted to |ηjet1 − ηjet2| < 1. This
cut reduces the background of events where one jet is in the beam pipe and a second jet,
not associated with the hard scattering process, is found instead.
Using these cuts 1889 di-jet events remain. The longitudinal momentum fraction of the incident
parton in the photon is estimated using ye and the transverse energies and pseudorapidities of
the two jets with the highest ET ,
xγ,jets =
ET,jet1e
−ηjet1 + ET,jet2e
−ηjet2
2 yeEe,0
, (1)
where Ee,0 denotes the electron beam energy. In the selected event sample, xγ is limited to the
range xγ,jets > 0.03 as a result of the cuts on the transverse energy, on the invariant mass of the
jets, on the pseudorapidity and on ye.
The trigger efficiency is monitored in the data by using an independent calorimetric refer-
ence trigger. The efficiency ranges from 90% at high xγ,jets to 65% at low xγ,jets, and is well
described by the detector simulation. An error of ±5% is assigned to the trigger efficiency.
4 Monte Carlo Generators for Hard γp Processes
The analysis uses simulated events to correct the measurements for detector effects, and to
further compare the data with perturbative QCD predictions for the hard parton scattering and
different models for multiple interactions. The Monte Carlo generators used in this analysis are
PHOJET [10] and PYTHIA [11]. Both use LO QCD matrix elements for the hard scattering
subprocesses. Initial and final state parton radiation and the string fragmentation model are
included as implemented in the JETSET program [12]. The two Monte Carlo generators differ
in the treatment of multiple interactions and the transition from hard to soft processes at low
transverse parton momentum pˆT . The hard parton-parton cross-section diverges towards low
pˆt and therefore needs a regularisation to normalise to the measured total cross-section. This
regularisation is achieved for PHOJET by a simple cut-off at pˆt = 2.5 GeV. For the PYTHIA
generator we have chosen the option to use a damping factor pˆ2t/(pˆ2t + pˆ20t) where pˆ0t was taken
to be 1.55 GeV. 1
1 This regularisation corresponds to a model with variable impact parameter for multiple parton interactions as
explained in reference [11], section 11.2.
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The PHOJET event generator simulates in a consistent way all components that contribute
to the total photoproduction cross-section. PHOJET incorporates detailed simulations of both
multiple soft and hard parton interactions on the basis of a unitarisation scheme.
The PYTHIA 5.7 event generator uses LO QCD calculations to simulate both the primary
parton-parton scattering process and multiple parton interactions. The latter are considered
to result from the scattering of partons from the photon and proton remnants. The final state
partons are required to have a transverse momentum of at least 1.2 GeV in all cases.
For both Monte Carlo models the factorisation and renormalisation scales were set to the
transverse momentum pˆt of the scattered partons. GRV92-LO [13] parton distribution functions
for the proton and photon were used for the generation of the events.
5 Energy Flow and Jet Correlations
A precise measurement of the transverse jet energy ET,jet is very important because the mea-
sured transverse jet energy distribution falls roughly as (ET,jet)−5.5. Therefore a poor descrip-
tion of the energy flow around the jet leads to severe systematic biases in the determination of
cross-sections.
The transverse energy flow is well described by both Monte Carlo simulations within the
jet cone. They differ, however, outside the jets: PYTHIA slightly overestimates and PHOJET
underestimates the transverse energy [14]. Remaining differences between the two Monte Carlo
models are used to estimate the systematic error of the jet reconstruction due to the underlying
event energy. The transverse energy outside the jet cones depends mainly on η because the
energy available for multiple interactions is large for small xγ , i.e. large η, where the photon
spectator has large fractional momentum 1 − xγ . The average transverse energy density (per
unit area in η−φ) outside the jets in the interval −1 < η− ηjet < 1 is shown in Figure 1 versus
ηjet compared to the predictions of the two Monte Carlo models. This “pedestal” energy ET,Ped
is calculated as follows. For every jet the transverse energy is summed in the region Ω with area
A defined by −1 < η − ηjet < 1 and −pi < φ− φjet < pi around the analysed jet but excluding
the jets themselves using a cone radius R=1.0. ET,Ped is finally given by:
ET,Ped =
1
A
∑
Ω
ET (2)
The average transverse energy density measured outside of the jets (pedestal energy) is as high
as 1.4 GeV at large ηjet and can therefore give, at small jet energies, a substantial contribution
to the transverse energy of a jet. A detailed study of the jet-jet correlations using the two Monte
Carlo models shows good agreement between data and MC which justifies the use of these LO
QCD Monte Carlo generators for the analysis.
6 Di-jet Cross-Section for ET,jet > 4 GeV
Jets at the detector level are reconstructed using calorimeter clusters and tracks. Monte Carlo
events offer both the possibility to reconstruct jets at the detector level and to reconstruct jets
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using the generated hadrons. The reconstructed jets are then used to calculate xγ at the detector
level (termed xγ,det) and at the hadron jet level (termed xγ,jets). The correlation between these
two quantities is used to unfold [15] the measured xγ,det distribution to the hadron jet level in
bins of xγ,jets. This correlation can be characterised by a Gaussian distribution in the quantity
(log(xγ,det)− log(xγ,jets)) with a dispersion of σ ≈ 0.12 and small non-Gaussian tails. Finally,
the differential cross-section dσ/d log(xγ,jets) is calculated. After reweighting the distributions
according to the new cross-section derived during unfolding, both Monte Carlo simulations
describe all aspects of the measured data distributions in the detector equally well.
The dominant systematic error (up to 24% at low xγ) results from the uncertainty on the
hadronic energy scale of ±4%. The stability of the unfolding procedure is studied by starting
with very different cross-sections in the Monte Carlo simulation. This results in changes of the
unfolded cross-section of less than 10%. The systematic errors of the corrections for detector
acceptance and resolution are evaluated by using both Monte Carlo simulations (PYTHIA and
PHOJET) and by using renormalisation and factorisation scales 0.5 pˆt in addition to the default
choices pˆt. The detector corrections are found to differ by up to 10%. Additional experimental
uncertainties arise from the trigger efficiency (5%) and the acceptance of the small angle elec-
tron detector and from the luminosity measurement (combined error 6%). All systematic errors
are added in quadrature.
The di-jet cross-section dσ/d log(xγ,jets) is shown in Figure 2 and Table 1 where the data
points are averages of the results obtained using the two Monte Carlo simulations for unfold-
ing. The measurement is made in the kinematic region ET,jet > 4 GeV, M1,2 > 12 GeV,
−0.5 < ηjet < 2.5, |ηjet1 − ηjet2| < 1 and 0.5 < ye < 0.7. The inner error bars reflect
the statistical errors and the outer error bars show the statistical and systematic errors added in
quadrature. This cross-section determination relies on an adequate description of the energy
flow and of the angular correlations of the jets, both of which are achieved by the PYTHIA
and PHOJET Monte Carlo simulations as discussed in section 5. Remaining differences out-
side the jet cones between data and either of the Monte Carlo simulations are comparable to
the difference between the two Monte Carlo simulations. The systematic error associated with
the uncertainty in the description of the energy flow, especially of the underlying event energy,
is therefore estimated as half the difference of the results obtained when unfolding with the
alternative Monte Carlo simulations. It amounts to 10 to 15 %.
The absolute predictions of the PHOJET and PYTHIA models using the same parton density
functions for the photon and the proton and the same factorisation and renormalisation scales
are shown in Figure 2 in comparison to the data. The two predictions should be the same if
this low ET jet sample were dominated by the effects of hard scattering. However, they differ
by almost a factor 2 for xγ < 0.5. This can be traced back to the parton transverse momentum
spectra of the selected di-jet events which differ greatly for PYTHIA and PHOJET at low pˆt
due to the different regularisation procedures. PYTHIA predicts a much larger fraction of di-
jet events than PHOJET with parton pˆt between 2 and 4 GeV. Such partons produce jets with
ET,jet > 4 GeV because of a large underlying event energy in the jet cone. We conclude that
this event sample is strongly influenced by effects such as the regularisation procedure and the
underlying event energy which makes a comparison to perturbative QCD predictions difficult.
However, both models lead to a comparable good description of all aspects of the data once
the predictions are reweighted to the measured xγ distribution. Therefore the measured cross-
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section is a solid experimental result which can be compared to every model which gives a
complete description of hard γp processes.
7 Analysis of Di-jet events for ET,jet > 6 GeV
The determination of cross-sections usable for perturbative QCD analysis requires a data sample
which is dominated by the effects of the partons from the hard scattering process. A more
restrictive data selection is therefore used for the subsequent analysis steps.
The initial selection used here is as described in the previous section, but without the appli-
cation of the jet-jet mass cut, which becomes ineffective for the increased ET cut (see below).
The following further requirements are then made:
1. The transverse energy in the jet cone for each jet is corrected for the average expected
underlying event energy ET,Ped as function of ηjet ( Figure 1). To do this, the average
transverse energy density, as determined outside the jet cone using the Monte Carlo sim-
ulations, is subtracted from the measured energy in the cone. Monte Carlo studies show
that this simple procedure leads to good agreement between the average jet and parton
energies and at the same time improves the energy correlation significantly for individual
events.
After this subtraction the remaining transverse jet energy has to be larger than 6 GeV.
This procedure reduces non-perturbative effects much more effectively than just raising
the cut on ET,jet.
2. The pseudorapidity of each jet has to satisfy the requirement ηjet > −0.9 − ln[xγ,jets].
While this cuts hardly effects genuine di-jet events with ET,jet > 6 GeV and |ηjet1 −
ηjet2| < 1, it eliminates a large fraction of those events where one of the two jets used to
reconstruct xγ is not associated with the hard scattering process.
These additional cuts are introduced to achieve a good correlation between the measured
and true values of xγ . They also reduce the differences in the parton distributions of the two
Monte Carlo event samples. The selected di-jet sample contains 750 events.
7.1 Di-jet Cross-Section for ET,jet > 6 GeV
The cross-section dσ/d log(xγ,jets) is determined from the event sample with the jet transverse
energy cut ET,jet > 6 GeV after pedestal energy subtraction. The result is shown in Figure 3
and Table 1 where the data points are obtained by averaging the results from the two Monte
Carlo used for unfolding. In Figure 3 the data are compared to the predictions of the two
Monte Carlo simulations using the GRV92 LO structure functions and pˆt for the renormalisation
and factorisation scales. For PHOJET the contributions of resolved photon interactions due to
quarks and gluons from the photon and from direct photon interactions are shown separately.
The higher ET cut, combined with the pedestal subtraction, strongly depopulates the low xγ
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region and therefore also the region where gluons from the photon dominate. Nevertheless,
the data remain sensitive to the gluon distribution down to xγ= 0.05. The differences between
the PYTHIA and PHOJET predictions based on the same parton densities and using the same
scales are now at a level between 10 and 40%.
7.2 The Effective Parton Distribution
The di-jet cross-section in LO QCD is given by a sum of direct and resolved photon contribu-
tions. The direct photon contribution depends only on the well known parton distributions in
the proton and can therefore be predicted. The resolved part of the di-jet cross-section in LO
QCD is a sum of quark-quark (qq), gluon-quark (gq) and gluon-gluon (gg) scattering processes
with different angular distributions and weights. To a good approximation, however, the dif-
ferential cross-section, in the ∆η range chosen for this analysis, can be described with a single
effective subprocess using effective parton distributions for the photon and proton and a single
differential parton-parton angular distribution dσˆ/d cos Θˆ [16]. This is because the angular dis-
tribution is very similar for the largest contributing subprocesses within the present ∆η range.
For resolved processes the differential cross-section can therefore be approximately expressed
as
d4σep
dy dxγ dxp d cos Θˆ
=
1
32pisep
fγ/e
y
fγ,eff(xγ)fp,eff(xp)
xγxp
dσˆ
d cos Θˆ
Here the effective parton distributions for the photon and proton can be written
fγ,eff(xγ) = [q(xγ) + q¯(xγ) + 9/4 g(xγ)]
fp,eff(xp) = [q(xp) + q¯(xp) + 9/4 g(xp)]
fγ/e is the photon flux and sep is the center of mass energy squared of the ep system. The
quark densities q(x) comprise the sum over all flavours. Since the parton densities in the proton
are well constrained, the effective parton density in the photon can be determined from the
measured cross-section. Monte Carlo studies [14] show that the correlation between xγ,det as
reconstructed in the detector and the generated momentum fraction xγ of the parton entering
the hard scattering process from the photon side for both PYTHIA and PHOJET is rather good.
It can be characterised by a Gaussian distribution of the quantity (log(xγ,jets)− log(xγ)) with a
dispersion of σ ≈ 0.2 and only small non-Gaussian tails over the full measured range of xγ . This
correlation is used to correct the measured jet cross-section for the effects of hadronisation and
underlying event energy (which is only subtracted on average) using the unfolding method of
[15]. During the unfolding procedure the direct and resolved photon contributions are calculated
keeping all parton densities in the proton fixed to the GRV92 LO parton distributions [13], while
the effective parton density in the photon is adjusted to get best agreement with the measured
xγ distribution. This determines the effective parton density in the photon.
After unfolding and reweighting to the new effective parton density, all Monte Carlo dis-
tributions are in good agreement with the data for both models [14]. This demonstrates that it
is possible in a leading order Monte Carlo model for the hard scattering process to get a good
description of the observed di-jet events when the optimised photon parton densities derived
from our data are used.
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Figure 4 and Table 2 show the measured effective parton density of the photon multiplied by
α−1xγ , where α is the fine structure constant. The LO QCD expectation for the direct photon
contribution, as given by the Monte Carlo simulations, has been subtracted. The magnitude and
distribution of this contribution can be seen in Figure 3. It amounts to about 23% of the selected
di-jet events. The measured points correspond to an average scale pˆt2 = 74 GeV2 as determined
from the pˆt of the partons in the weighted Monte Carlo sample which describes the data dis-
tributions. Both statistical and total errors are given. Systematic errors have been determined
using the method outlined in section 6. A systematic error due to model uncertainties in the xγ
correlation is added. This error is dominated by the subtraction of the underlying event energy
and taken to be half the difference between the effective parton distributions using PYTHIA or
PHOJET respectively for the unfolding. It amounts to 15 to 20%. The data points of Figure 4
and Table 2 are finally obtained by averaging the results obtained using the two Monte Carlo
simulations for unfolding.
The measured effective parton distribution is compared to the GRV92 LO parametrisation
of the parton densities in the photon which is obtained by a fit to e+e− two-photon data alone
[13]. These data constrain the quark density in the photon, but give only indirect information
on the gluon distribution via the observed scaling violations. The contribution of quarks plus
antiquarks in the photon as given by the GRV92 parametrisation is shown separately. It includes
the charm contribution (about 25% of the quark contribution) as calculated for γp interactions.
The predicted quark plus antiquark contribution describes the data well at the highest values of
xγ but falls far below at small xγ . Within LO QCD the difference can only be attributed to a
gluon contribution which thus is shown to rise strongly towards low xγ .
The extracted effective parton density constitutes the main result of this analysis at the parton
level since, in contrast to the gluon density, it can be extracted from our data alone.
7.3 The Gluon Distribution
Since the quark density in the photon is well constrained by studies of photon-photon collisions
in e+e− data [17] it can be subtracted from the measured effective parton density within the
present LO QCD approach. The subtraction is performed using the GRV92 LO parton distribu-
tions which are in good agreement with the data and with other parametrisations. The resulting
gluon distribution in the photon is shown in Figure 5 and Table 2. The total error includes the
uncertainty of the quark plus antiquark contribution in the photon which is known with an error
of less than 30% for 0.1 < xγ < 0.8 as derived directly from the measurement [18]. This
uncertainty increases up to 60% at the smallest xγvalues considered here. This conservative
error estimate covers also the uncertainty in the calculated charm contribution.
The gluon distribution is only large for small xγ as expected. The present measurement is
in good agreement with an earlier H1 measurement [19] based on high transverse momentum
tracks in photoproduction at scales pˆt2 = 38 GeV2 where systematic uncertainties are very
different. The analysis based on high transverse momentum tracks has the advantage that it is
hardly affected by the underlying event energy. However, in such an analysis it is not possible
to define a quantity which is strongly correlated to xγ . This made the unfolding procedure less
effective and required coarse binning in xγ .
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The measurements are compared to LO parametrisations of the gluon distribution. Of the
two older parametrisations, that of GRV92 LO [13] gives best agreement with the data and
has been used throughout this paper for comparisons of the data with Monte Carlo predictions,
whereas the parametrisation of LAC1 [20] shows a too steep rise at small xγ . The more recent
parametrisations GRS99 [21] and SaS1D [22] agree very well with each other but fall below
the measured distribution.
8 Conclusions
Two new measurements of the differential di-jet cross-section dσ/d log xγ,jets in photoproduc-
tion at HERA are presented for rather low transverse jet energies. They reach parton fractional
energies down to xγ,jets = 0.05, a range where the gluons from the photon are found to dom-
inate the di-jet cross-section. This kinematic region is strongly affected by underlying event
energy and, for the ET,jet > 4 GeV selection, by the uncertainties in the description of the
transition from hard to soft processes. For di-jet events with ET,jet > 6 GeV, where the cut is
applied after subtraction of the underlying event energy, the correlation to the parton dynamics
is greatly improved. Leading order QCD gives a good description of these data which makes
possible a determination of the effective parton density in the photon. This quantity is domi-
nated by the gluon density for xγ ≤ 0.2 which is found to rise strongly towards small xγ . The
result is in good agreement with earlier measurements of the H1 collaboration but more precise.
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ET,jet > 4 GeV ET,jet > 6 GeV
xγ,jets
dσ
d log(xγ,jets)
[nb] stat.err. total error dσd log(xγ,jets) [nb] stat.err. total error
0.053 0.49 0.03 0.14 0.06 0.02 0.03
0.094 0.88 0.04 0.22 0.17 0.03 0.06
0.16 0.92 0.04 0.24 0.17 0.03 0.06
0.25 0.83 0.04 0.14 0.21 0.03 0.06
0.40 0.85 0.04 0.17 0.29 0.04 0.09
0.71 0.78 0.04 0.14 0.54 0.05 0.14
0.93 0.54 0.04 0.12 0.47 0.06 0.12
Table 1: The γp di-jet cross-section dσ/d log(xγ,jets) corrected to hadron level with statistical
and total error. Columns 2 to 4 give the cross-section for the kinematic range ET,jet > 4 GeV,
M1,2 > 12 GeV,−0.5 < ηjets < 2.5, |ηjet1−ηjet2| < 1, 0.5 < y < 0.7. The last three columns
give the cross-section for ET,jets > 6 GeV after pedestal energy subtraction in the kinematic
range −0.5 < ηjets < 2.5, |ηjet1 − ηjet2| < 1 , 0.5 < y < 0.7, ηjets > −0.9 − ln(xγ,jets).
xγ
1
α
xγfγ,eff(xγ) stat. error total error 1αxγgγ(xγ) stat. error total error
0.053 10.1 3.3 4.9 4.0 1.4 2.1
0.094 6.6 1.1 2.0 2.4 0.5 0.9
0.17 3.5 0.3 1.2 0.99 0.12 0.55
0.30 2.2 0.1 0.5 0.34 0.03 0.30
0.50 2.3 0.2 0.8 0.33 0.08 0.40
0.79 2.1 0.1 0.4 0.02 0.03 0.33
Table 2: Columns 2 to 4: The effective parton density fγ,eff = ( q(xγ) + q¯(xγ)+ 9/4 g(xγ) ).
Last three columns: The gluon density g(xγ). Both measurements are given for an average
scale pˆt2 = 74 GeV2. Statistical and total errors are given separately.
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Figure 1: Mean transverse energy density (per unit area in η − φ) outside of the jets (pedestal
energy) evaluated in the interval −1 < η − ηjet < 1 as a function of jet pseudorapidity. The
measured distribution at detector level (full circles) is compared to the predictions of PYTHIA
(dashed line) and PHOJET (full line).
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Figure 2: The di-jet cross-section at particle level (corrected for detector effects) as a function
of xγ,jets in the kinematic range ET,jet > 4 GeV, M1,2 > 12 GeV, −0.5 < ηjet < 2.5, |ηjet1 −
ηjet2| < 1, 0.5 < ye < 0.7. The jets were reconstructed with a cone algorithm using R = 0.7.
The inner error bars give the statistical error and the outer error bars give the total error. The
data are compared to the predictions of PHOJET and PYTHIA using LO QCD matrix elements,
the GRV92-LO parton density functions for photon and proton [13] and pˆt for the factorisation
and renormalisation scales.
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Figure 3: The di-jet cross-section at particle level (corrected for detector effects) as a function of
xγ,jets for the data in the kinematic range ET,jet > 6 GeV, −0.5 < ηjet < 2.5, |ηjet1 − ηjet2| <
1, ηjets > −0.9 − ln(xγ,jets), 0.5 < ye < 0.7. The jets were reconstructed with a cone
algorithm using R = 0.7. The transverse energy of the jets was required to be greater than 6
GeV after subtraction of the average pedestal energy. The inner error bars give the statistical
error and the outer error bars give the total error. The data are compared to the LO QCD
predictions of PHOJET and PYTHIA using the GRV92 LO parton density functions for photon
and proton [13] and pˆt for the factorisation and renormalisation scale. The contribution of direct
and resolved photon processes, as predicted by PHOJET, are also shown.
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Figure 4: Effective parton distribution fγ,eff = ( q(xγ) + q¯(xγ) + 9/4 g(xγ) ) of the photon
multiplied by α−1xγ as a function of xγ for a mean scale pˆt2 = 74 GeV2 of the hard partons.
The inner error bars give the statistical error and the outer error bars give the total error. The
prediction based on the LO parametrisation of the parton distributions of the photon of GRV92-
LO [13] is also shown as well as the sum of quark and antiquark contributions (dash-dotted
curve).
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Figure 5: Gluon distribution g(xγ) of the photon multiplied by α−1xγ as a function of xγ for
a mean pˆt
2 = 74 GeV2 of the hard partons. The inner error bars give the statistical error and
the outer error bars give the total error. The data points with open squares show a previous
measurement of H1 which used single high ET particles to determine the LO gluon density
of the photon [19] at a mean scale pˆt2 = 38 GeV2. The LO parametrisations of the gluon
distribution [13, 20, 21, 22] based on fits to e+e− two-photon data are also shown.
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