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1. Introduction
In the BPZ formulation of the conformal field theory [1] the basic dynamical principle is
an associativity of the operator product algebra. Its direct consequence is the bootstrap
equation for the four-point correlation function [1]. Once a three point coupling constants
of a given CFT are known, the bootstrap equation can be viewed as the basic consistency
condition of the theory.
The simplest CFT with a continuous spectrum, which cannot be obtained from a free
field theory in a simple way, is the Liouville theory. Its three point coupling constants have
been found independently by Dorn and Otto [2] and by Zamolodchikov and Zamolodchikov
[3]. The authors of [3] also performed a numerical check of the bootstrap equation in the
Liouville theory using a recursive representation of conformal blocks developed in [4–6].
An analytic proof of this equation which combined a Moore-Seiberg formalism of CFT
[7] with a representation theory of quantum groups has been presented in [8, 9]. Using the
results on fusion of degenerate representation of the Virasoro algebra with generic ones the
authors of [8, 9] derived from the consistency conditions of the Moore-Seiberg type a set of
functional equations for the fusion coefficient of the conformal blocks. These equations were
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then shown to be satisfied by the Racah-Wiegner coefficients for an appropriate continuous
series of representations of Uq(sl(2,R)).
Conformal field theory with N = 1 supersymmetry [10–12] can be viewed as the sim-
plest generalization of the “ordinary” CFT. Also here the three point coupling constants
of the basic interacting model — supersymmetric extension of the Liouville theory — are
known [13] and some numerical checks of the bootstrap equation in the Neveu-Schwarz
sector of the theory (which employed a recursive representation of N = 1 NS blocks de-
veloped in [14, 15]) have been performed [16, 17]. An analytical proof of the consistency of
the N = 1 supersymmetric Liouville theory is however still missing.
A goal of this paper is to make a step towards such a proof. We put forward a conjecture
on an exact form of the fusion matrix for the two NS blocks that appear in a correlation
function of four super-primary fields and check several of its properties. As a main result
of the paper one may regard identities satisfied by the “supersymmetric” extensions of
the basic hypergeometric functions [18], derived in Section 5. These identities provide
a technical tool which should allow to complete the proof of the consistency of N = 1
supersymmetric Liouville theory (perhaps along the lines mentioned in the last section).
The paper is organized as follows. In Section 2 we rewrite the bootstrap equation for
the four-point correlation functions of super-primary fields in N = 1 Liouville theory in
the form of an orthogonality relation for the fusion matrix of N = 1 Neveu-Schwarz blocks.
In Section 3 we construct — guided by an analogy with the form of the fusion matrix for
“ordinary” Liouville blocks1 — a conjectured fusion matrix for the basic NS blocks. In Sec-
tion 4 we prove some of its most important properties: orthogonality, symmetry properties
and calculate its form in the case which corresponds to a degenerate representation of the
NS algebra. Section 5 contains proofs of several identities satisfied by a “supersymmet-
ric extensions” of the basic hypergeometric functions: integral analogs of the Ramanujan
summation formula, Heine and Euler-Heine transformations and analog of Saalschu¨tz sum-
mation formulae. We end up with some discussion of possible future applications of the
results.
2. Bootstrap in the N = 1 supersymmetric Liouville theory
Let
C(α3, α2, α1) = C0(α)
ΥNS(2α3)ΥNS(2α2)ΥNS(2α1)
ΥNS(α−Q)ΥNS(α1+2−3)ΥNS(α2+3−1)ΥNS(α3+1−2) ,
C˜(α3, α2, α1) = i C0(α)
ΥNS(2α3)ΥNS(2α2)ΥNS(2α1)
ΥR(α−Q)ΥR(α1+2−3)ΥR(α2+3−1)ΥR(α3+1−2) ,
1This analogy extends in fact to other objects is supersymmetric and “ordinary” Liouville theory, in-
cluding reflection amplitudes, boundary two point functions and “bulk” one point functions in the disc and
in the Lobachevsky plane geometries, see for instance a review article [19].
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with
C0(α) =
(
πµγ
(
bQ
2
)
b1−b
2
)Q−α
b
Υ′NS(0),
denote the two independent structure constants in the Neveu-Schwarz sector of the N = 1
supersymmetric Liouville theory2. Here µ is a two-dimensional cosmological constant, b
denotes a Liouville coupling constant, Q = b+ b−1 is the background charge related to the
central charge of the Neveu-Schwarz algebra as
c =
3
2
+ 3Q2,
α ≡ α1 + α2 + α3, α1+2−3 ≡ α1 + α2 − α3, etc. and the special functions involved
(ΥNS,R(x),ΓNS,R(x) below etc.) are defined in Section 5.
It is convenient to combine C and C˜ in the matrix notation
C(α3, α2, α1) =
C(α3, α2, α1) 0
0 C˜(αs, α2, α1)
 .
Let us define:
~Fαs
[
α3 α2
α4 α1
]
(z) =
(Feαs[α3 α2α4 α1](z),Foαs[α3 α2α4 α1](z)) ,
where Feαs and Foαs denote an even and an odd N = 1 Neveu-Schwarz block [14, 16].
Four-point correlation function of super-primary NS fields in the N = 1 supersymmet-
ric Liouville theory,
G4(z, z¯) =
〈
Vα4(∞,∞)Vα3(1, 1)Vα2(z, z¯)Vα1(0, 0)
〉
,
can be written either in the “s−channel” representation:
G4(z, z¯) =
∫
Q
2
+iR+
dαs
i
[
C(α4, α3, αs)C(α¯s, α2, α1)
∣∣Feαs[α3 α2α4 α1](z)∣∣2
− C˜(α4, α3, αs)C˜(α¯s, α2, α1)
∣∣Foαs[α3 α2α4 α1](z)∣∣2]
=
∫
Q
2
+iR+
dαs
i
~Fαs
[
α3 α2
α4 α1
]
(z)C(α4, α3, αs) · σ3 · C(α¯s, α2, α1)
(
~Fαs
[
α3 α2
α4 α1
]
(z)
)†
,
(here and in what follows we use a convenient notation α¯ = Q−α; notice that for α ∈ Q2 +iR
it is indeed the complex conjugation od α) or in the “t−channel” representation:
G4(z, z¯) =
∫
Q
2
+iR+
dαt
i
~Fαt
[
α1 α2
α4 α3
]
(1− z)C(α4, αt, α1) · σ3 · C(α¯t, α3, α2)
(
~Fαt
[
α1 α2
α4 α3
]
(1− z)
)†
.
2The constant C˜ differs from a corresponding constant in [16] by a factor of 1
2
, and consequently an odd
NS block differs by a factor of 2 from the conventions of [16].
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Coincidence of these two representations constitute the bootstrap equation for the super-
primary fields in the supersymmetric Liouville field theory (SLFT).
Defining the SLFT fusion matrix Fαsαt
[
α3 α2
α4 α1
]
through the equation:
~Fαs
[
α3 α2
α4 α1
]
(z) =
∫
Q
2
+iR+
dαt
i
~Fαt
[
α1 α2
α4 α3
]
(1− z)Fαsαt
[
α3 α2
α4 α1
]
, (2.1)
we can rewrite the bootstrap equation in the form of an orthogonality relation:∫
Q
2
+iR+
dαs
i
Fαsαt
[
α3 α2
α4 α1
] · C(α4, α3, αs) · σ3 · C(α¯s, α2, α1) · (Fαsα′t[α3 α2α4 α1])†
= C(α4, αt, α1) · σ3 · C(α¯t, α3, α2) iδ(αt − α′t), (2.2)
where
σ3 ≡
(
1 0
0 −1
)
.
Define now
NNS(α3, α2, α1) = ΓNS(2Q− 2α3)ΓNS(2α2)ΓNS(2α1)
ΓNS(2Q− α3+2+1)ΓNS(α3+2−1)ΓNS(α2+1−3)ΓNS(α1+3−2) ,
NR(α3, α2, α1) = ΓNS(2Q− 2α3)ΓNS(2α2)ΓNS(2α1)
ΓR(2Q− α3+2+1)ΓR(α3+2−1)ΓR(α2+1−3)ΓR(α1+3−2) ,
Nαs
[
α3 α2
α4 α1
]
=
NNS(α4, α3, αs)NNS(αs, α2, α1) 0
0 NR(α4, α3, αs)NR(αs, α2, α1)
 , (2.3)
and
Gαsαt
[
α3 α2
α4 α1
]
= Nαt
[
α1 α2
α4 α3
] · Fαsαt[α3 α2α4 α1] · (Nαs[α3 α2α4 α1])−1 . (2.4)
These definitions are motivated by an identity:
Ns
[
α3 α2
α4 α1
]
C(α4, α3, αs) · σ3 · C(α¯s, α2, α1)
(
Ns
[
α3 α2
α4 α1
])†
=
(
πµγ
(
bQ
2
)
b1−b
2
)Q−α1+2+3+4
b (
Υ′NS(0)
)2 |SNS(2αs)|2 σ0, (2.5)
where
σ0 ≡
(
1 0
0 1
)
.
In view of (2.5) we can rewrite the equation (2.2) as a simple orthogonality relation for the
matrix G :∫
Q
2
+iR+
dαs
i
|SNS(2αs)|2 Gαsαt
[
α3 α2
α4 α1
] · (Gαsα′t[α3 α2α4 α1])† = |SNS(2αt)|2 σ0 iδ(αt − α′t). (2.6)
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The fusion matrix Fαsαt
[
α3 α2
α4 α1
]
is expected [7] to be invariant with respect to the
separate conjugations αi → Q − αi of all six of its arguments (and thus to depend only
on the conformal weights ∆i =
1
2αi(Q− αi)) and should not change under exchange of its
rows and columns,
Fαsαt
[
α3 α2
α4 α1
]
= Fαsαt
[
α4 α1
α3 α2
]
= Fαsαt
[
α2 α3
α1 α4
]
.
3. Explicit form of the fusion matrix
In analogy with [8, 9] we shall define a “supersymmetric” deformed hypergeometric func-
tion:
F(α, β; γ; z) =
F (+)NS (α, β; γ; z) F (−)R (α, β; γ; z)
F
(−)
NS (α, β; γ; z) F
(+)
R (α, β; γ; z)
 , (3.1)
where3:
F
(±)
NS (α, β; γ; z) =
SNS(γ)
SNS(α)SNS(β)
×
i∞∫
−i∞
dτ
i
eiπτz
[
SNS(τ + α)SNS(τ + β)
SNS(τ + γ)SNS(τ +Q)
± SR(τ + α)SR(τ + β)
SR(τ + γ)SR(τ +Q)
]
,
F
(±)
R (α, β; γ; z) =
SNS(γ)
SR(α)SR(β)
×
i∞∫
−i∞
dτ
i
eiπτz
[
SNS(τ + α)SNS(τ + β)
SR(τ + γ)SR(τ +Q)
± SR(τ + α)SR(τ + β)
SNS(τ + γ)SNS(τ +Q)
]
.
It satisfies an important relation
F(α, β; γ; z) = e
iπ
2
(γ−α−β)z
 SNS(z+
Q+γ−α−β
2
)
SNS(z+
Q−γ+α+β
2
)
0
0
SR(z+
Q+γ−α−β
2
)
SR(z+
Q−γ+α+β
2
)
F(γ − α, γ − β; γ; z), (3.2)
which arises by expressing (5.13) through the functions SNS and SR.
Let us further define
Θs(x|αs) = 1
4
√
2
eπx(
Q
2
+αs−α1−α2)
(
1 1
1 −1
)
F(αs + α1 − α2, αs + α3 − α¯4; 2αs;−ix),
(3.3)
Θt(x|αt) = 1
4
√
2
e−πx(αt+α1−α¯4−
Q
2
)
(
1 1
1 −1
)
F(αt + α1 − α¯4, αt + α3 − α2; 2αt; ix).
3The contour of integration is located to the right of the poles of the integrand coming from the poles of
the functions in the numerator and to the left from the poles of the integrand due to zeroes of the functions
in the denominator; see definitions in Section 5.
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Explicitly,
Θs(x|αs) = 1
2
√
2
SNS(2αs)
 θsNN(x|αs) θsNR(x|αs)
θs
RR
(x|αs) − θsRN(x|αs)
 ·Us(αs)
with
Us(αs) =
SNS(αs + α1 − α2)SNS(αs + α3 − α¯4) 0
0 SR(αs + α1 − α2)SR(αs + α3 − α¯4)
−1
and
θsNN(x|αs) =
i∞∫
−i∞
dτ
i
eπx(
Q
2
+τ+αs−α1−α2) SNS(τ + αs + α1 − α2)SNS(τ + αs + α3 − α¯4)
SNS(τ + 2αs)SNS(τ +Q)
,
θs
NR
(x|αs) =
i∞∫
−i∞
dτ
i
eπx(
Q
2
+τ+αs−α1−α2) SNS(τ + αs + α1 − α2)SNS(τ + αs + α3 − α¯4)
SR(τ + 2αs)SR(τ +Q)
,
(3.4)
θs
RN
(x|αs) =
i∞∫
−i∞
dτ
i
eπx(
Q
2
+τ+αs−α1−α2) SR(τ + αs + α1 − α2)SR(τ + αs + α3 − α¯4)
SNS(τ + 2αs)SNS(τ +Q)
,
θsRR(x|αs) =
i∞∫
−i∞
dτ
i
eπx(
Q
2
+τ+αs−α1−α2) SR(τ + αs + α1 − α2)SR(τ + αs + α3 − α¯4)
SR(τ + 2αs)SR(τ +Q)
.
Notice that Us(αs) is x−independent and (for αs, αi ∈ Q2 + iR) unitary,
U†s (αs)Us(αs) = Us(αs)U
†
s (αs) = σ0.
Finally, define (unitary) normalization factors:
M s♭
[
α3 α2
α4 α1
]
=
S♭(αs + α3 − α4)S♭(αs − α1 + α2)S♭(αs + α1 − α2)
S♭(αs − α1 + α¯2)
, ♭ = NS, R,
M t♭
[
α3 α2
α4 α1
]
=
S♭(αt + α1 − α4)S♭(αt − α3 + α2)S♭(αt + α3 − α2)
S♭(αt − α3 + α¯2)
, (3.5)
M♮α♮
[
α3 α2
α4 α1
]
=
M ♮NS [α3 α2α4 α1] 0
0 M ♮R
[
α3 α2
α4 α1
]
 , ♮ = s, t.
Let
Gαsαt
[
α3 α2
α4 α1
]
=
SNS(2αt)
SNS(2αs)
(
Mtαt
[
α3 α2
α4 α1
])†∫
R
dx Θ†t(x|αt)Θs(x|αs)
Msαs[α3 α2α4 α1] , (3.6)
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and
Fαsαt
[
α3 α2
α4 α1
]
=
(
Nαt
[
α1 α2
α4 α3
])−1·Gαsαt[α3 α2α4 α1] · Nαs[α3 α2α4 α1] , (3.7)
where the normalization factors Ns
[
α3 α2
α4 α1
]
are defined in Eq. (2.3).
We expect that an equality:
Fαsαt
[
α3 α2
α4 α1
]
= Fαsαt
[
α3 α2
α4 α1
]
, (3.8)
where Fαsαt
[
α3 α2
α4 α1
]
is the fusion matrix defined in Eq. (2.1), holds. In the next section we
shall present some arguments in favor of (3.8).
4. Properties of the matrix F
4.1 Orthogonality
A short calculation allows to check an identity:∫
R
dx Θ†s(x|αs)Θs(x|α′s) =
1
4
SNS(2αs)SNS(2α
′
s)
× U†s(αs)
i∞∫
−i∞
dτ
i
 〈τ |NN| ξs〉 〈τ |RR| ξs〉
〈τ |R
R
| ξs〉 − 〈τ |NN| ξs〉
† 〈τ |NN| ξ′s〉 〈τ |RR| ξ′s〉
〈τ |R
R
| ξ′s〉 − 〈τ |NN| ξ′s〉
U(α′s),
where αs =
Q
2 + ξs, α
′
s =
Q
2 + ξ
′
s, ξs, ξ
′
s ∈ iR+ and the symbols 〈τ |NN| ξs〉 etc. are defined in
Section 5.3. Using (5.18), (5.19) and relations:
|SNS(2αs)|2 = SNS(Q− 2ξs)SNS(Q+ 2ξs) = SNS(2ξs +Q)
SNS(2ξs)
,
we thus get ∫
R
dx Θ†s(x|αs)Θs(x|α′s) = σ0 iδ(αs − α′s). (4.1)
Furthermore, since
θNN(x|αs)θNN(y|αs) =
∫ i∞∫
−i∞
dτ
i
dλ
i
eπx(Q+τ−α1−α2)+πy(−λ+α1+α2−Q)
× SNS(
Q
2 + τ + α1 − α2)SNS(Q2 + τ + α3 − α¯4)
SNS(
Q
2 + λ+ α1 − α2)SNS(Q2 + λ+ α3 − α¯4)
〈τ |N
N
| ξs〉 〈ξs |NN|λ〉 ,
and
θNR(x|αs)θNR(y|αs) =
∫ i∞∫
−i∞
dτ
i
dλ
i
eπx(Q+τ−α1−α2)+πy(−λ+α1+α2−Q)
× SNS(
Q
2 + τ + α1 − α2)SNS(Q2 + τ + α3 − α¯4)
SNS(
Q
2 + λ+ α1 − α2)SNS(Q2 + λ+ α3 − α¯4)
〈τ |RR| ξs〉 〈ξs |RR|λ〉 ,
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we get∫
αs∈
Q
2
+iR+
dαs
8i
|SNS(2αs)|2
[
θNN(x|αs)θNN(y|αs) + θNR(x|αs)θNR(y|αs)
]
=
∫ i∞∫
−i∞
dτ
i
dλ
i
eπx(Q+τ−α1−α2)+πy(−λ+α1+α2−Q)
× SNS(
Q
2 + τ + α1 − α2)SNS(Q2 + τ + α3 − α¯4)
SNS(
Q
2 + λ+ α1 − α2)SNS(Q2 + λ+ α3 − α¯4)
×
i∞∫
−i∞
dξs
16i
ν(ξs)
(
〈τ |N
N
| ξs〉 〈ξs |NN|λ〉+ 〈τ |RR| ξs〉 〈ξs |RR|λ〉
)
= δ(x − y),
where we used the symmetry ξs → −ξs of the function
ν(ξs)
(
〈τ |NN| ξs〉 〈ξs |NN|λ〉+ 〈τ |RR| ξs〉 〈ξs |RR|λ〉
)
to extend the ξs integration over the entire imaginary axis and applied Eq. (5.21). Repeat-
ing essentially the same calculation (and using Eq. (5.22) for the off-diagonal elements) we
eventually get ∫
αs∈
Q
2
+iR+
dαs
i
Θs(x|αs)Θ†s(y|αs) = σ0 δ(x− y). (4.2)
Analogous orthogonality and completeness relations are satisfied by Θt(x|αt),∫
R
dx Θ†t(x|αt)Θt(x|α′t) = σ0 iδ(αt − α′t), (4.3)
and ∫
αt∈
Q
2
+iR+
dαt
i
Θt(x|αt)Θ†t(y|αt) = σ0 δ(x− y). (4.4)
Consequently:∫
Q
2
+iR+
dαs
i
|SNS(2αs)|2 Gαsαt
[
α3 α2
α4 α1
]
G
†
αsα′t
[
α3 α2
α4 α1
]
= SNS(2αt)SNS(2α
′
t)
× (Mtαt[α3 α2α4 α1])† ∫∫
R
dxdy Θ†t(x|αt)
 ∫
Q
2
+iR+
dαs
i
Θs(x|αs)Θ†s(y|αs)
Θt(y|α′t) Mtα′t[α3 α2α4 α1]
= SNS(2αt)SNS(2α′t)
(
Mtαt
[
α3 α2
α4 α1
])† ∫
R
dx Θ†t(x|αt)Θt(x|α′t) Mtα′t
[
α3 α2
α4 α1
]
= |SNS(2αt)|2 σ0 iδ(αt − α′t),
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where we used (4.2), (4.3) and unitarity of Mtαt
[
α3 α2
α4 α1
]
. In consequence the equality (3.8)
implies validity of the bootstrap equation for the four-point correlator of the NS super-
primary fields.
4.2 Symmetry properties
Using (3.4) one can work out an explicit expression for the matrix G. It is of the form:
Gαsαt
[
α3 α2
α4 α1
]ı
 =
Sı(αt + α1 − α¯4)Sı(αt − α3 + α¯2)
Sı(αt + α1 − α4)Sı(αt − α3 + α2)
S(αs + α3 − α4)S(αs − α1 + α2)
S(αs + α3 − α¯4)S(αs − α1 + α¯2)
× |SNS(2αt)|
2
4
i∞∫
−i∞
dτ
i
Jαsαt
[
α3 α2
α4 α1
]ı
, (4.5)
where the superscript ı = 1 (subscript  = 1) on the l.h.s. corresponds to the function SNS
on the r.h.s, the superscript ı = 2 (subscript  = 2) on the l.h.s. corresponds to the function
SR on the r.h.s. and:
Jαsαt
[
α3 α2
α4 α1
]1
1 =
SNS(τ + α¯1)SNS(τ + α4 + α2 − α3)SNS(τ + α1)SNS(τ + α4 + α2 − α¯3)
SNS(τ + α4 + α¯t)SNS(τ + α4 + αt)SNS(τ + α2 + α¯s)SNS(τ + α2 + αs)
+
SR(τ + α¯1)SR(τ + α4 + α2 − α3)SR(τ + α1)SR(τ + α4 + α2 − α¯3)
SR(τ + α4 + α¯t)SR(τ + α4 + αt)SR(τ + α2 + α¯s)SR(τ + α2 + αs)
,
Jαsαt
[
α3 α2
α4 α1
]1
2 =
SNS(τ + α¯1)SNS(τ + α4 + α2 − α3)SNS(τ + α1)SNS(τ + α4 + α2 − α¯3)
SNS(τ + α4 + α¯t)SNS(τ + α4 + αt)SR(τ + α2 + α¯s)SR(τ + α2 + αs)
− SR(τ + α¯1)SR(τ + α4 + α2 − α3)SR(τ + α1)SR(τ + α4 + α2 − α¯3)
SR(τ + α4 + α¯t)SR(τ + α4 + αt)SNS(τ + α2 + α¯s)SNS(τ + α2 + αs)
,
Jαsαt
[
α3 α2
α4 α1
]2
1 =
SNS(τ + α¯1)SNS(τ + α4 + α2 − α3)SNS(τ + α1)SNS(τ + α4 + α2 − α¯3)
SR(τ + α4 + α¯t)SR(τ + α4 + αt)SNS(τ + α2 + α¯s)SNS(τ + α2 + αs)
− SR(τ + α¯1)SR(τ + α4 + α2 − α3)SR(τ + α1)SR(τ + α4 + α2 − α¯3)
SNS(τ + α4 + α¯t)SNS(τ + α4 + αt)SR(τ + α2 + α¯s)SR(τ + α2 + αs)
,
Jαsαt
[
α3 α2
α4 α1
]2
2 =
SNS(τ + α¯1)SNS(τ + α4 + α2 − α3)SNS(τ + α1)SNS(τ + α4 + α2 − α¯3)
SR(τ + α4 + α¯t)SR(τ + α4 + αt)SR(τ + α2 + α¯s)SR(τ + α2 + αs)
+
SR(τ + α¯1)SR(τ + α4 + α2 − α3)SR(τ + α1)SR(τ + α4 + α2 − α¯3)
SNS(τ + α4 + α¯t)SNS(τ + α4 + αt)SNS(τ + α2 + α¯s)SNS(τ + α2 + αs)
.
Multiplying elements of (4.5) with the corresponding elements of normalization factors N
(see Eq. (3.7)) we obtain an explicit expression for the matrix F:
Fαsαt
[
α3 α2
α4 α1
]ı
 =
Γı(α¯t + α¯3 − α2)Γı(α¯t + α3 − α2)Γı(αt + α¯3 − α2)Γı(αt + α3 − α2)
Γ(α¯s + α¯1 − α2)Γ(α¯s + α1 − α2)Γ(αs + α¯1 − α2)Γ(αs + α1 − α2)
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× Γı(α¯t + α¯1 − α¯4)Γı(α¯t + α1 − α¯4)Γı(αt + α¯1 − α¯4)Γı(αt + α1 − α¯4)
Γ(α¯s + α¯3 − α¯4)Γ(α¯s + α3 − α¯4)Γ(αs + α¯3 − α¯4)Γ(αs + α3 − α¯4)
× ΓNS(2αs)ΓNS(2α¯s)
4ΓNS(αt − α¯t)ΓNS(α¯t − αt)
i∞∫
−i∞
dτ
i
Jαsαt
[
α3 α2
α4 α1
]ı
. (4.6)
Notice that F is explicitly invariant with respect to conjugations αi → Q − αi for i =
s, t, 1, 3. Employing (3.2) we further get:
Fαsαt
[
α3 α2
α4 α1
]
= Fαsαt
[α2 α3
α¯1 α¯4
]
.
The matrix on the r.h.s. of this equation is explicitly invariant with respect to conjugations
α2 → Q − α2 and α4 → Q − α4. This property therefore holds also for the matrix on the
l.h.s. The matrix F thus depends only on the conformal weights and enjoys an invariance
with respect to exchange of its columns,
Fαsαt
[
α3 α2
α4 α1
]
= Fαsαt
[
α2 α3
α1 α4
]
. (4.7)
Finally, since the deformed hypergeometric function (3.1) is invariant with respect to ex-
change of its first two arguments,
F(α, β; γ; z) = F(β, α; γ, z),
all the factors in the definition of the matrix Fαsαt
[
α3 α2
α4 α1
]
are invariant with respect to the
simultaneous exchange α1 ↔ α3 and α2 ↔ α¯4. We thus have
Fαsαt
[
α3 α2
α4 α1
]
= Fαsαt
[
α1 α¯4
α2 α3
]
= Fαsαt
[
α1 α4
α2 α3
]
,
and using (4.7) we finally conclude that the matrix Fαsαt
[
α3 α2
α4 α1
]
is invariant with respect
to exchange of its rows as well,
Fαsαt
[
α3 α2
α4 α1
]
= Fαsαt
[
α4 α1
α3 α2
]
. (4.8)
4.3 Special values of the arguments
Let us discuss the limit α2 → −b. This value corresponds to the degenerate field V−b,
whose operator product expansion with an arbitrary primary field Vα1 decomposes onto
three conformal families [16]:
V−b Vα1 ∈ [Vα1−b]ee + [Vα1 ]oo + [Vα1+b]ee . (4.9)
This property is reflected by the fact that the conformal block Feαs
[
α3 α2
α4 α1
]
(z) possesses a
well defined limit α2 → −b if and only if α2 = α1±b, while lim
α2→−b
Foαs
[
α3 α2
α4 α1
]
(z) exists if and
only if αs = α1. The four–point correlation function of the field V−b and the super-primary
fields Vα1 , Vα3 , Vα4 with arbitrary α1, α3, α4 ∈ Q2 + iR+ can be thus expressed through
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these three blocks. Since this property cannot depend on our choice of the decomposition
“channel”, the integral in the equation (2.1) must descent for αs = α1 ± b, 0 and α2 → −b
to the sum containing just three terms.
Let us check this for the block Feα1+b
[
α3 −b
α4 α1
]
(z). To this end we need to calculate the
limits
lim
α2→0
Fα1+b,αt
[
α3 α2
α4 α1
]ı
1 = lim
α2→0
Fα1+b,αt
[
α4 α1
α3 α2
]ı
1, ı = 1, 2. (4.10)
For αs = α1 − b the pre-factor of the integral in Fα1+b,αt
[
α4 α1
α3 α2
]ı
1 contains a term
Γ−1NS(α2+b), and thus (4.10) vanishes unless there is a compensating, singular factor coming
form the integral in (4.6). As explained in ([9], Lemma 3), such a singular term can arise
in the process of analytic continuation of the integral
i∞∫
−i∞
dτ
i
Jα1+b,αt
[
α4 α1
α3 α2
]1
1 = INS(α2) + IR(α2),
INS(α2) =
i∞∫
−i∞
dτ
i
SNS(τ + α¯2)SNS(τ + α3 + α1 − α4)SNS(τ + α2)SNS(τ + α3 + α1 − α¯4)
SNS(τ + α3 + α¯t)SNS(τ + α3 + αt)SNS(τ +Q− b)SNS(τ + 2α1 + b) ,
IR(α2) =
i∞∫
−i∞
dτ
i
SR(τ + α¯2)SR(τ + α3 + α1 − α4)SR(τ + α2)SR(τ + α3 + α1 − α¯4)
SR(τ + α3 + α¯t)SR(τ + α3 + αt)SR(τ +Q− b)SR(τ + 2α1 + b) ,
to α2 = −b if the integration contour gets “pinched” between two poles of the integrand;
the singular contribution is obtained by calculating the residue at any one of these poles.
Such a pinching occurs in INS(α2), where the pole at τ = b, coming from zero of the function
SNS(τ + Q − b) in the denominator and located to the right of the contour, “collides” in
the limit α2 → −b with a pole at τ = −α2 from the term SNS(τ + α2) in the numerator,
located to the left of the contour. Calculating the residue we get:
I
(0)
NS(α2) = 2
SNS(Q− 2α2)SNS(α1 + α3 − α4 − α2)SNS(α1 + α3 − α¯4 − α2)
SNS(Q− b− α2)SNS(2α1 + b− α2)SNS(α3 + αt − α2)SNS(α3 + α¯t − α2) ,
and consequently:
lim
α2→−b
Fα1+b,αt
[
α3 α2
α4 α1
]1
1 =
ΓNS(2α¯1 − 2b)
ΓNS(2α¯1)
ΓNS(α¯4 + α¯t − α1)ΓNS(α¯4 + αt − α1)
ΓNS(α¯4 + α¯3 − α1 − b)ΓNS(α¯4 + α3 − α1 − b)
× ΓNS(α4 + α¯t − α1)ΓNS(α4 + αt − α1)
ΓNS(α4 + α¯3 − α1 − b)ΓNS(α4 + α3 − α1 − b)
× lim
α2→0
ΓNS(α3 + α2 − αt)ΓNS(αt − α3 + α2)ΓNS(α3 + α2 − α¯t)ΓNS(α¯t − α3 + α2)
2ΓNS(Q)ΓNS(2α2)ΓNS(2αt −Q)ΓNS(Q− 2αt) .
Functions in the last line possess poles which move as we change α2, pinching the contour
of integration over αt (which is originally the semi-line
Q
2 + iR+). We get two pairs of
colliding poles: the poles of ΓNS(αt − α3 + α2) at αt = α3 − α2 and α3 − α2 − 2b (to the
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left of the contour) collide with the poles of ΓNS(α3 + α2 − αt) at αt = α3 + α2 + 2b and
αt = α3 + α2 (to the right of the contour). Calculating residues of the colliding poles we
get:
lim
α2→−b
∫
Q
2
+iR+
dαt
i
Feαt
[
α1 α2
α4 α3
]
(1− x)Fα1+b,αt
[
α3 α2
α4 α1
]1
1 =
∑
s=±1
F+,s
[
α3 −b
α4 α1
]
Feα3+s b
[
α1 −b
α4 α3
]
(1− x),
where
F+,+
[
α3 −b
α4 α1
]
=
ΓNS(2α¯1 − 2b)
ΓNS(2α¯1)
ΓNS(Q− 2α3)
ΓNS(Q− 2α3 + 2b) (4.11)
× ΓNS(α4 + α3 − α1 + b)ΓNS(α¯4 + α3 − α1 + b)
ΓNS(α4 + α3 − α1 − b)ΓNS(α¯4 + α3 − α1 − b) ,
and
F+,−
[
α3 −b
α4 α1
]
=
ΓNS(2α¯1 − 2b)
ΓNS(2α¯1)
ΓNS(2α3 −Q)
ΓNS(2α3 −Q+ 2b) (4.12)
× ΓNS(α4 + α¯3 − α1 + b)ΓNS(α¯4 + α¯3 − α1 + b)
ΓNS(α4 + α¯3 − α1 − b)ΓNS(α¯4 + α¯3 − α1 − b) .
The case
lim
α2→0
Fα1+b,αt
[
α3 α2
α4 α1
]2
1 = lim
α2→0
Fα1+b,αt
[
α4 α1
α3 α2
]2
1
is similar. Calculating the residue of the colliding pole we get:
i∞∫
−i∞
dτ
i
Jα1+b,αt
[
α4 α1
α3 α2
]2
1
= 2
SNS(Q− 2α2)SNS(α1 + α3 − α4 − α2)SNS(α1 + α3 − α¯4 − α2)
SNS(Q− b− α2)SNS(2α1 + b− α2)SR(α3 + αt − α2)SR(α3 + α¯t − α2) + regular,
and
lim
α2→−b
Fα1+b,αt
[
α3 α2
α4 α1
]2
1 =
ΓNS(2α¯1 − 2b)
ΓNS(2α¯1)
ΓR(α¯4 + α¯t − α1)ΓR(α¯4 + αt − α1)
ΓNS(α¯4 + α¯3 − α1 − b)ΓNS(α¯4 + α3 − α1 − b)
× ΓR(α4 + α¯t − α1)ΓR(α4 + αt − α1)
ΓNS(α4 + α¯3 − α1 − b)ΓNS(α4 + α3 − α1 − b)
× lim
α2→0
ΓR(α3 + α2 − αt)ΓR(αt − α3 + α2)ΓR(α3 + α2 − α¯t)ΓR(α¯t − α3 + α2)
2ΓNS(Q)ΓNS(2α2)ΓNS(2αt −Q)ΓNS(Q− 2αt) .
This time in the last line there is only one pair of poles pinching the αt contour: a pole of
the function ΓR(αt − α3 + α2) located at αt = α3 − α2 − b collides in the limit α2 → −b
with a pole of the function ΓR(α3 + α2 − αt) at αt = α3 + α2 + b. Calculating the residue
we get:
lim
α2→−b
∫
Q
2
+iR+
dαt
i
Foαt
[
α1 α2
α4 α3
]
(1− x)Fα1+b,α3
[
α3 α2
α4 α1
]2
1 = F+,0
[
α3 −b
α4 α1
]
Foα3
[
α1 −b
α4 α3
]
(1− x),
– 12 –
where
F+,0
[
α3 −b
α4 α1
]
= c0
ΓNS(2α¯1 − 2b)
ΓNS(2α¯1)
ΓR(2α3 −Q− b)ΓR(Q− 2α3 − b)
ΓNS(2α3 −Q)ΓNS(Q− 2α3) ×
× ΓR(α¯4 + α¯3 − α1)ΓR(α¯4 + α3 − α1)
ΓNS(α¯4 + α¯3 − α1 − b)ΓNS(α¯4 + α3 − α1 − b)
× ΓR(α4 + α¯3 − α1)ΓR(α4 + α3 − α1)
ΓNS(α4 + α¯3 − α1 − b)ΓNS(α4 + α3 − α1 − b) ,
and where
c0 = lim
α2→−b
ΓR(α2)ΓR(2α2 + b)
ΓNS(α2 + b)ΓNS(2α2)
= 2 cos
(
bQ
2
)
Γ(bQ)
Γ
(
bQ
2
) b− bQ2 .
One can check in the same way that the fusion equations for Foα1
[
α3 −b
α4 α1
]
(z) as well as for
Feα1−b
[
α3 −b
α4 α1
]
(z) also contain only three terms, proportional to Feα3±b
[
α1 −b
α4 α3
]
(1 − z) and
F0α3
[
α1 −b
α4 α3
]
(1 − z) (the algebra involved becomes more elaborate — in the case of Foα1
one gets from the J integral two contributions from the colliding poles and in the case of
Feα1−b we have three pair of poles pinching the τ contour — and we shall not present these
calculations here).
As a final check let us calculate for (4.12), (4.11) and (4.13) the corresponding elements
of the G matrix (3.6). Using (3.7), (2.3) and (5.4) we get:
G+,−
[
α3 −b
α4 α1
]
=
SNS(2α3 − 2b)
SNS(2α3)
SNS(α1 + α3 − α4 + b)
SNS(α1 + α3 − α4 − b)
=
cos πb2 (α1 + α3 − α4) sin πb2 (α1 + α3 − α4 − b)
cos πb
(
α3 − b2
)
sinπb(α3 − b)
, (4.13)
G+,+
[
α3 −b
α4 α1
]
=
SNS(2α3 −Q)
SNS(2α3 −Q+ 2b)
SNS(α1 + α4 − α3 + b)
SNS(α1 + α4 − α3 − b)
= −cos
πb
2 (α1 + α4 − α3) sin πb2 (α1 + α4 − α3 − b)
cos πb
(
α3 − b2
)
sinπbα3
, (4.14)
and
G+,0
[
α3 −b
α4 α1
]
=
SNS(2α3)SNS(2α¯3)
SR(2α3 + b)SR(2α¯3 + b)
SNS(α1 + α3 − α4 + b)SNS(α1 + α4 − α3 + b)
SR(α1 + α3 − α4)SR(α1 + α4 − α3)
=
cos πb2 (α1 + α3 − α4) cos πb2 (α1 + α4 − α3)
sinπbα3 sinπb(α3 − b) . (4.15)
It is reassuring to compare (4.13 – 4.15) with the results of [16], where Feα1±b
[
α3 −b
α4 α1
]
(z) and
Foα1
[
α3 −b
α4 α1
]
(z) have been calculated (in the double integral representation of Dotsenko and
Fatteev [20]) by solving the corresponding null vector decoupling equation (see especially
Appendix C of [16]).
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5. Special functions related to the Barnes gamma
5.1 Definitions and main properties
For ℜx > 0 the Barnes double gamma function has an integral representation of the form:
log Γb(x) =
∞∫
0
dt
t
 e−xt − e−Q2 t
(1− e−tb) (1− e−t/b) −
(
Q
2 − x
)2
2et
−
Q
2 − x
t
 .
It satisfies functional relations
Γb(x+ b) =
√
2π bbx−
1
2
Γ(bx)
Γb(x),
(5.1)
Γb
(
x+ b−1
)
=
√
2π b−
x
b
+ 1
2
Γ(xb )
Γb(x),
and can be analytically continued to the whole complex x plane as a meromorphic function
with no zeroes and with poles located at x = −mb− n1b , m, n ∈ N. Relations (5.1) allow
to calculate residues of these poles in terms of Γb(Q); for instance for x→ 0 :
Γb(x) =
Γb(Q)
2πx
+O(1).
It is convenient to introduce
Υb(x) =
1
Γb(x)Γb(Q− x) , Sb(x) =
Γb(x)
Γb(Q− x) , Gb(x) = e
− iπ
2
x(Q−x)Sb(x), (5.2)
and, borrowing the notation from [21], to denote:
ΓNS(x) = Γb
(x
2
)
Γb
(
x+Q
2
)
, ΓR(x) = Γb
(
x+ b
2
)
Γb
(
x+ b−1
2
)
,
(5.3)
ΥNS(x) = Υb
(x
2
)
Υb
(
x+Q
2
)
, ΥR(x) = Υb
(
x+ b
2
)
Υb
(
x+ b−1
2
)
,
etc.
Using relations (5.1) and definitions (5.2), (5.3) one can easily establish basic properties
of these functions. They include:
Relations between S and G functions
GNS(x) = ζ0 e
− iπ
4
x(Q−x)SNS(x),
GR(x) = e
− iπ
4 ζ0 e
− iπ
4
x(Q−x)SR(x),
where
ζ0 = e
−
iπQ2
8 .
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Shift relations
SNS(x+ b
±1) = 2 cos
(
πb±1x
2
)
SR(x), SR(x+ b
±1) = 2 sin
(
πb±1x
2
)
SNS(x),
(5.4)
GNS(x+ b
±1) =
(
1 + eiπb
±1x
)
GR(x), GR(x+ b
±1) =
(
1− eiπb±1x
)
GNS(x).
Reflection properties
SNS(x)SNS(Q− x) = SR(x)SR(Q− x) = 1
and consequently:
GNS(x)GNS(Q− x) = ζ20 e−
iπ
2
x(Q−x),
(5.5)
GR(x)GR(Q− x) = e− iπ2 ζ20 e−
iπ
2
x(Q−x).
Asymptotic behavior
GNS(x) →
{
1, x→ +i∞,
ζ20 e
− iπ
2
x(Q−x), x→ −i∞,
GR(x) →
{
1, x→ +i∞,
e−
iπ
2 ζ20 e
− iπ
2
x(Q−x), x→ −i∞.
Zeroes and poles
SNS(x) = 0 ⇔ x = Q+mb+ nb−1, m, n ∈ Z≥0, m+ n ∈ 2Z,
SR(x) = 0 ⇔ x = Q+mb+ nb−1, m, n ∈ Z≥0, m+ n ∈ 2Z+ 1,
SNS(x)
−1 = 0 ⇔ x = −mb− nb−1, m, n ∈ Z≥0, m+ n ∈ 2Z,
SR(x)
−1 = 0 ⇔ x = −mb− nb−1, m, n ∈ Z≥0, m+ n ∈ 2Z+ 1.
Basic residues
lim
x→0
xSNS(x) =
1
π
, lim
x→0
xGNS(x) =
1
π
ζ0. (5.6)
5.2 Integral identities
We shall derive several identities satisfied by a hypergeometric-type integrals, generalizing
results of [22].
Let us denote:
B
(±)
NS (α, β) =
i∞∫
−i∞
dτ
i
eiπβ
[
GNS(τ + α)
GNS(τ +Q− 0+) ±
GR(τ + α)
GR(τ +Q)
]
,
(5.7)
B
(±)
R (α, β) =
i∞∫
−i∞
dτ
i
eiπβ
[
GR(τ + α)
GNS(τ +Q− 0+) ±
GNS(τ + α)
GR(τ +Q)
]
.
– 15 –
Using (5.4) one derives an identities:(
1 + eiπb(α+β)
)
B
(+)
NS (α+ b, β) =
(
1 + eiπbα
)
B
(+)
R (α, β),(
1− eiπb(α+β)
)
B
(+)
R (α+ b, β) =
(
1− eiπbα
)
B
(+)
NS (α, β),(
1− eiπb(α+β)
)
B
(−)
NS (α+ b, β) =
(
1 + eiπbα
)
B
(−)
R (α, β), (5.8)(
1 + eiπb(α+β)
)
B
(−)
R (α+ b, β) =
(
1− eiπbα
)
B
(−)
NS (α, β),
and (
1 + eiπb(α+β)
)
B
(+)
NS (α, β + b) =
(
1 + eiπbβ
)
B
(−)
NS (α, β),(
1− eiπb(α+β)
)
B
(−)
NS (α, β + b) =
(
1− eiπbβ
)
B
(+)
NS (α, β),(
1− eiπb(α+β)
)
B
(+)
R (α, β + b) =
(
1 + eiπbβ
)
B
(−)
R (α, β), (5.9)(
1 + eiπb(α+β)
)
B
(−)
R (α, β + b) =
(
1− eiπbβ
)
B
(+)
R (α, β).
For b ∈ R \ Q equations (5.8), (5.9), together with their counterparts obtained by substi-
tuting b→ b−1, determine the functions involved up to α and β independent factors,
B
(+)
NS (α, β) = C
(+)
NS
GNS(α)GNS(β)
GNS(α+ β)
, B
(−)
NS (α, β) = C
(−)
NS
GNS(α)GR(β)
GR(α+ β)
,
(5.10)
B
(+)
R (α, β) = C
(+)
R
GR(α)GNS(β)
GR(α+ β)
, B
(−)
R (α, β) = C
(−)
R
GR(α)GR(β)
GNS(α+ β)
.
The factors C
(±)
NS,R can be computed by explicitly calculating all the functions appearing in
(5.10) at special values of α; since:
B
(±)
R
(
b−1, β
)
=
i∞∫
−i∞
dτ
i
eiπτβ
[
1
1− eiπbτ ±
1
1 + eiπbτ
]
=
2
ib(1 ∓ eiπb−1β) ,
and
B
(+)
NS
(
b−1 − b, β) = i∞∫
−i∞
dτ
i
eiπτβ
(1− eiπbτ ) (1 + q−1eiπbτ ) =
2
ib(1 + q)
q + eiπQβ
1− e2πib−1β ,
B
(−)
NS
(
b−1 − b, β) = i∞∫
−i∞
dτ
i
eiπτβ
(1 + eiπbτ ) (1− q−1eiπbτ ) =
2
ib(1 + q)
qeiπb
−1β + eiπbβ
1− e2πib−1β ,
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we get a “supersymmetric”, integral analog of the Ramanujan summation formula:
i∞∫
−i∞
dτ
i
eiπτβ
GNS(τ + α)
GNS(τ +Q− 0+) = e
iπQ2
8 GNS(α)
[
GNS(β)
GNS(α+ β)
+
GR(β)
GR(α+ β)
]
,
i∞∫
−i∞
dτ
i
eiπτβ
GR(τ + α)
GR(τ +Q)
= e
iπQ2
8 GNS(α)
[
GNS(β)
GNS(α+ β)
− GR(β)
GR(α+ β)
]
,
(5.11)
i∞∫
−i∞
dτ
i
eiπτβ
GR(τ + α)
GNS(τ +Q− 0+) = e
iπQ2
8 GR(α)
[
GNS(β)
GR(α+ β)
+
GR(β)
GNS(α+ β)
]
,
i∞∫
−i∞
dτ
i
eiπτβ
GNS(τ + α)
GR(τ +Q)
= e
iπQ2
8 GR(α)
[
GNS(β)
GR(α+ β)
− GR(β)
GNS(α+ β)
]
.
Formulae (5.11) allow to derive an analog of the 1F2 Heine transformation. Let us introduce
a shorthand notation:
[
NN
NN
]
(α, β; γ; z) =
i∞∫
−i∞
dτ
i
eiπτz
GNS(τ + α)GNS(τ + β)
GNS(τ + γ − 0+)GNS(τ +Q− 0+) ,
[
RR
NN
]
(α, β; γ; z) =
i∞∫
−i∞
dτ
i
eiπτz
GR(τ + α)GR(τ + β)
GNS(τ + γ − 0+)GNS(τ +Q− 0+) ,
...(
α
β
)
NS
=
GNS(α)
GNS(β)
,
(
α
β
)
R
=
GR(α)
GR(β)
.
Using (5.11) to express a ratio of the first function from the numerator and the first function
from the denominator as an integral, changing the order of integration and using (5.11)
again we get:([
NN
NN
]
+
[
RR
RR
])
(α, β; γ; z) =
(
β
γ − α
)
NS
([
NN
NN
]
+
[
RR
RR
])
(z, γ − α; z + β;α),
([
NN
NN
]
−
[
RR
RR
])
(α, β; γ; z) =
(
β
γ − α
)
NS
([
RN
RN
]
+
[
NR
NR
])
(z, γ − α; z + β;α),
(5.12)([
RN
RN
]
−
[
NR
NR
])
(α, β; γ; z) =
(
β
γ − α
)
NS
([
RN
RN
]
−
[
NR
NR
])
(z, γ − α; z + β;α),
([
RN
RN
]
+
[
NR
NR
])
(α, β; γ; z) =
(
β
γ − α
)
NS
([
NN
NN
]
−
[
RR
RR
])
(z, γ − α; z + β;α),
plus twelve similar formulae with the other combinations of the GNS,R functions.
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Combining (three times) formulae (5.12) with an exchange of the first two arguments
of the involved functions one arrives at the “supersymmetric” integral analogues of the
Euler-Heine transformations. Four out of sixteen formulae of this type read:([
NN
NN
]
+
[
RR
RR
])
(α, β; γ; z)
=
(
α
γ − β
)
NS
(
z
z −A
)
NS
(
β
γ − α
)
NS
([
NN
NN
]
+
[
RR
RR
])
(γ − β, γ − α; γ; z −A),
([
NN
NN
]
−
[
RR
RR
])
(α, β; γ; z)
=
(
α
γ − β
)
NS
(
z
z −A
)
R
(
β
γ − α
)
NS
([
NN
NN
]
−
[
RR
RR
])
(γ − β, γ − α; γ; z −A),
([
RN
RN
]
−
[
NR
NR
])
(α, β; γ; z) (5.13)
=
(
α
γ − β
)
R
(
z
z −A
)
R
(
β
γ − α
)
NS
([
RN
RN
]
−
[
NR
NR
])
(γ − β, γ − α; γ; z −A),
([
RN
RN
]
+
[
NR
NR
])
(α, β; γ; z)
=
(
α
γ − β
)
R
(
z
z −A
)
NS
(
β
γ − α
)
NS
([
RN
RN
]
−
[
NR
NR
])
(γ − β, γ − α; γ; z −A),
where
A = γ − α− β.
Reflection properties of the G functions (5.5) allow to write
GNS(z)
GNS(z −A) = e
− iπ
2
A(Q+A−2z)GNS(Q+A− z)
GNS(Q− z) ,
and similarly for the other combinations of R/NS. Using this type of relations, formu-
lae (5.11) and taking Fourier transform of equations (5.13) one obtains a set of integral
identities analogous to the Saalschu¨tz summation formula. In particular one gets:
1
i
i∞∫
−i∞
dτ eiπτQ
[
GNS(τ + α)GNS(τ + β)GNS(τ + γ)
GNS(τ + δ)GNS(τ + α+ β + γ − δ +Q)GNS(τ +Q)
+
GR(τ + α)GR(τ + β)GR(τ + γ)
GR(τ + δ)GR(τ + α+ β + γ − δ +Q)GR(τ +Q)
]
(5.14)
= 2ζ−30 e
iπ
2
δ(Q−δ)GNS(α)GNS(β)GNS(γ)GNS(Q+ α− δ)GNS(Q+ β − δ)GNS(Q+ γ − δ)
GNS(Q+ α+ β − δ)GNS(Q+ α+ γ − δ)GNS(Q+ β + γ − δ) ,
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and
1
i
i∞∫
−i∞
dτ eiπτQ
[
GNS(τ + α)GNS(τ + β)GR(τ + γ)
GR(τ + δ)GNS(τ + α+ β + γ − δ +Q)GNS(τ +Q)
+
GR(τ + α)GR(τ + β)GNS(τ + γ)
GNS(τ + δ)GR(τ + α+ β + γ − δ +Q)GR(τ +Q)
]
(5.15)
= 2iζ−30 e
iπ
2
δ(Q−δ)GNS(α)GNS(β)GR(γ)GR(Q+ α− δ)GR(Q+ β − δ)GNS(Q+ γ − δ)
GR(Q+ α+ β − δ)GNS(Q+ α+ γ − δ)GNS(Q+ β + γ − δ) .
Taking in these equations the limit γ → i∞ we finally obtain the formulae:
1
i
i∞∫
−i∞
dτ eiπτQ
[
GNS(τ + α)GNS(τ + β)
GNS(τ + δ)GNS(τ +Q)
+
GR(τ + α)GR(τ + β)
GR(τ + δ)GR(τ +Q)
]
= 2ζ−30 e
iπ
2
δ(Q−δ)GNS(α)GNS(β)GNS(Q+ α− δ)GNS(Q+ β − δ)
GNS(Q+ α+ β − δ) (5.16)
and
1
i
i∞∫
−i∞
dτ eiπτQ
[
GNS(τ + α)GNS(τ + β)
GR(τ + δ)GNS(τ +Q)
+
GR(τ + α)GR(τ + β)
GNS(τ + δ)GR(τ +Q)
]
= 2iζ−30 e
iπ
2
δ(Q−δ)GNS(α)GNS(β)GR(Q+ α− δ)GR(Q+ β − δ)
GR(Q+ α+ β − δ) , (5.17)
which will be the main tool in the proof of the orthogonality relation presented in the next
subsection.
5.3 Orthogonality and completeness relations
Define for ξ ∈ iR+
〈τ |N
N
| ξ〉 = 1
SNS(Q+ τ + ξ − 0+)SNS(Q+ τ − ξ − 0+) =
SNS(ξ − τ)
SNS(Q+ τ + ξ − 0+) ,
〈τ |R
N
| ξ〉 = 1
SNS(Q+ τ + ξ − 0+)SR(Q+ τ − ξ) =
SR(ξ − τ)
SNS(Q+ ξ + τ − 0+) ,
etc. and
〈τ |N
N
| ξ〉(ǫ) = 1
SNS(Q+ τ + ξ − ǫ)SNS(Q+ τ − ξ − ǫ) =
SNS(ξ − τ + ǫ)
SNS(Q+ τ + ξ − ǫ) .
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Orthogonality
Using the relation between S and G functions as well as the formulae (5.16) we get:
i∞∫
−i∞
dτ
i
[
〈ξ1 |NN| τ〉(ǫ) 〈τ |NN| ξ2〉(ǫ) + 〈ξ1 |RR| τ〉(ǫ) 〈τ |RR| ξ2〉(ǫ)
]
= e
iπ
2 (ξ
2
2−ξ
2
1)
i∞∫
−i∞
dτ
i
eiπQτ
[
GNS(τ + ξ1 + ǫ)GNS(τ − ξ1 + ǫ)
GNS(Q+ τ + ξ2 − ǫ)GNS(Q+ τ − ξ2 − ǫ)
+
GR(τ + ξ1 + ǫ)GR(τ − ξ1 + ǫ)
GR(Q+ τ + ξ2 − ǫ)GR(Q+ τ − ξ2 − ǫ)
]
= 2ζ−30 e
iπ
2 (ξ
2
2−ξ
2
1)−2iπξ22 GNS(2ǫ+ ξ+)GNS(2ǫ− ξ+)GNS(2ǫ+ ξ−)GNS(2ǫ− ξ−)
GNS(4ǫ)
,
where ξ± = ξ2 ± ξ1. In view of (5.6) the r.h.s. vanishes in the limit ǫ → 0 unless ξ− = 0
(we cannot have ξ+ = 0 since ℑ ξi > 0, i = 1, 2). Consequently:
i∞∫
−i∞
dτ
i
[〈ξ1 |NN| τ〉 〈τ |NN| ξ2〉+ 〈ξ1 |RR| τ〉 〈τ |RR| ξ2〉]
= 4ζ−20 e
iπ
2 (ξ
2
2−ξ
2
1)−2iπξ22 GNS(ξ+)GNS(−ξ+) lim
ǫ→0
2ǫ
π
(
4ǫ2 − ξ2−
) (5.18)
= 4
SNS(2ξ2)
SNS(2ξ2 +Q)
δ(p2 − p1) = 4
ν(ξ2)
δ(p2 − p1),
where ξi = ipi, i = 1, 2 and
ν(ξ) = −4 sinπbξ sinπb−1ξ.
Similarly:
i∞∫
−i∞
dτ
i
[
〈ξ1 |NN| τ〉(ǫ) 〈τ |RR| ξ2〉(ǫ) − 〈ξ1 |RR| τ〉(ǫ) 〈τ |NN| ξ2〉(ǫ)
]
= −ie iπ2 (ξ22−ξ21)
i∞∫
−i∞
dτ
i
eiπQτ
[
GNS(τ + ξ1 + ǫ)GNS(τ − ξ1 + ǫ)
GR(Q+ τ + ξ2 − ǫ)GR(Q+ τ − ξ2 − ǫ)
+
GR(τ + ξ1 + ǫ)GR(τ − ξ1 + ǫ)
GNS(Q+ τ + ξ2 − ǫ)GNS(Q+ τ − ξ2 − ǫ)
]
= −2iζ−30 e
iπ
2 (ξ
2
2−ξ
2
1)−2iπξ22 GR(2ǫ+ ξ+)GR(2ǫ− ξ+)GR(2ǫ+ ξ−)GR(2ǫ− ξ−)
GNS(4ǫ)
.
The function GR(x) is regular in the vicinity of the imaginary axis and taking the limit
ǫ→ 0 we have for ξ1, ξ2 ∈ iR+ :
i∞∫
−i∞
dτ
i
[〈ξ1 |NN| τ〉 〈τ |RR| ξ2〉 − 〈ξ1 |RR| τ〉 〈τ |NN| ξ2〉] = 0. (5.19)
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Completeness
Define
νǫ(ξ) = −4 sin (πbǫξ) sin
(
πb−1ǫ ξ
)
, b±1ǫ = b
±1 − ǫ, λǫ = λ+ ǫ,
and consider an integral:
Iǫ(λ, ρ) =
i∞∫
−i∞
dτ
i
i∞∫
−i∞
dξ
i
νǫ(ξ) [〈τ − λǫ |NN| ξ〉 〈ξ |NN| τ〉+ 〈τ − λǫ |RR| ξ〉 〈ξ |RR| τ〉] e−iπρτ
=
4∑
k=1
(−1)k
2
 i∞∫
−i∞
du
i
e−
iπu
2
(ρ−ρk)
SNS(u)
SNS(u− λǫ +Q)
 i∞∫
−i∞
dv
i
e
iπv
2
(ρ+ρk)
SNS(v + λǫ)
SNS(v +Q)

+
4∑
k=1
(−1)k
2
 i∞∫
−i∞
du
i
e−
iπu
2
(ρ−ρk)
SR(u)
SR(u− λǫ +Q)
 i∞∫
−i∞
dv
i
e
iπv
2
(ρ+ρk)
SR(v + λǫ)
SR(v +Q)
 ,
where u = τ + ξ, v = τ − ξ, and ρ1 = −ρ3 = b+ b−1 − 2ǫ, ρ2 = −ρ4 = b− b−1. It can be
calculated by means of the formulae presented in the Appendix A and we get:
Iǫ(λ, ρ) = Iǫ1(λ, ρ)− Iǫ2(λ, ρ) + Iǫ3(λ, ρ)− Iǫ4(λ, ρ)
where
Iǫ1(λ, ρ) = 2S2NS(λǫ)
GNS
(
ρ−λǫ
2 + ǫ
)
GNS
(
ρ+λǫ
2 + ǫ
)GNS
(
Q+ ρ−λǫ2 − ǫ
)
GNS
(
Q+ ρ+λǫ2 − ǫ
) ,
Iǫ2(λ, ρ) = 2S2NS(λǫ)
GR
(
b+ ρ−λǫ2
)
GR
(
b+ ρ+λǫ2
)GR
(
b−1 + ρ−λǫ2
)
GR
(
b−1 + ρ+λǫ2
) ,
Iǫ3(λ, ρ) = 2S2NS(λǫ)
GR
(
ρ−λǫ
2 + ǫ
)
GR
(
ρ+λǫ
2 + ǫ
)GR
(
Q+ ρ−λǫ2 − ǫ
)
GR
(
Q+ ρ+λǫ2 − ǫ
) ,
Iǫ4(λ, ρ) = 2S2NS(λǫ)
GNS
(
b+ ρ−λǫ2
)
GNS
(
b+ ρ+λǫ2
)GNS
(
b−1 + ρ−λǫ2
)
GNS
(
b−1 + ρ+λǫ2
) .
It is immediate to check with the help of relations (5.4) that outside of the singularities
of the functions involved lim
ǫ→0
Iǫ(λ, ρ) = 0. However, since for ǫ→ 0 some of the singularities
approach the lines ℑ ρ = 0 and ℑλ = 0 (the integration contours for the distribution
I(λ, ρ)), we have to be more careful. The correct way of proceeding is analogous to the
calculation in section 4.3.
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For ϕ(λ, ρ) being a test function consider
ϕi = lim
ǫ→0
i∞∫
−i∞
dλ
i
i∞∫
−i∞
dρ
i
Iǫi (λ, ρ)ϕ(λ, ρ). (5.20)
Ii(λ, ρ) have poles at imaginary λ and ρ axis. From the form of Iǫ2, Iǫ3 and Iǫ4 it is clear
that all one has to do to define the limit ǫ→ 0 of these terms is to deform the contour of
integration over λ such that it avoids the singularity at λ = −ǫ. Since no poles pinching
the integration contours appear, there are no contributions from the residues and
ϕi =
∫
Cλ
dλ
i
∫
Cρ
dρ
i
Ii(λ, ρ)ϕ(λ, ρ), i = 2, 3, 4,
where Cλ and Cρ denote the deformed contours.
The situation for Iǫ1 is different. In the complex ρ plane a function GNS
(
ρ−λǫ
2 + ǫ
)
has a pole at ρ = ρ− = λǫ − 2ǫ = λ − ǫ (to the left of the integration contour ρ ∈ iR),
while a function GNS
(
Q+ ρ+λǫ2 − ǫ
)−1
has a pole at ρ = ρ+ = −λǫ + 2ǫ = −λ+ ǫ (to the
right of the integration contour). For λ, ǫ→ 0 these poles collide. Choosing to deform the
contour past the pole at ρ = ρ−, taking into account (5.6) and the relation
ζ0 lim
ǫ→0
i∞∫
−i∞
dλ
i
S2NS(λǫ)GNS(Q− 2ǫ)
GNS(λǫ)GNS(Q+ λǫ − 2ǫ)ϕ(λ, λǫ − 2ǫ)
= lim
ǫ→0
i∞∫
−i∞
dλ
i
e
iπ
2
Qλ SNS(ǫ+ λ)SNS(ǫ− λ)
SNS(2ǫ)
ϕ(λ, λ− ǫ)
= lim
ǫ→0
i∞∫
−i∞
dλ
i
e
iπ
2
Qλ 2ǫ
π (ǫ2 − λ2)ϕ(λ, λ − ǫ) = 2ϕ(0, 0),
we get
ϕ1 =
∫
Cλ
dλ
i
∫
Cρ
dρ
i
I1(λ, ρ)ϕ(λ, ρ) + 16ϕ(0, 0),
and finally
4∑
k=1
ϕk = 16ϕ(0, 0) +
∫
Cλ
dλ
i
∫
Cρ
dρ
i
k∑
k=1
(−1)k−1Ik(λ, ρ)ϕ(λ, ρ)
= 16ϕ(0, 0) +
∫
Cλ
dλ
i
∫
Cρ
dρ
i
[
k∑
k=1
(−1)k−1Ik(λ, ρ)
]
ϕ(λ, ρ) = 16ϕ(0, 0),
what proves the equality
lim
ǫ→0
Iǫ1(λ, ρ) = 16δ(λ)δ(ρ).
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Taking the inverse Fourier transform we have
i∞∫
−i∞
dξ
i
ν(ξ)
(
〈η − λ |N
N
| ξ〉 〈ξ |N
N
| η〉+ 〈η − λ |R
R
| ξ〉 〈ξ |R
R
| η〉
)
=
i∞∫
−i∞
dρ
2i
I1(λ, ρ) e
iπρη = 8δ(λ).
(5.21)
Analogous computation gives:
1
2S2R(λǫ)
i∞∫
−i∞
dτ
i
i∞∫
−i∞
dξ
i
νǫ(ξ) [〈τ − λǫ |RR| ξ〉 〈ξ |NN| τ〉 − 〈τ − λǫ |NN| ξ〉 〈ξ |RR| τ〉] e−iπρτ
=
GNS
(
ρ−λǫ
2 + ǫ
)
GR
(
ρ+λǫ
2 + ǫ
) GNS
(
Q+ ρ−λǫ2 − ǫ
)
GR
(
Q+ ρ+λǫ2 − ǫ
) − GR
(
b+ ρ−λǫ2
)
GNS
(
b+ ρ+λǫ2
) GR
(
b−1 + ρ−λǫ2
)
GNS
(
b−1 + ρ+λǫ2
)
+
GR
(
ρ−λǫ
2 + ǫ
)
GNS
(
ρ+λǫ
2 + ǫ
) GR
(
Q+ ρ−λǫ2 − ǫ
)
GNS
(
Q+ ρ+λǫ2 − ǫ
) − GNS
(
b+ ρ−λǫ2
)
GR
(
b+ ρ+λǫ2
) GNS
(
b−1 + ρ−λǫ2
)
GR
(
b−1 + ρ+λǫ2
) .
Since in this case there are no poles pinching the integration contours (and SR(λ) is regular
for λ = iR) we get:
i∞∫
−i∞
dξ
i
ν(ξ)
(
〈η − λ |R
R
| ξ〉 〈ξ |N
N
| η〉 − 〈η − λ |N
N
| ξ〉 〈ξ |R
R
| η〉
)
= 0. (5.22)
6. Discussion
Construction of the fusion matrix presented in this paper can be placed on a more firm
ground by establishing its relation (in the spirit of [8, 9]) to the representation theory of
quantum groups. A natural candidate (see [23]) is Uq(osp(2|1)) : q-deformed universal
enveloping algebra of osp(2|1) with a deformation parameter q = eiπb2 [24]. Indeed, gener-
alizing the construction of [9] one can define on V = L2(R)× L2(R) a continuous series of
representations of Uq(osp(2|1)) with the generators given by:
v(+)α = e
πbx
(
0 [δx +Q− α]R
[δx +Q− α]NS 0
)
, v(−)α = e
−πbx
(
0 [δx + α−Q]R
[δx + α−Q]NS 0
)
,
and
Kα = T
ib
2
x σ0,
where
T
a
x f(x) = f (x+ a)
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and
[δx + a]R =
e
iπba
2 T
ib
2
x − e− iπba2 T−
ib
2
x
e
iπb2
2 − e− iπb22
, [δx + a]NS =
e
iπba
2 T
ib
2
x + e
− iπba
2 T
− ib
2
x
e
iπb2
2 + e−
iπb2
2
.
This representation possesses many virtues analogous to those of the representation of
Uq(sl(2,R)) studied in [9], which proved to be crucial in relating Uq(sl(2,R)) to the Liouville
theory. For instance, replacing in v
(±)
α and Kα the parameter b with b
−1, we obtain a
continuous family of representations (on the same space V ) of generators of a “dual”
quantum supergroup Uq˜(osp(2|1)) with the deformation parameter q˜ = eiπb−2 . Since
T
ib
ω
SNS(α− iω)
SNS(α¯− iω) =
[α− iω]NS
[α¯− iω]NS
SR(α− iω)
SR(α¯− iω) T
ib
ω ,
T
ib
ω
SR(α− iω)
SR(α¯− iω) =
[α− iω]R
[α¯− iω]R
SNS(α− iω)
SNS(α¯− iω) T
ib
ω ,
where
[a]R =
sin πba2
sin πb
2
2
, [a]NS =
cos πba2
cos πb
2
2
,
it is easy to see that for a unitary matrix
I˜α =
(
SNS(α−iω)
SNS(α¯−iω)
0
0 SR(α−iω)SR(α¯−iω)
)
and O˜α = v˜(±)α, K˜α being Fourier-transformed generators v(±)α, Kα, we have:
O˜Q−α I˜α = I˜α O˜α,
what proves equivalence of representations Oα and OQ−α. Moreover, it turns out to be
possible to express a Clebsch-Gordan coefficients for this representation through a ratios
of special functions SNS,R and to relate the matrix F to the Racah-Wigner coefficients (the
main technical tools for this construction are provided by the formulae from Section 5).
This results will be reported elsewhere [25].
Let us conclude with several remarks.
Results from the quantum Liouville theory have a number of applications, to name only
quantization of Teichmu¨ller space of Riemann surfaces [26] and relation between Liouville
theory and the H+3 WZNW model [27–31]. Extension of these results with the help of the
results of the present paper seem to be both possible and interesting.
The fusion matrix of conformal blocks is related (through the “renaming” of variables)
to the three point correlation function of the boundary operators in the Liouville theory
[32, 33]. Once the fusion matrix of the NS blocks is known, it seems not to be difficult
to generalize this link and calculate the (so far unknown) three point function for the
boundary operators in he NS sector of the supersymmetric Liouville theory.
Last but not least, it is plausible that the result of the present paper will allow to
better understand some general properties of the N = 1 super-conformal Ramond blocks
[10].
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Appendix A. Integral formulae for the funtions SNS,R(x).
In this Appendix we have collected the integral formulae satisfied by the rations of two of
the special functions SNS,R(x). They can be derived from (5.11) and read:
i∞∫
−i∞
dτ
i
e
iπ
2
τβ SR(τ + α)
SNS(τ +Q)
= SR(α)
GNS
(
Q+β−α
2
)
GR
(
Q+β+α
2
) + GR
(
Q+β−α
2
)
GNS
(
Q+β+α
2
)
 ,
(A.1)
i∞∫
−i∞
dτ
i
e
iπ
2
τβ SNS(τ + α)
SR(τ +Q)
= −iSR(α)
GNS
(
Q+β−α
2
)
GR
(
Q+β+α
2
) − GR
(
Q+β−α
2
)
GNS
(
Q+β+α
2
)
 ,
and
i∞∫
−i∞
dτ
i
e
iπ
2
τβ SNS(τ + α)
SNS(τ +Q)
= SNS(α)
GNS
(
Q+β−α
2
)
GN
(
Q+β+α
2
) + GR
(
Q+β−α
2
)
GR
(
Q+β+α
2
)
 ,
(A.2)
i∞∫
−i∞
dτ
i
e
iπ
2
τβ SR(τ + α)
SR(τ +Q)
= SNS(α)
GNS
(
Q+β−α
2
)
GNS
(
Q+β+α
2
) − GR
(
Q+β−α
2
)
GR
(
Q+β+α
2
)
 .
We shall also need expression for the complex conjugations of the l.h.s. They are of the
form:
i∞∫
−i∞
dτ
i
e−
iπ
2
τβ SR(τ)
SNS(τ − α+Q) = −i SR(α)
GNS
(
Q+β−α
2
)
GR
(
Q+β+α
2
) − GR
(
Q+β−α
2
)
GNS
(
Q+β+α
2
)
 ,
(A.3)
i∞∫
−i∞
dτ
i
e−
iπ
2
τβ SNS(τ)
SR(τ − α+Q) = SR(α)
GNS
(
Q+β−α
2
)
GR
(
Q+β+α
2
) + GR
(
Q+β−α
2
)
GNS
(
Q+β+α
2
)
 ,
and
i∞∫
−i∞
dτ
i
e−
iπ
2
τβ SNS(τ)
SNS(τ − α+Q) = SNS(α)
GNS
(
Q+β−α
2
)
GNS
(
Q+β+α
2
) + GR
(
Q+β−α
2
)
GR
(
Q+β+α
2
)
 ,
(A.4)
i∞∫
−i∞
dτ
i
e−
iπ
2
τβ SR(τ)
SR(τ − α+Q) = SNS(α)
GNS
(
Q+β−α
2
)
GNS
(
Q+β+α
2
) − GR
(
Q+β−α
2
)
GR
(
Q+β+α
2
)
 .
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