ABSTRACT
INTRODUCTION
The concept of a Relational Database Management system (RDBMS) came to the fore in the 1970s. This concept was first advanced by Edgar F. Codd in his paper on database construction theory, "A Relational Model of Data for Large Shared Data Banks". The concept of a database table was formed where records of a fixed length would be stored and relations between the tables maintained [1] .
The mathematics at the heart of the concept is now known as tuple calculus [2] . The variation on relational algebra served as the basis for a declarative database query language, which in turn formed the basis for the Structured Query Language (SQL). SQL remains as the standard database query language some 30 years later.
Database technology, specifically Relational Database
Technology (RDBMS), has seen incremental advancements over recent decades but the competition has narrowed to a few remaining larger entities. The pursuit for improvement has largely left technology practitioners, especially the database administrators, focused on the benefits of performance tuning of the database technology. The infrastructure teams have relied on benefits of the potential compression factors from various RDBMS offerings to help quell the ever expanding footprint of structured and unstructured data that fills the capacity of the typical data center.
As a result, infrastructure teams continually seek hardware refreshes with promises of faster disk performance and improved memory caching to gain new database performance tools. Ultimately,a database administrator is left with only a few tools to improve database performance such as adding and tuning database indexes, which only add to the amount of space required for the database. In the end, the data of concern becomes secondary too and can even become smaller than the indexes themselves, leaving the technology practitioners faced with a diminishing rate of return from their efforts. Technology can only go so far and the physics of spinning disks is reached eventually with the associated costs of competing methods to store, retrieve and query data.
Today, IT professionals are challenged with the task of on going improvements to achieve goals of businesses. These changes have enabled hardware advancements including more cores and more CPUs on a given server and far more RAM is now feasible [7] . RAM costs have also changed such that it is less necessary to limit the amount of RAM and use it only for caching of critical processes.
Instead, RAM can now go toe-to-toe with fixed disk for storage and also combine with the CPU to provide a tremendous performance differential as compared to disk-based systems and databases [8] . to make use of this new capability.
A Historical View
In order to proceed with the subject at hand, an overview of Relational Database Management System (RDBMS) advancements is needed.
The database technology field dates to the 1960s, with the introduction of the Integrated Data Store by Charles
Bachman [4] . Prior to 1970 the relational database was conceptual and data was stored in separate files stored on magnetic tape [5] . Memory was expensive, while storage was relatively inexpensive and the Moore's law was a maturing concept without its full validity or its temporal limitations [6] .
The proceeding decades of database history can be tabulated into nine distinct eras. In viewing this data alone a slowing trend of advancements can be seen since the mid-1990s. times [9] . Increasing RAM is one possibility -one must begin to think in terms of terabytes of RAM and no longer gigabytes of RAM, in much the same way computer science has moved beyond kilobytes and bytes of RAM quite some time ago. According to IBM, some applications simply cannot run without in-memory computing even with high-data volumes [10] .
In-memory computing does dramatically change the landscape of the database technology [11] . In-memory computing involves the use of main memory not as a cache of memory but instead as a means of storage, retrieval and computational performance in close proximity to the Central Processing Unit (CPU). The use of row and columnar storage of data creates the ability to remove the need for the index which is predominating in the disk-based database world. The lack of the index is a key area of compression and columnar storage allows further compression.
According to IBM and as Shown in Figure 1 , "the main memory (RAM) is the fastest storage type that can hold a significant amount of data" [10] .
These advancements arrive at a time when RDBMS advancements have increased and the typical IT infrastructure is faced with the declining budgets and the expectations of improving performance results; all at the same time. If a hardware refresh is being planned, Linuxbased solutions and in-memory database solutions are increasingly becoming part of the reference architecture.
At a minimum, the question of in-memory computing is now being asked as part of architecture planning for infrastructure updates. These technologies are increasingly being accepted as proven and ready for long-term capital investment.
The problem of data growth and the impact it has on runtimes and data accessibility is faced by system administrators, programmers and functional analysts. Due to the data growth, a program, system process that used to run each day, can now run once a week. Another problem is the runtime of a report which creates the need for a developer to reduce the user's ability to ask questions of the data, limiting its selection criteria. These problems may also impact system administrators as they are asked to add database indexes to improve the programs performance.
Data growth is viewed as the largest datacenter infrastructure challenge based on Gartner research [12] .
Survey data indicated business continuity and data availability were the most critical, followed by cost containment initiatives and maintained or improving user service levels was the third most important factor for data center planning and strategy development [12] .
Another way to view the large data analytics is analyze three characteristics of big data -volume, velocity and variety [13] .
The Setup
The hardware specifications are two-servers were configured to act as one database. When combined the system has eight (8) Westmere EX Intel E7-8870, ten (10) core CPUs (80 cores) with a 2.4 GHz clock rate. The system has two (2) SSD (Solid-State Drives) Fusion-IO drives with 640GB of capacity each for database log volumes. The system has sixteen (16) 600GB 10,000 RPM SAS drives in a RAID-5 configuration for persistence of the data volume in addition to its storage and calculation on sixteen (16) 64GB DDR3 RDIMM.
SAP HANA in Action
It has been established that the emerging technology in the area of in-memory computing is making promising "enables marketers to analyze and segment their customers in ways that were impossible to realize without the use of in-memor y technology " [10] . Some applications are not available without in-memory technology [10] .
Unique application of this emerging technology has been applied within healthcare field, for personalized patient treatment planning in real-time, to greatly accelerated cancer screenings and human genome analysis, out of the box thinking is needed to explore and find the limits of these new technologies [14] .
These four use-case areas for SAP HANA are [15] · real-time replication of data from SAP and non-SAP source systems for business intelligence analytics, · using this table replication capability to accelerate programs and reports from the SAP ERP system and reading them faster than they can be read from the disk- When compared to a disk-based database, the inmemory database yields far faster read-rate response times [10] , when comparing disk-based technologies the measurements are in milliseconds while in-memory databases are measured in nanoseconds. The unit of measure shift alone is a matter of calculation and not the result of a test to outline the significant change from measurement in 1/1,000 (one one-thousanth) of a second to 1/1,000,000,000 (one one-billitionth) of a second.
Measured Results
The results were quantified and the system was measured in terms of the aggregation levels of a given report.
Typically, a report is severely constrained in selection criteria to aide runtime performance, effectively removing scope from the user's ability to query the data.
Another measurement will be in terms of data compression. The source database tables were measured for index and data size and the compression of the data size calculated. As the data is stored in columnar form, the need for the index is removed. Finally, measurements in preparing the data for query including runtime of all background jobs, extracts, transformations, loads, aggregation and index in addition to query time will be compared to the replicated data and its query response time using the in-memory database.
The first of two use-cases accelerated a complex The hardware utilized was from one of several hardware vendors partnering with SAP to provide hardware capable of utilizing SAP HANA as an in-memory computing engine.
As discussed previously, disk-based hardware advancements have slowed, the cost of various system components have fundamentally changed and the user base along with the system administrator is faced with an ever increasing growth of data size and along with increasingly complex data with the result being slower and slower system performance.
The first of two use-cases accelerated a complex was installed and configured and the necessary replication of the SAP ERP source tables was established.
The initial load of data took as much as 120 hours due to CPU and RAM restrictions on an intermediate server.
Additional tuning and increased allocation of CPU and RAM on that intermediate server allowed subsequent loads to be completed on the same dataset in less than fourteen hours.
With this real-time replication established and these initial one-time loads, these datasets are now continually updated as the source database is changed, in real-time.
After some data modeling of these tables and development of a set of reports, query of the dataset using the SAP HANA in-memory platform was tested.
Previously, the dataset was accessible as a static result running each night. As is typical the dataset grew and as Using SAP HANA these constraints are removed and the user can now query the full dataset range.
As for data compression, the data set of approximately 40 tables on the disk-based database utilized 765 GB of total space and more than half of this space was attributed to index space (428.2 GB) while the data space accounted for only 336.3 GB. The 336.3 GB replicated to HANA now accounts for 108.2 GB of compressed data in memory.
The index space is not replicated to SAP HANA as the indexes are not necessary for the in-memory database.
As noted by Figure 2 , the total processing time of 1,131 minutes or 18.9 hours, which is the combination of background programs and data extracts to an external data warehouse system including the query response of the static report is now compared to the response time of less than 1 minute for the dynamic report. The dynamic report is now available in real-time, all day, every day and the user no longer has to wait each week to receive an aggregated, static report. This is a significant advantage over the previous approaches that did not utilize inmemory technology.
The second use-case utilized the improved read-rate performance to accelerate an existing table-set and performed a database call from an existing program with the table-set residing on SAP HANA instead of directing the database call to the disk-based database.
The secondary database connection to SAP HANA facilitated an accelerated read from existing standard and customized code. The accelerated read-rate performance yielded significant improvements even on unoptimized code.
As specified, the system had two ( compression to near 6x compression; overall this data set compressed 3x. When comparing the compressed data set in-memory to the data set including indexes on the traditional database the data compression for a given table may range from <1x compression to over 13x compression, overall this data set compressed 7x.
As outlined by Figure 3 improvement of 434x versus the baseline. And that is only the beginning of the story. By 2020, data will have grown another 44-fold. Only 25 percent of that data will be original. The rest will be copies [17] . In a survey of 237 respondents from a broad range of organizations 12% indicated they had installed an in-memory database in the last 5 years, 27% between 2 and 5 years ago, 24% between 1-2 years ago, 15% within the last 6 months to 1 year ago and 22% within the last 6 months.
Conclusions and the
The data indicates the technology has had some attention for nearly 5 years, and while it is still maturing to its potential it is certainly a technology worth further consideration whether it has been evaluated previously or not.
Adding to the problem of exploding data is the new reality of a declining benefit of investment on physical disks and an apparent limitation in the physics of spinning disks.
With the continued need for real-time mobile access to all of a companies' data, this convergence technology is creating the demand for innovative solutions such as inmemory computing.
