Abstract. In this paper, we propose a two species competition model in a chemostat that uses a distributed delay to model the lag in the process of nutrient conversion and study the global asymptotic behavior of the model. The model includes a washout factor over the time delay involved in the nutrient conversion and hence the delay is distributed over the species concentrations as well as over the nutrient concentration (using the gamma distribution). The results are valid for a very general class of monotone growth response functions.
x1. Introduction
Mathematical modeling has played a central role in many theoretical and experimental investigations of the chemostat, a device used for the continuous culture of microorganisms. A derivation of the basic chemostat equations:
( In model (1.1), S(t) denotes the concentration of nutrient and N i (t) denotes the density of the i -th population of microorganisms in the culture vessel at time t . The parameter V denotes the volume of the culture vessel and F denotes the intake/output ow rate so that F V is the dilution rate. The concentration of the input nutrient in the feed vessel is denoted by S 0 . The speci c growth rate for each population is assumed to be a function of the nutrient concentration and is denoted by p i ? S(t) : The consumption rate is given by pi ? S(t) ci , and hence is assumed to be proportional to the speci c growth rate, with constant of proportionality given by c i , called the growth yield constant. The culture vessel is assumed to be well-stirred, and species speci c death rates are assumed to be insigni cant compared to the dilution rate and are ignored.
The global analysis of these equations was given by Hsu, Hubbell and Waltman 25] and Hsu 24] , in the case of response functions of the Michaelis-Menten form, often called the Monod model (see 37] ). See Bulter and Wolkowicz 7] and Wolkowicz and Lu 47] for a global analysis involving a more general class of response functions. See also Smith and Waltman 40] for a review of mathematical results on the theory of the chemostat. The global stability properties of the steady states derived from model (1.1) have led to interesting ecological predictions (see 21] ). In particular, the model predicts that at most one population avoids extinction and that it is the relative values of the break-even concentrations that completely determine the outcome, dispelling the widely believed notion from classical competition theory (see Strobeck 42] ) that the outcome of competition is independent of the intrinsic rates of increase of the two species. As well, the model predicts that this qualitative outcome is independent of the growth yield constants. Motivated by the mathematical predictions in 25], Hansen and Hubbell 20] carried out experiments that seemed to demonstrate the usefulness of these break-even concentrations in predicting the qualitative outcome. On the other hand, they noticed that the losing population had a faster death rate in their experiments than the model predicted and that there seemed to be more oscillations in the transients. Tilman 45] provides interesting theoretical, experimental and correlational information on the chemostat.
Others have also noticed experimental deviations of a quantitative nature from theoretical predictions based on the Monod model. Jannasch and Mateles 27] and Veldkamp 46] mentioned that the yield constants in practise do not seem to be con-stant and pointed out that this might account for the discrepancy. This was extensively discussed in the work of Droop 14] who observed that, under nonequilibrium conditions, the nutrient concentration in the chemostat remained relatively high at low dilution rates, an anomaly that cannot be explained by the Monod equations. This led him to introduce the notion of an internal nutrient pool and the formulation of the variable-yield model. According to Droop, only the internal nutrient is immediately available for cell growth and passage of nutrient from outside to inside the cells introduces inevitable time delays. Thus the assumption that the external nutrient supply is instantaneously converted to biomass is a broad oversimpli cation and should (at least in part) account for the inadequacies of the Monod model in nonequilibrium situations. See Smith and Waltman 40] for a global analysis of this model.
The recognition of time delay in the growth response of a population to changes in the environment has led to extensive experimental and theoretical studies. To better t his observed data, Caperon 8 ] introduced a discrete delay as well as a distributed delay in one of the equations of the Monod chemostat model. The model used by Caperon 8] , however, allowed the nutrient concentration to take negative values. This problem with the model was corrected in Thingstad and Langeland 44] who adopted the original Monod model and incorporated a discrete delay in the species growth equation. Bush and Cook 6] considered the same discrete delay model, but with inhibitory growth response functions. In an attempt to analyse the existing laboratory data, MacDonald 31] considered distributed delay models and discussed them in terms of linear stability. Delays were also introduced in Droop's model by Cunningham and Nisbet 11] in order to understand the observed transient behavior following sharp changes in dilution rate. We refer to MacDonald 33] for a thorough survey of earlier work on chemostat models with time delay. See also, Freedman, So and Waltman 16] for a model that predicts that oscillatory coexistence of two competing species in a chemostat is possible. We remark that most of the delay models mentioned in this paragraph permit nontrivial periodic solutions when delays are increased beyond a threshold. This is not surprising, because time delay is often considered to be a source of oscillations. However, as MacDonald 33] points out, empirical evidence for sustained, undamped oscillations in simple chemostat experiments has been rather sporadic. One usually observes strongly damped oscillations under nonequilibrium conditions (see for example 8]). See Cunningham and Nisbet 11] for a discussion on the di culties involved in introducing delays in chemostat models.
Recent attempts have been made to incorporate delays more appropriately in chemostat models. In 17], Freedman, So and Waltman consider a di erent discrete delay model than the one they considered in 16] . What distinguishes this model from the earlier delay chemostat models is the inclusion of a washout factor over the time of the delay, and hence the delays appear simultaneously in the variables of nutrient and species concentrations. Using the same notation as in model ( The idea of taking into account the washout factor over the time delay in chemostat models is not new and was seen for example in Levin, Stewart and Chao 30] who studied a discrete delay competition model of bacteria (prey) and bacteriophage (predator) in the chemostat. Since delay occurs between the attack of bacteriophages and the appearance of new bacteriophages, only those bacteria and bacteriophages not washed out during the delay need to be considered. Even before that, Dietz, Molineaux and Thomas 13] included an approximation of the exponential factor (in fact, (1 ? D) ; where D is the death rate of the populations concerned and is the incubation period) in an epidemiological model of malaria. Because the lifetime of infective individuals may be shorter than the incubation period, the factor is needed to represent the approximate proportion of newly infected individuals who survive during the incubation period (see also Aron and May 1] and Bailey 2] ). MacDonald 33,34] also discusses this idea.
As is well-known, in many biological models, the assumption that the time delay is discrete as in model (1.2) is often an oversimpli cation. It is the purpose of this paper to propose and analyse a more realistic model in which a distributed delay is incorporated. The model is based on (1.1) and as suggested by MacDonald 33] , includes the washout rate in the delay kernel as in (1.2). We study the global asymptotic behavior of the solutions and draw conclusions about the e ect distributed delay has on the qualitative outcome of competition. We choose a special family of generic delay kernels, the gamma distribution, to model the delay. As for models (1.1) and (1.2), there are analogous parameters 1 and 2 depending on parameters in the delay kernel that completely determine the competitive ability of each species. As in models (1.1) and (1.2), provided the generic condition 1 6 = 2 holds, there is always at most one competitor population that avoids extinction, and all solutions eventually equilibrate. And as for model (1.2), reversal of the prediction of outcome compared to model (1.1) is possible for appropriate members of the family of delay kernels. As well, our computer simulations seem to indicate that the delay can in uence how quickly a population approaches extinction or how fast its concentration equilibrates. Solutions can also have slightly more transient oscillations than solutions of the instantaneous model. We thus believe that our model may more accurately mimic the dynamic behavior of pure and simple competition in the chemostat and hence help to explain some of the experimental discrepancies from previous theory. As well, it is interesting to note that it is possible to obtain models (1.1) and (1.2) as limiting cases of the model proposed here, and in this sense our model presents a unifying framework.
Distributed delay (or integrodi erential equation) models have been used in biological modeling since the work of Volterra (see Scudo and Ziegler 39] ) and they are considered to be more realistic than discrete delay models (see, for example, Caperon 8], Caswell 9] and May 35] ). The monographs of Cushing 12] and MacDonald 32] give excellent descriptions of models involving integrodi erential equations and discuss their mathematical analysis. However, there has been relatively little emphasis on including distributed delay in chemostat models (see Caperon 8] Kuang 28] ), there are few results on the global asymptotic behavior of such models in the chemostat (see Beretta and Takeuchi 3] for some interesting results on chemostat-like models with nutrient recycling). To the best of our knowledge, the results in this paper appear to be the rst global results on the basic chemostat model involving distributed delay. Our proofs are based on the linear chain trick technique (see MacDonald 32] ) and the Fluctuation Lemma (see Hirsch, Hanisch and Grabriel 23]). We avoid the local stability analysis and the theory of asymptotically autonomous di erential equations (see Thieme 43] ), that are often used in analysing chemostat models. This paper is organized as follows. The model is described in Section 2. In Section 3, we state the main results. The proofs are carried out in Section 4. Some observations based on computer simulations are given in Section 5. We conclude the paper with a discussion in Section 6. Finally, in the appendix we prove that models (1.1) and (1.2) Note that the presence of the washout memory factor in model (2.1) changes the equilibrium values for the corresponding ODEs model. Therefore, the equilibria E i ; i = 1; 2 di er from those when delays and washout e ects are ignored.
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x3. Statement of Results
In each of the theorems below, we assume that model (2.1) satis es (2.2){(2.4). Our results shall give a complete description of the global asymptotic behavior of model (2.1) under the generic condition 1 
The rst result states that if i for population x i is larger than the input nutrient concentration, that population approaches extinction whether or not there is a competitor. Thus the elimination of x i in this case has nothing to do with competition. Theorem 3.1 immediately implies the following global result that describes outcomes in which both populations are eliminated from the chemostat because the chemostat is an inadequate environment for either population to survive, rather than as a result of competition. As we will see in the proofs of Theorems 3.1-3.3, when only one population x 1 is cultured in the chemostat, the necessary and su cient condition for x 1 to survive is 1 < S 0 : The most interesting question is then whether both populations can coexist in the chemostat in the case that each population can survive in the absence of the other. In this case, we show that model (2.1) exhibits competitive exclusion and competition is the agent of elimination. 
x4. Proofs of the Results
We begin with the following elementary lemma due to Barb alat, which will be needed throughout this section. For a proof, see Gopalsamy 18] . ; we use (2.8) to obtain lim m!1 x 1 (t m ) = 0; contradicting > 0: Therefore lim sup t!1 x 1 (t) = 0 and the conclusion follows.
Proof of Theorem 3.2. We rst observe that by Theorem 3.1, lim t!1 x i (t) = 0 for i = 1; 2: De ne y i (t) and z j (t) as in (2.5). Then ? S(t); x 1 (t); y 0 (t); : : : ; y r1 (t); x 2 (t); z 0 (t); : : : ; z r2 (t) satis es (2.6). By using the boundedness of the solution, Lemma 4.1 and the equations in (2.6), it is not di cult to see that lim t!1 y i (t) = 0 for all i = 0; 1; 2; : : : ; r 1 and lim t!1 z j (t) = 0 for all j = 0; 1; 2; : : : ; r 2 : According to (2.8), we then obtain lim t!1 S(t) = S 0 : Therefore lim t!1 ? S(t); x 1 (t); x 2 (t) = E 0 :
To prove Theorem 3.3 and 3.4, we rst study system (2.6). By using (2.8), it su ces to consider the following reduced system of asymptotically autonomous di erential equations where we use the convention that P n j=m k j 0 if n < m: Thus, x 1 u r1+1 and x 2 v r2+1 : By using (4.6), we obtain a new system as follows To proceed further, we need the following useful lemma due to Hirsch, Hanisch and Gabriel 23]. In what follows, we assume that ? S(t); x 1 (t); x 2 (t) is an arbitrarily xed positive solution of (2.1) and y i (t); z j (t); u i (t); v j (t); i ; i ; a j ; b j are de ned as in (2.5), (4.6) and (4.8). Recall that y i (t); z j (t) and u i (t); v j (t) are all positive and satisfy (4.5) and (4.7), respectively.
The proofs of Theorems 3.3 and 3.4 will follow from the following ve lemmas. Proof. We rst show that Combining (4.12) and (4.13) then gives (4.9). The proof of (4.10) is similar and we omit the details. Proof. By (4.9), it su ces to show that 0 > 0: First, we prove that The rest of the proof is the same as that for Theorem 3.3.
x5. Observations and Numerical Simulations
In this section we make some numerical observations, based on computer simulations using Matlab, about the possible e ects of including delay in the conversion process in the basic chemostat model. In order for the simulations to be somewhat biologically meaningful, at least with respect to orders of magnitude, we used the data given for the rst two experiments done in Hansen and Hubbell 20] . The outcome of all of the simulations agreed with the theoretical predictions in this paper. In order to use the data given in 20], we simulated model (1.1) and model (2.6) without the yield constants scaled out. That is, throughout (2.6), x i (t) was replaced by N i (t) = c i x i (t); y i (t) was replaced by c i y i (t) and z i (t) was replaced by c i z i (t) . The equilibrium concentration of the surviving population is therefore given by N i = c i (S 0 ? i ) . All of the simulations done on model (2.6), represent solutions of model (2.1) for some choice of initial data.
We noticed some interesting characteristics of the solutions that were consistent in all of the simulations. We describe these observations below and illustrate them using the data from the second experiment done in Hansen and Hubbell for two strains of Escherichia coli. In order to focus on certain aspects of the solutions, the graphs are only shown for 150 hours. However, many of the simulations were done for 2000 hours at a tolerance of 10 ?12 to make sure that the convergence was as predicted. Table 1 .
The initial conditions, N i (0) were estimated from a graph given in Hansen and Hubbell. However, there was no indication of what S(0) was in their paper, so this was selected arbitrarily. In Figure 3 , in order to emphasize the point we wished to make, we were required to select a di erent value for S 0 : Since it was not possible to know the past history of the microorganisms used in the experiment of Hansen and Hubbell we chose the initial data (for t < 0 ) arbitrarily. Figures 1 (a) , (c) and 2 (a), (c), (e) were done using one choice for the initial data and Figures 1 (b) , (d) and 3 (b), (d), (f) were done using another. We rst make some general observations. Note that model (2.1) and hence model (2.6) approaches the discrete delay model (1.2) as a limiting case (see Appendix). The criteria for the prediction of the outcome given in this paper can approximate the criteria necessary for the outcome in the discrete delay case. To be more speci c, let us denote by i ( i ) the corresponding values for the discrete delay model (1.2).
For convenience, we assume that p 1 (1) and (2)) seem to show that it is the mean delay, rather than the order of the kernel that plays the most important role. On the other hand, the ODEs model (1.1) can also be thought of as a limiting case of the distributed delay model and it can be shown that if the mean delays in the distributed delay model (2.1) are su ciently small, then the predictions about whether a population survives or dies out will be the same as the predictions of the will be maintained. Hence it seems, at least qualitatively, that small mean delays can be neglected.
We now describe the numerical simulations. In Figures 1-3 , to distinguish N 1 (t) and N 2 (t) , use the relative values of N 1 (0) and N 2 (0) given in Table 1 Figure 1 seems to demonstrate that the order of the kernel does not play a very signi cant role and that an order of 40 may be a good approximation for the discrete delay case. As well, Figure 1 seems to show that although the initial data plays no role in determining the asymptotic outcome, it can a ect the initial transients and hence how long it takes for the culture to reach near equilibrium concentrations. Figure 1 (d) indicates that the order of the kernel could similarly a ect the initial transients, although as shown by Figure 1 (a), (b) , and (c), this need not generally be the case.
The second gure demonstrates the e ect of varying the mean delay i while holding the order of the kernels, r i xed. In order to make comparisons, the simulation with 1 = :5 = 2 appears in all of the graphs in Figure 2 . In Figures 2 (c) and (d) this simulation is compared with the simulation of the ODEs model. For the initial data in Figure 2 (c), the delay of 1 2 hour slowed down the convergence to equilibrium concentrations a small amount, whereas for the initial data in Figure 2 (d) , the delay increased the rate of convergence.
Figures 2 (a) and (b) illustrate the e ect of increasing the mean delay, of the losing strain for the ODEs model from 1 2 hour to 3 hours to 5 hours, while keeping the mean delay of the survivor for the ODEs model xed at 1 2 hour. In all of the simulations, the increase in the delay for the losing strain sped up the death rate of this strain. In the experiment by Hansen and Hubbell, they observed that the actual death rate was more rapid than the rate predicted by the ODEs model. Our simulations indicate that this could be accounted for if the mean delay of the losing strain was larger than that of the surviving strain. Figures 1 (a) and (c) were done using one set of initial data and Figures 1 (b) and (d) were done using another. The key to this gure is summarised in Tables 1 and 2.   TABLE 2. Run information and key for Figure 1 . On the other hand, Figures 2 (e) and (f) show the e ect of increasing the mean delay of the surviving strain according to the predictions of the ODEs model from 1 2 hour to 3 hours to 8 hours while keeping the mean delay of the losing strain according to the predictions of the ODEs model xed at 1 2 hour. The 3 hour delay for the surviving strain, signi cantly slowed down the death rate of the losing strain and the 8 hour delay resulted in a reversal in prediction of the outcome of the competition, that is the losing competitor for the ODEs model survived and the surviving competitor for the ODEs model approached extinction. This seems to be consistent with some experimental evidence. Tilman 45] reported experiments showing the dependence of the outcome of competition on temperature, and Halbach 19] did experiments that seem to indicate that the length of the time delay in growth response in laboratory populations is a function of controlled temperature. See also Herbert 22] for a discussion of the e ect of temperature on substrate uptake of microorganisms. Fig. 2 . The e ect of varying i while holding r i xed. Figures 2 (a), (c) , and (e) were done using one set of initial data and Figures 2 (b), (d) , and (f) were done using another. The key to this gure is summarised in Tables 1 and 3. TABLE 3. Run information and key for Figure 2 . . Perhaps making a better selection for the initial data could have had a similar e ect, but although it seems clear that the initial data a ects the transients, it is still unclear how to manipulate the transients by means of the initial data.
We make some nal remarks concerning the numerical simulations. Figures 1  and 2 demonstrate that the selection of the initial data does a ect the transient behavior. However, it is usually, if not always, impossible to know the life history of the microorganisms. Therefore it seems unlikely that this approach to modeling will ever yield a good predictor of the exact initial transient behavior for a speci c experiment. However, Figures 1-3 seem to indicate that it could well be delay that accounts for some of the discrepancies that have been observed between experiments and the predictions of the ODEs model, and that delay seems to have certain consistent e ects that can be used to enhance predictions, or to obtain information about the relative length of the delays in the conversion process for two di erent populations. In this paper, we studied a class of two species competition models in a chemostat. We included distributed delay to model the lag between the consumption of nutrient and the change in the concentration of the consuming populations. By using the linear chain trick technique and the Fluctuation Lemma, we determined the global asymptotic behavior.
The predictions based on the model involving distributed delay are similar to those for the corresponding chemostat model with discrete delay (see Ellermeyer 15] . In all of these models, all species concentrations eventually approach equilibrium concentrations and hence no nontrivial periodic solutions are possible. However, it must be remembered that the critical parameters 1 and 2 depend on the delay kernel chosen and so including delays in the model can change the relative values of the 's and hence the predictions about whether a population survives or dies out. Also, as proved in the appendix, the discrete delay model (1.2) and the ODEs model (1.1) can be thought of as limiting cases of the distributed delay model. In a recent paper, Wolkowicz and Xia 48] discussed discrete delay e ects on the predicted outcomes of competition. As in the case of the discrete delay model (1.2), distributed delay can also alter the predicted outcomes of competition. To be more precise, since i is a continuous function of i and the kernel order r i ; if we increase the mean delay i = ri+1 i ; it can be seen from (5.1) that the corresponding i will also increase. This, together with our results, implies that a species with smaller (0) value may lose the competition if its actual mean delay is su ciently large (see Figures 2 (e) and (f)). As a consequence, compared with the ODEs model, the distributed delay model (2.1) may give completely di erent predictions about whether or not a population survives.
Cooke and Grossman 10] point out that two models with parallel structure, one with discrete delay and one with distributed delay, may not exhibit the same qualitative behavior (see MacDonald 33] for a general discussion of the e ects of incorporating distributed delay in biological models). In theory, it is also possible for the predictions based on model (2.1) to di er from those given by the discrete delay model (1.2), since it is possible to arrange i and r i with i = r1+1 i in such a way that inequalities 2 ( 2 ; r 2 ) < 1 ( 1 ; r 1 ) < 1 ( 1 ) < 2 ( 2 ) < S 0 hold. Thus model (2.1) would predict population x 2 as the winner but model (1.2) would predict population x 1 as the winner. However, the numerical simulations seem to show that this inconsistency in predictions may not be likely in the chemostat. For example, (see Table 2 ), using the data from the second experiment of Hansen Table 3 ).
The results in this paper depend on the choice of the family of delay kernels (2.2), since this choice makes it possible to apply the linear chain trick technique. This form of distributed delay kernels has been widely used in biological modeling (see Cushing 12] , MacDonald 32] and the references therein) and seems to be the most useful family of reducible kernels (i.e. delay kernels that allow a distributed delay model to be converted to an equivalent system of ordinary di erential equations). Not only are these kernels mathematically convenient, but also linear combinations of them represent a generic class of distributed delay kernels (see Busenberg and Travis 5] ). As far as the local asymptotic stability is concerned, in 5], they showed that there always exists an appropriate reducible system that can be analysed instead of the actual (not necessarily reducible) delay di erential equations system. However, empirical evidence (see, for example, Caperon 8] ) seems to suggest that the nonreducible distribution should be used in parallel with the gamma distribution (2.2). In order to show the robustness of the global results we obtained, it is of practical importance to investigate the question of whether or not similar results hold for more general delay kernels. Unfortunately, the technique used in this paper cannot be used for general delay kernels, though it is possible to apply it in principle to linear combinations of members of the family of kernels (2.2).
It is not usually possible to know the past history of the microorganisms or the actual form of the delay kernel. As well, a particular member of the family of kernels (2.2) is at best an approximation. Therefore, it is not likely that i and r i have any real biological meaning. However, the quantitative as well as qualitative dynamic behavior of the model depends on the parameters i and r i in the delay kernels. As our computer simulations seem to indicate, it is the mean delay i = ri+1 this equilibrium equation, the mean delay i may be similar for all large i of these choices (our numerical simulations also con rm this; see Table 2 ), and so it might be possible to estimate the mean delay in this manner. The estimate could possibly be improved by repeating the experiment with the same culture but with a di erent dilution rate or input nutrient concentration. This also suggests another relatively simple approach for predicting the outcome of competition of two species in a chemostat, without even knowing the form of the response functions or the form of the delay kernels, that could easily be tested by experiments. The theory predicts that the relative values of the i 's determine the outcome and as mentioned above, that these i 's can be determined by culturing each population alone in the chemostat, using the appropriate feed concentration S 0 and dilution rate D; and then just measuring the equilibrium concentration of the nutrient. We refer to Wolkowicz and Xia 48] for a similar discussion on the discrete delay model (1.2).
On a more qualitative level, the numerical simulations ( Figure 2 ) seem to demonstrate that if the death rate, observed in experiments, of the losing population is slower than predicted by the ODEs model, one might suspect that the mean delay in the conversion process of the surviving population is relatively long compared to the mean delay of the losing population. On the other hand, if the actual death rate of the losing population is much faster than predicted by the ODEs model, one might suspect that the mean delay in the conversion process of the surviving population is relatively short compared to the mean delay of the losing population. As well, delay may account for more oscillations in the initial transients. Thus, functionals (1) and (2) In what follows, we use Theorems A and B to show that the discrete delay model (1.2) and its corresponding ODEs model are limiting cases of model (2.1). By using the standard notation for functional di erential equations (see, for example, Burton 4] and Kuang 28] ), we rewrite model (2.1) in the form (10) x 0 (t) = H ;r (x t ) where x(t) = ? S(t); x 1 (t); x 2 (t) 2 R 
