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Abstract--The linear fractional programming (LFP) algorithms attempt to optimize a quotient of two 
linear functions subject to a set of linear constraints. The existing LFP algorithms are problem dependent 
and none is superior to others in all cases. These algorithms explicitly require: (i) the denominator fthe 
objective function does not vanish in the feasible region; (ii) the denominator f the objective function 
is positive; (iii) the feasible region is bounded. Moreover, some of these algorithms fail whenever: (iv) some 
constraints are redundant. We present a simplex type algorithm which is compact and efficiently detects 
conditions (i)-(iii) and relaxes assumption (iv). The proposed algorithm isevolutionary in the sense that 
it builds up in a systematic manner to solve any LFP type problems. Numerical examples illustrate the 
algorithm. 
1. INTRODUCTION 
Many non-linear mathematical programming applications involve optimizing a quotient of two 
linear functions ubject o a set of linear constraints. It has been recognized that strong results are 
obtainable by using special techniques, of linearfractionalprogramming (LFP) rather than applying 
the general theory of non-linear programming. Some well-known application areas include: the 
cutting stock problem, ship scheduling and Markov chain decisions. 
Craven [1] showed that LFP could be applied to the problem of cutting rolls of papers into 
smaller rolls of specified size and numbers, in such a way as to minimize the ratio of wastage to 
useful output. Earlier, Bitran and Novaes [2] advanced similar formulation for ship scheduling 
where the goal is to maximize the ratio of profit per journey to total journey time subject o a set 
of linear constraints. Still earlier work by Fox [3] and Klein [4] showed that LFP is applicable to 
Markov chain decisions; the problem of finding minimum cost policies for the management of 
stochastic systems under Markovian assumptions. Finally, Craven [5] surveys numerous appli- 
cations of LFP and provides an extensive bibliography. The general LFP problem can be stated 
as follows. 
Problem LFP: 
Maximize 
Subject to 
and 
h ' .X  +ot 
f (X )  = g' .x+fl" 
A "X~a,  
B "X>~b, 
E 'X=e,  
X~>0, 
where the matrices A, B, E, as well as the vectors h, g, a, b and e, have appropriate dimensions 
while ~ and fl are scalars. Without loss of generality we assume that a, b and e are non-negative. 
Various authors e.g. Charnes and Cooper [6], Isbell and Marlow [7], Mortos [8], Wolf [9] and 
Anstreicher [10] have evolved algorithms for solving LFP problems. All these algorithms tart with 
the following three assumptions: 
(1) the denominator o f f (x )  does not vanish in the feasible region; 
(2) the denominator o f f (x )  is positive; 
(3) the feasible region is bounded. 
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Furthermore there is an implicit assumption i these algorithms i that: 
(4) all constraints are non-redundant. 
Wagner and Yuan [11] have shown the equivalence ofthe method of Charnes-Cooper and Mottos. 
Mond [12] examined the case of unbounded feasible region and concluded that the Isbell-Marlow 
method fails and Mortos may not, while the Charnes-Cooper method is superior in the sense that 
it always gives an optimal solution. Stancu-Minasian [13] has some computational evidence that 
for bounded feasible regions, Isbell-Marlow is superior in the sense that it may reach an optimum 
in fewer iterations. Verma et al. [14] compare the methods of Charnes-Cooper and Mortos by 
dropping the first assumption. They define "bad points" as the points at which a given linear 
fractional program fails to have any solution even though the feasible region may be neither 
unbounded nor empty. They conclude, with the help of illustrations, that the Charnes-Cooper 
method does not identify any bad point (which may exist) but reaches it indirectly as a 
"limiting end" of a feasible ray. On the other hand the Mortos method identifies the "bad point" 
directly whenever it exists at a vertex of feasible region, but fails whenever the "bad point" is 
elsewhere in the feasible region. The goal of this paper is to develop an algorithm with the following 
features: 
(a) to detect he existence of any bad point; 
(b) to detect he sign of the denominator; 
(c) to identify the existence of any redundant constraints; 
(d) to solve problem LFP. 
Early detection of the "dependent constraint" redundancy defined by Bazuraa nd Jarvis [15] saves 
space and reduces complexity. We do not consider other types of redundancy discussed by Karwan 
et al. [16]. To the best of our knowledge all existing linear fractional algorithms use conventional 
simplex in which redundancy may cause "near cycling" even when artificial variables are 
introduced. Although various algorithms exist to identify such redundancy (see e.g. Ref. [16]), 
neither the problem nor its resolution is even mentioned in the linear fractional literature. The 
proposed algorithm detects and removes this redundancy with ease. 
The overall strategy breaks the problem into three sub-problems described in Sections 2-4. The 
following overview shows the rationale of the three sub-algorithms and aggregate 14 steps. 
I. Identify existence of any bad point or redundancy (Steps 0-4) 
Steps 0-2. Develop the initial tableau. 
Step 3. Creates a vertex close to the bad point, if any. 
Step 4. Pulls back to a feasible vertex if we overshot. 
2. Determine the sign of the denominator (Step 5) 
3. Solve the equivalent LFP problem (Steps 6-15) 
Step 6. Establishes the initial tableau. 
Step 7. Constructs a complete basic variable set. 
Step 8. Checks for the complete basic variable set. 
The next two steps check for optimality condition (Opt) and feasibility condition (Feas). Five cases 
arise. 
Step 9. Checks optimality condition (all Cj <<. 0). 
Step 10. Checks feasibility condition (r.h.s. I> 0). 
Steps 11-15. Treat the respective case as follows (where U = condition unsatisfied, 
S = condition satisfied, and . . . . .  = don't care): 
Opt Feas 
Step I 1 U S 
Step 12 U U 
Step 13 S 
Step 14 S , U 
Step 15 S S 
Pursues ordinary simplex iteration 
Converts U, U to S, ~.  
Checks for feasibility 
Pursues dual simplex iteration 
The problem is optimal. Check for unboundedness, and multiple solutions 
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Successful termination is secured by Steps 11, 14 and 15. 
Section 2 presents an efficient abular simplex type algorithm to identify the existence of any "bad 
points" as well as any redundant constraints. In the absence of the bad point, Section 3 provides 
a means to detect he sign of the denominator ff(x). Section 4 is devoted to solving LFP. Finally, 
Section 5 presents conclusions and indicates ome directions for future research works. 
2. EFFICIENT IDENTIFICATION OF ANY "BAD POINT" 
As discussed in the previous ection, some currently available algorithms for solving the LFP 
problem fail to identify the existence of the bad points defined as any member of set K: 
K= {X IA 'X  <<.a, B .X  >~bl E .X  =e, g ' .X  + [3 =0, and X>~0}. 
It is desirable to identify the existence of a bad point at the very outset. Lack of any algorithm 
for this purpose was recognized by Verma et al. [14]. This section provides an efficient and rapid 
algorithm to check that K = 0, is empty. We introduce an auxiliary bad point problem which 
involves an ordinary LP problem which is feasible only if a bad point exists in the original LFP 
problem. 
Problem BP: 
Maximize c. 
Subject o 
A.X<<,a, B.X>>,b, E .X=e,g ' .X+[3=O,  and X~>0, 
where c is any arbitrary constant (or any linear function variable). Our algorithm will work for 
c = 0. However, if one wishes to solve BP with for example LINDO c must be a variable. 
Algorithms for this problem are well-known however we present a new one adapted from 
Arsham [17]. In lieu of artificial variables it uses the concept of an "open row" which are candidates 
to add to and eventually complete a basic variable set. The advantages of this approach are 
simplification and efficiency gained from not requiring artificial variables, penalty terms. Finally 
the computation of C/ -  Z: becomes merely another ow in the Gaussian operation rather than a 
separate operation. The algorithm has three phases. Phase I constructs the initial tableau. Here, 
some variables, such as slack variables, will already be in the basic variable set (BVS). Phase II 
uses a "restricted simplex criteria" to complete the BVS set by concentrating onthe "open subset" 
of the tableau. Phase III determines feasibility of the auxiliary problem, which implies the existence 
of a bad point. 
Algorithm to Detect Bad Points 
Phase L Initialization 
Step 0. Formulate the auxiliary problem (problem BP). 
Step 1. Introduce slack or surplus variables to convert all inequality constraints 
(except non-negativity) into equality constraints. 
Step 2. Construct the initial tableau. 
2(a) Identify basic variables and label the rows associated with them. Rows 
not associated with a basic variable are labelled with "?" and are 
considered "open". (Initially, at least all slack variables will be basic 
variables.) 
2(b) Label the right-hand side column as r.h.s.1. Add another column, 
labelled r.h.s.2, which is a 1 in the last row and zero for all other 
elements. (The usefulness of column r.h.s.2 is presented in Step 6.) 
Samples of such initial tableaux occur in the numerical examples at the 
end of this section. 
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Phase 11. Generating a vertex in the neighborhood f the bad point 
Step 3. Generate a complete basic variable (BV) set by using a series of Gaussian 
pivot operations elected as follows: 
3(a) If there are no "open rows", the basic set is complete, go to Step 4. 
ELSE proceed to Step 3(b) to select a pivot element. 
3(b) Choose the pivot column (PC). It must be associated with a Xj not 
already in the basis (priority is given to those Xj which are in the 
constraint g'X + fl = 0). If several such Xj exist, choose the one with 
the smallest non-negative column ratio (CR), (r.h.s.1/PC). If all open 
row CRs are negative choose the one with smallest absolute value. In 
any case break ties arbitrarily. 
3(c) If all elements in any row are zero, we have one of two special cases. 
If r.h.s.1 element is non-zero the auxiliary problem is infeasible, and 
there is no bad point. Therefore we can proceed to determine the sign 
of the denominator in Step 5(b). If r.h.s.1 element = 0 this row 
represents a redundant constraint. Delete this row and also delete the 
related constraint from the LFP problem. Then return to Step 3(a) to 
find a pivot term. 
Otherwise pivot and return to Step 3(a). 
Phase III. Feasibility of the bad point 
Step 4(a) Are all r.h.s.1/> 0 in the current ableau? If yes, problem BP has a solution 
which implies the fractional programming problem contains at least one 
bad point which is given by the current ableau. 
4(b) If the current point is infeasible we must determine whether it is possible 
to pivot to a feasible vertex. We use dual simplex type criteria to select 
the pivot element. Select the row having smallest r.h.s.1 element. Then 
select the non-basic column having the smallest positive CR element 
among all non-basic olumn candidates. 
4(c) If there is no incoming variable, stop. Problem BP is infeasible which the 
LFP problem has no bad point. OTHERWISE, generate the next tableau 
and return to Step 4(a). 
Steps 1-4 use a push-pull strategy. Step 3 pushes toward the bad point (if any) by giving priority 
to X~ which are in the equality constraint g'X + fl = 0, while maintaining feasibility. 
The last variable to enter in the BV set forms a vertex which may not be feasible but it is very 
close to the bad point (if any). 
Step 4 pulls back (if necessary) toward the bad point (if any). 
The following two propositions ensure that this algorithm always terminates successfully. 
Proposition 1 
If there is any bad point, Step 3 always generates a complete BV set which may be infeasible. 
Proof Proof that a BV set can be generated follows by contradiction. The occurrence of 
infeasibility indicates that we may have pushed too far toward the bad point (if any) and have 
passed it. 
Proposition 2 
If the BV set is complete, and at least one right-hand side is negative, then there must be at least 
one negative coefficient in that row unless K is not empty. 
Proof Proof follows by contradiction since all variables are non-negative. 
Numerical Examples 
Most of the following LFP problems are from Ref. [14]. 
A complete algorithm for LFP 
Example 1 
Is there any bad point for the following problem? 
Maximize  
Subject to 
2XI + 3X2 - 4 
3Xi - 2X2 - 1 
x, +x~> 2, 
x,.<2, 
x:.<2, 
x , ,  xs >~ o. 
15 
Phase I. Initialization 
Introducing slack or surplus variables, problem BP for this example is: 
Maximize c. 
Subject o 
X, + X , -  X3= 2, 
X,+X,=2,  
Xs+Xs=2,  
3Xl  - -  2X2  = 1, 
Xls Xs, X3, X4, Xs ~ O. 
The initial tableau is 
BV X, X 2 X 3 X4 Xs r.h.s.I r.h.s.2 
? 1 I - I  0 0 2 0 
X 4 I 0 0 I 0 2 0 
X s 0 I 0 0 I 2 0 
? 3 -2  0 0 0 I I 
cj o o oo  o 
Phase II. Generating a vertex 
The variables in the denominator, X~ and X:, become the candidates toenter. Let us choose Xs. 
The CR test locates it in the first row. After pivoting we have: 
BV X, X2 X3 X4 Xs r.h.s.l r.h.s.2 
X 2 I I - I  0 0 2 0 
X 4 I 0 0 1 0 2 0 
Xs -1  0 1 0 1 0 0 
? 5 0 -2  0 0 5 I 
cj oo  oo  o 
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The next variable to enter is XI its location is the only empty row, the fourth row. Generating the 
next tableau we have: 
BV X, X 2 X~ X 4 X s r.h.s.I r.h.s.2 
X2 0 1 -3/5 0 0 1 -1/5 
X4 0 0 2/5 1 0 1 -1/5 
x5 0 0 3/5 0 l l 1/5 
X 1 1 0 --2/5 0 0 1 I/5 
Cj 0 0 0 0 0 
Phase III 
This is a final tableau, indicating a bad point, X1 = 1, X2 = 1. The Mortos method does not 
recognize any bad point for this problem while Charnes and Cooper recognize the bad point only 
as a "limiting end", see Verma et al. [13] for details. 
Example 2 
Is there any bad point in the following problem from Craven [1]. 
Maximize 
)(1 +2X2 
X,-X2 
Subject to 
X l -X~> 1, 
X~ +X2 ~< 2, 
x,,x~ >~ o. 
Clearly, the first constraint indicates that there is no bad point. However, we follow the BP 
algorithm. 
Phase I 
Following Steps 0 and 1, the auxiliary LP problem is: 
Maximize c. 
Subject to 
Phase H 
The initial tableau is: 
Xl - X2-  X3= l, 
Xl+X2+X4=2,  
Xl -  X2 = 0, 
x, , x2, x3, x~ >~ o. 
BV ~ ~ ~ ~ r.h.s.I r.h.s.2 
? 1 - 1 - 1 0  I 0 
~ 1  1 0 1  2 0 
? 1 - - 1 0 0  0 1 
~o ooo  
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The variables X~ and ,!"2 are candidates to enter. Let us choose Xt. The CR test locates it in the 
third row, after pivoting we have: 
BV Xl X2 X3 X4 r.h.s.l r.h.s.2 
? 0 0 --1 0 1 --1 
X 4 0 2 0 ! 2 - !  
X t I - 1 0 0 0 1 
cj o o oo  
The next variable to enter is X3, its location is the only empty row, i.e. the first row. Generating 
the next table we have: 
BV X I X 2 X 3 X 4 r.h.s.l r.h.s.2 
X 3 0 0 1 0 -1  1 
X4 0 2 0 1 2 -1  
X t 1 - 1 0 0 0 1 
cj o oo  o 
Phase III 
The variable to exit is X3 but there is no variable to enter. Thus this problem has no bad points. 
Example 3 
Is there any bad point for the following problem? 
Maximize 
Subject to 
Problem BP is: 
Maximize c. 
Subject to 
The initial table is: 
2+Xt  +3X2 
1 +2X1 +X2" 
XI~<I, 
x,,  x2 >~ o. 
XI+X2+X3=2, 
X~ +X4= 1, 
2X~ + X2 = - 1. 
BV X t X 2 X 3 ,!"4 r.h.s.l r.h.s.2 
X 3 1 1 l 0 2 0 
X~ [ 0 0 1 I 0 
? 2 I 0 0 -1  1 
cj o o o o 
The variable to enter is X1 its location is third row. The next table is: 
BV X t X 2 X3 X4 r.h.s.l r.h.s.2 
X 3 0 I/2 1 0 5/2 -1/2 
X, 0 -1 /2  0 I 3/2 -1 /2  
X~ I 1/2 0 0 -1 /2  1/2 
cj o o o o 
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The negative r.h.s. 1 indicates that X~ should go out. But there is no incoming variable, thus this 
problem is free from any bad points. 
Example 4 
Redundancy 
Maximize 
Subject to 
4X~ + 2X2 + X3 
x, + x2 
X~ + X2 + X3= 2, 
2X~ + X3=2, 
2X2+X3 = 2, 
x~, x~, x3 >_. o. 
Clearly one of these constraints is redundant. 
BV Xi )(2 )(3 r.h.s.l r.h.s.2 
? I I I 2 0 
? 2 0 1 2 0 
? 0 2 1 2 0 
? (1) I o 0 I 
cj o o o 
The initial table is: 
Incoming variable is either X~ or X2. Let us choose X~, its location is the last row, the pivot element 
is enclosed by a bracket: 
BV X I X 2 X3 r.h.s.I r.h.s.2 
? 0 0 I 2 - I  
? 0 -2  I 2 -2  
? 0 (2) I 2 0 
X I I 1 0 0 1 
c~ o o o 
Now X2 comes into the third row: 
BV X I X 2 X 3 r.h.s.l r.h.s.2 
? 0 0 (I) 2 - I  
? 0 0 2 4 -2  
x2 o i i/2 i o 
X I 1 0 - -  1/2 - I 1 
c s o o o 
Now X3 comes into the first row: 
Delete the redundant constraint: 
BV X I X 2 X 3 r.h.s. 1 r.h.s.2 
X 3 0 0 1 2 -1  
? 0 0 0 0 0 
X2 0 1 0 0 1/2 
X I t 0 0 0 I/2 
cj o o o 
BV X I X 2 X 3 r.h.s. I r.h.s.2 
)t" 3 0 0 1 2 -1  
x 2 0 I 0 0 1/2 
X t 1 0 0 0 I/2 
cj o o o 
has a bad point at X~ = 0, X2 = 0, X3 = 2. Note that Example 4 would be infeasible if we change, 
e.g. the right-hand side of the second row to any number other than 2. 
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3. DETERMINATION OF THE SIGN OF THE DENOMINATOR 
This section identifies the sign of the denominator (SD) in the objective function in the absence 
of any bad point. The following proposition is obvious. 
Proposition 3 
In the absence of any bad point, the last table in Phase III of the BP algorithm has at least one 
negative right-hand side. 
SD Algorithm 
Step 5(a). Eliminate the last row of the final table, i.e. the row related to constraints 
g'X + fl = 0, from Phase III of BP algorithm (i.e. from Step 3). 
If all remaining r.h.s. 1 >/0, then insert the current solution into the denominator to determine the 
sign of denominator. 
Otherwise 
Step 5(b). Start BF algorithm afresh, without he last row. Generate a basic feasible 
solution (using Steps 1-4). Plug this solution in the denominator to 
determine the sign of denominator. 
Example 5 (continuation fExample 2) 
Find the sign of X~- X2. 
Step 5. Not considering the last row of the last table in BP algorithm for this 
example, we see at least one r.h.s. < 0, therefore start afresh the BP 
algorithm (without he last row). Notice that the r.h.s.2 is dropped. The first 
table is: 
BV X I X 2 X 3 X 4 r.h.s.I 
? 1 - - I  --1 0 1 
X 4 l 1 0 I 2 
cj o o oo  
As before, enter X~ or X2. Let us choose X~, the only "open row" is the first row. Generating the 
next tableau: 
BV X I X 2 X 3 X 4 r.h.s.l 
X I I -1  -1  0 I 
X, 0 2 1 1 1 
cj o o oo  
STOP, a feasible point is found, i.e. X~ = 1, X2 = 0, X3 = 0, X4 = 1. Plug this solution in the 
denominator, the result is hence X~ -X2 = 1 > 0. 
Example 6 (continuation fExample 3) 
Dropping the last row of the last table in BP solution in Example 3, we realize that the solution 
is feasible, i.e. X~ = 0, X: = 0. Plug this solution in the denominator we get 1 > 0. Thus the 
denominator is positive throughout the feasible region. 
4. SOLUTION OF A L INEAR FRACTIONAL PROGRAM 
Assume for a given LFP there is no bad point, and the sign of the denominator is positive 
(otherwise multiply both numerator and denominator by -1 ,  then proceed) then we have the 
following. 
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Proposition 4 
The LFP problem is equivalent to the following linearized problem: problem ELFP. 
Problem ELFP: 
Maximize 
Subject o 
h 'Y+~ .P.  
AY -aP  ~<0, 
BY - bP >1 0, 
EY - eP = 0, 
g 'Y+[ J 'P= l ,  
Y~>0, P>0.  
Provided (Y, 0) is not feasible for the ELFP problem and the coefficient matrix is full rank. 
Proof. Proof follows by considering the following one-to-one transformation: 
P= I / (g 'X  + [3) and Y= X .  P. 
This transformation is known as the Schaible transformation, see e.g. Ref. [1]. 
Algorithm ELFP  
Step 6. In the BP algorithm go back to the latest table in which all r.h.s.1 1> 0. 
Modify it as follows: 
6(a) Replace the row C 2 with the coefficient of objective function of ELFP. 
6(b) Change the sign of the column r.h.s. 1 and take the column r.h.s. 1 
inside the body of the table, this column is the column of variable 
P. The r.h.s.2 is the r.h.s, for this table. Rename X variables to Y 
variables. 
6(c) Update row Cj (w.r.t. the existing BVs) if needed. 
Step 7. Generate a BV set (not necessarily feasible) as follows: 
7(a) The first variable to enter is P, its position is the row having smallest 
positive CR (if possible). 
7(b) Generate the next tableau. (Note that P must be kept as a BV 
throughout this algorithm.) 
Step 8. IF the BV is complete GO TO Step 9. 
Otherwise 
8(a) Bring in the variable with the largest C 2. 
8(b) Is Yj the last variable to enter? If yes enter it into the empty row and 
generate the next tableau [if impossible to pivot, go to Step 8(a) and 
choose the next variable]. Go to Step 9. If not, its row position is the 
row having smallest non-negative CR. 
If no non-negative choose the one with the smallest absolute value. 
Generate the next tableau and go to step 8. 
Step 9. If all C 2 <~ 0 GO TO Step 13, OTHERWISE Step 10. 
Step 10. If all r.h.s. 1> 0 GO TO Step 11, OTHERWISE Step 12. 
Step 11. Select pivot element. 
l l(a) Identify incoming variable (having largest Cj). 
l l(b) Identify the outgoing variable (having smallest non-negative CR, 
unbounded solution, otherwise), generate the next tableau and go to 
Step 9. 
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Step 12. Add the artificial constraint XYj + S = M to the table, with S as a basic variable, 
where M is an unspecified sufficiently large positive number, Yjs are the current 
non-basic variable. Then enter Yj with largest Cj and exit S. Generate the next 
tableau and RETURN to Step 9. 
Step 13. IF all r.h.s. I> 0 THEN GO TO Step 15 OTHERWISE Step 14. 
Step 14. Identify the outgoing variable (smallest right-hand side). Identify the incoming 
variable having smallest positive row ratio. Generate the next tableau and 
RETURN to Step 13. 
Step 15. This is an optimal solution, find out all multiple solutions (if number of Cj equal 
zero exceeds number of BVs). Obtain the optimal solution LFP by inverse 
transformation. If at least one of the Xj is function of M the solution is unbounded. 
Proposition 5
Following Step 12 all Cj become non-positive and remain so. (See Ref. [15], p. 265 for proof.) 
Proposition 6 
Step 14 provides an incoming variable. Proof follows by contradiction, i.e. if this is not the case 
the problem has a bad point which is contradictory. 
Example 7 (continuation ofExample 5) 
The ELFP for this example is: 
Maximize 
Subject o 
Yt +2Y2. 
Y, - Y2 - P >~ O, 
Y~ + Y2- 2P <<,0, 
Y , -  Y2= l, 
Y1, Y2 >>- O, 
P>0.  
Step 6. The latest table with all r,h.s.l >t 0 in 
Bv Y, r~ r3 Y, 
? 0 0 --I 0 
Y4 0 2 0 1 
Yl I -1  0 0 
C/ 1 2 0 0 
BP phase is modified 
P r.h.s. 
- I  -1  
-2  -1  
0 1 
0 
Step 7. Updated: 
Cj 0 3 0 0 0 
Step 8. Enter P, its location is the first row: 
BV YI Y2 Y3 Y4 P r.h.s. 
P 0 0 1 0 
Y4 0 2 2 1 
Yi 1 - 1 0 0 
cj o 3 o o 
l 1 
0 1 
0 1 
0 
YI Y2 Y3 Y4 P r.h.s. 
Step 9. Enter Y2, outgoing 
BV 
P 
r2 
r, 
cj 
variable is I:4, generate the next tableau: 
0 0 I 0 | I 
0 1 I I/2 0 I/2 
I 0 1 I/2 0 3/2 
0 0 -3 -3/2 0 
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STOP. It is optimal with Yt = 3/2, Y2 = 1/2, Y3 = 0, Y4 = 0, P = 1. In terms of X, 
we have X~ = 3/2, )(2 = 1/2, and the optimal value is 5/2. 
Example 8 (continuation of Example 6) 
Step 6. The ELFP for this example is 
Maximize 
Step 7. 
Step 8. 
Step 9. 
Subject to 
YI + 3 Y2 + 2P. 
The last table in BP 
YI + Y2-  2P <<. O, 
Y , -P<~O,  
2 Y, + Y2 + P = I, 
Y~>0, Y2>~0, P>0.  
with all r.h.s.1 i> 0 is modified: 
BV Yi }'2 Y3 Y4 P r.h.s. 
Y3 1 1 I 0 -2  0 
I"4 1 0 0 1 - I  0 
? 2 1 0 0 1 1 
Cj 1 3 0 0 2 
Bring P into the last row 
BV YI Y2 Ya Y4 P r.h.s. 
]"3 5 3 I 0 0 2 
)'4 3 1 0 1 0 I 
P 2 I 0 0 I I 
Cj -3  1 0 0 0 
I"2 comes in, Y3 goes out. Generate the next tableau 
BV YI Y2 Y3 Y4 P r.h.s. 
Y2 5/3 1 1/3 0 0 2/3 
I"4 4/3 0 -- I/3 1 0 I/3 
P 1/3 0 -- 1/3 0 1 I/3 
Cj -14 /3  0 -1 /3  0 0 
STOP. Optimal solution is Y~ = 0, Y2 = 2/3, with P = 1/3. In terms of Xs we have 
Xi = Yi/P = O, )(2 = Y2/P = 2, and optimal value is 8/3. 
5. CONCLUDING REMARKS 
The existing LFP algorithms, for two excellent comparative studies see Bhatt [18] and Verma 
et al. [19], explicitly require: 
(i) the denominator f the objective junction does not vanish in the feasible region; 
(ii) the denominator of the objective function is positive; 
(iii) the feasible region is bounded. 
Moreover, some of these algorithms fail whenever 
(iv) there is redundancy among the constraints. 
This paper presents a simple approach to identify the bad points, the sign of the objective function 
denominator, any redundancy in the constraints, and finally to solve the fractional linear programs. 
This new algorithm incorporates, in an efficient way, parts of simplex and parts of the dual simplex 
without using artificial variables. Simplex criteria modified to select only open rows not already 
assigned to a BV, this strategy pushes toward the desired point (a bad point in the BP algorithm 
and optimal point in the ELFP algorithm), and sometimes past it into non-feasibility. The second 
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part, if needed, pulls the solution back to feasibility using the dual simplex type criteria. The 
strategy is to first move towards the smallest denominator. If this is zero, we have detected a bad 
point. If negative we can change sign. Finally, if non-zero, the small denominator puts us close 
to the maximum (optimal solution of the LFP). 
The complete algorithm involves three sub-problems. With some caveats, each can be solved with 
a conventional package like LINDO [20]. 
BP Problem. Can be solved by using a dummy objective function, c (c is a variable). 
Note that conventional simplex may fall into "near cycling" because of a failure to 
recognize redundancy. 
SD Problem. Can be handled in the same way with the same caveat as above. 
ELFP Problem. The conventional simplex can solve the ELFP. Since there is a real 
objective function, there is no need for a dummy. However, the potential problems 
from redundancy remain. 
Further areas of research include an adaptation of the algorithm to solve the fractional 
complimentary Problem, see e.g. Charma and Goswami [21]. Another extension of this paper would 
examine computational behavior for large-scale problems. At this point, the reader is asked to solve 
his/her own class-room problems by applying this algorithm as a final measure of evaluation. 
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