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Spin-wave excitations in the SDW state of iron pnictides: a comparison between the roles of
interaction parameters
Dheeraj Kumar Singh∗
Harish-Chandra Research Institute, Chhatnag Road, Jhunsi, Allahabad 211019, India and
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We investigate the role of Hund’s coupling in the spin-wave excitations of the (pi, 0) ordered magnetic state
within a five-orbital tight-binding model for iron pnictides. To differentiate between the roles of intraorbital
Coulomb interaction and Hund’s coupling, we focus on the self-consistently obtained mean-field SDW state
with a fixed magnetic moment obtained by using different sets of interaction parameters. We find that the
Hund’s coupling is crucial for the description of various experimentally observed characteristics of the spin-wave
excitations including the anisotropy, energy-dependent behavior, and spin-wave spectral weight distribution.
PACS numbers: 74.70.Xa,75.30.Ds,75.30.Fv
I. INTRODUCTION
Iron-based superconductors are prototypes of moderately
correlated1,2 and multiorbital systems exhibiting unconven-
tional superconductivity(SC).3 A close proximity of the su-
perconducting phase to the antiferromagnetic (AFM) phase4,5
indicates a crucial role of the spin fluctuations like in the
cuprate superconductors. The pairing mediated by the spin-
fluctuations has been a subject of intense investigation both
theoretically and experimentally.6,7 An experimental signa-
ture of the role of spin-fluctuations, for instance, can be ob-
tained in the form of change in magnetic-exchange energy
involved in the transition from the normal to the supercon-
ducting state, which can then be compared with the supercon-
ducting condensation energy. The magnetic-exchange energy,
on the other hand, can be estimated from the measurements
of the spin excitations that yields information regarding the
exchange coupling present in the system.8,9 Therefore, it is of
much importance to comprehend various characteristics of the
spin excitations for gaining insight into the mechanism of the
Cooper pair formation.
Parent compounds of iron pnictides exhibit a spin-density
wave state with ordering wavevector Q = (pi, 0), which in-
volves parallel ferromagnetic chains running along y direc-
tion while being coupled to each other antiferromagnetically
along x.10 This particular spin arrangement arises due to the
significant nesting present between the circular hole pockets
at Γ and the elliptical electron pockets at X in the Fermi sur-
faces (FSs) of the unfolded Brillouin zone corresponding to
one Fe atom per unit cell.11–18 Existence of the Fermi sur-
faces in the SDW state,14,16 metallicity19,20 and small mag-
netic moments21,22 with largest being≈ 1µB found in 122 se-
ries supports the nesting based scenario. However, experimen-
tal investigation carried out by the inelastic neutron scattering
(INS) measurements reveals remarkably high-energy scale of
the spin-wave excitations, which are sharp, highly dispersive,
and can extend up to energy∼ 200 meV.23–27
The spin-wave dispersion can be described within conven-
tional Heisenberg model with highly anisotropic exchange
couplings.28 However, such a description suffers from the lim-
itation that it cannot explain the spin-wave damping resulting
from the particle-hole excitations in the metallic SDW state.
The limitation may be overcome by considering additional
terms which account for the bandstructure and coupling be-
tween the electron spin and the local spin through Hund’s
coupling.29 Various studies give an estimate of the intraor-
bital Coulomb interaction (U ) to be U /W ≈ 0.25, where W
is the bandwidth.2,30 Therefore, plausibly a completely itin-
erant approach is best suited to describe the spin excitations
in these materials. Within the latter approach, excitonic31
and orbital32,33 models have been frequently employed to in-
vestigate the spin-wave excitations. A comparative analysis
of these two models while considering a two-orbital model
has also been carried out, where excitations were found to be
heavily damped away from the ordering wavevector Q in the
latter.33
Standard on site interaction includes two important param-
eters - intraorbital Coulomb interaction U and Hund’s cou-
pling J . The correlation effect due to U involves the suppres-
sion of charge fluctuations whereas that due to J pertains to
the unscreened high-spin state on the neighboring sites result-
ing in the correlations. Different values of U/J have often
been used by different groups based on the different estimates
from different methods. For instance, a combination of the
constrained random-phase approximation and the maximally
localized Wannier function yields J/U ∼ 0.1434 whereas
work based on the dynamical mean-field theory estimates is
J/U ∼ 0.25.35 Similarly, experiments also provide varying
estimates for the same.2,36 With regard to various properties
of this material, a comparative role of these two interaction
parameters is of strong current interest.
U vs J phase diagrams in this direction is an impor-
tant step.37 Furthermore, in the two-orbital model, it has
been illustrated that J plays an important role in stabiliz-
ing the doped SDW state against long-wavelength fluctua-
tions through the generation of additional ferromagnetic spin
coupling involving the inter-orbital susceptibility.32 The spin
excitations have been studied recently within the five-orbital
model as function of U but with a fixed Hund’s coupling
J .38,39 Well-defined branches extending upto high energy
were obtained for those values of U that led to the magnetic
momentm ∼ 1 or larger. An important issue that has not at-
tracted much attention is the role of J in the various features
of spin-wave excitations such as dispersion, anisotropy and
2the way spin-wave spectral weight is distributed.
In this paper, we examine the role of Hund’s coupling in
the spin-wave excitations of (pi, 0) SDW state of undoped iron
pnictides within a five-orbital tight-binding model. The inter-
action parameters are chosen in such a way that a fixed mag-
netic momentm ≈ 1 results in the self-consistent SDW state,
which is motivated by the observed magnetic moments in 122
compounds. we find that J is crucial for (i) the sharp and
well-defined excitations up to high energy, (ii) the anisotropy
in the excitations aroundX, and (iii) the fact that the spin-wave
spectral weight is concentrated near ∼ 200meV.
The plan of the paper is as follows. In section II, a mean-
field description of the (pi, 0) SDW as well as the strategy to
calculate spin-wave excitations is presented. In section III, re-
sults on the spin-wave dispersion along high-symmetry direc-
tion for different combination of intraorbital Coulomb interac-
tion and Hund’s coupling are presented. The way spin-wave
spectral function behaves as a function of the interaction pa-
rameters is also discussed. Finally, conclusions are presented
in section IV.
II. THEORY
The kinetic part of the model Hamiltonian that we consider
is
H0 =
∑
k
∑
µ,ν
∑
σ
εµνk d
†
kµσdkνσ + H.c., (1)
where the operator d†kµσ (dkµσ) creates (destroys) an electron
in the µ-th orbital with spin σ and momentum k, and εµνk are
the hopping elements40 from orbital µ to ν. The orbitals µ and
ν belong to the set of five d-orbitals dxz , dyz , dxy, dx2−y2 , and
d3z2−r2 .
Standard onsite Coulomb interactions in the Hamiltonian
Hint = U
∑
i,µ
niµ↑niµ↓ + (U
′ −
J
2
)
∑
i,µ<ν
niµniν
− 2J
∑
i,µ<ν
Siµ · Siν + J
∑
i,µ<ν,σ
d†iµσd
†
iµσ¯diνσ¯diνσ
(2)
include the intraorbital (interorbital) Coulomb interaction
term as the first (second) term. The last two terms represent
the Hunds coupling and the pair hopping energy, respectively.
The Hamiltonian in the (pi, 0) SDW state after mean-field
approximation is obtained as
Hk =
∑
kσ
Ψ†kσ
(
εˆk + Nˆ sgnσ¯∆ˆ
sgnσ¯∆ˆ εˆk+Q + Nˆ
)
Ψkσ, (3)
where Ψ†kσ = (c
†
k1σ, ...., c
†
k5σ, c
†
k1¯σ
, ...., c†
k5¯σ
) with c¯†kµ¯σ =
c†k+Qµσ . Matrix elements of matrices Mˆ and Nˆ are
2∆µµ = Umµµ + J
∑
µ6=ν
mνν
2∆µν = Jmµν + (U − 2J)mνµ (4)
and
2Nµµ = Unµµ + (2U − 5J)
∑
µ6=ν
nνν
2Nµν = Jnµν + (4J − U)nνµ, (5)
where
nµν =
∑
kσ
〈c†kµσckνσ〉, mµν =
∑
kσ
〈c†kµ¯σckνσ〉. (6)
Multiorbital transverse-spin susceptibility is defined as
χαβ,µν(q,q
′, iωn)
=
1
β
∫ β
0
dτeiωnτ 〈Tτ [S
+
αβ(q, τ)S
−
νµ(−q
′, 0)]〉. (7)
Thus,
χαβ,µν(q,q, iωn)
=
∑
k,iω′
n
G0↑αµ(k+ q, iω
′
n + iωn)G
0↓
νβ(k, iω
′
n). (8)
The components of the spin operator in Eq. 7 are given by
Siq =
∑
k
∑
σσ′
∑
µµ′
d†µσ(k+ q)Eµµ′σ
i
σσ′dµ′σ′(k), (9)
where i = x, y, z, Eˆ is a 5×5 identity matrix corresponding
to the orbital bases, and σis are the Pauli matrices for the spin
degree of freedom.
An element of the transverse-spin susceptibility in the SDW
state is
χ0αβ,µν = χαβ,µν + χα¯β,µ¯ν + χαβ¯,µν¯ + χα¯β¯,µ¯ν¯ , (10)
Then, the susceptibility matrix can be written as
χˆ0(q, iωn) =
(
χˆ0(q,q, iωn) χˆ
0(q,q +Q, iωn)
χˆ0(q+Q,q, iωn) χˆ
0(q+Q,q+Q, iωn)
)
,
(11)
where χˆ0(q,q, iωn) and others are n
2×n2 matrices. Physical
transverse-spin susceptibility corresponding to the spin oper-
ators defined by Eq. 8 is
χps(q, iωn) =
∑
αµ
χ0αα,µµ(q,q, iωn). (12)
Interaction effects are incorporated within the random-
phase approximation (RPA) so that the spin susceptibility is
given by
χˆRPA(q, iωn) = (1ˆ− Uˆ χˆ
0(q, iωn))
−1χˆ0(q, iωn). (13)
Here, 1ˆ is a 2n2 × 2n2 identity matrix and the elements of
block diagonal matrix Uˆ are
Uµ1µ2;µ3µ4
=


U (µ1 = µ2 = µ3 = µ4)
U − 2J (µ1 = µ2 6= µ3 = µ4)
J (µ1 = µ2 6= µ3 = µ4)
J (µ1 = µ4 6= µ2 = µ3)
0 (otherwise)
,
(14)
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FIG. 1. Imaginary part of the RPA-level physical spin susceptibil-
ity Imχps
RPA
(q, ω) along the high-symmetry directions for the set of
interaction parameters chosen in such a way that m = 1 in each
case. (a) U = 1.1, J = 0.247U (b) U = 1.3, J = 0.167U (c)
U = 1.5, J = 0.110U , and U = 1.7, and J = 0.730U .
where U ′ = U - 2J has been used as required by the rotational
invariance. Analytic continuation iωn → ω + iη in all the
calculations described below is performed with η as 0.002eV.
The unit of energy eV is used throughout unless stated other-
wise.
III. RESULTS
Fig. 1 shows the imaginary part of RPA susceptibility
ImχpsRPA(q, ω) along the high-symmetry directions Y-Γ-X-M
calculated in SDW state for values of U starting from 1.1
and increasing in step of 0.2 while J is chosen so that mag-
netic moment m = 1 with a maximum deviation only upto
≈ 2%. We find a strong dependence of several features of
the self-consistent mean-field state on J as seen from the Ta-
ble I, where the difference in the orbital-resolved magnetiza-
tions for the two set of parameters U = 1.1, J = 0.247U
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FIG. 2. Imaginary part of the bare physical spin susceptibility
Imχps(q, ω) along the high-symmetry directions for the set of in-
teraction parameters as in Fig. 1.
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FIG. 3. FSs obtained for the two sets of interaction parameters (a)
U = 1.1, J = 0.247U and (b) U = 1.7, J = 0.073U . Magnetic
moment m = 1 in each case. In both the cases, FSs include several
pockets near Γ with a difference in the sizes.
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FIG. 4. Electron dispersions for (a) U = 1.1, J = 0.247U and (b)
U = 1.7, J = 0.073U in the high-symmetry directions. Magnetic
momentm = 1 in each case.
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FIG. 5. Constant energy cuts of Imχps
RPA
(q, ω) for U = 1.1, J =
0.247U at energies (a) 50 meV, (b) 100 meV, (c) 150 meV, and (d)
200 meV.
and U = 1.7, J = 0.073U can be as large as ≈ 50% (for
d3x2−r2 orbital) despite the same magnetic moment. A sig-
nificant difference in the two cases can be noticed for all the
orbitals except dx2−y2 . Further, orbital-resolved magnetiza-
tion decreases for dxz and dxy and increases for the remaining
orbitals, when J decreases.
Well-defined spin-wave excitations are obtained along Γ-X
and in a part of X-M, where they can extend up to ≈ 0.2eV
for U = 1.1, J = 0.247U as shown in the Fig. 1(a). Con-
tributions to the excitations are mainly from the intraorbital
susceptibilities particularly corresponding to the orbitals dyz ,
dyz and dxy with latter contributing the most as seen from the
Table II and Table III. Tables show integrated spectral weight
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FIG. 6. Constant energy cuts of Imχps
RPA
(q, ω) for U = 1.7, J =
0.073U at energies (a) 50 meV, (b) 100 meV, (c) 150 meV, and (d)
200 meV.
TABLE I. Orbital resolved magnetic moments and charge densities
for the two cases U = 1.1, J = 0.247U and U = 1.7, J = 0.073U
denoted by subscripts 1 and 2, respectively.
d3x2−r2 dxz dyz dxy dx2−y2
n1 1.457 1.230 1.165 0.982 1.165
n2 1.574 1.309 1.189 0.834 1.094
m1 0.160 0.155 0.252 0.338 0.098
m2 0.099 0.185 0.197 0.422 0.075
∑
q,ωImχ
ps
RPA(q, ω) with the upper cutoff for the summation
over ω chosen as ωu = 0.5eV. When J is decreased, con-
tributions due to the interorbital susceptibilities also decrease
whereas the contribution from the intraorbital susceptibility
corresponding to dyz orbital increases and becomes similar in
magnitude to that corresponding to dxy .
The excitations become increasingly broad and diffusive
when J is small. However, exactly opposite happens near
M, where they become rather sharp and non-diffusive. At
the same time, energy of the spin-wave excitations near M
increases. Heavy damping is present due to the metallicity
of the SDW state as also reflected in the imaginary part of
bare spin susceptibilities which appear gapless near Γ but are
gapped in other regions (Fig. 2). The gap decreases in most
part of the high-symmetry directions on decreasing J except
near M, where it increases on the contrary. Ungapped imag-
inary part of the bare susceptibility derives from the fact that
FSs exist for all the sets of parameters considered with the
Fermi pockets being clustered around Γ (Fig. 3).
Behavior of the spin-excitations near M for smaller J in-
dicate sharpness may not be always plausible particularly in
the multiorbital systems like pnictides, where many bands are
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FIG. 7. Spin-wave spectral functions for the cases when (a) magnetic moment m = 1 whereas U and J are set constant in (b) and (c),
respectively.
TABLE II.
∑
q,ω
Im χspαα,ββ (q, ω) at RPA-level for U = 1.1, J =
0.247U .
α/β d3x2−r2 dxz dyz dxy dx2−y2
d3x2−r2 0.030 0.023 0.030 0.039 0.019
dxz 0.023 0.076 0.033 0.028 0.026
dyz 0.030 0.033 0.101 0.032 0.032
dxy 0.039 0.028 0.032 0.170 0.036
dx2−y2 0.019 0.026 0.032 0.036 0.026
TABLE III. Same as in Table II but for U = 1.7, J = 0.073U .
α/β d3x2−r2 dxz dyz dxy dx2−y2
d3x2−r2 0.010 0.011 0.031 0.017 0.009
dxz 0.011 0.085 0.021 0.003 0.019
dyz 0.031 0.021 0.240 0.000 0.050
dxy 0.017 0.003 0.000 0.250 0.027
dx2−y2 0.009 0.019 0.050 0.027 0.040
located near the Fermi level. In order to understand the broad-
ening especially near M when J is large, it is useful to exam-
ine the reconstructed bands in the SDW state, wherefrom it
can be seen that a part of the lowest lying partially-filled band
gets lowered further near (0, pi) on increasing J . Finally, it
is in the immediate vicinity of the Fermi level for U = 1.7,
J = 0.073U as shown in Fig. 4 and may affect the imag-
inary part of the bare and RPA-level susceptibilities signifi-
cantly, which are ungapped and heavily damped, respectively.
At the same time, other portions of the bands remain largely
unaffected. Thus, the unusual feature of spin-wave excitations
near M may arise due to a subtle interplay between the roles
of interaction and the bandstructure.
Fig. 5 and 6 show the energy cuts forU = 1.1, J = 0.247U
and U = 1.7, J = 0.073U , respectively. For the former case,
anisotropy in the form of elliptical structure of excitations
around X can be seen upto a energy as high as 200meV, where
the major axis is oriented alongΓ-Y. Excitations aroundM are
rather broad and less intense with nature of anisotropy being
similar to that around X. That changes quickly near 100meV
when the structure aroundM becomes extended along Γ-X. In
contrast, anisotropy around X is relatively weak for the latter
set of interaction parameters and is strong only in a narrow
energy window around ω = 150meV for M. Moreover, the
elliptical structure around X is also absent. Thus, anisotropy
nearQ particularly in the elliptical form is very sensitive to J .
In both cases, the anisotropy continues to exist upto high en-
ergy. As revealed also by the INS measurements, a significant
anisotropy with elliptical shape is present in the spin-wave ex-
citations around X.10,24
Fig. 7 shows the spin-wave spectral functions calculated for
three different cases. When the magnetic momentm ≈ 1 and
a suitable set of interaction parameters is chosen, there is no-
ticeable shift in the spectral weight towards low-energy region
upon increasing U (Fig. 7 (a)). The hump-like peak structure
located near 250meV for U = 1.1, J = 0.247U , which is
in agreement with the experiments,25 relocates near 125meV
U = 1.7, J = 0.073U . Another important factor that can
be responsible for the spectral weight shifting towards low-
energy region is doping of holes or electrons, which will be
discussed elsewhere. On the other hand, transfer of the spec-
tral weight towards lower energy is significant in other two
cases where one of the two interaction parameters is increased
while keeping the other constant.
IV. CONCLUSIONS
To conclude, we have investigated the role of Hund’s cou-
pling in the spin-wave excitations of the SDW state of un-
doped iron pnictides by using a realistic electronic structure
within a five-orbital model. We find that the Hund’s coupling
at the higher end of the range of various theoretical and ex-
perimental estimates (J ∼ U/4) is required for the sharp and
well-defined spin-wave dispersion in most part of the high-
symmetry directions for a given magnetization. Not only that
a similar value of Hund’s coupling is also crucial for the el-
liptical shape of the anisotropy aroundQ = (pi, 0) in the spin-
wave excitations as well as for the spectral weight to be con-
centrated near energy & 200meV. Thus, our study highlights
the essential role of Hunds coupling in describing the exper-
6imentally observed features of spin-wave excitations in the
SDW state of undoped iron pnictides.
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