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POINTWISE CONVERGENCE OF FOURIER SERIES ON THE RING OF
INTEGERS OF LOCAL FIELDS WITH AN APPLICATION TO GABOR
SYSTEMS
MD. NURUL MOLLA AND BISWARANJAN BEHERA
Abstract. We construct a simple example of an integrable function on the ring of integers of
the p-adic field Qp having an almost everywhere divergent Fourier series. On the other hand,
we prove the pointwise convergence of the Fourier series of functions in Lp(D, w), 1 < p <∞,
where D is the ring of integers of a local field K and w is a weight in the Muckenhoupt Ap
class. This result includes, as special cases, when D is the ring of integers of Qp or the field
Fq((X)) of formal Laurent series over a finite field Fq, and in particular, when D is the Walsh-
Paley or dyadic group 2ω. To achieve this, we establish a weighted estimate for the maximal
operator corresponding to the Fourier partial sum operators for functions in Lp(D, w). As an
application, we characterize the Schauder basis property of the Gabor systems in a local field
K of positive characteristic in terms of the A2 weights on D×D and the Zak transform Zg of
the window function g that generates the Gabor system. Some examples are given to illustrate
this result. In particular, we construct an example of a Gabor system which is complete and
minimal, but fails to be a Schauder basis for L2(K).
1. introduction and main results
Let G be a compact abelian group. The dual group Ĝ, consisting of all continuous characters
of G, is a discrete group. Suppose the characters of G are arranged in a particular order
γ1, γ2, . . . . We consider the Lebesgue spaces L
p(G), 1 ≤ p ≤ ∞, with respect to the normalized
Haar measure on G. If f ∈ L1(G), then the Fourier series of f is given by
f(x) ∼
∞∑
n=1
fˆ(γn)γn(x),
where fˆ(γn) =
∫
G f(x)γn(x) dx. We say that the Fourier series of f diverges at a point x if the
sequence of partial sum Snf(x) =
∑n
k=1 fˆ(γk)γk(x) is not convergent.
In the case of G = T, the problem of the divergence of trigonometric Fourier series has been
a subject of investigation for a long time. Kolmogorov [19] constructed his famous example of
a function f ∈ L1(T) whose trigonometric Fourier series is divergent almost everywhere on T.
The analogous question for other compact abelian groups has been studied by, among others,
Stein [26] on the Walsh-Paley group or the dyadic group 2ω and Kheladze [18] for the Vilenkin
systems with certain boundedness criterion.
The characters of the compact abelian group Zp, the ring of integers of the p-adic field Qp,
can be arranged in several natural ways and limk→∞ Spkf(x) exists almost everywhere for all
f ∈ L1(Zp). This is not true in the case of trigonometric Fourier series. Moreover, computing
the Dirichlet kernels Dm in Zp for a general m is not easy unlike the trigonometric Fourier
series. This makes the problem of divergence of Fourier series in Zp somewhat complicated and
different from that of trigonometric Fourier series. Chaney [4] fixed an ordering of the char-
acters and constructed a function in L1(Zp) whose Fourier series diverges almost everywhere.
In some respects, Chaney modelled his construction after Kolmogorov’s example, though Kol-
mogorov’s construction is quite involved. One of the objectives of this article is to construct
a relatively simple example of an integrable function on Zp having divergent Fourier series
for almost all x ∈ Zp, keeping the ordering of the characters as in [4]. For this construction,
we will use ideas associated with the construction of Kolmogorov’s example, a basic lemma
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in [4] on Dirichlet kernels and an existence theorem of everywhere diverging Fourier series by
Katznelson [17] on the circle T.
The group Zp is the ring of integers of the p-adic field Qp. The field Qp, of characteristic zero,
is a canonical example of a local field. Other examples of local fields K are finite extensions
of Qp, if K has characteristic zero and the field Fq((X)) of formal Laurent series over a finite
field Fq, if K has positive characteristic. These are essentially all the local fields. The reader
is referred to Chapter 1 of [28] and Chapter 4 of [24] for the details of the classification of
nondiscrete local fields. Our second objective of this article is to present a positive result
regarding pointwise convergence of Fourier series for a class of functions, defined on the ring
of integers D of a local field K, which are subspaces of L1(D). Our result is applicable to all
such fields without any restriction. In order to state our results, we briefly recall some basic
facts of local fields. For more details, we refer the reader to Section 2.
Let K be a local field with a non-archimedean absolute value | · |. The closed unit ball
D = {x ∈ K : |x| ≤ 1} is the unique maximal compact subring of K. This is called the ring of
integers of K. Let N0 = N ∪ {0} and Λ = {u(n) : n ∈ N0} be a complete set of distinct coset
representatives of D in K. A function f on K is said to be Λ-periodic if f
(
x+ u(n)
)
= f(x)
for all n ≥ 0 and for a.e. x ∈ K. Let p be a fixed element of the set P = {x ∈ K : |x| < 1}
of maximal absolute value. Such an element is called a prime element. The dual group K̂+ of
K+ is isomorphic to K+. We fix a character χ of K+ such that χ is equal to 1 on D but is
non-constant on p−1D. For ξ ∈ K, let χξ(x) = χ(ξx). Then it follows that {χu(n) : n ∈ N0} is
a complete set of distinct characters of D. Now we list the characters as χu(0), χu(1), χu(2), . . . .
Later, we shall see that for D = Zp, this ordering of the characters is different from the one
given in [4]. With respect to the above ordering of the characters {χu(n) : n ∈ N0}, we have
the following result.
Theorem 1.1. Let 1 < p < ∞, w be a weight satisfying Muckenhoupt Ap condition and
f ∈ Lp(D, w). Then f ∈ L1(D) and the Fourier series of f converges almost everywhere with
respect to the measure w(x) dx.
A weight on K is a nonnegative locally integrable function. The weight w is said to satisfy
Muckenhoupt Ap condition if there exists a constant C > 0 such that( 1
|B|
∫
B
w(x) dx
)( 1
|B|
∫
B
w(x)
− 1
p−1 dx
)p−1
≤ C
for every ball B in K. In this case, we also say that w is an Ap weight or w ∈ Ap. The infimum
of all such constants C is called the Ap characteristic of the weight w and is denoted by [w]Ap .
The spaces Lp(w) and Lp(D, w) are the usual spaces of p-integrable functions on K and D
respectively with respect to the weight w. The space L1loc(K) denotes the locally integrable
functions on K.
The standard way to tackle this pointwise convergence problem is to consider the corre-
sponding maximal operator Mf(x) = supn |Snf(x)|. Hunt and Taibleson [15] showed that the
operator M is bounded on Lp(D) and obtained almost everywhere convergence of the Fourier
series of functions in Lp(D), 1 < p < ∞. We shall deduce Theorem 1.1 from the following
estimate.
Theorem 1.2. Let w ∈ Ap, 1 < p <∞. Then the operator M is bounded on L
p(D, w). Hence,
for every 1 < p <∞, there exists a constant Cp > 0 such that
(1.1)
∫
D
|Mf(x)|pw(x) dx ≤ Cp
∫
D
|f(x)|pw(x) dx
for all f ∈ Lp(D, w).
Since |Snf(x)| is dominated by Mf(x) for all n, we obtain the uniform boundedness of
the Fourier partial sum operators Sn, n ∈ N0, on the weighted spaces L
p(D, w) for w ∈ Ap.
Moreover, it turns out that the Ap condition is also necessary. For a proof of this fact, we refer
to [22]. Therefore, we have the following result.
Theorem 1.3. Let K be a local field, w a Λ-periodic weight on K and 1 < p <∞. Then the
following statements are equivalent.
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(a) There is a positive constant C such that( 1
|B|
∫
B
w(x) dx
)( 1
|B|
∫
B
w(x)
− 1
p−1 dx
)p−1
≤ C
for every ball B in K.
(b) There is a positive constant C, depending only on w and p, such that for every f ∈
Lp(D, w), we have f ∈ L1(D) and∫
D
|Snf(x)|
pw(x) dx ≤ C
∫
D
|f(x)|p w(x) dx
for n = 0, 1, 2, . . . .
We now turn to an application of Theorem 1.3. The special case p = 2 in Theorem 1.3
will be crucial for us to find a necessary and sufficient condition for a Gabor system to form a
Schauder basis for L2(K). We first recall some definitions.
A Schauder basis in L2(K) is a sequence of functions {fk} such that for every f ∈ L
2(K)
there exists a unique sequence {αk} of scalars with f =
∑
k αkfk, where the series converges
in the L2-norm with respect to a fixed order.
The Gabor system generated by the time-frequency shifts of a window function g ∈ L2(K) is
the collection of functions {Mu(n)Tu(k)g : n, k ∈ N0}, where Tyf(x) = f(x− y) and Mξf(x) =
χξ(x)f(x), y, ξ ∈ K, are the usual translation and modulation operators, respectively.
In this article, as an application of Theorem 1.3, we characterize the Schauder basis property
of the Gabor system {Mu(n)Tu(k)g : n, k ∈ N0} in terms of the Zak transform of g and A2
weights on D×D.
For f ∈ L2(R), the Zak transform Zf of f is the function on R× R defined by
Zf(x, ξ) =
∑
k∈Z
f(x+ k)e2πiξk.
The notion of Zak transform admits a natural generalization to local fields of positive charac-
teristic as follows:
(1.2) Zf(x, ξ) =
∑
k∈N0
Tu(k)f(x)χk(ξ) =
∑
k∈N0
f
(
x− u(k)
)
χ
(
u(k)ξ
)
for x, ξ ∈ K.
The Zak transform was first introduced by Gelfand [6] and it was defined on an arbitrary
locally compact abelian group by Weil [29]. It was later rediscovered by Zak [30] and Brezin [2].
For more details about the history of the Zak transform, we refer to [13] and [9].
In case of the real line R, the Zak transform has proved to be a fundamental tool in ana-
lyzing Gabor frames. It is worth mentioning that the necessity of weights in various aspects
of harmonic analysis and time-frequency analysis is quite well known. We refer to the sur-
vey article [10] for different types of weight functions which occur in various problems and
contexts in time-frequency analysis. One such important class of weights is the Muckenhaupt
Ap weights which characterize the validity of certain weighted norm inequalities, e.g., for
the Hardy-Littlewood maximal function, Hilbert transform, etc. An important application of
Muckenhoupt weights in time-frequency analysis was given by Heil and Powell in [12]. They
proved that Gabor Schauder bases admit a simple characterization in the Zak transform do-
main. Since Gabor theory rests mainly on the structure of translations and modulations, it
is natural to extend this theory to other locally compact abelian groups. Such a development
is quite useful as it includes all other examples which are important for applications and it
emphasizes the basic features of time-frequency analysis in a comprehensive way.
Even though the generalization of many aspects of Gabor theory to locally compact abelian
groups is routine and is based on standard harmonic analysis on such groups (see, for exam-
ple, [8], [14] and [20]), extension of Schauder basis property of a Gabor system to a general
locally compact abelian group is much harder. In this article, for any local field K of positive
characteristic, we shall define a family of permutations of N0×N0 and we will show that, with
respect to each of these permutations, the Gabor system {Mu(n)Tu(k)g : n, k ∈ N0} generated
by the window function g ∈ L2(K) is a Schauder basis for L2(K) if and only if |Zg|2 is an A2
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weight on D×D. The proof of this characterization is based on Theorem 1.3 and some ideas
from [12]. Consequently, we shall supply details only for those portions of the argument which
are significantly different from the real line settings.
The article is organized as follows. In Section 2, we establish notation and introduce various
concepts of local fields and state some results on Fourier analysis on such fields. We define the
Hardy-Littlewood maximal function and some of its variants, and also describe the relevant
weighted norm inequalities. In Section 3, we construct an example of an integrable function
on Zp whose Fourier series diverges almost everywhere. The pointwise convergence of Fourier
series in Theorem 1.1 and the boundedness of the maximal operator corresponding to the
Fourier partial sum operators in Theorem 1.2 will be proved in Section 4. The concepts of
Gabor systems, Zak transform and the Ap weights on D × D are introduced in Section 5.
Further, we develop the machinery required to prove the characterization of Gabor Schauder
bases which is done in Section 6.
2. Preliminaries on Fourier analysis on local fields
Here we first present some of the basic facts about local fields K and then recall some results
on Fourier series of functions defined on the ring of integers D of K. Many of these facts are
well-known and can be found, for example, in the books [28, 24]. Finally, we describe some
tools from the theory of maximal functions [22, 23] that we need to prove our results.
2.1. Local fields. LetK be a field and a topological space. ThenK is called a locally compact
field or a local field if both K+ and K∗ are locally compact abelian groups, where K+ and K∗
denote the additive and multiplicative groups of K respectively.
If K is any field and is endowed with the discrete topology, then K is a locally compact
field. Further, if K is connected, then K is either R or C. If K is not connected, then it is
totally disconnected. If the characteristic of K is zero, then K is either Qp or a finite algebraic
extension of Qp. If K has finite characteristic, then it is a field of formal Laurent series over a
finite field GF (pc). In this article, by a local field, we mean a field K which is locally compact,
non-discrete and totally disconnected. We use the notation of the book by Taibleson [28].
Let K be a local field. Since K+ is a locally compact abelian group, we choose a Haar
measure dx for K+. If α ∈ K and α 6= 0, then d(αx) is also a Haar measure. By uniqueness
of the Haar measure, d(αx) = c dx for some c > 0. Let c = |α|. We call |α| the absolute value
or the valuation of α. We also let |0| = 0. The map x→ |x| satisfies the following properties:
(a) |x| = 0 if and only if x = 0;
(b) |xy| = |x||y| for all x, y ∈ K;
(c) |x+ y| ≤ max{|x|, |y|} for all x, y ∈ K.
Property (c) is called the ultrametric inequality. It follows that
|x+ y| = max{|x|, |y|} if |x| 6= |y|.
The set D = {x ∈ K : |x| ≤ 1} is called the ring of integers in K. It is the unique maximal
compact subring of K. Define P = {x ∈ K : |x| < 1}. The set P is called the prime ideal in
K. The prime ideal in K is the unique maximal ideal in D. It is principal and prime.
Since K is totally disconnected, the set of values |x|, as x varies over K, is a discrete set
of the form {sk : k ∈ Z} ∪ {0} for some s > 0. Hence, there is an element of P of maximal
absolute value. Let p be a fixed element of maximum absolute value in P. Such an element
is called a prime element of K. It can be proved that D is compact and open. Hence, P is
compact and open. Therefore, the residue space D/P is isomorphic to a finite field GF (q),
where q = pc for some prime p and c ∈ N. For a proof of this fact, we refer to [28].
For a measurable subset E of K, let |E| =
∫
K 1E(x) dx, where 1E is the characteristic
function of E and dx is the Haar measure of K normalized so that |D| = 1. Then, it is easy to
see that |P| = q−1 and |p| = q−1 (see [28]). It follows that if x 6= 0, and x ∈ K, then |x| = qk
for some k ∈ Z.
Let D∗ = D \ P = {x ∈ K : |x| = 1}. It is the group of units in K∗. If x 6= 0, we can
write x = pkx′, with x′ ∈ D∗. Let Pk = pkD = {x ∈ K : |x| ≤ q−k}, k ∈ Z. These are called
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fractional ideals. Each Pk is compact and open and is a subgroup of K+ (see [24]). It follows
that |Pk| = q−k for k ∈ Z.
Let h ∈ K and k ∈ Z. A set B of the form h +Pk will be called a ball with centre h and
radius q−k. Using the ultrametric inequality, it is easy to verify the following facts. For a
proof, we refer to [28].
Proposition 2.1. Let K be a local field.
(a) Every point of a ball in K is its centre.
(b) If two balls intersect, then one contains the other.
(c) The number of balls in K is countable.
(d) Every ball of radius Pk is a disjoint union of q balls of radius Pk+l, k ∈ Z.
We define the set S(K) to be the space of all finite linear combinations of functions of the
form 1h+Pk , h ∈ K, k ∈ Z. The following two theorems describe the properties of functions
in S(K) and their Fourier transforms. For proofs of these statements, see Theorem 3.1 and
Theorem 3.2, Chapter II in [28].
Theorem 2.1. The function g ∈ S(K) if and only if there exist integers k and l such that g
is constant on cosets of Pk and is supported on Pl.
Theorem 2.2. If g ∈ S(K) is constant on cosets of Pk and is supported on Pl, then gˆ ∈ S(K)
is constant on cosets of P−l and is supported on P−k.
2.2. Fourier series on the compact abelian group D. Let χ be a continuous character
of K+. It turns out that any other character is of the form χy(x) = χ(yx) for some y ∈ K. In
fact, the map y ↔ χy is a topological isomorphism of K
+ with its dual group K̂+ so that we
can identify K+ with K̂+ (see [28]).
Let χu be any character of K
+. Since D is a subgroup of K+, the restriction χu|D is a
character of D. Also, as characters of D, χu = χv if and only if u− v ∈ D. That is, χu = χv if
u+D = v+D and χu 6= χv if (u+D)∩(v+D) = ∅. Hence, if {u(n) : n ∈ N0} is a complete list
of distinct coset representative of D in K+, then {χu(n) : n ∈ N0} is a list of distinct characters
of D. It is proved in [28] that this list is complete.
Proposition 2.2. Let {u(n) : n ∈ N0} be a complete list of coset representatives of D in K
+.
Then {χu(n) : n ∈ N0} is a complete list of characters of D. Moreover, it is an orthonormal
basis for L2(D).
Given such a list of characters {χu(n) : n ∈ N0}, we define the Fourier coefficients of
f ∈ L1(D) as
fˆ
(
u(n)
)
= 〈f, χu(n)〉 =
∫
D
f(x)χu(n)(x)dx, n ∈ N0.
For N ∈ N0, let SNf be the N -th partial sum of the Fourier series of f :
SNf(x) =
N∑
n=0
〈f, χu(n)〉χu(n)(x).
The series
∑∞
n=0〈f, χu(n)〉χu(n)(x) is called the Fourier series of f .
For brevity, we will now write χn = χu(n)|D for n ∈ N0. With this notation, we have
SNf(x) =
N∑
n=0
〈f, χn〉χn(x).
From the standard L2-theory for compact abelian groups, we conclude that the Fourier series
of f converges to f in L2(D) and Parseval’s identity holds:∫
D
|f(x)|2 dx =
∑
n∈N0
|fˆ
(
u(n)
)
|2.
Also, we have the uniqueness of the Fourier coefficients. That is, if f ∈ L1(D) and fˆ
(
u(n)
)
= 0
for all n ∈ N0, then f = 0 a.e.
6 MD. NURUL MOLLA AND BISWARANJAN BEHERA
We now proceed to impose a natural order on the sequence {u(n) : n ∈ N0}. Note that D/P
is isomorphic to the finite field GF (q) and GF (q) is a c-dimensional vector space over the field
GF (p). We choose a set {1 = ǫ0, ǫ1, ǫ2, . . . , ǫc−1} ⊂ D
∗ such that span{ǫj}
c−1
j=0
∼= GF (q).
For n ∈ N0 such that 0 ≤ n < q, we have
n = a0 + a1p+ · · ·+ ac−1p
c−1, 0 ≤ ak < p, k = 0, 1, . . . , c− 1.
Define
(2.1) u(n) = (a0 + a1ǫ1 + · · ·+ ac−1ǫc−1)p
−1.
Note that {u(n) : n = 0, 1, . . . , q − 1} is a complete set of coset representatives of D in P−1 so
that we can write
P−1 =
q−1⋃
l=0
(
u(l) +D
)
.
Now, for n ≥ 0, write
n = b0 + b1q + b2q
2 + · · ·+ bsq
s, 0 ≤ bk < q, k = 0, 1, 2, . . . , s,
and define
(2.2) u(n) = u(b0) + u(b1)p
−1 + · · · + u(bs)p
−s.
This defines u(n) for all n ∈ N0. In general, it is not true that u(m+ n) = u(m) + u(n). But
it follows that
u(rqk + s) = u(r)p−k + u(s) if r ≥ 0, k ≥ 0 and 0 ≤ s < qk.
In the following proposition we list some properties of Λ = {u(n) : n ∈ N0} which will be
used later. We refer to [1] for a proof.
Proposition 2.3. For n ∈ N0, let u(n) be defined as in (2.1) and (2.2). Then
(a) u(n) = 0 if and only if n = 0. If k ≥ 1, then |u(n)| = qk if and only if qk−1 ≤ n < qk.
Moreover, if K is a local field of positive characteristic, then
(b) {u(k) : k ∈ N0} = {−u(k) : k ∈ N0};
(c) {u(l) + u(k) : k ∈ N0} = {u(k) : k ∈ N0} for any fixed l ∈ N0.
In particular, {u(n) : n ∈ N0} is a subgroup of K
+ if K is of positive characteristic.
The Dirichlet kernels are the functions
D0 ≡ 0 and Dn(x) =
n−1∑
k=0
χk(x), n ≥ 1.(2.3)
We will need the following property of the Dirichlet kernels for some specific values of n.
Lemma 2.1. For k ∈ N0, we have Dqk = q
k1Pk .
Proof. See Page 86 in [28]. 
Let f be a locally integrable function in K. We say that x ∈ K is a regular point of f if
qk
∫
{y:|x−y|≤q−k}
f(y) dy =
1
|x+Pk|
∫
x+Pk
f(y) dy → f(x) as k →∞.
The following result, called Lebesgue differentiation theorem, asserts that almost every point
of a locally integrable function is a regular point. We refer to [28] for a proof of this theorem.
Theorem 2.3. If f is a locally integrable function in K, then almost every x ∈ K is a regular
point of f .
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2.3. Maximal functions and their weighted norm estimates. For f ∈ L1loc(K), the
Hardy-Littlewood maximal function Mf is defined by
Mf(x) = sup
k∈Z
1
|Pk|
∫
x+Pk
|f(y)| dy, x ∈ K.
Recall that a ball B with centre at h of radius q−k is of the form h +Pk. Also, observe that
the balls in a local field are dyadic in nature, in the sense that given any two balls, either they
are disjoint or one ball contains the other (see Proposition 2.1). So, the maximal function M
is more or less like the dyadic maximal function in Rn, but in contrast to Rn, in a local field
Mf can never be zero at any point unless f = 0.
For 1 < p < ∞, the weighted Lp-norm of any function f ∈ Lp(w) and the corresponding
maximal function Mf are comparable. For a proof of the following theorem, see [22] or [23].
Theorem 2.4. Let M be the Hardy-Littlewood maximal function on K and w ∈ Ap, 1 < p <
∞. Then there exists a constant Cp > 0 such that∫
K
Mf(x)pw(x) dx ≤ Cp
∫
K
|f(x)|pw(x) dx.
We define a variant of the maximal operator by putting
Msf(x) =
(
M |f |s(x)
) 1
s , 1 < s <∞.
Finally, for f ∈ L1loc(K), we introduce the Fefferman-Stein maximal function f
♯ analogously
as in Rn by setting
f ♯(x) = sup
k∈Z
1
|Pk|
∫
x+Pk
|f(y)− fx+Pk | dy, x ∈ K,
where fx+Pk =
1
|PK |
∫
x+Pk f(x) dx is the average of f over the ball x+P
k. We will also need the
following result, proved in [22], which relates the weighted Lp-norm of the Hardy-Littlewood
maximal function Mf and the Fefferman-Stein maximal function f ♯.
Lemma 2.2. Let 1 < p <∞ and w ∈ Ap. Then there exists a constant C > 0, depending only
on p and w, such that ∫
K
Mf(x)pw(x) dx ≤ C
∫
K
f ♯(x)
p
w(x) dx
for every f ∈ Lp(w).
3. Example of a Fourier series diverging almost everywhere
3.1. Some background on Zp. We start with a quick review of the p-adic numbers. Let p
be a prime. Any nonzero rational number s ∈ Q can be uniquely written as s = pr ab where
r, a, b ∈ Z, b 6= 0 and (p, a) = (p, b) = 1. Here (x, y) denotes the greatest common divisor of the
integers x and y. We define |s|p = p
−r for s 6= 0 and |0|p = 0. Then | · |p is a non-archimedean
absolute value. The field Qp of p-adic numbers is the completion of Q with respect to | · |p.
The ring Zp of p-adic integers is the set of p-adic numbers x with |x|p ≤ 1. The family
{x + Pk : x ∈ Zp, k ∈ N} is a base for a topology on Zp, and with this topology Zp is a
compact, Hausdorff, 0-dimensional, metric topological group. The set Zp can also be identified
with the direct product
∏
j∈N0
∆j, where each ∆j is the cyclic group of order p, addition being
done modulo p carrying from left to right. A typical element x of Zp is of the form
x =
∞∑
j=0
xjp
j, xj ∈ {0, 1, 2, . . . , p− 1}.
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3.2. The character group of Zp. The dual group or the character group Γp of Zp can be
described as follows. Consider the set of all complex numbers exp(2πik/pn), where k runs
through all integers and n through all nonnegative integers. Denote this set by Z(p∞). Note
that Z(p∞) is a group under multiplication of complex numbers. Let us define a map Π from
Z(p∞) onto the character group of Zp as follows:
Π(1) is the constant character 1. That is, Π(1)(x) = 1 for all x ∈ Zp. For λ ∈ Z(p
∞) and
λ 6= 1, there are unique n, k ∈ N such that (k, p) = 1, λ = exp(2πik/pn), and k < pn. For
x =
∑∞
i=0 xip
i, we define
Π(λ)(x) = λx0+x1p+···+xn−1p
n−1
= exp
2πik(x0 + x1p+ · · ·+ xn−1p
n−1)
pn
.
Lemma 3.1 (Sec 25.2, [14]). The map Π is a canonical isomorphism from Z(p∞) onto Γp.
Now, we enumerate the characters of Zp into a sequence {γ1, γ2, . . . } as done in Chaney [4]
in the following manner. The constant character 1 precedes all other characters. If λ1 and
λ2 are distinct elements in Z(p
∞) and if λ1 6= 1, λ2 6= 1, there exist unique positive integers
nj, kj , j = 1, 2, such that
λj = exp
2πikj
pnj
, 0 < kj < p
nj , (kj , p) = 1.
We say that the character Π(λ2) follows the character Π(λ1) in case n2 > n1 or in case n1 = n2
and k2 > k1. The characters of Zp are well ordered by this relation. We enumerate the
characters of Zp as γ1 = 1, γ2, γ3, . . . , with the understanding that, given n1, n2 ∈ N, γn2
follows γn1 if and only if n1 < n2.
It should be noted that this enumeration {γk}k∈N of the characters of Zp is not identical with
that of {χu(k)}k∈N0 given in the previous section for general local fields. For example, by an easy
calculation one can see that the characters γ6 and χu(5) disagree on a set of positive measure
in Zp. However, applying Lemma 2.1 and Theorem 2.3, it is easy to see that limk→∞ Spkf(x)
exists for almost every x ∈ Zp and for all f ∈ L
1(Zp) with respect to the ordering {χu(k)}k∈N0 .
For the ordering {γk}k∈N of the countable character group of Zp, we define Fourier series
as in the introduction. For m ∈ N, by Smf(x) we shall denote the m-th partial sum of the
Fourier series expansion of the function f ∈ L1(Zp) at x ∈ Zp. More generally, Smµ(x) will
denote the m-th partial sum of the Fourier series of a Borel measure µ.
For each m ∈ N, we define the Dirichlet kernel Dm on Zp by
Dm(y) = γ1(y) + γ2(y) + · · · + γm(y)
and the Feje´r kernel Km by setting
Km(y) =
1
m
m∑
k=1
Dk(y) =
m∑
k=1
(m+ k − 1
m
)
γk.
Therefore, for every x,m and f , we have
(3.1) Smf(x) =
∫
Zp
Dm(x− y)f(y) dy = Dm ∗ f(x).
A p-adic polynomial of degree n is a function of the form
P (x) = a1γ1(x) + a2γ2(x) + · · ·+ anγn(x),
where ai’s are scalars.
In general, Dm(x) is not easy to compute for every m ∈ N. However, if m = p
r, r ∈ N, then
the task is easier. In fact, we have (see [4])
Dpr(x) = p
r1Pr(x), x ∈ Zp.
From (3.1), for every x ∈ Zp and r ≥ 0, we have
Sprf(x) =
1
|x+Pr|
∫
x+Pr
f(y) dy.
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By Lebesgue differentiation theorem (see Theorem 2.3), Sprf(x) → f(x) for almost every
x ∈ Zp. As we mentioned before, this is not true for Fourier series in T.
3.3. Construction of the example. We now come to our construction of a function Ψ on
Zp whose Fourier series diverges almost everywhere. The basic idea is to first construct a
sequence {ψk}k∈N of pathological functions in L
1(Zp) close to having divergent Fourier series.
More precisely, on a subset Ωk of Zp of large measure, in the sense that the measure of
Ωk approaches 1, the function ψk must have a maximal Fourier partial sum that is large as a
function of k. Then a suitable infinite linear combination of them will give the desired function.
For this, we also need some control over the L1-norm of ψk’s.
For the construction of the functions ψk, we use the following crucial property of the Dirichlet
kernels. This is proved in Lemma 2.4 in [4].
Lemma 3.2. Let y be an element in Zp for which ys+1 = ys+2 = · · · = ys+n = 0, where s
is a nonnegative integer and n is an integer exceeding 2. Then there exists an integer m with
ps+n < m < ps+n+1 such that |Dm(y)| ≥ (
pn
8 − 1)
p−1
2p .
Let X0 be the set of all y ∈ Zp with the following property: For every n ∈ N, there exists
s ∈ N such that ys+1 = ys+2 = · · · = ys+n = 0. Then X0 is almost all of Zp, that is, |X0| = 1
(see Lemma 3.1 in [4]). Let δ0 be the Dirac mass at the origin. Since Snδ0(x) = Dn(x), in
view of Lemma 3.2, we observe that Mδ0 is unbounded almost everywhere on Zp, i.e.,
Mδ0(x) = sup
n
|Snδ0(x)| = sup
n
|Dn(x)| > p
k
for almost every x ∈ Zp and for each k ∈ N. Hence, for each k ∈ N, there exists an integer Nk
and a set Ωk ⊂ Zp with |Ωk| > 1−
1
pk
such that
(3.2) sup
n≤Nk
|Snδ0(x)| > p
k for x ∈ Ωk.
Note that the sequence of integers {Nk}k∈N is non-decreasing. Now, we set
ψk =
1
k2
(δ0 ∗ LNk),
where Ln = 2K2n −Kn and Kn is the n-th Feje´r kernel, n ∈ N.
Observe that ψk is a p-adic polynomial of degree 2Nk and ‖ψk‖L1(Zp) ≤ 3/k
2. For our
convenience, we write
ψk(x) =
2Nk∑
i=1
aki γi(x), k ∈ N.
These ψk’s will be the required pathological functions for our purpose.
Now, we define a sequence of characters {γlk}k∈N to form the linear combination mentioned
earlier. Put γl1 = γ1. Observe that there exists a character γ and integers r2 < r
′
2 such that
the set {γ · γ1, γ · γ2, . . . , γ · γ2N2} is a subset of {γr2 , γr2+1, . . . , γr′2} and 2N1 < r2. Otherwise,
for each γ in Γp, there would be an integer t (depending on γ) in {1, 2, . . . , 2N2} such that γ ·γt
is in {γ1, γ2, . . . , γ2N1}. Since Γp is infinite, this is not possible. We choose any such character
and call it γl2 . By the same argument, there exists a character γ and integers r3 < r
′
3 such
that the set {γ · γ1, γ · γ2, . . . , γ · γ2N3} is a subset of {γr3 , γr3+1, . . . , γr′3} and r
′
2 < r3. Call any
such character γl3 and continue the process.
We define a function on Zp by Ψ =
∑∞
k=1 γlkψk. Then
Ψ =
∞∑
k=1
2Nk∑
i=1
aki (γi · γlk).
Note that Ψ is an integrable function since
‖Ψ‖L1(Zp) ≤
∞∑
k=1
‖ψk‖L1(Zp) ≤ 3
∞∑
k=1
1
k2
<∞.
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We now prove that the Fourier series of Ψ diverges almost everywhere on Zp. Let us first fix
an integer n. By the construction of the sequence {γlk}k∈N, we have
{γi · γln−1 : i = 1, 2, . . . , 2Nn−1} ∩ {γi · γln : i = 1, 2, . . . , 2Nn} = ∅.
Therefore,
Sr′nΨ(x)− Srn−1Ψ(x) =
2Nn∑
i=1
ani γi(x)γln(x) = γln(x)ψn(x).
Further, on account of Skψn(x) = ψn(x) for any k ≥ 2Nn, we get the following estimate:
|Skψn(x)| ≤ 2 sup
j
|SjΨ(x)| for all k ≥ 2Nn.
Hence,
MΨ(x) ≥
1
2
Mψn(x), n ∈ N.
But supkMψk(x) = ∞ for almost every x ∈ Zp. This may be seen as follows. First, we set
Ω = ∩m ∪m<pk Ωk so that |Ω| = 1. Next, note that L̂n(j) = 1 for j ≤ n. Using this in (3.2),
we obtain
Mψk(x) ≥ sup
n≤Nk
|Snψk(x)| =
1
k2
sup
n≤Nk
|Snδ0(x)| >
pk
k2
on Ωk.
This gives supkMψk(x) =∞ on Ω and hence the Fourier series of Ψ diverges almost everywhere
on Zp.
4. Pointwise convergence of Fourier series
For the moment let us take Theorem 1.2 for granted and proceed to prove the almost
everywhere pointwise convergence result. Consider the space S = S(D) of test functions on
D consisting of locally constant functions. A function φ on D is said to be locally constant if
there exists k ∈ N0 such that φ(x+u) = φ(x) for all x ∈ D and for all u ∈ P
k. In other words,
φ is constant on cosets of Pk. By Theorem 2.1, such a function is a finite linear combination
of the characteristic functions of the form 1x+Pk , x ∈ D and k ∈ N0.
Let φ ∈ S so that φ is constant on cosets of Pk for some k ∈ N0. Consider φ as a function
on K and supported on D = P0. Then by Theorem 2.2, φˆ ∈ S is constant on cosets of
D and is supported on P−k. Hence, φˆ(u(n)) = 0 if |u(n)| > qk, that is, if n ≥ qk (see
Proposition 2.3 (a)). Hence,
φ(x) =
∑
|u(n)|≤qk
φˆ(u(n))χn(x) =
qk−1∑
n=0
φˆ(u(n))χn(x) = Sqkφ(x).
Therefore, φ(x) = Smφ(x) for all m ≥ q
k.
The space S is dense in Lp(D, w) for w ∈ Ap, 1 < p < ∞. Indeed, by Stone-Weierstrass
theorem, S is dense in C(D), the space of continuous functions on D. Also, the space C(D) is
dense in Lp(D, w). For a proof of the density of C(D) in Lp(D, w), see the proof of Theorem 1.1
in [22]. Then by a standard argument, it follows that S is dense in Lp(D, w). We observed
that if φ ∈ S, then Snφ = φ for large n. Using these two facts, the proof of a.e. pointwise
convergence result for functions in Lp(D, w) is essentially the same as the proof of Carleson-
Hunt theorem using the boundedness of M on Lp(D) and can be omitted (see Corollary 1.2,
Chapter VIII in [28]).
We now prove Theorem 1.2.
Proof of Theorem 1.2. Throughout the proof, a function on D will be treated as a function
defined on K but supported on D. Let 1 < p < ∞, w ∈ Ap and f ∈ L
p(D, w). Observe that
the Ap condition of the weight w together with Ho¨lder’s inequality immediately implies that
f ∈ L1(D) so that Snf(x) makes sense for all n ∈ N.
There are several stages in the proof of inequality (1.1). First we define the modified Dirichlet
kernels and the corresponding modified partial sum operators as follows:
D⋆n = χnDn and S
⋆
nf = D
⋆
n ∗ f, n ∈ N,
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where the integration that defines the convolution is over all of K. Let Φ0 = 1D. Therefore,
by our convention, D⋆n = Φ0D
⋆
n is the kernel of the operator S
⋆
n. We denote it by kn. Then we
observe that S⋆nf is supported on D for n ∈ N. Next, by an easy calculation, we see that the
usual partial sum operators Sn and the modified partial sum operators S
⋆
n are related by the
equation
Snf = χn
(
S⋆n(χnf)
)
, n ∈ N.
Define the operator M∗ byM∗f(x) = supn |S
⋆
nf(x)|. Therefore, in order to prove Theorem 1.2,
it suffices to show that there exists Cp > 0 such that
(4.1)
∫
D
|M∗f(x)|pw(x) dx ≤ Cp
∫
D
|f(x)|pw(x) dx
for all f ∈ Lp(D, w).
It is proved in [15] (see also [28]) that M∗ is bounded on Lp(D). Using this and the reverse
Ho¨lder inequality for Ap weights ([22] and [23]), it is easy to see that M
∗f ∈ Lp(D, w). Since
S⋆nf are supported on D, so is M
∗f and hence M∗f also lies in Lp(w).
We apply Theorem 2.4 and Lemma 2.2 to M∗f and obtain
‖M(M∗f)‖Lp(w) ≤ C‖M
∗f‖Lp(w)
and
‖M(M∗f)‖Lp(w) ≤ C‖(M
∗f)♯‖Lp(w).
These two inequalities, along with the fact that M∗f(x) ≤ M(M∗f)(x) for almost every x,
yield ∫
D
|M∗f(x)|pw(x) dx ≤ C
∫
K
(
(M∗f)♯(x)
)p
w(x) dx.
Finally, in order to estimate the last integral, we dominate (M∗f)♯ pointwise a.e. by the function
Mrf as follows.
Proposition 4.1. Let 1 < r <∞. There is a constant C > 0, depending only on r, such that
for any f ∈ Lr(D, w)
(M∗f)♯(x) ≤ CMrf(x) for a.e.x.
We postpone the proof of this proposition and continue with the proof of inequality (4.1).
We recall an important property of the Ap weights, see [22] and [23].
Lemma 4.1. Suppose w ∈ Ap, 1 < p < ∞. Then there exists s with 1 < s < p such that
w ∈ As.
Taking the s obtained from this lemma, we choose r = ps . Then
p
r = s > 1 and w ∈ A pr
.
Hence, by Proposition 4.1, we have∫
D
|M∗f(x)|pw(x) dx ≤ C
∫
K
(
(M∗f)♯(x)
)p
w(x) dx
≤ Cr,p
∫
K
Mrf(x)
pw(x) dx
= Cr,p
∫
K
(M |f |r(x))
p
rw(x) dx.
Since |f |r ∈ L
p
r (w) and w ∈ A p
r
, we apply Theorem 2.4 to obtain∫
D
|M∗f(x)|pw(x) dx ≤ C
∫
D
|f(x)|pw(x) dx.
Therefore, to complete the proof of (4.1), all that remains is to prove Proposition 4.1. We
first observe that
(4.2)
1
2
‖f ♯‖∞ ≤ sup
B
inf
α∈C
1
|B|
∫
B
|f(x)− α| dx.
Indeed, first we note that, for all α ∈ C,∫
B
|f(x)− fB| dx ≤
∫
B
|f(x)− α| dx+
∫
B
|α− fB| dx ≤ 2
∫
B
|f(x)− α| dx.
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Dividing both sides by |B|, taking the infimum over α ∈ C and then supremum over all balls
B, we get (4.2).
Now, fix r > 1 and assume f ∈ Lr(D, w). Let x ∈ K and B be any ball containing x. In
view of (4.2), it is enough to show that there exists a constant α depending on the ball B such
that
(4.3)
1
|B|
∫
B
|M∗f(y)− α| dy ≤ CMrf(x).
By Proposition 2.1 (a), B = {y ∈ K : |y − x| < ql} for some l ∈ Z. We write f1 = f · 1B and
f2 = f − f1 and set α = M
∗f2(x). Then for any y ∈ B,
|M∗f(y)−M∗f2(x)| =
∣∣∣sup
n
|S⋆nf(y)| − sup
n
|S⋆nf2(x)|
∣∣∣
≤ sup
n
|S⋆nf(y)− S
⋆
nf2(x)|
≤ sup
n
|S⋆nf1(y)|+ sup
n
|S⋆nf2(y)− S
⋆
nf2(x)|
= M∗f1(y) + sup
n
|S⋆nf2(y)− S
⋆
nf2(x)|.(4.4)
For the first term of (4.4), we use the boundedness of M∗ on Lr(D) and Ho¨lder’s inequality to
get
1
|B|
∫
B
|M∗f1(y)| dy ≤
1
ql−1
(∫
|y−x|<ql
|M∗f1(y)|
r dy
) 1
r
· (ql−1)
1
r′
≤
C
ql−1
(∫
|y−x|<ql
|f(y)|r dy
) 1
r
· (ql−1)
1
r′
≤ CMrf(x).
Now, integrating the second term of (4.4) over the ball B, we get
1
|B|
∫
B
sup
n
|S⋆nf2(y)− S
⋆
nf2(x)| dy
=
1
ql−1
∫
|y−x|<ql
sup
n
∣∣∣∫
K
[kn(y − z)− kn(x− z)]f2(z) dz
∣∣∣ dy
≤
1
ql−1
∫
|y−x|<ql
sup
n
∫
|z−x|≥ql
|kn(y − z)− kn(x− z)||f2(z)| dz dy.
We now show that the above integral is zero. This will follow once we show that
kn(x− y) = kn(x) for all x, y ∈ K, |y| < |x|.
To see this, observe that since the kernels kn are supported on D and the norm is ultrametric,
we only need to consider x, y ∈ D such that |y| < |x|. In the proof of Theorem 4 in [27], it was
shown that k̂n(x + y) = k̂n(x) whenever |y| < |x|. For m ∈ L
∞, set mk = m1Pk , k ∈ Z. We
will now use the following lemma proved in [28] (see Lemma 2.1, Chapter VI).
Lemma 4.2. If m(x+ y) = m(x) whenever |y| < q−s|x|, s a non-negative integer, then for all
k ∈ Z, mˇk(x+ y) = mˇk(x), whenever |y| < q
−s|x|.
Applying this lemma to Φ0k̂n for s = 0, we obtain kn(x+ y) = kn(x) whenever |y| < |x| and
x, y ∈ D. Therefore, (4.3) holds with α = M∗f2(x). This completes the proof Proposition 4.1.

Remark 4.1. In the case of the circle T, Hunt and Young [16] proved the boundedness of M
on Lp(T, w) by verifying Burkholder-Gundy [3] type weighted distribution function inequality
which relates a modified version of M and the standard Hardy-Littlewood maximal function.
Following their method, Gosselin [7] obtained a similar result for Vilenkin-Fourier series. A
Vilenkin group G is a direct product of cyclic groups of order pi, where each pi is an integer
greater than or equal to 2. In particular, if we take each pi to be equal to a fixed prime p,
then G becomes the ring of integers of the field Fp((X)), the p-series field. Our approach is
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different from that of [16] and [7] and hence it also gives another proof of the boundedness of
M for the case of Vilenkin groups.
5. Gabor systems, Zak transform and Ap weights on D×D
In this section we develop the results required to prove the characterization of Gabor
Schauder bases. We first present some background information on Schauder basis, Gabor
system, and Zak transform. Then we define the Ap weights on the product space D×D in two
different ways. We show the equivalence of these definitions by showing that each of them is
equivalent to the boundedness of a maximal operator on D ×D. Finally, we characterize the
uniform boundedness of a sequence of partial sum operators on D×D.
5.1. Schauder bases. Let us recall some standard facts about bases in a Banach space B. A
sequence {xk : k ∈ N0} of elements of B is called a Schauder basis for B if for every x ∈ B
there exists a unique sequence {αk : k ∈ N0} of scalars such that
x =
∑
k∈N0
αkxk,
where the partial sums of the series converge in the norm of B, that is,
lim
N→∞
∥∥∥x− N∑
k=0
αkxk
∥∥∥ = 0.
The sequence {xk : k ∈ N0} is said to be complete if span{xk : k ∈ N0} = B. It is said to be
minimal if xn 6∈ span{xk : k ∈ N0, k 6= n} for all n ∈ N0.
Let {xn : n ∈ N0} be a sequence in a Hilbert space H. A sequence {x˜n : n ∈ N0} in H is
said to be biorthogonal to {xn : n ∈ N0} if 〈xk, x˜l〉 = δk,l for all k, l ∈ N0. It is easy to verify
that if {xn : n ∈ N0} is complete in H, then there is a unique sequence {x˜n : n ∈ N0} ⊂ H
which is biorthogonal to {xn : n ∈ N0}. Such a sequence is called the biorthogonal dual of
{xn : n ∈ N0} and vice versa. A dual sequence is not necessarily uniquely defined. In fact, it is
unique if and only if the original sequence is complete in H. Therefore, every Schauder basis
has a unique biorthogonal dual.
In general, a complete sequence need not be a Schauder basis for a Hilbert space. The fol-
lowing theorem determines when this is the case. For a proof, we refer to [25] (see Theorem 4.1,
Chapter 1).
Theorem 5.1. A complete sequence {xn : n ∈ N0} with biorthogonal dual {x˜n : n ∈ N0} is a
Schauder basis for H if and only if the partial sum operators sn, n ≥ 0, defined by
sn(x) =
n∑
k=0
〈x, x˜k〉xk,
are uniformly bounded in H.
5.2. Gabor systems and Zak transform on local fields. We defined the translation oper-
ators (time shifts) Ty and the modulation operators (frequency shifts) Mξ in Section 1. Their
compositions TyMξ and MξTy are called time-frequency shift operators.
Let K be a local field of positive characteristic. Fix a, b ∈ K and g ∈ L2(K). The Gabor
system G(g, a, b) is the collection of functions
G(g, a, b) = {Mbu(n)Tau(k)g : n, k ∈ N0}.
The function g is called the window function or atom. In this article, we are concerned about
the Schauder basis property of the system
G(g) = G(g, 1, 1) = {Mu(n)Tu(k)g : n, k ∈ N0}.
As mentioned earlier, Weil [29] introduced the concept of Zak transform on locally compact
abelian groups and formulated its basic properties. For the definition of Zak transform and
derivation of its properties on certain locally compact nonabelian groups, we refer to [20]. In
order to define Zak transform on a locally compact abelian group G, we need a lattice. Recall
that a discrete subgroup D of G is called a lattice if the quotient G/D is a compact group.
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Since the characteristic of K is positive, it follows that Λ = {u(k) : k ∈ N0} is a subgroup of
K+ (see Proposition 2.3), and hence is a lattice in K+. With respect this lattice, we make the
following definition.
Definition 5.1. Let K be a local field of positive characteristic. The Zak transform of a
function f ∈ L2(K) is the function of two variables defined by
(5.1) Zf(x, ξ) =
∑
k∈N0
Tu(k)f(x)χk(ξ) =
∑
k∈N0
f
(
x− u(k)
)
χ
(
u(k)ξ
)
, x, ξ ∈ K.
Using the Λ-periodicity of the characters χk, we can show that |Zf | is Λ-periodic in both
the variables. It turns out that Z maps L2(K) isometrically onto L2(D × D). The proof of
this fact can be obtained from the corresponding result on Euclidean spaces with necessary
modifications, see e. g. [13].
For n, k ∈ N0, define
(5.2) En,k(x, ξ) = χn(x)χk(ξ) = χ
(
u(n)x− u(k)ξ
)
.
The following theorem shows that the Zak transform diagonalizes the time-frequency shifts.
Theorem 5.2. Let g ∈ L2(K). Then
Z(Mu(n)Tu(k)g)(x, ξ) = (En,k · Zg)(x, ξ) = En,k(x, ξ) · Zg(x, ξ).
Proof. This is a straight forward verification. 
If G(g) is a Schauder basis for L2(K), then using Theorem 5.2, we can show that the
biorthogonal system is of the form G(g˜), where the dual window g˜ ∈ L2(K) is defined by the
condition Zg˜ = 1/Zg. Indeed, since Z is an isometry, we have
〈Mu(n)Tu(k)g,Mu(m)Tu(l)g˜〉
= 〈Z(Mu(n)Tu(k)g), Z(Mu(m)Tu(l)g˜)〉
= 〈En,k · Zg,Em,l · Zg˜)〉
=
∫
D
∫
D
χn(x)χk(ξ)Zg(x, ξ)χm(x)χl(ξ)Zg˜(x, ξ) dx dξ
= 〈χn, χm〉〈χl, χk〉 = δn,mδl,k.
Therefore, G(g˜) is biorthogonal to G(g). Since a Schauder basis has a unique biorthogonal
dual, it follows that G(g˜) is the biorthogonal dual of G(g).
5.3. Ap weights on the product space D×D. Let w be a non-negative function on D×D.
Following Fefferman and Stein [5], we say that w ∈ Ap(D ×D) if for a.e. y ∈ D, the function
x→ w(x, y) is an Ap(D) weight and the Ap characteristic [w(·, y)]Ap is independent of y, and
a similar condition holds for the function y → w(x, y) for a.e. x ∈ D.
That is, w ∈ Ap(D × D) if there exists a constant C > 0 such that for a.e. y ∈ D and all
balls B ⊂ D
(5.3)
( 1
|B|
∫
B
w(x, y) dx
)( 1
|B|
∫
S
w(x, y)
− 1
p−1 dx
)p−1
≤ C,
and for a.e. x ∈ D and balls B ⊂ D
(5.4)
( 1
|B|
∫
B
w(x, y) dy
)( 1
|B|
∫
S
w(x, y)
− 1
p−1 dy
)p−1
≤ C.
We will show that the above definition is equivalent to the existence of a constant C > 0
such that for all balls B1, B2 ⊂ D, we have( 1
|B1||B2|
∫
B1
∫
B2
w(x, y) dx dy
)
×
( 1
|B1||B2|
∫
B1
∫
B2
w(x, y)−
1
p−1 dx dy
)p−1
≤ C.(5.5)
Let us temporarily write w ∈ Ap,∗(D×D) if the weight w satisfies (5.5) for all balls B1, B2 ⊂
D. Also, let us denote the supremum of the left hand side in (5.5) taken over all balls B1, B2 ⊂
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D by [w]Ap,∗ . We will now show that both these definitions of weights on D×D are equivalent
to the boundedness on Lp(D ×D, w) of the Hardy-Littlewood maximal operator M∗ adapted
to this definition.
For a function f on D, we define the maximal function M∗f as follows:
M∗f(x, y) = sup
x∈B1,y∈B2
1
|B1|
1
|B2|
∫
B1
∫
B2
|f(u, v)| du dv,
where the supremum is taken over all balls B1 in D containing x and B2 in D containing y.
Theorem 5.3. Let w be a weight on D×D and 1 < p <∞. Then the following are equivalent.
(a) w ∈ Ap,∗(D×D).
(b) w ∈ Ap(D×D).
(c) M∗ is a bounded operator on L
p(D×D, w).
Proof. Suppose (a) holds. Then for all balls B1, B2 ⊂ D, we have( 1
|B1||B2|
∫
B1
∫
B2
w(x, y) dx dy
)
×
( 1
|B1||B2|
∫
B1
∫
B2
w(x, y)
− 1
p−1 dx dy
)p−1
≤ [w]Ap,∗ .(5.6)
Fix a ball B1 ⊂ D. By Lebesgue differentiation theorem (Theorem 2.3), for a.e. y, we have
1
|x+Pk|
∫
x+Pk
( 1
|B1|
∫
B1
w(x, z) dx
)
dz −→
1
|B1|
∫
B1
w(x, y) dx
as k →∞. Similarly, ( 1
|x+Pk|
∫
x+Pk
( 1
|B1|
∫
B1
w(x, z)
− 1
p−1 dx
)
dz
)p−1
−→
( 1
|B1|
∫
B1
w(x, y)−
1
p−1 dx
)p−1
as k → ∞. Therefore, the product of the left sides in the last two equations converge to the
product of the right sides. By (5.6) the product of the left sides is at most [w]Ap,∗ . Hence,( 1
|B1|
∫
B1
w(x, y) dx
)( 1
|B1|
∫
B1
w(x, y)−
1
p−1 dx
)p−1
≤ [w]Ap,∗ .
This is true for every ball B1 ∈ D and a.e. y ∈ D. Hence, w(·, y) ∈ Ap(D) and the Ap
characteristic [w(·, y)]Ap is independent of y. Similarly, w(x, ·) ∈ Ap(D) and [w(x, ·)]Ap is
independent of x. Therefore, w ∈ Ap(D×D). So (b) is proved.
Assume (b). Define the Hardy-Littlewood maximal operators M1 and M2 corresponding to
the first and second variables:
M1f(x, y) = sup
B
1
|B|
∫
B
|f(s, y)| ds
and
M2f(x, y) = sup
B
1
|B|
∫
B
|f(x, t)| dt.
Since w(x, ·) and w(·, y) are in Ap(D), the operators M1 andM2 are bounded on L
p(D, w(·, y))
and Lp(D, w(x, ·)) respectively, by Theorem 2.4. Clearly, M∗f(x, y) ≤ M1 ◦M2f(x, y). Since
the Ap characteristic of w(x, ·) and w(·, y) have uniform bound, by applying Fubini’s theorem,
we get ∫
D
∫
D
|M∗f(x, y)|
pw(x, y) dx dy ≤
∫
D
∫
D
|M1 ◦M2f(x, y)|
pw(x, y) dx dy
≤ C
∫
D
∫
D
|M2f(x, y)|
pw(x, y) dx dy
≤ C2
∫
D
∫
D
|f(x, y)|pw(x, y) dx dy.
This proves (c).
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Now, assume that (c) is true. Let B1 and B2 be balls in D. Then for each (x, y) ∈ B1×B2,
we have
M∗(f · 1B1×B2)(x, y) ≥
1
|B1|
1
|B2|
∫
B1
∫
B2
|f(u, v)| du dv.
Hence, for any f ( 1
|B1|
1
|B2|
∫
B1
∫
B2
|f(u, v)| du dv
)p ∫
B1
∫
B2
w(x, y) dx dy
≤
∫
B1
∫
B2
[M∗(f · 1B1×B2)(x, y)]
pw(x, y) dx dy
≤ C
∫
B1
∫
B2
|f(x, y)|pw(x, y) dx dy.
Taking f = w−
1
p−1 , we see that (5.5) is satisfied so that we obtain (a). This completes the
proof of the theorem. 
Remark 5.1. (a) In view of Theorem 5.3, we say that w ∈ Ap(D × D) if w satisfies
either (5.3) and (5.4) or (5.5).
(b) In [21], several characterizations are provided for the Ap weights on T
n in terms of
strong maximal functions, rectangular conjugate functions, and rectangular partial
sums.
For M,N ∈ N0, define
SM,NF =
M∑
m=0
N∑
n=0
〈F,Em,n〉Em,n,
where En,k(x, ξ) = χn(x)χk(ξ) and the inner product is in L
2(D×D).
Let T : Lp(D ×D, w) → Lp(D ×D, w) be a bounded operator. The norm of this operator
is denoted by ‖T‖p,w. Also, we denote ‖T‖p to be the norm of the bounded operator T :
Lp(D×D)→ Lp(D×D).
The following theorem characterizes the uniform boundedness of these operators on the
weighted space L2(D×D, w).
Theorem 5.4. Let w be a non-negative function in L2(D×D). Then supM,N ‖SM,N‖2,w <∞
if and only if w ∈ A2(D×D).
Proof. Suppose C = supM,N ‖SM,N‖2,w < ∞. In order to show that w ∈ A2(D ×D), we will
prove that ( 1
|B1||B2|
∫
B1
∫
B2
w
)( 1
|B1||B2|
∫
B1
∫
B2
1
w
)
≤ C
for all balls B1, B2 ⊂ D. Suppose |B1| = q
−r and |B2| = q
−s, where r, s ≥ 0. Choose F to be
non-negative on B1 × B2 and 0 on (D ×D) \ (B1 × B2). Then extend F Λ × Λ-periodically.
Now. for (x, ξ) ∈ B1 ×B2, we have
SM,NF (x, ξ) =
M∑
m=0
N∑
n=0
〈F,Em,n〉Em,n(x, ξ)
=
M∑
m=0
N∑
n=0
[∫
B1
∫
B2
F (y, η)χm(y)χn(η) dy dη
]
χm(x)χn(ξ)
=
∫
B1
∫
B2
F (y, η)
[ M∑
m=0
χm(x− y)
N∑
n=0
χn(η − ξ)
]
dy dη
=
∫
B1
∫
B2
F (y, η)DM+1(x− y)DN+1(η − ξ) dy dη,
where Dn is the Dirichlet kernel defined in (2.3). Now, B1 is a ball in D of measure q
−r. Since
D =
⋃qr−1
l=0 (al +P
r), we have B1 = al +P
r for some al, by Proposition 2.1. Since x ∈ B1, we
have B1 = x+P
r since every point of a ball is its centre (see Proposition 2.1). Also, we have
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chosen F to be supported on B1×B2 so that y ∈ B1 in the above integral, that is, y ∈ x+P
r.
Hence, x− y ∈ Pr. Similarly, η − ξ ∈ Ps. Now, we choose M + 1 = qr and N + 1 = qs. By
Lemma 2.1, Dqk = q
k1Pk . Hence, we obtain
Sqr,qsF (x, ξ) =
∫
B1
∫
B2
F (y, η)qrqs dy dη =
1
|B1||B2|
∫
B1
∫
B2
F (y, η) dy dη.
Therefore,
1
|B1|2|B2|2
(∫
B1
∫
B2
F (y, η) dy dη
)2(∫
B1
∫
B2
w(x, ξ) dx dξ
)
=
∫
B1
∫
B2
|Sqr,qsF (x, ξ)|
2w(x, ξ) dx dξ
= ‖Sqr ,qsF‖
2
2,w ≤ C
2‖F‖22,w.(5.7)
In particular, if F is the Λ× Λ-periodic extension of 1w1B1×B2 , then
‖F‖22,w =
∫
B1
∫
B2
1
w2
w =
∫
B1
∫
B2
1
w
.
Hence, ( 1
|B1||B2|
∫
B1
∫
B2
1
w
)( 1
|B1||B2|
∫
B1
∫
B2
w
)(∫
B1
∫
B2
1
w
)
≤ C2
∫
B1
∫
B2
1
w
.
From this it follows that if
∫
B1
∫
B2
1
w <∞, then
(5.8)
( 1
|B1||B2|
∫
B1
∫
B2
1
w
)( 1
|B1||B2|
∫
B1
∫
B2
w
)
≤ C2.
If
∫
B1
∫
B2
1
w = 0, then (5.8) holds trivially. Finally, if
∫
B1
∫
B2
1
w = ∞, then there exists
G ∈ L2(B1 × B2) such that
G
w1/2
6∈ L1(B1 × B2). Let F =
|G|
w1/2
. Then
∫
B1
∫
B2
F = ∞ but
‖F‖2,w = ‖G‖2 < ∞. So, from (5.7), we get
∫
B1
∫
B2
w = 0. Hence, (5.8) holds in this case
also. Therefore, w ∈ A2(D×D).
We will now prove the converse. Suppose w ∈ A2(D×D). Let wx = w(x, ·) and w
ξ = w(·, ξ).
Since the A2 characteristics of wx and w
ξ are uniformly bounded, by Theorem 1.3, there exists
C > 0 such that for a.e. x, ξ, we have∫
D
|SNf(x)|
2wξ(x) dx ≤ C
∫
D
|f(x)|2wξ(x) dx, f ∈ L2(D, wξ)
and ∫
D
|SNf(ξ)|
2wx(ξ) dξ ≤ C
∫
D
|f(ξ)|2wx(ξ) dξ, f ∈ L
2(D, wx).
Now, let F ∈ L2(D × D, w). By Fubini’s theorem, Fx = F (x, ·) ∈ L
2(D, wx) for a.e. x and
F ξ = F (·, ξ) ∈ L2(D, wξ) for a.e. ξ. Let
S1NF (x, ξ) = SNF
ξ(x) =
N∑
n=0
〈F ξ , χn〉χn(x)
and
S2MF (x, ξ) = SMFx(ξ) =
M∑
m=0
〈Fx, χm〉χm(ξ).
Then S1NS
2
MF = SM,NF . Hence,
‖SM,NF‖
2
2,w =
∫
D
∫
D
|S1NS
2
MF (x, ξ)|
2w(x, ξ) dx dξ
≤ C
∫
D
∫
D
|S2MF (x, ξ)|
2w(x, ξ) dx dξ
≤ C2
∫
D
∫
D
|F (x, ξ)|2w(x, ξ) dx dξ
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≤ C2‖F‖22,w.
This completes the proof of the theorem. 
We rewrite the above result in terms of the partial sum operators involving the windowed
system Em,n · (1/W ).
Corollary 5.1. Let W be a non-negative function in L2(D×D) and let TM,N : L
2(D×D)→
L2(D×D) be the operator
TM,NF =
M∑
m=0
N∑
n=0
〈
F,Em,n ·
1
W
〉
Em,n ·W.
Then supM,N ‖TM,N‖2 <∞ if and only if |W |
2 ∈ A2(D ×D).
Proof. This is a reformulation of Theorem 5.4, We omit the proof since it is similar to that of
Corollary 5.7 in [12]. 
6. An application: Characterization of Gabor Schauder bases
We consider the problem of determining whether the Gabor system G(g) = {Mu(n)Tu(k)g :
n, k ∈ N0} is a Schauder basis for L
2(K) or not. Since Schauder basis expansions may converge
conditionally, the order of summation is important. The Gabor system G(g) involves two
indices each in N0 so that we have to consider permutations of N0 × N0. We define a family
of permutations of N0×N0 which are compatible with the partial sum operators considered in
the earlier sections. Following Heil and Powell [12], we define the following enumerations.
Definition 6.1. Let Γ be the set of all enumerations {(kj , nj)}
∞
j=1 of N0 × N0 defined in the
following recursive manner.
(a) The initial terms (k1, n1), (k2, n2), . . . , (kJ1 , nJ1) are either
(0, 0), (0, 1), . . . , (0,M1) or (0, 0), (1, 0), . . . , (N1, 0))
for some positive integers M1 and N1.
(b) If {(kj , nj)}
Jk
j=1 has been constructed to be of the form
{0, 1, . . . ,Mk} × {0, 1, . . . , Nk}
for some positive integers Mk and Nk, then terms are added to the top or the right
side to obtain either the rectangle
{0, 1, . . . ,Mk} × {0, 1, . . . , Nk + 1}
or
{0, 1, . . . ,Mk + 1} × {0, 1, . . . , Nk}.
With respect to the above enumerations of N0×N0, we have the following result which char-
acterizes the Schauder basis property of the Gabor system G(g) in terms of the Zak transform.
Theorem 6.1. Let K be a local field of positive characteristic and g ∈ L2(K). A necessary and
sufficient condition for the Gabor system G(g) to be a Schauder basis for L2(K) with respect
to every enumeration σ ∈ Γ is that |Zg|2 ∈ A2(D×D).
Proof. We first prove the necessity of the condition. Let σ = {(kj , nj)}
∞
j=1 ∈ Γ be an enumera-
tion of N0×N0 and G(g) be a Schauder basis of L
2(K) with respect to σ. Consider the partial
sum operators T σN : L
2(D ×D)→ L2(D×D) corresponding to σ, defined by
T σNF =
N∑
j=1
〈
F,Enj ,kj ·
1
Zg
〉
Enj ,kj · Zg,
where En,k(x, ξ) = χn(x)χk(ξ) (see (5.2)). Then by Theorem 5.1 and Theorem 5.2,
1
|Zg| ∈
L2(D × D) and the operators T σN are uniformly bounded. Hence, by Corollary 5.1, |Zg|
2 ∈
A2(D×D).
We will now show the sufficiency. Let |Zg|2 ∈ A2(D ×D) and σ ∈ Γ be an enumeration of
N0 × N0. Note that by the definition of the A2 condition, it follows that
1
Zg ∈ L
2(D×D).
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We again consider the operators T σN defined above and claim that they are uniformly bounded
i.e., supN,σ ‖T
σ
N‖2 <∞. Once we have this, then again by Theorem 5.1 and Theorem 5.2, G(g)
will be a Schauder basis of L2(K) with respect to every enumeration σ ∈ Γ.
By Corollary 5.1, supM,N ‖TM,N‖2 = C < ∞. Choose an enumeration σ ∈ Γ and N ∈ N.
Let MN be the largest integer MN < N such that T
σ
MN
F = TJ,KF for some integers J,K.
Observe that
‖T σNF‖2 = ‖T
σ
MN
F + T σNF − T
σ
MN
F‖2
≤ ‖TJ,KF‖2 + ‖(T
σ
N − T
σ
MN
)F‖2.
We now estimate the second term. We have
(6.1) (T σN − T
σ
MN )F =
N∑
j=MN+1
〈
F,Enj ,kj ·
1
Zg
〉
Enj ,kj · Zg.
According to the specific nature of the enumerations σ and the definition of MN , it follows
that the terms in the above sum correspond to terms that have been added to a rectangle on
top or on right. That is, the sum is equal to either of the following two sums:
(6.2)
L∑
n=0
〈
F,En,K+1 ·
1
Zg
〉
En,K+1 · Zg, L ≤ J,
or
(6.3)
R∑
k=0
〈
F,EJ+1,k ·
1
Zg
〉
EJ+1,k · Zg, R ≤ K.
Note that by Proposition 2.3 (b), −u(K+1) = u(K ′) for someK ′ ∈ N. Hence, χ−u(K+1)(ξ) =
χu(K ′)(ξ) so that
E0,K ′(x, ξ) = χ0(x)χu(K ′)(ξ) = χ−u(K ′)(ξ) = χu(K+1)(ξ).
Also, En,0(x, ξ) = χu(n)(x). Therefore, we have〈
F,En,K+1 ·
1
Zg
〉
=
∫
D
∫
D
F (x, ξ)χu(n)(x)χu(K+1)(ξ)
1
Zg(x, ξ)
dx dξ
=
∫
D
∫
D
F (x, ξ)χu(K+1)(ξ)χu(n)(x)
1
Zg(x, ξ)
dx dξ
=
∫
D
∫
D
(F ·E0,K ′)(x, ξ)En,0(x, ξ)
1
Zg(x, ξ)
dx dξ
=
〈
F · E0,K ′, En,0 ·
1
Zg
〉
.
Hence, the first sum (6.2) is bounded by
∥∥∥ L∑
n=0
〈
F,En,K+1 ·
1
Zg
〉
En,K+1 · Zg
∥∥∥
2
=
∥∥∥ L∑
n=0
〈
F · E0,K ′, En,0 ·
1
Zg
〉
En,K+1 ·
1
Zg
∥∥∥
2
=
∥∥∥ L∑
n=0
〈
F · E0,K ′, En,0
1
Zg
〉
En,K+1 ·
1
Zg
∥∥∥
2
=
∥∥∥TL,0(F · E0,K ′)∥∥∥
2
≤ C
∥∥∥F · E0,K ′∥∥∥
2
= C‖F‖2.
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For the second sum we observe that〈
F,EJ+1,k ·
1
Zg
〉
=
∫
D
∫
D
F (x, ξ)χu(J+1)(x)χu(k)(ξ)
1
Zg(x, ξ)
dx dξ
=
∫
D
∫
D
F (x, ξ)EJ+1,0(x, ξ)E0,k(x, ξ)
1
Zg(x, ξ)
dx dξ
=
〈
F ·EJ+1,0, E0,k ·
1
Zg
〉
.
Hence, the second sum (6.3) is bounded by∥∥∥ R∑
k=0
〈
F,EJ+1,k ·
1
Zg
〉
EJ+1,k · Zg‖2
=
∥∥∥ R∑
k=0
〈
F · EJ+1,0, E0,k ·
1
Zg
〉
EJ+1,k · Zg
∥∥∥
2
=
∥∥∥ R∑
k=0
〈
F · EJ+1,0, E0,k ·
1
Zg
〉
E0,k · Zg
∥∥∥
2
=
∥∥∥T0,R(F · EJ+1,0)∥∥∥
2
≤ C
∥∥∥F ·EJ+1,0∥∥∥
2
= C‖F‖2.
Substituting these estimates in (6.1), we obtain ‖T σNF‖2 ≤ 2C‖F‖2 for all enumeration
σ ∈ Γ and all N ∈ N. Therefore, supN,σ ‖T
σ
N‖2 ≤ 2C < ∞. Hence, the claim is proved and
this completes the proof of the theorem. 
For applications, it is important to know whether a Gabor system is complete, minimal, a
frame, a Riesz basis or an orthonormal basis. We mention some results in Gabor theory on the
characterizations of such systems in terms of the Zak transform. We refer to [20] for a proof
of the following theorem. For an introduction to frame theory, and definitions of frames and
Riesz bases, see [11].
Theorem 6.2. Let K be a local field of positive characteristic, g ∈ L2(K) and G(g) the Gabor
system generated by g. Then
(a) G(g) is complete in L2(K) if and only if Zg 6= 0 a.e.
(b) G(g) is minimal and complete in L2(K) if and only if 1Zg ∈ L
2(D ×D).
(c) G(g) is a frame for L2(K) with bounds A and B if and only if A ≤ |Zg|2 ≤ B a.e. In
this case G(g) is a Riesz basis for L2(K) with bounds A and B.
(d) G(g) is an orthonormal basis for L2(K) if and only if |Zg| = 1 a.e.
Now, to illustrate Theorem 6.1, we present some examples of Gabor systems which form
Schauder bases for L2(K).
Example 6.1. Let −12 < α <
1
2 . Consider the function g which is supported on D and
g(x) = |x|α, x ∈ D. Observe that g ∈ L2(K) since α > −12 . Since g is supported on D,
the only term which contributes to the sum in the definition of Zg (see (1.2)) corresponds to
k = 0. Hence, Zg(x, ξ) = g(x). It follows from the definition that for a function of the form
w(x, y) = v(x), w ∈ Ap(D×D) if v ∈ Ap(D). The function g(x) = |x|
α is an Ap(D) weight if
and only if −1 < α < p−1 (see [22]). Hence, |g|2 is an A2(D) weight if and only if −
1
2 < α <
1
2 .
This shows that |Zg|2 ∈ A2(D × D). Therefore, by Theorem 6.1, it follows that the Gabor
system G(g) is a Schauder basis for L2(K) with respect to every enumeration σ ∈ Γ.
Also, observe that |Zg| is not bounded away from zero. Therefore, by Theorem 6.2, it follows
that G(g) is not a Riesz basis for L2(K).
Example 6.2. Let g be a function constructed in Example 6.1 and h be any function supported
in D such that h ∈ A2(D). For example, we can take h(ξ) = |ξ|
α with −12 < α <
1
2 . Let
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G(x, ξ) = g(x)h(ξ). Then |G|2 ∈ A2(D × D) so that f = Z
−1G ∈ L2(K). By Theorem 6.1,
G(f) is a Schauder basis for L2(K) with respect to every enumeration σ ∈ Γ.
Note that every Schauder basis is complete and minimal, but the converse need not be true
in general. We now construct an example of a Gabor system which is complete and minimal,
and using Theorem 6.1 we will show that this system cannot be a Schauder basis for some
permutation of N0 × N0.
Example 6.3. Let A1 = P and
An = pu(1) + p
2u(1) + · · ·+ pn−1u(1) +Pn, n ≥ 2.
We first show that the balls An, n ≥ 1, are pairwise disjoint. Note that |An| = q
−n. Let
k, l ∈ N with k < l. Suppose Ak and Al are not disjoint. By Proposition 2.1 (b), Al ⊂ Ak. Let
y = pu(1)+p2u(1)+· · ·+pk−1u(1). Then Ak = y+P
k and Al = y+p
ku(1)+· · ·+pl−1u(1)+Pl.
Now, if Al ⊂ Ak, then (Al−y) ⊂ (Ak−y). But, this is not possible since p
ku(1)+· · ·+pl−1u(1) ∈
Al − y and |p
ku(1) + · · · + pl−1u(1)| = q−k+1 whereas Ak − y = P
k is the ball of radius q−k
centred at 0. Hence, An, n ≥ 1, are disjoint.
By Proposition 2.1 (d), each An is a union of q balls of radius q
−n−1. Choose any two such
balls and call them En and Fn. Then |En| = |Fn| = q
−n−1. Let S = ∪∞n=1(En ∪ Fn) and α be
a real number such that 1 < α < q. Define the function g which is supported on D and
g(x) =


αn/2, x ∈ En, n ≥ 1,
α−n/2, x ∈ Fn, n ≥ 1,
1, x ∈ D \ S.
We have ∫
D
|g(x)|2 dx =
∞∑
n=1
(
αn|En|+ α
−n|Fn|
)
+ |D \ S|
≤
∞∑
n=1
(αn + α−n)q−n−1 + 1
=
1
q
∞∑
n=1
[(α
q
)n
+
( 1
αq
)n]
+ 1 <∞,
since αq ,
1
αq < 1. Similarly,∫
D
1
|g(x)|2
dx =
∞∑
n=1
(
α−n|En|+ α
n|Fn|
)
+ |D \ S| <∞.
Since Zg(x, ξ) = g(x), it follows that Zg, 1Zg ∈ L
2(D × D). Hence, by Theorem 6.2, G(g) is
minimal and complete in L2(K).
We now compute the average of |Zg(x, ·)|2 over the ball An. Note that |An\(En∪Fn)| =
q−2
qn+1
.
Hence,
1
|An|
∫
An
|Zg(x, ξ)|2 dx =
1
|An|
∫
An
|g(x)|2 dx
= qn
[
(αn + α−n)q−n−1 +
q − 2
qn+1
]
=
1
q
(
αn + α−n + q − 2
)
−→∞ as n→∞.
Similarly,
1
|An|
∫
An
1
|Zg(x, ξ)|2
dx −→∞ as n→∞.
Therefore, (5.3) does not hold for w = |Zg|2 and p = 2. Hence, |Zg|2 6∈ A2(D × D). By
Theorem 6.1, there exists an enumeration σ ∈ Γ such that G(g) is not a Schauder basis with
respect to σ.
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