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1. INTRODUCTION 
Generating functions have long been the essential tool in enumeration. 
One used to count graded sets. A graded set is a set S (inlinite in general) 
together with a function y from S to the nonnegative integers, such that the 
set 7 - ‘(Fz) is linite for every a. Counting a graded set meant to determine 
the size Us of the set y-‘(n). The sequence a,z was best described by its 
generating function 
Thus, to a graded set S one “associated” a generating function f(x), and 
“operations” on graded sets have been long known to “correspond” to 
algebraic operations on their generating functions. The manipulation of 
generating functions with the intent of enumeration has been in the past 
more a matter of artisanship than the reasoned application of rigorous 
principles. 
The situation until very recently was similar to the situation of 
probability theory before the advent of the notion of random variable. 
Probability distributions were known to give the description of statistical 
phenomena. It was known that certain operations on probability dis- 
tributions corresponded to certain combinations of observations. But such 
a correspondence could not be made precise or effective without the idea of 
a random variable, which by an accident of chance turned out to coincide 
with that of a measurable function. 
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The present situation in combinatorics is similar. Generating functions 
are today what probability distributions were to the early statisticians. 
What is needed is a new concept which will relate to generating functions 
much like random variables relate to probability distributions. 
The missing idea is Joyal’s notion of species. With the injection of this 
fundamental insight, combinatorial intuition can be said to have found a 
proper foundation. 
Let us take, for example, the elementary notion of a series-parallel 
network. This is usually defined as a set of vertices connected by edges in a 
way that need not be recalled. In practice, however, one often has to con- 
sider the operation of replacing each vertex of a series-parallel network by 
“smaller” series-parallel networks taken from a preassigned store. In other 
words, one is forced to consider series-parallel networks whose vertices are 
“blown up” to be elements of a given set of series-parallel networks. A 
precise conceptual rendering of this indispensable combinatorial operation 
had not been explicitly given. 
Joyal’s idea consisted in realizing that a combinatorial structure, or 
species, such as a tree, a graph or a permutation, is to be dellned 
equivuriady (i.e., naturally), that is without a committed choice of the 
unerlying set. The theory of categories provides a language suited to this 
fundamental intuition. One delines a species as a functor from the category 
of linite sets and bijections to itself. Thus, the species “tree” is the functor T 
that assigns to every linite set E the set T[E] of all trees whose vertex set is 
the set E. 
To every species M one assigns a generating function 
where a,, is the size of the set M[E]. By equivariance, E can be taken to be 
any set of n elements. Thus, because of equivariance, the integers Us are 
well delined, and one can safely dispense with the awkward notion of a 
graded set. 
Operations with species, that is, combinatorial constructions, can be 
precisely defined in terms of species, and are seen to correspond in a 
natural way to operations on generating functions. Paramount among 
these is the substitution of species, which turns out to correspond to the 
functional composition of generating functions. To be sure, such a notion 
of combinatorial composition was foreshadowed by Doubilet, Rota and 
Stanley’s reduced incidence algebra of the lattice of partitions. While 
Doubilet, Rota and Stanley’s approach still offers some advantages, such as 
the combinatorial interpretation of negative coefficients by Mobius inver- 
sion, it must be recognized that only after the injection of Joyal’s idea of 
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equivariance does combinatorial substitution acquire a ring of 
delinitiveness. 
This paper uses the fundamental intuition of equivariance to solve a 
long-standing conceptual problem. It has been known since D. E. Lit- 
tlewood and Polya that the ring of formal power series in infinitely many 
variables is endowed with a peculiar notion of composition. Given a formal 
power series 
where the coefficients aj.,,j.2 ..., are integers, and where the sum ranges over 
all sequences A,, d2 ,..., of nonnegative integers with a finite number of non- 
zero entries, and given a second such formal power series 
one defines a third formal power series /r(xr, x2,...,), called the @e~A.r%~c 
C~M~O&~W off and g, and written !z = f * g, as follows. Set 
and set 
0, > x2,-., 1 =fk*? EY27 ~3Y~~- 
This operation is well defined when g has no constant term. 
Plethystic composition has been widely used in combinatorics, invariant 
theory and in the theory of group representations without an explicit 
detinition, or even a recognition, of any underlying combinatorial construc- 
tion to which it corresponds. In fact, even the objects which were thereby 
to be enumerated had not been clearly singled out. 
Our objective is to develop a notion, which we call the parfihmal, which 
provides a natural combinatorial interpretation of the plethystic com- 
position of two formal power series. Perhaps the main novelty of our 
theory of partitionals consists in showing that the combinatorics of 
pIethysm can be carried out entirely within the framework of elementary 
set theory, without appeal to group-theoretic ideas or even to the notion of 
permutation. Our basic idea consists in taking the notion of partition of a 
set as fundamental, rather than the notion of set as in Joyal’s theory of 
species. The theory of partitionals can be viewed as a partition-theoretic 
analog of Joyal’s theory of species. 
Partitionals are delined as functors from the category of partitions of 
finite sets to the category of tinite sets. To every partitionai one associates a 
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partitional generating function, which is a generating function in infinitely 
many variables. Sums and products of partitionals are easily defined, in 
analogy with the theory of species, and turn out to correspond to sums and 
products of their partitional generating functions. Our main result is the 
dehnition of @&zJLY~ of two partitionals, which turns out to correspond to 
the plethystic composition of their generating functions. 
The plethysm of two partitionals, defined below, is a very general 
operation of composition, or “piecing together,” of combinatorial objects: 
perhaps the most general, as we hazard to surmise. Its delinition requires 
the sophisticated notion of commuting equivalence relations, introduced by 
Dubreil-Jacotin in 1939 and most recently studied by M. Haiman. 
The present work is intended to lead as directly as possible to the main 
result. For this reason, we have left to a later publication the extensive 
applications of the theory of partitionals. 
We hope nevertheless that the naturality of the present approach will be 
convincing enough proof of its wide range of possible application. 
2. Tm THEORY OF SPECIES 
We shall summarize the main outlines of Joyal’s theory of species of 
structures. Strictly speaking, the results of this theory will not be needed in 
the sequel; nevertheless, we hope that a preliminary exposition of this sim- 
pler case will be valuable as motivation for the theory to be presently 
developed. We omit all discussion of specilic examples, for which we refer 
the reader to Joyal. 
The idea is to provide a set-theoretic counterpart to “any” operation 
with formal power series. Recall that formal power series in one variable x 
(sometimes called Hurwitz series) is a series of the form 
where the U~‘S are integers. Such series form a ring under ordinary addition 
and multiplication. Furthermore, if g(x) is a formal power series without 
constant term, the functional composition off and g is delined as the formal 
power series 
j-(g(x)):= x a$. 
k>O 
The theory of species gives a natural set-theoretic interpretation of the 
operations of sum, product and functional composition (substitution) of 
formal power series, which we now recall. 
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To this end, consider the category B of finite sets and bijections. A 
species M is a (covariant) functor M: B + B. If E is a linite set, M[E] (the 
image of E under M) is called (and viewed as) the set of all structures of 
species jU (or M-structures) on E. By functoriality, the number 
where 1 El = FZ, does not depend on E. We can, therefore, associate to a 
species IV the generating function 
Let M and N be species. Since every morphism in B is an isomorphism, 
any natural transformation u : M -+ N is a natural isomorphism of functors. 
If M and N are naturally isomorphic we write 
M=N. 
Clearly, if M = N then M(x) = N(x). The converse is false. If only the 
weaker condition 44(x) = N(x) holds, we say that the species M and N are 
equipotent and write 
The sum of two species h4 and N is the species A4+ N defined by 
(A4+ N)[E] =M[E] + N[E], 
where the sum on the right is the disjoint union of sets (i.e., the coproduct 
in the category of sets and functions). 
More generally, if a family { iVi: i E Z} of species has the property that for 
every linite set E the set {i E Z: Mi[E] # @} is finite, then the sum ziE, Mj 
of the family is the species delined by 
c J 
,;, Mi [El := x MiLEI, 
iei 
where the sum on the right is a disjoint union of sets. Passing to’ the 
generating functions, we clearly have 
The product n;= 1 Mi of species Mi(i = l,..., n) is delined using the notion 
of decomposition. A decomposition of a (tinite) set E into rr parts is an n- 
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tuple (E, ,..., E,,) of (possibly empty) disjoint subsets of E whose union is E; 
if (Ei ,..., E,,) is a decomposition of E we write E= E, + .*. + E,,. Note that 
the order of the summands matters. The delinition of the product is the 
following: an element of (n;= i Mi)[E] is a decomposition X7= i E, = E 
where each part Ei is endowed with an M+tructure; in other words, it is a 
pair (R, WZ), where u = (El ,..., En) is a decomposition of E into n parts and 
m = (m, ,..., Q) is an ordered n-tuple of structures mi E Mi[Ei]; in symbols: 
where the sum on the right (disjoint union) ranges over all decompositions 
of E into H parts, and the product is a (Cartesian) product of sets. One 
easily verilies that the product of species corresponds to the product of 
their generating functions: 
To obtain the set-theoretic interpretation of the operation of substitution 
(functional composition) of formal power series we require the preliminary 
operation of divided power. 
Let M be a species, and let n EN. An n-assembly of M-siructures on E is 
a partition n e Z7[E] (cf. Sect. 3) having n blocks (1 TC 1= PZ) each of which is 
endowed with an M-structure; thus, an n-assembly is a pair (rc, m) where m 
is a family {mB : BE rr } such that mB s M[B] (Be rc), i.e., m is an element 
of the Cartesian product nBez M[B]. The diuided nth power yH(M) of the 
species M is the species of all n-assemblies of M-sructures. In symbols, if 
Z7,,[E] := {ztzZ7[E] : [xi =n}, we have 
Note that for n # 0 we have 
and for n = 0, we get 
Given a species M we deline a species M,, by 
M*[E] = rrE1 ifE#$, 
ifE=& 
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Then it follows from the definition of divided power that for all n l fV and 
for every finite set E we have 
Now, since a partition of E of size n gives rise to n! decompositions of E 
into n parts (the blocks of the partition), and since MO[#] = 4, one easily 
verities that 
Thus, if q := 1 A4[$] 1, we have 
The substitution M(N) of two species iI4 and N is detined as follows: 
M(N)[E] is the set of all triples (II, m, n), where rc is a partition of E, (T-C, n) 
is an assembly of N-structures on E, and me M[rr] (recall that rt is also a 
finite set!); in symbols: 
WWLEI = x W-xl x n N-W. 
7TEf7[E] L3ER 
This definition provides a precise language to express the combinatorial 
operation of piecing together structures of the species N by a construction 
pertaining to the species A4. 
Note that if 
NJE] := WEI ifE#d, 
4 ifE=d, 
then, for every linite set E, we have 
WWLEI = WNoKEl, 
and, therefore 
M(N) = itif( 
Let us verify that 
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If we write Rn for the species 
R,,[E] := { (TC, m, n) E M(N,,)[E] : 17~ I= n}, 
then clearly we have 
Now, if 44(x) = xn 3 o u~x”/H!, then the generating function of Rn is 
RJx) = cznyn(ZVo)(.x) = an T. 
Therefore, 
M(N)(x) = 1 RJx) = 1 an T= A4(No(x)). 
P720 II30 
We have thus obtained the promised set-theoretic interpretation of the 
substitution of formal power series. 
We can now state more precisely the objective of the present work. We 
shall develop a theory analogous to the theory of species that leads to a 
natural set theoretic interpretation of power series in inlinitely many 
variables. written in the form 
where the coeflicients uA are integers. Here, L = (Al, A2,...,) is a sequence of 
nonnegative integers, and the notation L + k, where k is a nonnegative 
integer, indicates that A1 + 2A2 + . . . + = /c. These formal power series are 
easily seen to form a ring. More remarkably, plethysm is the natural notion 
of composition (substitution) of such formal power series, as mentioned in 
the introduction. Our objective will be to develop a category-theoretic con- 
text within which the operations of sum, product and, more significantly, 
plethysm can be seen to have a natural set theoretic interpretation. 
3. PARTITIONS 
We begin by a summary of the fundamental combinatorics of partitions 
of a set. Some of the facts are well-known; others are hard to lind in the 
literature. It will be prudent to start from scratch. 
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(a) The Lattice of Partitions of a Set 
Let E be a set (not necessarily finite). A partition rc of E is a family of 
subsets of E, called the blocks of the partition rc, with the following proper- 
ties: 
(1) every block of rc is a nonempty subset of E; 
(2) two distinct blocks of rt are disjoint; 
(3) every element of E belongs to a block of rc. 
We denote by (E, rr) the structure consisting of the set E, together with a 
partition rc of E. When there is no danger of confusion, we refer to the pair 
(E, 7~) simply as a partition. 
We denote by ZZ[E] the set of all partitions of E. Note that I7[4] = {q4}, 
i.e., the empty set has only one partition: the partition without any blocks. 
The set ZZ[E] is partially ordered by the refinement relation: for rc, 
c E l7[E] we say that n is a refinement of g (or x finer than O, or o coarser 
than rt), and write rc < 0, if every block of rr is a subset of some block of C: 
With this order, ZI[E] has a minimum (the finest partition of E, consisting 
of unitary blocks if E # #), denoted by 0 (or by C?jE when there is danger of 
confusion): 
and also a maximum (the coarsest partition of E, consisting of one block if 
E# 0) denoted by 1 (or by lE): 
Furthermore, (lZ[E], 6) is a Zattice, i.e., for every rc, OIGZZ[E] the 
intimum z A o and the supremum rr v 0 of the set {rc, cr} exist in 
(Lr[E], <): they are called the meet and the join (respectively) of the par- 
titions rc and cr. All this is straightforward. One verifies that 
The lattice (ZI[E], < ) is complete, i.e., for any (nonempty) family of par- 
titions 9 G I7[E] the infimum A 9 and the supremum Vg of F in 
(Z7[E], < ) exist: the meet can be computed, much as above, to be 
70 NAVA AND ROTA 
Since ZZ[E] has a maximum, the join can be obtained by 
We shall shortly simplify this expression for the join. 
(b) Partitions and Boolean Algebras 
If rc is a partition of a set E, we denote by Bool(z) the boolean algebra of 
subsets of E consisting of arbitrary unions of blocks of z. It is easy to see 
that 
(1) Bool(z) is an atomic boolean algebra whose atoms are the blocks 
of rr. 
(2) Bool(rt) is closed under arbitrary unions, and intersections. 
Conversely, if B is a boolean algebra of subsets of E which is closed 
under arbitrary unions and intersections, then it may be verilied that 
(1) B is atomic, the atoms being all the nonempty intersections of the 
form flB’: BeB- {@}}, where B’ is either B or E-B. 
(2) The set of atoms of B is a partition of E, which we denote by 
Part (B). 
Now let Bool[E] be the set of all boolean algebras of subsets of E which 
are closed under arbitrary unions and itersections, endowed with the par- 
tial order B < C if and only if Bz C. Then Bool[E] is a complete lattice: 
for B, C G Bool[E], their join is given as B v C = Bn C, and more 
generally, for any nonempty family 9 = { Bi: i E Z} G Bool[E], the join is 
given as // 9 = fiie, Bi. Since the lattice Bool[E] has a minimum element 
(namely, the boolean algebra of all subsets of E), we can obtain arbitrary 
meets by 
We have mentioned that there is a correspondence between Boolean 
algebras and partitions. Actually, a stronger statement can be made. 
PROPOSITION 3.1. The correspondence Z7[E] -+ Bool[E] giuen by 
rt~Bool(rt) is a Lattice isomorphism (i.e., an order-preseruing bijection with 
order-preseruing inverse) whose inverse Bool[ E] + l7[ E] is giuen by 
Bt+ Part(B). 
(c) Induced and Coinduced Partitions 
Let 7~ and c be partitions of a set E. If rc < c then every block of G is a 
union of blocks of z Bearing in mind that z is also a set (whose elements 
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happen to be blocks), we deline the induced partition 0 1 IC to be the par- 
tition of rc whose blocks are the sets 
for every block Co 0. 
Note that /(g]rc)] = ]cr]. 
There is an order isomorphism between the lattice Z~[Z] and the 
segment 
of the lattice ZZ[E], delined as follows. To r E ZZ[rc] we associate the par- 
tition 
IndJr) E Z7[E] 
whose blocks are the subsets C of E of the form 
c=u {B:B~D) 
as D ranges over the blocks of r. 
We say that the partition IndJT) is coinduced by the partition r of IL 
One verilies that this correspondence is an isomorphism with inverse 
cJb-+fJ~7c (OE [7c, IE]). 
(d) Partitions and Equivalence Relations; Independent and Commuting Par- 
titions. Restrictions 
If - is an equivalence relation on a set E, denote by E/- the set of 
--equivalence classes. Then E/ - is a partition of E which completely 
determines the relation -. Conversely, given rc E Z7[E] there is a unique 
equivalence relationwZ on E such that E/N~ = rc, viz. the relation 
In terms of equivalence relations, the join of two partitions x, 0 E IZ[E] 
can be characterized as follows for: p, q E E, p-n ~ ~ q whenever there is a 
linite sequence rO,..., r” of elements of E such that 
where each relation No is either -0 or wx. 
We say that two partitions IT, o e I7[E] commute if, for all p, q l E, we 
have 
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If rr and o commute then their join can be obtained in “one step,” that is, 
P-Z,?04 iff (3rGE)(p-zr-Oq) iff (3sGE)(p-Os-zq). 
Two partitions rc and u of the same set are said to be independent if every 
block of rc meets every block of 0. 
Two independent partitions commute, but the converse is not true. 
However, if rt and G commute and rc v o = 1, then rt and u are indepen- 
dent. 
If rr~I7[E] and BG E, then the restriction of the partition rt to the set B 
is the partition rrB E Z7[B] defined by 
xB:={BnC:C~x,Br-X#@}. 
The correspondence Z7[E] + II[B] given by rc -+ rcB is a surjective lattice 
homomorphism that preserves arbitrary meets and joins. 
In the sequel we shall need to consider only restrictions rrB where B is a 
union of blocks of rc (typically, B will be a block of a coarser partition); in 
this case we have 
and thus rrB z rr. 
The following proposition expresses the relationship between the con- 
cepts of commutativity and independence of partitions. 
PROPOSITION 3.2. (Dubreil-Jacotin). Let x, o G ZZ[E]. Then x und c 
commute f and only if, for every BE x v 0, the restrictions rcB and Ok are 
independent partitions of the set B. 
Prooj Case 1. suppose rr v G = i. In this case the theorem follows 
immediately from the delinitions. 
Cuse 2. the general case. This case follows from Case 1 by observing 
that 
(1) for every BEE v e, we have rcB v rrB= iB; and 
(2) the partitions rc and Q commute if and only if, the restrictions rrB 
and eB commute for every block Be 7~ v 0. 1 
(e) The Category of Partitions 
We denote by eZ(Z7) the category whose objects are pairs (E, z), where E 
is a set and XE IICE], and whose morphisms are defined as follows: if 
(F, e) is another object of eQZZ), a morphism 
f:~J%~~+~~,~~ 
is a bijection f: E + F that maps blocks of x to blocks of 0. 
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Note that in cl(n) every morphism is an isomorphism. 
Two partitions (E, rc) and (J’, 0) are said to be isomorphic if they are 
isomorphic in the category el(L’). 
From now on all sets will be linite, i.e., we shall work in the (full) sub- 
category &(Z7) of partitions of finite sets. 
When the set E is linite, the isomorphism class of a partition (E, n) is 
uniquely determined by the sequence of natural numbers 
I”= (A,, L...>~ 
defined by 
Ai := number of blocks of size i of the partition (E, 7~). 
Thus, we call the sequence 1 the class of the partition (E, rc), and write 
cl(E, 71) := cl(rc) := L. 
If cl(E, rc)=L we have 
and the number of blocks of rc is 
If L is a class (that is, a sequence A,, A*,..., of natural numbers) and 
ri e N, the notation 
At---n 
will mean that 
Note that this convention differs from the usual notation 2 + n for par- 
titions of a natural number (cf., e.g., Macdonald). 
PROPOSITION 3.3. The number of automorphisms (in elfi”(17)) of a par- 
tition (E, 7~) of class I. depends only on k and equals 
ProoJ An automorphism of (E, rr) permutes the blocks of rc internally 
and permutes the blocks of n of the same size. 1 
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4. PARTITIONALS 
We define a purtitional to be a functor from the category e&“(ZZ) of par- 
titions of finite sets, to the category Ens of finite sets and functions. 
Let E eZs”(Z7) + Ens be a partitional and let (E, x) be a partition (E 
tinite). The image T[E, rc] of (E, rc) under T is the set of all T-structures on 
(E, rr). By functoriality, the number 1 T[E, rc] 1 depends only on the class k 
of the partition (E, n). We write 
~:=lT[E,~ll, 
and we define the generutingfunction of the partitional T to be the formal 
power series 
p( T; x) :=p( r x,, x2,...) 
-~ x 
Note the notation x’ for ,$x~.... 
Thus, the generating function of a partitional is a formal power series in 
intinitely many variables x1, x2,.... We recall that the family of such 
generating functions forms a ring under ordinary addition and mul- 
tiplication (See Bourbaki [2].) 
The sum of two partitionals A4 and R is the partitional A4 + R defined by 
(M+ R)[E, x] := M[E, x] + R[E, ?.c] 
where the sum on the right is the disjoint union of sets. 
More generally, a family {ML : iE Zj of partitionals is said to be sum- 
muble if for any*partition (E, rt) the set {i e Z: Mi[E, rc] . # 0} is finite. If 
{ A4i : ic Z} is summable then the sum IiS, A4i is the partitional defined by 
Clearly, we have 
PROPOSITION 4.1. Zf the family of partitionals {kZi : ieZ} is summable, 
then the following identity holds for the generating functions: 
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We deline the sum of two classes k and lo to be the class obtained by 
adding the entries of k and p: (k + p)i := ,li + pi. 
Let (R, rr) be a partition. A decomposition of (,!?, rr) (into two parts) is an 
ordered pair ((Ei, rc,), (&, 7~~)) of partitions such that 
(1) E,nE*=@. 
(2) ElvEI=E. 
(3) 7~; is a partition of the set Ei (i= 1, 2). 
(4) Every block of xi is a block of rc(i= 1,2); i.e., we have the 
equality of sets x = rc, u x2. 
Thus, in a decomposition of (E, rc), the sets E, and Ez cannot be prescribed 
arbitrarily, since each is the union of a (possibly empty) subset of rc. 
We write rr = rti + x2 to indicate the above decomposition. Note that, in 
general, rc+rr~#rc~+~,, since the order of the parts is relevant. Also note 
that if 7~ = rcl + rrl then the class of z is the sum of the classes of rc, and x2; 
in symbols 
cl(7c) = Cl(7cl) + cl(x*), 
If cl(n) = A and p and v are atbitrary classes of partitions, then the num- 
ber of decompositions rc = rci +x2 such that cl(rci)=g and cl(rc*)= v is 
given by the partitional coefficient 
where 
.- .- 0 otherwise, 
is the usual binomial coefficient. Note that the partitional coefficient 
vanishes if p + v # A. 
Using the notion of decomposition, we can now define the product MR 
of two partitionals M and R as follows: and MR-structure on (E, TC) is a 
triple (cx, m, r), where IX = ((El, rc,), (Ez, x2)) is a decomposition of (R, rc), 
m is an M-structure on (El, rc, ), and r is an R-structure on (EI, n*). In 
symbols: 
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where the sum on the right (a disjoint union of sets) ranges over all 
possible decompositions of (E, rc) into two parts. 
The relationship between the product of partitionals and their generating 
functions turns out to be just as expected, to wit: 
PROPOSITION 4.2. The generating function of the product MR of two par- 
titionals is the product of their generating functions. Zn symbols: 
P(MR; x) = P(M; x) P(R; x). 
ProoJ Let 
and 
Since the coehicient of x’ in p(M; x) p(R; x) is 
all we need to prove is the equality 
Since the partitional coefficients count the number of decompositions 
into parts of prescribed classes, the definition of product of partitionals 
implies that 
Since 
if p + v = L, the result follows. 1 
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We shall require the extension to several factors of the notion of product 
of partitionals. We will say that a (possibly infinite) family of partitionals 
{ Mi: ie I} can be multiplied if the following two conditions hold: 
(1) For every partition (E, X) # (a, @), the set 
{i~1:kfi[E,7r]#@}islinite. 
(2) The set { iE Z: 1 Mi[O, @] 1 > 1 } is linite. 
A decomposition of a partition (E, rc) is a sequence ((Ei, rcj): ie 1) of par- 
titions such that EinEj=@ for i#j, E=lJie,Eiand n=Uielnj. We use 
the notation 
to indicate that ( (Ei, xi) : i E Z) is a decomposition of (E, n). 
The product Z’IiG, Mj of the family of partitionals {Mj : ie Z} is the par- 
titional delined by: 
where the sum (a disjoint union of sets) ranges over all decompositions 
Eiel xi of rr, and the product is a Cartesian product of sets. 
Note that, since E is linite, if rc = xiS, zi then (Ei, XJ = (0, 0) for all 
but tinitely many z’s, and we again have cl(rc) = xiS,cl(rcJ. 
In the same vein as in Proposition 4.3, it can be shown that 
PROPOSITION 4.3. If a family {Mi: i E Z} of partitionals can be multiplied, 
then 
5. Trm SMALL BLOW-UP 
En route to the definition of plethysm of partitionals, we need an inter- 
mediate construction, which we shall call the small blow-up of partitionals. 
This in turn requires the notion of small transversal. 
A small transversal of a partition (E, 0) is an ordered pair (n, 7) of par- 
titions of E with the following properties: 
(1) 7z < 0, 
(2) r A z=&and 
(3) the partitions rr and 7 are independent. 
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The length of a small transversal (rr, r) is delined to be 1 r 1, namely, the 
number of blocks of the partition r. 
The reader may visualize this concept as follows: if (rr, r) is a small trans- 
versal of (E, o), we can arrange the elements of E in a matrix whose rows 
are the blocks of T and whose columns are the blocks of rc, the blocks of CJ 
being unions of columns. In particular, 1 E 1 = 1 x 11 T 1. 
DEFINITION. The small blow-up of order n > 1, or the n th small blow-up, 
of a partitional R, is the partitional Rt”} delined as follows: 
R@l[E, CI] := { ( rr, 7; s): (rr, r) is a small transversal of (E, o) 
oflengthn,and.sER[qo[rr]}. 
(Note that, since rr < 0, the induced partition 0 1~ of the set x is well 
delined. 
An RCnl-structure can be intuitively visualized as an R-structure 
“repeated” n times, once for each block of r. Thus, the notion of small 
blow-up is a precise rendering of the idea of “lining-up” n replicas of “the 
same” object. 
We shall now relate the partitional generating function of a partitional R 
to that of its nth small blow-up R {‘I. To this end we define an arithmetic 
operation on classes that, as will be seen, enumerates small blow-ups. 
Let X be a class. We deline the n th F’erschiebung of 1 to be the class 
AIn} = (a,, a2 ,...,) 
delined as follows: 
ak=O if nj’k, 
ak = Ak,n ifnlk. 
The operation of Verschiebung is sometimes denoted by P. Thus, we write 
Alfl} = VT. 
With is definition, we can now state the main result of this section. 
THEOREM 5.1. Let R be a partitional such that R[@, a] = $3, whose 
partitional generating function is 
P(R;x)= 1 X b&q 
k>l L+k 
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Then the partitional generating function of the n th small blow-up R(“) of R 
is given by 
if p= V%=A{“}, and c,, = 0 otherwise; or more explicitly, by 
We prefix the proof by two lemmas. 
LEMMA 5.2. Let (x, r) be a small transversal of length n of the partition 
(E, o), and let I. be the class of ~7 1 IK Then the class of CJ is the Verschiebung 
Prooj It follows immediately from the delinition of small transversal 
that every block of 7~ has 1 r I= n elements. Thus, to every block of c 1 rr with 
i elements corresponds biuniquely a block of c with ni elements, hence the 
conclusion. 1 
LEMMA 5.3. Suppose that the class of (E, 0) is 
Lb} = pq 
for some class A # (0, O,...,) and for some positive integer n. Then (E, C) has 
distinct small transversals of length n. 
ProoJ It follows from the hypothesis that 
for some positive integer m. 
Consider the set ,4 of triples 
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where (rc, r) is a small transversal of c of length n, and u is an arbitrary 
linear order on the set r. If l is the number of small transversals of length n 
of 0, then IAl =FZ!~. 
Let B be the set of all pairs 
(T LuY 
where x < ~(XE Z7[E]), each block of x has n elements, and /I is a set of 
linear orders, one for each block of rr. We shall exhibit a bijection between 
the sets A and B. 
Given an element (n, r, a) of A, the linear order a on r induces a linear 
order on each block of X. One thus obtains a set fl of linear orders, and 
(rr, /?) is an element of B. 
Conversely, if (n, /I) E B, let Bi be the set of all jth elements of each of the 
linear orders on the blocks of 7r (1 < i < n). The sets Bl ,..., B,, define a par- 
tition r of E together with a linear order a on the set r, and the pair (rr, r) 
is a small transversal of r~ of length n. Thus we get an element (rc, T, a) E A. 
The two correspondences just defined are clearly inverses of each other, 
so we have the desired bijection between A and B. 
To conclude the proof of the lemma, it suffices to establish that the set B 
has (kn)! ‘k 
l-I H kal k! 
elements. But if C is a block of 0 containing kn elements, then the number 
of partitions of C into k blocks of size n, each block endowed with a linear 
order is easily seen to be (kn!)/k!, and the conclusion follows. 1 
Proof of Theorem 5.1. By Lemma 5.2, c,, = 0 unless p = V”% = AI’) for 
some A. If (E, 0) is a partition of class p = A{“), then the number of 
elements of Rlflj [E, c] equals the number of elements of R[rr, cr 1 rr] 
(namely, bX), multiplied by the number of small transversals (rc, r) of (E, g) 
of length n, which is given by lemma 5.3. This gives (1). 
To obtain (2) we write out (1): 
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COROLLARY 5.4. If R is a partitional and n > 1, then the partitional 
generating function of the nth small blow-up R{‘} is given by 
P(R”}; x) =A (p(R; A, xzn,...,) - rO), 
where 
ro= lRl103011. 
Proof Define a partitional R. by 
Then, for every partition (E, o) we have 
RI’j[E, o] = RA”j[E, O] 
and thus 
Rtnj = @‘( 
Since p(Ro; x) = p( R; x) - ro, the results follows from Theorem 5.1. 1 
6. PLETHYSM 
The promised combinatorial interpretation of plethysm will result after 
some definitions, all of them motivated by the intuitive notion of “partition 
of a partition.” We begin with the definition of a transversal of a partition, 
which generalizes the notion of a small transversal defined in the preceding 
section. 
Given a partition (E, o), we say that an ordered pair (rr, r) of partitions 
of E is a transversal of cs when 
(1) 7c < 0, 
(2) wd=o, 
(3) the partitions rr and r commute, and 
(4) u v 7=7c v T. 
We note the following easily proven consequences of the defmition. 
PROPOSITION 6.1. Let (q 7) be a transversal of (E, 0). Then: 
(1) g and r commute. 
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(2) If B is a block of the partition u v r = 7~ v r, then the pair of 
restrictions (n B, rJ is a small transversal of the restriction Ok. 
(3) Conversely, if p is a partition of E such that Q 2 0 v T, and if for 
every block B of p the pair (rrB, rB) is a small transversal of Ok, then 
p = o v r and (rt, r) is a transversal of c. 
Proox Use proposition 3.2 and the delinitions. b 
We deline the &ss of the transversal (rc, r) of cr to be the class of the 
induced partition (0 v r)/ r. 
Let (E, 0) be a partition. Recall that [c, I] = {pel7[E]: p au}. Let 
Q E [e, I]. If B is a block of p, then the restriction CJ~ is a partition of B. 
Given a partitional R and natural number n, an n-assembly of R-structures 
on (E, 0) is a pair 
(PT rl, 
where p E [c, 11, p has n blocks, and r is a family of R-structures 
where rB E R[ B, 0~1 for each block Be p. We deline the divided n th power 
y,JR) of the partitional R to be the partitional that assigns to (E, o) the set 
of all n-assemblies of R-structures on (E, cr). In symbols: 
The partitional generating function of the divided n th power is easily 
found: 
PROPOSITION 6.2. If R[@, 0]= 0, then 
ProoJ By Proposition 4.3 it suhices to establish, for every partition 
(E, o), a surjectionf: Rn[E, c] -+ yJR)[E, 0-J such that every preimage of 
f has n! elements. 
By detinition of product of partitionals, an element a E R”[E, cr] is a pair 
a = (4 r), 
where a is a decomposition O, + . . . + Ok = o of (E, o) and r is a family 
ire,: 1 < i < n} of R-structures rO, E R[Ei, rri], one for each part of cc Since 
R[0,0] = 0, every et is nonempty. Let & be the partition 
ii = { CT1 ,..., un} E z7[cr], 
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and define 
.f(QJ =fc% f-j = (P, r), 
where 
Q = IndC(i) (cf. Sect. 3(c)). 
Since any two ~2s which differ only by the ordering of the parts of their CX’S 
have the same image under A it is clear thatfhas the desired properties. 1 
We remark that the divided nth power Ye, when n = 0, reduces to the 
following 
We shall need to study the notion of assembly of structures associated 
with a transversal of a partition. This notion turns out to be considerably 
more sophisticated than the analogous notion for species (Joyal). 
Let R be a partitional, let (E, 0) be a partition, and let (rr, r) be a trans- 
versal of CJ. A (q T)-ussernbly of R-structures on (E, 0) is a family 
{rB: BGCJ v T}, where rBE R[xB, oB\xB]. 
Given a class 1, we deline the k-blow-up R[*] of a partitional R to be the 
partitional that assigns to a partition (E, C) the set of all (rc, r)-assemblies 
of R-structures on (E, cr), as (rr, r) ranges over all transversals of CT of class 
X; in symbols 
where the sum of the right ranges over all pairs (rc, T) such that (rc, r) is a 
transversal of C, and the class of the partition (cr v T)~T is 1. 
The notion of small blow-up, introduced in the preceding section, is a 
special case of a blow-up, obtained when k has only one nonzero entry, 
equal to one. 
The next proposition spells out the structure of the blow-up in terms of 
small blow-ups and divided powers. This will allow us to compute the 
generating function of a blow-up, which can be considered as the crucial 
computation leading to our interpretation of plethysm. 
PROPOSITION 6.3, Let R be a partitional and A a class. Then 
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i.e., there is a natural isomorphism between the A-blow-up of a partitional 
R and the product of the & th divided powers of its k-th small blow-ups. 
In particular, since R{‘l[a, 01 = 0, we have 
We prefix the proof by the following. 
LEMMA. Zf 1 has the form 
i = (0 ,..., 0, &, 0, 0 ,...,) 
(i.e., &=O for i#k) and rr=&, then 
Rc” = yn(RIkj). 
Proof To an element 
we shall associate an element 
b E IJ @{k}X4 01 II 
so that the correspondence at+/3 is a natural isomorphism. 
Now, a is a pair 
where (rr, r) is a transversal of 0 of class k, and r is a (q T)-assembly. 
Let p = cr v 7. Then r is a family 
r = {rB: Bczp}, 
where 
rB e RLnBT cB I ~~1. 
Since (rc, 7) is of class A, the number of blocks of p is 
IPI = I(PI~N =4 
and, by Proposition 6.1(2), for each block B G p the pair of restrictions 
(rrB, TV) is a small transversal of length k of cB. Therefore, by degnition of 
small blow-up, we have 
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Thus, the partition p together with the family 
I@ BP TB; rB) : IlE P)> 
define an n-assembly /? of I?{“)-structures. 
The correspondence a~ fi is clearly bijective and equivariant 
(natural). 1 
Proof of Proposition 6.3. For each k 2 1, let Ak be the class 
Ak = (0 ,..., 0, Ak, 0, 0 ,... ). 
Then the conclusion follows from the lemma if we prove that 
R[kl = I-I 
@kkl 
k>l 
To this end, we first note that Lk = (0, O,...,) for all but fmitely many k’s, 
and if Lk = (0, O,...,) then 
Thus, the family of partitionals {R CA’]. k > 1 } can be multiplied, and its 
product is naturally isomorphic to the finite product 
if i # (0, O,...). 
The desired isomorphism between RrA1 and nk? r RcAkl can be obtained 
as follows. 
An element a l R [‘][E, C] is a pair 
where (rc, r) is a transversal of (E, 0) of class L and r is a (z, r)-assembly, 
i.e., a family 
r={r&ko v T} 
of structures 
For k 2 1, let Ek be the union of all blocks BE CJ v r such that 1 rB I= k, 
and let ek be the restriction eEk. We thus obtain a decomposition 6 of 
(4 01: 
d:cT=fJ1 +rT*+ . . . . 
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By the homomorphic properties of the restriction, and since (rt, r) is a 
transversal of g, we have that the pair (zEk, rcEk) is a transversal of flk. 
Furthermore, it is of class kk by delinition of Ek and the fact that 
Therefore, if we set 
rk= {rB: Be(cT v r)Ek}, 
then 
Denote by fi the pair consisting of the decomposition 8 and the family of 
structures { (( 7r Ek, Tag), rk): k 2 1 }, to wit, 
Then, from the dehnition of the product of partitionah., we have 
The correspondence EM/? is biunique and natural, and yields the desired 
isomorphism. b 
We come now to our main definition. Let A4 and R be partitionals. We 
dehne the piethysm of A4 and R to be the partitional M * R which assigns 
to (E, C) the set of all triples ((rr, r), m, r) where m E M[r, (CJ v r) 1 r], and 
where r is a (rr, r)-assembly of R-structures on (E, cr), as (rc, r) ranges over 
all transversals of (E, cr). In symbols 
(A4 * R)[E, O] := 1 
(?7,~)tmlsversal 
MT, (0 v ~)I71 x Bsvv ~ NOB, NISI ~BI. 
of(E,u) 
Recall that, iff(xl, x2 ,...,) and g(x,, x2 ,...,) are formal power series in the 
variables x,, x2 ,..., where g(0, O,...,) = 0, then the plethystic composition 
f C+ g is the formal power series defined as 
We can now state our main result. 
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THEOREM 6.4. Zf R[@, @] = 0, then p(M * R; x) =p(M; x) *p(R; x); 
that is, the partitional generating function of the plethysm M * R of two par- 
titionals M and R equals the plethystic composition of the partitional 
generating functions of M and R, $ R[@, a]= 0. 
Proof By Theorem 5.1 we have 
P(R fk}; x)=$,p(R;~~, xIk ,..., ). 
Thus, the right-hand side can be rewritten as 
~(M;x)*p(R;x)= 1 1 aX 
p(R(‘j; x)‘l p(R{*}; x)‘?. . . , 
?I>0 lb+?2 A,! . A*! 
where 
Let Pk be the partitional defined as follows: Pk[E, o] is the set of all 
structures s E M * R[E, O] whose underlying transversal (rc, r) is of class k. 
Then 
It follows immediately from the definitions that 
p(PA;x)=akp(R{*};x). 
Since by Proposition 6.3, 
P(R? x)= n 
P(R w; x)b 
h , , 
k>l k. 
the conclusion follows. m 
COROLLARY 6.5. If M and R are partitionals and r. = 1 R[@, 011, then 
the generating function of the plethysm M * R is given by 
p(M * R; x) =p(M; x) * (p(R; x) - ro). 
Proof If we deline a partitional R. as in the proof of Corollary 5.4, 
then we have 
M*R=M*Ro. 
The conclusion follows from Theorem 6.4. 1 
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