The Jacobian Conjecture can be generalized and is established : Let S be a polynomial ring over a field of characteristic zero in finitely may variables. Let T be an unramified, finitely generated extension of S with T × = k × . Then T = S.
Let k be a algebraically closed field of characteristic zero, let S be a polynomial ring over k of finite variables and let T be an unramified, finitely generated extension domain of S with T × = k × . Then T = S.
Throughout this paper, all fields, rings and algebras are assumed to be commutative with unity. For a ring R, R × denotes the set of units of R and K(R) the total quotient ring. Spec(R) denotes the affine scheme defined by R or merely the set of all prime ideals of R and Ht 1 (R) denotes the set of all prime ideals of height one. Our general reference for unexplained technical terms is [9] . Proof. We may assume that k = C, the field of complex numbers by "Lefschetz Principle" (cf. [4, p.290] ). The extension D/B is etale and finite, and so Max(D) → Max(B) ∼ = C n is a (connected) covering. Since C n is simply connected, we have D = B. (An algebraic proof of the simple connectivity of k n is seen in [14] .)
Recall the following well-known results, which are required for proving Theo- Proof. If { x 1 , . . . , x r } is a regular system of parameters of A and if y 1 , . . . , y s ∈ n are such that their images form a regular system of parameters of B/mB, then { ϕ(x 1 ), . . . , ϕ(x r ), y 1 , . . . , y s } generates n. and r + s = dim B. Hence B is regular. To show flatness, we have only to prove Tor A 1 (k, B) = 0. The Koszul complex K * (x 1 , . . . , x r ; A) is a free resolution of the A-module k. So we have
. . , x r ; B)). Since the sequence ϕ(x 1 ), . . . , ϕ(x r ) is a part of a regular system of parameters of B, it is a B-regular sequence. Thus H i (K * (x 1 , . . . , x r ; B)) = 0 for all i > 0.
Corollary A.1. Let k be a field and let R = k[X 1 , . . . , X n ] be a polynomial ring.
Let S be a finitely generated ring-extension of R. If S is unramified over R, then S is etale over R.
Proof. We have only to show that S is flat over R. Take P ∈ Spec(S) and put p = P ∩ R. Then R p ֒→ S P is a local homomorphism. Since S P is unramified over R p , we have dim S P = dim R p and S P ⊗ Rp k(p) = S P /P S P = k(P ) is a field. So by Lemma A, S P is flat over R p . Therefore S is flat over R by [5,p.91 (ii) The composition g · f of unramified homomorphisms f and g is unramified.
(iii) If g · f is an unramified homomorphism, then g is an unramified homomorphism.
Lemma H ([2,VI(4.7)]). Let f : A → B and g : B → C be ring-homomorphisms of finite type of locally Noetherian rings. B (resp. C) is considered to be an Aalgebra by f (resp. g · f ). (
Corollary H.1.
Let R be a ring and let B → C and D → E be etale R-
Proof. The homomorphism Let S be a scheme and let (X, f ) and (Y, g) be S-schemes. For a scheme Z, |Z| denotes its underlying topological space. Let
Then the residue class fields k(x) and k(y) are the extension-fields of k(s). Let K denote an extension-field of k(s) containing two fields which are isomorphic to k(x) and k(y). Such field K is certainly exists. For instance, we have only to consider the
where i x is the canonical immersion as topological spaces and the identity i * x (O X ) = O X,x as structure sheaves. Let y K be the one similarly defined as x K . By the construction of x K , y K , we have f · x K = g · y K . Thus there exists a S-morphism z K : Spec(K) → X × S Y such that p · z K = x K , q · z K = y K . Since Spec(K) consists of a single point, putting its image = z, we have p(z) = x, q(z) = y. Therefore the map of topological spaces 
(ii) Take p ∈ Ht 1 (S). Then p is a principal ideal of S and so pT σ i = T σ i (∀σ i ∈ G) because T × = k × . Let P be a minimal prime divisor of pT . Then P σ i ∈ Spec(T σ i ) and P σ i ∩ S = p because S ֒→ T is flat. There exists a prime ideal Q in Spec(T # ) with Q ∩ T = P by (i) and hence P ∩ S = p. Thus Q ∩ S = p. Therefore pT # = T # for all p ∈ Ht 1 (S).
Main Result
The following is our main theorem. Proof.
(1) Let K( ) denote the quotient field of ( ). There exists a minimal finite Galois extension L of K(S) containing T because K(T )/K(S) is a finite algebraic extension.
Let G be the Galois group G(L/K(S)).
which has the natural T -algebra structure by Let (0) = s i=1 P i be an irredundant primary decomposition in T # . Since T → T # is flat, the GD-theorem [9,(5.D)](or Lemma B) holds for this homomorphism T → T # . In the decomposition (0) = s i=1 P i , each P i is a minimal prime divisor of (0), so we have T ∩P i = (0) for all i = 1, . . . , s. Note that S ֒→ T σ i is unramified and hence that T # is reduced. The P i 's are prime ideals of T # . Note that I is a prime ideal of T # and that dim S = dim T = dim T σ = dim D for each σ ∈ G.
Thus there exists j, say j = 1, such that I = P 1 . In this case, P 1 + s i=2 P i = T # and T # /P 1 ∼ = D ⊆ L as T -algebra. Note that T is considered to be a subring of
The ring D is considered a T -algebra naturally and D ∼ = T T # /P 1 . Similarly we can see that P i + P j = T # for any i = j.
So consider T # /P j instead of D, we have a direct product decomposition:
Moreover each T # /P i is regular (and hence normal) and no non-zero element of T is a zero-divisor on T # /P i (1 ≤ i ≤ s).
(2) Now we claim that
Note first that for all p ∈ Ht 1 (S), pT = T because p is principal and T × = k × , and hence that pT σ = T σ for all σ ∈ G. Thus pT # = T # for all p ∈ Ht 1 (S) by Remark 1.1. Since S is a polynomial ring, any p ∈ Ht 1 (S) is principal.
Let a ∈ S (⊆ T # ) be any non-zero prime element in S. Then by the above argument, aT # = T # . When s = 1, then the assertion (#) holds obviously. So we may assume that s ≥ 2.
Suppose that a ∈ S is a prime element and that aD = D.
Then aT # + P 1 = T # and P 2 · · · P s = T # (P 2 · · · P s ) = (aT # + P 1 )(P 2 · · · P s ) = aP 2 · · · P s because P 1 · · · P s = (0). That is, aP 2 · · · P s = P 2 · · · P s ( * ).
is a semi-local S (a) -algebra.
From ( * ), we have aP 2(a) · · · P s(a) = P 2(a) · · · P s(a) , which is a finitely generated T # (a) -module. Thus there exists β ∈ T # (a) such that (1 − aβ)P 2(a) · · · P s(a) = 0. Since a is contained in the Jacobson radical of the semi-local ring T # (a) , we have P 2(a) · · · P s(a) = 0. Since any element of S \ {aS} is not a zero-divisor on T # , we have P 2 · · · P s ⊆ P 2(a) · · · P s(a) = 0. But (0) = P 1 · · · P s as mentioned above, which is a contradiction. Hence (#) has been proved.
(3) Let C be the integral closure of S in L. Then C ⊆ D because D is regular (hence normal) and C is an k-affine domain (Lemma D). For any σ ∈ G = G(L/K(S)), C σ ⊆ D because C σ is integral over S and D is normal with K(C) = L. Hence C σ = C for any σ ∈ G. Note that both D and C have the quotient field L. Zarisiki's Main Theorem(Lemma C) yields the decomposition:
where i is an open immersion and π is integral(finite). We identify Spec(D) ֒→ Spec(C) as open subset and D P = C P ∩C (P ∈ Spec(D)). Let Q ∈ Ht 1 (C) with Q ∩ S = p = aS. Then Q is a prime divisor of aC. Since aD = D by (#) in (2), there exists P ∈ Ht 1 (D) such that P ∩ S = p. Hence there exists σ ∈ G such that Q = (P ∩ C) σ because any minimal divisor of aC is (P ∩ C) σ ′ for some σ ′ ∈ G ([9,(5.E)]), noting that C is a Galois extension of S. Since D P = C P ∩C is unramified over S P ∩S = S p , C Q = C (P ∩C) σ ∼ = C (P ∩C) is unramified over S p . Hence 
The Jacobian Conjecture
The Jacobian conjecture has been settled affirmatively in several cases. For example, Case(1) k(X 1 , . . . , X n ) is a Galois extension of k(f 1 , . . . , f n ) (cf. [4] , [6] and [15] ); Case(2) deg f i ≤ 2 for all i (cf. [13] and [14] ); A general reference for the Jacobian Conjecture is [4] . Remark 3.1. (1) In order to prove Theorem 3.2, we have only to show that the inclusion k[f 1 , . . . , f n ] −→ k[X 1 , . . . , X n ] is surjective. For this it suffices that
. . , f n ] = k ′ [X 1 , . . . , X n ], we can write for each i = 1, . . . , n:
, a polynomial ring in Y i . Let L be an intermediate field between k and k ′ which contains all the coefficients of F i and is a finite Galois extension of k. Let G = G(L/k) be its Galois group and put m = #G. Then G acts on a polynomial ring L[X 1 , . . . , X n ] such that X g i = X i for all i and all g ∈ G that is, G acts on coefficients of an element in L[X 1 , . . . , X n ].
Hence . . . , f n ).
Since
. . , f n ] because L has a characteristic zero.
So we may assume that k is algebraically closed.
(2) Let k be a field, let k[X 1 , . . . , X n ] denote a polynomial ring and let f 1 , . . . , f n ∈ k[X 1 , . . . , X n ]. If the Jacobian det :
So det ∂f i ∂X j ∈ k × implies that v is an isomorphism. Thus Ω T /S = 0 and hence T is unramified over S by [2, VI, (3. 3)] or [9] . Moreover K(T ) is algebraic over K(S), which means that f 1 , . . . , f n are algebraically independent over k.
As a result of Theorem 2.1, we have the following. 
Generalization of The Jacobian Conjecture
The Jacobian Conjecture (Theorem 3.2) can be generalized as follows. 
If we set f i = a i1 X 1 + . . . + a in X n + (higher degree terms), a ij ∈ A , then the assumption implies that the determinant of a matrix (a ij ) is a unit in A. Let Y i = a i1 X 1 + . . . + a in X n (1 ≤ i ≤ n).
Then A[X 1 , . . . , X n ] = A[Y 1 , . . . , Y n ] and f i = Y i + (higher degree terms). So to prove the assertion, we can assume that without loss of generality the linear parts of f 1 , . . . , f n are X 1 , . . . , X n , respectively. Now we introduce a linear order in the set {(i 1 , . . . , i n ) | i k ∈ Z} of lattice points in R n (where R denotes the field of real numbers) in the way : (i 1 , . . . , i n ) > (j 1 , . . . , j n ) if (1) i 1 + . . . + i n > j 1 + . . . + j n or (2) i 1 +. . .+i k > j 1 +. . .+j k and i 1 +. . .+i k+1 = j 1 +. . .+j k+1 , . . . . . . , i 1 +. . .+i n = j 1 + . . . + j n . We shall show that every c i 1 ...in is in A by induction on the linear order just defined. Assume that every c j 1 ...jn with (j 1 , . . . , j n ) < (i 1 , . . . , i n ) is in A. Then the coefficients of the polynomial c j 1 ···jn f j 1 1 · · · f jn n are in A, where the summation ranges over (j 1 , . . . , j n ) ≥ (i 1 , . . . , i n ). In this polynomial, the term X i 1 1 · · · X in n appears once with the coefficient c i 1 ...in . Hence c i 1 ...in must be an element of A. So X 1 is in A[f 1 , . . . , f n ]. Similarly X 2 , . . . , X n are in A[f 1 , . . . , f n ] and the assertion is proved completely. 
