Abstract-This paper explores the construction of geometric and variational methods for the optimal control of nonholonomic mechanical systems, and the construction of variational integrators for this class of optimal control problems. Given a cost function, the optimal control problem is understood as a constrained higher-order variational problem. Through a variational discretization of a Lagrangian defined in a submanifold of the tangent space of the constraint distribution, we obtain the discrete Euler-Lagrange equations for the nonholonomic optimal control problem. The optimal control of a Chaplygin sleigh is presented as an illustrative example.
I. INTRODUCTION
A nonholonomic system is a mechanical system subject to constraint functions which are, roughly speaking, functions on the velocities that are not derivable from position constraints. They arise, for instance, in mechanical systems that have rolling or certain kinds of sliding contact. There are multiple applications in the context of wheeled motion, mobile robotics and robotic manipulation. Nonholonomic optimal control problems arise in many engineering applications, for instance systems with wheels, such as cars, bicycles, and systems with blades or skates.
In this paper, we construct and implement geometric integrators to study their application to the case of force minimizing optimal control problems of nonholonomic mechanical control systems. These integrators are based on the discretization of the variational principle instead of discretizing the dynamical equations associated with the optimal control problem. After a geometrical and variational derivation of the optimality conditions for the nonholonomic optimal control problem, considered as a constrained problem on the tangent space of the constraint distribution determined by the nonholonomic constraints, we derive the discrete equations of motion using discrete variational calculus. This gives rise to a local discrete flow for integrating the continuous system. This flow is symplectic and therefore preserves the momentum map and the symplectic form associated with the system, and numerically the energy has a good behavior.
In this paper we consider optimal control problems as constrained higher-order variational problems (see [3] and [5] ). Higher-order constrained variational problems are given by where T (k) Q denotes k th − order tangent bundle of Q and (q,q, . . . , q (k) ) are local coordinates on T (k) Q (see [10] ). The relationship between higher-order constrained variational problems and optimal control problems of mechanical systems comes from the fact that Euler-Lagrange equations are represented by a second-order Newtonian system and mechanical control systems have the form F (q,q,q) = u, where u are the control inputs. Then, if C is a given cost function,
is equivalent to a higher-order variational problem with k = 2 subject to the constraints φ(q,q, . . . , q (k) ) = 0. The paper is organized as follows: After introducing discrete mechanics and variational integrators we present the geometrical description of nonholonomic mechanical systems and its application to optimal control. We derive the optimality conditions for the optimal control problem and we then show how to apply this in the example of the Chaplygin sleigh. The application of the construction of variational integrators for the optimal control problem of mechanical systems is studied in Section V. We test our integrator numerically by examining the same example studied in the continuous setting and we analyze the error between continuous and discrete trajectories. (The continuous  trajectory is obtained by a 4 th Runge-Kutta method with a very small step-size, which is regarded as the true solution.) Finally, we smake concluding remarks in Section VI .
II. DISCRETE MECHANICS AND VARIATIONAL

INTEGRATORS
Let Q be a n-dimensional differentiable manifold with local coordinates (q i ), with 1 ≤ i ≤ n, the configuration space of a mechanical system. Denote by T Q its tangent bundle
These equations determine a system of implicit secondorder differential equations in general. If we assume that the Lagrangian is regular, that is, the n × n matrix
is non-degenerate, the local existence and uniqueness of solutions is guaranteed for any given initial condition.
Variational integrators (see [12] for details) are derived from a discrete variational principle. These integrators retain some of the main geometric properties of the continuous systems, such as symplecticity, momentum conservation (as long as the symmetry survives the discretization procedure), and good (bounded) behavior of the energy associated to the system (see [9] and references therein). Next, we describe the construction of these type of variational integrators.
A discrete Lagrangian is a differentiable function L d : Q× Q → R, which may be considered as an approximation of the action integral defined by a continuous regular Lagrangian L : T Q → R. That is, given a time step h > 0 small enough,
where q(t) is the unique solution of the Euler-Lagrange equations for L with boundary conditions q(0) = q 0 and q(h) = q 1 .
We construct the grid {t k = kh | k = 0, . . . , N }, with N h = T and define the discrete path space
, where q k := q d (t k ). The discrete action A d : P d (Q) → R for this sequence is calculated by summing the discrete Lagrangian on each adjacent pair and is defined by
We would like to point out that the discrete path space is isomorphic to the smooth product manifold which consists of N + 1 copies of Q. The discrete action inherits the smoothness of the discrete Lagrangian and the tangent space
, where τ Q : T Q → Q is the canonical projection.
For any product manifold
for q 1 ∈ Q 1 and q 2 ∈ Q 2 where T * Q denotes the cotangent bundle of a differentiable manifold Q. Therefore, any covector α ∈ T * (q1,q2) (Q 1 × Q 2 ) admits an unique decomposition α = α 1 + α 2 where α i ∈ T * qi Q i , for i = 1, 2. Thus, given a discrete Lagrangian L d we have the following decomposition
The discrete variational principle, or Cadzow's principle [7] , states that the solutions of the discrete system determined by L d must extremize the action sum given fixed points q 0 and q N . Extremizing A d over q k with 1 ≤ k ≤ N − 1, we obtain the following system of difference equations
These equations are usually called the discrete EulerLagrange equations. Given a solution {q * k } k∈N of eq.(3) and assuming the regularity hypothesis (the matrix
III. DESCRIPTION OF NONHOLONOMIC DYNAMICS
Now we restrict ourselves to the case of nonholonomic mechanical systems where the Lagrangian is of mechanical type, that is, a Lagrangian systems L :
with v q ∈ T q Q, where G denotes a Riemannian metric on the configuration space Q representing the kinetic energy of the systems and V : Q → R is a potential function. Locally, the metric is determined by the matrix Definition 3.1: A nonholonomic mechanical system on a smooth manifold Q is given by the triple (G, V, D), where G is a Riemannian metric on Q, representing the kinetic energy of the system, V : Q → R is a smooth function representing the potential energy and D a non-integrable regular distribution on Q representing the nonholonomic constraints.
Given
We want to obtain a bracket definition for sections of D. Using the Riemannian metric G we can define two complementary orthogonal projectors P : T Q → D and Q : T Q → D ⊥ , with respect to the tangent bundle
This Lie bracket verifies the usual properties of a Lie bracket except the Jacobi identity (see [1] for example). 
Then, we can determine the Christoffel symbols Γ
where
Given local coordinates on Q, (q i ) with i = 1, . . . , n; and
Consider the restricted Lagrangian function : D → R,
Definition 3.4 ([1]):
A solution of the nonholonomic problem is an admissible curve γ :
These equations are equivalent to the nonholonomic equations. Locally, these equations are given bẏ
The nonholonomic equations only depend on the coordinates (q i , y A ) on D. Therefore the nonholonomic equations are free of Lagrange multipliers. These equations are equivalent to the nonholonomic Hamel equations (see [6] , for example, and references therein).
IV. OPTIMAL CONTROL OF NONHOLONOMIC MECHANICAL SYSTEMS
The purpose of this section is to study optimal control problems for nonholonomic mechanical systems. We shall assume that all the control systems under consideration are controllable in the configuration space, that is, for any two points q 0 and q f in the configuration space Q, there exists an admissible control u(t) defined on the control manifold U ⊆ R n such that the system with initial condition q 0 reaches the point q f at time T (see [3] for more details). We will analyze the case when the dimension of the input or control distribution is equal to the rank of D. If the rank of D is equal to the dimension of the control distribution, the system will be called a fully actuated nonholonomic system. Definition 4.1: A solution of a fully actuated nonholonomic problem is an admissible curve γ : I → D such that
where u A are the control inputs. Locally, the above equations are given bẏ
Given a cost function
the optimal control problem consists of finding an admissible curve γ : I → D which is a solution of the fully actuated nonholonomic problem given initial and final boundary conditions on D and minimizing the cost functional
where γ : I → D is an admissible curve. We can choose coordinates (x i , y A ,ẏ A ) on D (2) , where the inclusion on
Therefore, D (2) is locally described by the following constraints on
Our optimal control problem is alternatively determined by a function L :
To derive the optimality conditions for the optimal control problem determined by L we use standard variational calculus for systems with constraints by defining the extended Lagrangian L = L+λ i (q i −ρ i A y A ). Therefore, the optimality conditions are given by the Euler-Lagrange equations for L given by
Observe that these equations arise from a constrained variational problem and the nonholonomic behavior is locally represented by the coordinates (q i , y A ) given by taking an adapted basis of vector fields in the nonholonomic distribution D.
Example: the Chaplygin sleigh
We now study the optimal control of the so-called Chaplygin sleigh (see [3] ). The sleigh is a rigid body moving on a horizontal plane supported at three points, two of which slide freely without friction while the third is a knife edge which allows no motion orthogonal to its direction.
We assume that the sleigh cannot move sideways. The configuration space of this dynamical system is the group of Euclidean motions of the two-dimensional plane R 2 , SE(2), parameterized with coordinates (x, y, θ), where θ ∈ S 1 and (x, y) ∈ R 2 are the angular orientation of the sleigh and position of the contact point of the sleigh on the plane, respectively. Let m be the mass of the sleigh and JI+ma 2 be its inertia about the contact point, where I is the moment of inertia about the center of mass C and a is the distance from the center of mass to the knife edge. The configuration space will be identified with R 2 ×S 1 with coordinates q = (x, y, θ) The control inputs are denoted by u 1 and u 2 . The first control input corresponds to a force applied perpendicular to the center of mass of the sleigh and the second control input corresponds to the torque applied about the vertical axis.
The constraint is given by the no slip condition and is expressed in differential form by ω = sin θ dx − cos θ dy. Therefore the constraint distribution D is given by
That is, the distribution is given by the span of the vector
The Lagrangian is metric on Q, where the matrix associated with the metric G is the 3 × 3-diagonal matrix with diag(m, m, J). Then the Lagrangian L : T (R 2 × S 1 ) → R is given by the translational and rotational kinetic energy of the body given by
where x C = x + a cos θ and y C = y + a sin θ.
The projection map P : T Q → D is given by
The basis {X 1 , X 2 } of vector fields of D induces adapted coordinates (x, y, θ, y 1 , y 2 ) ∈ D in the following way: Given the vector fields X 1 and X 2 generating the distribution D, we obtain the relations for q ∈ R 2 × S 1 and i = 1, 2
Then,
Each element e ∈ D q is expressed as a linear combination of these vector fields, e = y 1 X 1 (q) + y 2 X 2 (q), with q ∈ R 2 × S 1 . Therefore, the vector subbundle
is locally described by the coordinates (x, y, θ, y 1 , y 2 ); the first three for the base and the last two, for the fibers.
Observe that
and, in consequence, D is described by the conditions (admissibility conditions):
as a vector subbundle of T Q, where y 1 and y 2 are the adapted velocities (quasivelocities) relative to the basis of D defined before. The nonholonomic bracket given by
The restricted Lagrangian function in the new adapted coordinates is given by
Therefore, the equations of motion are
Now, by adding controls in our picture, the controlled Euler-Lagrange equations are written as
The optimal control problem consists of finding an admissible curve satisfying the previous equations given boundary conditions on D and minimizing the functional
As before, the optimal control problem is equivalent to solving the constrained variational problem determined by
Here, D (2) is a submanifold of the vector bundle T D over D defined by (x, y, θ, y 1 , y 2 ,ẋ,ẏ,θ,ẏ 1 ,ẏ 2 ) ∈ T D, wherė
The optimality conditions are derived by considering the extended Lagrangian
and are given bẏ
together with the admissibility conditionṡ
V. VARIATIONAL INTEGRATORS FOR THE OPTIMAL CONTROL OF NONHOLONOMIC MECHANICAL SYSTEMS
In order to construct structure-preserving variational integrators for nonholonomic mechanical control systems, one starts by considering the Lagrangian function L :
is the submanifold of T D defined in (4). For simplicity in our computations, from now on, we assume Q is a real finite dimensional vector space. The tangent bundle of D can be discretized as D ×D. We define the submanifold D
and where we are using the notation z k+1/2 =
Note that the discretization (9) is carried out after writing the continuous-time Lagrangian L as a function of (q i , y A ,ẏ A ). The variational integrator for the optimal control problem of the nonholonomic system is determined by minimizing the discrete action sum → R with j = 1, . . . , n = dim(Q) given by
By considering the extended discrete action sum
R n are the Lagrange multipliers, and by extremizing the extended discrete action sum, with respect to variations δq i k , δy A k and δλ k j , given fixed initial and final points q 0 , q N , y 0 , y N , satisfying the constraints, and using discrete integration by parts, leads to the following discrete EulerLagrange equations:
for k = 1, . . . , N − 1 and j = 1, . . . , n and where D i represents the derivative (differential) with respect to the i − th argument. The last set of equations determines, under some mild regularity conditions (see [2] ), an implicit local flow map, giving rise to the update map Υ :
Example: A variational integrator for the optimal control problem of the Chaplygin sleigh
The integrator for the optimal control problem of a Chaplygin sleigh (see Section (IV)) is constructed by the discretization of the Lagrangian (8) and the construction of the space D (2) d which determines the discrete constraint. Let h ∈ R + be the time step. Applying the mid-point rule to the discrete cost function and the discrete constraints (8) and (6) , in the discrete inputs (q
value and no energy is gained or lost artificially along the discrete trajectory q d . Thus, t is possible to take relatively large time steps using the variational integrator. It is well known [8] that numerical integrators based on constant time steps cannot be symplectic and exactly energy conserving, simultaneously.
We consider the following parameters for the simulation: b = 0.1, m = 1 and J = 0.1. The time step and the final time have to been chosen to be h = 0.01 and T = 1. The test is done by comparing our method with a 4 th Runge-Kutta method, with a very small step-size, to obtain the continuoustime trajectory. In Figure 1 we show the numerical results of applying the variational integrator versus a 4 th RungeKutta method and, in Figure 2 , we show the non-dissipative behavior of the Hamiltonian function associated with the optimal control problem. 
VI. CONCLUSIONS
In this paper, we have constructed a variational integrator for a class of optimal control problems of nonholonomic mechanical systems, after considering those control problems as second-order constrained variational problems. The controlled equations are derived using a basis of vector fields adapted to the nonholonomic distribution. Through a variational discretization of a suitable Lagrangian we have derived the discrete Euler-Lagrange equations for the nonholonomic optimal control problem. The main idea behind our method is to use a basis of vector fields adapted to the nonholonomic distribution. This basis gives suitable local coordinates for the admissible velocities and we take advantage of this to design our numerical method. We demonstrated our techniques on the optimal control problem of a Chaplygin sleigh.
