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ABSTRACT
Geologic Carbon Sequestration has the potential to significantly reduce carbon dioxide
(CO2) emissions, but the potential for leakage of CO2 from deep storage formations into
the shallow subsurface presents a wide range of possible risks that must be understood and
addressed. The type, extent and severity of the risks depend on the distribution and multi-
phase behavior of the CO2. For instance, dissolved CO2 causes acidification of groundwater,
which could lead to mobilization of other contaminants such as metals. On the other hand,
when water containing dissolved CO2 migrates through shallow groundwater, gas phase CO2
may form (exsolve), expand, accumulate, flow, and/or re-dissolve into clean water. While
exsolved gas causes its own risks such as eventual escape to the atmosphere, the presence
of gas phase in shallow aquifers may also help to attenuate the transport of dissolved CO2
and other aqueous contaminants. The various processes that dissolved and gaseous CO2
concurrently undergo within porous media are complexly interrelated, and are collectively
referred to in this dissertation as “multiphase CO2 evolution.”
This research combined laboratory experimentation and numerical modeling, with the
ultimate goal of contributing to scientific knowledge on the factors that control multiphase
CO2 evolution within shallow aquifers. Specifically, the e↵ects of geologic heterogeneity were
investigated in several experimental test systems of various sizes and shapes that were packed
with various types of porous media in heterogeneous configurations. The data from a set of
one-dimensional (1-D) experiments were used to develop a new theory that quantitatively
predicts the e↵ects of geologic heterogeneity on CO2 evolution during 1-D flow. Then, two-
dimensional (2-D) experimentation was used to develop and validate a general conceptual
model for multiphase CO2 transport and attenuation in larger, more realistic systems. The
2-D data were also used to test the capability of a particular numerical model to capture the
observed CO2 evolution behavior. The numerical model was then used to make predictions
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Carbon Capture and Storage (CCS) is a strategy that is currently receiving much at-
tention from the scientific community. While CCS could potentially help reduce the rate of
global climate change, the potential for leakage of stored carbon dioxide (CO2) poses signif-
icant risks to water resources and ecosystem health (Siirila et al., 2012; Trautz et al., 2013;
Zheng et al., 2015). The impetus of the research presented in this dissertation is to better
understand the fundamental processes that occur when CO2 leaks into the shallow subsur-
face, so that the associated risks can be better defined and mitigated. This chapter will
outline a general background on CCS (also known as carbon sequestration) and present the
potential impacts that geologic sequestration could have on ecosystems and human health.
1.1 Motivation for Carbon Sequestration
Greenhouse gases (GHGs) have been shown to cause significant impacts to the earth’s
atmosphere (Karl & Trenberth, 2003). CO2 is a particularly important GHG because hu-
mans emit very large amounts of it through the burning of fossil fuels and other industrial
activities (Achard et al., 2004). In order to reduce the e↵ects that CO2 emissions cause to
the global climate, CCS seeks to capture CO2 that would otherwise pollute the atmosphere
and sequester it in a di↵erent location instead, such as a terrestrial ecosystem, the deep
ocean, or an underground geologic formation (Birat et al., 1999). Several di↵erent types of
sites have been considered as targets for Geologic Carbon Sequestration (GCS), including
deep saline aquifers, oil and gas reservoirs, and depleted coal seams (Herzog, 2001).
1.2 Potential Scenarios for CO2 Leakage from GCS sites
A significant concern involved with GCS is the potential for leakage of stored CO2 into
a location where it could cause negative e↵ects to the surrounding environment and human
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health through water contamination (Siirila et al., 2012) and atmospheric release (Oldenburg
& Unger, 2004). It has been shown that the presence of CO2 gas in the subsurface poses
risks to humans and the environment (Barberi et al., 2007; Lewicki et al., 2006a), but the
fundamental processes that cause the gas to form from aqueous solution in porous media
can not yet be fully described or predicted since the e↵ects of heterogeneity and multi-
dimensionality have not been explored at large scales. The impetus for this research is to
help fill these knowledge gaps. Furthermore, validating the ability of existing multiphase
numerical tools will make us better prepared to assess and mitigate the risks associated with
GCS.
During leakage, CO2 may migrate into shallow groundwater aquifers, where it could
degrade water quality through interactions with the aquifer rocks, or be released to the
atmosphere as a separate gas phase. The pathways through which leakage may occur include
leaky well bores (Cihan et al., 2011; Gass et al., 1977), discontinuities in the stratigraphic
confining layer such as faults (Celia et al., 2004), and di↵use leakage through the caprock
itself (Cihan et al., 2011). 1Figure 1.1 shows these potential CO2 leakage scenarios, as well
as some physiochemical processes that CO2 is likely to undergo as it migrates away from the
deep storage formation.
In many potential leakage scenarios, CO2 will dissolve into the native groundwater, and
possibly become diluted as the water flows, resulting in a range of dissolved CO2 concentra-
tions throughout the subsurface. This dilution process is important to understand because
the concentration of dissolved CO2 has a large e↵ect on both the pH of the water and the
potential release of gas phase CO2 from the aqueous solution (Sakaki et al., 2013). The
resulting spatiotemporal distribution of CO2 in turn determines how the flow paths of the
CO2 itself develop (Plampin et al., 2014a), as well as those of other aqueous contaminants
that could potentially be released from the rocks by water that had been acidified via contact
with the CO2.
1The image is not to scale as the depth to the top of the injection formation is at least 800m, and many
more formations are likely to exist between it and the ground surface than are shown.
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The expanded region in Figure 1.1 demonstrates the processes that leaking CO2 is likely to
undergo if and when it reaches the shallow subsurface. The white regions represent locations
where gas phase may form (exsolve) and/or accumulate, and the white arrows indicate
possible migration pathways for the exsolved gas. Once a free gas phase exists, the potential
is created for the gas to dissolve back into surrounding groundwater. Red arrows represent
this dissolution process, as well as the migration of dissolved CO2. This dissertation aims to































































Figure 1.1: Conceptual model for leakage and migration of stored CO2. The expanded
region shows the process of CO2 evolution in the shallow subsurface which is the focus of
this research (Plampin et al., 2014a).
1.3 Risks Involved With CO2 Leakage from GCS Sites
There are many risks involved with the migration of CO2 through the shallow subsurface.
First of all, dissolved CO2 dissociates to form carbonic acid, which could mobilize toxic
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contaminants such as heavy metals (Harvey et al., 2013), depending on the geochemistry of
the region. This, in turn, poses the risk of contaminating drinking water resources, thereby
potentially exposing humans and ecosystems to hazards (Harvey et al., 2013; Wilson et al.,
2007). There are also risks involved with CO2 exsolution (i.e., free gas phase formation
from dissolved solution) and migration of gas phase CO2 through the subsurface. For one,
“gas blowout” could occur if wells are drilled into a geological formation where significant
gas phase has accumulated. This phenomenon has been witnessed at a naturally CO2-rich
area in Italy (Barberi et al., 2007). Second, significant release of CO2 gas to the ground
surface could kill vegetation and potentially even asphyxiate animals. An example of this
was seen at Mammoth Lake in California (Lewicki et al., 2006a). Finally, and perhaps most
importantly, the escape of gas phase CO2 into the atmosphere is a major concern regarding
leakage from GCS sites, because it negates the benefits of sequestering the CO2 in the first
place.
While these negative e↵ects of gaseous CO2 leakage are apparent, it is not possible at
this time to accurately or e↵ectively predict when nor where these types of events are likely
to occur, because the fundamental physicochemical processes that govern CO2 evolution in
porous media are not well understood at the scale nor the complexity of field settings. We
are thereby motivated to conduct experiments and design numerical tools that will help us
to better understand CO2 evolution within larger, more complex porous media systems than
those that have been investigated in the past. The findings from these e↵orts will improve
our ability to predict, avoid, and mitigate the potential risks of leakage.
1.3.1 Regulations Regarding Leakage from GCS Sites
The United States Environmental Protection Agency (EPA) set forth broad regulations
(EPA, 2009; 2010a; 2010c) to help ensure that e↵ective risk assessment and mitigation strate-
gies are incorporated into the planning and execution of GCS projects. The rules that EPA
has developed require those who practice large scale CO2 sequestration (“Reporters”) to
submit detailed Monitoring, Reporting and Verification (MRV) plans prior to beginning in-
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jection. These plans must specify the amount of CO2 that is planned to be injected into
Injection Zone (IZ) of the subsurface. Reporters must also show that the IZ is overlain by
a continuous, impermeable Confining Zone (CZ), which will structurally trap the injected
CO2. Leakage has occurred if CO2 enters into the geologic media Above the Confining Zone
(ACZ). Reporters must also give regular updates on the performance of their project, using
a mass balance approach that accounts for the CO2 that was injected, the CO2 that was
recovered (in projects where CO2 is injected for Enhanced Oil Recovery, EOR), the spatial
extent of the CO2 plume in the IZ, any CO2 that has leaked into the ACZ, and any portion
of the leaked CO2 that has escaped to the atmosphere above the ground surface.
The Technical Supporting Document (TSD) for Subpart RR and UU of EPA’s Green-
house Gas Reporting Program (EPA, 2010b) provides detailed technical guidance on the
MRV procedures for GCS projects. Most of the leakage detection procedures that it suggests
aim to quantify the amount of gas phase CO2 that has reached the ground surface at any
particular reporting time. These quantities can be measured at distinct points, or averaged
over large areas, depending on the measurement technique that is used. Therefore, the deci-
sion of which leakage detection method to use, where, and when, could be informed by the
use of e↵ective models that explain and predict the multiphase evolution of the CO2 that
leaks into the ACZ.
The TSD also mentions one leakage monitoring method that can be used to quantify the
amount of CO2 that remains within the ACZ, as well as the e↵ects that the CO2 has had on
any Underground Sources of Drinking Water (USDWs) it has encountered. In this method,
the Reporter takes samples from shallow groundwater wells and tests them for dissolved CO2
content, concentrations of potential contaminants such as metals and/or organic compounds,
and/or tracers that were injected along with the CO2. A major challenge for e↵ectively
incorporating this method is to make sure that the sample does not undergo any chemical or
physical changes while it is being transported to the surface and (potentially) to a laboratory
for analysis. Another drawback of this method is that it provides data from only distinct
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points in time and space. Therefore, to get a more holistic understanding of the impact
that a leak has had on a USDW, the Reporter should use a reliable model to interpolate
between the data points and make predictions about the multiphase fate and transport of
the CO2. Laboratory experiments provide an ideal way to test and improve these models,
because the boundary conditions and porous media characteristics can be well controlled,
and high-resolution spatiotemporal data can be gathered, unlike at field sites.
1.4 Thermodynamic Conditions of the Shallow Subsurface
Figure 1.1 shows CO2 gas evolution only in the shallow subsurface because this is the only
geological region where the temperature (T ) and pressure (P) conditions are suited to form
gas phase CO2. In this region, natural gradients exist in both temperature and pressure,
both of which profoundly a↵ect gas evolution behavior. The subsurface water pressure profile
typically has a hydrostatic distribution down to a depth of about 5000 ft (1524 m) (Nelson,
2003). This means that the water pressure increases by about 10 kPa (0.1 bar) with every
meter of increased depth below the water table. Assuming that the atmospheric pressure
is 80 kPa (0.8 bar), a value typical of Golden, Colorado, the relationship between depth (z,
expressed in meters, m) and pressure (P(z), expressed in bar) can be expressed as:
P (z) = 0.8 + 0.1z (1.1)
In the shallow subsurface, the geothermal gradient is typically within the range of 1ºC
per 20-40 m if increased depth (Bear, 1972). Using these two values, along with an expected
ground surface temperature of 20ºC, we can develop equations for two curves that bound the
geothermal gradients that we could reasonably expect to observe in the shallow subsurface.
The first of these equations for temperature as a function of depth (T(z), expressed in ºC )
is found from assuming that the geothermal gradient is 1ºC per 20 m, and is expressed as:
T (z) = 20 + 0.05z (1.2)
The other border is found by assuming that the temperature gradient is 1ºC per 40 m,
and is expressed as:
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T (z) = 20 + 0.025z (1.3)
We can then solve equations 1.1, 1.2, and 1.3 for z in terms of P, T, and T, respectively,













Finally, we can set the right side of equation 1.4 equal to the right side of equation 1.5 and
solve for P in terms of T in order to find a curve in the P-vs-T plane that defines one border
on the pressure-temperature conditions that we expect to see in the shallow subsurface. The
other border is found by setting the right side of equation 1.4 equal to the right side of
equation 1.6 and again solving for P in terms of T. These operations give the following two
equations:
P = 2T   39.2 (1.7)
P = 4T   79.2 (1.8)
Figure 1.2 shows the phase diagram for CO2. The blue and green curves that have been
superimposed on top of the phase diagram represent equations 1.7 and 1.8, respectively.
The red region indicates the pressure and temperature conditions under which CO2 gas
may evolve from aqueous solution. This region is bounded: (1) on the left by a vertical
line at T = 0 C , because water will freeze at temperatures lower than this value, thus
eliminating the possibility for aqueous solutions, (2) on the bottom by the horizontal line
at Pabsolute = 1 bar, because this condition defines the water table, (3) on the top by the
liquid-gas phase change line, because CO2 will condense into a liquid at pressures above
this boundary, and (4) on the right by one of the boundaries of the temperature-pressure
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Figure 1.2: Phase diagram for CO2, adapted from Xu et al. (2012).
Mass transfer between aqueous and free-phase CO2 could also occur under di↵erent condi-
tions other than those indicated by the red region in Figure 1.2. For instance, gas-water CO2
exchange can occur above the water table (that is, under conditions that fall below bottom
boundary of the red region in Figure 1.2), but the gas evolution process will be fundamen-
tally di↵erent in this zone compared to the saturated zone. One reason for this fundamental
di↵erence is the negative pressure of water in the vadose zone. This could be expected to
significantly a↵ect the aqueous solubility of CO2 and thus the processes of its dissolution
and exsolution. Another reason is the typically high saturation of air in the hyporheic zone,
which would lead to various mass fractions of CO2 in the gas phase and therefore di↵erent
rates of CO2 dissolution, exsolution, and migration. Specifically, the migration of gas phase
CO2 in the vadose zone is likely to be di↵usion-dominated, while it is dominated by grav-
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itational, viscous, and/or capillary forces in the saturated zone. These di↵erences that are
inherent to the unsaturated zone constitute a potential avenue of future investigation that is
not within the scope of this research. Instead, this research aims to investigate the problem
of CO2 gas evolution in the saturated region of the shallow subsurface.
Likewise, the evolution of free-phase CO2 could occur at greater geologic depths where
temperatures and pressures are above the critical point for CO2. However, the multiphase
behavior in these cases will again be fundamentally di↵erent than the “gas evolution” un-
der investigation in this dissertation, because supercritical CO2 has significantly di↵erent
viscosity and interfacial tension with respect to water, compared to gaseous CO2. Another
potential di↵erence between CO2 gas evolution in the shallow subsurface and supercritical
CO2 evolution at greater depths is the salinity of groundwater. The generally greater salinity
of deeper waters could cause the CO2 solubility in these regions to be relatively lower than
in the less saline waters of the shallow subsurface due to the “salting out” e↵ect (Duan &
Sun, 2003; Duan et al., 2006). Because the laboratory equipment used for this dissertation
is not capable of withstanding su ciently high temperatures and pressures, evolution of su-
percritical CO2 from aqueous solution will not be covered in this dissertation. The e↵ect of
salinity on the evolution of free-phase CO2 from aqueous solutions at high temperatures and
pressures thus represents another potential avenue of future investigation.
1.5 Mechanisms of CO2 Attenuation in the Shallow Subsurface
While leakage of stored CO2 could have many negative ramifications, there are several
ways in which plumes of leaking CO2 and other dissolved contaminants (potentially released
by the leaking CO2) can be attenuated in the subsurface. For one, although CO2 dissolution
acidifies groundwater, this change in pH can be bu↵ered by the carbonate minerals within the
aquifer, thus helping to mitigate the mobilization of other contaminants (Keating et al., 2009;
Navarre-Sitchler et al., 2013). Second, CO2 can be mineralized and thus immobilized in the
shallow subsurface. Microorganisms such as methanogens have been shown to increase the
rate of mineralization up to three-fold (Harvey et al., 2013). Third, exsolution of dissolved
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CO2 can significantly decrease the relative permeability of the wetting phase, thus making
it more di cult for the plumes of dissolved contaminants (both CO2 and other compounds)
to migrate away from the leakage location(Zuo et al., 2012).
In this work we propose another mechanism for attenuation of contaminant plumes in-
duced by CO2 leakage. It has been shown through numerical models (Porter et al., 2015),
laboratory experiments (Lassen et al., 2015a) and controlled-release field experiments (Lassen
et al., 2015b) that the accumulation of CO2 gas can be enhanced by geologic heterogeneity
, as can the lateral spreading of the CO2 plume (Hayek et al., 2009). When these processes
occur, CO2 is likely to dissolve into the surrounding groundwater, migrate away from the
leakage location, and eventually sink due to the slight increase in density that the dissolution
causes (Ruprecht & Falta, 2012). Therefore, we propose that heterogeneity can enhance the
attenuation of plumes of CO2 and other dissolved contaminants in the long term.
1.6 Dissertation Outline
The foregoing introductory chapter presented the basic motivation for the research con-
tained in this dissertation. In Chapter 2, a more detailed description of the scientific back-
ground for the research is presented. From this broad literature review, gaps that remain
within fundamental knowledge of multiphase CO2 evolution in the shallow subsurface are
identified, and the specific objectives and scope for the research are presented. The research
conducted for this dissertation has resulted in two published journal articles on which the
Ph.D. candidate is first author (Plampin et al., 2014a,b) , and a third that is currently in
preparation (Plampin et al., 2015). These publications were adapted to form Chapters 4, 5,
and 6. Their respective citations are listed below:
• Paper I: Plampin, Michael, Illangasekare, Tissa, Sakaki, Toshihiro, & Pawar, Rajesh.
2014a. Experimental study of gas evolution in heterogeneous shallow subsurface forma-
tions during leakage of stored CO2. International Journal of Greenhouse Gas Control,
22, 47–62.
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• Paper II: Plampin, Michael R., Lassen, Rune N., Sakaki, Toshihiro, Porter, Mark L.,
Pawar, Rajesh J., Jensen, Karsten H., & Illangasekare, Tissa H. 2014b. Heterogeneity-
enhanced gas phase formation in shallow aquifers during leakage of CO 2 -saturated
water from geologic sequestration sites. Water Resources Research, 50(12), 9251–9266.
• Paper III: Multiphase CO2 attenuation in shallow aquifers by heterogeneity driven
advection, exsolution, and dissolution – an intermediate scale experimental and numer-
ical study. Water Resources Research. Since this article is in preparation, the author
list has not yet been finalized.
In Chapter 7, the research is summarized and the main conclusions are described. Several
suggestions for further research are also o↵ered.
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CHAPTER 2
LITERATURE REVIEW & OBJECTIVES
Since leakage of CO2 into shallow aquifers can have detrimental e↵ects on groundwater
quality and ecosystem health, it is important to understand the process of multiphase CO2
evolution in water-saturated porous media. Before one can understand this process, however,
he or she must grasp the basics of the CO2-water system in general. Those basics are
presented in this chapter, as well as an overview of the current state of scientific knowledge
on CO2 gas evolution in porous media. The scope of the literature review presented here
is limited to relatively low pressures and temperatures wherein CO2 can only exist in the
gaseous and/or aqueous phases, because the focus of this research is on the shallow subsurface
where the temperature and pressure conditions are below the critical point for CO2.
After the literature review, the general, overarching hypothesis for this research is pre-
sented. Specific research objectives are then presented to test the hypothesis. Later chapters
describe in detail the research that was conducted to meet the objectives.
2.1 Fundamentals of the CO2-Water System
The CO2-water system is one that has historically received much scientific attention and
has produced a significant body of literature. The fundamental physiochemical mechanisms
of the CO2-water system are described below.
2.1.1 Dissolution of CO2 in Water
The solubility of CO2 in water is strongly correlated with both temperature and pressure.
The partitioning process is described by Henry’s Law, which states:
p = kH c (2.1)
where p is the partial pressure of the gas above the solution, c is the concentration of the
solute, and kH is the Henry’s constant (International Union of Pure & Applied Chemistry,
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1993). The temperature dependence of the solubility can be calculated from the van’T Ho↵
equation, which states:











where kH,pc(T ) is the Henry’s constant at temperature T, kH(T ) is the Henry’s constant
at standard temperature T (298 K ), and C is a gas-specific constant (Sander, 1999). Both
temperatures are measured in Kelvin. For carbon dioxide, C is equal to 2400 and kH(25ºC)
is about 29.41 L·atmmol . Figure 2.1 shows the trends in CO2 solubility across broad ranges of
temperature and pressure.
Figure 2.1: CO2 solubility trends across broad ranges of temperature and pressure (Duan &
Sun, 2003).
The temperature inside the Center for Experimental Study of Subsurface Environmental
Processes (CESEP) laboratory fluctuates roughly around 25 ºC and the atmospheric pressure
is approximately 80 kPa. Figure 2.2 shows the trends in CO2 solubility with an atmospheric
pressure of 80 kPa, a temperature of 25 ºC, and various positive gauge pressures that are
achievable with the experimental equipment that is used for this research.
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Figure 2.2: CO2 solubility versus gauge pressure with an atmospheric pressure of 80 kPa
and a temperature of 25ºC (typical conditions for the CESEP laboratory).
At pressures less than 100 bar (10 MPa), CO2 solubility decreases as temperature in-
creases (Duan & Sun, 2003). Within this domain, if water that has been saturated with CO2
gas at a certain temperature and pressure is exposed to a lower pressure and/or a higher
temperature, then the solution becomes supersaturated and gas may exsolve. Although
the physics behind the exsolution process are understood relatively well for bulk CO2-water
systems, knowledge gaps remain about the way this process occurs in porous media.
2.1.2 CO2 Gas Nucleation Theory
There are two ways that a gas bubble can initially form (i.e., nucleate) in a liquid that
is supersaturated with the gas. The first is homogeneous nucleation, wherein the bubble
forms in the bulk of the liquid. The second is heterogeneous nucleation, wherein the bubble
first appears on the surface of a solid (Banko↵, 1957) or at a location where a microbubble
previously existed within a porous medium (Jones et al., 1999). These bubbles could originate
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from microbiological processes.








2 is the concentration of dissolved gas in
the liquid and C
0
2s is the corresponding gas concentration in equilibrium with the solution) of
1100 to 1700 is required for homogeneous nucleation to occur near room temperature (Wilt,
1986). This range is multiple orders of magnitude higher than one would expect to see in
shallow fresh water aquifers based on the pressures that are typical of such reservoirs, so it
can be safely assumed that homogeneous nucleation will not occur in these environments.
Nucleation from pre-existing microbubbles may also be neglected if it is assumed that there
is initially no trapped gas in the porous media. This assumption may be valid in the well-
controlled laboratory settings, but may be false in freshwater aquifers because bubbles could
be formed by wetting and drying cycles or by microbiological activity. In general, it is safe to
assume that heterogeneous nucleation (either on the sides of sand grains or from pre-existing
micro-bubbles) is the mechanism that drives initial bubble formation in porous media.
2.2 Multiphase CO2 Evolution in Porous Media
Once a CO2 gas bubble exists in an otherwise water-saturated porous media system, a
number of phenomena may occur, including growth and migration of individual bubbles,
expansion of the bubbles into adjacent pores to form gas “clusters,” bubble coalescence or
fragmentation, two-phase flow of CO2 gas and water, and re-dissolution of the exsolved gas
(Bories & Prat, 2002). These processes are complexly interconnected, and are governed by
the laws of mass transfer and miscible two-phase flow. This section summarizes some of the
relevant knowledge that exists on these subjects, and also highlights some knowledge gaps
that this research aims to fill. The section is broken into three subsections that follow the
chronological evolution of gas phase CO2 from aqueous solution. In stage 1, individual gas
bubbles form, move small distances, and grow. Stage 2 ensues when a su cient amount of
gas phase has formed for continuous gas flow paths to develop. Then stage 3 occurs when
CO2 input ceases, and then exsolved gas dissolves back into clean water rand migrates away
from the location where it had developed.
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2.2.1 Stage 1 - Behavior of Individual CO2 Gas Bubbles
Gas phase CO2 bubbles undergo two di↵erent processes within water-saturated porous
media. One is migration, which is driven by buoyancy and resisted by viscous drag. Although
this process is negligible in most natural porous materials due to the small size of the pores,
the phenomenon will still be described in this section for the sake of completeness. The
other process that bubbles typically undergo is growth, which could occur due to adiabatic
expansion and/or di↵usive mass transfer.
Gas bubbles can migrate freely through a porous medium if the the bubbles are small and
the pores are relatively large (Brooks et al., 1999). In this type of scenario, the bubbles are
likely to grow via adiabatic expansion as they rise, and the compressibility of the gas phase
has a large e↵ect on the rise velocity of the bubbles (Cihan & Corapcioglu, 2008). Although
accurate numerical solutions have been formulated for the rise of individual bubbles through
porous media, these solutions are not relevant to most real-world scenarios because they only
apply to media with very coarse grains (with diameters of   2 mm) (Brooks et al., 1999).
Because most geologic media have grains much smaller than this threshold, gas bubbles are
likely to become immobilized in small pore throats and therefore adiabatic expansion of the
bubbles is likely to be a negligible source of bubble growth in most natural porous media
systems.
On the other hand, gas bubbles that become trapped at pore throats within porous
media are likely to grow by a di↵erent mechanism, which is di↵usive mass transfer from the
aqueous phase to the gaseous phase. This process depends on several parameters of both
the porous medium and the fluid. Once a gas bubble has nucleated, it fills the pore and
begins to pressurize until it reaches the capillary pressure barrier of any of the adjacent
pore throats. This pressure barrier is determined not only from the size of the pore throats
(i.e. the displacement pressure of the porous medium), but also by the pressure of the
water that surrounds the bubbles, because displacement pressure is a measure of capillary
pressure, which depends on the pressures of both phases. Once the bubble reaches the
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smallest capillary pressure barrier of any of the adjacent pore throats, the bubble penetrates
that pore, fills it, and then begins to pressurize once again (Bories & Prat, 2002; Dominguez
et al., 2000). At this point, the bubble has become a gas “cluster.”
Previous researchers (Dominguez et al., 2000) conducted a broad sensitivity analysis to
determine the factors that control the rate of CO2 gas cluster growth in porous media.
They found that the Bond number, B, which compares the relative influences of gravity and
capillarity, has a strong influence on the gas cluster growth rate. The pressure decline rate
was also shown to have a significant impact on the growth rate. As the pressure decline rate
increased, so did the rate of bubble growth. While the wettability of the porous medium
a↵ected the number of nucleation sites, it had no significant e↵ect on the rate of bubble
growth subsequent to nucleation (Dominguez et al., 2000).
2.2.2 Stage 2 - Transition to Conventional Two-Phase Flow
When enough gas phase has exsolved within a porous medium, discrete gas migration
pathways form and continuum-based two-phase flow ensues. The gas saturation at which his
transition occurs has been defined as the critical gas saturation, S gc, and has been studied by
various authors (Du & Yortsos, 1999; Parlar & Yortsos, 1989; Tsimpanogiannis & Yortsos,
2002, 2004; Zuo et al., 2013). The work that is perhaps the most relevant to this research
was recently published in two parts by a group of researchers at the University of Waterloo,
who studied CO2 exsolution in porous media as a method for remediation of sites contami-
nated with non aqueous phase liquids (NAPLs). They refer to this remediation strategy as
Supersaturated Water Injection (SWI). Enouy et al. (2011) demonstrated the exsolution of
gas in a one-dimensional (1-D), bench-scale column of homogeneous test sand, while Zhao
& Ioannidis (2011) developed a pore-scale model for the evolution of gas phase CO2 within
small-scale, two-dimensional (2-D) homogeneous and heterogeneous pore networks.
Although the aforementioned recent studies provided some useful information, they also
have multiple limitations. First, Enouy et al. (2011) only investigated the macroscopic out-
flow of gas and water from the top of a sand column without discussing the spatiotemporal
17
pattern of gas phase evolution within the porous medium. These spatiotemporal patterns
were observed and successfully modeled by Zhao and Ioannidis (2011), but only at the pore
scale, using pore network models. Therefore, observing and modeling the spatiotemporal
patterns of gas evolution at larger scales will fill an important gap in the scientific knowledge
on CO2 evolution in porous media. Second, the work of Enouy et al. (2011) used only homo-
geneous porous media systems. Again, Zhao and Ioannidis (2011) examined heterogeneity,
but only at a very small scale. Thus, the role of heterogeneity in the large-scale processes of
CO2 evolution constitutes a significant knowledge gap as well. It is therefore a goal of the
research introduced in this proposal to expand upon the findings of these previous studies by
developing understanding of CO2 evolution on a larger scale, thereby helping to bridge the
gap between pore-scale physics and field-scale applications. This scale is referred to herein
as the “intermediate scale.”
2.2.3 Stage 3 - Re-Dissolution and Migration of Exsolved CO2 Gas
When gas phase CO2 exists within a subsurface system that is otherwise saturated with
water, the CO2 will dissolve into the surrounding water until the solubility limit predicted
by Henry’s Law (equation 2.1) is reached. This process is similar to the dissolution of a light
NAPL (LNAPL) in the subsurface. In fact, Enouy et al. (2011) successfully used a mass
transfer correlation that was originally developed for NAPL mass transfer (Nambi & Powers,
2003) to model the mass transfer of CO2 between aqueous and gaseous phases in their sand
column experiments. Other mass transfer correlations that could potentially be useful for
modeling CO2 dissolution include others developed for NAPLs (Geller & Hunt, 1993; Saba
& Illangasekare, 2000) or other dissolved gases (Fry et al., 1996).
Mass transfer correlations depend on a large list of parameters. These include properties
of the porous medium such as its permeability and dispersivity, properties of the fluids such
as their interfacial area, and the flow rates of the fluids through the system. Combining
these various influences can be facilitated through the use of dimensionless groups, such
as the Peclet number (Pe) and the Sherwood number (Sh) (Sulaymon & Gzar, 2011). In
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addition, some models incorporate non-equilibrium (kinetic) mass transfer rate laws (Saba
& Illangasekare, 2000), while others use the local equilibrium assumption (Zyvoloski, 2007;
Zyvoloski et al., 2011), which states that the dissolved concentration directly surrounding
the interfacial surface is always equal to the solubility limit.
2.3 Overarching Hypothesis & Specific Research Questions
Although the interactions between CO2 and water are relatively well understood in bulk
fluid systems, and even in small-scale, homogeneous porous media systems, significant gaps
remain in scientific knowledge on multiphase CO2 evolution in porous media. In general, not
enough is known about the e↵ects of geologic heterogeneity on multiphase CO2 evolution
to make accurate predictions about CO2 transport through natural shallow aquifers. Fur-
thermore, the fundamental processes that govern CO2 transport are currently understood
best on a scale that is much smaller than that of potential field sites. Therefore, in order to
make confident predictions about multiphase CO2 transport through natural environments,
findings from pore-scale research need to be extended into larger systems via well-controlled
experimentation and numerical modeling. The research presented in this dissertation aims
to help fill these knowledge gaps. The general, overarching hypothesis driving this research
is as follows: while various conditions (i.e., P, T, flow rate, and initial CO2 concentration)
a↵ect multiphase CO2 evolution in porous media, the degree of geologic heterogeneity in the
system is the factor that has the largest impact on the ultimate fate of the CO2.
The experimentation and numerical modeling that was performed for this dissertation
systematically tested the overarching hypothesis by dividing it into smaller research ques-
tions and tasks. Each of the three publications that make up Chapters 4, 5, and 6 of this
dissertation are the final products of individual e↵orts to improve understanding of CO2 evo-
lution within a particular focus area. The research questions that each publication sought
to address are listed below:
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• Paper I: Qualitatively, what are the relative e↵ects of various conditions (i.e., flow
rate, dissolved CO2 concentration, and heterogeneous porous media configuration) on
multiphase CO2 evolution in heterogeneous 1-D systems?
• Paper II: Can we quantitatively predict the ranges of environmental conditions in
which geologic heterogeneity controls multiphase CO2 evolution in 1-D systems?
• Paper III: What is the e↵ect of lateral water flow on multiphase CO2 evolution in
2-D systems? Does macroscopic layering of di↵erent types of porous media lead to
attenuation of CO2 migration in the vertical and/or horizontal directions?
2.4 Experimental Scope & Objectives
Three di↵erent sets of intermediate-scale experiments were designed address the afore-
mentioned research questions. The objective of the first set of experiments was to investigate
the e↵ects of geologic heterogeneity (i.e., layering) on the evolution of CO2 in 1-D systems.
The second set of experiments was designed to test a predictive, quantitative theory for CO2
accumulation near porous media layer interfaces with various characteristics. The final set
of experiments were designed with the objective of demonstrating the spatiotemporal rela-
tionships among the processes of gas exsolution, accumulation, migration, and redissolution
in large 2-D systems with the presence of significant lateral groundwater flow.
The spatial scope of the laboratory study was limited to depths of less than or equal to
4.5 m below the water table. This dimension provided su cient vertical relief to allow the
processes under investigation to occur naturally. At the same time, experimental apparatus
of this size were able to be safely be built and operated within the confines of the CESEP
laboratory, where temperature and pressure variations are more consistent and predictable
than they would be in the field. This spatial extent also allowed the sensors to be spaced
at reasonable intervals so as to not significantly a↵ect the flow paths of the fluids and to
eliminate end e↵ects and minimize the interference/overlap of the sensors’ sampling volumes.
The widths of the experimental systems were limited to 4.88 m. This allowed su cient lateral
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space for the e↵ects of lateral groundwater flow to be investigated, without taking up an
unreasonable amount of space in the laboratory or requiring an unreasonable amount of
materials. The third dimension of the experimental study (i.e., the thickness of the tanks
and columns) was limited to 6 cm so that the processes under investigation were e↵ectively
1-D or 2-D domains, but the sensors could still be installed in their proper orientations.
This dimension also satisfied the general rule of thumb for avoiding end e↵ects; that is, the
smallest dimension of any test system should be at least 25 times the size of the largest
grains in the porous medium. Since the coarsest sand used was very uniform and had a
mean particle diameter of about 1 mm, the test systems were designed to be well greater
than 25 mm in each direction.
Once a separate gas phase forms from aqueous solution in a 1-D system, it tends to reach
its steady state saturation rather quickly (i.e., within a few days). Therefore, many short-
term 1-D experiments were conducted to systematically study the transient component of
the gas evolution process. However, CO2 plumes take much longer to develop in large 2-D
systems (on the order of weeks to months). Therefore, a relatively small number of 2-D
experiments were conducted, but each one lasted a long time and produced a large amount
of meaningful data.
2.5 Numerical Scope & Objectives
The goal of the numerical modeling component of the research was to assess how well ex-
isting numerical models can capture the processes of heterogeneity-enhanced CO2 evolution
and attenuation in shallow freshwater aquifers. The Finite Element Heat and Mass Transfer
(FEHM) code (Zyvoloski, 2007), which was developed at the Los Alamos National Labora-
tory (LANL), was selected for this purpose. The results from the FEHM simulations were
compared with those from the laboratory experiments in order to test the ability of FEHM to
reproduce high-resolution, high-quality experimental data that would be unattainable in the
field. This type of comparison is a first step toward verifying the ability of FEHM to predict
CO2 transport through shallow aquifers, so that the code can then be used to make confident
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predictions about more complex and wide-ranging scenarios that might be encountered in
the event of CO2 leakage from geologic sequestration sites.
The spatial scope of the numerical model consists of a 2-D intermediate-scale domain
that was designed to simulate the large 2-D experimental setup. The temporal scale of the
model was also similar to that of the 2-D experiments (i.e., on the order of weeks to months).
In general, the simulations conducted for this dissertation expand the findings of a 1-D study




This chapter describes the basic theory behind the work that was done for this disserta-
tion. It also describes in detail the experimental and numerical methods that were used.
3.1 Basic Multiphase Flow Theory
The presence of two or more fluid phases within a porous medium leads to complex
physics that are generally referred to as “multiphase flow.” This section describes the basic
theory that one must grasp in order to understand multiphase flow through porous media,
and to solve problems that involve it.
Where two fluids meet, there is always a pressure drop across the interface between
them, which is quantified by a term called capillary pressure, Pc. One of the fluids usually
has stronger adhesion to solid surfaces, which makes it the “wetting fluid.” The other fluid
is therefore the “non-wetting fluid.” Pc is defined as:
Pc = Pnw   Pw (3.1)
where Pnw is the pressure of the non-wetting fluid and Pw is the pressure of the wetting fluid.
3.1.1 Constitutive Relationships
Within a porous medium, capillary pressure is inextricably tied with the proportions of
the pore space that are filled with the respective fluids (i.e, the wetting and non-wetting
phase saturations). Fluid saturations also dictate relative permeabilities, which are crucial
to understanding and predicting multiphase flow conditions. Various models have been
developed to quantify these relationships.
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3.1.1.1 Capillary Pressure - Saturation
The most widely used constitutive capillary pressure-saturation relationship models are
by Brooks and Corey (Brooks & Corey, 1964) and van Genuchten (van Genuchten, 1980).







where Se is the e↵ective saturation, Pd is the displacement pressure (i.e., the capillary pres-
sure at which the non-wetting phase first enters the medium), and   is the pore-size distri-
bution index. E↵ective saturation is defined as:
Se =
Sw   Swr
1  Sgr   Swr
(3.3)
where Sw is the wetting phase saturation, Swr is the residual wetting phase saturation
(i.e., the minimum fraction of the pore space that will be filled with wetting phase at very
high capillary pressures). The van Genuchten capillary pressure-saturation relationship is is
expressed as:
Se = [1 + (↵Pc)
n] m (3.4)
where ↵, n, and m are fitting parameters. The parameters n and m can be related to
one another by the following formula:




Both the Brooks and Corey and the van Genuchten capillary pressure-saturation rela-
tionships have also been expanded upon to provide estimates of relative permeabilities in
porous media. The Brooks and Corey relative permeability functions for the wetting (krw)

































where " is generally 1/2 and   is generally 1/3.
3.1.2 Dimensionless Numbers
Besides the aforementioned relationships among capillary pressure, saturation, and rela-
tive permeability, there are other quantities that are important for understanding multiphase
flow through porous media. The dimensionless numbers described in this section quantify
the relative importance of the various driving forces that govern the behavior of fluids within
porous media.
The viscosity ratio, M, quantifies the relative susceptibility of the non-wetting phase to
viscous forces compared to the wetting phase, while the Bond number quantifies the relative
importance of gravity forces and capillary forces in the two-phase system (Brooks et al.,
1999), and the capillary number, Ca, quantifies the relative importance of viscous forces and













where µnw is the viscosity of the non-wetting phase, µw is the viscosity of the wetting
phase, 4⇢ is the density di↵erence between the phases, g is the acceleration due to gravity
(9.81 m s-2), k is the intrinsic permeability of the porous medium,   is the interfacial tension
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between the phases, and q is the non-wetting phase velocity.
3.2 General Experimental Methods
For this dissertation, a multi-scale, multi-dimensional experimental testing approach was
used to improve fundamental knowledge of multiphase CO2 transport through heterogeneous
shallow aquifers. Various methods were developed to saturate water with dissolved CO2
so that the evolution of gas phase from a dissolved source within porous media could be
investigated. The CO2-saturated water was then injected into test systems of various shapes
and sizes that had been packed with various combinations of porous media in order to
investigate the e↵ects of scale, dimensionality, and various porous media properties on CO2
evolution. The systems were outfitted with a wide array of instruments to measure the
multiphase CO2 evolution and fluid conditions both within the pore space and at the system
boundaries.
3.2.1 CO2-Water Infusion Systems
Two di↵erent methods were developed for saturating water with dissolved CO2. In the
first CO2-water infusion method, water was first degassed for at least 45 min in a chamber
that was connected to a vacuum pump. The degassing chamber had an impeller at the
bottom that would induce cavitation and force all of the dissolved gases to exsolve and be
pulled out of the water by the vacuum pump. Then, the degassed water was transferred
into a di↵erent pressure chamber, where gas phase CO2 would be bubbled through it under
a certain elevated pressure (i.e., the “saturation pressure,” Psat). The pressure in the CO2
infusion chamber was held at Psat using a pressure relief valve that was installed at the top. A
schematic of the entire pressure chamber CO2-water infusion method is shown in Figure 3.1.
The second system that was developed to saturate water with dissolved CO2 is shown
in Figure 3.2. In this system, DI water was supplied from a custom-built Mariotte bottle
that was placed on a sca↵old at a height where the water that came out of it would be































Figure 3.1: Pressure chamber CO2-water infusion system.
consecutive hollow-fiber membrane modules (PermSelect 2500, MedArray, Inc. Ann Arbor,
MI). The first module was connected to vacuum pump to remove any dissolved gases, and
the second was connected to a CO2 cylinder, the outflow from which was maintained at
Psat using a pressure relief valve. To equilibrate the whole CO2-water infusion system, the
peristaltic pump was run at a rate of 20 mL min-1 for several hours, and the produced water
was discharged to a drain.
The membrane contact system was advantageous over the pressure chamber system be-
cause it equilibrated the water with the CO2 much faster. While the pressure chamber system
took more than a day to equilibrate a batch of water, the membrane system did so within
minutes. Also, the membrane system could continuously produce CO2-saturated water and
had virtually no upper limit on its volumetric output. If the Mariotte bottle were to run out,
the operator could simply refill it and restart the system, causing the system to stop putting



































Figure 3.2: Membrane contact CO2-water infusion system.
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a new batch of CO2-saturated water would take an entire day to prepare once the first one
ran out. These benefits made it completely necessary to develop the membrane system for
the large scale 2-D experiments.
Since the same exact pressure chamber CO2-water infusion system was used to create
CO2-saturated water for a previously published study (Sakaki et al., 2013), the system had
already been proven to be e↵ective, and therefore it was not necessary to test the pressure
chamber system for this dissertation. However, the membrane contact CO2-water infusion
system was newly designed by the Ph.D. student, as were the two methods of dissolved CO2
measurement. Therefore, the membrane contact system and the dissolved CO2 measurement
methods were simultaneously tested via the tests that are described in Appendix A.
3.2.2 Test System Scales
The CO2-saturated water that was created by the aforementioned CO2-water infusion
systems was then injected into experimental porous media test systems that covered a wide
range of sizes, from short 1-D columns to large 2-D tanks. The relative sizes of the test
systems are shown in Figure 3.3. The two cylindrical columns on the right side of the figure
were used to investigate the behavior of CO2 in 1-D vertical systems, because the density
di↵erence between CO2 and water is high, which leads to significant buoyancy forces which
drive gas phase CO2 upward. The two systems on the left side of the figure were used to
investigate CO2 evolution phenomena in 2-D. The system that was 0.4 x 2.4 m is referred
to as a “rectangular column,” because the fluids mainly migrated in the vertical direction,
but they were also able to spread out laterally to a small extent. The system on the far left
was fully 2-D, because the 4.88 m length in the x-direction allowed for significant lateral












Figure 3.3: Relative sizes of the test systems. All horizontal and vertical dimensions are expressed in m, and are virtually to
scale. The various shades of brown represent various types of porous media, while the blue and red colors indicate water and
CO2 gas, respectively. The circles indicate measurement locations.
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3.2.3 Instrumentation
Many di↵erent instruments were used to take measurements during the experiments.
First of all, gas phase CO2 saturations were measured with three di↵erent types of sensors.
The saturation measurements were calibrated using a post-processing technique developed by
previous CESEP researchers (Sakaki et al., 2008, 2011). Some of these sensors also measured
the temperature of the air just outside the porous media, and/or the electrical conductivity
(EC) of the water within the system. The EC readings provided qualitative information
about the dissolved CO2 concentrations at the sensor locations. All of the test systems
also used at least one computer-interfaced electronic scale to measure water outflow from
the system boundaries. Most of the systems also used one or more mass flow meter(s) to
monitor the escape of gas phase CO2 to the atmosphere, and a pressure transducer connected
to multiple porous cups via a mechanical multiplexer to measure water pressure. In the large
2-D tank experiment, dissolved CO2 was measured both within the pore space of the test
system and at the system boundaries. This required significant method development, which
is described in Appendix A.
3.3 General Numerical Methods
The simulations conducted for this dissertation were performed using FEHM; a finite
element multiphase porous media simulator with the capability of solving fully coupled heat
mass, and stress balance equations (Zyvoloski, 2007). The code uses Control Volume Finite
Element (CVFE) discretization and a Newton-Raphson iteration scheme with Generalized
Minimal Residual (GMRES) acceleration. FEHM is capable of solving three-phase flow
problems that involve water, CO2, and air, but for this work, only water and CO2 were
considered.
FEHM calculates the density of water across a wide range of temperature, pressure, and
salinity conditions using a formulation by Haas (1976), and across a wide range of dissolved
CO2 concentrations using a formulation by Garcia (2001). The code uses a formulation by
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Duan et al. (2008) to calculate the density of CO2 across a range of pressure, temperature,
and salinity conditions that lead to gaseous, liquid, or supercritical phase states. For this
work, however, the problem was simplified by assuming that within the system the CO2
is always either gaseous or dissolved, and there is negligible salinity in the water. These
assumptions are generally reasonable when considering shallow freshwater aquifers, and are
definitely applicable to the laboratory experiments performed for this work that used deion-
ized (DI) water at low temperatures and pressures.
Phase changes between the aqueous and gaseous phases of CO2 are accounted for in
FEHM through a variable-switching approach, wherein the mass fraction of dissolved CO2
(XCO2) is compared with the solubility limit at the corresponding temperature and pressure
(XeqCO2). If XCO2 < X
eq
CO2




small amount of gas phase CO2 is introduced, and the independent variables instead become
P, T, and SCO2 . While this approach has been used for other applications (Forsyth &
Sammon, 1984), it is not the only way to model phase change between dissolved and free
gas phases. Some other possible methods are discussed in Section 7.5.
3.3.1 Governing Equations
The conservation of water mass is expressed as:
@
@t
  [⇢CO2SCO2Yw + ⇢wSwXw] +r · [Yw⇢CO2vCO2 +Xw⇢wvw]
+r · [DCO2⇢wrXCO2 ] + qw = 0
(3.13)
where t is time,   is the porosity, S is the saturation of a given phase, ⇢ is the density of a
given phase, X is the mass fraction of a given component in the water phase, Y is the mass
fraction of a given component in the CO2 gas phase, v is the velocity of a given phase, DCO2
is the CO2 di↵usivity (DCO2 = ⌧D
0
CO2Sw, where ⌧ is the tortuosity and D
0
CO2 is the CO2
di↵usion coe cient), qw is a water source or sink, and the subscripts CO2 and w indicate




  [⇢CO2SCO2YCO2 + ⇢wSwXCO2 ] +r · [YCO2⇢CO2vCO2 +XCO2⇢wvw]
+r · [DCO2⇢wrXCO2 ] + qCO2 = 0
(3.14)
where qCO2 is a CO2 source or sink. Since water and CO2 are assumed to be the only
components in the system, the sum of their saturations is always 1, as are the sums of their
mass fractions in each phase. Continuum mechanics are also assumed, which means that the




(rPi   ⇢ig) (3.15)
where ki is the relative permeability and subscript i = CO2, w. Capillary pressure is
subject to its own definition (Equation 3.1), and is related to fluid saturation through either
the Brooks and Corey or van Genuchten formulations described in Section 3.1.1.1. Relative
permeabilities are also calculated from the fluid saturations using the van Genuchten-Mualem
or Brooks and Corey formulations described in Section 3.1.1.2.
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CHAPTER 4
QUALITATIVE EFFECTS OF 1-D HETEROGENEITY ON GAS PHASE CO2
EVOLUTION IN WATER-SATURATED POROUS MEDIA
This chapter includes material presented in Paper I: Plampin, Michael, Illangasekare,
Tissa, Sakaki, Toshihiro, & Pawar, Rajesh. 2014a. Experimental study of gas evolution in
heterogeneous shallow subsurface formations during leakage of stored CO2. International
Journal of Greenhouse Gas Control, 22, 47–62.
4.1 Introduction
Geologic carbon sequestration in deep subsurface formations is a technology currently
being considered for the purpose of reducing atmospheric emissions of CO2 (Bachu et al.,
1994). One of the concerns related to this technology is the potential for leakage of stored
CO2 and brine out of the sequestration formation. The leaked fluids may potentially migrate
into shallow groundwater aquifers and interact with groundwater and surface water as well
as aquifer rocks. These interactions could lead to changes in the quality of surface water
and groundwater. In order to predict the extent of these changes, assess the potential risks,
and design mitigation strategies, it is important to understand the factors that control the
processes of CO2 gas exsolution, accumulation, and migration (collectively referred to as
gas phase evolution) in the shallow subsurface. While these processes have been studied
extensively in homogeneous systems at small scales (as summarized below), the e↵ects of
geologic heterogeneity have only just begun to be examined at large scales. Therefore, the
goal of this chapter is to characterize the e↵ects of simple geologic heterogeneities on CO2
gas evolution in large-scale porous media systems. This is done using a set of well-controlled
laboratory experiments.
Figure 1.1 shows some potential CO2 leakage scenarios and the associated physicochem-
ical processes that CO2 is likely to undergo as it migrates away from the storage formation
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. As indicated by the red arrows in the figure, leakage of supercritical and/or dissolved
CO2 could occur through leaky well bores (Cihan et al., 2011; Gass et al., 1977), through
discontinuities in the stratigraphic confining layer such as faults (Celia et al., 2004), or via
di↵use leakage through the cap rock itself (Cihan et al., 2011). In all of these leakage cases,
CO2 will dissolve into the native groundwater and migrate due to advection and dispersion,
as indicated by the red regions in the figure. During this migration process, the dissolved
CO2 will possibly become diluted, resulting in a range of concentrations throughout the
subsurface. This dilution process is important because the concentration of dissolved CO2
has a large e↵ect on when and where gas phase is able to appear, accumulate and/or flow
during leakage (Sakaki et al., 2013).
The expanded region in Figure 1.1 demonstrates the processes that leaking CO2 will
undergo if and when it reaches the shallow subsurface. The white regions in the figure repre-
sent locations where a separate gas phase may form from supersaturated solution (exsolve)
and/or accumulate to high saturations, and the white arrows indicate possible migration
pathways for the exsolved gas. It is worth noting that even if the gas phase accumulates
to significant saturations in certain areas, some of the pore space in these locations may
still contain water, so two-phase theory will be applicable. Once a free gas phase evolves,
the potential is created for the gas to dissolve back into surrounding groundwater that is
undersaturated with CO2. Red arrows in Figure 1.1 represent this dissolution process, as
well as the migration of dissolved CO2. This chapter aims to improve understanding of these
gas evolution processes in heterogeneous shallow groundwater systems.
Water that is saturated with a dissolved gas (e.g. CO2) will release gas into a free phase
when thermodynamic conditions change, e.g., when the surrounding temperature increases
or the pressure decreases, according to Henry’s law. It has been postulated that in porous
media, the gas evolution process begins with heterogeneous nucleation wherein gas bubbles
form on the surfaces of soil grains (Banko↵, 1957) or grow from pre-existing micro-bubbles
inside cavities within the porous medium (Bories & Prat, 2002; Jones et al., 1999). As long
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as the surrounding water contains gas at a concentration above the theoretical maximum
under the new conditions, di↵usive mass transfer of molecules from the aqueous phase to the
gaseous phase will continue (Li & Yortsos, 1995a) and the gas phase may eventually become
mobile.
Previous studies have identified two significantly di↵erent mechanisms for gas phase mi-
gration in water-filled porous media. The first is the buoyant rise of individual bubbles
through the pore space (e.g., Corapcioglu et al., 2004; Oldenburg & Lewicki, 2006; Roo-
sevelt & Corapcioglu, 1998). In this type of scenario, compressibility has a significant e↵ect
on the velocity of the migrating gas phase (Cihan & Corapcioglu, 2008). The second type of
gas phase migration in water-filled porous media occurs when bubbles become immobilized
in the pore structure due to the capillary barriers of small pore throats. In this case, sus-
tained mass transfer causes immobilized gas bubbles to expand until they fill entire pores,
then pressurize until they reach the entry pressure of any of the adjacent pore throats (Li
& Yortsos, 1995a). At this point, the bubble invades the adjacent pore and becomes a gas
cluster through invasion-percolation type behavior (Dominguez et al., 2000).
Eventually, the gas phase may accumulate to a significant saturation within the pore
space, to the point where “channel flow” ensues (Oldenburg & Lewicki, 2006). The mini-
mum gas saturation at which the gas phase forms a continuous flow path through the medium
is known as the critical gas saturation, Sgc. Since very large grain sizes (about 2 mm diam-
eter) are necessary for individual bubbles to be able to migrate through a porous medium
without becoming immobilized(Brooks et al., 1999), this chapter focuses on the more widely
applicable, continuum-based mechanism of gas migration. In this work we collectively re-
fer to gas cluster formation and percolation, as well as macroscopic gas migration, as gas
“evolution.”
Previous studies have shown that the critical gas saturation is useful for describing flow
behavior in homogeneous, one-dimensional (1-D) systems (Enouy et al., 2011; Li & Yortsos,
1995b; Tsimpanogiannis & Yortsos, 2002, 2004). Several other recent studies (e.g., Krevor
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et al., 2011; Zuo et al., 2012, 2013) have shown that Sgc could be helpful in developing new,
non-conventional relative permeability relationships that apply to the process of CO2 gas
exsolution in homogeneous 1-D porous media systems. In this work, however, we explore
the relevance of Sgc for multidimensional and/or heterogeneous systems by exploring how
heterogeneity may cause spatial and temporal variability in gas phase saturations. Since
Sgc is an average, time-invariant, macroscopic parameter that disregards spatial variations
in gas saturation, it may not be solely adequate to describe such situations. Aside from
Sakaki et al. (2013), no large-scale experimental studies of gas evolution in porous media
have addressed the spatiotemporal pattern of gas evolution. The present work builds upon
the experimental method and findings of Sakaki et al. (2013) by investigating gas evolution
in more complex heterogeneous systems and by incorporating a new data analysis technique.
Further motivation for this chapter stems from the fact that heterogeneity is ubiquitous
in natural environments. In addition to a↵ecting rates of gas phase evolution, heterogeneity
could cause CO2 gas to migrate laterally, creating a plume of gas in the subsurface from which
re-dissolution of CO2 into fresh groundwater could lead to groundwater quality changes in
locations away from the original leakage site. Heterogeneity-driven lateral gas migration
has been studied experimentally in pore networks (Bravo et al., 2007; Tsimpanogiannis &
Yortsos, 2002; Zhao & Ioannidis, 2011), and bench-scale experiments (Breen et al., 2012).
However, in order to apply the findings of these studies to real-world problems, experimental
data on a larger scale is necessary.
The spatiotemporal patterns with which gas evolves in porous media are sensitive to
capillary forces, gravity forces, and viscous forces (Tsimpanogiannis & Yortsos, 2002). The
relative importance of these forces are quantified by the dimensionless numbers that were
described in Chapter 3. Many previous studies (e.g., Dominguez et al., 2000; Ewing &
Berkowitz, 2001; Lenormand et al., 1988; Yortsos et al., 1997) have investigated the e↵ects
of these dimensionless groups on the migration of non-wetting fluids through porous media
that were initially saturated with a wetting phase.
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For this dissertation, the wetting phase is liquid water, which has a density of 1000 kg m-3
and a viscosity of 1 x 10-3 Pa s at 20C and 1 atm. The non-wetting phase is CO2 gas,
which has a density of 1.84 kg m-3 and a viscosity of 1.48 x 10-5 Pa s at 20°C and 1 atm
(Lidstrom & Mallard). Therefore, M = 1.48 x 10-2 and log(M) = -1.83 for this system. The
interfacial tension between the two phases is about 7.4 x 10-2 N m-1(Hebach et al., 2002).
The intrinsic permeabilities of the sands used in our laboratory tests range between 3.0 x 10-7
and 3.8 x 10-6 cm2 (see Table 4.1 for more information on the sands). The interstitial water
velocities used in the laboratory experiments vary between 8.7 x 10-6 and 4.1 x 10-4 m s-1,
depending on the properties and distributions of the di↵erent test sands, the dimensions of
the system, and the flow rates used. These di↵erent conditions lead to di↵erent values of
the capillary number and Bond number, and therefore di↵erent types of non-wetting phase
migration behavior, among the experiments.
The goal of this chapter is to characterize the e↵ect of simple geologic heterogeneities
(consisting of only two types of sand) on gas phase evolution in shallow subsurface formations.
Unlike field studies or numerical models, the laboratory setting allows for detailed observation
of the e↵ects of heterogeneity across multiple scales and dimensionalities. For this chapter,
experiments in two di↵erent test systems are used to observe the e↵ects of continuous and
discontinuous layered porous media on gas phase evolution, thus bringing scientific knowledge
on the subject one step closer to field-scale application. The results were analyzed with
respect to the dimensionless parameters mentioned above.
4.2 Materials and Methods
The experiments conducted for this chapter were designed to investigate the spatiotem-
poral evolution of gas phase CO2 from a supersaturated solution in shallow subsurface for-
mations. The experimental method closely follows that of Sakaki et al. (2013), but in the
present work we have more rigorously analyzed the e↵ects of di↵erent grain sizes and layered
heterogeneities resulting from soil stratifications. Furthermore, we have developed a new
experimental column with a wider cross section to study the rates and patterns of lateral gas
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phase migration (underneath heterogeneous interfaces) in heterogeneous formations during
primarily vertical flow. A brief description of the experimental methodology is given below.
DI water was first saturated with CO2 gas under a specified gauge pressure (hereinafter
referred to as the “saturation pressure”) before being injected at a constant volumetric flow
rate into the bottom of a 4.5 m long column with a diameter of 5.7 cm or a 2.4 m tall by
40 cm wide by 6 cm thick rectangular column that was filled with sand. Both systems were
wet-packed so that they were initially saturated with fresh water. They also incorporated a
region of ponded water on top of the soil surface to prevent air from entering the sand during
and between experiments. As the CO2-saturated water migrated vertically up through the
test system, the water pressure decreased, causing gas to exsolve and percolate through the
porous media. Table 4.1 summarizes the relevant characteristics of the test sands (Accusands,
Unimin Corp., Ottawa, MN) used in the experiments. The sands were named based on their
e↵ective sieve sizes. Sands with lower e↵ective sieve numbers had larger grain sizes, larger
permeabilities, and lower air entry pressures than sands with higher e↵ective sieve sizes. All
of the sands were quite uniform, as shown by the fact that their uniformity coe cients were
close to one. The uniformity coe cient is defined as the ratio of the sixtieth percentile of
particle size to the tenth (d60/d10).
Table 4.1: Properties of the test sands used in the long column and rectangular column






















0.75 2.3x 10-6 0.32 1.2 1.19
30/40 Medium 0.52 1.1x 10-6 0.33 1.6 1.21
50/70 Fine 0.27 3.0x 10-7 0.34 3.4 1.20
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Soil moisture sensors (ECH2O 5TE and EC-5 sensors, Decagon Devices, Inc., Pullman
WA) were placed at various locations in the column to observe the formation and migration
of gas phase through time by measuring the average water content within small sampling vol-
umes. Some of these sensors were also equipped to measure EC, by means of which we were
able to track the migration of the dissolved CO2, because dissolved CO2 raises the EC of wa-
ter. Temperature sensors (ECT sensors, Decagon Devices, Inc., Pullman WA) were installed
at the top and bottom of the long column. In addition, multiple tensiometers that were con-
nected to a pressure transducer (Model P55D, Validyne Engineering, Northridge, CA) via
a mechanical multiplexer (Single Scaninvalve System, Model # SSS48C MK4, Scaninvalve
Corp., Liberty Lake, WA) allowed for observation of changes in water pressure through space
and time in the test systems. Water flowed out of the sand column through a constant-head
device mounted to the outside of the column, which ensured that the ponded water above
the soil surface remained at a constant height throughout each experiment. The water then
proceeded into a container that was placed on a scale (Vicon model, Sartorious Group, Accu-
lab, Winter Park, FL). Once CO2 gas reached the top of the sand pack, it flowed through the
ponded water and exited the system through a gas flow meter (M-series mass flow system,
0-50 SCCM, Cole Parmer, Vernon Hills, IL). The experimental data on soil moisture, EC,
and temperature as well as water and gas outflow were recorded at one-minute intervals.
The data from the saturation sensors were post-processed using a sensor-specific calibration
method (Sakaki et al., 2008, 2011), and raw data from the scale was converted to water out-
flow rates using a moving-average smoothing technique. Pressure was measured from each
port at 30 minute (min) intervals. Once the gas saturation values had stabilized everywhere
in the system, CO2-water injection was halted, and the system was flushed with DI water
to re-attain full water saturation. During this process, all of the CO2 (both gaseous and
dissolved) was expelled from the system before performing the next experiment.
Using the same 4.5 m long column that was used for this chapter, Sakaki et al. (2013)
showed that in homogeneous systems, when the saturation pressure was low compared to the
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water pressure at the injection port, the injected water had to reach the top of the system
before an experimentally detectable gas saturation could form anywhere in the system. The
process of gas phase formation appeared to have been enhanced by the sudden transition
from flow through porous media to free flow through ponded water that occurred as the CO2-
saturated water entered the ponded water at the top of the column above the soil surface.
In addition, since the water pressure was relatively low near the top of the system, less gas
phase pressure (i.e., less energy) was required for the nucleated gas bubbles to attain the
capillary pressure they needed to invade the adjacent pores and become gas clusters than
would have been required at locations with higher water pressures. For this reason, gas
was able to evolve more quickly near the top of the column than at greater depths. We
hypothesize that by the same mechanism, other types of sudden changes in flow patterns
such as those due to porous media heterogeneities could have similar e↵ects on the evolution
of a distinct gas phase. This idea is important because in natural systems, leaking CO2 is
very likely to encounter heterogeneity before it reaches the water table boundary.
For this chapter, we first performed a series of long column experiments in two di↵erent
homogeneous packing configurations in order to examine when and where gas phase exsolves
and how quickly the gas phase percolates through various porous media with di↵erent hy-
draulic properties. We then introduced various simple heterogeneities into the system to test
how interfaces between di↵erent types of sands a↵ect gas phase evolution rates. Finally, we
performed experiments in a wider rectangular column to investigate how the two-dimensional
constriction of flow paths (and the associated interstitial water velocity variations) a↵ect gas
phase evolution rates.
4.2.1 Long Column Experimental Setup and Conditions
Long column experiments were conducted in order to investigate the process of gas evo-
lution in large, yet simple, test systems. The 4.5 m column length was selected to allow a
significant vertical relief in order to investigate the relative importance of gravity and viscous
forces on gas phase evolution in porous media. The 5.7 cm column diameter was selected
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to allow enough space within the horizontal cross section to install various types of sensors
while maintaining an e↵ectively one-dimensional (1-D) flow path. Sensors were installed
with an orientation that minimized their e↵ects on water flow patterns, and placed at 25 cm
intervals so that their sampling volumes (which are about 5 cm wide) would not overlap.
We used a range of saturation pressures and sand packing configurations in order to
characterize the e↵ect of sand grain size, heterogeneity and injected CO2 concentrations
on the evolution of gas phase in 1-D porous media systems. As shown in Figure 4.1, two
homogeneous configurations were used, one with coarse sand (Accusand #12/20) and one
with fine sand (Accusand #50/70). Comparing results from experiments with these two
packing configurations allows for investigation of the e↵ect of grain size on the gas evolution
process. In addition, three di↵erent heterogeneous configurations were used. The first was
the simplest, containing just one interface from coarse sand to fine sand at a depth of about
310 cm. The next configuration tested whether the location of the heterogeneity a↵ected gas
flow patterns by incorporating multiple alternating layers of coarse sand and fine sand. This
multi-layered system was also selected because it simulated realistic sedimentary subsurface
formations created by cyclical depositional environments. Finally, the e↵ect of a di↵erent
degree of contrast between the two sands was tested using a configuration with multiple
alternating layers of coarse sand and sand of a medium grain size (Accusand #30/40). This
configuration was used to simulate natural lithographic structures that have varying degrees
of contrast among the types of porous media within them.
Table 4.2summarizes the conditions under which the long column experiments were con-
ducted. Saturation pressures are expressed as gauge pressure. Because the injection rates
were equivalent across all of the long column experiments (4 cm3 min-1), the capillary number
was also roughly equivalent (Ca ⇡ 1.6 x 10-8 or log(Ca) ⇡ -7.8) in all of these experiments
(slight variations of about 7% were caused by the slight di↵erences in porosity). The gen-
erally low value of Ca indicates that the capillary forces generally outweighed the viscous





































































(only saturation sensors shown)
Figure 4.1: Setup for the long column experiments. The yellow circles in the packing config-
uration schematics represent sampling locations for soil moisture, EC, air temperature and
water pressure (other circles wee removed from the individual packing schematics for the
sake of clarity).
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constant across all of the long column experiments (M = 1.48 x 10-2, or log(M) = -1.83), we
expected that the non-wetting phase would migrate with invasion-percolation type behavior
(Lenormand et al., 1988). The di↵erent CO2 gas migration patterns that were observed in
various long column experiments could therefore be explained by the di↵erent values of the
Bond number, which varied by about 170%.
Ewing and Berkowitz (2001) showed that higher Bond numbers act to stabilize non-
wetting phase displacement patterns in porous media, while lower Bond numbers act to
destabilize the front (i.e., make fingers more likely to form through the media). Their
phase diagram indicated that these stabilizing and destabilizing forces act along a smooth
transition from one type of non-wetting phase displacement pattern to the other (i.e., there
was not a sharp jump from one type of behavior to the other when the Bond number changed
sign). Therefore, it is reasonable to expect that the CO2 gas displacement patterns in our
experiments may be relatively stable during flow through sands with higher Bond numbers
(i.e., coarser sands), but relatively unstable during flow through sands with relatively low
Bond numbers (i.e., finer sands).
We hypothesize further that in heterogeneous systems, the transitions between di↵erent
media (quantified by the di↵erent Bond numbers given in Table 4.2; one for the “finer sand”
and one for the “coarser sand”) will also have an e↵ect on the gas evolution patterns. We
tested this hypothesis by performing experiments in various packing configurations that
have di↵erent levels of contrast between the two sands. The di↵erence between the two
Bond numbers in the multilayered coarse/medium packing was much less than that of the
other four packing configurations (about 81% as opposed to about 170%). Since the two
homogeneous packing configurations contained only one type of sand, only one value of the
Bond number is listed for each of these packing configurations in Table 4.2.
4.2.2 Rectangular Column Experimental Setup and Conditions
Because the long column experiments were only capable of investigating purely 1-D het-
erogeneities (i.e., horizontal interfaces between di↵erent types of sand), a series of experi-
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Table 4.2: Test conditions of the long column experiments. Only one type of sand was used in each of the homogenous packing
configurations. Therefore, n/a (not applicable) is listed for the other type of sand in each of these configurations (the finer sand













































ments were conducted in a wider rectangular column to investigate the e↵ect of more complex
heterogeneities on the evolution of gas phase CO2. While the rectangular column did allow
for two-dimensional (2-D) flow patterns, it is still referred to as a column (1-D) because
the sidewalls were impermeable and therefore the fluid flow was primarily in the vertical di-
rection. The packing configuration that was used contained medium-coarse sand (Accusand
#20/30) with three regions of finer sand (Accusand #50/70). Two of the regions of fine sand
were located at the same elevation, with a 10 cm wide conduit of coarse sand between them
(to simulate a geologic system with discontinuity in a fine layer). The bottom of the third
region of finer sand was located 30 cm above the lower discontinuous fine sand layer. This
third region simulated another sand discontinuity that consisted of a 10 cm wide section of
medium-coarse sand between the fine sand and the column wall. This way, the openings of
the discontinuities were horizontally o↵set from one another, forcing the water to move with
a significant lateral component in the region between the two discontinuities.
Given the di↵erent permeabilities of the medium-coarse and fine sands (see Table 1),
it was expected that during the rectangular column experiments, the injected water would
preferentially flow through regions packed with medium-coarse sand. This was expected to
change the flow regimes and therefore the gas evolution patterns as the water moved through
the discontinuities. Preliminary single-phase numerical simulations were performed using
MODFLOW and MT3DMS to confirm that this desired flow behavior would be accomplished
with the particular sands and flow rates used in the experiments. Since the water phase was
expected to flow mainly through the medium-coarse sand, aqueous CO2 was expected to
enter the fine sand through di↵usion only. The relatively slow process of di↵usion in the
water phase was not expected to supply enough CO2 mass into the pores of the fine sand to
induce significant gas phase accumulation in these regions. Furthermore, the higher entry
pressure of the fine sand was expected to impede the percolation of gas phase in this medium,
compared to the medium-coarse sand. For these reasons, we did not expect to see significant
gas phase saturations within the regions of fine sand in the rectangular column, even though
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any gas phase that was able to form in these regions would be expected to stay there due to
the higher capillarity of the fine sand relative to the medium-coarse sand.
Figure 4.2 shows the dimensions, instrumentation, and packing configuration used in the
rectangular column experiments. The column was 240 cm tall, 40 cm wide and 6 cm thick.
In addition to 8 soil moisture, EC and temperature sensors (ECH2O 5TE, Decagon Devices,
Inc., Pullman WA) installed along the middle of the column, 10 sensors that measure only
soil moisture (ECH2O EC-5, Decagon Devices, Inc., Pullman WA) monitored the evolution
of gas phase at various other locations in the column. Water pressure was monitored along
the middle of the column using the same pressure measuring system as that used for the long
column experiments. Similar to the long column experiments, CO2-saturated water was first
injected through the rectangular column, and then DI water was used to flush out all of the
CO2 before the beginning of the next experiment. The experiments were conducted across a
range of saturation pressures and injection rates. The wider cross section of the rectangular
column made it possible for greater volumetric flow rates to be used without significantly
increasing in the interstitial water velocities compared to the long column experiments.
Table 4.3 summarizes the conditions under which the rectangular column experiments
were conducted. Saturation pressures are expressed as gauge pressure. The column labeled
“bulk flow region” contains data for the portions of the test system that contained medium-
coarse sand across the entire cross section (i.e., the bottom 1.2 m of the column below the
regions of fine sand, the 30 cm high region surrounding sensors 5 and 6, and the top 30 cm
of the sand pack). The “discontinuities” column contains data for the two narrower regions
of medium-coarse sand surrounding sensors 4, 8, and 9.
Since the fluids preferentially flowed through a homogeneous medium (the medium-coarse
sand) in all of the rectangular column experiments, the Bond number was constant among
all of these experiments (B = 3.1 x 10-5). Like in the long column experiments, the viscosity
ratio was also constant among all of the rectangular column experiments (M = 1.48 x 10-2,










































Figure 4.2: Setup for the rectangular column experiments. The green numbers are labels
for the saturation sensors and the yellow numbers are labels for the saturation, EC and
temperature sensors. The dashed lines represent approximate water flow paths.
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to be controlled by changes in the capillary number that resulted from changes in the inter-
stitial fluid velocities as the cross-sectional area through which the fluids were flowing varied.
Although the changes in capillary number were relatively large (about 120% between the
“bulk flow” and discontinuities” regions for each injection rate), they did not cause the con-
ditions to stray outside of the zone of capillary dominance and invasion-percolation behavior
that was predicted by Lenormand et al (1988).
4.3 Results and Discussion
The experiments conducted for this chapter were designed to investigate the spatiotem-
poral patterns with which gas phase evolves from supersaturated solution in initially water-
saturated heterogeneous subsurface formations. This section will first define several terms
that are useful in understanding the data. It will then discuss the general distribution of
the gas that exsolved during the experiments and the rates at which the gas moved through
the test systems. Finally, it will describe the e↵ects of heterogeneity on the spatiotemporal
patterns of gas phase evolution in the experiments.
4.3.1 Experimental Terminology
For this dissertation, experiments are categorized as either “oversaturated” or “under-
saturated,” depending on their saturation pressures (i.e., on the concentration of dissolved
CO2 in the water that was injected through the system). In order to mathematically define
these terms, let Phydrostatic be the hydrostatic pressure at any particular location (i.e., depth)
within the system. This quantity can take on a range of values, depending on the location
of interest. Pinjection is defined as the hydrostatic pressure at the injection port. This value
is unique to the particular experimental system used (the long column versus the shorter
rectangular column). Psaturation is defined as the saturation pressure used during a particular
experiment (the constant gauge pressure under which the injected water was saturated with
dissolved CO2 before and during injection). For any experiment, if Psaturation > Pinjection, the
experiment is referred to as oversaturated. In such cases, Henry’s law predicts that CO2
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gas will exsolve everywhere in the system because the concentration in the injected water
is greater than the theoretical maximum that water can hold under the pressures that exist
throughout the system. On the other hand, if Psaturation < Pinjection, the experiment is said
to be undersaturated. This means that, according to Henry’s law, CO2 gas is able to exsolve
from the injected water in only a certain portion of the column. This portion of the column
is referred to as the “zone of oversaturation,” and it extends from the top of the soil surface
down to a certain “critical elevation” where Phydrostatic = Psaturation. This elevation is analo-
gous to the term “bubble point” that has been used in previous literature to describe a set
of conditions under which exsolution can begin.
Figure 4.3 illustrates these terms, using the long column as an example. For this test sys-
tem, the injection port was located 4m below the top of the column, resulting in a hydrostatic
water pressure of about 40 kPa at that location (Pinjection ⇡ 40 kPa). Therefore, long column
experiments where the saturation pressure was greater than 40 kPa (Psaturation > Pinjection)
are referred to as oversaturated cases, and gas was theoretically able to exsolve everywhere
above the injection port in these cases. On the other hand, long column experiments where
the water was injected at pressures less than or equal to 40 kPa (Psaturation < Pinjection) are
referred to as undersaturated cases. In these cases, the gas was theoretically able to exist
only at depths2 in the column where the water pressure was less than the saturation pres-
sure (Phydrostatic < Psaturation). For instance, with a saturation pressure of 20 kPa, the injected
water was oversaturated in the top 2 m of the column (this is the zone of oversaturation),
while it was undersaturated everywhere else. For experiments conducted in the rectangu-
lar column, the cuto↵ saturation pressure between oversaturated and undersaturated cases
(Pinjection) was 24 kPa because the injection port was located 2.4 m below the water surface.
While temperature does have a large influence on CO2 solubility and thus on exsolution
behavior, temperature e↵ects are generally neglected in the foregoing analysis because the
soil temperature stayed relatively constant at around 20°C during each experiment. For
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Figure 4.3: Example of the terminology relating the saturation pressure to the hydrostatic
water pressure at the injection port in the long column. The 50 kPa case (represented by
purple annotations) is oversaturated because Psaturation > Pinjection, while the 20 kPa case
(represented by green annotations) is undersaturated because Psaturation < Pinjection.
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quality control purposes, data was ignored from any experiment in which temperature-driven
exsolution was clearly seen (i.e., any experiment during which gas was suddenly detected in
a location where it had not previously existed, at about the same time that a rapid increase
in temperature was observed).
4.3.2 General Observations
Through the use of example data, a photograph, and theoretical analysis, this section
analyzes the general nature (i.e., the distribution, morphology, and motion) of the gas phase
that formed during the experiments conducted for this chapter. The methods that were used
to extract novel information from the large number of experiments will also be described in
this section. Figure 4.4 shows an example of the raw saturation-versus-time data from two of
the experiments. The experiment from which data are shown in graph (A) was conducted in
the long column with the fine homogeneous packing configuration, a saturation pressure of
50 kPa, and an aqueous phase injection rate of 4 cm3 min-1 (experiment 9 in Table 4.2). The
experiment from which data are shown in graph (B) was performed in the rectangular column
with a saturation pressure of 30 kPa and an aqueous phase injection rate of 40 cm3 min-1
(experiment 3 in Table 4.3). In both graphs, the vertical lines indicate the times at which the
CO2-water reached the top of the column in the experiments. The time for the long column
experiment was found simply by calculating the pore volume of the sand in the system,
while the time for the rectangular column was approximated from the time at which the EC
increased in the topmost sensor (port 1).
As exemplified by Figure 4.4, all of the saturation sensors showed saturation values of
one at the beginning of each experiment. Then, during the CO2-water injection portion of
the experiment, gas phase exsolved and percolated through the sand column, causing the
saturation readings from some or all of the sensors to decrease. In general, the saturation
reading at any particular sensor quickly dropped to a relatively steady final value once the gas
phase had accumulated to a saturation that was detectable by the sensor. The steady state




Figure 4.4: Example of raw saturation-versus-time data for (a) experiment 9 in the long
column and (b) experiment 3 in the rectangular column. The legend in (b) also applies
to (a), except that the experimental system used to generate the data shown in graph (a)
did not contain sensors 13-18. The vertical lines indicate the times at which the CO2-water
reached the top of the column in the expeirments.
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0.6 and 0.8), which is in agreement with other experimental studies conducted with similar
flow conditions (e.g., Sakaki et al., 2013; Zhao & Ioannidis, 2011; Zuo et al., 2012).
Including a saturation-versus-time graph such as those shown in Figure 4.4 for all of the
other experiments conducted for this chapter would make this article incredibly dense and
repetitive. Therefore, we have developed an alternate way to present only the most relevant
information from the experimental data. This novel information consists of the e↵ects of
heterogeneity on the spatiotemporal evolution of gas phase on a macroscopic scale. In the
new method, we analyze the times at which nonzero3 gas saturations reached their final
steady state values at the sensor locations. This serves as an indication of the directions and
velocities with which the gas moved through the systems. The times at which gas saturations
stabilized were selected rather than the times of initial gas detection because they were more
clearly visible from the raw data. Two examples of gas phase saturation stabilization times
are labeled with circles in Figure 4.4(a). Extracting only this crucial information allows us to
clearly show the spatiotemporal pattern with which gas phase evolved during the experiments
and to directly compare results from multiple experiments on the same axes. Results of this
method are provided in the following sections.
In general, during the CO2-water injections, gas phase percolated across the entire cross-
section of the test systems much more uniformly in the coarse, medium-coarse, and medium
sands than it did in the fine sand. This is due to the higher Bond numbers that were
experienced by the fluids as they flowed through these coarser sands (see Table 4.2). At
higher Bond numbers, the non-wetting phase was influenced to a greater extent by buoyancy
forces than by capillary forces, meaning that capillary fingers were less likely to form through
the porous media. On the other hand, the lower Bond numbers that were experienced during
flow through the less permeable media induced the formation of capillary fingers through
the fine material.
3Nonzero is defined here as greater than or equal to 0.05.
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An example of this fingering behavior is shown in Figure 4.5. The photograph has
been enhanced to clearly show the significant gas phase migration that occurred around
sensor 5 during experiment 9 in the long column. It has also been annotated to show the
approximate sampling volume of the sensor (Limsuwat et al., 2009). The regions labeled as
“occluded water” do not necessarily indicate that the water was immobile in these locations,
but rather that the gas phase fingers that were visible along the column wall surrounded,
but did not penetrate, these areas. Likewise, although the gas clusters in the photo appear
to be disconnected, this is not necessarily the case. In fact, connected gas clusters must
have formed throughout the column during this experiment since a sustained gas phase
outflow was detected from the top of the column, while the saturations remained steady
after reaching their final values.
Interestingly, Figure 4.4 clearly shows that the saturation reading at sensor 5 never
decreased during the entire experiment, which indicates that the formation of capillary fingers
caused the gas phase shown in Figure 4.5 to avoid the sampling volume of the sensor during
the experiment. This behavior was never observed in the coarse, medium-coarse, or medium
sands. That is, when there was gas phase visible near sensors installed in these types of
media, the gas was always detected by the nearby sensors. This is because the buoyancy
forces were more important than the capillary forces in the coarser sands (that is, the Bond
number was higher in the coarser sands than in the finer sands), meaning that capillary
fingers were less likely to form in the coarser media than in the fine sand.
At the beginning of every experiment, no CO2 gas flowed out of the top of the column.
Then, at some point in time (usually after the gas saturations in the test system had stabi-
lized), the rates of gas outflow from the top of the column increased and quickly approached
a relatively steady non-zero value. The reader is referred to Sakaki et al. (2013) for graph-
ical examples of this behavior. For this chapter, a method was again developed to extract
the important information from the gas outflow measurements. In this method, the times at
which gas outflow began in each experiment are found from the raw data and plotted against
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Figure 4.5: Photograph of fingering gas phase percolation in the fine sand. The figure has
been enhanced to emphasize the locations occupied by CO2 gas (shown in pink). In some
places, the gas visible from the outside of the column surrounded regions of relatively higher
water saturation (shown in blue). Even though regions of connected gas phase are clearly
visible around the sensor, the saturation reading from the sensor never decreased during the
experiment because the fingers avoided its sampling volume.
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the saturation pressures of the experiments (Figure 4.6). The times of initial gas outflow
detection are expressed in units of pore volumes injected in order to directly compare results
from the various homogeneous and heterogeneous packing configurations on the same axes.
Figure 4.6: Time of initial gas outflow detection versus saturation pressure for all of the long
column experiments. The horizontal line indicates the time at which aqueous CO2 reached
the top of the sand pack in all of the experiments. The vertical line represents the boundary
between oversaturated and undersaturated cases.
Figure 4.6 shows a strong correlation between the saturation pressures of the long column
experiments and the times at which gas phase outflow from the top of the column was first
detected. In general, higher saturation pressures led to earlier detection of gas phase outflow.
In fact, on a volume-averaged basis throughout the long column, the gas phase moved faster
than the water phase in oversaturated experiments, while it moved slower than the water
phase in undersaturated experiments. This is shown by the fact that the outflow beginning
times for oversaturated (40 and 50 kPa) experiments were less than one pore volume, while
these times were mostly equal to or greater than one pore volume for the undersaturated (10,
20, and 30 kPa) experiments. These general trends were relatively insensitive to the various
packing configurations that were incorporated in the long column, which indicates that the
morphology of the gas phase (i.e., fingers in the fine sand versus uniform distribution in the
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coarser sands) did not greatly a↵ect the speed with which the gas phase moved through the
system.
The same trend was observed in the rectangular column experiments as well. During
rectangular column experiment 3 (an oversaturated experiment), free-phase gas outflow was
detected 0.5 hours (hr) before the CO2-water reached the top of the column4. On the other
hand, free-phase gas outflow was detected 0.4 hr after the CO2- water reached the top of the
column during rectangular column experiment 2 (an undersaturated experiment). Free-phase
gas outflow was not detected during either of the other two rectangular column experiments.
For rectangular column experiment 1, this is probably because only a small amount of gas
phase formed. Experiment 1 was an undersaturated (10 kPa) experiment, and gas was only
detected at 1 of the 18 saturation sensors. The amount of gas that exited from the top of
the sand pack was most likely not large enough to fill the headspace at the top of the tank.
For experiment 4, the lack of free-phase gas outflow was probably due to the slow injection
rate. The gas phase that did exsolve in the porous media during this experiment was more
likely to stay within the pores due to the less significant viscous e↵ects (i.e., lower capillary
numbers) that were created by the slower injection rate.
Overall, these observations indicate that the experimental methods used for this chapter
generally neglect the migration of individual gas bubbles. This makes sense considering
the fact that the saturation sensors measure average gas phase saturations in macroscopic
sampling volumes. Measurable saturations only occur once bubbles have become trapped at
pore throats and subsequently expanded into neighboring pores and/or coalesced with other
bubbles to form gas clusters. Although slight variations in the boundaries of the gas flow
paths are most likely the cause of the general noise in the saturation-versus-time data, the
fact that this noise is fairly small relative to the final gas saturation values indicates that
the flow paths stayed fairly steady once they had reached their final values. This in turn
indicates that the exsolved gas phase flowed rather freely upward through the connected gas
4For the rectangular column experiments, the times at which aqueous CO2 reached the top of the column
were assumed to be approximately equal to the times at which the EC readings from sensor 1 increased
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flow paths and out of the system through the outlet port at the tops of the columns.
4.3.3 Spatiotemporal Gas Evolution Patterns in the Long Column Experiments
This section demonstrates how varying the grain size of the porous medium, the CO2
concentration of the injected water, and the heterogeneities in the system a↵ected the spa-
tiotemporal pattern of gas phase evolution in the long column. Each graph shows the times
at which gas saturations reached their steady state values at various depths (i.e., sensor
locations) along the column in multiple experiments. Times are expressed in pore volumes
injected in order to directly compare data from di↵erent packing configurations. Pore vol-
umes were calculated because the actual travel time of the water was di↵erent in each packing
configuration due to variations in porosity, and therefore interstitial velocity, among the test
sands. Each graph contains a vertical line at one pore volume indicating the time at which
the CO2-water reached the top of the sand pack in all of the experiments. Each figure also
contains one or more schematic(s) of the sand packing configuration(s) that were used in the
experiments. The longitudinal axes of the column(s) in the schematic(s) are aligned with
the y-axes of the graphs so that the sensor locations and heterogeneous interface(s) line up
with their true elevation(s). For the graphs that compare multiple packing configurations,
the data markers below each sand packing schematic indicate which data sets came from
which test configuration. All of the long column experiments shown were conducted with an
aqueous phase injection rate of 4 cm3 min-1.
Before analyzing the e↵ects of heterogeneity, we have established a “base-case” data set
from the coarse homogeneous packing configuration, which shown in Figure 4.7. The graph
shows the gas evolution patterns from four di↵erent experiments performed with the same
packing configuration (the coarse homogeneous configuration) but with di↵erent saturation
pressures. The figure demonstrates that higher saturation pressures caused the gas to appear
sooner and to spread faster. It also shows the trend, first noticed by Sakaki et al (2013) that
gas phase grew upwards from the bottom of the column (as the CO2-water flowed up) in
oversaturated cases, whereas it grew downwards from the top of the column in undersaturated
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cases. For the undersaturated cases, gas phase saturations did not reach steady state until at
least one entire pore volume of CO2-saturated water had been injected through the system
(i.e., until after the CO2-water had reached the top of the column). The dashed lines in the
figure represent the critical elevations for each of the saturation pressures (except for 50 kPa
because the critical elevation for this saturation pressure lies below the range of the graph).
Although the data is not shown on the graph, gas outflow from the top of the column was
generally detected earlier in experiments with higher saturation pressures (see Figure 4.6).
Figure 4.7: E↵ects of saturation pressure on the spatiotemporal evolution of gas phase in the
long column with the coarse homogeneous packing configuration. The vertical line indicates
the time at which the CO2-water reached the top of the column in all of the experiments.
Figure 4.8 demonstrates the e↵ect of a single transition from coarse sand to fine sand
on the spatiotemporal pattern of CO2 gas evolution in the long column. Data from six
experiments are shown on the graph; two from experiments conducted with the coarse ho-
mogeneous packing configuration, two from the fine homogeneous packing configuration,
and two from the packing with a single transition from coarse sand to fine sand at a depth
of about 310 cm. Results from the two experiments conducted with homogeneous packing
configurations are included in order to give the appropriate context for the data from the
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heterogeneous configuration. They also provide insight into the e↵ects of di↵erent grain
sizes on the spatiotemporal evolution of gas phase in homogeneous systems through direct
comparisons of the two homogeneous packing configurations. Results are shown for experi-
ments with both 20 kPa and 40 kPa saturation pressures in each packing configuration. The
regions enclosed by the curved shapes contain the data from experiments corresponding to a
particular saturation pressure. These shapes represent the space-time “evolution regions” for
these particular saturation pressures. The horizontal dashed lines show the critical elevations
for the two saturation pressures.
For a saturation pressure of 40 kPa, the transition from coarse to fine sand caused gas
phase saturations to reach steady state sooner than was observed in either of the homoge-
neous cases. Gas outflow from the top of the system also began sooner in the heterogeneous
case than it did in either of the homogeneous cases for this saturation pressure (see Fig-
ure 4.6). On the other hand, when the saturation pressure was 20 kPa, the sand hetero-
geneity had a much smaller e↵ect on the evolution of gas phase in the system. This is most
likely due to the fact that the interface was not within the “zone of oversaturation” for the
lower saturation pressure. In the top 2 m where gas exsolution was observed for the 20 kPa
case, the gas spread generally faster in the coarse sand than it did in the fine sand. Even
though the gas evolution was fastest in the coarse homogeneous packing, the heterogeneous
packing still showed faster gas evolution and earlier gas outflow (see Figure 4.6) than the
fine homogeneous packing for this saturation pressure.
Next, we investigated the e↵ects of multiple heterogeneous layers on the processes of
CO2 gas evolution in the long column. Results of this analysis are shown in Figure 4.9.
Each encircled evolution region in the figure compares data from three di↵erent experiments
among which all conditions were held constant except the packing configuration. Data are
shown from experiments conducted with saturation pressures of 20 kPa and 40 kPa. All
experiments were conducted with an injection rate of 4 cm3 min-1. When the saturation
pressure was 40 kPa, gas phase saturations first stabilized in the heterogeneous system
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Figure 4.8: E↵ects of a single coarse-to-fine interface on the spatiotemporal pattern of gas
evolution and flow in the long column. The vertical line indicates the time at which the CO2-
water reached the top of the column in all of the experiments. The e↵ect of the interface
was only clear when the saturation pressure was 40 kPa.
near the fine layer centered at a depth of about 2.5 m (Phydrostatic ⇡ 25 kPa), whereas
steady state gas saturations were first observed near the top of the column in both of the
homogeneous cases. This indicates that the heterogeneity enhanced the evolution of the
gas compared to the homogeneous packing configurations. When the saturation pressure
was 20 kPa, gas saturations first reached steady state in the layer of fine sand centered
at a depth of 75 cm (Phydrostatic = 7.5 kPa). This indicates that the fine layer enhanced
the gas evolution process in comparison to the two homogeneous experiments. Gas outflow
began at about the same time for all three 40 kPa experiments, while it occurred earlier in
the coarse homogeneous and heterogeneous cases than it did in the fine homogenous case
when the saturation pressure was 20 kPa. Like the configuration with a single interface,
the data from the multilayered configuration suggests that when the saturation pressure is
higher than the hydrostatic water pressure (Psaturation > Phydrostatic) at the elevation of a
heterogeneous interface, the interface enhances the evolution of the gas phase. For both
saturation pressures, there were heterogeneous interfaces within the zones of oversaturation
(the top 4 m for the 40 kPa case and the top 2 m for the 20 kPa case) and gas saturations
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stabilized first near these interfaces in both cases. This enhancement in gas evolution rates
was most likely caused by the significant change in the Bond number, the pressure gradient
and/or the transition in specific surface area that occurred as the water crossed the interfaces.
In addition, Figure 4.8 and Figure 4.9 show that gas evolved more slowly in the fine
homogeneous experiments than it did in the corresponding heterogeneous and coarse ho-
mogeneous experiments, regardless of the saturation pressure or particular heterogeneity
configuration. This is most likely due to the fact that the fine sand has a greater entry
pressure than the coarse (see Table 4.1), meaning that more energy was needed for the gas
to build up enough pressure to overcome the capillary barriers of the adjacent pore throats
and percolate through the system. Whereas transitions from one sand type to another seem
to enhance gas evolution, systems with completely homogeneous fine sands tend to impede
the gas evolution process.
Figure 4.9: E↵ects of multilayered coarse-to-fine heterogeneities on the spatiotemporal pat-
terns of gas phase evolution and flow in the long column. The vertical line indicates the
time at which the CO2-water reached the top of the column in all of the experiments. The
gas saturation stabilized at a depth of 75 cm slightly earlier in the heterogeneous packing
configuration than it did in the coarse homogeneous configuration. The data from the 40 kPa
experiments show the e↵ect of heterogeneity even more clearly.
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Finally, we analyzed the e↵ect of permeability contrast on the spatiotemporal pat-
tern of gas evolution in the long column by comparing the results from the multilayered
coarse/medium configuration with those from the multilayered coarse/fine configuration in
Figure 4.10. All experiments shown were conducted with a flow rate of 4 cm3 min-1. The
figure shows data from experiments with saturation pressures of 20 kPa, 30 kPa, and 40 kPa.
In all cases, the gas evolved faster in the coarse-fine system than it did in the coarse-medium
system. This is demonstrated by the fact that, at nearly every location in the column, gas
saturations stabilized in the coarse-fine experiments before they stabilized at the same loca-
tions in the corresponding coarse-medium experiments. This phenomenon is likely due to the
fact that the sudden texture and Bond number changes that the flowing water encountered as
it crossed coarse/fine interfaces were relatively larger than the changes it encountered while
crossing coarse/medium interfaces. In general, these findings support the hypothesis that
heterogeneity enhances the 1-D process of CO2 gas phase evolution in shallow subsurface
environments.
Figure 4.10: E↵ect of permeability contrast on the spatiotemporal pattern of gas evolution
and flow in multilayered heterogeneous long column packing configurations. The vertical
line indicates the time at which the CO2-water reached the top of the column in all of the
experiments. At nearly every elevation and every saturation pressure, gas was detected in
the coarse-fine system before it was detected in the coarse-medium system.
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The mechanism behind the heterogeneity-enhanced gas evolution behavior that was ob-
served in the long column experiments was further analyzed by inspecting the evolution of
water pressure in the system. Each of the four graphs in Figure 4.11 shows the pressure dis-
tribution along the column at two di↵erent times; one when the system was in hydrostatic
equilibrium (before CO2-water injection was initiated) and the other during injection (after
the gas saturations everywhere in the column had reached steady state). Two steady state
pressure distributions are shown on each graph – one from a 20 kPa experiment and one from
a 40 kPa experiment – in order to demonstrate the e↵ect of injected CO2 concentration on
the evolution of pressure in the system. To the left of each graph is a schematic (reproduced
from Figure 4.1) of the packing configuration that was used in the experiments from which
data are shown on that graph. The legend in Figure 4.11(a) identifies the sands that were
used in the packing configurations, while the legend in Figure 4.11(b) describes the times
(pre-injection or steady state) that the pressure data were taken, as well as the saturation
pressures of the experiments. Both of these legends apply to all four of the schematics/graphs
in the figure. In Figure 4.11(b), Figure 4.11(c) and Figure 4.11(d), dashed grey horizontal
lines represent elevations where interfaces from finer sand to coarser sand existed within the
packing configuration, while solid grey horizontal lines represent elevations where there were
interfaces from coarser sand to finer sand.
The pre-injection pressure distributions (dotted black lines in Figure 4.11) were nearly
identical in each packing configuration because the same initial condition (a hydrostatic
distribution) was created before the beginning of every experiment. In the coarse homo-
geneous system, the pressure profile remained approximately equal to hydrostatic during
injection, regardless of the saturation pressure, as evidenced by the fact that all three lines
in Figure 4.11(a) virtually overlap one another.
When coarse/fine heterogeneity was introduced into the system, however, the pressure
distribution during injection changed significantly from the hydrostatic reference measure-




Figure 4.11: Pressure-versus-depth profiles for the (a) coarse homogeneous, (b) single coarse-
to-fine interface, (c) multilayered coarse-fine, and (d) multilayered coarse-medium packing
configurations in the long column. The e↵ects of heterogeneity are clearest in the data from
experiments that were performed with saturation pressures of 40 kPa.
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These graphs also show that higher injected CO2 concentrations (higher saturation pres-
sures) caused greater pressure perturbations, because the 40 kPa lines are further to the
right than the 20 kPa lines. Perhaps the most interesting finding from Figure 4.11, though,
is that interfaces from coarse to fine sand had a much greater influence on the pressure prop-
agation in the system than did interfaces from fine to coarse sand. This can be seen from
Figure 4.11(c) in that the regions of the column surrounding interfaces from coarse sand to
fine sand (the regions surrounding the solid grey horizontal lines) consistently showed much
greater pressure gradients than the rest of the column. The pressure gradient was always ap-
proximately parallel to the hydrostatic profile everywhere else in the column, i.e., in regions
where there was only one type of sand, or where coarse sand overlaid fine sand. Furthermore,
this pressure perturbation only occurred within the zone of oversaturation (everywhere for
the 40 kPa case but only in the top 2 m for the 20 kPa case). These findings indicate that
pressure perturbations caused by coarse-to-fine interfaces may be a driving force behind the
heterogeneity-enhanced gas evolution that was observed in the long column experiments.
As shown in Figure 4.11(d), pressure data from experiments conducted in the multilayered
coarse-medium system did not show much variation from the hydrostatic pressure profile
during injection. This explains why these less-contrasting heterogeneities enhanced the gas
evolution to a lesser degree than the more contrasting heterogeneities of the multilayered
coarse-fine system (see Figure 4.10).
4.3.4 Spatiotemporal Gas Evolution Patterns in the Rectangular Column Ex-
periments
It is expected that in more realistic systems where fluids are able to move significantly
in multiple directions rather than being restricted to purely 1-D vertical flow, the pressure
perturbations caused by leaking CO2 will be less significant than those we observed in the
long column experiments. In such multidimensional systems, the pressure will be able to
dissipate laterally and pressure buildup is therefore not likely to enhance gas evolution5.
5This conjecture is supported by the pressure data we acquired from experiments conducted in the rectangular
column. Little variation from a hydrostatic distribution was observed in these experiments, even during
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However, the previously analyzed long column experiments allude to some other factors that
could a↵ect gas evolution in heterogeneous systems. Specifically, we have hypothesized based
on the findings from the long column experiments that: (1) disruptions in flow patterns of
dissolved CO2 can enhance gas phase evolution, and (2) the dilution of dissolved CO2 can
a↵ect the spatiotemporal evolution of exsolved gas phase. In order to test these hypotheses
further, a number of experiments were designed and conducted, using the column with a
rectangular cross section that allows for lateral spreading of the fluids within the system.
The spatiotemporal patterns of gas evolution we observed in the rectangular column
experiments are shown in Figure 4.12 and Figure 4.13. In these figures, each data point
indicates the time at which gas saturations reached steady state at a certain location in the
rectangular column. Time zero (indicated by the vertical lines in the graphs) was set as the
time at which the EC value at sensor 1 increased (i.e., the time when the dissolved CO2 plume
reached the top 15 cm of the column). We believe that this is better than expressing time
in pore volumes injected as was done for the long column experiments because the volume
through which the water actually flowed in the rectangular column was not necessarily equal
to the pore volume of the column (as indicated by the dashed lines in Figure 4.2). In
Figure 4.12 and Figure 4.13, elevations are again expressed as depths below the surface of
the ponded water on top of the soil surface. The schematic from Figure 4.2 is duplicated
next to each graph and positioned so that the data points are aligned with the corresponding
elevations in the schematic.
Figure 4.12 shows the e↵ect of saturation pressure on the spatiotemporal pattern of gas
evolution in the rectangular column. The graph shows data from three di↵erent experiments
that were conducted with the same injection rate (40 cm3 min-1) but di↵erent saturation
pressures (10, 20, and 30 kPa). For the undersaturated (10 and 20 kPa) cases, the flow
constrictions (i.e., the conduits of high-permeability sand through discontinuities in layers
of lower-permeability media) enhanced the evolution of CO2 gas near these locations. This
rapid injection of CO2-saturated water.
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is apparent in the fact that gas saturations first stabilized in and around the discontinuities
before the water had reached sensor 1. For the 10 kPa case, the discontinuity that enhanced
gas evolution was the higher one on the right, while in the 20 kPa case, the lower discon-
tinuity seemed to enhance gas evolution. These observations are analogous to the findings
gathered from the long column experiments regarding heterogeneous interfaces enhancing
gas evolution. The data from the rectangular column indicate that geologic formation dis-
continuities can enhance gas phase evolution when they exist at locations where the injected
water is oversaturated with CO2 (when they are within the zone of oversaturation).
The changes in Capillary number that the fluids experienced while flowing through dis-
continuous fine layers in the rectangular column experiments were analogous to the changes
in Bond number that the fluids experienced while crossing sand interfaces in the long col-
umn experiments. In both cases, changes in the relative importance of capillarity seem to
have been the driving force for the enhanced gas phase evolution that was observed near the
heterogeneity locations. If it is assumed that water preferentially flowed through the more
permeable material in the rectangular column experiments, specific surface area transitions
were not a driving factor for enhancement of gas evolution in the rectangular column. This
assumption is supported by the fact that the EC reading increased in sensor 3 after it had
increased in all of the other EC sensors, including sensor 1 which is above (i.e., downstream
of) sensor 3. When the EC did increase at sensor 3, it was most likely due to di↵usion of
dissolved CO2 into the region of fine sand, and not due to advection of CO2-saturated water
into the fine sand. Furthermore, pressure buildup could not have been a driving force for
enhanced gas evolution in the rectangular column experiments because the data (not shown)
from the pressure scanning system indicate that there was no such pressure buildup.
In the oversaturated (30 kPa) case, exsolution occurred from the bottom of the rectan-
gular column and the gas phase grew upwards as the CO2-dissolved water flowed vertically
up. Gas phase was detected nearly everywhere along the main flow path of the column
before the CO2-water reached the top of the sensor. These trends resemble ones that were
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observed in the long column experiments. Interestingly, though, gas was never detected in
the uppermost sensor. This is most likely due to accumulation of gas phase underneath the
interface from coarse to fine sand at a depth of 60 cm. All of the gas that was able to escape
through the conduit of coarse sand against the right wall of the column most likely proceeded
directly upwards and out of the system, flowing along a path that did not intersect sensor 1.
The rectangular column results indicate that the saturation pressure (i.e., dilution of
aqueous CO2) also had a large influence on both the timing and location of lateral gas phase
expansion. In the oversaturated case (experiment 3 in Table 3), the gas spread laterally to
sensors 11 and 15 before the CO2-dissolved water had reached the top of the column due
to accumulation of the gas phase under the layer of fine sand (this sand was not permeable
enough to transport gas that was generated below it). Gas phase also spread to sensor 16,
but not until much later. No gas was observed at sensor 5, which suggests accumulation
of gas underneath the interfaces from coarse to fine sand adjacent to the discontinuity in
the fine sand layer. The gas that did escape through the lower discontinuity must have
migrated vertically to a much greater extent than it did horizontally. The fact that lateral
gas phase migration occurred after gas had been detected near the discontinuities in the
undersaturated cases is further support of our hypothesis that both relative changes in the
importance of capillarity and gas accumulation under soil texture interfaces are capable of
a↵ecting gas phase evolution rates.
Conversely, in the undersaturated cases, the gas did not spread laterally to the outer
sensors until after the water had reached the top of the column. When it did spread, it
reached the higher outer sensors (5 and 11) but not the lower outer sensors (15 and 16)
because the water did not contain enough CO2 to cause gas percolation down to the depths
where these sensors were located (they weren’t within the zone of oversaturation). These
results support both of the hypotheses mentioned above; both changes in flow paths and
dilution of the aqueous phase can a↵ect the spatiotemporal pattern of gas evolution in
systems with 2-D flow patterns.
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Figure 4.12: E↵ect of saturation pressure on the pattern of gas evolution in the rectangular
column experiments. The vertical line indicates the time at which the CO2-water reached
the top of the column in all of the experiments. At a depth of 45 cm, a data point from the
experiment performed with a saturation pressure of 10 kPa obscures a data point from the
experiment performed with a saturation pressure of 30 kPa.
Although Sakaki et al (2013) showed that the injection rate had little e↵ect on CO2
gas evolution behavior in purely 1-D systems under conditions similar to those studied here,
Figure 4.13 shows that when fluids were free to move in multiple directions, the injection rate
had a rather strong e↵ect on gas evolution behavior. Both of the data sets in Figure 4.13 are
from experiments conducted in the rectangular column with the same saturation pressure
(20 kPa) but with di↵erent injection rates. The triangles represent the spatiotemporal gas
evolution pattern in the experiment conducted with the slower injection rate (4 cm3 min-1),
while the solid circles represent the gas evolution pattern from the experiment conducted
with the faster injection rate (40 cm3 min-1). When the injection rate was slower, the
gas evolution behavior resembled that of an oversaturated case, even though the particular
experiment was undersaturated (20 kPa). That is, the gas saturations reached steady state
first at the bottom of the column and gas saturations stabilized throughout the entire system
before the CO2-saturated water reached sensor 1.
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These results indicate that at low velocities, 2-D flow constrictions may control the evolu-
tion of gas phase to a lesser extent than other factors. In the low-velocity case, the capillary
number was low enough that gas was able to percolate through the porous structure much
more quickly with respect to the injection rate than in experiments conducted with higher
injection rates. Even though the water velocities still changed as the water migrated through
the discontinuities, the gas flow behavior was similar throughout the column because the cap-
illary number was low everywhere in the system. As shown in Figure 4.13, lateral spreading
of the gas phase also occurred sooner and at lower depths in the slow injection case than it
did in the fast injection case. This suggests that the fast injection rate (i.e., relatively higher
capillary number) is what caused the gas to migrate faster vertically than horizontally in the
previously analyzed experiments.
Figure 4.13: E↵ect of injection rate on the spatiotemporal evolution of CO2 gas in the
rectangular column. The slow injection rate was 4 cm3 min-1, and the fast injection rate was
40 cm3 min-1. The vertical line indicates the time at which the CO2-water reached the top
of the column in all of the experiments. Significant di↵erences in capillary numbers led to
significantly di↵erent gas evolution patterns.
In general, the results from the wide rectangular column experiments show that, once gas
phase CO2 was formed, the gas tended to migrate preferentially through the coarser sand.
This observation is drawn from the fact that saturation readings from sensors located with
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in the regions of fine sand, namely sensors 2, 3, 7 and 10, rarely decreased below 1. Upon
exiting from the top of the discontinuity in the layer of fine sand, the gas rose rather quickly
through the center of the column, thus avoiding sensor 5 because this port is located to the
right of center in the column. While gas phase was often detected in the sensors located
to the right or left of the vertical centerline (sensors 11, 15, and 16), this usually occurred
only after the main exsolution front had propagated through the center regions at the same
elevations. This spreading occurred due to accumulation of gas underneath the interfaces
from coarse to fine sand at the bottoms of the discontinuity regions.
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CHAPTER 5
A NEW QUANTITATIVE THEORY TO PREDICT THE EFFECTS OF 1-D
HETEROGENEITY ON GAS PHASE CO2 EVOLUTION IN WATER-SATURATED
POROUS MEDIA
This chapter contains material that was presented in Paper II: Plampin, Michael R.,
Lassen, Rune N., Sakaki, Toshihiro, Porter, Mark L., Pawar, Rajesh J., Jensen, Karsten H.,
& Illangasekare, Tissa H. 2014b. Heterogeneity-enhanced gas phase formation in shallow
aquifers during leakage of CO 2 -saturated water from geologic sequestration sites. Water
Resources Research, 50(12), 9251–9266.
5.1 Introduction
Geologic carbon dioxide sequestration has the potential to significantly reduce anthro-
pogenic emissions of CO2 to the atmosphere (e.g., Herzog, 2001). However, the potential for
leakage of stored CO2 into shallow subsurface systems poses risks to valuable groundwater
resources because dissolved CO2 can acidify water, potentially leading to groundwater qual-
ity changes (e.g., Siirila et al., 2012; Trautz et al., 2013). The possibility of CO2 forming
a separate gas phase, which could then accumulate in the shallow subsurface, poses another
set of risks, including the potential for gas blowout at wells (e.g., Barberi et al., 2007)and
release of CO2 into the atmosphere (Lewicki et al., 2006a). In order to properly understand
and mitigate these potential risks, it is important to understand the physical processes that
CO2 is likely to undergo if and when it leaks into a shallow aquifer.
Under the relatively low pressures and temperatures that are typical of shallow aquifers,
CO2 can exist as either a dissolved component of water or as a separate gas phase. It is
important to understand what factors contribute to the multi-phase evolution of CO2 because
the resulting phase distributions and velocities dictate the potential exposure pathways for
gaseous CO2 and aqueous contaminants. However, the partitioning process is very complex,
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involving concepts of chemistry, thermodynamics, mass transfer, and miscible multiphase
flow through porous media. Furthermore, natural groundwater systems are composed of
inherently heterogeneous geological formations, and the architecture of the heterogeneity
can have a strong e↵ect on the partitioning process (Plampin et al., 2014a; Sakaki et al.,
2013).
The solubility limit of a dissolved gas (e.g., CO2) in water is defined by Henry’s law (2.1)
and for any given temperature, the Henry’s constant can be calculated from the van’T Ho↵
equation (2.2). When water that is saturated with gas at a given temperature and pressure
encounters a lower pressure or a higher temperature, the solution becomes supersaturated
(i.e., it is no longer able to maintain the original higher dissolved gas concentration) and a
separate gas phase is likely to form (exsolve). In supersaturated bulk solutions, the loca-
tion and timing of exsolution is straightforward to calculate, but the exsolution process is
much more complex and less predictable during flow of saturated solutions through porous
media. Understanding the process of gas phase formation in shallow aquifers is important
for predicting the risks involved with CO2 leakage from geologic sequestration sites, because
gas phase tends to travel upward toward the ground surface due to buoyancy while the dis-
solved phase tends to slowly sink. As described below, previous research has provided some
understanding of gas exsolution in porous media, but significant knowledge gaps still remain.
Heterogeneous nucleation, during which bubbles form on solid surfaces (i.e., soil grains),
is the dominant nucleation method in porous media (Jones et al., 1999). After nucleation,
bubbles grow through a process of di↵usive mass transfer from the aqueous phase to the
gaseous phase, at a rate that depends on the concentration of the gas in the dissolved phase
and the physical properties of the porous media (Dominguez et al., 2000; Li & Yortsos,
1995a,b). With continued mass transfer, a distinct, macroscopic, gas phase (i.e., the “non-
wetting” phase) can develop and, once its saturation becomes large enough, it can flow within
the porous medium. In this chapter, the terms “gas evolution” and “gas formation” are used
interchangeably, because both of these terms encompass all of the following processes that
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occur during flow of CO2-saturated water through initially water-saturated porous media:
the initial formation of gas phase from supersaturated solution, the accumulation of gas
phase to significant macroscopic saturations, and the eventual migration of gas phase.
The invasion of non-wetting fluids into initially wetting phase-saturated, homogeneous
porous media has been studied extensively. In one of the seminal works on this subject,
Lenormand et al. (1988) developed a phase diagram that identifies four di↵erent types of
non-wetting phase migration behavior, based on the viscosity ratio and the capillary number.
The phase diagram is divided into four regions. At low capillary numbers and moderate to
high viscosity ratios, capillary forces dominate, and capillary fingers of non-wetting phase
typically form through the porous medium. At low viscosity ratios and moderate to high
capillary numbers, viscous forces dominate and viscous fingers are likely to form. When
both the viscosity ratio and capillary number are high, stable displacement occurs. In the
range of conditions that lies between these three distinct regions, transitional flow occurs,
and it becomes more di cult to predict the distribution and migration of the non-wetting
phase. Although the phase diagram developed byLenormand et al. (1988) is informative, its
applicability is limited by the fact that it neglects gravity forces (i.e., it assumes that the
two phases have identical densities and/or the flow is completely horizontal).
Several other authors have investigated the e↵ects of gravity (or, equivalently, buoyancy)
forces on non-wetting phase displacement patterns in otherwise wetting phase-saturated
porous media. Perhaps most notably, Ewing & Berkowitz (2001) extended the phase diagram
previously developed by Lenormand et al. (1988) to include a third dimensionfors the Bond
number. In general, when B > 1 (i.e., during flow through coarse sands, sediments, or
gravels), “bubble flow” is likely to occur (Oldenburg & Lewicki, 2006). This process is
fundamentally di↵erent from the other types of multiphase flow described above because the
non-wetting phase is not continuous. Numerical and analytical models for the migration
of gas bubbles through water-saturated porous media have been developed by, for example,
Roosevelt & Corapcioglu (1998), Corapcioglu et al. (2004), and Cihan & Corapcioglu (2008).
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On the other hand, when B < 1 (i.e., during flow through less permeable porous media),
capillary forces dominate and therefore “channel flow” occurs (Brooks et al., 1999; Oldenburg
& Lewicki, 2006). It has been shown that channels generally form within saturated media
that have characteristic pore sizes of less than 0.5 mm and the probability distribution of
any single channel is Gaussian (Selker et al., 2006). In this type of situation, the onset of
conventional, continuum-based, two-phase flow behavior occurs at a particular macroscopic
saturation of the non-wetting phase known as the critical gas saturation, Sgc. This param-
eter has been investigated for various applications, including remediation of contaminated
sites through supersaturated water injection (Enouy et al., 2011; Zhao & Ioannidis, 2011),
solution gas drive for petroleum production (Du & Yortsos, 1999; Firoozabadi, 2001; Li &
Yortsos, 1993; Moulu, 1989; Pooladi-Darvish & Firoozabadi, 1999; Tsimpanogiannis & Yort-
sos, 2002, 2004), and prediction of gas migration rates during leakage from geologic carbon
sequestration sites (Zuo et al., 2012, 2013).
Despite the breadth of the previously described literature on gas phase evolution in
the saturated zone of the shallow subsurface, relatively few studies have investigated the
e↵ects of geologic heterogeneity on this process. Furthermore, most experimental studies on
gas phase evolution have been conducted at the pore scale or bench scale (i.e., in systems
that had dimensions of less than ˜1.5 m in any given direction). Recent studies by Sakaki
et al. (2013) and Plampin et al. (2014a) are important exceptions to this generalization,
because they incorporated large length scales and experimentally investigated the e↵ects of
geologic heterogeneity. Sakaki et al. (2013) showed that geologic heterogeneity enhances the
evolution of gas phase from aqueous solution in the shallow subsurface, and Plampin et al.
(2014a) alluded to the conditions under which this enhancement occurs. Nonetheless, these
studies provided somewhat qualitative conclusions, and their explanations lacked predictive
capabilities. For example, Plampin et al. (2014a) showed that porous media heterogeneities
with di↵erent levels of contrast between the two types of media a↵ect gas evolution to varying
extents, and that this process is likely driven by di↵erent pore pressures created by the
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di↵erent types of heterogeneities. However, their analysis did not quantitatively incorporate
the porous media contrast into their theoretical formulation for heterogeneity-enhanced gas
phase evolution.
Another way that heterogeneity complicates the processes of gas phase formation in
water-saturated porous media is that gas may accumulate near interfaces between di↵erent
types of porous media when appropriate conditions exist. For example, when CO2-saturated
water flows from a region of relatively high permeability into a region of relatively lower
permeability, the Bond number decreases and a transition from bubble flow to channel flow
may occur. If the channels in the less permeable medium are too small to accommodate the
bubbles that had formed in the more permeable medium, the gas saturation in the more
permeable medium could build up and become higher than Sgc without the gas becoming
mobile. This type of heterogeneity-enhanced gas phase accumulation has been observed in
micromodels (Zuo et al., 2013), as well as bench-scale experiments (Breen et al., 2012), and
core flooding studies (Krevor et al., 2012; Zuo et al., 2012).
Heterogeneity-driven CO2 gas accumulation has also been predicted by several numerical
studies. For instance, Mouche et al. (2010) determined that gas accumulation proceeds
di↵erently within di↵erent flow regimes, which are quantified by an alternate version of the
capillary number, Nc. They developed models that apply to scenarios in which Nc   1 and
capillarity was dominant (the so-called “capillary limit” case), as well as scenarios in which
Nc = 0 and capillarity was neglected. The flow regime that we investigated in this chapter,
however, was of a third type where 0 < Nc < 1, meaning that capillary and buoyancy
forces were competing. Mouche et al. (2010) did not consider this type of scenario in their
modeling study, because it was too computationally intensive. Another paper by van Duijn
et al. (2007) considered scenarios of this type, but we believe that their model is too abstract
to be e↵ectively applied in this chapter.
In the field, heterogeneity-driven gas accumulation has been observed at natural CO2
seeps such as the one at Springerville, AZ (Keating et al., 2013) and at a field test site
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in Denmark (Lassen et al., 2015a). However, due to the inherent variability of field sites,
conceptual understanding and quantitative predictability of the gas accumulation process
can only be attained through high-quality intermediate-scale experimental data.
A primary goal of this chapter was to develop a quantitative explanation of the heterogeneity-
enhanced CO2 evolution that has been observed in previous experiments and at various field
sites. Several hypotheses were formulated from basic parameters such as the properties of
the porous media in the heterogeneous system and the concentration of dissolved gas in
the migrating water. Our analysis provides estimates of the ranges of conditions under
which heterogeneity enhances CO2 gas phase evolution. Another goal of this chapter was
to quantify the amount of CO2 gas that accumulates near interfaces between various types
of geologic heterogeneities. Toward this end, the relative e↵ects of various porous media
contrasts were investigated. This chapter will improve our conceptual understanding of CO2
gas phase evolution in 1-D, heterogeneous porous media systems where gravitational forces
and buoyancy are important.
The aforementioned goals for this chapter were met through a series of intermediate-scale
laboratory experiments in which CO2-saturated water was injected through sand packs that
contained various heterogeneous packing configurations. As the CO2-saturated water flowed
across the interfaces between the various types of porous media, a separate gas phase formed
and evolved within the pores of the media. The experimental apparatus was instrumented
to allow for observation of the migration of dissolved CO2 through the system via EC mea-
surements, as well as the formation of gas phase CO2 via soil moisture (i.e., saturation)
measurements. Because the soil moisture sensors measured average water content values
within macroscopic sampling volumes, the initial formation, as well as any subsequent mi-
gration, of individual gas bubbles were not investigated in this work. Instead, the chapter
focuses on the evolution of macroscopic gas saturations.
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5.2 Theoretical Formulation
The overarching question driving this research is as follows: is it possible to predict
how geologic heterogeneity a↵ects CO2 gas phase evolution during leakage of CO2-saturated
water into shallow aquifers? For this chapter, we have narrowed this question to the case of
one-dimensional (1-D) upward flow, because the physics involved must be well understood
in simple 1-D scenarios before additional dimensions can be included. The vertical direction
was selected because the large di↵erence in density between CO2 gas and water provides a
significant upward (buoyant) driving force for gas phase migration. The fluid combinations
and flow conditions used in this chapter (as quantified by the aforementioned dimensionless
numbers) led to either capillary finger formation or stable non-wetting phase displacement.
Only heterogeneities representing horizontal stratification (i.e., horizontal layers of di↵erent
porous media) were studied in this chapter.
5.2.1 Terminology Description and Process Parameters
Findings from previous studies indicate that the e↵ect of geologic heterogeneity on gas
phase CO2 evolution is sensitive to a parameter called “oversaturation pressure” (Plampin
et al., 2014a; Sakaki et al., 2013). In this work we propose the following definition for this
parameter that captures the propensity for the water to expel dissolved CO2 into a free gas
phase during upward water flow:
4Po = 4Pi +4Pe (5.1)
where 4Pi is the pressure drop that the CO2-saturated water experiences upon injection
into the test system (or, in the real world, upon leakage into a shallow aquifer), and 4Pe
is the di↵erence between the air entry pressures of the two porous media that make up the
heterogeneity. The 4Pe term is the result of the simple geometric scaling described below.
Intrinsic permeability characterizes a length that is related to the average sizes of the
pores in a medium, while air entry pressure is a measure of the largest pores (i.e., the pores
that will be invaded first when a non-wetting fluid displaces a wetting fluid). In highly
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uniform test sands, the average pore size is approximately equal to the largest pore size. We
therefore propose that in laboratory studies, the entry pressure di↵erence could be justifiably
used as a surrogate for permeability contrast. This would be convenient for our definition of
oversaturation pressure, because entry pressure is expressed with the dimensions of pressure
[M T-2 L-1] rather than the length-squared [L2] dimensions of permeability.
To check this assumption, literature-reported values of both parameters for various test
sands were converted to characteristic lengths and the relationship between them was ana-
lyzed. The permeability-based characteristic length was calculated as simply lk = k1/2 , where
k is the intrinsic permeability. The entry pressure-based characteristic length, lPe = 2  P
 1
e ,
was formulated from the well-known Young-Laplace equation, where Pe is the capillary en-
try pressure of the sand and   is the interfacial tension between the two phases. In this
formulation, the contact angle between the two phases is assumed to be 0. These two char-
acteristic lengths were calculated for each of the five sands that were used for this chapter,
and the results are plotted against one another in Figure 5.1. The high R2 value for the
relationship (about 0.96) between the two parameters indicates that, for the test sands used
in the experiments, the entry pressure is a good surrogate for permeability.
Figure 5.1: Characteristic lengths for the pore sizes of the five test sands, as calculated from
their permeabilities and air entry pressures.
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The first term on the right side of 5.1 incorporates the concentration of dissolved CO2 in
the water, as well as the hydrostatic water pressure at the point where the CO2-disssolved
water enters the porous medium. The second term of 5.1 quantifies the contrast between
the two types of porous media in a layered geologic formation, with respect to the resistance
that the initially wetting phase-saturated media provide against the invasion of a non-wetting
phase. More specifically, 4Pi and 4Pe are defined, respectively, as:
4Pi = Psat   Pinj (5.2)
and
4Pe = Pe,above   Pe,below (5.3)
According to Henry’s Law, the concentration of a dissolved gas in a liquid depends on
both the pressure and temperature of the liquid. However, in cases where the temperature
is relatively constant (a fair assumption in most shallow aquifers), the concentration can be
assumed to be simply a function of pressure. Thus, for any given dissolved CO2 concen-
tration, there is a minimum pressure that will allow the CO2 to remain in solution without
exsolution. This pressure is defined here as the “saturation pressure,” Psat. The “injection
pressure,” Pinj, is simply the hydrostatic water pressure at the CO2-saturated water injec-
tion port (or at the location where dissolved CO2 enters a shallow aquifer). In 5.3, Pe,above is
the air entry pressure of the medium directly above (i.e., downstream of) the porous media
interface and Pe,below is the air entry pressure of the medium directly below (i.e., upstream
of) the porous media interface.
5.2.2 Hypotheses
Previous studies on CO2 gas phase evolution in porous media have identified two di↵erent
types of macroscopic gas evolution behaviors that are insensitive to geologic heterogeneity,
as well as one type that is significantly a↵ected by heterogeneity. Table 5.1 summarizes these
di↵erent types of gas evolution behavior and the general ranges of conditions, as quantified
by 4Pi, under which they typically occur (Plampin et al., 2014a; Sakaki et al., 2013).
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The ranges listed in the rightmost column of Table 5.1 are very qualitative, because
the previous studies were not able to quantify the borders between them. Therefore, the
column experiments in this work were designed to quantitatively define the limits that divide
these ranges, and to systematically test our predictions by using various sand combinations.
We propose that the limits, expressed in terms of 4Po, will be predictably di↵erent for
di↵erent combinations of porous media (i.e., systems with di↵erent values of4Pe). 6Table 5.2
summarizes our predicted limits. We postulate that for cases in which the oversaturation
pressure is between 4Po,min and 4Po,max, heterogeneity will enhance gas phase evolution.
We also propose that there will be a “threshold” porous media contrast, 4Pe,threshold,
for heterogeneity-enhanced gas evolution. Porous media interfaces with 4Pe < 4Pe,threshold
will enhance the evolution of gas phase CO2 under the appropriate conditions, while no
enhancement will be observed from heterogeneities with 4Pe < 4Pe,threshold. Due to the
di↵erent capillary properties of di↵erent porous media, 4Pe, threshold is likely to take on
a di↵erent value when the same two porous media are arranged in opposite sequences with
respect to the primary water flow direction. In the cases where CO2-saturated water flows
6Pint is the hydrostatic water pressure at the location of the porous media interface, and 4h is the vertical




were arrived at by substituting the postulated Psat conditions into 5.2 and then combining 5.1, 5.2, and
5.3.
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Table 5.2: Hypothesized limits on the range of conditions in which geologic heterogeneity
enhances gas phase evolution.
Hypothesis Description













Psat=Pinj+Pe,below 4Po,max = Pe,above
from a coarser medium into a finer one, the flow regime is likely to transition from bubble
flow to channel flow. For gas phase migration channels to form through the finer material,
bubbles must first accumulate near the layer interface, which may lead to relatively high
macroscopic gas phase saturations at that location. On the other hand, if CO2-saturated
water flows from a finer material into a coarser one, channel flow is likely to transition into
bubble flow, leading to less gas phase accumulation. All of these transitions are driven by
relative changes in the Bond number.
The laboratory experiments described in the next section are an ideal method to test these
hypotheses, because they allow for direct control of all the parameters that are included in
the definition of 4Po (i.e., Psat, Pinj, and 4Pe). The setup also allows for direct control of
4h and therefore 4Po,min.
5.3 Materials & Methods
The hypotheses described above were tested through a set of intermediate-scale labo-
ratory experiments. A one-dimensional column was designed to investigate the e↵ects of
porous media interfaces on the evolution of gas phase CO2 from aqueous solution when the
fluids flow vertically across the layers of di↵erent porous media. These experiments were also
used to test our predicted limits on the range of conditions in which heterogeneity a↵ects
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gas evolution patterns, and to estimate a value for 4Pe,threshold. In the experiments, the
Capillary number was rather constant across all of the experiments, ranging from 5.38 x 10-9
to 5.75 x 10-9 (see Table 5.3 for specific values for each experiment). The Bond number
was less than 1 in all of the experiments, but it spanned more than an order of magnitude,
varying between 3.91 x 10-6 and 5.07 x 10-5. This range allowed for a systematic analysis
of various types of non-wetting (gas) phase percolation behavior. In the cases with higher
Bond numbers, we expected the gas phase to invade the porous medium uniformly, leading
to measureable changes in water saturation. In cases with relatively lower Bond numbers,
we expected smaller channels to form through the media, leading to saturation changes that
are more di cult to detect.
The experimental setup is shown in Figure 5.2. The experiments tested the e↵ects of the
simplest possible type of geologic heterogeneity – a horizontal interface between two layers
of di↵erent porous media (i.e., a “geologic facies transition”) – on the evolution of gas phase
CO2 from aqueous solution in porous media during 1-D vertical flow across a porous media
interface. By establishing various pressure profiles along the column in various experiments,
we tested the predicted borders on the range of conditions in which heterogeneity a↵ects gas
evolution patterns, as quantified by 4Po,min and 4Po,max.
Since 4Po,min and 4Po,max also depend on the contrast between the two porous media
that comprise the heterogeneity (as quantified by the di↵erence between their entry pressures,
4Pe), eight di↵erent packing configurations with various contrasts between the two types
of porous media were used to test the relative e↵ects of these various contrasts. In all
of the packing configurations, the coarser sand was Accusand #12/20 and the finer sand
was one of four other Accusand varieties. In four of the packing configurations, the 12/20
was on the bottom, while in the other four packing configurations, the finer sand was on
the bottom and the 12/20 was on top. Thus, the experiments tested not only the e↵ect
of various sand contrasts, but also the e↵ect of opposite porous media sequences on the












































































Figure 5.2: Setup and packing configurations used in the column experiments. Blue numbers
are labels assigned to the saturation and saturation/EC/air temperature sensors.
colors in Figure 5.2 demonstrate the various sands that were used, with darker browns
indicating less permeable sands and lighter browns representing more permeable sands. The
relevant properties of these test sands are given in 7Table 5.3. The   parameter describes the
capillary pressure-saturation and relative permeability-saturation constitutive relationships
for the media, based on the model by Brooks & Corey (1964).
The column was 1.68 m long and 5.7 cm in diameter. It had an inlet port located 14 cm
above the bottom of the column, and an outlet port located 36 cm below the top. Installed
along the length of the column were three saturation sensors (EC-5 sensors, Decagon Devices,
Inc., Pullman, WA), two saturation, EC, and air temperature sensors (5TE sensors, Decagon
Devices, Inc., Pullman, WA), and one soil temperature sensor (ECT sensor, Decagon De-
vices, Inc., Pullman, WA). The EC-5 and 5TE sensors were calibrated using the method
developed by Sakaki et al. (2008; 2011). The column was wet-packed with highly character-
ized test sands (Accusands, Unimin Corp., Ottawa, MN) to ensure initially water-saturated
conditions. The bottom of the column was packed with an 88 cm-thick layer of one type
7All of the sands had very high uniformity coe cients of approximately 1.2.
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Table 5.3: Properties of the test sands used in the short column experiments (Sakaki et al., 2013; Schroth et al., 1996; Smits,















B x 106 Ca x 109  




0.75 2.3 x 10-6 0.32 1.2 31.0 5.72 7.33




0.36 5.0 x 10-7 0.36 2.5 7.02 5.48 4.09
50/70 Fine 0.27 3.0 x 10-7 0.36 3.4 3.91 5.38 16.9
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of sand, and then a 30 cm-thick layer of a di↵erent type of sand was packed on top of the
bottom sand layer. This created a heterogeneous porous media interface (i.e., a laboratory
model of a geologic facies transition) directly between sensor 2 and sensor 3 (i.e., 5 cm away
from each in the vertical direction). This distance was selected so that the sensors would
be located close to the facies transition on both sides, without their 2-3 cm high sampling
volumes (see Limsuwat et al., 2009) overlapping with one another or with the porous media
interface. The geometry of the system and the test sands were also carefully selected to
avoid wall e↵ects. Any such e↵ects are theoretically negligible in the test system because
the inner diameter of the column is well over 25 times greater than the average grain size of
even the coarsest sand.
A constant head device was then attached to the water outflow port and positioned at a
certain elevation using flexible tubing. The top of the column was filled with DI water and
sealed. By using a di↵erent length of tubing and positioning the constant head device at a
di↵erent elevation for each experiment, the e↵ective height of the system (and therefore the
water pressure distribution within the column) was adjusted without changing the height of
the column itself. This process allowed for control of Pinj, and therefore, in conjunction with
control over Psat, we were able to control 4Po.
A batch of DI water was then saturated with dissolved CO2 by degassing the water for
at least an hour in a small pressure chamber, then bubbling CO2 gas through it overnight
within a separate pressure chamber that was kept at a certain constant gage pressure (Psat).
This CO2-saturated water was then injected into the bottom of the column at a constant
volumetric flow rate (4 cm3 min-1), and gas phase CO2 formed within the pores of the
sand. The saturation sensors installed in the test system allowed for observation of the
spatiotemporal evolution of the gas phase. Aqueous phase e✏uent traveled out of the column,
through the constant head reservoir, and into a jug placed on a computer-interfaced electronic
scale (Vicon model, Sartorious Group, Acculab, Winter Park, FL). Meanwhile, CO2 gas that
escaped from the soil-filled portion of the column simply accumulated underneath the seal
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at the top of the column. The 50 cm high region of ponded water on top of the sand pack
prevented gas phase from entering the sand from above (i.e., all of the gas that was detected
by the saturation sensors was generated within the sand pack).
Water pressure was measured at three locations in the column using hydrophilic porous
cups connected to a pressure transducer (Model P55D, Validyne Engineering, Northridge,
CA) via a mechanical multiplexer (Single Scaninvalve System, Model # SSS48C MK4, Scan-
invalve Corp., Liberty Lake, WA). Throughout each experiment, the electronic scale and the
saturation sensors recorded data points at one-minute intervals, while measurements were
taken from each pressure sensor once every 30 minutes. After the saturation readings had
stabilized everywhere in the column, the injection of CO2-saturated water was stopped, and
the column was flushed with DI water until the system returned to full water saturation and
the EC values measured by the 5TE sensors decreased to negligible values. The gaseous CO2
that had accumulated in the top of the column was then released to the atmosphere and the
volume it had previously occupied was filled with clean DI water before the beginning of the
next experiment.
Based on the findings of previous studies, we predicted that gas would be detected
first near the bottom of the column (sensor 4 or 5) in oversaturated experiments where
4Po > 4Po,max. In highly undersaturated cases where 4Po < 4Po,min, on the other hand,
it was predicted that gas would be detected first at the top of the column (sensor 1), if
at all. If either of these types of behavior were observed in a given experiment, it was to
be concluded that the heterogeneity did not a↵ect the initial gas evolution process in that
particular experiment. On the other hand, if gas phase was detected first somewhere near
the interface (i.e., at sensor 2 or sensor 3) in an experiment, it was to be concluded that the
facies transition had enhanced the growth of the gas phase in that particular case. In order
to test the predicted limits between these di↵erent types of behavior, several experiments
were conducted in each packing configuration, across conditions that ranged from highly
undersaturated to oversaturated.
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The predicted limits on the range of conditions in which heterogeneity controls gas evo-
lution, i.e., 4Po,min and 4Po,max, were calculated from the formulas given in Table 5.2 and
are listed in 8Table 5.4. Since these ranges are of di↵erent sizes for the di↵erent packing
configurations, the sizes of the ranges are also shown in the table. The range size is defined
simply as 4Po,max - 4Po,min.




4Pe 4Po,min 4Po,max Predicted Range Size Case Numbers
Fine/
coarse
2.6 -1.4 3.4 4.8 1-5
Medium-
fine/coarse
1.7 -3.2 2.5 5.7 6-10
Medium/
coarse
0.8 -5 1.6 6.6 11-14
Medium-
coarse/coarse
0.4 -5.8 1.2 7 15-19
Coarse/
fine
-2.6 -9.2 0.8 10 20-25
Coarse/
medium-fine
-1.7 -8.3 0.8 9.1 26-30
Coarse/
medium




-0.4 -7 0.8 7.8 35-40
5.4 Results & Discussion
Since a large number of experiments were conducted for this chapter (40 in total), and
each experiment produced a large amount of data, it is unfeasible to show all of the results
from all of the experiments in this article. Instead, the most important information was
extracted from the raw data using the methods described below. The information analyzed
8The sand contrasts are quantified by 4P
e
, and the ranges of conditions in which heterogeneity is expected




, and range size. All pressure
values are expressed in units of kPa.
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includes the times and locations of initial gas phase detection, and the amounts of CO2 gas
that accumulated near the various porous media heterogeneities in the experiments. Simple
statistical analysis was then performed on all of the extracted data.
5.4.1 Example Cases
The general trends that were observed during the experiments will be described in this
section through the use of example cases. Three example experiments, all of which were
conducted with the medium-coarse/coarse packing configuration, are used to demonstrate
the three predicted types of gas evolution behavior. The first was a highly undersaturated
experiment in which 4Po was less than 4Po,min (case 15; 4Po = -6.0 < -5.8), the second
was conducted with a value of 4Po that was greater than 4Po,min but less than 4Po,max
(case 17; 4Po = -2.0), and the third was an oversaturated experiment in which 4Po was
greater than 4Po,max (case 19; 4Po = 4.0 > 1.2). Since the Bond number was relatively high
throughout the system, the gas phase evolved rather uniformly across the entire cross-section
of the column in each experiment, leading to measureable changes in water saturation in at
least one sensor location.
Figure 5.3 shows the raw saturation data from all three of the example experiments.
Injection of CO2-saturated water into the porous media was initiated at t = 0 in all of
the experiments and stopped after the saturations had reached their final values. Water
saturations were then brought back to unity by injecting degassed DI water through the
column over various periods of time.
As we hypothesized, the porous media interfaces did not enhance the evolution of gas
phase CO2 in the highly undersaturated and oversaturated experiments shown in Figure 5.3(a)
and Figure 5.3(c), respectively, but it did in the experiment that was conducted with an in-
termediate value of 4Po (Figure 5.3(b)). In the highly undersaturated case (Figure 5.3(a)),
the gas was only detected at the top of the column (sensor 1). The gas was also detected
much later in this experiment than in the oversaturated experiment (after about 18 hr as





Figure 5.3: Raw saturation results from three experiments conducted with the medium-
coarse/coarse packing configuration. The legend in graph a applies to all three of the graphs.
The case numbers were: (a) 15, (b) 17, and (c) 19. The 4Po values were: (a) -6.0 kPa, (b) -
2.0 kPa, and (c) 4.0 kPa. These conditions led to gas evolution behavior that was typical
of: (a) a highly undersaturated scenario, (b) heterogeneity-enhanced growth, and (c) an
oversaturated scenario.
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urations were never detected near the heterogeneity (at sensor 2 or sensor 3). These factors
indicate that the heterogeneity did not have a significant e↵ect on the evolution of the gas
phase CO2 in this case. In the oversaturated case (Figure 5.3(c)), the gas was first detected
near the bottom of the column (sensor 5), and everywhere else in the column within a short
period of time (less than 5 hr) thereafter. Once gas had formed in the column, the gas
saturations quickly became stable at a value of about 0.25-0.35 at all of the sensor locations.
Again, these factors indicate that the heterogeneity did not have a significant e↵ect on the
gas evolution behavior in this case. However, in the experiment that was conducted with
the intermediate value of 4Po (Figure 5.3(b)), gas was first detected near the interface (at
sensor 3), and this occurred at a significantly earlier time than the initial gas detection time
from the highly undersaturated experiment (at about 7.5 hr as opposed to 18). This means
that the gas evolution process was significantly enhanced by the facies transition in this case.
In general, the measured gas saturations were rather high with respect to the mass of
CO2 that was injected into the system. The experiment shown in Figure 5.3(c) is used here
as an example to demonstrate this point. Dividing the column up into 5 sections based
on the locations of the five sensors and estimating the mass of gas phase CO2 within each
section based on the measured saturations, it was determined that about 2.13 g of CO2 gas
existed within the column when the saturations had reached their final, steady-state values
at an elapsed time of about 7 hr. Considering the pressure and temperature conditions that
occurred in the laboratory during the first 7 hr of CO2-saturated water injection and using
the equations given in Section 1, we determined that a total of about 2.69 g of CO2 had been
injected during that period. We therefore calculate that about 79.5 % of the injected CO2
exsolved and accumulated within the pore space during the experiment. This percentage




A total of 40 of experiments were conducted for this chapter, the results from which are
summarized in this section. The experiments were designed mainly to test the predicted
limits on heterogeneity-enhanced gas evolution behavior that are quantified by 4Po,min and
4Po,max. Multiple experiments, each with its own unique value of 4Po, were conducted with
each of the eight packing configurations in order to meet this goal. The experiments were
also used to investigate the relative e↵ects of various porous media interfaces on the amount
of CO2 gas that can accumulate in heterogeneous shallow aquifers.
5.4.2.1 Initial Gas Formation
It is important to understand when and where significant gas phase saturations are likely
to occur in heterogeneous porous media, because the resulting fluid distributions dictate the
relative permeabilities and therefore the fluxes of both the aqueous and gaseous phases of
CO2 through the system (Krevor et al., 2011; Zuo et al., 2012). Furthermore, the migration
of other, potentially more toxic, contaminants through natural systems could be a↵ected by
the CO2 exsolution process due to these changes in relative permeability.
Although the transition from single-phase (aqueous) to two-phase (aqueous and gaseous)
flow of CO2 through initially water-saturated porous media begins with the formation and
possibly migration of microscopic gas bubbles, these micro-bubbles are likely to quickly be-
come trapped at small pore throats in natural geologic media (Brooks et al., 1999). Trapped
bubbles may grow and/or coalesce with other bubbles, potentially causing the gas phase
to eventually occupy a significant portion of the pore space (Dominguez et al., 2000). Our
hypothesis proposed that this gas phase evolution process would be enhanced by layer tran-
sitions in which the fluids flow from a more permeable medium into a less permeable medium
due to a relative decrease in the Bond number.
For these reasons, the saturation data that were gathered from the experiments were
analyzed to determine the spatial location and point in time at which gas phase began to
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occupy a significant proportion of the pore space in each experiment. Since the saturation
measurements were somewhat noisy in general, for example fluctuating between about 0.98
and 1.02 when the column was fully water-saturated, the term “significant gas saturation”
is defined here as greater than or equal to 0.05. This value is significantly larger than the
typical span of the noise in the data (about 0.04). Experiments in which clear temperature-
driven e↵ects were observed (i.e., experiments in which gas phase was first detected at the
same time as a drastic increase in temperature) were excluded from this dissertation.
9Table 5.5 and Table 5.6 summarize the initial gas evolution behavior that was observed
in the short column experiments. The average temperature of each experiment, Tavg, was
calculated as a simple time-average of all of the data taken during the entire experiment from
the EC-T sensor installed near the bottom of the column. Each experiment marked with
an “X” in the column labeled “Within the predicted borders?” was conducted with a 4Po
value that was between the values of 4Po,min and 4Po,max that were calculated for that
particular packing configuration (see Table 5.4 for the values of these predicted borders).
Based on previous findings, the facies transitions were expected to enhance gas evolution
in these experiments. The experiments in which gas evolution was indeed enhanced are
marked with an “X” in the “Gas evolution enhanced?” column. As was explained before,
gas evolution was enhanced if the gas phase CO2 was first detected near the porous media
layer interface (at sensor 2 or sensor 3), as opposed to gas first being detected near the top or
near the bottom of the column, as in highly undersaturated and oversaturated experiments,
respectively. The experiments listed in Table 5.5 were conducted with finer-over-coarser
packing configurations, while the experiments listed in Table 5.6 were conducted with coarser-
over-finer configurations. The more contrasting sand combinations are listed earlier in both
tables.
The summarized data generally indicate that, even though there are some minor devia-
tions, our theory represents what we observed in the experiments fairly well. Gas was initially
9In the two rightmost columns, an “X” represents an answer of “yes” to the stated question.
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Table 5.5: Summarized data on the initial gas evolution behavior in the experiments con-






















17.9 17.4 11 -3.8
2 17.8 25.4 21 -1.8 X
3 17.8 23.4 21 0.2 X X
4 18.1 26.4 27 3.2 X




17.1 16.4 10 -4.7
7 16.9 14.4 10 -2.7 X
8 17.1 12.9 10 -1.2 X X
9 16.7 14.4 15 2.3 X X
10 17 16.4 20 5.3
11
Medium/coarse
16.4 16.4 22 -6.6
12 15.2 15.2 22 -4.6 X X
13 16.1 16.1 22 -0.6 X X




17.3 27.4 21 -6.0
16 17.5 25.4 20 -5.0 X X
17 18.1 23.4 21 -2.0 X X
18 21 21.4 21 0.0 X
19 21.2 17.4 21 4.0
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Table 5.6: Summarized data on the initial gas evolution behavior in the experiments con-






















17.5 31.9 26 -8.5 X
21 17.7 31.4 26 -8 X X
22 17.9 15.9 12 -6.5 X X
23 17.8 13.4 12 -4 X X
24 17.8 17.4 21 1 X




17.8 29.4 22 -9.1
27 17.7 26.4 22 -6.1 X
28 17.5 23.4 22 -3.1 X
29 18.7 19.4 21 -0.1 X
30 18.8 16.4 21 2.9
31
Coarse/medium
17.5 29.4 22 -8.2
32 16.8 26.4 22 -5.2 X
33 17.5 23.4 22 -2.2 X




16.9 29.4 22 -7.8
36 19.1 27.4 22 -5.8 X
37 17.3 25.4 22 -3.8 X
38 19.1 23.4 22 -1.8 X
39 17.9 21.4 22 0.2 X
40 18.1 20.4 22 1.2
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detected near the top of the column in all of the experiments in which4Po <<4Po,min, while
gas was initially detected near the bottom of the column in all of the experiments in which
4Po >> 4Po,max. Experiments in which one of these two types of behavior was observed
are represented by rows in Table 5.5 and Table 5.6 that have no markings in either of the two
rightmost columns. More importantly, gas was initially detected at sensor 2 or 3 (i.e., gas
evolution was enhanced) in most of the experiments for which 4Po,min < 4Po < 4Po,max.
These experiments are represented by rows in Table 5.5 and Table 5.6 that have markings
in both of the two rightmost columns.
Comparing Table 5.5 to Table 5.6 shows that heterogeneities comprised of the same
two porous media can have significantly di↵erent e↵ects on gas evolution behavior when
the layers are configured in opposite sequences. Whereas all four of the finer-over-coarser
packing configurations demonstrated heterogeneity-enhanced gas evolution, this behavior
was only observed in one of the four coarser-over-finer packing configurations. In fact,
the only coarser-over-finer configuration that demonstrated any heterogeneity-enhanced gas
evolution was the one with the greatest contrast between the two sands (the coarse/fine
configuration). This indicates that gas bubbles are more likely to get stuck at the porous
media interface and subsequently grow and/or coalesce into significant gas phase saturations
when the entry pressure of the top medium is greater than that of the bottom. When the
media are in the opposite order, the gas evolution behavior instead often resembles that of
a highly undersaturated case. That is to say, significant gas phase saturations often develop
first at the top of the system, away from the interface, in these cases due to the higher Bond
number in the more permeable upper sand layer.
However, the fact that gas evolution was enhanced repeatedly in the coarse/fine packing
configuration indicates that if the bottom medium is fine enough, the capillary forces are
high enough (i.e., the Bond number is low enough) within that medium to hold the gas
phase in place and prevent it from migrating upward into the overlying coarse material.
Interestingly, the range of 4Po values over which gas phase evolution was enhanced in the
98
coarse/fine packing configuration was of a greater size than the corresponding ranges from
all of the finer/coarser configurations. In general, these findings indicate that 4Pe,threshold is
somewhere between -2.6 and -1.7 kPa for coarser-over-finer interfaces, while it is less than
0.4 kPa for finer-over-coarser interfaces.
Figure 5.4 summarizes the timing of the initial gas phase CO2 detection in all of the
experiments. The data shown in Figure 5.4(a) are from the finer-over-coarser packing con-
figurations, while the data shown in Figure 5.4(b) are from the coarser-over-finer packing
configurations. Each data point represents the time at which a gas phase saturation of at
least 0.05 was first detected in a single experiment. Times are expressed in pore volumes
injected in order to directly compare results among various packing configurations that had
slightly di↵erent pore volumes. The experiments are di↵erentiated from one another along
the x-axis based on the conditions under which they were conducted, as quantified by 4Po.
(a) (b)
Figure 5.4: Timing of the initial gas phase detection in the experiments conducted with the:
(a) finer-over-coarser, and (b) coarser-over-finer packing configurations.
All of the data series in Figure 5.4 cross approximately through the intersection between
the horizontal line (time of gas detection = 1 pore volume) and the vertical line (4Po = 0).
This demonstrates the general di↵erence between gas evolution behavior in oversaturated
versus undersaturated cases. That is, gas was generally detected earlier in cases with higher
values of 4Po. While our previously described distinctions between oversaturated, under-
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saturated, and heterogeneity-enhanced gas evolution behaviors are important, the nearly
constant slope of the data in Figure 5.4 suggests that these types of behavior are not neces-
sarily discretely separated from one another, but rather distributed along a spectrum from
one type of behavior to the other. More research on the transition from oversaturated to
undersaturated behavior is warranted by these observations.
5.4.2.2 Gas Accumulation
Another goal of this chapter was to quantify the relative amounts of CO2 gas that accu-
mulate near facies transitions with various contrasts between the two types of porous media.
It was proposed that the bubble growth and coalescence processes that lead to the occurrence
of significant gas phase saturations are sensitive to di↵erences in air entry pressures between
the di↵erent layers in a heterogeneous system. The experiments conducted for this chapter
were well suited to test these hypotheses.
The column experiments were used to quantify the amount of gas phase CO2 that accu-
mulates near the interfaces between various types of geologic facies. For each experiment,
the readings from the saturation sensors were averaged over an experiment-specific period of
time in in which non-zero gas saturations were stable. The average water saturation value
from sensor 2 (5 cm above the interface) was then subtracted from that of sensor 3 (5 cm
below the interface), yielding the average gas saturation discontinuity, 4Sw, that formed
across the interface in the experiment. Positive values of 4Sw indicate that the gas satu-
ration was higher below the interface than above it, while negative values indicate that the
gas saturation was lower below the interface.
This data extraction technique is exemplified using the three experiments from which
raw saturation data are shown in Figure 5.3. In the highly undersaturated experiment from
which data are shown in Figure 5.3(a), no gas was detected near the interface, so the interface
did not cause any gas accumulation. However, gas was detected near the interface in the
experiments from which data were shown in Figure 5.3(b) and Figure 5.3(c). The periods
of time over which the saturation measurements were averaged for these experiments were
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21-23 hr and 6-8 hr, respectively. The average gas saturation discontinuities were found to
be 0.042 and 0.102, respectively, in these two experiments. Similar analysis was performed
on all of the experiments in which gas phase was detected below the interface.
In order to discern the relative e↵ects of the various sand contrasts on the amount of gas
accumulation near the sand interfaces, simple statistical parameters were calculated on the
sets of 4Sw values from the experiments in each packing configuration. The results of these
calculations are shown in Figure 5.5. Each data point represents the mean of the 4Sw values
from all of the experiments in a single packing configuration, and the error bars extend 1
standard deviation away from the mean on both sides. These data are plotted against the
4Pe values of the packing configurations. As such, the data that fall on the left side of
the y-axis represent coarser-over-finer porous media interfaces, while the data on the right
side of the y-axis represent finer-over-coarser packing configurations. The data points that
lie further from this axis represent interfaces with more contrast between the two types of
porous media.
Figure 5.5: Amount of CO2 gas that accumulated near the porous media interfaces in the
experiments.
Figure 5.5 shows a di↵erence in gas accumulation behavior between the finer-over-coarser
packing configurations and the coarser-over-finer configurations. When the coarser material
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was on top, the saturation discontinuity that formed across the interface was relatively
insensitive to the contrast between the two sands. This could potentially be due to the fact
that the material above the interface was the same in all of these experiments. Potentially,
the same amount of gas was transmitted through the #12/20 sand above the interface,
regardless of the material that was below the interface, because the Bond number in the top
portion of the column was the same in all of these experiments.
When the finer material was on top, however, di↵erent sand contrasts led to significantly
di↵erent amounts of gas accumulation. In general, greater sand contrasts led to greater gas
accumulation, most likely because the relatively smaller pores of the finer materials trapped
the CO2 bubbles more e↵ectively. In general, these results suggest that capillarity controls
the amount of gas accumulation when finer material overlies coarser material, and that the
permeability of the top medium controls the amount of gas accumulation when the coarser
material is on top. The rather large error bars on some of the data points, however, indicate
that the noted trends are not completely conclusive. More experimental research should be
conducted on the relationship between porous media contrast and gas accumulation behavior.
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CHAPTER 6
MULTIPHASE CO2 ATTENUATION THROUGH INTERMEDIATE SCALE 2-D
SHALLOW AQUIFERS BY HETEROGENEITY DRIVEN ADVECTION,
EXSOLUTION, AND DISSOLUTION
This chapter contains material that will be included in Paper III: Multiphase CO2
attenuation in shallow aquifers by heterogeneity driven advection, exsolution, and dissolution
– an intermediate scale experimental and numerical study. Water Resources Research. Since
this article is in preparation, the author list has not yet been finalized.
6.1 Introduction
GCS has the potential to significantly slow the pace of global climate change by reducing
anthropogenic greenhouse gas emissions (Pacala & Socolow, 2004), but it also creates the
potential for stored CO2 to leak out of the storage formation and cause negative impacts to
human health and the environment. For one, dissolution of CO2 into groundwater decreases
the pH of the water, which could lead to mobilization of contaminants such as heavy metals
within aquifers (Navarre-Sitchler et al., 2013). On the other hand, formation and migration
of gas phase CO2 present di↵erent types of risks, such as environmental degradation due to
release of CO2 gas to the atmosphere (Lewicki et al., 2006a).
The EPA requires all practitioners of GCS (i.e., “reporters”) to employ thorough mon-
itoring for potential CO2 leakage into shallow aquifers and the atmosphere (EPA, 2010c).
Many of the various monitoring technologies are summarized in Subparts RR and UU of the
EPA’s final rule on injection and sequestration of CO2 (EPA, 2010b). In order to e↵ectively
decide which types of monitoring technologies to use, as well as the locations and timings of
their respective deployments, reporters should understand the ways in which the dissolved
and gaseous phases of CO2 are likely to interact within the water-saturated zone of the sub-
surface. These interactions determine the ultimate distribution of the CO2, including how
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much gas phase is likely to escape to the atmosphere, and the potential extent and location
of potential contamination caused by the dissolved phase.
Gaseous and aqueous phases of CO2 interact within porous media through complex,
interrelated processes that are collectively referred to in this dissertation as “multiphase CO2
evolution” or “gas phase CO2 evolution.” Multiphase CO2 evolution processes are mainly
understood in small-scale and/or 1-D and/or homogeneous systems, but natural aquifers are
inherently large-scale, multidimensional, and heterogeneous. Therefore, we must improve our
understanding of the ways in which the various possible multiphase CO2 evolution processes
occur in more realistic systems than those that have been studied in the past. This type of
comprehensive, realistic assessment of CO2 fate and transport will allow reporters to more
e↵ectively predict the type (i.e., water contamination versus atmospheric release), location,
extent, and severity of potential environmental impacts from GCS projects.
While previous studies (e.g., Chapters 4 and 5 of this dissertation) have isolated particular
system parameters and conditions and elucidated their e↵ects of on particular multiphase
CO2 evolution processes, it is still not possible at this time to predict the combined e↵ects of
gas phase CO2 exsolution, migration, trapping, and re-dissolution on the overall fate of CO2
in realistic groundwater systems. Also, the ways in which geologic heterogeneity contributes
to this overall CO2 mass balance are still not well understood. The research presented in
this chapter aims to help fill these knowledge gaps.
Other related subjects that are not well understood at this time include the rates at which
CO2 exsolves from, and dissolves into, water within porous media. Since these processes
contribute to the distribution and phase state of CO2 within a shallow aquifer during and
after leakage, they must be understood in order to make accurate predictions and e↵ective
MRV decisions at GCS sites. Some models, such as the one that was used for this dissertation
(FEHM, Zyvoloski, 2007), assume instantaneous, equilibrium-based mass transfer between
the gaseous and dissolved CO2 phases. In this type of model, gas phase CO2 forms and
persists only when surrounded by water that has a dissolved CO2 concentration equal to the
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solubility limit at the relevant temperature and pressure conditions (this assumption forms
the basis for the variable switching technique described in Section 3.3). On the other hand,
rate-limited, kinetic mass transfer behavior has been observed and successfully modeled in
the past for other fluids such as NAPLs (e.g., Saba & Illangasekare, 2000), and could apply to
CO2 in some instances as well. Besides investigating the e↵ects of scale and heterogeneity on
multiphase CO2 evolution as introduced above, this chapter also uses experimentation and
numerical modeling to make a preliminary assessment of the e↵ects of the local equilibrium
assumption on predicted CO2 mass transfer behavior in porous media.
To help fill the aforementioned knowledge gaps, and in accordance with the multi-scale
testing approach that was described in Section 3.2.2, several large 2-D laboratory experiments
were conducted for this chapter in a test system that was much wider than any of the 1-
D column systems that were described in previous chapters. The extended width of the
large 2-D system allowed for significant lateral water flow, which led to more realistic CO2
migration behavior than was possible to observe in any of the column experiments. The
first few large 2-D experiments led to new insights and an improved conceptual model for
multiphase CO2 transport and fate within shallow aquifers. A final experiment was then
designed and conducted to test the hypothesized fundamental processes. During this final
experiment, the boundary conditions and measurement strategies were optimized based on
the findings from the preliminary experiments. Since the conditions were very similar in each
of the large tank experiments, but the experimental method was improved between each one,
only the final experiment (hereinafter referred to as “the [large 2-D tank] experiment” or
simply “the experiment”) will be presented in this chapter.
The experimental data were also used to assess the ability of a widely used multiphase
numerical simulator (FEHM, the basics of which are described in Section 3.3) to capture
the complex 2-D multiphase CO2 evolution processes. By adjusting the conditions that were
applied to the model within acceptable ranges of variation, we achieved a decent fit to the
experimental observations. The fitted model was then used to make predictions about CO2
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transport through another potential type of heterogeneous porous media configuration. By
comparing the results from the two numerical simulations, we were able to draw conclusions
regarding the di↵erences in the types and magnitudes of the various risks that are likely
to result from potential intrusion of CO2-laden water into two di↵erent types of potential
shallow aquifer systems. This knowledge will help reporters to make more confident and
accurate predictions regarding the risks involved with potential leakage of CO2 from GCS
sites.
6.2 Hypothesized Conceptual Model
If and when CO2 leaks upward from a deep geologic storage formation, it is likely to
encounter groundwater along its flow path, in which case at least some of the CO2 will
dissolve into the water. This CO2-laden water may then migrate further away from the
leakage location, and could potentially enter a shallow aquifer. This research seeks to improve
understanding of the fate and transport of CO2 after this hypothetical point in time (i.e.,
starting when CO2 enters a shallow aquifer as a dissolved component of water). After CO2
enters a shallow aquifer, it is subject to many interrelated processes that depend on the
temperature, pressure, and water flow conditions of the system, as well as the properties of
the porous media in the aquifer.
Preliminary 2-D experimental observations identified several di↵erent mechanisms by
which CO2 could be transported through 2-D groundwater systems in the presence of lateral
water flow. This section describes the various CO2 transport processes that we hypothesize
are likely to occur in heterogeneous 2-D groundwater systems, based on literature review and
preliminary experimental observations. Figure 6.1 shows the hypothesized conceptual model
for CO2 fate and transport in the shallow subsurface that was developed from preliminary
large 2-D tank experimental data. After this section, the goal of the remainder of this
chapter will then be to validate the conceptual model that is described in this section. This
will be done through systematic testing of the relative importances of the various transport
mechanisms using a highly controlled experiment and a set of numerical simulations that
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Figure 6.1: Conceptual model for the fate and transport of CO2 that enters a shallow aquifer
as a dissolved component of water.
Figure 6.1 shows a two-dimensional cross section of a hypothetical shallow, confined
aquifer through which regional groundwater flow is occurring from left to right. At the
bottom of the aquifer, water that contains dissolved CO2 is leaking into the formation and
spreading out due to advection and dispersion. In this type of scenario, a large part of the
dissolved CO2 plume is likely to migrate along the bottom of the aquifer due to the lateral
groundwater flow and the relatively small transverse dispersivity of the porous media. The
lower region of the conceptual model is thus referred to as the “advection-dominated region.”
The “pooling” of dissolved CO2 at the bottom of the system is also contributed to by the
slightly elevated density of water that contains dissolved CO2, as compared with clean water
(Garcia, 2001).
Despite the fact that a large portion of the CO2 is likely to remain dissolved in the water
at the bottom of the hypothesized aquifer, some of the dissolved CO2 will also inevitably
migrate upward into the middle part of the aquifer due to di↵usion (Oldenburg, 2007). If
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the aquifer contains heterogeneous porous media, upward CO2 migration can also be caused
by preferential flow through regions of relatively high permeability (Lassen et al., 2013).
Since di↵usion occurs very slowly in the water phase (Oldenburg, 2007), and heterogeneity
is virtually ubiquitous in nature, it is hypothesized that heterogeneity-enhanced flow will
outweigh di↵usion in most cases. The middle region of the conceptual model is therefore
referred to as the “heterogeneity-dominated region.” A third potential mechanism for upward
dissolved CO2 migration could come from an elevated pressure of the leakage source. While
this mechanism is probably not as likely to occur in the field as either of the other two,
it is relatively simple to mimic in the laboratory and was therefore the upward migration
mechanism that was studied in this chapter.
As water that contains dissolved CO2 migrates upward, it may reach a location where
the pressure is low enough for the water to become supersaturated with dissolved CO2. This
elevation, represented by the dashed horizontal white line in Figure 6.1, is referred to as the
critical elevation and its location can be predicted based on the work presented in Chapter 5.
When CO2-saturated water reaches the critical elevation, gas phase CO2 will form (Sakaki
et al., 2013). Gas bubbles may then migrate upward individually (Corapcioglu et al., 2004),
and/or coalesce to form continuous gas flow pathways through the middle of the aquifer
(Tsimpanogiannis & Yortsos, 2004). As is indicated by the small white regions beneath
some of the brown regions in the middle of the figure, some of the gas phase is also likely
to become trapped underneath local low-permeability heterogeneities as it migrates upward
due to buoyancy (Hayek et al., 2009; Lassen et al., 2015a).
Through time, a significant portion of the gas phase CO2 that is formed may reach the top
of the aquifer and accumulate below the confining layer. This gas phase will likely spread
out along the interface between the two layers of porous media (Hayek et al., 2009), and
potentially migrate downstream due to viscous forces from the flowing water that surrounds
it. Eventually, the gas phase CO2 that accumulated at the top of the aquifer is likely to
dissolve into the clean water that flows into the system from the upstream side. The CO2-
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laden water could then di↵use into the fine material at the top of the aquifer (Kenoyer &
Bowser, 1992), and/or slowly sink back toward the bottom of the aquifer due to the increased
density caused by CO2 dissolution. Because the timing and relative importances of these
processes depend on the dynamics of CO2 dissolution, the upper part of the conceptual
model is referred to as the “dissolution-dominated region.”
The large tank experimental system that was developed for this chapter was designed
to test the aforementioned hypotheses regarding the upper and lower regions of the con-
ceptual model (i.e., the advection-dominated region and the dissolution-dominated region).
Although the hypothesis regarding the middle region of the conceptual model (i.e., the
heterogeneity-dominated region) cannot be tested by the experimental setup because the
vertical dimension is not large enough, it could be investigated via a reliable numerical
model. To develop such a model is a large motivator for the numerical modeling work pre-
sented in Section 6.4. As is described in Section 7.5, the model should later be used to test
the aforementioned hypothesis regarding heterogeneity-driven upward CO2 migration. The
work presented in this chapter instead weighs pressure-driven vertical dissolved CO2 migra-
tion against regional gradient-driven horizontal dissolved CO2 migration in the presence of
a single, continuous heterogeneity (i.e., a stratigraphic layer transition).
6.3 Large 2-D Tank Experiment
Because CO2 that leaks from a GCS site is likely to disperse over a wide area in the
ACZ, it is important to understand and be able to predict the migration of CO2 through
large, multidimensional systems. Since potential contamination of USDWs and escape of
gas phase CO2 to the atmosphere are both concerns for GCS projects, it is particularly
important to be able to understand and predict the multiphase transport of CO2 through
shallow groundwater systems. The first step toward extending the findings from the previous
chapters into larger, more complex multidimensional groundwater systems was to perform
an experiment in a large 2-D laboratory test system. The experiment was designed to test
the validity of the conceptual model described in the Section 6.2.
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6.3.1 Setup, Methodology & Conditions
The large 2-D tank was 4.88 m long, so that lateral water flow could be established
during the experiments, and so that the plume of injected CO2 could evolve naturally within
the porous media, far away from the locations where the boundary conditions were to be
implemented. The tank was 1.22 m high, so that significant fluid flow and re-distribution
processes could occur in the vertical direction as well. The third dimension (about 6 cm)
was small enough in comparison with the other two for the flow field to be e↵ectively 2-D,
but large enough to safely contain the sensors that were needed to observe the multiphase
behavior of CO2 within the porous media.
6.3.1.1 Packing Configuration
The tank was wet-packed with deionized (DI) water and granular porous media in order
to achieve full water saturation at the onset of the first experiment. A layered porous
media configuration was implemented to represent a shallow aquifer with an inclusion of less
permeable material, so that the upper and lower parts of the hypothesized conceptual model
described in Section 6.2 could be tested. The coarse and fine porous media were selected to
have a large di↵erence in air entry pressures (4Pe, as defined and analyzed in Chapter 5), so
that the e↵ects of geologic heterogeneity on the transport of CO2 through the system could be
clearly observed. For the particular porous media combination that was implemented, 4Pe
was equal to 6.52 kPa, which is well above the threshold for heterogeneity-enhanced gas phase
evolution (<0.4 kPa) that was experimentally estimated in Chapter 5. Figure 6.2 shows the
packing configuration, as well as the instrumentation, boundary condition implementation
strategy, and CO2-saturated water injection location for the large tank experiment. This
section describes the packing configuration, while the other components of the design will
be will be explained in later sections.
First, a 72 cm-thick layer of coarse, permeable sand (Granusil #20/30) was packed ho-
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Figure 6.2: Setup for the large 2-D tank experiment.
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end walls, which were packed with gravel (Granusil #8) instead. These gravel columns were
designed to implement the constant-head boundary conditions that would be used to estab-
lish lateral water flow across the tank during the experiments. On the downstream end of
the tank, a small region of bentonite clay was packed across the gravel column between the
elevations of 53 and 58 cm. This e↵ectively divided the downstream constant head boundary
adjacent to the lower coarse sand region into two distinct compartments for external mea-
surement of spatially separated dissolved CO2 breakthrough curves. More details on this
strategy are provided in the next section.
Then, an 18 cm-thick layer of relatively low-permeability material, composed of a mixture
of fine sand (Unimin #110) and silt (Unimin #250) in a 2:1 ratio by volume, was packed on
top of the coarse sand and gravel. This fine layer extended all the way across the tank in
order to represent a continuous fine layer within the synthetic aquifer. Based on our previous
findings, we predicted that this fine layer would e↵ectively prevent CO2 from entering into
the top portion of the tank by enhancing accumulation of gas phase CO2 beneath the porous
media interface. Near the bottom of the fine layer, two small regions of clay were packed
across the gravel columns in order to prevent any preferential flow of CO2 along the tank
walls into the upper region of the tank.
Finally, a 27 cm-thick layer of coarse sand was packed on top of the fine region. Like in the
high-permeability zone lower in the tank, 10 cm-wide columns of gravel were packed along
the end walls adjacent to the upper layer of coarse sand in order to implement constant-head
boundary conditions.
6.3.1.2 Instrumentation
Several di↵erent types of instruments were incorporated within the test system in order to
monitor the fate and transport of injected CO2 during the experiment. The instrumentation
setup was designed to provide comprehensive, quantitative measurement of both phases of
CO2 throughout the system, so that accurate mass balance calculations could be performed.
These measurements and calculations will lead to improved understanding of the fate of any
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CO2 that enters a shallow aquifer during a leakage event.
A total of 97 soil moisture (i.e., saturation) sensors were installed into one of the broad
vertical walls of the large tank to provide high-resolution data on the exsolution, accumula-
tion, and flow of gas phase CO2 within the pore space. Each of these sensors automatically
took readings once per minute during the experiment. 48 of the sensors measured only
saturation (ECH2O EC-5, Decagon Devices, Pullman, WA), while 24 were also equipped
to measure temperature (ECH2O EC-TM, Decagon Devices, Pullman, WA), and the other
25 were capable of measuring both temperature and EC in addition to saturation (ECH2O
5TE, Decagon Devices, Pullman, WA). The temperature readings allowed for quantification
of the CO2 solubility at various locations within the tank, according to Henry’s Law. The
EC readings provided the ability to qualitatively observe of the migration of dissolved CO2
through the system. The densest distribution of the sensors was directly below the fine layer,
because it was predicted that most of the exsolved gas would accumulate in this region during
the experiment.
To quantitatively monitor dissolved CO2 migration during the experiments, numerous
sampling ports were installed in the tank walls, so that aqueous phase samples could be
extracted and analyzed for dissolved CO2 via an Ion Chromatograph (IC). Also, three spe-
cially designed outflow ports were installed on the downstream end of the tank to measure
the breakthrough of dissolved CO2 using an external dissolved CO2 sensor (InPro 5000i,
Mettler Toledo, Inc., Columbus, OH), which took measurements at one minute intervals
throughout the experiment. The sensor was kept in the bottom outflow port for a large
portion of the experiment, because it was predicted based on the slightly increased density
of CO2-laden water that a large portion of the injected CO2 would flow along the bottom
of the tank and exit the system through this port. The sensor was moved into the middle
port for a period of time too, though, when the EC sensors indicated that CO2-laden water
was nearing the upper part of the lower aquifer at the downstream end. In order to assess
the migration of dissolved CO2 through the pore space of the media in the tank, aqueous
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samples were taken from all of the sampling ports at various intervals and analyzed with the
IC.
Each of the outflow ports on the downstream end of the tank was connected to a separate
constant-head device. During the experiment, each constant-head device drained into a
separate bucket that was placed on a separate, computer-interfaced, electronic scale (Vicon,
Sartorious Group, Winter Park, FL) that took measurements at one-minute intervals. This
way, outflow rates from each of the three compartments of the downstream boundary could
be independently measured. Combined with data from the dissolved CO2 sensor, these
measurements provide an accurate estimate of the mass of CO2 that exited the tank as
a dissolved component of water during the experiment. No inflow or outflow ports were
connected to the fine layer, because very little, if any, flow was expected to occur through
this layer during the experiment.
Above the sand pack, the top of the tank was divided into four compartments via plex-
iglass boxes with open bottoms. These boxes rested on the top of the sand pack, and were
sealed to the tank walls and to one another to prevent any escape of gas to the atmosphere.
Installed on the top of each box was a single gas-phase outlet port, each of which was con-
nected to a separate gas flow meter (M-series mass flow system, 0-50 SCCM, Cole Parmer,
Vernon Hills, IL). These flow meters all took measurements at one-minute intervals through-
out the experiment to provide spatiotemporal data on the amount of CO2 that escaped from
the system as gas phase.
6.3.1.3 Initial Condition
Once the tank was instrumented, packed, and sealed, the first step in the experimental
procedure was to establish lateral water flow across the tank. To do this, the two constant-
head devices attached to the upstream side of the tank were set at the exact same elevation
as the top of the sand pack, to a precision of 1 mm, using an engineering level. The ports to
these constant head devices were then opened, and the excess ponded water on top of the
sand pack was allowed to drain out of the tank. Then, all three of the constant head devices
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attached to the downstream side of the tank were set at an elevation of exactly 10.0 cm
below the top of the sand pack, again using the engineering level. Data collection was then
initiated from all of the aforementioned instruments and, at time t = 0, the valves to the
downstream constant head devices were opened, which allowed water to begin flowing across
the tank.
To feed the background flow, DI water was continually pumped into the two constant
head devices attached to the upstream side of the tank at flow rates slightly higher than
those that were predicted to occur through the tank, based on the established head gradient
and the permeability of the coarse sand. All of the excess water that did not enter the sand
pack through the constant head devices drained back into the feed water drum. An external
sensor was placed in the feed drum to continually monitor the EC of the feed water, thus
qualitatively detecting any potential contamination of the feed water by the atmosphere
or the constant head devices. The stability of the background water flow was assessed by
continually monitoring the data from the three scales.
6.3.1.4 CO2-Saturated Water Injection
While the background water flow across the tank was stabilizing, a separate stream of
DI water was degassed and subsequently saturated with dissolved CO2 at a gauge pressure
of 13 kPa using the membrane contact CO2-water infusion system described in Chapter
3. Based on hydrostatics, the bottom of the tube inside the Mariotte bottle was placed at
an elevation, hsat = Psat ⇢ 1w g
 1, above the infusion membranes. Under the atmospheric
pressure and temperature conditions typical of the CESEP laboratory, this led to a dissolved
CO2 concentration of about 1.431 g L-1. The saturation pressure (Psat) of 13 kPa was
selected because, based on the properties of the porous media and the hydrostatic water
pressure conditions in the tank, it would theoretically lead to heterogeneity-enhanced gas
phase evolution when the water was introduced into the layered porous media system based
on the theory that was developed in Chapter 5. Our previous work explained this type of
behavior in 1-D systems, but it has yet to be studied in 2-D. It is one of the primary goals
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for this chapter to help fill this knowledge gap.
Time t = 0 was set as the time at which injection of CO2-saturated water into the sand
tank was initiated (i.e., the water from the CO2-water infusion system was routed into an
injection port within the sand pack, instead of to the drain). The injection port, which
consisted of a capped, perforated PVC pipe wrapped in stainless steel mesh, was located
10 cm above the bottom of the tank and 106.75 cm from the upstream end wall. The injection
rate was 11.2 mL min-1 ; approximately 20% of the background water flow rate that was
expected to occurthrough the bottom layer of coarse sand in the tank. Therefore, the CO2-
saturated water injection was not expected to significantly alter the flow or pressure fields
within the tank. Instead, it was meant to emulate slow, steady leakage of water containing
dissolved CO2 into a shallow aquifer. Injection of CO2-saturated water was maintained until
a significant gas plume was observed within the tank, and was then stopped at t = 1.888 days
(d). The background water flow was allowed to continue for another few weeks after the
CO2-saturated water injection had stopped, during which time the exsolved gas phase CO2
gradually dissolved and migrated out of the system.
6.3.2 Results & Discussion
The hypotheses presented in Section 6.2 were generally supported by the data from the
experiment. This section describes the experimental results via subsections based on the
fluids and components that existed within the system; water, dissolved CO2, and gas phase
CO2. The data are then compiled into a comprehensive assessment of the overall CO2 mass
balance for the experiment. All of the experimental contour plots were created in MATLAB
using a multiquadratic interpolation method.
6.3.2.1 External Conditions & Water Flow
An important first step toward understanding the transport of CO2 in the shallow subsur-
face, as well as the e↵ects that the gas might have on shallow groundwater, is to understand
the state of the water itself. The temperature and pressure of the water are particularly
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important to understand, because they determine the aqueous solubility of CO2. This, in
turn, dictates the development of multiphase conditions, which a↵ects the mobility of the
CO2 and other potential contaminants. It is also crucial to understand the groundwater
velocity field, because this also a↵ects the pattern with which the multiphase CO2 system
develops and evolves. In this section we will first present the external conditions of the fluids
outside of the tank. Then we will discuss the water flow field that developed within the tank
during the experiment.
Throughout the entire experiment, steady flow of deionized (DI) water was maintained
across the tank. Water inflow was supplied to the constant-head boundaries on the upstream
side, and water outflow was collected from the constant-head boundaries on the downstream
side. Figure 6.3 shows the conditions of the fluids at several locations outside of the tank. The
warm colors represent temperature readings, while the blue data show the EC of the inflowing
water. The temperature and EC of the inflowing water (Tw,in and ECin, respectively) were
measured using a 5TE sensor that was submerged inside the DI water supply drum. The
temperature of the outflowing water (Tw,out) was measured using an EC-T sensor that was
installed within the constant head device that was connected to the port where the external
dissolved CO2 sensor was installed (either the middle or bottom port on the downstream side
of the tank). The air temperature in the laboratory (Tair) was recorded as a reference, using
a separate EC-T that was installed directly beside the external dissolved CO2 sensor. Due
to unexpected building maintenance issues, the daily water temperature fluctuation from
t = 0 until t ⇡ 14 d and after t ⇡ 36 d was as much as s10 C. This may have a↵ected the
gas exsolution and dissolution behavior that occurred. Between t ⇡ 14 d and t ⇡ 36 d, the
building’s HVAC system was working more e↵ectively, and the laboratory temperature was
more constant.
The cumulative water outflow data from the three compartments of the downstream
boundary are shown in Figure 6.4. For each of the three compartments, three separate
linear regressions were calculated: one for each period of interest (i.e., immediately before,
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Figure 6.3: Conditions of the water that flowed into and out of the tank, and the air that
surrounded the tank, during the large 2-D tank experiment. Time t = 0 represents the time
when injection of CO2-saturated water was started. The solid black vertical line indicates
the time when CO2-saturated water injection was stopped, tstop = 1.888 d.
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during, and for a long period after injection of CO2-saturated water). These regressions are
plotted as black lines on top of the three colored curves that represent the raw data. The
data was separated into two graphs: one for the pre-injection data where t < 0, and one for
the periods during and after injection, when t   0.
(a) (b)
Figure 6.4: Cumulative water outflow from the three components of the downstream bound-
ary: (a) before injection of CO2-saturated water, and (b) during and after CO2-saturated
water injection.
The cumulative water outflow data was then analytically di↵erentiated, resulting in the
outflow rates shown in Figure 6.5. Although the rates still fluctuate to some degree, the
outflow was generally much steadier in this new experiment than in either of the two pre-
liminary large tank experiments that were conducted beforehand. This relative steadiness
was achieved through painstaking attention and maintenance e↵orts.
6.3.2.2 Behavior of the Dissolved Phase CO2
As was explained in Chapter 2, the solubility of CO2 in water varies with changes in
temperature and pressure. Based on historical data, we assume that the average barometric
pressure in the CESEP laboratory is approximately 80 kPa, and the average temperature is
approximately 25 C. The resulting trend in CO2 solubility under various elevated pressures
was shown in Figure 2.2. This solubility is important to predict the concentration of dissolved
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(a) (b)
Figure 6.5: Water outflow rates from the three components of the downstream boundary of
the large 2-D tank: (A) before injection of CO2-saturated water, and (B) during and after
CO2-saturated water injection.
CO2 that was injected into the tank, as well as to assess how the concentrations that were
measured within the tank relate to the theoretical solubility limits at the measurement
locations.
For the first 1.888 d of the experiment, CO2 was injected into the tank as a dissolved
component of water. The concentration of dissolved CO2 within the injected water was
monitored via samples taken from a port that was installed in the inflow tubing between the
CO2 infusion system and the injection port. The results from these samples are shown in
Figure 6.6. The CO2 infusion system was equilibrated for a period of several hours before
the injection, during which the dissolved CO2 concentration in the produced water was also
monitored. During the CO2-saturated water injection period (0 < t < 1.888 d), the average
measured CO2 concentration was close to the theoretical solubility limit at the relevant
temperature and pressure (s1.4 g L-1).
The distribution of dissolved CO2 within the porous media-filled tank was also monitored
throughout the experiment via aqueous samples that were analyzed with the IC. Although
some of the CO2 exsolved and moved through the pore space as a free gas phase after being
injected into the tank, a large proportion of the gas remained dissolved and advected along
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Figure 6.6: Concentration of dissolved CO2 in the water that was prepared during the period
of 0.2 < t < 0 d, and then injected into the large 2-D tank during the period of 0< t < 1.888 d.
the bottom of the porous media system due to the slight increase in water density that occurs
when CO2 dissolves. Figure 6.7 shows the evolution of the dissolved CO2 plume within the
pore space throughout the experiment. Each measured value, as well as the values that were
interpolated onto a regular grid between the measurement locations, was normalized to the
theoretical CO2 solubility limit at that point. The solubility limits were calculated from
Henry’s Law, using the hydrostatic pressure at each particular location and the measured
water temperature.
The dissolved plume essentially evolved in an expected way. That is, the CO2-saturated
water migrated mainly along the bottom of the tank from left to right, and then exited out
of the downstream boundary. This main plume of dissolved CO2 that formed due to the
injection of CO2-saturated water is referred to hereinafter as the “primary dissolved CO2
plume.” In addition to this main plume, the IC data also shows that a small amount of
dissolved CO2 remained along the top border of the lower aquifer, directly underneath the
interface with the fine sand/silt mixture, late into the experiment. This CO2 appears to be






Figure 6.7: Evolution of the dissolved CO2 plume within the lower aquifer during the large
2-D tank experiment. The CO2-saturated water was injected at x = 106.75 cm, z = 10 cm
from t = 0 until t = 1.888 d.
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the porous media interface. Since this upper, more dilute dissolved CO2 plume remained
in the tank for a much longer period than the initial, high-concentration, injection-driven
plume, it is referred to hereinafter as the “secondary dissolved CO2 plume.”
The breakthrough of the primary dissolved CO2 plume at the downstream boundary, as
measured using the external dissolved CO2 sensor from time t = 0 until t = 20 d, is shown
in Figure 6.8. The sensor was installed in the bottom water outflow port for much of this
period, due to the slightly increased density of water that contains dissolved CO2. However,
the sensor was also moved to the middle port for a period of time in order to detect the
breakthrough of dissolved CO2 at the top of the lower aquifer. Figure 6.8 shows the measured
data, as well as polynomial regressions that were used to estimate both of the complete
breakthrough curves, because both of the curves were missing some data from the periods of
time when the sensor was installed in the other port. Some points on the breakthrough curve
for the middle port were artificially assigned a dissolved CO2 concentration of 0 mg L-1 in
order to force the polynomial regression for that curve to fit the overall trend in the measured
values more closely.
After the primary breakthrough curves had been obtained, the external dissolved CO2
sensor was again moved to the middle water outflow port, in an attempt to capture the
breakthrough of the secondary dissolved CO2 plume that was lingering beneath the layer
of fine material in the middle of the tank. Figure 6.9 shows the data that was gathered by
the sensor after the primary dissolved CO2 plume had passed. As the blue data points in
Figure 6.9 show, no significant increase in CO2 concentration was observed in the middle
outflow port over the period of t ⇡ 20 through t ⇡ 45 d, which means that the secondary
dissolved CO2 plume was not very mobile along the top of the lower aquifer during this time.
The secondarily dissolved CO2 may have caused some of the the water that was originally
flowing along the top of the lower aquifer to sink and exit from the lower outflow port,
but unfortunately this breakthrough would not have been registered while the sensor was
installed in the middle port. However, the increase in concentration caused by this CO2
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Figure 6.8: Primary breakthrough of dissolved CO2 at the downstream boundary of the
lower aquifer during the large 2-D tank experiment.
would likely have been indistinguishable from the long-term tailing of the primary dissolved
CO2 breakthrough that was still occurring at that the lower port. Eventually (at t ⇡ 45 d),
the sensor was moved back into the lower port to quantify this tailing trend. For both of
the water outflow ports, linear regressions were calculated for the outflowing dissolved CO2
concentration data after t = 18 d for use in the mass balance calculations that are presented
in Section 6.3.2.4.
6.3.2.3 Behavior of the Gas Phase CO2
As CO2-saturated water was injected into the bottom of the lower aquifer, about 1 m
downstream of the upstream boundary, gas phase CO2 quickly formed within the pore space.
As was predicted from our previous 1-D findings, the gas phase accumulated underneath the
interface between the coarse and fine layers, and then slowly dissolved into the clean water
that was flowing around it. This behavior is shown in Figure 6.10.
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Figure 6.9: Secondary dissolved CO2 breakthrough readings from the external dissolved CO2
sensor installed in the outflow ports on the downstream end of the large 2-D tank.
Because the gas phase accumulated in a very small region within the lower aquifer, and
because the accumulated gas phase did not migrate laterally very much at all, we can con-
clude that the lateral viscous drag from the flowing water was rather insignificant compared
to buoyancy-driven upward gas flow and heterogeneity-driven gas phase accumulation. Once
the exsolved gas phase reached the fine layer, it remained “trapped” under the stratigraphic
layer transition, and slowly re-dissolved over time as clean water flowed around it. This
dissolution process is discussed further in Sections 6.3.2.5, 6.4, and 7.5.
The data from the four gas flow meters that were connected to the ba✏ed sections of
headspace along the top of the tank are shown in Figure 6.11. The increasing trend in the
“Downstream” data series and the decreasing trend in the “Mid-Downstream” data series
indicate that a small amount of air was most likely flowing from the mid-downstream com-
partment into the downstream compartment. This likely occurred due to the lowering of






Figure 6.10: Evolution of the gas phase CO2 plume within the lower aquifer during the large
2-D tank experiment. The CO2-saturated water was injected at x = 106.75 cm, z = 10 cm
from t = 0 until t = 1.888 d.
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formed within the top of the sand pack near the border between the mid-downstream and
downstream boundaries, through which air was able to flow. However, the previously men-
tioned increasing and decreasing trends e↵ectively cancel one another out in a macroscopic
sense, and the magnitudes of measurements are so small compared to the amount of CO2
that was introduced to the system, that the gas outflow at the top boundary can generally
be neglected.
Figure 6.11: Measured CO2 gas outflow rates from the four compartments at the top of the
large 2-D tank during the experiment.
6.3.2.4 Macroscopic CO2 Mass Balance
To ensure that our measurements can quantitatively account for the majority of the CO2
that was introduced to the system during the experiment, the overall mass balance for CO2
was calculated from the data presented above through the methodology that is explained
in this section. The analysis o↵ers a comprehensive representation of the CO2 fate and
transport through the experimental test system.
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First, the mass inflow rate (in mass per time, M t-1) of dissolved CO2 that was injected
into the tank was estimated by multiplying the average measured inflowing dissolved CO2
concentration (in mass per volume, M V-1) by the volumetric CO2-saturated water injection
rate (V t-1). The cumulative injected mass (M ) of CO2 was then calculated by adding up
all of the instantaneous injection rates (M t-1) over the total injection period (t). It was
assumed that no more CO2 entered the tank after the injection of CO2-saturated water was
stopped.
Second, we estimated the amount of dissolved CO2 that exited the tank by combining the
water outflow data with the outflowing dissolved CO2 concentration data. Since the external
dissolved CO2 sensor provided only incomplete CO2 breakthrough curves for the two water
outflow ports on the downstream side of the tank, the regressions shown in Figure 6.8 and
Figure 6.9 were used to estimate the total amount of dissolved CO2 that flowed out of the
tank during the experiment. The polynomial regressions shown in Figure 6.8 were used to
estimate the outflowing dissolved CO2 concentrations between t = 0 and t = 20 d, while
the linear regressions shown in Figure 6.9 were used to approximate the outflowing dissolved
CO2 concentrations between t = 20 and t ⇡ 40 d.
Finally, the cumulative gas phase CO2 outflow mass was calculated by adding up all of
the individual gas phase outflow rate measurements (shown in Figure 6.11) from all of the
flow meters over the entire experiment.
The results from all of these mass balance calculations are shown in Figure 6.12. Since the
gas phase outflow was negligible (on the order of 10-4 g over the first 20 d of the experiment),
the total CO2 outflow can be approximated as being equal to the dissolved outflow. Even
though the total outflow mass does not quite equal the inflow mass by t ⇡ 40 d, it is within
⇠14%. It is possible that the remainder of the injected CO2 (i.e., the other 14% that was
not detected by the external dissolved CO2 sensor) remained as a dissolved component of
the water within the top of the lower aquifer and/or within the fine layer.
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Figure 6.12: Overall CO2 mass balance during the large 2-D tank experiment.
The overall trend in the mass balance data seems very reasonable, given the conceptual
model and the IC data. At about t = 8 d, the leading edge of the primary dissolved plume
reached the downstream end of the tank, and CO2 started to exit rather quickly. The
dissolved CO2 outflow rate (i.e., the slope of the red curve in Figure 6.12) remained high as
the center of mass of the plume crossed the boundary. Then, at around t = 15 d, as the
receding edge of the primary dissolved CO2 plume passed through the downstream boundary,
the breakthrough rate quickly decreased again.
6.3.2.5 Dissolution Behavior
To analyze the re-dissolution of exsolved gas phase CO2 within the tank, it is necessary to
have measurements for both phases from points that were close to one another in space and
time. Unfortunately, only a few of the saturation sensors in the tank registered significant
gas phase saturations during the experiment (see Figure 6.10), and most of ones that did
were not located near any of the sampling ports that were used to measure dissolved CO2
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concentrations. However, there was one small region where two saturation sensors and two
dissolved CO2 sampling ports were clustered within a small amount of space where gas phase
developed during the experiment. Also, since the saturation sensors took measurements every
minute throughout the entire experiment, it was possible to extract sensor data that had
been gathered at the exact times when aqueous phase samples were being extracted from
the nearby sampling ports. Doing so gives an estimate of the aqueous/gaseous CO2 mass
transfer (i.e., exsolution/dissolution) processes that occurred within that region of the tank.
The four measurement points used for CO2 dissolution analysis were located along a single
vertical profile. The sensors and sampling ports were situated in an alternating pattern, with
vertical distances between their center points of 3, 4, and 5 cm (mean = 4 cm). The sampling
volume of the the type of saturation sensor that was used is about 3 cm tall when the sensor
is oriented the way that they were in the experiment (Limsuwat et al., 2009). Therefore,
the dissolved CO2 measurement ports were an average of 2.5 cm away from the edges of
the sampling volumes of the saturation sensors. In comparison to the large overall scale of
the experiment, this distance is small enough to assume that the state of the CO2 was quite
similar between two adjacent measurements of the two di↵erent CO2 phases in this analysis.
The data from the adjacent dissolved and gaseous CO2 measurement locations are shown
in Figure 6.13. The graph shows trends from the first 10 d of the experiment, because this is
the period of time in which gas phase was clearly observed at the sensor locations. All of the
dissolved concentration measurements were normalized to the theoretical solubility limits
at the particular places and times, according to measured temperatures and hydrostatic
pressures. Thus, the two Y-axes in the graph are comparable, because they both extend
between two extremes that are represented by 1 and 0.
Figure 6.13 shows fairly clearly that the two phases of CO2 were not at complete equi-
librium near the edge of the region where gas phase CO2 accumulated underneath the fine
layer during the early part of the experiment. If the local equilibrium assumption were
correct, then gas phase could only form (i.e., water saturation could only drop below 1) if
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Figure 6.13: Data from several adjacent gas phase CO2 saturation and dissolved phase CO2
concentration measurement points within the large 2-D tank during the experiment. All four
of the measurement points were located along the same vertical profile at x = 137.25 cm.
the dissolved CO2 concentration at that particular location and time was at the solubility
limit (i.e., if the normalized concentration was equal to 1). This assumption is challenged
by the data shown in Figure 6.13, because gas phase CO2 was clearly observed at both of
the saturation measurement points shown, yet the nearby dissolved CO2 concentrations were
not anywhere near the corresponding solubility limits.
The measurements used for this dissolution analysis were somewhat distant from the
region of high gas saturation directly above the injection port (i.e., the highest saturations
were measured about 30.5 cm upstream of the sensors that produced the data shown in
Figure 6.13). The fact that the phases were not at equilibrium at the analyzed locations
could indicate that rate-limited mass transfer occurred only at the periphery of the gas phase
accumulation zone, where the gas phase was exposed to flowing clean water. It is likely that
the dissolved CO2 concentration was at the solubility limit within the region of highest gas
saturation, but unfortunately there were no dissolved phase sampling ports located inside
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that relatively small region, so this hypothesis cannot be fully tested with the data from
this experiment. Therefore, as is described in Section 6.4, the data from the experiment
were compared to an equilibrium-based model to assess the e↵ect of the local equilibrium
assumption.
6.4 Numerical Simulations
There were two main goals for the numerical modeling component of this work. The first
was to fit an FEHM model to the data from the large 2-D tank experiment. This involved a
broad sensitivity analysis, wherein the e↵ects of various constitutive relationship parameters
and conditions were tested by conducting a large number of simulations. Since the test sands
that were used in the experiment were highly characterized, we did not need to use basic
porous media properties such as hydraulic conductivity as fitting parameters. Instead, the
external conditions and (typically more uncertain) multiphase flow parameters were used to
fit the model to the experiment.
The second goal of the modeling work was to extend the understanding that was gained
from the 1-D work described in previous chapters to more realistic, 2-D scenarios. This
was done by using the fitted model from the first part of the modeling e↵ort to simulate a
di↵erent type of layered porous media system. The numerical modeling e↵ort also builds
upon the work of Porter et al. (2015), who benchmarked FEHM using the data from the
previously described column experiments. Besides the larger scale and dimensionality, the
model used for this work is also di↵erent from the one developed by Porter et al. (2015)
because it employs the Brooks and Corey (1964) formulation for both of the saturation-
dependent constitutive relationships, whereas Porter et al. (2015) used a combination of
Brooks and Corey (1964) and van Genuchten (1980) models.
Each numerical simulation conducted for this research consisted of four parts. In the
first part, a hydrostatic pressure distribution was established throughout the model domain
by setting constant pressure gradients along the upstream and downstream ends of the
domain. The second part of each simulation established flow of water across the model
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domain by setting constant pressure or flux conditions to single nodes near the locations
of the experimental inflow and outflow ports. The third part then simulated injection of
CO2-saturated water into a single node at (x, y, z ) = (106.75, 0.03, 9) cm. Finally, in the
fourth part of each simulation, the simulated injection of CO2-saturated water was stopped,
and flow of clean water across the tank was allowed to continue.
The durations of the second, third and fourth parts of each simulation matched those
of the experiment. That is, background water flow was established over the period from
t = -14 until 0 d, CO2-saturated water injection was simulated from t = 0 until 1.888 d,
and the post-injection period lasted from t = 1.888 until 27 d. The background water
flow rates were set as the slopes of the linear regressions of the experimentally measured
cumulative water outflow curves (shown as black lines in Figure 6.4). The rate of CO2-
saturated water injection was also set equal to that of the experiment (11.2 cm3min-1), and
the saturation pressure was given an initial value of 13 kPa, because this is the value that
was aimed for in the experiment. Eventually, the outflow from the middle compartment o
the downstream boundary was eliminated in order to get a better match between the model
and the experiment.
6.4.1 Model Fitting Methodology
As is shown in Figure 6.14, the model domain was setup with a geometry that matched
the large 2-D experimental test system. Except for the boundary regions where the gravel
packs were incorporated, the grid blocks were 15.25 cm x 3 cm 9 cm. This discretization
was chosen because it allowed the model to converge within a reasonable amount of time
(< 12 hr), while still providing enough resolution to compare the simulated CO2 evolution
behavior to that which was observed in the experiment. The grid cells on the left (upstream)
and right (downstream) sides of the tank were given an x-dimension of 10 cm, so that the
geometry of the simulated gravel pack regions would match that of the experiment.
At first, the porous media parameters for all of the grid cells were assigned values that






































































Figure 6.14: Setup for the numerical model. During the fitting process, “porous medium
#1” was coarse sand (Granusil #20/30), and “porous medium #2” was fine sand (#110/250
mixture). During the porous media contrast investigation, the porous media properties were
changed to represent a di↵erent sand combination.
#20/30). The properties of the cells within the parts of the domain where di↵erent media
existed in the experimental system were then changed to the properties of the corresponding
media. The nodes that represented the gravel packs on the upstream and downstream ends of
the tank were changed to experimentally measured characteristics of the gravel that was used
in the experiment (Granusil #8). The properties of the fine sand and clay were estimated
from generally accepted values for these types of media, and then assigned to the appropriate
nodes within the model domain. The material properties are summarized in Table 6.1.
Various constitutive relationship parameters for the simulated coarse sand were then
adjusted between di↵erent simulations to assess the sensitivity of the model. The goal of
this e↵ort was to determine which combination of parameters would lead to the best match
between the simulated and experimentally measured CO2 evolution behavior. Simulations
were conducted with hd and Sgr values that were lower and higher than their experimentally
measured values, respectively. Since there was significant uncertainty in the precision of
the experimental CO2-water infusion system and dissolved CO2 measurement method, the
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Table 6.1: Properties of the media that were used in the large tank experiment, and starting
values for the properties assigned to the grid blocks within the numerical model (Fetter,
1994; Sakaki & Illangasekare, 2007). hd and   are parameters from the Brooks and Corey

























1.52 0.118 0.0332 6.24 x 10-5 3.06 x 10-8
  0.396 0.406 0.422 0.35 0.465
Srg 0.126 0.153 0.128 0.006 0.252
Srw 0.073 0.096 0.088 0.168 0.176
hd (cm H2O) 5.9 15.8 29.5 81.0 88.6






0.1252 0.0528 0.0267 2.31 x 10-3 1.08 x 10-4
n 9.03 9.32 10.67 15.70 21.56
simulated saturation pressure was also adjusted to fit the model to the experiment.
Porter et al. (2015) showed that CO2 gas evolution behavior as modeled by FEHM
is a↵ected by the saturation pressure of the injected CO2-water (Psat), the residual gas
saturation in the relative permeability-saturation model (Sgr) and the displacement pressure
in the capillary pressure-saturation model (hd). However, since Porter et al. used a 1-D model
domain, it is still unknown how well FEHM captures CO2 gas evolution processes in systems
where the fluids are free to move in two dimensions (i.e., both laterally and vertically).
Therefore, we systematically tested the a↵ects of the same porous media parameters in the
large 2-D system by running the simulations that are listed in Table 6.2. The adjusted
value for Psat (20.7 kPa) is the maximum pressure that the experimental CO2-water infusion
system would produce if the Mariotte bottle malfunctioned. The adjusted value for Sgr (0.35)
was based on the findings of Porter et al. (2015), and the adjusted displacement pressure
(10 cm H2O) was chosen because it would be reasonable for this value to be attained if the
coarse sand in the experiment were not packed as tightly as it possibly could be.
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Table 6.2: Parameters that were adjusted during the model fitting process. The higher Psat
value was 20.7 as opposed to 13 kPa, the higher Sgr value was 0.35 as opposed to 0.153, and
the lower hd value was 10 as opposed to 15.8 cm H2O.
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6.4.2 Model Fitting Results
Simulation #1 was conducted without adjusting any of the parameters from the initial
values given in Table 6.1. This simulation is therefore referred to as the “base case” for
the model fitting process. The migration of dissolved CO2 through the lower aquifer during
the base case simulation is shown in Figure 6.15. While the dissolved CO2 migrated across
the tank slightly more slowly in the simulation than it did in the experiment, the observed
and simulated aqueous plume behaved qualitatively similar to the experiment. Furthermore,
the normalized dissolved CO2 concentrations were quantitatively similar to those that were
observed in the experiment (see Figure 6.7). As was predicted, the dissolved plume migrated
along the bottom of the tank because it was slightly heavier than the clean water that
surrounded it.
The gas phase evolution behavior from the base case simulation is shown in Figure 6.16.
The gas phase did not accumulate under the fine layer to nearly as high of a saturation as
it did in the experiment (see Figure 6.10). The gas phase also re-dissolved into the clean
water much more quickly in the simulation than it did in the experiment. To alleviate these
discrepancies was the main motivation for adjusting the mulitphase flow parameters in the
subsequent model fitting simulations.
The results of the model fitting simulations are shown in Figure 6.17. Because the













Figure 6.16: Evolution of gas phase CO2 within the lower aquifer during the base case
simulation.
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dissolved CO2 migration behavior did not vary significantly among the simulations. On the
other hand, the gas phase CO2 evolution behavior was significantly a↵ected by the parameter
adjustments. Once simulated injection of CO2-saturated water was stopped, the exsolved
gas phase re-dissolved rather quickly in each simulation, similar to how it did in the base case
(see Figure 6.16). Therefore, each plot in Figure 6.17 shows the state of the gas phase CO2
plume near the end of the CO2-saturated water injection period of a particular simulation.
Figure 6.17(a) shows that clear gas phase accumulation occurred underneath the fine
layer when the saturation pressure was increased. Figure 6.17(b) shows that increasing the
residual gas saturation caused gas phase saturations to become higher than they did in
the base case, although the gas plume did not reach the fine layer and therefore did not
accumulate. From Figure 6.17(c), it is clear that decreasing the displacement pressure of the
coarse sand caused the gas phase to migrate upward more preferentially and higher than it
did in the base case. As is shown in Figure 6.17(d), adjusting all three of the aforementioned
parameters caused significant gas phase CO2 to form, and spread out slightly underneath
the fine layer, accumulate to a high saturation, much like it did in the experiment.
6.4.3 2-D Sand Contrast Investigation
Although the best match to the experimental data was provided by the simulation in
which all three of the input parameters were adjusted (Simulation #5), the model did not
converge when this set of coarse sand parameters was used in combination with any simu-
lated sand type other than the fine sand. Therefore, the second best numerical simulation
(Simulation #2, in which only the saturation pressure was adjusted from the base case) was
treated as the “fitted model.” This section describes how the fitted model was then used to
further investigate CO2 transport in another potential leakage scenario.
Previous chapters showed that di↵erent levels of contrast between the two types of porous
media in a layered configuration can produce di↵erent types of CO2 gas evolution behavior.
Therefore, a final simulation was conducted to investigate the CO2 transport in the large






Figure 6.17: State of the gas phase CO2 plume near the end of the CO2-saturated water
injection period of model fitting simulation #: (a) 2, (b) 3, (c) 4, and (d) 5.
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experiment. For this simulation, the layer of fine sand in the middle of the model was
replaced with a layer of medium sand (Granusil #50). This changed the value of 4Pe from
6.52 to 1.37 kPa, which is significantly di↵erent, but still above the threshold for heterogneity-
enhanced gas phase CO2 evolution (< 0.4 kPa) that was investigated in Chapter 5. The
relevant properties of the medium sand are given along with those of the other porous media
in Table 6.1. The background water flow rates and durations, as well as the CO2-saturated
water injection scheme, were the same in the coarse-medium simulation as they were in
coarse-fine Simulation #2 (the “fitted model”).
The results of the coarse-medium large 2-D simulation are shown in Figure 6.18 and
Figure 6.19. Whereas both phases of CO2 were mostly confined to the “lower aquifer” in
the experiment and the model fitting simulations (i.e., when the layer of porous media in
the middle of the system was fine sand), the dissolved phase clearly migrated to the top of
the entire model domain when the middle layer was given the properties of medium sand.
Therefore, the plots for the coarse-medium simulation show the entire model domain, instead
of just the bottom 72 cm.
Even though the simulated medium sand was far more permeable and had a far lower
displacement pressure than the fine sand that was used in the experiment and model fitting
simulations, gas phase CO2 still accumulated beneath the layer of medium sand to a signifi-
cant degree. The gas phase then re-dissolved after the CO2-water injection was stopped, but
not as quickly as it had in the coarse-fine simulations (approximately the same gas phase
distribution remained in the lower aquifer after 4 days of the coarse-medium simulation as
there was after only 3 days of the coarse-fine simulation). This is most likely due to the
di↵erence in the water flow patterns between the two simulations. The permeability of the
medium sand was apparently high enough to facilitate flow of water across the entire vertical
cross section of the model domain, instead of just through the coarse sand layers as in the
experiment and the coarse-fine simulations. Thus, less of the clean water that came into






Figure 6.18: Dissolved CO2 migration during the simulation in which the layer in the middle






Figure 6.19: Gas phase CO2 evolution during the simulation in which the layer in the middle
of the domain was given the properties of medium sand.
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phase had accumulated, leading to less/slower contact between the the pure CO2 gas phase
and the undersaturated water. This led to less driving force for dissolution.
When the dissolved plume reached the top of the system, a large portion of the CO2
exsolved due to the low (atmospheric) pressure at that location, and then escaped into
the atmosphere. As gas exsolved and escaped from the top, the dissolved plume slowly
diminished and disappeared, rather than advecting along the lower aquifer as it had done in
the coarse-fine system. This indicates that CO2 is more likely to migrate further laterally in
the dissolved phase when there are greatly varying layers of porous media within a shallow
aquifer, and it is more likely to escape into the atmosphere when there are less contrasting
layers within the system. Both types of scenarios can lead to potential risks, but knowing
and being able to predict which types of systems lead to which type of risk can lead to more




The research that was conducted for this dissertation helped to improve fundamental
understanding of several aspects of CO2 migration within shallow aquifers. The knowledge
that was gained will help reporters to develop more e↵ective risk assessment and mitigation
strategies for GCS projects in the future. This chapter will first summarize the general
approach that was taken. It will then list the conclusions that were reached through the re-
search that was conducted for Chapters 4, 5, and 6 (i.e., Papers I, II, and III, respectively).
Finally, some recommendations for further investigation will be given.
7.1 Summary
In order to predict and mitigate the potential consequences of GCS, it is important
to understand and be able to predict the various processes that CO2 is likely to undergo
if and when it leaks into a shallow aquifer. These processes, collectively referred to as
“multiphase CO2 evolution” involve advection, dispersion, dissolution, exsolution, gas phase
accumulation, and multiphase flow. They are a↵ected by the conditions of the system (i.e.,
temperature and pressure) as well as the properties of the porous media that make up the
system (i.e., permeability, multiphase flow properties such as residual gas saturation and
entry pressure, and heterogeneous architecture).
The relationships among the factors that control multiphase CO2 evolution were inves-
tigated using a multiscale testing approach. First, as was described in Chapter 4, a long
column was used to qualitatively assess the e↵ects of various factors on the process of CO2
exsolution from a dissolved source in 1-D systems. Then, as described in Chapter 5, a
quantitative, predictive theory was developed to more precisely define the e↵ects of various
parameters and conditions on CO2 evolution processes in 1-D. Finally, the primarily 1-D
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concepts that were developed and tested in Chapters 4 and 5 were extended into 2-D sys-
tems, and the e↵ects of lateral fluid flow were investigated through an intermediate-scale 2-D
tank experiment. Chapter 6 described this experiment, as well as the development, fitting,
and further use of a corresponding numerical model.
7.2 Conclusions from Paper I
In Chapter 4 (i.e., Paper I), the factors controlling CO2 evolution in shallow aquifers
were qualitatively investigated by simplifying the problem to 1-D intermediate-scale scenarios
with simple heterogeneities. The experiments conducted in the long column and rectangular
column provided evidence supporting the hypothesis that heterogeneity controls the evolu-
tion of gas phase in realistic large-scale systems. Specifically, the following conclusions were
reached:
1. Gas phase formed connected gas clusters within the sandy porous media that were
used. These clusters had a very uniform distribution in the coarser sands, but formed
capillary fingers in the finer sand due to the relatively higher capillary forces in the
fine sand.
2. In all of the sands, continuous gas flow paths were created. The velocities with which
gas phase moved through the system (as measured by the times of the initial gas
outflow detection at the column outlet) were:
(a) Insensitive to the heterogeneous packing configurations, but
(b) Sensitive to the CO2 concentrations in the injected water (the saturation pressures
of the experiments). In particular, the rates of gas phase migration were:
i. Faster than the aqueous phase injection rate in oversaturated experiments,
and
ii. Slower than the aqueous phase injection rate in undersaturated experiments.
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3. Regardless of the particular sand packing or test system used, the steady-state gas
saturations were always between 0.2 and 0.4, which corresponds to the bond percolation
threshold (Sakaki et al., 2013).
4. The rate of CO2 gas phase evolution can be enhanced by various types of heterogeneities
including interfaces between di↵erent soils and discontinuities in fine layers. This
enhancement is the result of significant changes in the following conditions as the
water encounters these heterogeneities:
(a) the relative importance of capillary forces (i.e., changes in the Bond number
and/or the capillary number),
(b) the specific surface area of the sands, and
(c) the pressure gradient in the water phase.
5. Heterogeneities only enhance the evolution of gas phase if they exist at a location where
the water is oversaturated with dissolved CO2 (i.e., if they are located within the zone
of oversaturation).
6. The greater the contrast between two types of porous media, the greater the e↵ect of
heterogeneity on the gas evolution process.
(a) This is due to greater changes in the relative importance of capillary forces, specific
surface area, and pressure gradient.
7. The pressure gradient becomes greater when crossing an interface from coarse to fine
sand, while it parallels hydrostatic in homogeneous regions or while crossing interfaces
from fine to coarse sand. This indicates that pressure buildup underneath local low-
permeability heterogeneities could be a driving force behind heterogeneity-enhanced
gas evolution in systems with purely 1-D upward flow (e.g., flow along a faulty well
casing).
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8. In systems where heterogeneity causes two-dimensional flow paths, gas tends to travel
preferentially through regions of higher permeability a. When discontinuities exist
through low permeability layers, gas travels through them. This leads to nonzero gas
saturations in these regions.
9. Exsolved gas tends to accumulate underneath low-permeability heterogeneities, which
leads to lateral spreading of the gas phase.
10. When CO2 -saturated water is flowing through discontinuities in fine sand layers, slower
injection rates lead to relatively faster evolution of the gas phase. This is because low
velocities cause the capillary number to be low everywhere in the system, meaning
that the relative importance of capillary forces is similar everywhere. Therefore, het-
erogeneity does not a↵ect the gas evolution as much in these cases as in cases with
faster aqueous phase flow rates.
7.3 Conclusions from Paper II
Based on the findings from Chapter 4 (i.e., Paper I), several theoretical postulations
were made to quantitatively predict the conditions under which heterogeneity enhances gas
phase CO2 evolution in the shallow subsurface, as described in Chapter 5 (i.e., Paper II).
This theory was then rigorously tested with an extensive set of short column experiments
involving various combinations of porous media. By statistically analyzing the compiled
results from all of the experiments, the following general conclusions were reached:
1. It is possible to predict with fairly good accuracy when a geologic facies transition will
enhance CO2 gas phase evolution and when it will not. The method we suggest for
determining the type of gas phase evolution takes into account the vertical distance
between the heterogeneity and the dissolved CO2 source, the properties of the porous
media that make up the heterogeneity, and the concentration of dissolved CO2 in the
flowing water.
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2. Porous media interfaces where less permeable material overlies more permeable mate-
rial in the direction of flow a↵ect gas evolution more often and more significantly than
interfaces where the more permeable material is on top. Specifically, the threshold
porous media contrast for gas phase evolution enhancement, as quantified by 4Pe, in
finer-over-coarser configurations is less than 0.4 kPa, while it is somewhere between
-2.6 and -1.7 kPa for coarser-over-finer interfaces.
3. There appears to be an approximate log-linear relationship between the oversaturation
pressure and the timing of initial gas evolution in heterogeneous systems.
4. When a low-permeability porous medium overlies a more permeable medium, the
amount of CO2 gas that accumulates near the interface is controlled by the di↵er-
ence in capillary entry pressures between the two types of porous media. However,
when a high-permeability porous medium exists above a less permeable medium, the
permeability of the upper medium seems to control the amount of gas that accumulates
near the interface.
Since the postulations in Chapter 5 (i.e., Paper II) were quantitative and predictive, they
provide a concrete basis for more realistic risk assessment predictions for GCS projects. The
new defining parameter that we developed, referred to as “oversaturation” or 4Po, allows
for quantitative predictions of the conditions that lead to heterogeneity-enhanced gas phase
evolution in initially water-saturated porous media. The parameter is formulated such that, if
the concentration of dissolved CO2 in water that leaks into a shallow aquifer, and the capillary
entry pressures of the two types of porous media that make up the heterogeneous system,
are all known, it is possible to predict when and where significant gas phase saturations will
initially develop within the system.
7.4 Conclusions from Paper III
Since field sites are inherently complex, large, and multidimensional, Chapter 6 (i.e.,
the material that will soon be formulated into Paper III) sought to extend the theory and
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concepts that were developed for 1-D systems in Chapters 4 and 5 into more realistic systems.
The first step in this process is to investigate large, 2-D systems that resemble shallow aquifers
with simple geologic heterogeneity (i.e., continuous layers of di↵erent types of porous media).
In an e↵ort to bridge the gap between the laboratory scale and the field scale, a complex,
highly controlled, densely instrumented, intermediate-scale 2-D experimental system was
developed and used to investigate multiphase CO2 evolution in the presence of lateral water
flow. The results of an experiment that was conducted in the large 2-D system, as well as
the development, fitting, and use of a corresponding numerical model, led to the following
general conclusions regarding the fate and transport of CO2 that enters a shallow aquifer as
a dissolved source:
1. The overall fate and transport of CO2 within a shallow aquifer is significantly a↵ected
by multidimensional water flow processes, which are in turn driven by the type of
heterogeneity that is present within the system.
(a) Layers of low-permeability material generally cause the CO2 to behave as follows:
i. A large portion of the CO2 remains dissolved in the at the bottom of the
aquifer, even if the dissolved source is “oversaturated” with CO2 in relation
to the temperature and pressure conditions near the leakage location. Since
leakage is likely to be a slow process and therefore does not drive upward
migration via large pressure gradients, the density of the CO2-laden water
causes it to pool along the bottom of the aquifer.
ii. Even if some of the CO2 does exsolve, the gas phase is likely to accumulate
beneath the fine material, where it can persist for a period of time as gas
phase, slowly di↵use into and then potentially back out of the water inside
the fine material, and/or re-dissolve into clean water that is flowing through
the high-permeability material of the aquifer.
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iii. Little to no CO2 migrates through the fine material, into the coarse material
above it, or into the atmosphere above that.
iv. Overall, these processes lead to e↵ective attenuation of potential vertical CO2
migration toward and into the atmosphere.
A. However, significant horizontal migration and persistence of the dissolved
CO2 may occur when there is little water flow through fine material. This
could lead to other potential risks such as mobilization and migration of
other potential contaminants.
(b) If CO2 encounters heterogneity where the contrast in permeabilities (or, as in
the previously presented theory, air entry pressures) between two porous media
layers is relatively small, the fate and transport of the CO2 could be significantly
di↵erent from the previously described scenario.
i. While some CO2 may still exsolve and accumulate underneath areas of finer
material, some may also be transported upward through the finer material
in the dissolved phase. This could lead to secondary exsolution closer to the
ground surface, and potentially eventual leakage of gas phase CO2 into the
atmosphere.
ii. If the gas phase leakage rate is su cient, this upward, buoyancy and mass
transfer-driven process could outweigh the lateral dissolved CO2 migration.
This means that the horizontal migration of the dissolved CO2 is e↵ectively
attenuated, whereas the vertical migration is not.
iii. This type of scenario leads to a di↵erent kind of risk (i.e, leakage of gas
phase CO2 to the atmosphere). Therefore, it is important to understand the
stratigraphy of USDWs in order to generate e↵ective MRV plans and risk
assessment/mitigation strategies.
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2. Mass transfer between the aqueous and gaseous phases of CO2 is not necessarily always
an equilibrium-based process. It appears that it is possible for gas phase CO2 to exist,
even if the water near that particular location is not fully saturated with dissolved
gas and, vice versa, for aqueous CO2 to be at the solubility limit without gas phase
forming at that location. More work needs to be done to further determine when
the local equilibrium assumption adequately describes CO2 mass transfer processes in
porous media, and when it does not.
While the work presented in Chapter 6, which will soon be formulated into Paper III,
provided insight on the fundamental processes of multiphase CO2 transport in somewhat
realistic scenarios, the findings are still mostly applicable to the idealized experimental and
numerical systems that were used. As is described in Section 7.5, further research is necessary
to apply the findings to field sites that could be considered for GCS projects.
7.5 Recommendations for Further Research
Further investigation is necessary to apply the theoretical findings of this research to
the development of e↵ective monitoring and risk assessment strategies for GCS sites in
the field. For one, better understanding is needed as to which types of leakage scenarios
and system conditions lead to equilibrium versus non-equilibrium (i.e., rate-limited) mass
transfer of CO2 between the gaseous and aqueous phases in porous media. To investigate
this will require a numerical tool that has the capability of simulating the non-equilibrium
processes. This model could be first compared to the existing experimental data, as well as
the equilibrium-based FEHM results, and then validated by running a new experiment with
di↵erent parameters and/or conditions than the first and comparing its results to those of
new simulations performed with the two di↵erent models.
Secondly, our findings regarding the transport of dissolved CO2 through shallow aquifers
could be used in conjunction with a geochemical reactive transport model to assess the extent
and severity of groundwater contamination that may be caused by CO2 leakage. This risk
152
could be quantitatively weighed against the potential risk that gas phase CO2 formation
and migration would cause during the same leakage event (i.e., primarily, escape into the
atmosphere). One way to assess the risks caused by the dissolved phase could be to simulate
potential geochemical reactions that could occur if and when CO2 encounters other minerals
besides the quartz sands that were used in the experiments that were conducted for this
dissertation. Also, the e↵ects of salinity on multiphase CO2 transport could be investigated
as well. These e↵orts would lead to useful knowledge, because CO2-saturated water that
leaks from a deep geologic sequestration site into the shallow subsurface is likely to contain
other dissolved components besides dissolved CO2 , and is likely to encounter other minerals
besides quartz.
Finally, a third potential avenue of future research could be to investigate the process of
CO2 transport through the vadose zone and across the porous media-atmospheric interface.
While the research presented in this dissertation significantly improved our understanding of
multiphase CO2 transport through the saturated zone of the subsurface, the fundamentally
di↵erent processes that occur in the unsaturated zone are also important to understand,
because escape of CO2 gas into the atmosphere or into foundations of buildings could be a
major concern during possible leakage of CO2 from geologic sequestration sites.
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Mouche, Emmanuel, Hayek, Mohamed, & Mügler, Claude. 2010. Upscaling of CO2 vertical
migration through a periodic layered porous medium: The capillary-free and capillary-
dominant cases. Advances in Water Resources, 33(9), 1164–1175.
Moulu, J.C. 1989. Solution-gas drive: Experiments and simulation. Journal of Petroleum
Science and Engineering, 2, 379–386.
Mualem, Yechezkel. 1976. A New Model for Predicting the Hydraulic Conductivity of Un-
saturated Porous Media. Water Resources Research, 12(3), 513–522.
158
Nambi, Indumathi M., & Powers, Susan E. 2003. Mass transfer correlations for nonaque-
ous phase liquid dissolution from regions with high initial saturations. Water Resources
Research, 39(2), 1–11.
Navarre-Sitchler, Alexis K., Maxwell, Reed M., Siirila, Erica R., Hammond, Glenn E.,
& Lichtner, Peter C. 2013. Elucidating geochemical response of shallow heterogeneous
aquifers to CO2 leakage using high-performance computing: Implications for monitoring
of CO2 sequestration. Advances in Water Resources, 53(Mar.), 45–55.
Nelson, Philip H. 2003. Subsurface Pressures from Drill-Stem Tests, Uinta and Piceance
Basins, Utah and Colorado. In: Petroleum Systems and Geologic Assessment of Oil and
Gas in the Uinta-Piceance Province, Utah and Colorado, version 1.0 edn. USGS digital
data series, vol. 14, nos. DDS–69–B. Denver, CO: U.S. Dept. of the Interior, U.S. Geological
Survey.
Oldenburg, C. M., & Lewicki, J. L. 2006. On leakage and seepage of CO2 from geologic
storage sites into surface water. Environmental Geology, 50(5), 691–705.
Oldenburg, C. M., & Unger, A. J. A. 2004. Coupled Vadose Zone and Atmospheric Surface-
Layer Transport of Carbon Dioxide from Geologic Carbon Sequestration Sites. Vadose
Zone Journal, 3(3), 848–857.
Oldenburg, Curtis M. 2007. Migration Mechanisms and Potential Impacts of CO2 Leakage
and Seepage. Pages 127–146 of: Carbon Capture and Sequestration: Integrating Technol-
ogy, Monitoring, Regulation. Wiley-Blackwell.
Pacala, S., & Socolow, R. 2004. Stabilization Wedges: Solving the Climate Problem for the
Next 50 Years with Current Technologies. Science, 305(Aug.), 968–972.
Parlar, M., & Yortsos, Y. C. 1989. Nucleation and Pore Geometry E↵ects in Capillary
Desorption Processes in Porous Media. Journal of Colloid and Interface Science, 132(2),
425–443.
Plampin, Michael, Illangasekare, Tissa, Sakaki, Toshihiro, & Pawar, Rajesh. 2014a. Ex-
perimental study of gas evolution in heterogeneous shallow subsurface formations during
leakage of stored CO2. International Journal of Greenhouse Gas Control, 22, 47–62.
Plampin, Michael R., Lassen, Rune N., Sakaki, Toshihiro, Porter, Mark L., Pawar, Rajesh J.,
Jensen, Karsten H., & Illangasekare, Tissa H. 2014b. Heterogeneity-enhanced gas phase
formation in shallow aquifers during leakage of CO 2$ -saturated water from geologic
sequestration sites. Water Resources Research, 50(12), 9251–9266.
159
Plampin, Michael R., Porter, Mark, Pawar, Rajesh, & Illangasekare, Tissa H. 2014c. Multi-
scale Experimentation and Numerical Modeling for Process Understanding of CO2 Atten-
uation in the shallow subsurface. Pages 4824–4833 of: Energy Procedia, vol. 63.
Plampin, Michael R., Porter, Mark L., Fucik, Radek, Petri, Benjamin, Pawar, Rajesh J., &
Illangasekare, Tissa H. 2015. Multiphase CO2 attenuation in shallow aquifers by hetero-
geneity driven advection, exsolution, and dissolution – an intermediate scale experimental
and numerical study. Water Resources Research (in preparation).
Pooladi-Darvish, M., & Firoozabadi, A. 1999. Solution-gas Drive in Heavy Oil Reservoirs.
Journal of Canadian Petroleum Technology, 38(4), 54–61.
Porter, Mark L., Plampin, Michael, Pawar, Rajesh, & Illangasekare, Tissa. 2014. CO2 Leak-
age Into Shallow Aquifers: Modeling CO2 Gas Evolution and Accumulation at Interfaces
of Heterogeneity. Pages 3253–3260 of: Energy Procedia, vol. 63.
Porter, Mark L., Plampin, Michael, Pawar, Rajesh, & Illangasekare, Tissa. 2015. CO2 leakage
in shallow aquifers: A benchmark modeling study of CO2 gas evolution in heterogeneous
porous media. International Journal of Greenhouse Gas Control, 39(Aug.), 51–61.
Roosevelt, Sharon E., & Corapcioglu, M. Yavuz. 1998. Air bubble migration in a granular
porous medium: Experimental studies. Water Resources Research, 34(5), 1131–1142.
Ruprecht, Catherine, & Falta, Ronald W. 2012 (Sept.). Comparison of supercritical and
dissolved CO2 injection schemes.
Saba, Tarek, & Illangasekare, Tissa H. 2000. E↵ect of groundwater flow dimensionality on
mass transfer from entrapped nonaqueous phase liquid contaminants. Water Resources
Research, 36(4), 971–979.
Sakaki, Toshihiro, & Illangasekare, Tissa H. 2007. Comparison of height-averaged and point-
measured capillary pressure-saturation relations for sands using a modified Tempe cell:
TECHNICAL NOTE. Water Resources Research, 43(12), n/a–n/a.
Sakaki, Toshihiro, Limsuwat, Anuchit, Smits, Kathleen M., & Illangasekare, Tissa H. 2008.
Empirical two-point alpha -mixing model for calibrating the ECH 2 O EC-5 soil moisture
sensor in sands. Water Resources Research, 44(W00D08), 1–8.
Sakaki, Toshihiro, Limsuwat, Anuchit, & Illangasekare, Tissa. 2011. A simple method for
calibrating dielectric soil moisture sensors: Laboratory validation in sands. Vadose Zone
Journal, 10, 526–531.
160
Sakaki, Toshihiro, Plampin, Michael R., Pawar, Rajesh, Komatsu, Mitsuru, & Illangasekare,
Tissa H. 2013. What controls carbon dioxide gas phase evolution in the subsurface?
Experimental observations in a 4.5m-long column under di↵erent heterogeneity conditions.
International Journal of Greenhouse Gas Control, 17(Sept.), 66–77.
Sander, Rolf. 1999. Compilation of Henry’s Law Constants for Inorganic and Organic Species
of Potential Importance in Environmental Chemistry. Tech. rept. 3. Max-Planck Institute
of Chemistry.
Schroth, M. H., Ahearn, S. J., Selker, J. S., & Istok, J. D. 1996. Characterization of Miller-
Similar Silica Sands for Laboratory Hydrologic Studies. Soil Sciences Society of America
Journal, 60, 1331–1339.
Selker, John S., Niemet, Michael, Mcdu e, Norton G., Gorelick, Steven M., & Parlange,
Jean-Yves. 2006. The Local Geometry of Gas Injection into Saturated Homogeneous
Porous Media. Transport in Porous Media, 68(1), 107–127.
Siirila, Erica R., Navarre-Sitchler, Alexis K., Maxwell, Reed M., & McCray, John E. 2012.
A quantitative methodology to assess the risks to human health from CO2 leakage into
groundwater. Advances in Water Resources, 36, 146–164.
Smits, Kathleen M. 2010. Non-Isothermal Soil Moisture Processes in the Shallow Subsur-
face Influenced by Atmospheric Boundary Conditions: Numerical and Experimental Study.
Ph.D. thesis, Colorado School of Mines, Golden, Colorado.
Sulaymon, Abbas H., & Gzar, Hatem Asal. 2011. Experimental investigation and numerical
modeling of light nonaqueous phase liquid dissolution and transport in a saturated zone
of the soil. Journal of Hazardous Materials, 186(2-3), 1601–1614.
Trautz, Robert C., Pugh, John D., Varadharajan, Charuleka, Zheng, Liange, Bianchi, Marco,
Nico, Peter S., Spycher, Nicolas F., Newell, Dennis L., Esposito, Richard A., Wu, Yuxin,
Da✏on, Baptiste, Hubbard, Susan S., & Birkholzer, Jens T. 2013. E↵ect of Dissolved CO
2$ on a Shallow Groundwater System: A Controlled Release Field Experiment. Environ-
mental Science & Technology, 47(1), 298–305.
Tsimpanogiannis, Ioannis N., & Yortsos, Y. C. 2002. Model for the gas evolution in a porous
medium driven by solute di↵usion. American Institute of Chemical Engineers Journal,
48(11), 2690–2710.
Tsimpanogiannis, Ioannis N., & Yortsos, Y. C. 2004. The critical gas saturation in a porous
medium in the presence of gravity. Journal of Colloid and Interface Science, 270, 388–395.
161
van Duijn, Cornelis Johannes, Eichel, Hartmut, Helmig, Rainer, & Pop, Iuliu Sorin. 2007.
E↵ective equations for two-phase flow in porous media: the e↵ect of trapping on the
microscale. Transport in Porous Media, 69(3), 411–428.
van Genuchten, M. Th. 1980. A Closed-form Equation for Predicting the Hydraulic Con-
ductivity of Unsaturated Soils. Soil Science Society of America Journal, 44(5), 892–898.
Wilson, Elizabeth J., Friedmann, S. Julio, & Pollak, Melisa F. 2007. Research for Deploy-
ment: Incorporating Risk, Regulation, and Liability for Carbon Capture and Sequestra-
tion. Environmental Science & Technology, 41(17), 5945–5952.
Wilt, P. M. 1986. Nucleation Rates and Bubble Stability in Water-Carbon Dioxide Solutions.
Journal of Colloid and Interface Science, 112(2), 530–538.
Xu, Gang, Li, Le, Yang, Yongping, Tian, Longhu, Liu, Tong, & Zhang, Kai. 2012. A novel
CO2 cryogenic liquefaction and separation system. Energy, 42(1), 522–529.
Yortsos, Y. C., Xu, B., & Salin, D. 1997. Phase Diagram of Fully Developed Drainage in
Porous Media. Physical Review Letters, 79(23), 4581–4584.
Zhao, Weishu, & Ioannidis, Marios A. 2011. Gas exsolution and flow during supersaturated
water injection in porous media: I. Pore network modeling. Advances in Water Resources,
34, 2–14.
Zheng, Liange, Spycher, Nicolas, Varadharajan, Charuleka, Tinnacher, Ruth M., Pugh,
John D., Bianchi, Marco, Birkholzer, Jens, Nico, Peter S., & Trautz, Robert C. 2015.
On the mobilization of metals by CO 2 leakage into shallow aquifers: exploring release
mechanisms by modeling field and laboratory experiments. Greenhouse Gases: Science
and Technology, Apr., n/a–n/a.
Zuo, Lin, Krevor, Samuel, Falta, Ronald W., & Benson, Sally M. 2012. An experimental
study of CO2 exsolution and relative permeability measurements during CO2 saturated
water depressurization. Transport in Porous Media, 91, 459–478.
Zuo, Lin, Zhang, Changyong, Falta, Ronald W., & Benson, Sally M. 2013. Micromodel
investigations of CO2 exsolution from carbonated water in sedimentary rocks. Advances
in Water Resources, 53, 188–197.
Zyvoloski, G. 2007. FEHM: A control volume finite element code for simulating subsurface
multi-phase multi-fluid heat and mass transfer. Tech. rept. LAUR-07-3359. Los Alamos
National Laboratory.
162
Zyvoloski, George, Robinson, B.A., Dash, Zora, & Trease, L.L. 2011. Summary of the Models
and Methods for the FEHM Application. Tech. rept. LA-13306-MS. Los Alamos National
Laboratory, Los Alamos, New Mexico, USA.
163
APPENDIX A - DISSOLVED CO2 MEASUREMENT METHOD DEVELOPMENT AND
CO2-WATER INFUSION SYSTEM TESTING
Since dissolved CO2 is very volatile and sensitive to changes in pressure and temperature,
it is a challenge to measure it accurately and precisely, especially within porous media.
Nevertheless, two di↵erent methods to measure dissolved CO2 concentrations were developed,
tested and implemented for this dissertation.
A.1 InPro 5000i Sensor
The first dissolved CO2 measurement method that was developed uses a Severinghaus-
type sensor (InPro 5000i, Mettler Toledo, Inc., Boulder, CO). The sensor consists of a pH
electrode that is surrounded by a pH-sensitive electrolyte solution and separated from the
sample solution by a CO2-permeable membrane. Changes in the pH of the internal solution,
due to di↵usion of CO2 across the membrane, are converted to dissolved CO2 concentrations
with a transmitter (M400, Mettler Toledo, Inc., Boulder, CO). These readings are then
recorded via two dataloggers (EL-USB-4, Lascar Electronics, Erie, PA) that are connected
to the transmitter. One datalogger records the dissolved CO2 concentration readings, while
the other records temperature readings.
A.1.1 Methodology
The InPro 5000i sensor was tested by installing it into the tubing of the membrane contact
CO2-water infusion system, between the membranes and the peristaltic pump, as is shown
in Figure A.1. A total of six tests were conducted with the sensor. In each test, a particular
saturation pressure was achieved by placing a Marriotte bottle full of deionized (DI) water
at a certain elevation above the membrane. This water was then pumped through the CO2
infusion system and through a custom-built flow-through chamber into which the sensor had
been installed. Aside from the inlet and outlet tubes, a third tube was attached to the
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flow through cell that was filled with water up to the same level as the bottom of the tube
in the Marriotte bottle. Thus, the water pressure was equal all throughout the CO2-water
infusion system. Furthermore, the gas outlet on the CO2 infusion membrane was attached
to a pressure relief valve, which was used to keep the gas pressure in the membrane equal to
the water pressure.
Three di↵erent saturation pressures were used in the initial test of the InPro 5000i sensor
and the membrane contact CO2-water infusion system; 0.5 kPa, 5 kPa, and 10 kPa (gauge
pressures). Two di↵erent types of tests were conducted at each saturation pressure. The first
type tested the transient response of the entire CO2 infusion system by allowing the water
to travel through the flow through cell throughout the entire test. The other type tested the
transient response of the sensor itself. This was done by preparing the CO2-saturated water
with the bypass line engaged and the sensor isolated from the rest of the system. After the
CO2 infusion system had reached equilibrium (i.e., once the water was saturated with CO2),
the bypass line was shut o↵ and the pre-saturated CO2-water was introduced to the sensor
via the flow-through cell. After the CO2 concentration readings had stabilized, the CO2 was
shut o↵ and the entire system was flushed with degassed DI water. During all of the tests,
readings of temperature and dissolved CO2 concentration were recorded from the sensor at
ten-second (s) intervals. The flow rate through the system was 20 mL min-1.
A.1.2 Results
An example of the raw output data from the InPro 5000i sensor is shown in Figure A.2.
The test for which data are shown was conducted with a saturation pressure of 10 kPa. The
transient equilibration of the entire CO2-water infusion system was tested in this experiment
(i.e., the bypass line was not used). The “temperature” and “measured” [dissolved CO2
concentration] data were taken directly from the instrument, while the “predicted” [dissolved
CO2 concentration] data were calculated from the temperature data, Henry’s Law, and the
van’T Ho↵ equation. The predicted dissolved CO2 concentration curve stops at the time






































Figure A.1: Setup for simultaneously testing the membrane contact CO2-water infusion system and the InPro 5000i dissolved
CO2 sensor.
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Figure A.2: Results from the InPro 5000i test that was conducted with a saturation pressure
of 10 kPa.
The raw data were then used to calculate the measurement error using the following
formula:
RPD = | Measured  Predicted
mean (Measured, Predicted)
| ⇤ 100 (A.1)
where RPD is the relative percent di↵erence between the measured and predicted values, and
the denominator of the fraction is the arithmetic mean of the two values. These calculations
were performed for all six of the tests, and the results are shown in Figure A.3.
Encouragingly, the RPD decreased to 10% or less within a short amount of time in every
case. This level of measurement error is acceptable. Figure A.3(a) shows that the CO2
infusion system equilibrates in a matter of hours, and that it does so more quickly when
subjected to water with higher dissolved CO2 concentrations. With a saturation pressure of
0.5 kPa, the system took about 3 hr to equilibrate, while it did so in less than 1 hr at a
saturation pressure of 10 kPa. Figure A.3(b) shows that the sensor itself reacts very quickly
to changes in CO2 concentration. With all three saturation pressures, the measurement error
from the sensor itself became 10% or less within 1 hr.
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(a) (b)
Figure A.3: Measurement errors from the InPro 5000i dissolved CO2 sensor tests that were
conducted with three di↵erent saturation pressures. Shown are: (a) the transient equilibra-
tion of the entire CO2 infusion system, and (b) the transient response of the sensor itself.
A.2 Ion Chromatography
The second dissolved CO2 measurement method that was developed uses an IC to analyze
aqueous samples taken from within the pore space of the 2-D test system. This section
describes the initial calibration of the IC method.
A.2.1 Methodology
First, standard solutions were created using Sodium Bicarbonate (NaHCO3) salt. The
solvent with which these standards were made was a solution of DI water with a Sodium
Hydroxide (NaOH) concentration of 4 g L-1, because this same solution was to be used as
the eluent to run the instrument. The standards were made with e↵ective dissolved CO2
concentrations of 30,000, 10,000, 3,000, 1,000, 300, and 100 mg L-1; a range that brackets
the concentrations we expected to observe in the sand tank experiments.
Samples of CO2-saturated water were then created using the membrane CO2 infusion
system that is depicted in Figure A.1. The same saturation pressures were used as in the
tests of the InPro 5000i dissolved CO2 sensor (i.e., 0.5, 5, and 10 kPa). The samples were
taken from a septum that had been installed within the bypass line of the CO2 infusion
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system using a gas-tight syringe. Each sample, measuring 0.15 mL in volume, was then
injected into a GC vial that contained 1.5 mL of the eluent solution. This was done to
ensure that the pH of the solution remained high, such that all of the dissolved CO2 would
be converted into carbonate (CO32-) ions. Since carbonate is not volatile, it should remain
in solution until the samples could be run through the IC.
These diluted samples, as well as small aliquots of the standard solutions, were then run
through the IC using two di↵erent methods. The first method, referred to as the “regular”
method, used a constant NaOH concentration in the eluent, while the second method, re-
ferred to as the “gradient” method, applied a gradually increasing NaOH concentration in
the eluent. It was predicted that gradually increasing the eluent concentration would help
to separate the ion detection peaks that the instrument produced.
A.2.2 Results
Figure A.4 shows the results from running the standard solutions through the IC. The
values plotted on the X-axes; Peak Height and Peak Area; were output from the IC. The
values on the Y-axes are the predicted concentrations, as calculated from simple stoichiom-
etry. The data series called “6 days” and “7 days” were measured 6 days and 7 days after
the standard solutions were created, respectively. The data series called “6 days 2nd” was
generated from vials that already had holes in the septa on the tops of the vials before the
analysis was performed. The data series with names ending in “grad” were gathered using
the gradient method, while all of the others were gathered using the regular method.
In general, neither the period of time for which the standards had been waiting to be
analyzed, nor the number of holes in the septa, seemed to a↵ect the measurements signif-
icantly. It is obvious, however, from comparing Figure A.4(a) and Figure A.4(b), that the
Peak Area data provide better results than the Peak Height data. That is, the data series
are much closer to log-linear in Figure A.4(b) than they are in Figure A.4(a). Therefore,
linear regressions were calculated for each of the data series shown in Figure A.4(b), and
the results are given in Table A.1. All of the calibration curves were rather accurate, giving
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(a) (b)
Figure A.4: Results from running the standard solutions through the IC. Results are reported
as: (a) peak height and (b) peak area.
R2 values of greater than 0.95. There were, however, only minor di↵erences between the R2
values of the various linear regressions.
Table A.1: Coe cients and R2 values from the linear regressions that describe the IC cali-
bration curves.
Trial Name Slope Y-Intercept R2
6 days 0.2104 1.7588 0.98899
6 days grad 0.1948 1.6152 0.99479
6 days 2nd 0.2052 1.8268 0.98817
6 days 2ndgrad 0.2119 1.4006 0.95529
7 days 0.1538 1.7058 0.99722
7 days grad 0.1735 1.5629 0.97929
Since the 7 day-old calibration curve gave the highest R2 value, the linear regression
from that data series was used to analyze the accuracy of the IC readings that were gathered
from the CO2-saturated water samples. Samples of each batch of CO2-saturated water (i.e.,
from the 0.5, 5, and 10 kPa trials) were analyzed in triplicate with both the regular and
the gradient methods. The results are shown in Table A.2. The predicted concentrations
were calculated based on the pressure and temperature conditions using Equations 2.1 and
2.2, while the measured concentrations were calculated from the IC data and the linear
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regression. RPDs were calculated using Equation A.1.
Table A.2: Results from analyzing the CO2-saturated water samples with the IC. “C” stands














0.5 25.0 1.189 1.386 15.02 1.485 21.55
5 23.0 1.325 1.218 15.75 1.425 7.40
10 22.9 1.408 1.490 5.62 1.626 13.45
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APPENDIX B - PRELIMINARY 2-D MULTI-SCALE EXPERIMENTAL AND
NUMERICAL METHOD DEVELOPMENT
The material presented in this appendix were included in a conference paper that was
published in Energy Procedia in 2014 (Plampin et al., 2014c). The goal of the paper was to
describe the initial development of the 2-D methodology that was subsequently used for the
work presented in Chapter 6. The citation for the conference paper is as follows:
Plampin, Michael R., Porter, Mark, Pawar, Rajesh, & Illangasekare, Tissa H. 2014c.
Multi- scale Experimentation and Numerical Modeling for Process Understanding of CO2
Attenuation in the shallow subsurface. Pages 4824–4833 of: Energy Procedia, vol. 63.
The PhD student was also an author on another article that was published in the same
issue of the journal (Porter et al., 2014).
B.1 Introduction
For geological carbon dioxide (CO2) sequestration, leakage of stored CO2 is a major
concern because it could potentially lead to degradation of water quality (Trautz et al.,
2013) and/or release of CO2 to the atmosphere (Lewicki et al., 2006b). In order to predict
and mitigate these risks, the subsurface behavior of CO2 must be well understood. However,
this subject is very complex, involving concepts of chemistry, physics, thermodynamics, and
miscible multiphase flow through porous media.
During and after leakage from the storage formation, CO2 may exist in the subsurface as
a dissolved component of brine, or as its own free phase. If water that is initially saturated
with dissolved CO2 encounters a lower pressure or a higher temperature, a separate gas phase
is likely to form (exsolve). The exsolution process begins with the formation (nucleation)
(Jones et al., 1999) and possible buoyancy-driven migration (Cihan & Corapcioglu, 2008;
Corapcioglu et al., 2004; Roosevelt & Corapcioglu, 1998) of individual gas bubbles. Once
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these bubbles have formed, di↵usive mass transfer continually occurs between the two phases
(Dominguez et al., 2000), potentially causing the bubbles to grow, coalesce, and/or even-
tually form viscous or capillary fingers through the medium. If the gas forms a continuous
pathway, conventional miscible two-phase flow may ensue (Moulu, 1989). If the direction of
the di↵usion is reversed (i.e., if clean water replaces the CO2-saturated water), regions of gas
phase may also snap-o↵ and eventually dissolve back into the groundwater. All together,
these processes are referred to as CO2 evolution.
Many authors have studied CO2 evolution in porous media through numerical models
(Hayek et al., 2009; Mouche et al., 2010), small pore- to core- scale laboratory experiments
(Krevor et al., 2012), and field tests (Lassen et al., 2015a). However, small-scale experiments
are incapable of capturing the macroscopic phenomena that are relevant to realistic field-
scale scenarios. Moreover, natural field sites are inherently complex, involving unknown
heterogeneities and boundary conditions, and therefore do not provide an ideal setting in
which to improve our fundamental understanding of the underlying physical processes that
govern CO2 evolution. Thus, a significant research gap exists in developing a link between
pore-scale and field-scale understanding of CO2 evolution.
In order to help fill this knowledge gap, we incorporated a multi-scale testing approach for
this investigation. First, we conducted an experiment in a heterogeneous, two-dimensional
(2-D) sand tank at the intermediate scale. The intermediate scale is defined as a scale that
lies between the core scale and the field scale. We also conducted a numerical simulation
in order to plan for larger 2-D intermediate scale experiments. The work presented here
builds upon several other studies that focused on CO2 gas evolution in one-dimensional
(1-D) heterogeneous porous media systems (Plampin et al., 2014a; Sakaki et al., 2013).
B.2 Experimental
One intermediate scale experiment was performed for this investigation. It was designed
to investigate the macroscopic process of CO2 attenuation in a two-dimensional heteroge-
neous shallow aquifer. The test system was packed with a configuration that resembled a
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single clay lens within an otherwise highly permeable medium. In order to simulate both
the exsolution and dissolution processes that are involved with heterogeneity-driven CO2
attenuation in shallow aquifers, CO2-saturated water was injected first, followed by clean
water. We expected that when the plume of injected CO2-saturated water reached the in-
terface between the high-permeability and low-permeability layers, gas phase would form,
accumulate, and migrate beneath the interface. We expected some of this CO2 to remain
beneath the fine region, while the rest was expected to exit the system through the conduits
of coarse sand near the top corners of the tank. Then, during injection of clean deionized
(DI) water, the CO2 that remained in the tank was expected to dissolve slowly over time
and exit the system.
B.2.1 Methodology
The setup for the experiment is shown in Figure B.1. The packing configuration consisted
of mainly coarse sand (Granusil #20/30), with a region of finer material in the top-middle
portion of the tank. The finer material consisted of a thin layer of mixed fine sand and silt
(Ottawa #110 and Crushed silt #250 in a 2:1 ratio by mass), overlain by a thick layer of
clay. The sand and silt were wet-packed with DI water in order to ensure an initial water
saturation of 1 inside the porous media. The clay was added in three di↵erent increments,
so that it could be spread along the surface of the fine sand/silt mixture without trapping
air between the layers. The first layer of clay was the “softest” of the three, consisting of
43% dry dolomite powder and 57% DI water by mass. The second and third clay layers
consisted of 50%/50% and 67%/33% mixtures of dry dolomite/DI water, respectively. The
clay was used in order to make the permeability of the top-middle region of the tank as low as
possible, so that the fluids would flow preferentially through the coarse sand. This represents
the most realistic scenario because, in large-scale, multidimensional systems, fluids are likely
to avoid regions of low permeability.
Thin vertical regions of very coarse sand (Granusil #8) were incorporated on both ends
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Figure B.1: Setup for the small 2-D tank experiment.
the tank, five ports connected the Granusil #8 region to a constant-head device. The two
constant head devices were positioned at exactly the same height so that no head gradient
existed across the tank prior to the injection of CO2-saturated water. Two PVC injection
wells were installed near the bottom of the tank. The one directly in the middle of the
tank was used for the experiment, while the one o↵ to the side could be used for future
experiments in which a head gradient is incorporated across the tank from left to right.
A total of 3 saturation sensors (ECH2O EC-5 sensors, Decagon Devices, Pullman, WA)
were installed just beneath the region of fine material, because we expected gas phase to
preferentially evolve and accumulate along the porous media interface during CO2-saturated
water injection based on the findings of previous studies (Plampin et al., 2014a; Sakaki et al.,
2013). The saturation sensors were calibrated using post-processing techniques developed by
Sakaki et al. (2008; 2011). A soil temperature sensor (ECH2O ECT sensor, Decagon Devices,
Pullman, WA) was installed in the bottom-right corner of the tank in order to monitor the
temperature fluctuations that occurred in the pore space during the experiment.
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The injection port of the tank was connected to the outlet of an innovative system that
was designed to create CO2-saturated water. In this system, DI water was pumped through
two sequential membrane modules (PermSelect 0.25 m2, MedArray, Inc., Ann Arbor, MI).
The first membrane was connected to a vacuum pump in order to degas the water, and the
second was connected to a CO2 cylinder to infuse the degassed DI water with dissolved CO2.
The water in the entire CO2 infusion system was maintained at 2 kPa throughout the CO2-
saturated water injection. According to the theory developed by Plampin et al. (2014b), this
“saturation pressure” should theoretically cause the injected water to have a dissolved CO2
concentration that would lead to heterogeneity-enhanced gas phase CO2 evolution at the
interface between the low and high permeability regions. Injection of CO2-saturated water
was performed at a rate of 2 mL min-1 until the readings from all three saturation sensors
were steady. Clean DI water was then injected through the tank until all of the saturation
readings returned to 1. Outflow of CO2 gas from the top of the tank was monitored with a gas
flow meter (M-series mass flow system, 0-50 SCCM, Cole Parmer, Vernon Hills, IL). Water
that exited the tank through the constant head boundaries was collected in a container that
was placed on an electronic scale (Vicon model, Sartorious Group, Acculab, Winter Park,
FL).
B.2.2 Results & discussion
The data that were gathered during the experiment are shown in Figure B.2. CO2-
saturated water was injected from time t = 0 until 6.27 hr. Injection of DI water was then
performed from t = 6.65 until 27.18 hr. Gas phase was clearly detected by all three of the
saturation sensors (i.e., the water saturation readings decreased) during the CO2-saturated
water injection. All of the gas phase CO2 then re-dissolved into the clean water during the
DI water injection, causing the saturation readings from all three sensors to return to 1. The
maximum detected gas saturations were around 0.1. This is lower than the values reported in
several 1-D studies (Enouy et al., 2011; Plampin et al., 2014a; Sakaki et al., 2013) because,
in this 2-D system, the gas was able to migrate laterally along the interface between the
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coarse and fine sands. During the exsolution period, the water outflow rate (i.e., the slope
of Figure B.2(c)) increased slightly. During the dissolution (i.e., DI water injection period),
the water outflow rate approached the inflow rate. After gas phase CO2 had formed and
evolved in the system, it was all expelled from the top of the system in a short amount of
time during the DI water injection, as reflected by the fact that the gas outflow reading
decreased to a negligible value by t = 10 hours.
B.3 Numerical
In order to extend the experimental findings from the experiment into larger-scale sys-
tems, a numerical simulation was performed using FEHM (Zyvoloski, 2007). The model
domain was set up to match the overall dimensions of a larger experimental apparatus that
has been prepared in the laboratory (1.22 m high by 4.88 m long by 5.7 cm wide). This
large-scale setup will allow for much longer CO2 retention times than were provided by the
experiment in the smaller tank. Furthermore, the large scale will allow for closer inves-
tigation of the exsolution and dissolution processes, with fewer e↵ects from the boundary
conditions along the ends of the tank. The simulation was designed to test the planned
boundary conditions, sand combination, and CO2-saturated water injection rate for the first
large- scale experiment.
B.3.1 Methodology
All of the grid cells, except for a region in the upper-middle part of the model domain,
were given the properties of Granusil #20/30 sand. The finer region in the middle was given a
much lower permeability and a much higher air entry pressure in order to represent clay-rich
soil (Fetter, 1994). We hypothesize that this porous media combination will provide su cient
contrast for the heterogeneity to control the fluid flow paths during the experiments. Some
parameters for the two di↵erent porous media were provided in Table 6.1. The parameters
Pd and   describe the capillary pressure-saturation relationship according to the model by





Figure B.2: Results from the small 2-D tank experiment. Shown are data from: (a) the
saturation and temperature sensors; (b) the CO2 gas flow meter; and (c) the scale on which
water outflow was collected.
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according to the model developed by van Genuchten (1980) and Mualem (1976).
Figure B.3 shows the spatial layout of the di↵erent porous media that were simulated in
the model. Equivalent constant head boundary conditions were applied along both of the
vertical sides of the model domain so that there was no background flow across the simulated
sand tank.
In the preliminary simulation, CO2-saturated water injection from the bottom-centre of
the model domain was simulated for 30 d. The incoming water was assigned a concentration
equal to the CO2 solubility limit at 10 kPa (i.e., the “saturation pressure” was 10 kPa
and 20°C ). According to previously developed theories (Plampin et al., 2014b; Porter et al.,
2015), this condition would lead to heterogeneity-enhanced gas phase CO2 evolution near the
interface between the coarse and fine layers. The simulated CO2-saturated water injection
rate was 100 cm3 min-1.
B.3.2 Results & discussion
The results from the simulation are shown in Figure B.4. The figure shows the transient
evolution of both the dissolved (left) and gaseous (right) CO2 plumes.
The dissolved CO2 migrated through the entire lower part of the domain (beneath the
heterogeneity) rather quickly (within less than 1 d). It then proceeded up through the regions
of coarse sand in the top corners of the model domain. Finally, dissolved CO2 began to slowly
penetrate into the clay-rich region in the middle part of the domain. The vastly di↵erent
time scale of this penetration process indicates that it was mainly driven by di↵usion, and
that it was negligible compared to the advective migration of CO2 through the coarse sand.
Gas phase CO2 initially formed in three bubble-like regions near the heterogeneity. One
“bubble” was located directly above the injection port and directly below the fine layer, while
the other two were located near the ends of the fine sand region. These results corroborate
the findings of Plampin et al. (2014a), who showed experimentally that both continuously
and discontinuously layered porous media can enhance the initial evolution of CO2 gas. The
simulated gas bubble in the middle of the domain presumably formed due to the continuous
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Figure B.3: Setup for the preliminary large 2-D numerical simulation. The sensors that are installed in the real experimental
sand tank in the laboratory are also shown.
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(a) (b)
Figure B.4: Evolution of the (a) dissolved CO2 mass fraction and the (b) gaseous CO2
saturation during the numerical simulation. Times shown are expressed in days since the
simulated CO2-saturated water injection began.
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(layered) heterogeneity there, while the bubbles on the sides of the model were potentially
caused by the flow constrictions through the coarse sand regions at the corners of the do-
main. Once gas phase was present, the three “bubbles” expanded laterally and vertically,
eventually coalescing with one another and reaching the atmospheric boundary at the top of
the model. Although some of the injected CO2 eventually exited the model domain through
the boundaries on the sides and the top, the continual accumulation of gas phase beneath the
heterogeneity caused most of the CO2 to remain within the simulated porous media system.
B.4 Conclusions
In this investigation, we incorporated a multi-scale testing approach to assess the capacity
of heterogeneous shallow aquifers to attenuate plumes of dissolved CO2 that could potentially
leak from sequestration sites. We performed an intermediate scale experiment in which we
injected CO2-saturated water, then clean water, through a tank that was packed with porous
media in a simple heterogeneous configuration. We also performed a numerical simulation
using FEHM, as a first step toward planning a set of larger-scale experiments. In general,
the results suggest that layered heterogeneity in shallow aquifers can significantly hinder the
migration of CO2.
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