On the Asymptotic Behavior of the Kernel Function in the Generalized
  Langevin Equation: A One-dimensional lattice model by Chu, Weiqi & Li, Xiantao
ar
X
iv
:1
70
8.
04
99
5v
1 
 [m
ath
.N
A]
  1
6 A
ug
 20
17 On the Asymptotic Behavior of the Kernel
Function in the Generalized Langevin Equation: A
One-dimensional lattice model ∗
Weiqi Chu
The Pennsylvania State University
wzc122@psu.edu
Xiantao Li
The Pennsylvania State University
xxl12@psu.edu
September 22, 2018
Abstract
We present some estimates for the memory kernel function in the
generalized Langevin equation, derived using the Mori-Zwanzig for-
malism from a one-dimensional lattice model, in which the particles
interactions are through nearest and second nearest neighbors. The
kernel function can be explicitly expressed in a matrix form. The
analysis focuses on the decay properties, both spatially and tempo-
rally, revealing a power-law behavior in both cases. The dependence
on the level of coarse-graining is also studied.
1 Introduction
The molecular dynamics models, often written in the form of a Hamilto-
nian system or a Langevin dynamics model, are playing increasingly im-
portant roles in understanding the structural properties of macromolecules
and material systems [28]. There is also enormous interest in reducing the
enormous degrees of freedom associated with such models to a few coarse-
grained variables that are able to describe the overall collective properties.
The Mori-Zwanzig (MZ) formalism [11, 10, 42, 46] has recently re-emerged
∗This research was supported by NSF under grant DMS-1522617 and DMS-1619661.
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as a systematic methodology for such dimension-reduction purposes. In
principle, the MZ formalism yields an exact equation, and with appropri-
ate approximations, the equation can be written as a generalized Langevin
equation (GLE). A distinct feature of the GLEs is an integral that incorpo-
rates the history-dependence, and a random noise term, which satisfies the
second fluctuation-dissipation theorem [26].
The GLEs have opened up a new paradigm in molecular modeling. Nu-
merous attempts have been made to derive the GLEs from the full molecular
models, and the models have been applied to solid-gas interface [2, 1], pro-
tein dynamics [5, 14, 27, 43, 44], crystalline solids [24, 33, 34], etc. In general,
little is known about the mathematical properties of the memory kernel. A
very interesting experimental work [40, 25] has suggested that part of a pro-
tein dynamics can be described by generalize Langevin equations, in which
the kernel function exhibits a decay in time that is proportional to t−0.51.
On the other hand, it is of great practical interest to introduce approxi-
mations to the kernel function, to obtain an efficient method for solving the
generalize Langevin equations. For instance, a brute force solution method
would have to store the solution for all previous steps, and then at every
time step, the integral has to be evaluated, which further adds up to the
overall computational cost. It is important to understand properties of the
kernel functions so that appropriate approximations can be introduced.
Motivated by these observations, we present several analytical results,
with particular emphasis on the following questions:
1. How does the memory function depend on the choice of the coarse-
grained variables?
2. How would the kernel function behave at different levels of coarse-
graining?
3. How does the memory function decay in space and time?
To be able to quantify these aspects, we consider a one-dimensional
lattice model, in which the particles are connected by linear springs. In
this case, the generalize Langevin equations can be derived and the ker-
nel functions can be explicitly expressed as matrices or operator functions.
The coarse-grained variables can be defined based on local averages within
equally partitioned blocks. There are also different ways to define weights of
the averaging, ranging from piecewise constant, overlapping hat functions,
or piecewise quadratic functions. These constructions have been motivated
by the finite element shape functions.
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To address the first two issues, we study the memory function at t = 0,
by varying the block size, denoted byM . M would represent the coarse scale
that we are upscaling to, or the level of coarse-graining. This is done for
both piecewise constant and piecewise linear weighting functions. We found
that the memory function in the second case decays faster as M → +∞.
For the last issue, we hold M fixed, and analyze the spatial and temporal
decay of the memory function. We found that the decay rate in time is 1/2,
which seems to be close to the experimental observation [40, 25]. It is also
interesting that the generalized Langevin equation derived by Adellman and
Doll [2] exhibits the same decay rate.
The remaining part of the paper is organized as follows. In section 2,
we present the one-dimensional model, along with the generalized Langevin
equation. The kernel function will be represented in terms of its Fourier
transform. In section 3, we present the analysis of several properties of the
kernel function, along with the verification via numerical tests.
2 A one-dimensional model and the generalized
Langevin equation
2.1 The one-dimensional lattice dynamics model
We focus our analysis on a one-dimensional lattice model that has served
as an excellent test model to study heat conduction, fracture, analysis of
modeling errors, etc., e.g., in [32, 31, 15, 18, 37, 41] and many related works.
This model consists of a chain of atoms, with the position of jth atom
denoted by rj , j ∈ Z. The equations of motion are expressed as
mr¨j = −∂V (r)
∂rj
, j ∈ Z. (1)
Here we have used V (r) for the atomic interactions among the atoms.
As a specific example, we assume that particles have direct interactions
among first and second neighbors. The potential energy can be written as
V =
1
2
∑
j∈Z
ϕ(rj+1 − rj) + ϕ(rj+2 − rj), (2)
where ϕ(r) is the potential energy associated with two interacting atoms
of distance r. Atoms typically move around their equilibrium positions,
denoted by Rj = ja0, and a0 is the equilibrium atom spacing (aka lattice
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constant). We define uj = rj − ja0 as the displacement. We also set m = 1
for simplicity.
By expanding (1) around equilibrium positions Rj and neglecting high
order terms, one can have
u¨ = −Au, (3)
where u represents the displacement of all the atoms and A is a finite dif-
ference operator, defined as(Au)
j
def
= −κ2uj−2 − κ1uj−1 + κ0uj − κ1uj+1 − κ2uj+2, (4)
where κ1 =
1
2ϕ
′′(a0), κ2 =
1
2ϕ
′′(2a0) and κ0 = 2(κ1 + κ2). This linear
approximation of the atomic forces is known as the harmonic approxima-
tion [3], and it is a useful routine to obtain elastic parameters, the phonon
dispersion relations, stability conditions, etc.
We assume that A is positive semidefinite in appropriate function spaces,
which is pertinent to the stability of the lattice structure [16]. For the model
(4), this amounts to the following phonon stability conditions:
κ1 > and κ1 + 4κ2 > 0. (5)
In fact, it is not difficult to verify that A is a discrete Laplacian operator.
2.2 The generalized Langevin equation as a coarse-grained
model
We now discuss the reduction of the full dynamics model (3), and the emer-
gence of the generalized Langevin equation. Known as coarse-graining, such
a procedure is central to modern molecular modeling. The first step in this
effort is to map the atom position and velocity to a set of coarse-grained
variables. For this purpose, we will introduce some averaging operators. We
let the one-dimensional infinite lattice be L; L = a0Z. We partition the en-
tire lattice into blocks, each of which contains M atoms and use LCG =ML
to represent the coarse-grained space. The coarse-grained variables will be
defined with appropriate local spatial averaging.
A natural idea is to extract the usual average from a block as the coarse-
grained variable. In this case, the weights are called piecewise constant
weighting functions: 1/M for atoms within the block, and zero otherwise,
as shown in Fig. 1.
On the other hand, one may choose non-uniform weighting functions,
e.g., as shown in Fig. 2, the weights are overlapping hat functions and the
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Figure 1: The constant weights for the averaging over one block.
−M 0 M 2M 3M
Figure 2: The piecewise linear weights for the averaging over blocks.
averaging is over two adjacent blocks. We call it piecewise linear averaging.
This is motivated by the restriction operator in multigrid methods [8].
Let X = ℓ2(L) be the space for the atomic displacement. Clearly, the
weighting functions span a subspace, denoted by Y , and Y ⊂ X. Essentially,
there also exists a bijection between Y and ℓ2(LCG) and the averaging is a
mapping from X to Y and defines the coarse-grained variables.
To start with, we define a surjective operator Φ : X → Y , the matrix
representation of which has columns that are a set of orthonormal basis of
Y . The coarse-grained variables are defined in a compact form,
q = Φ⊺u,
p = Φ⊺v,
(6)
where Φ⊺ is the adjoint operator of Φ, and v = u˙ can be interpreted as the
velocity.
It is also useful to consider the orthogonal complement Y ⊥, which con-
tains the ‘extra’ degrees of freedom. Let Ψ be a surjective from X to Y ⊥.
When Ψ is seen as an infinite dimensional matrix, columns of Ψ consist of a
set of orthogonal basis of Y ⊥. We have a unique decomposition in the form
of
u = Φq +Ψξ,
v = Φp+Ψη.
(7)
Once the coarse-grained variables are selected, the Mori-Zwanzig formal-
ism can be invoked to derive a reduced model, in the form of generalized
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Langevin equations,
q˙ = p,
p˙ =−Aq −
∫ t
0
Θ(t− τ)p(τ)dτ +R(t).
(8)
In particular, the kernel function is given by [29],
Θ(t) = Φ⊺AΨcos(Ωt)Ω−2Ψ⊺AΦ, (9)
where Ω2 = Ψ⊺AΨ and the cosine function is defined by the Taylor series,
cos(Ωt) = I − (Ωt)
2
2!
+
(Ωt)4
4!
− (Ωt)
6
6!
+ · · · . (10)
Furthermore, R(t) is a stationary Gaussian process. Implicit in the equation
(8), there is an important relation between the frictional kernel Θ and the
random force, known as the second fluctuation-dissipation theorem [26],〈
R(t)R(t)⊺
〉
= kBTΘ(t− t′), (11)
where T is the temperature and kB is the Boltzmann constant. This con-
dition is necessary for the system to equilibrate to its correct probability
distribution.
For the detailed derivations, see [9, 34, 33]. Similar derivations can be
found under other settings [2, 1, 29, 36, 35].
Remark: It is worthwhile to point out that we have selected the infinite
lattice dynamics as the full model. This is because for finite systems, the
kernel function often exhibits a ‘recurrence’ phenomenon. Namely, the value
of the kernel function first decays, and then after some time, the values go
back up. The recurrence time increases as the system size increases. But it
is difficult to have a decay property within a finite system.
As alluded to in the introduction, it is useful to understand how the
kernel function decays in space and time, and also the dependence on the
level of coarse-graining, i.e., M . Our next task is to estimate the asymptotic
behaviors of Θ(t) from different perspectives.
From the definitions, operators A and Φ are Toeplitz forms [13] and
exhibit translational symmetry. Use Fourier transform can simplify the ex-
pressions a lot. For this purpose, we see A as an operator from ℓ2 (LCG)M
to ℓ2(LCG)
M and look at its matrix representation form. We split A into
block matrices of size M -by-M . Since atoms only interact within the same
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block or neighboring blocks, overall, A has a block tridiagonal structure. In
fact, A is a Toeplitz form generated by the sequence,(· · · , 0, 0, A⊺−1, A⊺0, A⊺1, 0, 0, · · · )⊺ , (12)
where A-1, A0 and A1 belong to R
M×M .
As a result, A can be formally expressed in the matrix form
A =

. . .
. . .
. . .
· · · A1 A0 A-1 0 0 · · ·
· · · 0 A1 A0 A-1 0 · · ·
· · · 0 0 A1 A0 A-1 · · ·
. . .
. . .
. . .
 .
The diagonal block, denoted by A0, is a band matrix with bandwidth 5,
containing the force constants,
A0 =

κ0 -κ1 -κ2 0 0 0 0 · · · 0
-κ1 κ0 -κ1 -κ2 0 0 0 · · · 0
-κ2 -κ1 κ0 -κ1 -κ2 0 0 · · · 0
0 -κ2 -κ1 κ0 -κ1 -κ2 0 · · · 0
0 0 -κ2 -κ1 κ0 -κ1 -κ2 · · · 0
...
...
. . .
. . .
. . .
. . .
. . .
...
0 0 · · · · · · -κ2 -κ1 κ0 -κ1 -κ2
0 0 · · · · · · 0 -κ2 -κ1 κ0 -κ1
0 0 · · · · · · 0 0 -κ2 -κ1 κ0

.
The off-diagonal block, denoted by A1, only has three non-zero entries,
A1(1,M) = −κ1,
A1(1,M − 1) = A1(2,M) = −κ2,
and A-1 = A
⊺
1.
In accordance with the partition of A, one can always regard f ∈ ℓ2(L)
as a function in ℓ2(LCG)
M , denoted by f . We break f into blocks, with
one block containing M elements and assemble blocks into an array f , with
fn ∈ RM being the nth component of f , i.e.,
fn = (fnM , fnM+1, · · · , fnM+M−1)⊺. (13)
Now we can define the Fourier transform of f at the level of blocks,
f̂(ξ) =
∑
n
e−inξfn, ξ ∈ (0, 2π], (14)
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with inverse given by,
fn =
1
2π
∫ 2π
0
f̂(ξ)einξdξ. (15)
Similarly, one can also define the Fourier transform of Toeplitz forms in
terms of its matrix representation. Suppose G is a Toeplitz form, whose
columns of blocks are generated by a column:
G = (· · · , G⊺−2, G⊺−1, G⊺0, G⊺1, G⊺2, · · · )⊺.
The Fourier transform of the operator G is defined as
“G(ξ) =
∑
n
e−inξGn, ξ ∈ (0, 2π]. (16)
Based on the block form, the Fourier transformation of A is simply
defined as
“A(ξ) = A0 + e−iξA1 + eiξA⊺1, ξ ∈ (0, 2π]. (17)
From the perspective in solid state physics, grouping atoms in blocks is
equivalent to building a complex lattice with M atoms in one primitive cell.
The Fourier domain (0, 2π] is equivalent to the first Brillouin zone (−π, π].
In terms of the Fourier transforms, it is not difficult to establish
Âf = “Af̂ and ‘GH = “G“H (18)
where G and H have consistent domains and ranges.
Notice that the kernel function (9) is represents an operator from ℓ2(LCG)
to ℓ2(LCG). Therefore, for analysis, it is necessary to convert the system into
a finite-dimensional one. The Fourier transformation in terms of blocks is a
useful tool to achieve this goal.
Applying Fourier transform to the kernel function in (9). With direct
computation, we find that the (k, ℓ)-th entry of Θ(t) can be written as
Θkℓ(t) =
1
2π
∫ 2π
0
ei(ℓ−k)ξ“Φ∗ “A“Ψcos(“Ωt)
(
“Ψ∗ “A“Ψ
)−1
“Ψ∗ “A“Φ dξ, (19)
where “Φ,“Ψ and “Ω are defined based on (16). Our asymptotic analysis will
be established based on the representation of the kernel function in (19).
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3 Asymptotic behavior of kernel functions
The kernel function depends on the choice of the CG variables, which can
be defined based on the averaging methods within the blocks. The kernel
function also depends on the block size M , which shows the level of coarse-
graining.
Here, the dependence of the block size is discussed for two types of av-
eraging, piecewise constant averaging and piecewise linear averaging, which
are two most common and intuitive ways in the finite element methods [8].
In this section, we first study the asymptotic behavior of Θ0,0(0) in the
kernel function as the block size M goes to infinity.
Meanwhile, the coarse-grained variables are defined based on different
weighting functions. In its matrix form, every column of Φ represents a
weighting function centered at one block. The correlation between two
blocks is expected to become smaller as the distance of the two blocks in-
creases. This corresponds to the entry Θ0,J(0). We will analyze how the
kernel function decays as J goes to infinity.
Finally, we also analyze the dependence of the kernel functions on time
t when other parameters are fixed, such as the weighting functions and the
block size. Θ0,0(t) also decays over a long time period and we estimate its
decay rate.
3.1 The dependence on the block size M
3.1.1 Piecewise constant weighting function
Recall that Φ is a Toeplitz form, arising from the piecewise constant aver-
aging. Φ can also be seen as an infinite dimensional block diagonal matrix,
with diagonal block equal to
Q1 =
1√
M
(1, 1, · · · , 1)⊺ , (20)
and Q1 ∈ RM . It is not difficult to findQ2 ∈ RM×(M -1) whose column vectors
are a set of orthonormal basis in the complementary subspace spanned by
Q1, i.e., [Q1 Q2] ∈ RM×M is an orthogonal matrix. Ψ can be defined as a
block diagonal form with diagonal block equal to Q2.
According to (19), in terms of Q1 and Q2, the diagonal entry of Θ can
be written as
Θ0,0(0) =
1
2π
∫ 2π
0
Q⊺1
“AQ2
(
Q⊺2
“AQ2
)−1
Q⊺2
“AQ1 dξ. (21)
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On the right-hand side of (21), Q1 comes from the weighting functions
and is known to us. Provided the orthogonality of Q1 and Q2, the form of
Q2 is not unique. So it is necessary to show that Θ0,0(0) in (21) does not
depend on the specific choice of Q2. Another difficulty is that the expression
contains the inverse of Q⊺2
“AQ2 which is not easy to compute in general.
Fortunately, we have found that Q1 and Q2 have properties that allow
us to resolve these issues. We begin with the following formula.
Lemma 1 (Inverses of 2-by-2 block matrices [38]). Suppose C and D are
both 2-by-2 block matrices. C11 and D11 belong to C
n1×n1 and C22 and D22
belong to Cn2×n2. If CD = I and D11,D22 are invertible, then the Shur
Complement D22 −D21D−111 D12 is invertible and
C22 =
(
D22−D21D−111 D12
)−1
. (22)
From direct calculations, the following lemma can be established.
Lemma 2. Let (λj , vj) be an eigenpair of “A, namely, λj is a scalar, vj ∈
C
M , and “Avj = λjvj. Then
λj = 2(κ1+κ2)− 2κ1 cos(ξ′j)− 2κ2 cos(2ξ′j), (23)
vj =
1√
M

1
eiξ
′
j
e2iξ
′
j
...
ei(M−1)ξ
′
j
 , ξ
′
j =
−ξ + 2jπ
M
, j = 0, 1,· · ·,M−1. (24)
From Lemma 2 it can be seen that the stability condition (5) guarantees
that “A is positive semidefinite for any ξ in (0, 2π].
Theorem 1. If the coarse-grained variables are defined based on piecewise
constant averaging operator, then the following estimate holds,
0 ≤ Θ0,0(0) ≤ 2κ1 + 4κ2
M
. (25)
Proof. For ξ 6= 2π, “A is invertible and from the orthogonality of Q1 and Q2,([
Q⊺1
Q⊺2
]
“A [Q1 Q2])−1= [ Q⊺1Q⊺2
]
“A-1[Q1 Q2]. (26)
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From Lemma 2, “A has a zero eigenvalue only when ξ = 2π, and its corre-
sponding eigenvector is equal to “Φ in the form of piecewise constant aver-
aging. So “Φ∗ “A“Φ is invertible for ξ ∈ (0, 2π). Since “Φ is perpendicular to “Ψ,
“Ψ∗ “A“Ψ is non-singular for ξ ∈ (0, 2π).
Applying Lemma 1 to the above matrices, we arrive at the following
equality,(
Q⊺2
“AQ2
)−1
= Q⊺2
“A-1Q2 −Q⊺2 “A-1Q1
(
Q⊺1
“A-1Q1
)−1
Q⊺1
“A-1Q2 . (27)
Substituting (27) into (21), and using the facts that Q1Q
⊺
1 +Q2Q
⊺
2 = I
and
(
Q⊺1
“A-1Q1
)−1
is a scalar, one obtains,
Θ0,0(0) =
1
2π
∫ 2π
0
Q⊺1
“AQ1 − (Q⊺1 “A−1Q1)−1 dξ. (28)
In light of (19) and the eigen decomposition in Lemma 2, we know that
Θ0,0(0), Q
⊺
1
“AQ1 and (Q⊺1 “A−1Q1)−1 are real and non-negative. Thus, it is
sufficient to use the integral of the first term to bound Θ0,0(0),
1
2π
∫ 2π
0
Q⊺1
“AQ1 dξ = 1
2π
∫ 2π
0
Q⊺1
(
A0 + e
iξA1 + e
−iξA⊺1
)
Q1 dξ
= Q⊺1A0Q1 =
2κ1 + 4κ2
M
.
(29)
So Θ0,0(0) can be bounded by,
0 ≤ Θ0,0(0) ≤ 1
2π
∫ 2π
0
Q⊺1
“AQ1 dξ = 2κ1 + 4κ2
M
. (30)
Remark: The second fluctuation-dissipation theorem (11) indicates that
Θ0,0(0) is proportional to the variance of the random noise. This estimate
shows that the magnitude of the noise is inverse proportional to the level of
coarse-graining.
Due to the second fluctuation-dissipation theorem (11) and Cauchy-
Schwarz inequality, we have
Θ2I,J(0) = (kBT )
−2 〈RI(0)RJ (0)〉2
≤ (kBT )−2
〈
RI(0)RI(0)
〉〈
RJ(0)RJ (0)
〉
= ΘI,I(0)ΘJ,J (0).
(31)
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Since Θ is a Teoplitz form, we have ΘI,I = ΘJ,J = Θ0,0. This implies off-
diagonal entries can also be bounded by the diagonal entry and our estimate,
|ΘI,J(0)| ≤ |Θ0,0(0)| ≤ O(M−1). (32)
Here we present a numerical experiment for the 1-d lattice model in
Figure 3 to verify this estimate. The force constants are obtained from a
Morse potential, with κ1 = 12.2676 and κ2 = 3.0628. We generate a large
enough system (N = 213) with periodic boundary conditions to imitate the
1-d infinite chain. When the number of atoms is large enough, the boundary
conditions will have little effect on interior atoms within a relatively short
time period. So it is reasonable to use this finitely large system to approxi-
mate the exact model. From Figure 3, we observe that the estimate is quite
sharp.
0 500 1000
0
0.5
1
1.5
2
M
Θ0,0(0)
 
 
True Values
Upper Bound O(1/M)
Figure 3: This figure shows the dependence of the kernel function on the
block size for the piecewise constant averaging operator. We fix the total
number of the atoms N = 213 in the simulation and vary the block size
M = 24, 25, · · · , 210, which represents the scale of averaging. We assemble
M atoms as a block. The diagonal entry of the kernel function Θ0,0(0) is
observed to decay at the rate of O(M−1) as M → +∞.
3.1.2 Piecewise linear weighting functions
If the coarse-grained variables are defined by the piecewise linear weighting
functions, these functions centered in adjacent blocks have overlaps as Fig.
2 shows, which implies that the operator Φ is not diagonal and its Fourier
12
transform is no longer a real-valued matrix. It becomes more difficult to
simplify (19).
To deal with this case, we first define two vectors h1, h2 ∈ RM as follows,
h1 =
1
c

1
2
...
M
 and h2 = 1c

M−1
...
1
0
 , (33)
where c =
√
1
3(2M
3 +M) is a constant to normalize Φ. h1 and h2 represent
the two sides of the hat in Figure 2.
Notice that the operator Φ is lower block bidiagonal, with the main
diagonal block equal to h1 and the first off diagonal block is equal to h2, i.e.,
Φ =

. . .
. . . h1
h2 h1
h2 h1
h2
. . .
. . .

. (34)
We seek Ψ in a lower block bidiagonal form and denote its main diagonal
block as H1 and the first off-diagonal block as H2, and both H1 and H2 are
in RM×(M−1). To make [Φ Ψ] a set of basis of X = ℓ2(L), H1 and H2 should
satisfy, 
h⊺1H1 + h
⊺
2H2 = 0,
h⊺1H2 = 0,
h⊺2H1 = 0.
(35)
The above equations hold as long as the column vectors of the matrix
H =
[
H1
H2
]
are the solution set of the following linear equations
 h⊺1 h⊺2h⊺2 0
0 h⊺1
 y = 0. (36)
whose solution space has dimension 2M − 3.
Meanwhile, we need to ensure that the matrix H has full column rank,
i.e., rank(H) =M −1, to guarantee that Ψ spans the whole complementary
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space of Φ. This can be guaranteed when M ≥ 2. For example, we let
R ∈ CM−1 be the Cholesky factor of “Ψ∗“Ψ, i.e., R∗R = “Ψ∗“Ψ. Then we set
Φ0 = “Φ(“Φ
∗“Φ)-
1
2 and Ψ0 = “ΨR
−1. With this choice, it is straightforward to
verify that [Φ0 Ψ0] is an orthogonal matrix.
Recall the expression in (19), which for the piecewise linear averaging,
is reduced to the following expression,
Θ0,0(0) =
1
2π
∫ 2π
0
(
“Φ∗“Φ
)
Φ∗0
“AΨ0
(
Ψ∗0
“AΨ0
)−1
Ψ∗0
“AΦ0 dξ. (37)
Theorem 2. If the coarse-grained variables are defined with piecewise linear
weighting functions, then the following estimate holds,
Θ0,0(0) ≤ 2Mκ1 + 8Mκ2 − 6κ2
M(2M2 + 1)/3
. (38)
Proof. Applying Lemma 1 to
(
Ψ∗0
“AΨ0
)−1
and following similar steps in the
proof of Theorem 1, we have
Θ0,0(0) =
1
2π
∫ 2π
0
“Φ∗ “A“Φ−
(
“Φ∗ “A−1“Φ
)−1 (
“Φ∗“Φ
)2
dξ. (39)
Again, with the positive semidefinite property, it suffices to estimate the
integral of the first term. Direct calculations yield,
1
2π
∫ 2π
0
“Φ∗ “A“Φ dξ = 1
2π
∫ 2π
0
(
h⊺1 + h
⊺
2e
−iξ
)(
A0 +A1e
iξ +A⊺1e
−iξ
)(
h1 + h2e
iξ
)
dξ
=
1
2π
∫ 2π
0
h⊺1A0h1 + 2h
⊺
1A
⊺
1h2 + h
⊺
2A0h2 dξ
=
2Mκ1 + 8Mκ2 − 6κ2
M(2M2 + 1)/3
.
(40)
Then we have the estimate,
Θ0,0(0) ≤ 1
2π
∫ 2π
0
“Φ∗ “A“Φ dξ = 2Mκ1 + 8Mκ2 − 6κ2
M(2M2 + 1)/3
. (41)
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Remark: Interestingly, with this coarse-graining scheme, Θ0,0(0), the vari-
ance of the random noise, decays more rapidly with rate O(M−2) compared
to constant averaging.
With the same setup as in the previous numerical test, we tested the
dependence of Θ0,0(0) on M for piecewise linear averaging numerically. The
results, as shown in Figure 4, again agree with the estimate.
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Θ0,0(0)
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Upper Bound O(1/M2)
0 500 1000
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x 10−3
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Θ0,0(0)
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Upper Bound O(1/M2)
Figure 4: The figures show the dependence of the kernel function on the
block size for piecewise linear averaging operator with different force con-
stants. We fix the total number of the atoms N = 213 in the simulation and
vary the block sizeM = 24, 25, · · · , 210, which represents the averaging scale.
For the left figure, the force constants are obtained from a Morse potential,
with κ1 = 12.2676 and κ2 = 3.0628. For the right figure, κ1 = 12.2676 and
κ2 = −3, which is close to the boundary of stability conditions (5). Θ0,0(0)
in both cases show decay at rate of O(M−∈) as anticipate.
3.2 The spatial decay of Θ0,J(0)
Now we turn to the off-diagonal entries of the Θ(0). Only the piecewise
constant averaging case is considered here.
Recall from (19) that we have
Θ0,J(0) =
1
2π
∫ 2π
0
eiJξQ⊺1
“AQ2
(
Q⊺2
“AQ2
)−1
Q⊺2
“AQ1 dξ. (42)
In light of the second fluctuation-dissipation theorem (11), this entry
indicates the spatial correlation of the random noise. For this analysis, we
will fix the block size M , and focus on the behavior of the kernel function
as |J | ≫ 1.
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Lemma 3. Let F (ξ) =
(
Q⊺1
“A−1Q1
)−1
on (0, 2π], then F (ξ) is a real-valued
even function and it is n times continuously differentiable for any integer n,
i.e., F ∈ C∞ (0, 2π].
Proof. Since “A is Hermitian, it is clear that F is real-valued and even. For
its differentiability, let’s first consider ξ 6= 0 when “A is invertible. From
Cramer’s rule, one has
F (ξ) = det( “A)
(
Q⊺1adj(
“A)Q1
)−1
, (43)
where det( “A) is the determinant of “A and adj( “A) is the adjugate matrix of
“A. This expression also shows that ξ = 0 is not a singularity to F (ξ). From
Lemma 2, we know that det( “A) is smooth w.r.t ξ, and next we will prove(
Q⊺1adj(
“A)Q1
)−1
is smooth as well.
From direct computations, we observe that(
Q⊺1adj(
“A)Q1
)−1
=
(
C0 − C1 cos ξ − C2 cos 2ξ
)−1
, (44)
where C0, C1 and C2 are constants related to κ1 and κ2, and C0 > |C1|+|C2|.
This implies that
(
Q⊺1adj(
“A)Q1
)
is positive and both
(
Q⊺1adj(
“A)Q1
)−1
and
F (ξ) belong to C∞ ((0, 2π]).
Theorem 3. When the coarse-grained variables are defined by piecewise
constant weighting functions, then
|Θ0,J(0)| ≤ o
(|J |−n) (45)
as |J | → ∞ for any positive integer n.
Proof. Similar to (28), we can simplify the expression (42) as follows,
Θ0,J(0) =
1
2π
∫ 2π
0
eiJξ
[
Q⊺1
“AQ1 − (Q⊺1 “A−1Q1)−1
]
dξ. (46)
Direct calculation yields,
1
2π
∫ 2π
0
eiJξQ⊺1
“AQ1 dξ = κ1 + 2κ2
π
∫ 2π
0
cos(Jξ) (1− cos(ξ)) dξ. (47)
When J is an integer greater than 1, the integral is zero.
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Notice that
(
Q⊺1
“A−1Q1
)−1
is even and F (ξ) is periodic. By integration
by parts repeatedly, one can have the estimate,
Θ0,J(0) = − 1
2π
∫ 2π
0
F (ξ) cos(Jξ) dξ
=
1
J
[
1
2π
∫ 2π
0
F ′(ξ) sin(Jξ) dξ
]
=
1
J2
[
1
2π
∫ 2π
0
F ′′(ξ) cos(Jξ) dξ
]
=
1
J3
[
− 1
2π
∫ 2π
0
F ′′′(ξ) sin(Jξ) dξ
]
= · · ·
(48)
So |Θ0,J(0)| ≤ o(|J |−n) for any integer order n.
To verify the fast decay, we used the same model as the previous nu-
merical tests, and plotted the kernel function v.s. J on a log scale. This is
shown in Figure 5. In fact, we observe an exponential decay.
3.3 The dependence of Θ0,0(t) on time t
Finally, we analyze how the kernel function changes in time. Here we will
focus on the time decay estimate when the averaging operators are piecewise
constant. Namely our aim is to estimate the asymptotic behavior of
Θ(0,0)(t) =
1
2π
∫ 2π
0
“Φ∗ “A“Ψcos(“Ωt)“Ω−2“Ψ∗ “A“Φ dξ, (49)
as t→ +∞.
Theorem 4. When the coarse-grained variables are defined by piecewise
constant weighting functions, the kernel function decays in time with rate at
least equal to 0.5. Namely,
|Θ0,0(t)| = O
(
t−1/2
)
as t→ +∞. (50)
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Figure 5: This figure shows the spatial decay of the entry Θ0,J on the space.
With the fixed total number of atoms N = 215 and averaging block sizeM =
25, we observe the dependence of Θ0,J(0) on space index J for the piecewise
constant coarse-grained averaging operator and it shows exponential decay.
The x-axis indicates the matrix index J and the y-axis is the logarithms of
the absolute values of Θ0,J(0).
Let “Ψ∗ “A“Ψ = X∗M2X be the eigen decomposition of “Ψ∗ “A“Ψ, where M
is a real diagonal matrix and X is a unitary matrix. Then we are able to
write (49) as
Θ0,0(t) =
1
2π
∫ 2π
0
M−1∑
j=0
cos(µjt)|gj |2
µ2j
dξ, (51)
where µj = Mj,j is an eigenvalue of “Ω and gj is the jth component of
X“Ψ∗ “A“Φ.
Notice that
Θ0,0(t) =
M−1∑
j=0
Re
{
1
2π
∫ 2π
0
|gj |2
µ2j
eiµj t dξ
}
. (52)
So this is an integral of Fourier type and we are regarding t as a large param-
eter. In this regime, the integrand oscillates severely and causes cancellation.
The stationary phase approximation method can be used here to estimate
the decay rate of (51).
The stationary phase method is an approach for estimating integrals with
fast oscillation by evaluating the integrands in regions where they contribute
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the most. Let’s recall the stationary phase approximation method [7] with
following lemma.
Lemma 4. Consider the integral,
I(t) =
∫ b
a
f(x)eiω(x)t dx, (53)
where f and ω are real-valued functions. ω is called phase function. Assume
ω ∈ C2(a, b) and has one stationary point at x = x0 ∈ (a, b), where ω′(x0) =
0 and ω′′(x0) 6= 0. Then the integral can be approximated asymptotically by
I(t) ≈ eiω(x0)tesign(ω′′(x0)) ipi4 f(x0)
[
2π
t|ω′′(x0)|
] 1
2
(54)
as t→∞.
Up to now, we only know {µj(ξ)}M−1j=1 as the eigenvalues of “Ψ∗ “A“Ψ for
given ξ. Applying the stationary phase method would require the presence
of stationary points. For this purpose, we need to label the eigenvalues with
proper indices, so that the function µj(ξ) is continuous (or even smooth de-
pending on “A) w.r.t ξ. µj will be called branches of eigenvalues, as depicted
in Figure 6.
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Figure 6: These figures show eigenvalues of “Ψ∗ “A“Ψ labelled with µ and
eigenvalues of “A labelled with λ when M = 9. It shows the interlacing
properties of the eigenvalues. The right figure highlights two branches of
the eigenvalues of “Ψ∗ “A“Ψ and “A respectively.
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Now let’s take a further look at eigenvalues of “Ψ∗ “A“Ψ. Let µ be an
eigenvalue of “Ψ∗ “A“Ψ and x be its corresponding eigenvector, i.e.,
“Ψ∗ “A“Ψx = µx, |x| = 1. (55)
In the proof of Theorem 2, we know “Ψ∗ “A“Ψ is non-sigular, so µ 6= 0. In
addition, for any two matrices C ∈ Ck×l and D ∈ Cl×k, CD and DC have
the same eigenvalues (counting multiplicities) except for the zero eigenvalue
[22]. In other words, µ is also a non-zero eigenvalues of “A“Ψ“Ψ∗. So the
original eigenvalue problem (55) is equivalent to
“A“Ψ“Ψ∗y = µy, µ 6= 0, |y| = 1. (56)
Let “A = V ΛV ∗ be the eigen decomposition of “A, then the eigenvalue
problem is equivalent to solving µ in the equations as follows,(
Λ− ΛV ∗“Φ“Φ∗V
)
y˜ = µy˜, µ 6= 0, (57)
where y˜ = V ∗y.
The matrix determinant Lemma [19] states that if B is a complex square
matrix and u, v are column vectors, then the following identity holds,
det(B + uv∗) = det(B) + v∗adj(B)u, (58)
where det(B) is the determinant of B and adj(B) is the adjugate matrix
of B. To deal with the eigenvalue problem in (57), let the matrix B =
Λ − ΛV ∗“Φ“Φ∗V and apply the matrix determinant Lemma to it. We would
have the characteristic polynomial,
f(µ) = det(µI −B) = det(µI − Λ)− z∗adj(µI − Λ)Λz, (59)
where z = V ∗“Φ = 1−e
iξ
M
(
1
1−eiξ0
, 1
1−eiξ1
, · · · , 1
1−eiξM-1
)∗
. Setting the above
characteristic polynomial equal to zero, we have
M−1∏
j=0
(µ − λj)−
M−1∑
j=0
λj|zj |2
M−1∏
k=0
k 6=j
(µ− λk)
 = 0, (60)
where λj = 2κ1(1− cos ξ′j) + 2κ2(1− cos 2ξ′j) are the eigenvalues of “A.
From the fundamental Theorem of Algebra one can define µ(ξ) as a
branch of non-trivial solutions to (60). Together with the explicit form of
λj and zj , we know µ(ξ) is smooth.
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We may enforce an increasing order to label eigenvalues, for instance,
µ0 ≤ µ1 ≤ · · · ≤ µM−2. However, when two branches intersect with each
other, this labelling may break down the smoothness of branches. Figure 7
further demonstrates one possible scenario.
Fortunately, we have,
 
 
µ1
µ2
 
 
µ1
µ2
Figure 7: Both figures have the same two branches of eigenvalues but la-
belled in different ways. Eigenvalues in the left figure are labelled using the
way described in the context satisfying µ1 ≤ µ2 but it doesn’t guarantee
global smoothness. The right figure shows a more natural way to number
eigenvalues and it preserves the global smoothness.
Lemma 5. For M > 4 and ξ ∈ (0, 2π), the matrix “Ψ∗ “A“Ψ does not have
repeated eigenvalues.
Proof. Suppose on the contrary at ξ = η, the matrix “Ψ∗ “A“Ψ has a repeated
eigenvalue c. This means that for some j, µj−1 = µj = c. Recall λj’s are
eigenvalues of “A and explicitly given in Lemma 2. From Cauchy interlacing
theorem [23] for eigenvalues, at ξ = η, one has
λi0 ≤ µ0 ≤ λi1 ≤ µ1 ≤ · · · ≤ λiM−2 ≤ µM−2 ≤ λiM−1 , (61)
where {ij}M−1j=0 is a permutation of {j}M−1j=0 subject to λij−1 ≤ λij . Then it
is clear that λij = c as well.
With a substitution of µ = c and ξ = η into (60), one has,
wij (η)
M−1∏
k=0
k 6=ij
(c− λk(η)) = 0, (62)
where wj(ξ) = λj|zj |2 = 2(1−cos ξ)M2 [κ1 + 2κ2(1 + cos ξ′j)].
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Since η 6= 0, wj(η) is a positive number, so there must be at least one
term in the product equal to zero and let λl(η) = c (l 6= ij), then one can
factor µ− c out from (60) and evaluate the equation at µ = c and ξ = η,
(wij (η) + wl(η))
M−1∏
k=0
k 6=ij ,l
(c− λk) = 0. (63)
Due to the fact that wij (η) and wl(η) are positive, there exists another index
h different from ij and l s.t. λh(η) = c. Repeating above steps, one will
have all eigenvalues are equal to c, which is impossible as explained next.
Let’s write λk = −4κ2 cos2 ξ′k − 2κ1 cos ξ′k +2κ1 +4κ2, ξ′k = −ξ+2jπM as a
quadratic function,
f(x) = −4κ2x2 − 2κ1x+ 2κ1 + 4κ2, (64)
when x = cos ξ′k.
When the block size M is greater than 4, there must be at least 3 of
{x0, x1, · · · , xM−1} equal to a same number, d. However, the equation
cos ξ′j = cos
−ξ + 2jπ
M
= d, (65)
has 2 different solutions at most when ξ ∈ (0, 2π). This implies the contra-
diction.
With the help of Lemma 5, it’s easy to prove Theorem 4.
Proof. From Lemma 5 and (60), one can see branches of eigenvalues are
well defined and don’t intersect with each other. Since we have µj(ξ) =
µj(2π − xi) for each branch, µ′j(π) = 0 is a stationary point on the interval
(0, 2π). According to the stationary phase method, Θ0,0(0) is bounded at
least by O (t−1/2) as t→∞.
Remark: Based on numerical observations, µ′′1(π) is always non-zero, so
this estimate can not be improved.
Numerical simulations about the dependence of the kernel function on
time are shown in Figure 8.
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Figure 8: These figures show the diagonal entry of kernel function Θ0,0(t)
decays as time approaches infinity with different force constants. 2000 atoms
are taken into consideration and are divided into 20 blocks evenly. The left
figure shows the results when κ1 = 12.2676 and κ2 = 3.0628 and the right
one shows the results when κ1 = 12.2676 and κ2 = −3. Θ0,0(t) is compared
with functions in the order of t−1/2.
4 Summary and Discussions
The generalized Langevin equations have recent emerged as a new modeling
paradigm as an efficient alternative to full-atom simulations. In principle,
the kernel function in the generalized Langevin equations has to come from
the underlying atomistic model. In the case of harmonic interactions, the
kernel function can be expressed explicitly in terms of a matrix-valued func-
tion. This paper analyzed several decay properties. In particular, we found
that the magnitude of the kernel function depends on the level of coarse-
graining. This suggests that both the memory and random force terms are
scale-dependent.
On the other hand, our analysis also shows that the correlation between
the coarse-grained variables decays rapidly with respect to the distance.
This supports the typical practice where a cut-off radius is introduced in
the modeling of the interactions of the coarse-grained variables. In sharp
contrast to the spatial decay, the time decay is rather slow. In fact, the
generalized Langevin equation derived by Adelman and Doll [2, 1], as well
as the model used to fit the experimental data [40], also have kernel functions
with the similar decay rate.
The slow decay in the time poses a rather challenging problem for the
approximations of the kernel functions. For example, the early t-model
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approximation [12] will only be valid for a short time period [45]. The
Markovian approximation [20, 21] would capture the long-time statistics
with a Green-Kubo type of approximations, but the accuracy at the transient
time scale is not guaranteed. Beylkin and Monzo´n [6] proved a striking result
that shows that a power law function can be approximated uniformly by a
sum of exponentials for all t > 0. This type of approximations have been
used in [4, 17, 30, 39]. But no specific error estimate has been provided so
far.
A natural extension of the current work is to high dimensional systems.
In general, the matrix form of the kernel function still holds. But it is not
clear whether the decay rate would be the same.
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