Metallicities for six double mode RR Lyrae's (RRd's) in the Large Magellanic Cloud have been estimated using the ∆S method. The derived [Fe/H] values are in the range [Fe/H] = −1.09 to −1.78 (or −0.95 to −1.58, adopting a different calibration of [Fe/H] vs ∆S ). Two stars in our sample are at the very metal rich limit of all RRd's for which metal abundance has been estimated, either by direct measure (for field objects) or on the basis of the hosting system (for objects in globular clusters or external galaxies).
Introduction
The well-known dichotomy between short and long distance scales derived from old, population II stars has plagued astronomers for a long time and not even the impressive improvements in measuring distances due to the Hipparcos mission (see e.g., Gratton et al. 1997) seemed to provide an universally accepted solution. This is pointed out by the disagreement existing between results based on field or cluster stars. Methods founded on field stars, like statistical parallaxes or the Baade-Wesselink method applied to field RR Lyrae's, or direct analysis of field horizontal branch stars (see Gratton 1998) seem to favour the short scale. Instead, cluster star-based distances, derived from main-sequence fitting to local subdwarfs (e.g. Gratton et al. 1997) , or from pulsational properties of RR Lyrae's in globular clusters (Sandage 1993) , or from the calibration of the HB luminosity level using the Cepheid distance modulus of the LMC (Walker 1992) , seem to support the long scale.
Following a calibration of the absolute magnitude of horizontal branch field metal-poor stars with good parallaxes from Hipparcos, Gratton (1998) suggested that a difference (at a ∼ 0.1-0.2 mag level) might actually exist between the luminosity of HB stars in globular clusters (GC's) and in the field. This result appeared to be confirmed by the difference in the average magnitude for field and cluster RR Lyrae's in the LMC measured by Alcock et al. (1996) and Walker (1992) respectively (but see Clementini et al. 2001 . Another indication in favour of this possible difference comes from the latest evolutionary models by Sweigart (1997) , which include some extramixing of He and other heavy elements (C, N, O): as a matter of fact there is observational evidence for extra-mixing in cluster red giants but not among field stars (Gratton et al. 2000) . On the other side, studies by Catelan (1998) and by Carretta, Gratton & Clementini (2000a) put this suggestion to a test using the pulsational properties of a selected sample of field and cluster RR Lyrae's. Carretta et al. (2000a) show in a quantitative way that in our Galaxy, field and cluster RR Lyrae's cannot be distinguished in a ∆ log P (field−cluster) -[Fe/H] plane: this goes towards excluding the possibility of a luminosity difference. In fact, the pulsational Period-Mass-Luminosity-T eff relation (van Albada & Baker 1971) tells us that, at fixed T eff , a difference in the period distribution (or its absence) indicates that there is (or there is not) a difference in the M/L ratio for the variables. The determination of star masses with the high precision required to settle the question is still one of the most difficult tasks in astrophysics. In this context double mode RR Lyrae's are extremely powerful tools, because their masses can be estimated from the ratio of the two pulsational periods using pulsational models, hence independently from stellar evolution models. Unluckily, the M −[Fe/H] relation can presently be studied in our Galaxy only using double mode pulsators in clusters, since only a handful of RRd's have been so far identified in the field of our Galaxy.
The field RR Lyrae's in the Large Magellanic Cloud bar play a key role in this respect, since i) projection effects are negligible, and they can be considered at the same distance from us and, ii) plenty of double pulsating variables have been identified in the field of the LMC by the MACHO experiment (Alcock et al. 1997, hereinafter A97) . Field RR Lyrae's in the LMC with good [Fe/H] determinations may allow the derivation of both an accurate L = f ([Fe/H]) (using single mode pulsators) and a M = f ([Fe/H]) relation, if any, (using double mode pulsators) within a homogeneous sample of field variables. The accuracy required to settle the question of the magnitude difference can be estimated from the pulsation equation of van Albada & Baker (1971) , computed at fixed temperature and period: in order to appreciate a supposed difference of ∆ log L ∼ 0.05 (or 0.12 mag) we must detect a ∆ log M ∼ 0.06 (i.e. ∼ 0.12 M ⊙ ) difference in mass between field and cluster variables. Cox (1991) using a fixed metallicity and the new OPAL opacity tables found masses of 0.65 M ⊙ for RR Lyrae pulsators in Oosterhoff type I clusters (Oo I; Oosterhoff 1939) , and of 0.75 to even 0.85 M ⊙ in Oosterhoff type II clusters (Oo II). Since the approximate difference in metallicity between the two Oo type clusters he studied is 0.5-0.7 dex, we estimate that an accuracy ≤ 0.2 dex in [Fe/H] is then required.
We started an observational program on the field RR Lyrae's of the LMC i) to derive their average apparent luminosity, and ii) to determine their metallicities (in particular for the RRd pulsators). The first part of the program, mostly dealing with new photometric data acquired by our team near the bar of the LMC, is described in C2001 and Di . The main results are the very accurate determination of the mean apparent magnitude of the field RR Lyrae's of the LMC and the derivation of an independent reddening estimate.
From the light curves so derived we determined epochs to properly time the spectroscopic observations. In this paper we present metallicities with an accuracy of ∆ [Fe/H] ∼ 0.2 dex for six RRd's in the LMC. We used the ∆S index (Preston 1959) , defined as ∆S = 10[SpT(H)-SpT(K)], where SpT(H) and SpT(K) are the spectral types measured at minimum light, in units of tenths of a spectral type class, based on the hydrogen lines and on the CaII K line, respectively. In Section 2 we present the observational data and in Section 3 we describe the derivation of the ∆S values for the 6 stars. Section 4 is devoted to the determination of metallicities; in Section 5 we derive masses of our targets from the Petersen diagram, and discuss the mass-metallicity distribution. Summary and conclusions are presented in Section 6.
Observations and Reductions
The MACHO program discovered about 7,900 RR Lyrae's in the twenty-two 40 arcmin 2 fields centered on the LMC bar (Alcock et al. 1996) , and published coordinates and periods (but no epochs) for 73 RRd's in the LMC bar (A97; differential light curves can be found in the MACHO website, e.g. wwwmacho.mcmaster.ca). Since the ∆S method requires the acquisition of spectra when variables are at minimum light, new photometric observations were obtained in order to derive complete ephemerides for some of A97 double mode pulsators. All observations were carried out in La Silla, Chile, in January 1999. Four nights at the Danish 1.54m telescope, one of which of photometric quality, were dedicated to Johnson V and B photometry (see C2001 for a complete description) and immediately reduced to produce light curves and derive ephemerides (epochs, in particular) for our targets. We tried to maximize the number of RRd's observable in a single DFOSC (Danish Faint Object Spectrograph and Camera) pointing (field of view 13.5 arcmin 2 ), and for the present program we selected 2 positions (in MACHO fields #6 and #13) comprising a total of 9 RRd's; we refer to them as "field A" (α 2000 = 05 h 22 m 44 s δ 2000 = −70 o 34 ′ 15") and "field B" (α 2000 = 05 h 17 m 28 s δ 2000 = −71 o 00 ′ 14"); henceforth RRd's in the two fields will be indicated by CA or CB followed by an ordering number derived from tab. 1 of A97. Periods in A97 were used together with the epochs obtained from the new photometric data to properly schedule at minimum light the subsequent spectroscopic observations, done on 2 nights only 10 days afterwards. We did not use our own derived periods, since C2001 sampling of the light curve of the double mode pulsators (about 60 data-points in 4 consecutive nights) does not allow the derivation of periods for the RRd's as accurate as in A97. We show in Figure 1 the light curve for one of the RRd's based on C2001 data, and phased using A97 first overtone period P 1 . Finding charts for the 6 stars here discussed are presented in Figure 2 , taken from C2001 photometry; maps are 200 arcsec 2 , and the position of each RRd is indicated by a cross (not in scale), right at the center of the fields.
The spectroscopic observations were carried out at the 3.6m ESO telescope, during the nights 1999 January 17-18. EFOSC2 (ESO Faint Object Spectrograph and Camera) was used, mounting the CCD #40, a Loral 2k × 2k chip, binned 2 × 2, in combination with grism #7 (600 lines/mm, 3270-5240Å) and a 1.5 arcsec wide slit, resulting in a ≃ 9Å resolution (or R≃450). Whenever possible, the slit was rotated in order to exclude nearby contaminating stars. Sky conditions were good enough for spectroscopic observations, but not of photometric quality, and the seeing varied from about 1" to 1.9", with an average value around 1.5".
We observed close to minimum light 7 of the 9 RRd's within these fields, exploiting the previously described ephemerides, obtaining usable spectra for 6 of them (for one of the stars the spectrum is heavily contaminated by a very close bright object falling into the slit, and we excluded it). Identifications and information on these 6 targets are provided in Table 1 . Equatorial coordinates come from the transformation of pixel positions to right ascension and declination, based on about one hundred stars individuated both in each of the two fields and on the Digitized Sky Survey 5 ; they differ only a few arcsec from the ones published in A97. The < V > values are intensity averages and should be taken as preliminary, since a new calibration of the photometric data is under way (see C2001); epochs of maximum light are given in column 8. The fundamental and first overtone periods P 0 and P 1 are taken from A97. In column 9 and 10 we give the Heliocentric Julian Day of the spectroscopic observations of our targets and the corresponding phases computed using A97 first overtone pulsation periods and the epochs in column 8. Given the faintness of our targets (V≃19.5 at minimum light), exposure times were in the range from 30 to 50 minutes, in order to reach the maximum possible S/N and avoid phase blurring on the pulsation cycle. Typical S/N ratios range from 10 to 30.
Thirteen non variable stars in the open cluster Collinder 140 (Cr 140, Clariá & Rosenzweig 1978, hereinafter CR) , observed with the same instrumental configuration, were chosen as spectral type standard stars, to apply the "classical" approach to the ∆S method via spectral types. The observed stars are indicated in Table 2 , together with their Jonhson B, V and Strömgren b − y photometry, and spectral types derived both from CR, and from the Strömgren b − y photometry (see next Section). The last column of the table gives the spectral type adopted in the present analysis: CR values or the average of CR types with those derived from the b − y, when both estimates are available.
For calibration purposes (i.e. to check that our ∆S's are on the standard system) we took spectra at minimum light of 6 field ab type RR Lyrae's of known ∆S , namely IU Car, X Crt, WY Ant, AF Vel, U Lep and TV Leo; phases were derived from published ephemerides, and checked a posteriori by the spectral types (see note to Sect. 3.1). We also acquired 10 spectra along the pulsation cycle (from phase 0.0 to 0.65) of one c type RR Lyr (T Sex, also of known ∆S ), in order to derive phase corrections for the spectra not exactly taken at minimum light.
Spectroscopic data were reduced using IRAF 6 and the standard procedure for long slit spectra. Images were trimmed, bias subtracted, and flat-fielded; spectra were traced, extracted and wavelength calibrated. No flux-calibration was needed for our goals. We retained for further analysis only the wavelength range 3750-5210Å, where all lines of interest are located. The most delicate parts of the whole procedure were spectrum extraction and background subtraction, since the observed fields are very crowded and the seeing conditions were not optimal. The risk of contamination from nearby objects is high; this happened, for instance, in the case of one of our targets. The background subtracted spectra of the 6 program stars are shown in Figure 3 .
Spectral types were derived for our targets by comparing measured pseudo-equivalent widths (EW's) of Hβ, Hγ, and of the Ca II K line with those measured in the stars of Cr 140. The pseudo-EW's were computed by dividing the instrumental fluxes within a small spectral region (f ) centered on the selected feature, with the average of those in two comparison spectral regions (c 1 and c 2 ) located on both sides of each feature and defining the local continuum (see Table 3 ). All spectra were shifted to zero velocity before measuring the EW's. The (restframe) wavelength bins used are given in Table 3 .
The spectral types for stars in Cr 140 given by CR are quite rough estimates. To reduce this source of error they were averaged, whenever possible, with the spectral types deduced from uvbyβ colors (Hauck & Mermilliod 1998) , using the calibrations by Crawford (1975 Crawford ( , 1978 Crawford ( , 1979 . We then constructed curves calibrating EW's against spectral types using 13 of the 14 stars observed in Cr 140 (see Table 2 for identification); star #17 was excluded because it is not on the main sequence. Finally, we derived the best spectral type for each program spectrum by entering the measured EW's for the program star and reading out the corresponding spectral type. The final adopted H spectral type is the average of the values obtained from Hγ and Hβ. Following Preston (1959) , the observed ∆S were simply the difference between the H and Ca II K spectral types, in tenths of spectral types. Results for the program stars are shown in Table 5 , where we give for each of our targets the H and Ca spectral types, and the ∆S values derived applying both no phase corrections (as suggested by Kemper 1982) , or using phase corrections deduced from T Sex (see Section 3.2). The corresponding metallicities are also presented in Table 5 , and will be discussed in Sect. 4.
Our resolution is too coarse to separate the stellar and interstellar components of the Ca II lines, and we did not apply any correction for the contribution due to interstellar absorption, since its effect on the ∆S value, hence on [Fe/H], is negligible. Gratton, Tornambè & Ortolani (1986) , applying the ∆S method to the globular cluster ω Cen, employed a correction of 0.2 spectral subclasses (in the sense of an earlier spectral type) to their ∆S values, based on a reddening E(B-V)=0.11 mag. In our case the reddening is comparable (C2001), and the resulting correction would imply a difference in the derived [Fe/H] of about 0.04 dex; this is negligible with respect to the total error associated to the method.
To estimate scale and random errors in our derived ∆S 's, we have compared the values we derived for the 6 comparison ab−type RR Lyrae's with those given in the literature (see Table 4 for individual values; the comparison is done between our values and the average of literature ∆S 's for each star). If we apply the phase corrections 7 suggested by Butler (1975) , our ∆S are on average smaller than the literature values by 0.2 ± 0.4 tenths of spectral types, with an r.m.s. of 1.2 tenths of spectral type for individual stars. Since the accuracy of the literature values is of the order of 0.5 tenths of spectral types, we conclude that our ∆S are on the standard scale, and have random errors of < 1 tenth of spectral type.
Phase Corrections
Before interpreting the observed ∆S in terms of metallicity, we have to apply a correction for the observed phase, since ∆S is known to vary during the pulsation cycle. The exact form of the phase-correction to be applied for d−type RR Lyrae's is not known. In their study of Galactic double pulsators in the field, Clement, Kinman & Suntzeff (1991) argued that the best correction is the same used for c−type RR Lyrae's, since in general the amplitude of the first harmonic is larger than the amplitude of the fundamental mode for double pulsators (this is also true for our program variables). Furthermore, the colors at minimum light of the d−type RR Lyrae's are much closer to those of the c−type at minimum than to the ab−type ones. Unfortunately, the phase corrections to ∆S for the c−type variables are not very well defined. Kemper (1982) studied the variation of ∆S along the light curve of three c−type RR Lyrae's (RU Psc, T Sex, and DH Peg). He concluded that phase corrections are small (of the same order of the measuring error, i.e. ± 1 unit in ∆S ) and should not be applied when the H spectral type is later than A7-A8, while he recommended to reject ∆S estimates from spectra where the derived H spectral type is earlier. An alternative procedure is to apply phase corrections to the ∆S according to the phase variation of ∆S derived from a well studied c type template star. We have used to this purpose our observations of T Sex, and derive (see Figure 4) :
where we give the correction simply as a linear function of the hydrogen spectral type and, according to Kemper (1982) , we neglect the small difference existing between the ascending and descending part of the light curve. This seems a reasonable assumption for the c-type pulsators (but see Figure  1 of Smith 1986) given the fairly symmetrical shape of their light curves, which all show slow climbs to maximum light, and because spectra of RRc's do not seem to show the hydrogen line emissions and doubling which are the signature of shock waves propagating through the atmosphere, found in the spectra of the RRab's during the rise to maximum light (Preston & Paczyinski 1964 , Chadid & Gillet 1998 , Gillet & Crowe 1998 ).
Using the above relationship, we obtain for T Sex ∆S =6.81±0.09 with an r.m.s. scatter of 0.26 tenths of spectral types. This value is to be compared with that determined using the procedure suggested by Kemper, that is ∆S =6.28±0.17 with an r.m.s. scatter of 0.50 tenths of spectral types. Also, for comparison the value given by Kemper for this star is ∆S = 6.1 (6.3 if the star were analyzed as an ab−type variable). However, T Sex has the largest variation of ∆S with phase among the three stars considered by Kemper, so this procedure may lead to somewhat too large phase corrections (implying too large ∆S 's and too low metallicities). In Table 5 we give the ∆S values of our targets obtained using both the Kemper procedure (i.e. with no phase corrections and only using spectra later than A7-A8) and the phase corrections derived from T Sex light curve. On average, ∆S values corrected according to the T Sex curve are larger by 1.2 ± 0.2 spectral subtypes. Our adopted values are simply the average of those determined using the two different procedures. We estimate that uncertainties related to the phase correction are half the average difference between these two estimates, i.e. about 0.6 spectral subtypes.
Metallicities of the program stars
The ∆S values of our targets (both with and without phase corrections) were translated to metallicities using two different relations. The first one is given by Clementini et al. (1995, hereinafter C95) , and is based on their study at high resolution and high S/N spectra of 10 field RRab's, on data adapted from Butler (1975) and Butler & Deming (1979) , and on globular clusters having literature metallicities derived from high resolution spectra:
The relation has been derived for ab−type RR Lyrae's, however Kemper (1982) The second one is given by Gratton (1999, hereafter G99) , and recalibrates the ∆S index using the new metallicity scale for GC's found by Carretta & Gratton (1997, hereafter CG97) , which differs from ZW84's especially at intermediate metallicities, usually giving somewhat higher metallicities. The metallicity dependence on ∆S is in this case
which is only marginally consistent with the relation in C95. In the following we will be using metallicities derived from both relations:
(a) C95: ∆S values, both using no phase correction, as suggested by Kemper, and correcting using T Sex, are given in columns 4 and 5 of Table 5 , and the adopted ∆S (the average of the two) is given in column 6. Columns 7 and 8 of Table 5 give the metallicities of the program stars computed using the ∆S estimates according to both Kemper procedure and T Sex phase corrections, respectively, adopting C95 relation. In the case of variable CA 48, we cannot give any metal abundance using Kemper procedure for the spectrum taken near maximum light, since the H-spectral type at which this star was observed is too early; the lower S/N spectrum, instead, can be used to determine ∆S values with both methods. Both spectra give similar results, and in the following we will be using the metallicity derived from the higher S/N spectrum. Column 9 contains the adopted metallicities on C95 scale: they are simply the average of the determinations obtained with the two different procedures. We estimate that internal uncertainties in these metallicities are of about ±0.2 dex (from typical errors of ±1 in our ∆S values). Systematic errors are mainly due to uncertainties in the phase corrections (±0.1 dex) and in the metal abundance calibrations. The latter are however small (likely ±0.1 dex) in the abundance range of interest for the program stars. This compares rather well with the results obtained by Alcock et al. (1996) . They used a similar method (line strengths of Ca II K and of Hδ measured on medium-low resolution spectra of quite low S/N) and applied it to 15 field LMC RR Lyrae's. Alcock et al. do not expand much on the subject: they do not give RR Lyr types, or individual values for metallicities. They only say that the most frequent [Fe/H] value is about -1.6, with values in the range from -2.4 to -0.8 (see their fig. 8 ), and that the estimated accuracy is ±0.25 dex.
(b) G99: Columns 10 and 11 of Table 5 contains the analogues of cols. 7 and 8, but using G99 relation, and col. 12 shows the adopted The value compares slightly worse to Alcock et al. (1996) , but this is not surprising, since CG97 scale tends to produce higher metallicities at this intermediate metal abundance. Anyway, 15 and 6 objects are too small samples to attach significance to a ∼ 0.3 dex difference, well within the quoted uncertainties.
Notice that we have two RRd's with [Fe/H] > −1.5 (C95) or > −1.3 (G99), hence with metal abundances larger than the Oo I clusters M 3 and IC 4499: these are the most metal-rich RRd's identified so far.
Masses

The Petersen diagram
Masses for the double mode pulsators can be evaluated from the ratio between first overtone (P 1 ) and fundamental (P 0 ) pulsation periods. Petersen (1973) introduced the use of what is now universally known as "the Petersen diagram", where the ratio P 1 /P 0 is plotted versus the value of P 0 for each RRd. Pulsation models define loci of constant mass in this diagram, hence RRd masses can be determined by the position of the star in the Petersen diagram, interpolating/extrapolating between these models. Figure 5 shows the position in the Petersen diagram of the six LMC RRd's studied in this paper (we have omitted from the figure the remaining 67 LMC RRd's in A97 sample for clarity, but our small sample is well representative of the general P 1 /P 0 versus P 0 distribution of the LMC RRd's, see Figure 6 ), together with the other RRd's found in our Galaxy (clusters and field) and in the Draco and Sculptor dwarf spheroidal galaxies. Data plotted in Figure 5 have been taken from Garcia-Melendo & Clement (1997) for NSV09295; from Clementini et al. (2000) for CU Com; from Clement et al. (1991 Clement et al. ( , 1993 for AQ Leo, VIII-10, and VIII-58; from Clement et al. (1993) for NGC 2419 (1 object), and NGC 6426 (1 object); from Corwin, Carney & Allen (1999) for M 3 (5 objects); from Walker & Nemec (1996) for IC 4499 (17 RRd's); from Walker (1994) for M 68 (12 RRd's); from Nemec (1985b) for M 15 (14 RRd's); from Nemec (1985a) for Draco (10 RRd's); from Kaluzny et al. (1995) for Sculptor (1 object); from A97 for the LMC (73 RRd's).
This figure is the analog of fig. 2 in A97; they also plotted the latest pulsational models available in literature, by Bono et al. (1996, henceforth BCCM96) computed for metallicity Z=0.0001, and for the three masses 0.65, 0.75 and 0.80 M ⊙ . BCCM96 computed non-linear, non-local, time dependent pulsational models based on up-to-date opacities ). These models, whose properties and physical and numerical assumptions are described in Bono & Stellingwerf (1994) , in BCCM96 and in Bono et al. (1997a,b) are claimed by authors to reconcile values for masses and luminosities based on pulsation and on stellar evolution theories.
However, as already noted by A97, several objects (about 40 of the 73 double mode LMC RR Lyrae's, among which our CA 02, and one of the RRd in M 3) fall in the region of the Petersen diagram below the 0.65 M ⊙ BCCM96 model, and extrapolation of the BCCM96 models would produce rather small masses of about 0.55 M ⊙ for these objects. This would not be simple to explain for the stars in this region with measured metallicity: M3 is the prototype Oosterhoff I cluster, and CA 02 and the Galactic field star VIII-58 have similar abundances, intermediate between Oo I and Oo II clusters ([Fe/H] ≃ -1.7 on C95 scale, or -1.5 on G99 scale). A97 discuss somewhat the problem, also suggesting, but in the end discarding, the possibility of these stars having a larger metal content, hence a mass larger than obtained by the BCCM96 models.
The pulsation models: derivation of the masses
Since we now have information on the metallicity of 6 LMC RRd's, we have decided to test the dependence of masses derived from the Petersen diagram also on metallicity. In order to do this, we derive masses for all objects in Figure 5 for which the metallicity has been estimated, using the most appropriate models. Metallicities for all objects were adopted as follows: in the case of the LMC RRd's we used the ∆S values (this paper), as for three MW field RRd's (AQ Leo, VIII-10, VIII-58: Clement et al. 1991) , and converted them to [Fe/H] using both C95 and G99 relations; in the case of CU Com we used the [Fe/H] value in Clementini et al. (2000) , obtained from high resolution spectroscopy (note that at these low metal abundances ZW84 and CG97 scales coincide); for the dSph's Draco and Sculptor we took the literature values (Mateo 1998) on ZW84 scale, and also converted them to CG97 scale according to the transformation relations provided by GC97 (see eq. 7 in that paper); for Galactic GC's, since ∆S values were not available for all of them, we used the [Fe/H] values available in the literature (ZW84 for all of them, CG97 direct measurements for M 3, M 15, M 68, and transformation to CG97 scale for NGC 2419, NGC 6426, and IC 4499). Metallicities chosen in the above way should be on a homogenous base for field and cluster variables, since the metallicity derived from the C95 relation (equation 1) is close to the ZW84 scale, while that derived from the G99 relation (equation 2) is close to the CG97 one.
Since both mass and metallicity affect the predicted Petersen diagram, information about the metallicity is required for a proper evaluation of the "pulsational" mass. At the same time, for each derived stellar mass the luminosity level can be inferred on the basis of the fundamental period range. We note that the only pulsation models that populate the Petersen diagram are those located in the double mode (OR) region of the predicted instability strip, that is betwee the theoretical fundamental blue edge and the theoretical first overtone red edge, for each assumed luminosity level. For each mass, models with different luminosity levels were computed in order to cover the full range of evolutionary predictions (which are dependent on the adopted input physics) for the luminosity of horizontal branch stars and also to take into account evolutionary effects (RR Lyrae evolving from their zero age horizontal branch location). As already noticed by BCCM96 nonlinear computations offer the opportunity to disentangle the mass and luminosity effects on the location in the Petersen diagram. As shown in Figure 5 , once the mass and metallicity are fixed, the period values identify the luminosity level. However we consider the luminosity derivation beyond the aims of the present paper. A few additional models at Z = 0.0002, 0.001, and 0.002 have also been computed, but not extensively used to determine masses. The main parameters of the adopted models (Z, mass, luminosity, P 0 , P 1 ) are given in Table 6 , available only in electronic form.
A subset (indicated by a star symbol in Table 6 ) of the Z=0.0001, 0.0004, 0.0006 and 0.0008 models is shown in Figure 5 where, for each metallicity, the upper curve refers to the higher mass, and the luminosity levels increase from right to left; now the models completely cover the range observed for the RRd's. An enlargement of the region of interest for our 6 LMC RRd's is shown in Figure 6 , where all the LMC RRd's from A97 are also plotted.
We derived masses for our targets as well as for all RRd's for which a metal abundance estimate is available (either direct or of the hosting system) interpolating between the set of pulsational models at the four indicated metallicities. For each object we obtained a table with four mass values, one for each Z, and a fit with a parabola produced a quadratic relation mass vs Z. We then entered the empirical [Fe/H] value for the star (we do it for both metallicity scales used in this paper) and derived the mass with the associated error (based on the error on the fit and an assumed 0.2 dex error on [Fe/H]). In some cases this procedure was slightly modified because the parabolic interpolation was not completely stable: for NGC 2419 and NGC 6426 we also used the Z=0.0002 models; for CU Com, the most metal-poor object of the sample, we found more adequate to use only the models at Z=0.0001, and similarly for CA 48 and CB 61 we used only the models at Z=0.0008, and for CB 49 only the models either at Z=0.0006 (on C95 scale) or at Z=0.0008 (on G99 scale). Results for masses and associated errors for the 6 LMC RRd's, for the MW field RRd's, and for the two dSph's are given in Table 7, while Table 8 presents results for galactic clusters RRd's.
Note that mass values for M 3 are the most uncertain because of the lower precision of the periods P 0 and P 1 given for its RRd's. However, this could not be an explanation for the rather unusual masses found for the two Oo I clusters, since IC 4499 has exactly the same behaviour, but periods as precise as those of the other GC's. Figure 7 (a), shows no indication of a mass -metallicity relation. In fact, mass and metallicity have an opposite effect on the position of a RRd in the Petersen diagram, leading to a sort of degeneracy. A mass -metallicity relation is only obtained using a fixed metallicity to compute the pulsational models, then using the derived masses in connection with the empirical abundances. This is what was often done in the past (e.g., BCCM96, and fig. 1 in Cox 1991), but it implies neglecting the effect of the metal abundance on the position in the Petersen diagram, hence an error on the derived mass for all objects whose metallicities differ from the metal abundance adopted in the pulsational model computations. Petersen (1991) , on the basis of linear calculations, found that the difference in metal abundance between Oo I and Oo II clusters produces a very small mass variation, whereas Cox (1991) predicts that the mass of all globular cluster RRd variables should be close to 0.8 M ⊙ when metallicity is taken into account and the OPAL opacity tables for the proper composition are used. Our nonlinear computations show that the metallicity effect on the Petersen diagram is strong, since it acts in different ways on the fundamental and first overtone periods, and heavily influences their ratio. This result is in agreement with the predictions by Kovacs, Buchler & Marom (1991) and Cox (1995) , who also found a noticeable dependence of the Petersen diagram on metallicity when the new OPAL opacities are used in pulsation computations. In particular Cox (1995) performs computations with Z=0.0003 and find a mass increase of OoI RRd with respect to those derived from models at Z=0.0001. However he reproduces the IC 4999 RRd's location with Z=0.0003, M=0.70 ± 0.05 M ⊙ models, whereas the metallicity used in our paper for IC 4999 RRd's is equal or larger than 0.0006, depending on the metallicity scale. This most likely justifies the larger masses we find for OoI RRd's with respect to Cox (1995) results. In fact, as shown in Figure 6 , our Z=0.0002-0.0004, M = 0.75 M ⊙ models fit the IC 4999 RRd's location too.
The mass-metallicity distribution
Further analysis on the metallicity dependence of pulsational models is required, since there is still the possibility that models could somehow overestimate the effect as a result of the adopted opacity tables (the most recent Livermore ones, Iglesias & Rogers 1996 ; see also the discussion by Cox 1991) or that, as suggested by Kovacs et al. (1992) the Petersen diagram depends not only on the heavy element abundance, but also on the chemical mixture, but this issue is quite beyond the scope of the present paper.
In Figure 7(a) , the globular clusters of both Oosterhoff groups have similar masses, with very similar internal scatter, while in Figure 7 (b) the two Oo I clusters M3 and IC 4499 show a (unrealistically?) higher mass than the Oo II GC's, as a result of the different (higher) metallicity scale adopted. Indeed, some weak hints of a mass metallicity relation with larger masses at higher metal abundances could be seen also among the Oo I field and cluster Rd's in Figure 7 (a). Whether this finding might imply an actual difference between GC's, or is simply to impute to a too high sensitivity of the model-derived masses on metallicity, not well tuned yet, is an open question. The offset between the two metallicity scales is about 0.2 dex at the typical metallicity of the Oo I clusters; comparison between Figure 7 (a) and Figure 7 (b) tells quite clearly that a systematic error of 0.2 dex in the metallicity of the Oo I clusters, through the effect on the RRd's masses derived from pulsational models, goes in the direction of producing a mass-metallicity relation (of any kind) that might actually not be there. The arrows in Figure 7 show graphically the variation of derived masses for a 0.2 dex increase in the assumed [Fe/H], comparable to the error associated to abundances obtained with the ∆S method.
The derived masses are not in contrast to values expected from stellar evolutionary models for an age of 10-14 Gyr, and no extensive mass loss on the red giant branch. This is shown in Figure 7 , where the lines represent the mass at the RGB tip for ages of 6, 8, 10, 12, and 14 Gyr; they are taken from the evolutionary models by Bertelli et al. (1994) for Z=0.004, 0.001, 0.0004, and by Girardi et al. (1996) for Z=0.0001, however any other choice of isochrone sets would produce similar results. Within the errorbars (see Tables 7 , and 8) all objects in Figure 7 (a) are well consistent with the plotted isochrone sets. Only the two most metal rich RRd's of the LMC lie above the 10 Gyr isochrone; however, the large errorbar associated to their mass estimates on one hand, and/or the possibility for these field objects to be slightly younger that 10 Gyr might account for their position in the figure. Figure 7 (b) is more difficult to explain, since RR'd in both M3 and IC4499 lie well above the 10 Gyr isochrone, even taking into account errorbars, and ages younger than 10 Gyr might be at the lower limit of the acceptable values for these GCs.
This could be due to uncertainty in the pulsational masses: models could have a too high sensitivity to abundances at these relatively large metallicities, either through the total heavy element abundance or the adopted chemical mixture. Another possibility is a too large abundance assumed for these clusters (e.g., an overestimate of about 0.15 dex in CG97 computations for intermediate-metallicity clusters). This last possibility can be checked for M 3, which has also been studied with high resolution spectroscopy and fine abundance analysis by Kraft et al. (1992) ; they find [Fe/H]=−1.47 ± 0.01, to be compared to [Fe/H]=−1.34 ± 0.02 in CG97. But also adopting the Kraft et al. value , the pulsational masses are larger than for the Oo II clusters. Furthermore, work on high resolution spectra of Turn Off stars in NGC 6752, obtained with UVES on the VLT , obtains the same iron abundance already derived for giants in CG97 for this intermediate metallicity cluster ([Fe/H]=−1.42). Small overestimates may be present, but do not seem to explain completely the effect noted in Figure 7(b) . Finally, we wish to note that, based on a recent study of M 92 by King, Stephens & Boesgaard (1998) , and on spectra of Turn Off stars in NGC 6397 , it may be necessary to reassess also the low metallicity end of the GC scale, in the sense of lower abundances: this would go in the direction of increasing the metallicity difference between Oo I and Oo II clusters. Discussing the validity of metallcity scales is outside the scope of the present paper, and we prefer to derive masses using different ones, leaving to the reader the final choice about which one to believe better.
In any case, the major result here is that masses of Oo I and Oo II clusters do not significantly differ, or, if they do, they differ in the sense of Oo I GC's having higher masses, contrary to what usually accepted. This stems from the use of appropriate metallicities in the pulsational models. This result is summarized in Table 9 where we also compare the average mass values derived for the field and cluster variables of differing Oosterhoff types, adopting the two metallicity scales, separately. The cut between Oosterhoff types was set at [Fe/H]=−1.7 and −1.5 in ZW84 and CG97 respectively, with the Oo II variables being at [Fe/H]≤ −1.7 (−1.5).
The field RRd's have a larger scatter, both in metallicity and in mass; however most stars lie in the same region of the diagram occupied by the globular cluster stars. The bulk of the field Galactic RRd's as well as RRd's in Draco and Sculptor concentrate in the low metallicity region occupied by the Oo II clusters, while almost all of the LMC RRd's in our sample are in the region of the Oo I clusters, or extend further towards metallicity values which have no counterparts in our Galaxy or in the two dSph's where RRd's had been found in the past. This confirms C2001 finding that pulsational properties of the RR Lyrae variables in their observed regions of the LMC bar seem to follow the period-amplitude relation of Oo I clusters like M 3.
Finally note that, no matter which metallicity scale is adopted, cluster and field stars of similar metallicity and/or Oosterhoff type do not show any systematic difference in the derived mass.
Summary and conclusions
In order to investigate the possibility of a systematic difference in the mass and mass-metallicity distribution for RR Lyrae in globular clusters and in the general field, we have used the Preston ∆S method to derive metallicities for 6 RRd's (double pulsating variables) in the bar of the LMC. We have then combined these values with literature data for four field Galactic RRd's, making up a total of 10 field RRd's whose metallicity has been directly measured, and with data for RRd's in the Draco and Sculptor galaxies, for which the same metallicity as the host galaxy has been assumed. For these stars, pulsational masses were derived using an extension of the BCCM96 models to enlarged mass and metallicity ranges, purposefully computed for this paper. The same procedure has been applied to globular clusters RRd's, both of Oo I and Oo II types, similarly finding their masses.
We have then compared the position of field and cluster RRd's in the mass-metallicity diagram: we find that, on average, the two samples follow the same mass-metallicity distribution.
Since field and cluster RR Lyrae's also obey the same mass-luminosity-metallicity relation (Catelan 1998 , Carretta et al. 2000a , we conclude that they should also obey the same luminositymetallicity relation, and that there is no difference in luminosity between field and cluster RR Lyrae's. This result implies that results found for field RR Lyrae can be safely used also to derive properties of cluster RR Lyrae's, like e.g. the absolute luminosity and the absolute luminositymetallicity relation.
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