Fifth generation (5G) cellular networks will be the key element of a society that is becoming increasingly interconnected and digitalized. Applications adopted in many social and industrial sectors will require from 5G networks higher standards of availability and reliability. These requirements are leading operators to plan the deployment of protection schemes in the backhaul layer. In this context, our aim is to employ simulation to assess in a technical and economic way different backhaul protection schemes based on passive optical network (PON). The results indicates that the use of protection can increase the viability of 5G networks based in a PON backhaul supporting a hybrid fronthaul with fiber and copper.
Introduction
The evolution towards fifth generation (5G) cellular networks goes beyond meeting the demands of users requesting higher data rate transmission rates and mobile operators seeking to increase their profits and reduce energy consumption. With the deployment of 5G, it is expected that the role of the mobile communication networks will be extended to ensure access to Internet services in the Internet of Things (IoT) concept, i.e., machine-to-machine solutions in industry, healthcare and education [Andrews et al. 2014] . This expansion has led 5G technology to serve a larger number of applications and to be transformed so that it can form the basis of an even more digitalized and ultraconnected society.
An even more digitalized society can be represented in terms of its large number of Internet-connection requests, e.g., every minute about 5 million videos are watched on YouTube and approximately 67,000 images are sent to Instagram servers [Ericsson 2014 ]. Other representations can be attributed to the profiles of users who are increasingly being integrated with smartphones, and to the generated network traffic, 70% of which, according to the Ericsson company is based on the requirements of indoor environments [Ericsson 2015 ]. In the context of an ultra-connected society, 5G users can be classified as extremely dependent on communication between users and services, i.e., a failure in infrastructure might cause serious and irreversible damage, e. g., incur heavy financial losses or even the loss of a life [Fernandez and Stol 2015] .
To meet the foreseen demands in 5G networks, especially those of indoor users, several studies are investigating cost and energy-efficient network architectures between radio processing units and the antennas, i.e., the fronthaul layer, and between the network core and the radio processing units, i.e., the backhaul layer [METIS2020, Fiorani et al. 2014 , Jaber et al. 2016 , Tonini and Federico et al. 2017 , Fiorani et al. 2016 , Fernandez and Stol 2017 .
This work conducts a technical and economic analysis with the aim of assessing different protection schemes applied on a PON backhaul infrastructure used to feed 5G indoor fronthaul. In this way, we look for the best protection alternative aiming to reduce the damage and costs caused by lack of service in a digitalized society. A cost model based on the Markov Chain Monte Carlo (MCMC) simulation was implemented to obtain the results. I this way, simultaneous failures in the network can better modelled, which is not possible to do in a analytical aproach.
The remainder of this paper is divided into five sections. Section II outlines the details of the 5G architecture. Section III examines the cost models. Section IV discusses the case study employed for this investigation. Section V shows all the obtained results. Finally, the last section summarizes the main conclusions.
Related works
This section presents a set of works developed in recent years that deal with next generation mobile traffic transport alternatives, techno economic analysis of radio access networks and protection in PON networks.
The International Mobile Telecommunications system (IMT) has initiated research and technology trials for next generation mobile networks in 2013. The IMT vision for future mobile network as summarized by the mobile and wireless communications enablers for the twenty-twenty Information Society project (METIS2020) , with aimed to propose technologies to support scenarios and demands of the 2020 and beyond digitized society, laying the foundation for 5G networks. The next generation mobile network will have a 1000 times the traffic volume demand, 10-100 bigger user data rate, 10-100 more connected devices and sub-millisecond latency. In this context, its clear that the requirements of 5G networks will have a great impact on mobile transport infrastructures [METIS2020].
The main challenges of 5G transport networks and possible solutions for them in terms of capacity, flexibility and costs were investigated in [Fiorani et al. 2014] and [Jaber et al. 2016 ]. The first concludes that the use of dense-wavelength-division multiplexing in metropolitan networks combined with a transport network dedicated to small cells was pointed out as a solution to overcome the investigated challenges. The second presented a complete survey on the subject of 5G backhaul, indicating that a joint planning of backhaul and radio access networks (RAN) can enable the use of centralized-RAN (C-RAN) technologies, with can have gain attained when compared to the actual distributed RAN solutions, even with the "last mile" utilization of copper cables. In this context a hybrid optical/metallic indoor dedicated C-RAN solution supported by a WDM optical backhaul could be considered a good approach for 5G networks.
In order to economically investigate transport network architectures, paper ] presents a comprehensive methodology to analyze the total cost of ownership (TCO) of several backhaul architectures based on fiber, microwave and copper. The authors considered two scenarios, i.e., a completely new deployment scenario (Greenfield) and an upgrade of legacy architecture (Brownfield). The work concludes that the use of passive optical networks (PONs) is the best backhaul approach in terms of energy efficiency, but due to the fiber high costs the best deployment strategy for Greenfield is PONs together with microwave links and to Brownfield results point PONs along the legacy copper infrastructure. Despite this, in [Tonini and Federico et al. 2017 ] an optimization strategy for implantation of a small cell fiberbased backhaul is presented, achieving reductions up to 50% in deployment costs for Greenfield and 70% for Brownfield, increasing viability of a fiber only infrastructure.
The papers and [Fiorani et al. 2016 ] present a design planning strategy for 5G using C-RAN, focusing on fronthaul. The first presented a strategy to reduce the cost of C-RAN indoor solutions minimizing the number of equipment required to deploy the network, achieving almost 60% cost reductions over the conventional deployment approach. The second presented a methodology for dimensioning the mobile network radio and transport segments for different transport solutions and evaluating the energy performance of these, showing that the deployment of indoor small cells in a heterogeneous scenario is better suitable for higher traffic levels and can consume less than half of the energy in a homogeneous case, as macro cells only. In addition, the results indicated that hybrid time and wavelength division multiplexing (TWDM) -PON is the best alternative for backhaul.
In regard of access network protection, the case of PONs has been vastly evaluated for fixed access networks. the papers [Fernandez and Stol 2015] and [Fernandez and Stol 2017] presents very complete formulations for economical unavailability analysis on PONs. The first focus on hardware failures and appoints that the duplication of components connected to major number of users increase the economically viability of PONs in an medium-long term operation for a urban scenario with high number of commercial users. The second considered also software failures, showing that the need of protection for commercial users is even bigger than the indicated by the first work.
The 5G Architecture Analyzed -The C-Ran (Stacked)
This study uses a hybrid fronthaul architecture consisting of optical fiber links and Cat5/Cat6 copper cables operating under the Gigabit Ethernet [Ericsson 2017 , Huawei 2015 . The adopted solution is based on the stacking of base band units (BBUs) for creating a C-RAN. In a C-RAN the processing of transport and network layers of the Open Systems Interconnection model [Kurose and Ross 2012] is concentrated for a set of wireless cells with a distance up to 40 km, offering a network with low costs, high reliability, low latency and large bandwidth [Macknofsky 2015 ]. Figure 1 shows the C-RAN architecture used for the 5G service technology adopted for this study, where an IP/MPLS network represents the backbone of the system. The communication links between the backbone and BBU hotel represent the backhaul framework, which is defined as a PON [Fernandez and Stol 2015] . The PON adopted consists of the following pieces of equipment: optical line terminal chassis (OLT chassis), optical line termination (OLT), remote node, passive splitter and optical network unit (ONU). The OLT chassis carries out the management of the network and makes the connection with the backbone, having several slots for OLT ports, which provides optical signal for the feeding fibers that serves the passive splitters within a remote node. In the splitters, the optical signal is replicated in accordance with the splitting rate and distribution fibers carry the signal to the ONUs, which makes the conversion of optical signal to an electric signal, establishing a link with the BBUs. The BBU hotel concentrates several BBUs which are connected by links of up to 40 km to one or more cell aggregators, which works in similar way to that of a gigabit Ethernet switch. Communication between the BBUs and cell aggregators is carried out via Common Public Radio Interface (CPRI) [Ericsson 2017 , Huawei 2015 . Each aggregator must be connected to a set of cells with copper cable links (Cat5e/Cat6 models) using Gigabit Ethernet over CPRI [Ericsson 2017 , Huawei 2015 , IEEE Standard for Information Technology 2005], with rates and distance up to 2 Gbps and 100 m, respectively. The set of links from the BBUs to the cells form the fronthaul for the 5G technology.
The TCO Model
The representation of the network dimensioning will be shown in this section, as well as the models employed for conducting the technical and economic analysis which was carried out from a total cost ownership model (TCO). The TCO is divided into two parts which take into account of both the network installation costs (CAPEX) and operational costs (OPEX). 
Dimensioning of the Network
This study aims to present a generic dimensioning model which can be easily adapted to the most different cases of density and distribution. It dimensions the network according to a Manhattan simple street model [Graham 1988 ], which includes square elements uniformly distributed in a square block.
Taking into account the need of representation of both the feeding and distribution levels of a PON, the model was first employed to distribute buildings on blocks and following this, to allocate the latter's in a square scenario. Figure 2 shows the dimensioning configuration used in this study, where n is the number of buildings beside a block, l is the distance between the centers of the two buildings, N is the number of blocks on one side of the square scenario and l is the distance between the center of the two blocks and can be expressed by l n L   [Fernandez and Stol 2015] .
Assuming that the OLT chassis is in the office at the center of the scenario, the remote nodes in the middle of the blocks, the ONUs inside the buildings and that the distribution of the fibers is carried out in [Fernandez and Stol 2015] , the dimensioning model can easily determine the number and distance of each equipment, the length of each trench and link, and the interconnections between the equipment and links in the scenario.
4.2.CAPEX
Once the network has been dimensioned and the features of the piece of equipment are defined, the CAPEX is given by (1):
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is the total cost related to the outdoor fiber, Indoor Cab C is the cost of indoor cabling, Eq Pur C is the purchase cost of the equipment and Eq Inst C is the installation cost of ) is determined by (3) 
where the j index represents the different types of equipment that will be installed.
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Eq j D , v and Sal are the installation time for equipment j , the distance of equipment j , the average speed and the salaries of the working teams.
OPEX
The OPEX is obtained from an operational analysis of the dynamics of the system, carried out from the modelling of the states of operation such as a Continuous Time Markov Chain (CTMC), with the definition of the state based on the numbers and types of faulty equipment, where the Markov reward model is used for the application of costs.
Equation (6) shows the OPEX when linked to a k state: are the costs for repairs, fines and penalties, electric power consumption and floor space rent respectively, with regard to the k state. The repair cost in the k state ( Rp k C ) is determined by (7):
where ' Pr k and  are the purchase price of the equipment ' k that must be repaired in the k state and the factor of equipment repair costs, respectively, which range from 0 to 1. The term ) , 1 min( k reflects the absence of repair costs in the case of an entirely functional network, represented by the state 0  k . The penalty costs in the k state ( Pen k C ) are determined by (8) Pr are the impact factor [17], the number of faulty indoor small cells, penalty for the lack of service of indoor cells, the number of faulty outdoor mobile cells and the penalty for the lack of service of outdoor mobile cell. The cost of electric power in the k state ( Ene k C ) is determined by (9) Pr are the total area occupied by indoor equipment and the cost of renting indoor space, respectively.
Operation Simulator
The TCO can be obtained by the sum of the CAPEX and OPEX, the first is obtained by network dimensioning, as for the second, knowing that the network is modeled as a CTMC the operational expenditures can be obtained by the sum of the product between the duration in time and the OPEX cost (Markov reward) related to each state.
The purpose of the operation simulator is to determine the duration time in each state of the chain. The operating methodology makes use of the information about the failure rates of functional equipment and the mean time to repair of faulty equipment (related to each operational state) to form a transition rate matrix. When this is applied to a cumulative analysis of CTMCs in a Monte Carlo simulation, it provides the average duration time for each state. The Simulator was implemented as in [Anders and Silva 2000 ].
The Case Study
This section outlines the case study which includes the metrics used to assess the protection framework used for the 5G architecture. The assessment was carried out in light of a techno-economic analysis based on the Markov reward model. This covered a high density urban setting [Machuca et al. 2011 ] based on Manhattan dynamic population [Moss and Qing 2012] of 64 km 2 , that contains 6400 6-floor buildings with 24 apartments per floor, where 63.21% of them are commercial buildings. A OLT chassis with a capacity of 72 gateways and a cell division rate of 1 to 32, was used for the backhaul architecture. With regard to the servicing of failures and the installation of the equipment, an average speed of 20 km/h was assumed during transport of the repair/installation teams to the point of failure or installation. In addition, for financial reasons, a cost unit was employed based on the price of an indoor small cell, which at the time when this study was carried out cost US$ 300 [Yaghoubi et al. 2018 ].
The salaries for the working teams, price of kilowatts per hour and penalty cost for lack of communication through indoor and outdoor small cell, are assumed to be 0.63 UC/h, 3.33x10-5 CU, 0.05 CU/h and 1.52 CU/h, respectively. The two first are based on a European scenario cost and the lasts are based on the variation over the penalty costs presented in [Fernandez and Stol, 2015] . Finally, the following points were assumed for the network: operation of 10 years, 50% of the population as subscribers to 5G and 40% of active 5G users during the peak traffic periods. Where the two last are based on extrapolations of 4G networks data from Cisco and European EARTH project.
The 5G architecture that was implemented is shown in Figure 3 and ensures both indoor and outdoor coverage. For the first each commercial building has a BBU hotel linked to the PON backhaul and the hybrid fiber/copper fronthaul, which is spread within the building. For the second it is assumed that some buildings located along parallel diagonal lines which cross the scenario, have a small outdoor mobile cell (pico cell) at their diagonal top which is connected by optical links to a BBU, thus forming a chessboard pattern of outdoor cells with regard to the buildings and ensuring a line of sight is provided to the outdoor user [Lopes et al. 2015] . In this way, in peak traffic data rates of 1 Gbps and 144 Mbps can achieved by indoor and outdoor users, respectively.
Four architectures were included for the PON backhaul : (a) unprotected, (b) with fiber duplication at the feeding level, (c) with interconnection of the OLTs and fiber duplication at the feeding level, (d) with interconnection of the OLTs and fiber duplication of the feeding and distribution levels. All the architectures are illustrated in Figure 4 . The first is the basic PON described in section 3. The second duplicates the feeder fibers using a optical switch that will operate in case of failure of main fiber. The third considers a cross-connection between pairs of OLT chassis using splitters and switches. The last duplicates the distribution fiber using also a optical switch and supposing that each ONU has two optical inputs.
The parameters for the PON backhaul equipment such as failure rates, installation time, repair time and costs were taken from [Machuca et al. 2012] and [OASE 2011] , whereas the parameters for the fronthaul components were based on equipment available in the actual telecom market. Table I shows the operating and installation parameters included for all equipment of the network. 7. Results Figure 5 shows the TCO for the PON backhaul architectures displayed. It is clear that Architecture D is more expensive and that Architectures B and C lead to lower costs than Architecture A, which is unprotected, with the cost of Architecture C being slightly lower. With regard to CAPEX, it was noted that the architectures of protection -B and C -require less funding for installation, while Architecture D requires a considerable investment. With regard to OPEX it should be noted that all the protection architectures have lower costs, with reductions of approximately 0.4 UC/Subscriber/Year with regard to Architecture A. The lowest OPEX was obtained by Architecture D, which, in contrast, requires a larger investment in CAPEX and thus accounts for the fact that its installation is not feasible. Figure 6 presents in terms of percentage the cost composition of CAPEX and OPEX for all the backhaul architectures considered on the case study. With regard to CAPEX, shown in Figure 6 (a) , it is noted that fiber costs composes the major part of it and that this is even more evident in protected architectures. Moreover, the cost of purchasing equipment has also a bigger participation in the CAPEX, due to the increased number of devices within the indoor environment and the costs with cabling reach between 5% and 8% of the CAPEX, depending on the PON backhaul architecture. In addition, it is worth noting that the installation cost maintains always approximately 3% of participation in CAPEX. With regard to OPEX, shown in Figure 6 (b) , it was found that the highest expenditure participation was electricity and that in Architecture A the costs with penalties for lack of service amounted to almost as much as the electricity. However, this was not the case for Architectures B, C and D, where the costs for penalties are greatly reduced. In contrast, the repair costs increase proportionally and can reach as much as 14% in Architecture D. Finally, the variation of cost participation of floor space rent is result of other OPEX components variations, once the value of the cost is the same for all analyzed architectures.
Conclusion
This study has conducted a technical and economic analysis focused on different protection solutions for passive optical networks in a backhaul deployment for 5G networks. Relying on a geometric dimensioning of the network and on a cost estimation model based on CTMC solved by Monte Carlo simulations using the Markov reward model. The obtained results suggest that the use of protection schemes can increase the economic feasibility of 5G networks based on PON backhaul and show that the penalty costs of an unprotected network, represent 40% of the OPEX, making it only lower than the expenditure of electric power consumption. In addition, it is clear that the protection architectures have managed to increase the indices of reliability and availability by reducing the expenses incurred for penalties by up to 13% of the OPEX, which suggests an increase of service availability of 0.999% in the unprotected case and 0.9999% for the case that is protected. This provides evidence that the protection architectures can or should be adopted to meet the required conditions for the service availability needed by the 5G. Finally, in the operating time of 10 years, it was found that duplicating the levels of feeding and distribution (as in Architecture D) results in a financial loss. However, for the duplication of the feeding fiber, either isolated or connected to the interlinking of OLT (Architectures B and C), there is a financial gain and the protection architecture makes a financial return through economies, owing to the reduction of the penalties. In future studies, we plan to detail the utilized simulator, apply a traffic model to better understand the users needs, provide comparison with another tecno-echonomic models and use geographical scenarios.
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