We present an online method for joint state and parameter estimation in jump Markov non-linear systems (JMNLS). State inference is enabled via the use of particle filters which makes the method applicable to a wide range of non-linear models. To exploit the inherent structure of JMNLS, we design a Rao-Blackwellized particle filter (RBPF) where the discrete mode is marginalized out analytically. This results in an efficient implementation of the algorithm and reduces the estimation error variance. The proposed RBPF is then used to compute, recursively in time, smoothed estimates of complete data sufficient statistics. Together with the online expectation maximization algorithm, this enables recursive identification of unknown model parameters including the transition probability matrix. The method is also applicable to online identification of jump Markov linear systems(JMLS). The performance of the method is illustrated in simulations and on a localization problem in wireless networks using real data.
I. INTRODUCTION
J UMP Markov processes have been extensively used in control theory, signal processing, telecommunications and econometrics for modeling multi-modal behavior of systems (see e.g. [1] , [2] for a brief review of applications). Most studies have focused on a special class of these models, jump Markov linear systems (JMLS), also known as conditionally linear Gaussian models. In these models, a finite-state Markov chain switches between different linear modes. The true posterior of a JMLS is a mixture of Gaussians with an exponentially increasing number of components in time, which is intractable to compute in any realistic scenario. However, many approximate state inference algorithms have been proposed for JMLS, Manuscript most of which rely on the Kalman filters for computing the conditional estimates of the linear Gaussian modes. These include the generalized pseudo Bayesian (GPB) approach [3] , the interacting multiple model (IMM) filter [4] , [5] and the Rao-Blackwellized particle filter (RBPF) [6] , [7] . Despite the success of JMLS, so-called conditionally Markov switching hidden linear models with similar performance have recently gained some interest. The advantages of such models over JMLS are that the underlying finite state chain does not need to be Markov and that the optimal filter is computable with complexity linear in time, see [8] for the most general model and [9] , [10] for variations.
In case the underlying model has unknown parameters, the problem becomes even more challenging, owing to the coupling between the unknown model parameters and the latent states. There are a number of studies which focus on the identification and/or adaptation of the JMLS (see e.g. [11] - [13] ). However, these algorithms are not applicable when the dynamic modes of the system are nonlinear. Such jump Markov nonlinear systems (JMNLS) arise in various applications including target tracking [14] , [15] , localization [16] , [17] , econometrics [18] , and audio signal processing [19] . Identification of JMNLS is a challenging problem. Indeed, addressing the state inference problem alone is problematic as the various approximate algorithms mentioned above cannot be used in this setting. Specially tailored sequential Monte Carlo (SMC) samplers, i.e., particle filters, have been proposed in the literature during the last decade (see the discussion and references below). These methods can be used for state inference in JMNLS. However, there has not been much progress made on addressing the joint state and parameter estimation problem for JMNLS.
In this paper, we consider the problem of recursive (i.e. online) maximum likelihood identification of JMNLS. The method that we propose is based on an online expectation maximization (EM) algorithm. The (batch) EM algorithm [20] is one of the most popular methods for maximum likelihood identification of latent variable models. It has been applied to a wide range of practical problems in different fields such as statistics, biology and signal processing (see [21] for many examples). An alternative to the EM algorithm is the (batch) iterative conditional estimation (ICE) algorithm [22] , which is useful in situations when no closed-form solution of the maximization step in the EM algorithm exists.
Recent contributions have focused on using EM in an online setting, i.e., when the observations are processed only once and never stored. The online EM algorithm was initially proposed for the hidden Markov models (HMMs) with a finite number of states and observations [23] . This idea has then been extended to HMMs with, possibly, continuous observations [24] . In [25] , a particle-filter-based online EM algorithm is proposed for joint state and parameter estimation in general (possibly non-linear/non-Gaussian) state-space models. This algorithm is further developed in [26] , by making use of the forward-only smoothing techniques. In [27] , online EM is used to solve the simultaneous localization and mapping problem and [28] proposes to use the online EM for estimating the static parameters of changepoint models. The particle-filter-based online EM [25] algorithm is used in [29] for estimating the measurement noise distribution in general state-space models. The same approach is used specifically for JMNLS in [30] , without making use of Rao-Blackwellization for the discrete mode variables.
While the algorithms by [25] , [26] can be used also for JMNLS, they do not exploit the inherent structure of these models. As we shall see, this can result in poor performance. Any standard particle filter (see e.g. [31] , [32] ) can be used for the state inference in JMNLS. However, this can lead to problems due to the severe particle degeneracy around mode changes [33] . Different improvement strategies have been proposed to address this issue, enabling efficient use of the SMC for JMNLS. In [33] , the particle depletion is prevented by splitting the filtering recursions for the discrete mode and the continuous state, resulting in the IMM particle filter. In [19] , [34] , auxiliary particle filters are used to construct efficient sampling strategies.
In this paper we propose an alternative modification, namely to make use of an RBPF. As mentioned above, the RBPF is most well known as an algorithm for state inference in conditionally linear Gaussian models, where one state component is marginalized by running conditional Kalman filters [6] , [7] , [35] , [36] . A general JMNLS is not conditionally linear Gaussian, so this approach is not directly applicable. However, we may still exploit the idea of Rao-Blackwellization by marginalizing the mode variable using conditional HMM filters [35] . This improves the performance over a standard particle filter as the asymptotic variance is reduced [37] , [38] . Furthermore, by not using particles to represent the mode variable, we are less affected by the degeneracy problems around mode changes as reported in [33] .
The possibility of marginalizing over discrete variables within a particle filter was mentioned by Andrieu and Doucet [35, Section 2.3.1], although they did not elaborate on the idea. During the preparation of this manuscript, the same idea also appeared in [39] . However, the estimation of static parameters or the empirical evaluation of the RBPF for JMNLS are not considered there. The present article thus goes beyond the work presented in [39] and provides further insight to the subject matter. In particular, we subsequently use the RBPF to construct two online EM identification algorithms by adapting the forward-smoothing [26] and the path-based smoothing [25] techniques to the current setting. This further extends the online EM algorithms by [25] , [26] to general JMNLS. The resulting method can be used to estimate the unknown transition probabilities as well as the unknown model parameters jointly with the state in an online fashion.
The rest of the paper is organized as follows. We first introduce the EM algorithm and the JMNLS in Section II and III. In Section IV, online EM algorithm for JMNLS is presented. The SMC implementation and Rao-Blackwellization are presented in Section V. The merits of the algorithm are illustrated in simulations with comparisons to previous methods and on a localization problem in wireless networks in Section VI. Finally, the concluding remarks are given in Section VII.
II. EXPECTATION MAXIMIZATION
The EM algorithm [20] is an iterative method which is useful for approaching maximum likelihood (ML) estimates, , of unknown parameters in probabilistic models involving latent variables. Consider the (batch) ML problem,
where is a collection of observations and is the feasible set of parameters. The idea of the EM algorithm is to separate the original ML estimation problem into two linked problems, denoted by the expectation (E) step and the maximization (M) step, each of which is hopefully easier to solve than the original problem. Let denote the latent variables of the models (for a state-space model, these are typically given by the unobserved state variables). We then introduce the auxiliary quantity,
The auxiliary quantity can be thought of as a proxy for the log-likelihood function. The EM algorithm is useful when maximization of , for fixed , is simpler than direct maximization of the log-likelihood, . The procedure is initialized at some and then iterates between,
• E-Step: Compute . • M-Step: Compute . At each iteration of the EM algorithm, the parameters are updated so that the log-likelihood value is non-decreasing. The EM algorithm is thus a monotone optimization algorithm. Furthermore, the resulting sequence will, under weak assumptions, converge to a stationary point of the likelihood [40] . Note that the auxiliary quantity (2) is given by the smoothed estimate of the so called complete data log-likelihood . This poses an apparent difficulty in using the EM algorithm for solving the online identification problem since smoothing is typically an offline procedure. However, it has been recognized that the online identification is indeed possible. The key enabler of the online EM algorithm [23] - [26] is to make use of forward-only smoothing techniques. This enables the computation of a stochastic approximation of the auxiliary quantity in an online fashion. This approximation can then be subsequently used to update the parameters in the M-step at each iteration. We will discuss how this is done specifically in the context of JMNLS in the subsequent sections.
III. JUMP MARKOV NONLINEAR SYSTEMS
We will derive an online EM algorithm for jump Markov nonlinear systems (JMNLS) in the form,
This is a hybrid system with a continuous state variable and a discrete mode variable , where is the number of modes. The system states and are latent, but observed indirectly through the measurements , taking values in some set . The mode variable follows a (finite state-space) Markov model with transition probabilities (4) The system thus switches between different nonlinear dynamical modes. While in mode , the transition density function for the state and the likelihood of the measurement are given by and , respectively. Each mode is parameterized by its own set of parameters . Furthermore, the transition probabilities for the mode sequence are assumed to be unknown parameters. By abuse of notation we let refer to both the transition kernel for , as in (3a), and the transition probability matrix (TPM) with entries . The unknown parameters of the model are thus given by (5) For notational convenience, we assume that the initial state of the system is known. The generalization to an unknown initial state, exogenous inputs and/or time-inhomogeneous dynamics is straightforward.
IV. EM ALGORITHM FOR JMNLS
For JMNLS, direct optimization of (1) is typically not possible due to the intractability of computing the likelihood . To address this difficulty, we make use of the EM algorithm. We start the derivation of the online EM algorithm by considering batch EM for JMNLS, and then continue with the online formulation.
A. Complete Data Sufficient Statistics
Let the latent variables be given by the system states, i.e., . It follows that the complete data likelihood can be factorized as (recall that are assumed to be fixed and known),
In the following, we focus on the complete data sufficient statistics formulation of the EM algorithm [21] , [25] . It is assumed that the nonlinear dynamical system corresponding to each mode belongs to the curved exponential family. That is, for each we have (7) where may depend on , and , but is independent of , denotes inner product, is the natural parameter, is the complete data sufficient statistic, and denotes the log-partition function. Furthermore, we assume that there exist unique maximizers of the complete data likelihoods. That is, for each , there exists a mapping from the space of sufficient statistics to the parameter space, given by (8) where
is the feasible set for the parameter . In Appendix A, we provide the explicit expressions for these mappings for the special case of jump Markov Gaussian systems with unknown noise parameters.
In order to compute the auxiliary quantity (2), we make use of the indicator function and write the logarithm of the complete data likelihood (6) as (omitting constant terms),
The auxiliary quantity of the EM algorithm can thus be written as (omitting terms independent of ),
where we have introduced the sufficient statistics,
for . For the M-step, we need to maximize (10) w.r.t. . However, we note that the objective function is separable across the modes. That is, we can maximize each term of the second sum independently w.r.t. . Furthermore, the transition probability matrix only enters the first sum in (10). This term can thus be maximized, under the constraints and , by using standard formulae for HMMs (see e.g. [41, Section 10.3.1]). The M-step can then be computed as follows:
If no closed form expression is available for the mapping defined in (8), a numerical optimization routine can be used to compute (12a). Note that it is possible to extend the model to account for common but unknown parameters across different modes. Furthermore, constraints on the parameters in the original ML formulation carry over to the M-step of the EM algorithm. This makes the algorithm suitable for constrained parameter estimation problems whenever the constrained problem in (8) can be solved efficiently.
B. Online-EM for JMNLS
A closer look at (11) reveals that the EM algorithm requires the computation of smoothed additive functionals. In an offline implementation, standard forward/backward or two-filter smoothers may be used to compute these smoothed estimates; see e.g. [42] for a recent survey. However, for online EM, the smoothed functionals need to be computed online. For the case of additive functionals, this is in fact possible by using so called forward-only smoothing techniques (see e.g. [26] ) which are based on dynamic programming.
For notational simplicity, we use the joint state variable . Let,
where stacks the vectors into a single vector, , and where we have removed the dependence on in the notation for brevity. Furthermore, let (14) It follows that (11) can be written compactly as,
with (16) Let
. Note that is a function of the joint state . From the tower property of conditional expectation, it follows that (17) That is, the smoothed additive functional (15) is given by the filtered estimate of . Furthermore, the additive form (16) allows us to express recursively,
with . The online EM algorithm exploits the recursive form in (18) . At each time step , the intermediate quantity is updated and a new parameter estimate is computed according to (12) . Since the parameters of the model are updated on the fly, a stochastic approximation type of forgetting is used to update the intermediate quantity. That is, we update at each iteration according to,
where is the current parameter estimate and is a sequence of decreasing step-sizes, satisfying the stochastic approximation requirements and . See [24] - [26] for further discussions on the online EM algorithm.
V. SMC IMPLEMENTATION
Exact computation of the smoothed statistics in (17) and (19) is not possible in general for a JMNLS. We now turn to computational methods based on SMC to approximate these quantities.
A. Rao-Blackwellized Particle Filter for JMNLS
Rao-Blackwellization (or marginalization) is a key step in efficient implementation of particle filters. Much previous work has focused on conditionally linear Gaussian models, where one state component is marginalized by running conditional Kalman filters [6] , [7] , [36] . This is not possible for the case of JMNLS, as the dynamical modes are themselves nonlinear. Instead, we propose to utilize Rao-Blackwellization by marginalizing the discrete state variable using conditional HMM filters.
We start by considering the filtering problem, i.e., to compute the filtering densities for . For brevity, we drop the unknown parameter from the notation throughout this section. To be able to marginalize the mode variable , we consider the extended target density, (20) Note that the filtering density is given as a marginal of the above PDF. The second factor is approximated using a PF, which is represented by a set of weighted particles , each being a state trajectory . The particles define a point-mass approximation in the form,
where is a Dirac point-mass located at the point . Conditionally on , the mode variable follows a finite state-space HMM. Hence, the conditional density of in (20) is available by running a conditional HMM filter. This allows us to compute the mode probabilities,
for and . At time we have , since the initial state is assumed known (as before, the generalization to an unknown initial state is straightforward). Additionally, we set and for . Assume that we have obtained approximations according to (21) and (22) for time , represented by the particle system
Here, we have included the conditional filtering probabilities for the mode variable in the particle system. For notational convenience, refers to the set (and similarly for the prediction probabilities). We will now derive the update equations for the RBPF, and see how to propagate this particle system to time .
First, as for any SMC sampler, resampling is conducted to rejuvenate the particles and reduce the effects of degeneracy [31] . Resampling does not have to be done at every iteration of the algorithm. Instead, we can choose to resample only when, say, the effective sample size [43] drops below some user-defined threshold. In either case, let (24) refer to the weighted particle system obtained after the resampling step of the algorithm. Note that (24) is identical to (23) if no resampling is done at time . Consider now the time update of the conditional HMM filter. Analogously to (22) , we define the predictive mode probabilities (w.r.t. the resampled particle trajectories),
By using the Markov property of the mode sequence we can write (26) By marginalizing the above expression over we thus get,
for and . Next, we consider updating the continuous state variable. To extend the particle trajectories to time , we draw new samples from some proposal density according to (28) and set for . Given the new particles and the current measurement , we can compute the updated mode probabilities (22) . This constitutes the measurement update of the conditional HMM filter. Note, however, that the continuous state carries information about , and thus serves as an "extra measurement". Let us define the quantities,
Since , it follows that,
for and . Finally, to account for the discrepancy between the target and the proposal distributions, the particles are assigned importance weights according to,
The numerator of this expression is given by marginalizing (29) over , i.e., by the normalization constant . As in a standard PF, the weights are then normalized to sum to one.
It is worth to emphasize that standard modifications from the SMC literature may be used together with the RBPF, e.g. resampling with adjustment weights [44] or incorporating MCMC moves in the sampler [45] . It can also be of interest, from an implementation point of view, to note that the "bootstrap proposal" for the RBPF is given by the mixture distribution,
We summarize the RBPF in Algorithm 1.
Algorithm 1 RBPF for JMNLS (at time )
1) Input:
.
2) Resampling: Optionally resample the particles, or retain the previous particle system. Let denote the result.
3) For to do: a) Compute according to (27) . b) Draw and set . c) Compute according to (29) . d) Compute according to (30) . e) Set
End for

4) Normalize:
, .
5) Output: .
B. RBPF-Based Online-EM
Using (17) and (19), we seek a recursive approximation of based on the RBPF. For each particle in the system we will compute an approximation of the intermediate quantity , i.e.,
for and . Given these quantities, it follows from (17) that we can approximate by the RBPF, according to,
It remains to compute the intermediate quantities (33) . From the updating equation (19) , we note that this requires us to compute an expectation under the so called backward kernel . The key step in computing (33) is thus to find an approximation of the backward kernel based on the RBPF particles. We will consider two different approaches, leading to different algorithms. The first is more accurate, but its computational cost scales quadratically with the number of particles. The latter leads to a cruder approximation, but its computational cost scales only linearly with the number of particles.
Note that (19) can be written as (35) where we have extended the integration to the complete trajectory (which does not alter the value of the integral). The extended backward kernel density can be written as, (36) By plugging in the RBPF approximations (21) and (22) we get, (37) with (38) By using this approximation of the backward kernel, we obtain the following update equation for the intermediate quantities:
The recursion is initialized by .
The computational complexity of computing (39) for and is . One way to reduce the computational complexity of the forward smoother, is to rely on path-based smoothing. The backward kernel approximation (37) can be thought of as considering all particles at time as possible ancestors to each particle at time . An alternative is to only consider the "actual" ancestors. The first approach is followed in [26] and the latter is followed in [25] . Recall that are the resampled particles at time and that originates from as in (28) . This suggests to approximate (36) according to, (40) Note that the factors cancel when normalizing the distribution. Let be the set of resampled intermediate statistics, arising from resampling along with the particles at time . By using (40) in (35), we get the alternative updating equation for the intermediate quantities, (41) As before, the recursion is initialized with . The computational complexity of computing these quantities for and is . The price we pay for the reduced computational complexity is a cruder approximation of the backward kernel. Indeed, since (40) relies on pathbased smoothing, it will suffer from path degeneracy. However, it turns out that the effect of the degeneracy is not as bad as one might first think, due to the inherent forgetting factor in the online EM algorithm. Still, as we shall see in Section VI, (41) leads to a larger variance of the resulting parameter estimates than (39) .
We summarize the RBPF-based online EM algorithm for JMNLS in Algorithm 2. c) Update the parameter according to (12) . 
VI. EXPERIMENTAL RESULTS
A. Simulations
In this section we compare the performance of different implementations of the online EM algorithm on a benchmark model and illustrate the gain in Rao-Blackwellization. Consider the following modified benchmark model:
and where the measurement noise is governed by a 2-state Markov chain . The mode-dependent measurement noise is assumed to be Gaussian distributed, , ,2. The mode-dependent mean and variance as well as the transition probabilities of the Markov chain are assumed unknown, i.e., the parameters of the model are .
Here, refers to the 2 2 TPM with entries and . The model parameter values used in the simulations are summarized in Table I . The first 200 samples from one realization of the simulated model are depicted in Fig. 1 .
We compare the estimation performance of four different online EM algorithms:
• PF-Path: Path-based particle filter [25] , [30] .
• PF-FS: Forward-smoothing-based particle filter [26] .
• RBPF-Path: Path-based RBPF (Algorithm 2).
• RBPF-FS: Forward-smoothing-based RBPF (Algorithm 2).
We simulate a batch of 10 000 measurements and run all the algorithms 100 times on the same data to investigate the errors arising from the Monte Carlo approximations. All methods are bootstrap implementations with particles and the step size sequence , see Appendix A for further details on the implementation. The results are shown in Fig. 2 . Table II reports the time averaged Monte Carlo (MC) variances for the different methods.
It can be seen that Rao-Blackwellization has a positive effect on reducing the Monte Carlo variance of the estimates. More specifically, the Monte Carlo variances for RBPF-Path and RBPF-FS are smaller than for PF-Path and PF-FS, respectively. A comparison of MC variances considering the computational complexity of the algorithms is carried out in the following subsection.
1) Gain in Rao-Blackwellization: In the first example, the performance gain achieved by the proposed Rao-Blackwellized filters is illustrated where all the methods share the same number of particles,
. One natural question arises in this comparison, and that is whether utilizing Rao-Blackwellization pays off the required extra computations. In this subsection, we compare all the methods relative to their computational complexity and investigate the average MC variance of their estimates with respect to increasing number of particles. For this purpose, we simulated 50 5 MC runs where the algorithms use 50, 100, 200, 400 and 800 particles. In order to avoid the implementation dependent factors, such as memory allocation, use of built-in functions etc., we compare the algorithms with respect to their computational complexity. Remember that the computational complexity of the PF-Path RBPF-Path, PF-FS, and RBPF-FS are , , , and , respectively. In Fig. 3 , the average MC variance of the estimates vs. the required computations per time step is depicted. Since the order of magnitude of the MC variances are different for different parameters, they are plotted separately. The MC variances for the transition probabilities, measurement noise means, and measurement noise variances are plotted from left to right, respectively. As can be seen from the figure, the proposed Rao-Blackwellized filters, although they require more computational power, are more efficient than the PF-Path and PF-FS methods in estimating the unknown means (sensor bias terms) in the measurement equation, and the unknown transition probabilities. In the estimation of the measurement noise variances, no significant difference between the Rao-Blackwellized and the non-Rao-Blackwellized methods was observed when the computational costs were taken into account.
B. Transition Probability Estimation for JMLS
In this section, we illustrate the performance of the algorithm on a jump Markov linear model. JMLS are studied thoroughly in the literature and many dedicated algorithms are proposed for the estimation of the transition probabilities which exploit the linear Gaussian structure in the model [46] - [48] . Using inaccurate TPMs may lead to performance degradation of the state estimation, due to the sensitivity of the multiple model state estimators to the TPM used. The uncertainty regarding the TPM is a major issue in the application of multiple models to many prac- [46] . The proposed online EM solution is naturally applicable to linear systems and does not involve any IMM filtering type approximations. In IMM type mixing approximations, many components in the posterior are systematically collapsed into a single Gaussian which deteriorates the statistics associated with the dominant modes and degrades the performance. In the simulation below, we have considered the benchmark model originally given in [46] , and used in [47] and [48] for comparison of different TPM estimation algorithms:
where , , and with and being mutually independent for . The mode sequence is a 2-state homogenous Markov process with TPM given as,
This system corresponds to a system with frequent measurement failures with the modal state corresponding to a failure. The online EM algorithm is run on the simulated measurements of this system with initial transition probabilities . We compare three algorithms in a single run using the same data set used in [48] . The first algorithm is a Kullback-Leibler-distance-based TPM estimation method, denoted as IMM-KL, which is proposed in [47] . The second algorithm is a maximum-likelihood-based method, denoted as IMM-ML, which is presented in [48] . These two algorithms rely on the aforementioned IMM approximations. The third algorithm is the proposed RBPF-Path method, using 500 particles and the step size sequence . The first 200 samples from one realization of the simulated model are depicted in Fig. 4 .
In Fig. 5 , the estimated transition probabilities of the three algorithms are depicted. The RBPF-Path appears to provide satisfactory results, showing fast convergence to the vicinity of the true parameters at the beginning and providing smoother estimates towards the end. It is worth to note that, contrary to the special purpose algorithms IMM-KL and IMM-ML, this is accomplished without exploiting the linearity of the dynamic modes.
C. Mobile Terminal Positioning in Wireless Networks
The results in this section are provided to illustrate the applicability of the proposed method on real data. We consider the mobile terminal (MT) positioning example in a wireless network, where time of arrival (ToA) measurements from three base stations are available to determine the position of the MT. The measurements have been collected during a field trial performed in Kista, Sweden; see [49] for more details on experimental setup. The scenario can be considered as dense urban, where many multi-storey buildings prevent that the radio signal from the base stations (BSs) arrive via the direct line-of-sight (LOS) path at the MT. Due to multiple reflections from buildings, the radio signals often propagate via an indirect non-line-of-sight (NLOS) path to the MT. In the literature, these switching propagation conditions are often modeled with a two-state Markov chain affecting the noise distribution of the measurement; see for instance [50] , [51] . This approach is also followed here, but with the assumption that the underlying measurement noise statistics as well as the parameters of the Markov chain are unknown and have to be estimated.
It is assumed that the MT motion can be modeled with a nearly constant velocity model, according to (46) with (47) where is the MT position and velocity vector and s is the sampling time. The noise is distributed according to with , where denotes the 2 2 identity matrix. The switching is modeled with a 2-state Markov chain , where the state is assigned to the event LOS and the state is assigned to the event NLOS. The Markov chain is assumed to be time-homogeneous with TPM . In the following, the ToA measurements are expressed in terms of distance measurements (by multiplication with speed of light), so that the measurement at each BS can be described with (48) where (49) and
are the BS position coordinates. The noise is distributed according to , meaning that the LOS and NLOS errors are modeled with a Gaussian distribution with different means and variances according to , , , .
For simplicity, only BS 3, which is severely affected by switching propagation conditions, is modeled according to (48) . The measurement noise of the other two BSs is assumed to be Gaussian distributed, where the mean and variance have been determined prior to running the algorithm. Thus, the unknowns stemming from the measurement model of BS 3 can be collected in . In Fig. 6 , the estimation results for the MT coordinates are shown using the proposed RBPF-Path algorithm with 500 particles. The variances are constrained to be less than 100. It can be observed that the estimated MT position coordinates follow the true ones. The mean terms and together with the error in distance, which is obtained from subtracting the distance measurements of BS 3 by the distance obtained from GPS, is shown in Fig. 7 . It can be observed that the (time varying) offsets in the distance measurements can be generally well tracked by the algorithm. In Fig. 8 , the mode estimates of the algorithm is plotted. The switchings from LOS to NLOS modes are tracked successfully.
VII. CONCLUSION
We have proposed a method based on the online EM algorithm for joint state estimation and identification of JMNLS. We use Rao-Blackwellization to exploit the structure of JMNLS, resulting in a significant improvement in the estimation accuracy both for the PF-Path and PF-FS method. The performance gain in parameter estimation via Rao-Blackwellization is shown by empirical results. Furthermore, the proposed Rao-Blackwellized filters can be used for efficient inference in JMNLS. The algorithm is applicable to a large class of models which involve sudden regime changes, unknown parameters and heavy non-linearities as illustrated via simulations. The online identification of JMLS and the estimation of the transition probabilities are possible. The algorithm was also successfully tested on real data for localization problem in a wireless network.
APPENDIX SUFFICIENT STATISTICS FOR NOISE PARAMETERS IN JUMP MARKOV GAUSSIAN SYSTEMS
Consider the jump Markov System given below.
where the noise is distributed according to and . The unknowns parameters are , where refers to the transition matrix with entries and . Below, we provide the sufficient statistics as well as the closed-form expressions for the mappings appearing in (12) . These mappings can be found by explicitly evaluating the M-step. Similarly to [24] , for jump Markov Gaussian systems, the parameters can be updated according to:
The corresponding sufficient statistics are given by
