Abstract. Friendships, relationships and social communications have all gone to a new level with new definitions as a result of the invention of online social networks. Meanwhile, alongside this transition there is increasing evidence that online social applications have been used by children and adolescents for bullying. State-of-the-art studies in cyberbullying detection have mainly focused on the content of the conversations while largely ignoring the users involved in cyberbullying. We hypothesis that incorporation of the users' profile, their characteristics, and post-harassing behaviour, for instance, posting a new status in another social network as a reaction to their bullying experience, will improve the accuracy of cyberbullying detection. Cross-system analyses of the users' behaviour -monitoring users' reactions in different online environments -can facilitate this process and could lead to more accurate detection of cyberbullying. This paper outlines the framework for this faceted approach.
Introduction
Young people have fully embraced the internet for socializing and communicating. It first started with a simple two-way stream of communication between two people. For example sending and receiving emails. Later on it expanded by having several people communicating at the same time in a particular online environment, such as a chat room, a discussion forum or commenting on the same video. The rise of social networks in the digital domain has led to a new definition of friendships, relationships and social communications. People interact through different social networks, such as Facebook, Twitter, MySpace, and YouTube at the same time. A comment is posted on a friend's video on YouTube, and a reply is received on Twitter. Meanwhile, alongside this vast transition of information, ideas, friendships and comments, an old troubling problem arises with a new appearance in new circumstances: cyberbullying, or online bullying. There is increasing evidence that social media have been used by children and adolescents for bullying [1] . Cyberbullying is defined as an aggressive, intentional act carried out by a group or individual, using electronic forms of contact (e.g. email and chat rooms) repeatedly or over time against a victim who cannot easily defend themself [2] . Cyberbullying can have deeper and longer-lasting effects compared to physical bullying. Online materials spread fast and there is also the persistency and durability of online materials and the power of the written word [1] . The victim and bystanders can read what the bully has said over and over again. Bullying can cause depression, low self-esteem and there have been cases of suicide among teenagers [3] . Cyberbullying is a well-studied problem from the social perspective [1, 4] while few studies have been dedicated to automatic cyberbullying detection [5, 6] . The main focus of these studies is on the content of the text written by the users rather than the users' information and characteristics. State-of-the-art studies have investigated the detection of bullying in a single environment at a single time without considering the further effects and reactions of the user toward this act in other social networks. For instance, if someone gets bullied on Facebook, later on, their Twitter postings can be an indication of their feelings and their state of mind. Focusing on the text itself and finding harassing sentences is not enough to conclude that the act of bullying has taken place. Profanities in a discourse do not necessarily mean that they are being used to bully someone. There are many foul words that are used among teenagers just as a sign of friendship and close relationships. Moreover, being bullied and becoming a victim of cyberbullying is also dependent on the personality of each person. One person may feel bullied, threatened and depressed by sentences that do not cause any bad feelings for someone else. Therefore, even if a sentence is harassing and is used with the intention of bullying someone, it does not necessarily mean that the other party was offended or felt bullied. These subtleties complicate the differentiation of "bullying" detection from "harassment" detection.
Use Case and Applications
The main role of an effective cyberbullying detection system in a social network is to prevent or at least decrease the harassing and bullying incidents in cyberspace. It can be used as a tool to support and facilitate the monitoring task of the online environments. For instance, having a moderator specially in the forums that are mostly used by teenagers is a common thing. But because of the volume of entries in these fora it is impossible for moderators to read everything. A system that gives warnings if something suspicious is detected would greatly help the moderator to focus only on these cases instead of randomly reading the fora. Moreover, cyberbullying detection can be used to provide better support and advice for the victim as well as to monitor and track the bully. Tracking the behaviour of the users involved in an incident, across different social networks in a time frame can help to conclude that whether there is a victim or a bully.
State-of-the-Art
For several topics related to cyberbullying detection, research has been carried out based on text mining paradigms, such as identifying online sexual predators [7] and spam detection [8] . However, very little research has been conducted on technical solutions for cyberbullying detection, for which lack of sufficient and appropriate training datasets, privacy issues and ambiguities in definition of cyberbullying can be some of the reasons. The related studies provide some inspiration for cyberbullying detection but their approaches are not directly suitable for this problem. For instance, the main difference between a spam message/email and a harassing one is that the former is usually about a different topic than the topic of discussion. In a recent study on cyberbullying detection Dinakar et al. [6] , applied a range of binary and multiclass classifiers on a manually labelled corpus of YouTube comments. Their findings showed that binary classifiers can outperform the detection of textual cyberbullying compared to multiclass classifiers. They have illustrated the application of common sense knowledge in the design of social network software for detecting cyberbullying. The authors treated each comment on its own and did not consider other aspects to the problem as such the pragmatics of dialogue and conversation and the social networking graph. They concluded that, taking such features into account will be more useful on social networking websites and can lead to better modelling of the problem. Yin et al. [5] used a supervised learning approach for detecting harassment. They used content, sentiment, and contextual features of documents to train a support vector machine classifier for a corpus of online posts. In this study only the content of the posts were used to determine either a post was harassing or not, and the characteristics of the author of the posts were not considered. Yin et al. [5] have used the combination of these three features. Their results show improvements over the baselines. In another study with the same dataset the authors tried to identify clusters containing cyberbullying using a rule-based algorithm [9] . A newly emerging field of work, which will be integrated into our study, is the issue of identifying users via interaction over the web. While providing profile information for social networks, browsing the web, users leave large number of traces. This distributed user data can be used as a source of information for systems that provide personalized services for their users or need to find more information about their users [14] . Connecting data from different sources has been used for different purposes, such as standardization of APIs (e.g. OpenSocial 1 ) and personalization [10] . In another study authors evaluated cross-system user modelling and its impact on cold-start recommendations on real world datasets from three different social web systems [11] . The social connections of an individual user across different services can be obtained by Google's Social Graph API 2 .
Proposed Approach
We propose that the incorporation of the users' information, their characteristics, and post-harassing behaviour, alongside the content of their conversations, will improve the accuracy of cyberbullying detection. We will investigate the cyberbullying detection from two perspectives. First, which is the conventional way, the users' behaviour will be considered only in a single environment, for instance, the user's comments on a video on YouTube. We envision an algorithm that would go through the comments' body and would classify them as either bullying or non-bullying. At this phase of the experiment we hypothesize that including the users' characteristics -either the bully or the victim -such as age and gender, will improve the detection accuracy. Social studies show that there are differences between males and females in the way that they bully each other. For instance, Argamon et al. [12] found that females use more pronouns (e.g. "you", "she") and males use more noun specifiers (e.g. "the", "that"). Our second perspective would be cross-system analysis of users' behaviour. As we mentioned earlier, a content-based approach is not sufficient to classify a sentence as a bullying one. It also depends on the impact of the content on the person that it has been directed to. One way to understand how a person feels is to study the way that they respond and react to the harassing sentences. This can be the user's next reply to the comment in the same environment or it can be in another form of reaction in another environment, for example, it can be a new tweet on the same user's Twitter profile. By identifying the same users in different social networks we can monitor their behaviour and see how they react after a case of harassment in one initial starting point and whether the harassment has led to a bullying case or not. The above mentioned facts motivated us to concentrate more on the information and behaviour of the users involved in the conversation (bully or victim) rather than only the content of the conversation itself. Our approach is the first attempt to incorporate social networking graphs and user information into both cross-system and single system automatic cyberbullying detection (see Figure 1) . Fig. 1 . The conceptual model of the proposed approach. Incorporation of user information into automatic cyberbullying detection both within a particular system and multiple systems.
Data Collection
One important shortage in this field of study is the lack of a standard labelled dataset. As in the state-of-the-art studies the personal information of the users such as age and gender is not taken into account, the currently available datasets are not suitable for our study. Not having a precise definition of the phenomena referred to as cyberbullying is also an obstacle for agreement on what could be a useful dataset for training.
Moreover, the ratio of bullying to non-bullying comments/posts is small, therefore, collecting training data to evaluate our approach is a challenging and time-consuming task. The most urgent need is a text dataset, such as comments or discussions, which contains a sufficient number of bullying posts. In order to study the effect of user's information on a better detection, the dataset authors should consist of different gender groups as well as age groups. Meanwhile, to train the classifier we need to have a labelled dataset. One avenue we are currently exploring to label a data set is the use of crowd sourcing. By using manual annotations obtained through platforms such as MTurk or Crowdflower, we will be able to label large amounts of data. For developing the dataset which will be used for cross-system analysis, first we will manually identify a set of users who are involved in conversations which are considered to be bullying, in a network such as YouTube. Then, using applications such as Google Social Graph API and Mypes 3 , we will select those who also have a publicly accessible profile in another network, such as Twitter. By using the networks' streaming API, the selected users' posts and activities will be traced and collected for a period of 6 to 9 months, to make sure that all types of posts (bullying and non-bullying) are collected.
Auxiliary Information and Cross-System Analysis
We will use a supervised learning approach to train a classifier for detecting online bullying. We will employ a Support Vector Machines (SVM) model in WEKA [13] as classification tool. The target language for this experiment is English. To develop our model and train our classifier we will use several types of features. We will employ the TFIDF value of profane words in each post including their abbreviations and acronyms. The other feature is the TFIDF value for personal pronouns used in each post, grouped into second person and other pronouns. We will also make use of user features, such as age (adult versus teenager) and gender. The classifiers will be trained separately for each group. A plausible way to monitor post-harassing behaviour of the users and track their reactions in other systems is users' cross-system modelling. Aggregation of users' profiles from different systems can provide us with more information. Mypes is one of the available services that allow this [14] . By finding and tracing the users' behaviour over a period of time we can gain more accurate information about whether a user is a real bully or a victim. Over time it may become clear whether someone uses a vulgar behaviour towards everyone and in all conversations or has only targeted a specific person to bully. Similarly, by analysing a user's posts and activities, we can find how they react to other people's comments and behaviours and whether they are being victimized.
Discussion and Future Work
The main focus of the technical studies which have been conducted so far on cyberbullying detection is mainly on textual content and there is one single system under study at a time. We propose the incorporation of the users' profiles, such as age and gender, their characteristics, and post-harassing behaviour, to improve the accuracy of cyberbullying detection and to take into account the social networking graph. One of the main shortcomings in this field of study is the lack of access to suitable datasets, mostly because of privacy issues. The bullying comments and conversations that happen in public access networks, such as YouTube, are usually not continuous and their negative effects are softened by the support of other users who fight back the bullies and are against hate messages. There are also instances where the victim even becomes a hero for other users because of being a bullying target. Therefore, the real bullying incidents that are a match to our definition of bullying, mostly happen in private conversation such as chat logs and private messages on network profiles. So far we have investigated the gender-based approach for cyberbullying detection in a particular system, in which we observed improvements in classification. We are also going to investigate the age groups differences in cyberbullying. The next phase of our research aims to identify the victim of cyberbullying through monitoring the user's behaviour after a potential case of bullying across other systems. This means that after detecting a harassing post, we investigate the effect of the sentence on the targeted user and whether it had caused the user to feel bullied or threatened. To do so we can employ cross-system user modelling and make use of services that allow the aggregation of users' profiles.
