Abstract− − Polygonal approximation is an effective yet challenging digital curve representation for image analysis, pattern recognition and computer vision. This paper proposes a novel approach, integer particle swarm optimization (iPSO), for polygonal approximation. When compared to the traditional binary version of particle swarm optimization (bPSO), the new iPSO directly uses an integer vector to represent the candidate solution and provides a more efficient and convenient means for solution processing. The velocity and position updating mechanisms in iPSO not only have clear physical meaning, but also guarantee the optimality of the solutions. The method is suitable for polygonal approximation which could otherwise be an intractable optimization problem. The proposed method has been tested on commonly used synthesized shapes and lake contours extracted from the maps of four famous lakes in the world. The experimental results show that the proposed iPSO has better solution quality and computational efficiency than the bPSO-based methods and better solution quality than the other state-of-the-art methods.
Introduction
Digital curve representation is an important topic in image analysis, pattern recognition and computer vision. After a contour is extracted from an object in the scene, a sequence of coordinate points can be obtained by traversing along the contour. This sequence of points can be viewed as a digital curve. It contains a large amount of shape information of the object [1] , especially around the corners. Effective representation of a digital curve facilitates the subsequent image analysis tasks, such as shape matching, object recognition and image retrieval.
Polygonal approximation is an effective digital curve representation method, providing a piecewise-linear representation of a curve by dividing the curve into a number of connected straight line segments. It removes a large number of redundant points from the digital curve while preserving major characteristics. As an example, take a square-shaped digital curve with 1000 points. Its optimal polygonal approximation consists of just the four corner points, which represents the same 1000-point curve without loss of shape information. Seeking the optimal approximation of a general digital curve is a challenging and unsolved problem however, because it is a combinatorial optimization problem without an analytical solution. In terms of different objectives, polygonal approximation is usually categorized into the following two types of optimizations [9, 14] .
• min −ε: For a given fixed value M, select the optimal set of M vertices from the digital curve to construct a polygon with minimum approximation error.
• min −#: For a given error tolerance ε, select a minimum number of vertices from the curve to construct a polygon whose approximation error does not exceed ε.
These two types of polygonal approximation problems operate towards different goals under different constraints: min −ε aims to minimize the error while maintaining a compact polygonal approximation, whereas min −# aims to minimize the number of vertices while maintaining the specified approximation accuracy. Both optimizations have large search spaces and high computational costs to obtain the exact optimal solutions. The min −ε problem has ( N M ) different ways of choosing M vertices out of N curve points in its search space [4] . In the min −# problem, the number of vertices is variable and the size of the search space may be larger than that of min −ε problem. In real image analysis applications, the extracted digital curves usually have a large number of points and result in a huge search space, making finding the global optimal solution impractical. Classical optimization methods, such as dynamic programming (DP) [8, 13] can only handle small scale problems (curves around 100 points) [28] , and are not suitable for the larger-scale problems encountered in real applications. For this reason, many local heuristic search based methods such as dominant point deletion (DPD) [10] , break point suppression (BPS) [15] and the betweenness method [2] have been proposed for solving polygonal approximation problems.
In recent years, researchers have attempted to apply nature-inspired algorithms to solving polygonal approximation problems. These methods include genetic algorithms (GA), particle swarm optimization (PSO) and its digital binary version (bPSO), ant colony search (ACS) and others, detailed in the following section. We propose extending the bPSO method into the integer space, to reduce the dimensionality of the polygon description vectors, improve the processing efficiency and increase the accuracy of the algorithm.
The remainder of this paper is organized as follows. Section 2 details works related to the problem of polygonal approximation. Section 3 formulates the min −# polygonal approximation problem. Section 4 provides a review of the original version of PSO and the binary version of PSO in the context of polygonal approximation. Section 5 describes the details of the proposed iPSO. In Section 6, we present the experimental results and performance comparisons. Finally, we draw our conclusions in Section 7.
Related Work
Yin [25] proposed a method based on genetic algorithms (GA) for solving the min −ε problem, which was empirically shown to have a higher peformance than many existing local heuristic methods [16, 17] . Huang and Sun [5] added a preprocessing step to a GAbased method, removing the collinear points and reducing the computation time. Ho and Chen [4] developed a GA-based method with a novel orthogonal array crossover for the min −ε problem. Their experimental results showed that it outperformed the methods in [5, 25] . Sarkar et al. [20] incorporated chromosome differentiation into GA-based methods for solving min-ε problems, thus improving the search performance. Sun and Huang [21] developed a crossover operator with constraints to maintain feasibility of the candidate solutions, for their proposed GA-based method for solving min −# problems. To overcome the drawbacks of existing GA-based methods handling the constraints, Wang et al. [24] proposed a genetic algorithm with chromosome-repairing for both types of polygonal approximation problems, empirically showing that their method outperformed the existing GA-based methods and the local search based method proposed by Masood and Haq [11] . Apart from the genetic algorithms, ant colony search (ACS) and particle swarm optimization (PSO) have also been applied to polygonal approximation. Yin proposed an ACS-based method simulating ant foraging behavior [26] and later went on to develop a PSO-based method simulating the behavior of bird flocking [27] , for solving min-# problems. Wang et al. [23] proposed a novel method incorporating a mutation operator into PSO for min-# problems.
Compared to GA, PSO has a simpler concept, fewer parameters and easier implementation, although the number of works applying PSO to polygonal approximation is limited. Originally, PSO was designed for real-valued problems [6] , but because polygonal approximation is a discrete optimization problem, Kennedy and Eberhart [7] proposed a binary version of PSO (bPSO), which became the basis of other methods [23, 27] .
The existing PSO-based methods for polygonal approximation have the following limitations: (1) a digital curve usually has many points and the subsequent binary position vector is very long, significantly affecting the efficiency of the solution representation, and more importantly, (2) bPSO cannot guarantee the optimality of the solution. According to the position updates of bPSO as in [23, 27] , if the value of the velocity is greater than 0, at least half of the curve points will be selected. In practical applications, however, the solution vertex count is much smaller than the number of curve points; therefore the bias of bPSO towards equal probability of being vertex and non-vertex is not appropriate.
In order to effectively apply PSO to the min-# problem, this paper proposes a novel integer PSO (iPSO) to represent the particles directly and greatly reduce the size of the position vector. Moreover, the velocity and position update in integer space guarantee the optimality of the obtained solutions. iPSO is therefore more suitable for solving polygonal approximation problems than bPSO.
Problem Formulation
A closed digital curve C with N points can be represented by a clockwise ordered sequence of pixel points C = {z i (x i , y i )|i = 1, 2, . . . , N }, where z i is the ith point having coordinate
denote the straight line segment connecting z i and z j , i.e., the chord of A ij . The error in
V which approximates C can be represented by an ordered set of line segments (or chords)
where M is the number of vertices in V . The min-# polygonal approximation problem is: given an allowable error ε, find a polygon V with the minimum number of vertices among all the polygons approximating C whose integral square error (ISE) is less than ε. The integral square error (ISE) between curve C and polygon V is calculated by
4 Particle swarm optimization (PSO)
The particle swarm optimization (PSO) algorithm is a population-based evolutionary computation technique originally proposed by Kennedy and Eberhart [6] . PSO was developed based on observations of animal social behaviors, such as bird flocking, fish schooling, etc.
In this section, we present a brief review of PSO and its binary version, bPSO.
The position of the ith particle is a D-dimensional vector denoted by
S, and its velocity by
. . , p iD ] denote the best previous position encountered by the ith particle in the search space and g denote the index of the particle that found the best previous position among the entire swarm.
The velocity and the position of the ith particle in the next time step are then updated using the following formulas.
and
where t = 1, 2, . . . , indicates the iterations, i = 1, 2, . . . , N is the particle's index, and PSO was originally developed for problems with continuous-valued variables, e.g. x ij ∈ R. To adapt the PSO to problems with binary-valued variables, Kennedy and Eberhart [7] proposed a binary version, bPSO. In bPSO, the velocity is treated as a probability vector, where each element is the probability that an element of the position vector takes the value of 1. For bPSO, the velocity update remains unchanged and the position update becomes
where
and r is a random number uniformly distributed in [0, 1]. From Eq. 5, we can see that a limiting transformation function (Eq. 6) should be designed to map the real valued numbers of velocity to the range [0, 1]. In [27] , Eq. 6 was replaced by the following function for solving the min-# problem.
where v max is the maximum velocity. From Eq. 5 and Eq. 6, we will have S(
It is also easy to conclude that if the convergence of bPSO holds, about 50% of the elements in the position vector X i (t) generated by Eq. 5 will take the value 1.
The proposed integer PSO (iPSO)
In this section, a novel integer PSO (iPSO), which operates in integer space, is proposed for solving the polygonal approximation problem.
Particle representation and fitness evaluation
is the serial number of the ith vertex of V . The existing bPSObased methods adopt binary coding to represent the particle [23, 27] . In these schemes, the candidate polygon V is represented by a binary vector
corresponds to curve point z i . b i takes 1 if z i is selected as the polygon's vertex, and 0 otherwise. Since a digital curve usually has a large number of points, the length of the corresponding binary vector will be equally long. This coding scheme also requires a decoding operation, i.e. the serial number of each vertex must be computed from the binary vector. These two issues greatly affect the efficiency of bPSO in polygonal approximation.
To address these issues in bPSO, this paper proposes a novel PSO integer coding scheme. This new scheme directly uses the serial number of the vertex of the approximating polygon to code the particle. Particle X i is represented by an integer vector which can be expressed as
where M is the dimension of X i and also denotes the numbe of vertices in V. The particle
C. In most polygonal approximation cases, the number of selected polygon vertices is much smaller than the number of curve points (i.e. M << N ). Compared to bPSO's coding on N curve points, the new representation on M polygon candidate points in iPSO is more efficient. The vertex indices of V can be directly retrieved from X i , so that it does not require a decoding step as in bPSO. Figure 1 shows a circular curve, digitized to 16 points, approximated to a triangle and square, and the comparison of the binary coding of bPSO and the integer coding of the proposed iPSO. The length of the binary code is fixed, whereas the length of the integer code is variable and much shorter than that of a binary code. In the min-# problem, the objective is to minimize the number of vertices of the approximating polygon. In the proposed integer coding, the length of the position vector can be used to directly represent the fitness value of the particle; the shorter the vector, the better the fitness value.
Velocity update and position update
The original velocity update formula (Eq. 3) and position update formula (Eq. 4) can not produce integer values. To allow PSO to perform in integer space, these two equations are modified as shown in Eq. 9 and Eq. 11, respectively. The new velocity update formula is expressed as
The new position update formula is expressed as
In Eq. 9, 'mod ' denotes the modulo operation and ⌊·⌋ denotes the floor function, used to convert a real expressionṽ ij (t + 1) to an integer expression v ij (t + 1), restricted to
The value of the updated positionx ij (t + 1) is restricted to Figure 2 illustrates the process and mechanism of the proposed position update using Eq. 11.
Unlike the fixed position vector length in bPSO, the proposed iPSO has position vectors with variable lengths meaning that the position vector X i may have a different length to the position vectors P i and P g . Accordingly, the term "p ij (t) − x ij (t)" and the term "p gj (t) − x ij (t)" in Eq. 10 are modified to and
where L and H are the lengths of P i and P g , respectively. Figure 3 illustrates the application of Eq. 13.
Ideally, the position vector (2) removing all the repetitive elements in X i (t + 1).
In the above example X i (t + 1) = [5, 4, 9, 9] becomes X i (t + 1) = [4, 5, 9].
Position adjustment
Polygonal approximation is a constraint optimization problem, but PSO may generate solutions which violate the constraint conditions. In these situations, the particles fly out of the feasible solution space and therefore a proper constraint-handling method is required. Yin [27] adopted a penalty method to enforce the constraints, whereby particles leaving the feasible solution space are penalised by assigning a negative value reflecting the violation degree. This penalty aims to drive the particles back into the feasible solution region, however it is generally difficult to determine the penalty function, as a weak penalty may leave many particles continuously searching outside the feasible solution space. To overcome the disadvantage of the penalty method, Wang [24] proposed a chromosome-repairing scheme which utilized the traditional split and merge techniques to mend the 'invalid' chromosomes. This scheme not only aims to preserve the feasibility of the solution, but also attempts to maintain its optimality. Following on from the idea of the constraint handling method proposed by Wang [24] , we use the chromosome-repairing scheme to cope with the problem of the particles leaving the feasible solution space.
When a particle leaves the feasible solution space, the approximation error of its corresponding solution exceeds the given error tolerance ε. The following steps can be taken to move it back into the feasible region: (1) travel along the polygon in a clockwise direction, examine and adjust each vertex to a new curve point on the arc between its two adjacent vertices to reduce the approximation error as much as possible; and (2) if the resulting approximation error still exceeds the prescribed tolerance, the solution is repaired using the scheme proposed by Wang [24] .
Similarly to GA, PSO has a strong global, but poor local search ability. performed against every particle.
Algorithm flow
This section elaborates on the algorithm flow of the proposed iPSO. Given a digital curve C with N points, let K be the size of the particle swarm, and T be the prespecified maximum number of iterations. The pseudocode of the proposed iPSO is shown in Algorithm 1.
Algorithm 1:
If
P g (t) =Adjust-and-Merge(P g (t)) (Section 5.3); for i ← 1 to K do · Update velocity V i (t + 1) (Eq. 9) and position X i (t + 1) (Eq. 11)
Comparison between bPSO and iPSO
Compared to bPSO, the proposed iPSO has the following advantages.
• With regards to particle representation, iPSO provides a direct solution representation which benefits the processing of the solution (e.g. calculation of approximation error, fitness evaluation and solution local optimization). In bPSO, the binary code requires decoding and transformation into an integer code before processing the solution. In addition, the solution representation of iPSO is much more compact and efficient than bPSO.
• With respect to the position update, iPSO has a clearer physical meaning and a more sound mechanism than bPSO. In the design of iPSO, both position and velocity have clear physical meanings. Its particle position is the polygon vertex position on the curve, and its velocity is the distance and direction that a particle needs to travel in the position update. These intuitive designations naturally follow their equivalent kinetic meanings. Conversely, the update mechanism of bPSO is based on probability. The velocity is transformed to a probability that a point is chosen as a polygon vertex where zero velocity denotes an equal chance of being selected or not being selected. This is contrary to the sense of kinetics in which a zero velocity particle would remain in the same position.
• With regards to the solution quality, iPSO generates higher quality solutions than bPSO due to being unbiased and having an increased efficiency. As detailed in Sections 2 and 4, bPSO is biased towards the state that half of the curve points are selected as the polygon vertices. The solutions consequently lack optimality. In iPSO, the length of the position vector is the number of vertices in the approximating polygon and the position update does not increase. Moreover, the position update tends to reduce the length of the position vector. We find that iPSO has a higher probability of generating more-optimal solutions than bPSO.
Experimental results
For our experiments, two groups of shapes were used to evaluate the performance of the proposed iPSO. Figure 4 shows the first group of two synthesized shapes designed by Teh and Chin [22] . Figure 4 (a) is a shape with 102 points, and Figure 4 (b) is a leaf shape with 120 points. This collection of shapes has been widely used as a testing benchmark for existing polygonal approximation methods as in [4, 11, [20] [21] [22] [23] [24] [25] [26] [27] . The second shape group consists of four lakes as shown in Figure 5 , which were extracted from the maps of four famous lakes of America, Italy, Nicaragua and Canada, respectively, by Wang et al [24] . Figure 5 shows Lake Arlington with 133 points (a), Lake Como with 124 points (b), Lake Figure 5: Four lake shapes extracted from the maps of four famous lakes, namely Arlington (in US), Como (in Italy), Managua (in Nicaragua) and Simcoe (in Canada), with their chain codes generated from [24] Managua with 120 points (c), and Lake Simcoe with 134 points (d). Since a shape is usually represented by a chain code, the chain codes of these test instances are included in these figures. An algorithm for translating a chain code into a sequence of points in Cartesian coordinates is provided in Algorithm 2, in the Appendix.
In the experiments, the proposed method was compared to three baseline algorithms:
bPSO [27] , mPSO [23] and GA [24] . Among them, bPSO [27] is the first work to apply the binary version of PSO to polygonal approximation problems. mPSO [23] also adopted the binary version of PSO and incorporated a mutation operator. GA [24] is a recently published GA-based method which has the best performance over the other nature inspired algorithms.
Due to the probabilistic nature of the searches, each method was run ten times with the best results and average results reported. All the methods were implemented in Borland Delphi 7.0 and were tested on a PC with Pentium Dual-core 2.80 GHz CPU and 2 GB RAM. For the proposed iPSO, parameters were set to c 1 = 2 and c 2 = 2. The population size was set at 30 and the number of iterations was 100 for all four methods. The other parameters for bPSO [27] , mPSO [23] and GA [24] were set as detailed in their respective papers.
To evaluate the quality of an approximating polygon, the Integral Square Error (ISE) and the number of the vertices, M , can be used to indicate the precision and compactness, respectively. These two measurements are interrelated and two polygons with different
ISEs and vertex numbers cannot be directly compared. To overcome this problem, Rosin [18] proposed a unified performance measure for assessing the relative merits of the various methods. Rosin's method is based on measuring the difference between the obtained solution and the global optimal solution. An optimal algorithm, such as the dynamic programming method [13] , is used to obtain the ground truth. Let E appr and M appr denote the ISE and the vertex count of the approximating polygon produced by the algorithm to be tested, respectively. Let E opt denote the ISE of the approximating polygon with M appr vertices generated by the optimal algorithm, and M opt denote the vertex count that the optimal algorithm would require to produce the same ISE as the tested algorithm. The measurements proposed by Rosin [18] are calculated as
Fidelity measures how well the test polygon fits the curve relative to the optimal polygon in terms of the approximation error. Efficiency measures how compact the testing polygon is, relative to the optimal polygon with the same error bound. Merit provides a combined measure of the precision and compactness. The advantage of Rosin's measure over the other measures [19] is that it can provide a relative measure and can also be used to compare approximations having different numbers of vertices. For these reasons, we use Rosin's method to measure and compare the results of the proposed method and the other benchmark methods, in this paper. Figure 6 shows the average numbers of polygon vertices (M ) of ten independent runs of the four methods on all the test instances. The ε−M graphs show the average performance versus M of bPSO [27] , mPSO [23] , GA [24] , and the proposed iPSO, respectively, for min −ε optimization. The best performances of the four methods on the two synthesized shapes are listed in Table 3 . Table 2 lists performances for the four lake shapes.
For an error tolerance of ε = 10, Figure 7 shows a visual comparison of polygonal approximations using the four methods on the two synthesized shapes, while Figure On the two groups of testing shapes, the proposed iPSO can be seen to outperform the benchmark methods (i.e. bPSO [27] , mPSO [23] and GA [24] ), in terms of the best and average solutions. With a fixed error tolerance ε, iPSO approximated polygons with the smallest numbers of vertices. Where the number of vertices from all four methods are equal (e.g. ε = 60 for semicircle in Table 1 and Table 2 ), the proposed iPSO still generates the best approximation in terms of error. When using Rosin's method to measure the performances, the proposed iPSO systematically outperformed the benchmark methods in terms of Fidelity, Efficiency and Merit for all instances, as shown in Table 1 and Table   2 . In some cases (e.g. ε = 30 for Semicircle, ε = 10 for Leaf, ε = 120 for Arlington, ε = 60
for Como, ε = 90 for Managua and ε = 30 for Simcoe), iPSO achieved Fidelity, Efficiency
and Merit values of 100, indicating that iPSO found the global optimal solutions in the search space. With regards to computational speed, iPSO is faster than the other two PSO-based methods due to the efficient coding and updating mechanism, and while being slower than GA, iPSO offers better accuracy.
At this point, the proposed iPSO has been compared with three benchmark methods, bPSO [27] , mPSO [23] , and GA [24] and the experimental results indicates its higher performance over the other approaches. To further demonstrate the superiority of the The average results of bPSO [27] , mPSO [23] , GA [24] , and the proposed iPSO on all testing instances. The best results of GA [24] , bPSO [27] , mPSO [23] and the proposed iPSO on the lake shapes The best results of GA [24] , bPSO [27] , mPSO [23] and the proposed iPSO on the lake shapes (continues) proposed method, other recent algorithms developed for solving the polygonal approximation problem are included for comparison. They are the Ant Colony Search (ACS) [26] , Dominant Point Deletion (DPD) [10] and Betweenness [2] methods. It can be seen in Table 3 that in the seven test cases, from the absolute measure values and relative measure values, the proposed iPSO outperforms the ACS [26] , DPD [10] and Betweenness [2] methods. Only in three cases (ε = 25 and ε = 60 for Semicircle shape and ε = 150 for leaf shape), is iPSO not the best among the four competing methods, however, our method still achieves results comparable with the best method. In these cases, our method creates polygonal approximations having the same number of vertices as the ones generated by the best method, and the ISE approximation error of the best method is only marginally better than our method (less than one pixel difference of ISE between our method and the best method). It is worth noting that among the four competing methods, the proposed iPSO and Ant Colony Search (ACS) [26] are both nature inspired algorithms, though our method is far better than ACS [26] in terms of absolute and relative measures.
Conclusion
In this paper, a novel integer PSO algorithm, iPSO, has been proposed for solving the polygonal approximation problem. The proposed iPSO algorithm utilizes integer coding to provide a direct solution representation. Compared to the binary version of PSO (bPSO), iPSO's coding is significantly shorter and its updating mechanism has clearer physical meaning. These characteristics offer iPSO a better performance in terms of solution quality and computational speed. In the experiments, the proposed iPSO has been tested on two commonly used synthesized shapes and four real lake shapes. The results show that the proposed iPSO has higher performance on all test shapes than the bPSO-based methods [23, 27] , in terms of the quality of the solutions and the computational efficiency.
As a nature inspired algorithm, the proposed iPSO was also compared with two other types of nature inspired algorithms, that is, the GA-based method [24] and the Ant Colony Search method (ACS) [26] . The comparative results indicate its superiority to them. Two other recent methods, namely DPD [10] and Betweenness [2] , are also included in our comparison. Our method achieves better or comparable performances than them in terms of solution merit.
It is worth noting that although the proposed iPSO was developed for solving min-# polygonal approximation problems in this paper, the framework of the proposed method can also be applied to solving min −ε polygonal approximation problems. When applying iPSO for min-ε problems, only the fitness evaluation and position adjustment need be updated. For min-ε problems, the fitness evaluation is associated with the approximation error instead of the number of vertices, i.e. the polygons with smaller approximation error have better fitness values. For the position adjustment, since the constraint condition is changed and the infeasible solutions are those whose number of vertices is not equal to the pre-specified number of vertices, we can mend the infeasible solutions via vertex insertion and removal techniques. That is to say only a small change is required to be made against the proposed iPSO on applying it to min-ε problems.
Polygonal approximation is a combinatorial optimization problem and this paper demonstrates that the proposed iPSO provides a better solution than bPSO can offer.
Future research may be conducted to extend the idea of iPSO to other combinatorial optimization problems such as, e.g. the traveling salesman [3] and job shop scheduling [12] problems.
